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ABSTRACT
is study investigates whether reoptimization can help in solv-
ing the closest substring problem. We are dealing with the fol-
lowing reoptimization scenario. Suppose, we have an optimal l-
length closest substring of a given set of sequences S. How can
this information be beneficial in obtaining an (l + k)-length clos-
est substring for S? In this study, we show that the problem is
still computationally hard even with k = 1. We present greedy
approximation algorithms that make use of the given information
and prove that it has an additive error that grows as the parameter
k increases. Furthermore, we present hard instances for each algo-
rithm to show that the computed approximation ratio is tight. We
also show that we can slightly improve the running-time of the ex-
isting polynomial-time approximation scheme (PTAS) for the orig-
inal problem through reoptimization.
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1 INTRODUCTION
Given a set of sequences S = {S1, S2, . . . , St } defined over some
alphabet Σ, where each |Si | = n, and for some l < n, find a string
v ∈ Σl and a set containing {yi }, where each yi is a substring of
Si ∈ S, such that the total Hamming distance
t∑
i
d(v,yi ) is mini-
mized. We call v the l-length closest substring of S. e string v
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is also called the consensus of the set {y1,y2, . . . ,yt }. Solutions to
this problem has been applied to variety of paern identification
ranging from biological sequences to text mining. Not to mention
its many application to other discrete structures such as graphs.
e problem of finding the closest substring is NP-hard [9], i.e.,
unless P=NP, there does not exists a polynomial-time exact solu-
tion for the problem. erefore, approaches such as finding near-
optimal solutions has been widely used to address the intractabil-
ity of the problem. Approximation is one among these approaches.
In this approach, algorithms are required to have provable error
bounds. Here, one can compute a constant c , called the approxi-
mation ratio which serves as a performance guarantee of an algo-
rithm. Ahierarchy exists forNP-hard optimization problems show-
ing that, while others have constant-factor approximation ratio,
some still are not even possible to approximate. Examples of inap-
proximable problems include, the unrestricted traveling salesman
problem [15] and the maximum subgraph problem [20]. erefore,
we use another approach that goes hand in hand with approxima-
tion, called reoptimization.
Reoptimization was first mentioned in [16]. Reoptimization is
used to solve computational problems that are defined over in-
stances that change over time. To illustrate the concept, consider a
railway system with an optimal routing schedule. As part of devel-
opment, new stations or connections will be added to the railway
system. us, as a consequence, a new routing schedule for the
new railway system is required. Reoptimization has been applied
to similar studies including finding the shortest path in [13], find-
ing the minimum spanning tree in [19] and some of its variants
with edge weights in [14] [6]. It is also used in providing reopti-
mization solutions for vehicle routing problem [17], and the facility
location problem [18].
For some instances, the optimal routing schedule remains to be
optimal aer the modification, but for some, however trivial the
modification, the problem of coming up with a new routing sched-
ule remains to be computationally hard [10]. In line with this, sev-
eral studies investigate the benefit of reoptimization when applied
to computationally hard problems.For some problems, the given
optimal solution provides a good approximate solution to the new
instance. Moreover, it was shown that reoptimization can help to
either improve the approximability and even provide a PTAS for
some problems that are APX-hard [10, 21]. ese results include
improvements for the metric-traveling salesman problem [10], the
Steiner tree problem [2, 3, 11], the common superstring problem
[1], and hereditary graph problems [4, 5].
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e first application of reoptimization for the closest substring
problem has been shown from our initial work in [7, 8]. In [7], we
proved that CSP obeys a certain property called self-reducibility.
We also proved that all problems that are polynomial-time reducible
to a self-reducible problems admits the same property. e sim-
ple idea behind this property is that we can easily break-down
any given instance of the problem to a smaller instance, such that
whenever there exists a solution to a smaller instance, we can eas-
ily make it feasible to the larger instance.
Initial findings in [8], focused on a reoptimization variant char-
acterized by adding a new sequence in S. In other words, we have
an additional information that is the optimal closest substring for a
subset of sequences. Furthermore, we also showed that can we ob-
tain an error that grows as the number of additional sequences is
increasing. With the same approximation ratio of the PTAS in [12],
we can improve the running time from O(l(tn)r+1) to O(ltn((t −
r )n)r ).
In this paper, we will explore the corresponding reoptimization
variant of CSP. We will start with the simple case where the pat-
tern length is increased by 1. Let us define Reopt-CSPMl+1 as fol-
lows. Given a set of sequences S = {S1, S2, . . . , St } and an optimal
closest substring vopt of length l . Find the closest substring of
length l + 1. Later on we generalized the reoptimization variant
to Reopt-CSPMl+k . Given the same set of sequences S, we inves-
tigate whether a given optimal l-length closest substring will be
beneficial or not in finding an (l + k)-length closest substring.
e paper is organized as follows. In Section 2, we showed that
even though we have an additional information regarding l-length
closest substring, solving Reopt-CSPMl+1 and Reopt-CSPMl+k re-
mains to be computationally hard. In sections 3 and 4, we provide
approximation algorithms for Reopt-CSPMl+1 and Reopt-CSPMl+k
respectively. In section 5, we showed how reoptimization can be
beneficial in improving the running time of the PTAS for CSP. Lastly,
we conclude this paper in section 6.
2 HARDNESS RESULT
Theorem 2.1. Reopt-CSPMl+1 is NP-hard.
Proof. Towards contradiction, suppose Reopt-CSPMl+1 prob-
lem is polynomial-time solvable, then there∃ an optimal polynomial-
time algorithm Alg for Reopt-CSPMl+1 . Now, we present an itera-
tive algorithm for closest substring problem utilizing Alg. We will
start with a trivial closest substring of length l = 1. For any valid
set of sequences, any symbol that is present in all sequences is an
optimal solution for S, except for the trivial case where the set of
alphabets in Si ’s are disjoint.
Using the optimal closest substring of length 1, we can obtain
an optimal solution of length 2 in polynomial-time using Alg. It-
eratively, we can use the optimal solution of length i to get the
optimal solution of length i +1, for 2 ≤ i ≤ l . Ultimately, we arrive
to an optimal solution of an arbitrary length l in polynomial-time.
However, the closest substring problem is NP-hard. us, Reopt-
CSPMl+1 must also be NP-hard. 
Using eorem 2.1, we have the following corollary.
Corollary 2.2. Reopt-CSPMl+k is NP-hard.
3 APPROXIMATION ALGORITHMS
It is natural to think that the given optimal solution already pro-
vides a good approximate solution for Reopt-CSPMl+1 . Here, we
investigate possible transformations of vopt in order to obtain a
feasible solution for Reopt-CSPMl+1 , as well as the approximation
ratio of the best possible solution from transforming vopt .
Let v ′opt be the optimal (l + 1)-length closest substring of S and
OPT = (y1, . . . ,yt ) be the sequence of closest substrings ofvopt in
S. In order to obtain a feasible solution of length l +1 from a given
l-length paern, we define algorithm EXTEND in Algorithm 1.
Algorithm 1 (EXTEND). Approximation algorithm for trans-
forming any given l-length paern vsol to obtain a feasible solu-
tion v ′
sol
of length l + 1 for Reopt-CSPMl+1 .
1: procedure EXTEND(vsol , S)
2: obtain SOL = {y1,y2, . . . ,yt } from vsol ⊲ Get the closest
substring yi from vopt for each Si
3: for each x ∈ {0, 1}t do
4: for each yi ∈ SOL do
5: if x[i] == 1 then
6: y′i = le f t(yi , Si )
7: else
8: y′i = riдht(yi , Si )
9: end if
10: end for
11: SOL′ = {y′1,y′2, . . . ,y′t }
12: end for
13: return consensus v ′
sol
with minimum cost(SOL′)
14: end procedure
Algorithm 1 extends each yi either to the le or to the right
to obtain an occurrence of length l + 1. Let y′i be the extended
substring from yi of length l + 1, such that
cost(v ′
sol
) =
t∑
i=1
d(v ′
sol
,y′i )
is minimized over all combinations of le and right extensions
of each yi in OPT , with respect to their consensus substring v
′
sol
.
Naively, we can get the best solution from EXTEND(vopt ) inO(2t ).
Due to the transformation, the quality of v ′
sol
with respect to a
given vopt is
cost(v ′sol ) = cost(vopt ) + t .
Since cost(vopt ) ≤ cost(v ′opt ) in this type of modification, we have
an additive approximation ratio of
cost(v ′
sol
) = cost(v ′opt ) + t .
From the given computations, we have the following theorem.
Theorem 3.1. Procedure EXTEND in Algorithm 1 is an approxi-
mation algorithm for Reopt-CSPMl+1 with cost at most cost(v ′opt )+t
which runs in O(2t ).
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ough it might seem that the shown approximation ratio for
Reopt-CSPMl+1 is a trivial upper bound, we will show that the ra-
tio is indeed tight by showing a set of hard instances for Reopt-
CSPMl+1 . Let us consider an instance for Reopt-CSPMl+1 . Let S
be the following set of sequences,
S1: α1 B B α1 A B A
S2 : α2 B B α2 A A A
S3 : α3 B B α3 A A A
: . . .
St : αt B B αt A A A
where A,B,αi ∈ Σ. e optimal 2-length closest substring of
S is “BB” with cost(“BB”) = 0. However, all possible extension
of “BB” will incur an additional cost of t . On the other hand, a
suboptimal solution “AA” could have been a beer option when
transformed to “AAA”. is particular example can be generalized
to a set of input instances for Reopt-CSPMl+1 . e description of
such instances is described in the proof of the following claim.
Claim 1. ere exists an instance S and a given vopt for Reopt-
CSPMl+1 such that the
cost(EXTEND(vopt )) = cost(v ′opt ) + (t − 1).
Proof. We prove the following claim by describing a set in-
stances for Reopt-CSPMl+1 . Let S = {S1, S2, . . . St } be the set of
sequences defined over the alphabet Σ containing the subset of
symbols {A,B,α1, . . . ,αt }. e set S is defined such that ∃ j ∈
{1, . . . , t}, where Sj is of the following form
Sj = αj B . . . B︸ ︷︷ ︸
l
αj A . . .B︸ ︷︷ ︸
l
A,
and all the remaining sequences in S is described as follows
Si = αi B . . .B︸ ︷︷ ︸
l
αi A . . .A︸ ︷︷ ︸
l
A.
For illustration purposes, we have the following alignment.
S1: α1 B . . . B α1 A . . . A A A
S2 : α2 B . . . B α2 A . . . A A A
S3 : α3 B . . . B α3 A . . . A A A
: . . .
Sj : αj B . . . B αj A . . . A B A
: . . .
St : αt B . . . B αt A . . . A A A
e optimal solution of length l is the closest substring Bl with
cost(Bl ) = 0. However, the best possible solution fromBl will incur
an additional cost of t , i.e., cost(EXTEND(Bl )) = cost(Bl ) + t . On
the other hand, a suboptimal solution Al , with cost(Al ) = 1, can
be transformed into the optimal solutionAl+1, i.e., EXTEND(Al ) =
Al+1, with
cost(EXTEND(Al )) = 1.
erefore, showing
cost(EXTEND(vopt )) = cost(vopt ) + t ,
cost(vopt ) = cost(v ′opt ) − 1,
cost(EXTEND(vopt )) = cost(v ′opt ) + t − 1.
cost(v ′
sol
) = cost(v ′opt ) + t − 1.

Theorem3.2. If there exists aσ -approximation algorithm for CSP,
then there exists an approximation algorithm with ratio
(2σ − 1)
σ
cost(v ′opt ) +
(σ − 1)
σ
(t − 1)
for Reopt-CSPMl+1 .
Proof. Let Alg return the minimum between the results of
ALG1 andALG2. LetALG1 be the reoptimization algorithmEXTEND
and ALG2 be a existing σ -approximation algorithm. We have the
following computation of cost(v ′
sol
).
cost(v ′
solA
) ≤ cost(v ′opt ) + t − 1
cost(v ′
sol B
) ≤ σ · cost(v ′opt )
cost(v ′
sol
) = min{cost(SOLA), cost(SOLB)}
≤ (σ−1)(cost (v
′
opt )+t−1)+σcost (v ′opt )
σ
≤ (σ−1)cost (v
′
opt )+(σ−1)(t−1)+σcost (v ′opt )
σ
≤ (2σ−1)cost (v
′
opt )+(σ−1)(t−1)
σ
≤ (2σ−1)σ cost(v ′opt ) +
(σ−1)
σ (t − 1)

In the following corollary, we identify properties of some input
instances where we can actually benefit from the additional infor-
mation in Reopt-CSPMl+1 .
Corollary 3.3. If (t − 1) < (σ − 1)cost(v ′opt ) for some feasi-
ble instance S′ , then algorithm EXTEND for Reopt-CSPMl+1 is an
advantage over any existing σ -approximation algorithm for CSP.
On the contrary, if (t − 1) ≥ cost(v ′opt ), it is beer to solve S′
from scratch using the existing σ -approximation algorithm. In this
case, the given optimal solution is not beneficial in improving the
quality of the solution.
4 GENERALIZATION
e procedure EXTEND in Algorithm 1 can be generalized to ob-
tain a feasible solution of length l + k . We illustrate all possible k
extensions of a sample substring as follows. Consider a subtring
yi = DEF in Si . For k = 2, we have 3 possible values fory
′
i . For the
rest of our discussion, we may refer to the additional substrings in
y′i as the k flanking substrings of yi in y
′
i .
Si : A B C D E F G H I J
yi : D E F
y′i : B C D E F
C D E F G
D E F G H
A substring yi of length l can be extended to at most k + 1 pos-
sible y′i in Si . Procedure K-EXTEND in Algorithm 2 works by get-
ting all possible combination of extensions from the le and right
of each occurrence.
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Algorithm 2 (K-EXTEND). Generalization of the EXTEND algo-
rithm for Reopt-CSPMl+k
1: procedure K-EXTEND(vsol , S)
2: obtain SOL = {y1,y2, . . . ,yt } from vsol ⊲ Get the closest
substring yi from vopt for each Si
3: for each x ∈ {0, 1, . . . ,k}t do
4: for each yi ∈ SOL do
5: start = starting position of y[i] in Si
6: start = start + x[i]
7: y′ = Si [start + 0 : start + k]
8: end for
9: end for
10: end procedure
Theorem 4.1. Procedure K-EXTEND in Algorithm 2 is an approx-
imation algorithm for Reopt-CSPMl+k with cost at most cost(v ′opt )+
kt which runs in O(t · kt ).
Proof. Exhausting all possible extensions will takeO((k + 1)t )
steps. Extracting substrings from each sequence will take O(t)
steps. erefore, Algorithm 2 has a worst case time complexity
of O(t · kt ).
For the approximation ratio of K-EXTEND, we use the proof of
eorem 3.2 to give us an upper bound of cost(v ′
sol
) = cost(v ′opt )+
kt for Reopt-CSPMl+k .

5 IMPROVING THE PTAS
Recall the sampling-based PTAS in [12]. For each parameter r , it
describes an approximation algorithm for CSP that outputs a solu-
tion vsol with
cost(vsol ) ≤
(
1 +
4|Σ| − 4
√
e
√
4r + 1 − 3
)
· cost(vopt )
in O(l(tn)r+1) time. In this section, we will show that it is also
possible to adapt the general idea of the existing PTAS from [12]
for improving the approximation ratio of K-EXTEND algorithm.
Moreover, we argue that we also improve the running time of the
existing PTAS for Reopt-CSPMl+k .
Note that, by exhausting all possible substring alignments in
S, we can get the optimal closest substring in O((tn)t ). e PTAS
from Li et. al. [12] explores a subset of this search space by limiting
the number of substrings in the alignments. Instead of exhausting
all possible alignments of t substrings in S, the PTAS explores all
possible alignments of r substrings present in S, where parameter
r ≤ t . For some fix r , it is easy to see how the problem admits a
polynomial-time approximation solution in O((tn)r ).
Before we proceed with the discussion of how we aim to im-
prove the PTAS via reoptimization. Let us present the following
concepts. An r -sample from a given instance S or a set of se-
quences, i.e.,
r -sample(S) = {yi1 ,yi2 , . . . ,yir },
is a collection of r l-length substrings from S. Repetition of sub-
strings are allowed for as long as no two substrings are obtained
from the same sequence. Let R(S) denote the set of all possible
r -sample from S. e total number of samples in S is (tnr ) which
is bounded above by O((tn)r ). Note that, a consensus paern is
polynomial-time computable from a given r -sample. is is done
by simply geing the column-wise majority symbol from an align-
ment of a given set of equal length substrings.
We present an approximation algorithm for Reopt-CSPMl+k in
Algorithm 3. e algorithm outputs the best between two feasible
solutionsv ′
solA
andv ′
sol B
. e first solutionv ′
solA
is obtained from
using K-EXTEND on the given optimal solution vopt . e second
feasible solution is obtained by minimizing the cost among all r -
samples obtained from the set {R(S) \ R(SOL′
A
)}, where R(SOL′
A
)
contains the set of occurrences of v ′
solA
from K-EXTEND Algo-
rithm.
Algorithm 3Modification of PTAS from [12] for Reopt-CSPMl+k .
Given a set of sequences S = {S1, S2, . . . , St } and a corresponding
optimal l-length closest substring vopt , algorithm outputs a feasi-
ble (l + k)-length closest substring v ′
sol
1: v ′
solA
= K-EXTEND(vopt )
2: v ′
sol B
= ∅
3: min = ∞
4: for each (l + k)-length r -samples {yi1 ,yi2 , . . . ,yir } ∈ {R(S) \
R(SOL′
A
)} do
5: vsol = K-BEST-ALIGN({yi1 ,yi2 , . . . ,yir },S)
6: if cost(vsol ) < min then
7: min = cost(vsol )
8: v ′
sol B
= vsol
9: end if
10: end for
11: v ′
sol
=min(v ′
solA
,v ′
sol B
)
12: return v ′
sol
We argue that the algorithm can actually skip a portion of the
sample search space. ereby, maintaining the same approxima-
tion ratio while improving the running time. To illustrate the idea
of the algorithm, we abstracted the sample space using the follow-
ing figure.
k l k n − (l + 2k)
A B C D
Figure 1: Abstraction of the search space in R(S), where
R(S) = A ∪ B ∪ C ∪ D. e substring v ′
solA
is the best so-
lution obtained from exhausting regions A ∪ B ∪ C, while
v ′
sol B
is obtained by exhausting region D.
Suppose each sequence in S has a uniform length of n =m+ l +
2k . Let us partition the set of sample spaces into 4 regions as shown
in Figure 1. Recall the definition of an r -sample in the previous
section. RegionB consists of the set of all r -samples obtained from
the occurrences of vopt . Regions A, B, and C consist of the set
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of r -samples obtained from the occurrences of vopt including k
flanking substrings to the le and right of each occurrence. We
have the following illustration to visualize the set of substrings
where samples from regions A, B, and C were taken from.
k l k
S1 : y1
S2 : y2
S3 : y3
.
.
.
.
.
.
St−1 : yt−1
St : yt
Figure 2: Occurrences of vopt in each Si . Each occurrence
yi has a le and a right k flanking substring. Samples that
are taken from these substrings are covered in regionsA, B,
and C in Figure 1.
e above illustration captures the fact that occurrences ofvopt
in S may not necessarily align in terms of their starting position.
Without lost of generality, we assume that k flanking substrings
on the le and right of each occurrence exist in S. e remaining
parts of S that is not considered in Figure 2 comprises the samples
in region D.
Theorem 5.1. Algorithm 3 is a 1 +
4 |Σ |−4√
e (√4r+1−3) approximation
algorithm for Reopt-CSPMl+k which runs in O(ltn · (tn)r − tr ).
Proof. Algorithm 7 uses K-EXTEND which runs in O(t · kt ).
e sampling step in lines 4-10 runs inO((tn)r − (tr (l + 2k)r )). For
small values of k , we have a total running time of O((tn)r − (tl)r ).
However, for large values of k , the algorithm will be dominated by
the running time of the K-EXTEND which is O(t · kt ).
An algorithm has to cover all possible r -samples in S in order to
achieve the desired competitive ratio as the PTAS. is is equiva-
lent to covering all samples that are obtained from regionsA toD
in Figure 1. e K-EXTEND algorithm already covers regions A,
B, and C. Due to the exhaustiveness of K-EXTEND, the feasible
solutionv ′
solA
has the local minimum cost when samples obtained
fromA- C are considered. e remaining space that is not covered
by the K-EXTEND is handled by the sampling based approach in
lines 4 to 10 of the Algorithm 3. us, maintaining the same ap-
proximation ratio of PTAS in [12]. 
We can see in this scenario, how the amount of information is
useful in Algorithm 3. As we have more information about the
optimal solution, or equivalently, if we have an optimal solution
for a longer sequence, i.e., we have a smaller value ofk , thenwe can
actually get an advantage over the existing PTAS. But if we have
lile information, i.e., larger value of k , it is advisable to solve the
problem from scratch, as it is much more expensive to start from
vopt to obtain a solution of longer lengths through K-EXTEND
algorithm.
Reoptimization in this case is helpful and it scales up as k de-
creases. e observation in Reopt-CSPMl+k is analogous to our
result in the previous section for Reopt-CSPMt+k .
6 DECREASING THE PATTERN LENGTH
We study the reoptimization variant of CSPwhen the paern length
l is increased. In this section, we will investigate the case where we
look for smaller paern length. Let us make use of Reopt-CSPMl−1
and Reopt-CSPMl−k to denote the case where the paern length
is decreased by 1 and k , respectively. It is natural to think that
Reopt-CSPMl−k and is easier than Reopt-CSPMl+k , i.e., we can
always get the smaller closest substring (v ′opt ) inside the longer
closest substrings (vopt ). is is true for some cases. However, we
will show some instances where the smaller closest substring is to-
tally different from the longer substring. Let S = {S1, S2, . . . , St },
where cost(vopt ) > t .
S1: A A A B B A
S2 : A A A B B A
S3 : A A A B B A
S4 : A A A B B A
: . . .
St : B B B B B A
In the given instance, we can observe that vopt = “AAA” and
v ′opt = “BB” can be totally different in terms of their edit distance
even for binary alphabets, i.e., S is defined over the alphabet Σ =
{A,B}. e optimal 3-length closest substring has cost equal to
3. Meanwhile, the optimal 2-length substring has cost equal to
0. e the occurrences of the optimal closest substring of smaller
length is not necessarily contained in the occurrences of longer
closest substring, which can be observed even if the paern length
is decreased by 1. We can generalize the description to an arbitrary
length l + k . For n ≥ 2l + k and l ≤ 2t , we can always describe
an instance S such that we cannot transform the given solution to
obtain a modified solution for Reopt-CSPMl−k . In such instances,
the given optimal l + k-length closest substring has cost equal to
l +k and an optimal l-length closest substring with cost equal to 0.
e relationship of Reopt-CSPMl+k and Reopt-CSPMl−k is dif-
ferent as compared with the first reoptimization variant that we
studied in [8]. In Reopt-CSPMt+k and Reopt-CSPMt−k , the hardest
instance for Reopt-CSPMt+k remains to be the hardest for Reopt-
CSPMt−k in terms of approximability, whereas in reoptimization
variants where the paern length is involved, the hard instance for
Reopt-CSPMl−k is not easily realizable from the hard instance of
Reopt-CSPMl+k .
7 CONCLUSION
In this paper, we showed that the reoptimization variant of CSP
under paern length modifications for both the simple case and
its generalization are NP-hard. We presented simple greedy algo-
rithms called EXTEND and K-EXTEND in Algorithms 1 and 2, re-
spectively. We used a simple idea where the algorithms transform
the given optimal solution to become feasible for the instance with
longer closest substring length. e running time of algorithm
EXTEND is exponential in t with solutions that has a worst case
approximation ratio of cost(v ′opt ) + t . Furthermore, we present
a set of hard instances for EXTEND to show that the approxima-
tion ratio that we computed is tight. e scenario happens only
when the cardinality of the alphabet exceeds t + 2. We isolated the
case where we can actually have an advantage over any existing
σ -approximation algorithm. As a corollary, we showed that we
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can benefit from K-EXTEND if (t − 1) < (σ − 1)cost(v ′opt ), for any
existing σ -approximation algorithm for CSP. We also presented an
analogous result from our previous work in [8] regarding the run-
ning time improvement over the existing PTAS in [12]. Here, we
showed that we can maintain the same approximation ratio while
savingO(tr ) running time for Reopt-CSPMl+k . For value of param-
eter t > rn, reoptimization variant Reopt-CSPMl+k can be more
beneficial for CSP compared to Reopt-CSPMt+k .
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