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Abstract
We study the existence and smoothness of densities of laws of solutions of a canonical stochastic
differential equation (SDE) driven by a Le´vy process through the Malliavin calculus on the Wiener–Poisson
space.
Our assumption needed for the equation is very simple, since we are considering the canonical SDE.
Assuming that the Le´vy process is nondegenerate, we prove the existence of a smooth density in the case
where the coefficients of the equation are nondegenerate. Our main result is stated in Theorem 1.1.
c© 2006 Elsevier B.V. All rights reserved.
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1. Introduction and main result
A canonical SDE on a Euclidean space Rd is defined through a finite dimensional Le´vy
process and a finite number of vector fields. Let Z t = (Z1t , . . . , Zmt ), t ≥ 0 be an m-dimensional
Le´vy process and let V0, V1, . . . , Vm be C2-vector fields on Rd such that their derivatives are
bounded. A canonical SDE based on {V0, V1, . . . , Vm} and Z t is represented by
dξt = V0(ξt ) dt +
m∑
i=1
Vi (ξt )  dZ it . (1.1)
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(The precise definition will be given in Section 6.) Let ξ0 be an Rd -valued random variable
independent of Z t−Z0, t ≥ 0 such that E[|ξ0|p] <∞ holds for any p > 1. Let ξt be the solution
of the equation starting from ξ0 at time 0. In this paper, we study the existence and smoothness
of the density function of the law (distribution) of the d-dimensional random variable ξt when
the parameter t is fixed.
In our discussion, we will assume that the Le´vy process is nondegenerate, which is explained
as follows. Observe that E[ei(y,Zt )] is represented by the Le´vy–Khinchine formula
exp
{(
i(y, b)− 1
2
(y, Ay)+
∫
|z|≤1
(ei(y,z) − 1− i(y, z))µ(dz)
+
∫
|z|>1
(ei(y,z) − 1)µ(dz)
)
t
}
where i = √−1, b ∈ Rm , A is a nonnegative definite symmetric matrix and µ is a Le´vy measure
onRm such thatµ({0}) = 0 and ∫Rm |z|2(1+|z|2)−1µ(dz) <∞. We shall introduce assumptions
concerning the Le´vy measure. Set
ϕ(ρ) =
∫
|z|≤ρ
|z|2µ(dz). (1.2)
We say that the measure µ satisfies an order condition if there exists 0 < α < 2 such that
lim inf
ρ→0
ϕ(ρ)
ρα
> 0. (1.3)
Note that Le´vy measures with finite mass do not satisfy the order condition, because
lim infρ→0 ϕ(ρ)ρα = 0 holds for any α ∈ (0, 2) then. On the other hand, Le´vy measures of stable
laws with exponent β satisfy the order condition with α = 2− β.
We define m × m matrices Bρ by
Bρ = 1
ϕ(ρ)
∫
|z|≤ρ
zzTµ(dz).
The infinitesimal covariance B (at the origin) of the Le´vy measure µ is defined as a nonnegative
definite symmetric matrix B which is a greatest lower bound of Bρ as ρ → 0, i.e., (v, Bv) ≤
lim infρ→0
(
v, Bρv
)
holds for all v ∈ Rm , provided that the Le´vy measure satisfies the order
condition. We set B = 0 if µ does not satisfy the order condition. The Le´vy process is called
nondegenerate if the matrix A + B is invertible.
We define a d ×m matrix C(x) by (V1(x), . . . , Vm(x)). We shall consider the case where the
vector fields V1, . . . , Vm are nondegenerate, i.e., the rank of the matrix C(x) is d for any x .
Theorem 1.1. Assume that the Le´vy process Z t of Eq. (1.1) is nondegenerate and that the Le´vy
measure is supported by a compact set. Assume further that there exists C > 0 and a nonnegative
integer n0 such that
(v,C(x)(A + B)C(x)Tv) ≥ C
(1+ |x |)n0 |v|
2, ∀x ∈ Rd , (1.4)
holds for any real d-dimensional vector v = (v1, . . . , vd). Then the law of ξt has a C∞-density
for any 0 < t <∞ and ξ0.
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In [4] and [6], SDE’s with pure jumps (not including the Gaussian part) based on Itoˆ integrals
are studied. For the existence of the smooth density, a condition like
inf
x,z
∣∣∣∣det(I + ∂∂x V j (x)z
)∣∣∣∣ > C > 0, j = 1, . . . ,m
is assumed. In our case, we do not have to assume a condition similar to the above, since we are
considering the canonical SDE. Indeed, in our setting, the term I + (∂/∂x)V j (x)z corresponds to
the Jacobian matrix of the diffeomorphism φz1(x) = exp(
∑m
i=1 ziVi ) and it is always invertible.
See Section 6.
We would like to emphasize that our condition needed for the Le´vy measure µ is very mild.
In [1] and [4], it is assumed that µ has a smooth density (with respect to the Lebesgue measure)
and the density function satisfies an order condition near the origin. In our case we only assume
the order condition (1.3), which was introduced by Picard [6]. In particular µ can be a discrete
measure.
The proof of the theorem is based on the Malliavin calculus on the product space of the
Wiener measure and the Poisson measure, called a Wiener–Poisson space. In Sections 4 and 5,
we will obtain criteria for the existence of the smooth density of the law of a d-dimensional
random variable on the Wiener–Poisson space (Theorems 4.1, 5.1 and 5.2). These criteria will
be shown to be effective by examining the decay order of the characteristic function (Fourier
transform) of the law as |w| → ∞. In the Malliavin calculus on the Wiener space, it is known
that a formula of the integration by parts plays an important role. But in the Wiener–Poisson
space we do not have such a formula. Instead, we will obtain a useful formula, which may be
regarded as a modification of the formula of the integration by parts (Proposition 4.4).
Our approach is new and is different from Picard [6]. Indeed, our discussion is based on a
discrete (or Poisson) analogue of Meyer’s inequality concerning the Skorokhod integral operators
δ and δ˜ in the Wiener and Poisson spaces. See Theorem 3.2.
In Section 6, we give the proof of Theorem 1.1 by checking with a criterion of Theorem 5.2.
2. Wiener–Poisson space
Let us recall basic facts on the Wiener–Poisson space (Ω , F¯, P). Let T0 be a positive number
and let T = [0, T0]. Let Ω1 be the set of all continuous maps ω1 : T → Rm such that ω1(0) = 0
and let F1 be the smallest σ -field of Ω1 with respect to which {w1(t), t ∈ [0, T ]} are measurable.
Let P1 be a probability measure on (Ω1,F1) such thatW (t) := ω1(t) is a standardm-dimensional
Brownian motion.
Let Ω2 be the set of all integer valued measures on U = T × Rm such that ω2(T × {0}) = 0
and let F2 be the smallest σ -field of Ω2 with respect to which {w2(E); E are Borel sets in U }
are measurable. Let P2 be a probability measure on (Ω2,F2) such that N (dt dz) := ω2(dt dz)
is a Poisson random measure with intensity measure Nˆ (dt dz) := dtµ(dz), where µ is a Le´vy
measure. In the following, we set u = (t, z) and Nˆ (du) = Nˆ (dt dz), N˜ (du) = N (du)− Nˆ (du).
We set (Ω ,F) to be the product measurable space (i.e., Ω = Ω1 × Ω2,F = F1 ⊗ F2), ω =
(ω1, ω2), and consider the product probability measure P = P1⊗ P2 on (Ω ,F). The completion
of F with respect to P is denoted by F¯ . Sub σ -fields F1 ⊗ {φ,Ω2} and {φ,Ω1} ⊗ F2 are
identified with F1 and F2, respectively. We set W (t)(ω) = W (t)(ω1) = ω1(t), N (dt dz)(ω) =
N (dt dz)(ω2) = ω2(dt dz). The triple (Ω , F¯,P) is called the Wiener–Poisson space with Le´vy
measure µ.
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Let H = L2(T ;Rm). For hl = (h1l , . . . , hml )T ∈ H , we set
W (hl) =
m∑
i=1
∫
T
hil (s) dW
i
s .
We denote by S1 the collection of random variables X written as
X = f (W (h1), . . . ,W (hn1)),
where f (x1, . . . , xn1) is bounded B(Rn1) measurable, smooth in (x1, . . . , xn1), n1 ∈ N. The
Malliavin–Shigekawa’s derivative of X (with respect to the first variable ω1) is anm-dimensional
row vector stochastic process given by
Dt X =
∑
l
∂ f
∂xl
(W (h1), . . . ,W (hn))hl(t). (2.1)
For (t1, . . . , t j ) ∈ T j , we set D jt1,...,t j = Dt1 · · · Dt j . Let l be a nonnegative integer and p ≥ 1.
Norms | · |l,p for a random variable X ∈ S1 are defined by
|X |l,p :=
(
E[|X |p] +
l∑
j=1
E
[(∫
T j
|D jt X |2 dt
)p/2])1/p
(2.2)
where D jt = D jt1,...,t j , dt = dt1 · · · dt j . Let Dl,p be the completion of S1 by the norm | · |l,p. Then
Dl,p ⊂ L p(Ω ,F1) and operators D j , j = 1, . . . , l are extended to Dl,p in a obvious way.
Next, we shall introduce difference operators D˜u, u ∈ U , acting on the Poisson space. For
each u = (t, z) = (t, z1, . . . , zm) ∈ U , we define a map ε−u : Ω2 → Ω2 by ε−u ω2(A) =
ω2(A ∩ {u}c), and ε+u : Ω2 → Ω2 by ε+u ω2(A) = ω2(A ∩ {u}c)+ 1A(u). (These are extended to
Ω by setting ε±u (ω1, ω2) = (ω1, ε±u ω2).) It holds ε−u ω = ω a.s. P for any u since ω2({u}) = 0
holds for almost all ω2 for any u. The difference operators D˜u for a F2-measurable random
variable X is defined after Picard [6] by
D˜uX = X ◦ ε+u − X. (2.3)
Let u = (u1, . . . , uk) = ((t1, z1), . . . , (tk, zk)) = (t, z). We set |u| = |z| = max1≤i≤k |zi | and
γ (u) = γ (z) = |z1| · · · |zk |. We define ε+u = ε+u1 ◦ · · · ◦ ε+uk and D˜u = D˜ku = D˜u1 · · · D˜uk .
Let k be a positive integer and let p ≥ 1. For a random variable X we define
|X |k,p :=
(
E[|X |p] +
k∑
k′=1
E
[∫
U k′
∣∣∣∣∣ D˜k
′
u X
γ (u)
∣∣∣∣∣
p
Mˆ(du)
])1/p
, (2.4)
where the measures
Mˆ(du) := 1
ϕ(1)
γ (u)21(0,1](|u|)Nˆ (du), Mˆ(du) = Mˆ(du1) · · · Mˆ(duk)
are probability measures. We define Dk,p = {X;F2-measurable and |X |k,p <∞}.
We introduce here another probability measure M¯(du; du) on U k × U , which is used
in the next section, by M¯(du; du) = Mˆ(du)Mˆ(du) on {(u, u) = (u1, . . . , uk, u); ui 6=
u, i = 1, . . . , k}, and M¯(du; du) = Mˆ(du(i)) ⊗ Mˆ(du).δ{ui=u} on {(u, u) = (u1, . . . , uk, u);
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for some i ui = u}, where u(i) = u \ {ui }. If k = k1+ k2 and u = (u1,u2),u1 ∈ U k1 ,u2 ∈ U k2 ,
then the measure M¯(du; du) on U k1+k2 ×U is also denoted by M¯(du1, du2; du).
Now, for ϕ ∈ C∞0 (U ), we set
N (ϕ) =
∫
U
ϕ(t, z)N (dt dz).
Let S2 be the collection of random variables X written as
X = f (N (ϕ1), . . . , N (ϕn2)),
where f (x1, . . . , xn2) is bounded B(Rn2) measurable, smooth in (x1, . . . , xn2), n2 ∈ N. Then,
for any X ∈ S2 D˜kX is well defined and satisfies |X |k,p <∞ for any k ≥ 0, p ≥ 1.
Remark. Let k be a positive integer. Suppose that D˜uX is differentiable with respect to u. The
operation ∂u D˜u gives an intrinsic geometry on L2(U, T (U ), N ), where T (U ) is the tangent space
of U . Indeed, for X = N (ϕ) define the gradient operator ∇ by
〈∇X, v〉 = lim
→0
Exp(v)N (ϕ)− N (ϕ)

,
where v is a vector field on U and Exp(v)N denotes the exponential map of N along v. Then it
holds that ∇X = ∂u D˜uX, N -a.e. (cf. [8], Lemma 2, and [7], Section 4).
Since E[(∇X,∇X)] = E[(∂u D˜uX, ∂u D˜uX)], the map X 7→ (E[
∫
(∂z D˜uX, ∂z D˜uX)Nˆ
(du)])1/2 defines a semi-norm. Similarly, considering the relation
E[〈∇⊗kX,∇⊗kX〉] = E[(∂u D˜kuX, ∂u D˜kuX)],
the map X 7→ (E[∫ (∂z D˜kuX, ∂z D˜kuX)Nˆ (du)])1/2 defines a semi-norm through the k-fold tensor
space of T (U ).
We then can define another semi-norm by ‖|X |‖k,p =
(
E[|X |p] +∑kk′=1 E[‖|D˜k′X |‖p])1/p
if p ≥ 2, where ‖|D˜kX |‖ = sup|z|≤1,t∈T k |∂z D˜k(t,z)X |. Although this norm induces a stronger
topology compared to the original |X |k,p, this differentiability setting works effectively in the
calculus for the solution to SDE in Section 6 (cf. [6]).
Let S = S1 ⊗ S2. Spaces S1,S2 are identified with S1 ⊗ 1, 1⊗ S2 respectively. The space S
is the linear span of functionals X such that
X =
∑
i+ j=k
X (i)1 X
( j)
2 , k ∈ N,
where X (i)1 = f (i)1 (W (h1), . . . ,W (hi )) and X ( j)2 = f ( j)2 (N (ϕ1), . . . , N (ϕ j )). Here f (i)1 and
f ( j)2 are bounded B(Ri ) (B(R j )) measurable, smooth functions of i ( j) variables, respectively.
For X ∈ S we extend the operators Dt and D˜u by the linearity as follows. For X =∑
i+ j=k X
(i)
1 X
( j)
2 , let
Dt X =
∑
i+ j=k
Dt (X
(i)
1 )X
( j)
2 , D˜uX =
∑
i+ j=k
X (i)1 D˜u(X
( j)
2 ).
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Then D˜uX is represented by (2.3) for any X ∈ S. Multiple operations D j X and D˜kuX are defined
analogously. Further we have
D˜uDt X = Dt D˜uX =
∑
i+ j=k
Dt (X
(i)
1 )D˜u(X
( j)
2 ).
Then the operators D and D˜ on S are commutative and therefore Dl D˜k = D˜kDl holds for any
positive integers l, k.
For X ∈ S, we define
|X |k,l,p :=
|X |p0,l,p + |X |pk,0,p
+
k∑
k′=1
l∑
l ′=1
E
∫
U k′
∫
T l′
∣∣∣∣∣Dl
′
t D˜
k′
u X
γ (u)
∣∣∣∣∣
2
dt
p/2 Mˆ(du)


1/p
, (2.5)
where we put |X |0,l,p = |X |l,p in (2.2), and |X |k,0,p = |X |k,p in (2.4). If X ∈ S, |X |k,l,p <∞
is satisfied for any k, l, p. It holds |X |k,l,p ≤ c|X |k′,l ′,p′ whenever k ≤ k′, l ≤ l ′, p ≤ p′.
We denote by Dk,l,p the completion of S by | · |k,l,p. Then Dk,l,p ⊂ L p(Ω ,F). The derivative
operator D is then extended to the space Dk,l,p for any k, l, p. Similarly, D˜ is extended to the
spaceDk,l,p for any k, l, p. These two extended linear operators are denoted by the same symbols
D and D˜u , respectively.
Elements in Dk,l,p can be represented as X = h(ω1, ω2) such that h(·, ω2) ∈ Dl,p P2-a.e.,
h(ω1, ·) ∈ Dk,p P1- a.e. and that |X |k,l,p <∞. We set D∞ = ∩k,l,p Dk,l,p.
The following lemma will be used in Section 4.
Lemma 2.1. For any k, l, p and p′ > 1, there exists a positive constant c = c(k, l, p, p′) such
that
|XY |k,l,p ≤ c|X |k,l,pp′ |Y |k,l,pq ′ (2.6)
holds for any X ∈ Dk,l,pp′ and Y ∈ Dk,l,pq ′ , where 1/p′ + 1/q ′ = 1.
Proof. The inequality (2.6) holds for k = l = 0 by Ho¨lder’s inequality. We consider the case
k = 0 and l = 1. Set ‖DF‖ = (∫T |Dt F |2 dt)1/2. Since D(XY ) = (DX)Y + XDY , we have‖D(XY )‖ ≤ ‖DX‖|Y | + |X |‖DY‖. Therefore,
E[‖D(XY )‖p]1/p ≤ E[‖DX‖pp′ ]1/pp′E[|Y |pq ′ ]1/pq ′ + E[|X |pp′ ]1/pp′E[‖DY‖pq ′ ]1/pq ′ .
Consequently,
|XY |0,1,p = E[|XY |p]1/p + E[‖D(XY )‖p]1/p
≤ (E[|X |pp′ ]1/pp′ + E[‖DX‖pp′ ]1/pp′)(E[|Y |pq ′ ]1/pq ′ + E[‖DY‖pq ′ ]1/pq ′),
proving the inequality (2.6) in the case where k = 0 and l = 1.
We shall next consider the case k = 1 and l = 0. The equality D˜(XY ) = D˜X D˜Y +
(D˜X)Y + X D˜Y holds valid. Setting ‖D˜X‖p =
(∫ ∣∣∣ D˜u Xγ (u) ∣∣∣p Mˆ(du))1/p we have the inequality
‖D˜(XY )‖p ≤ ‖D˜X‖pp′‖D˜Y‖pq ′ + ‖(D˜X)‖|Y | + |X |‖D˜Y‖. Then we get the inequality (2.6)
similarly as the above. We can prove the inequality (2.6) for the general case similarly. 
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3. Adjoints of derivative and difference operators
The adjoint of the derivative operator D = (Dt )t∈T is defined as follows. Let δ be a
(unbounded) linear operator from L2(Ω; H) to L2(Ω;R) such that
(1) The domain is the set of processes Z = {Z t } ∈ L2(Ω; H) satisfying∣∣∣∣E [∫
T
(Dt X, Z t ) dt
]∣∣∣∣ ≤ c|X |0,0,2, ∀X ∈ D0,1,2.
(2) δ(Z) is characterized by a random variable satisfying
E[Xδ(Z)] = E
[∫
T
(Dt X, Z t ) dt
]
, ∀X ∈ D0,1,2.
The random variable δ(Z) is uniquely determined. If Z = {Z t } is F1-measurable, δ(Z)
coincides with the Skorokhod integral of Z = {Z t } based on W (t). Then Meyer’s inequality
holds ([5], Proposition 1.5.4). For any l ≥ 1 and p > 1 there exists a positive constant c such
that
|δ(Z)|l−1,p ≤ c‖Z‖l,p
holds for any {Ft }-adapted process Z = {Z t }, where
‖Z‖l,p :=
(
l∑
j=0
E
[(∫
T j+1
|D jt Z t |2 dt dt
)p/2])1/p
. (3.1)
Now if Z t = X t Z˜ t , where X t is F2-measurable and Z˜ t is F1-measurable. Then Meyer’s
inequality implies
|δ(X (ω2)Z˜)|pl−1,p ≤ cp‖X (ω2)Z˜‖pl,p, a.s. ω2 (P2).
Taking the expectation with respect to P2, we obtain the same inequality for Z = X Z˜ . Observe
that any {Z t } can be approximated by a sequence {Znt } which are written as linear sums of X t Zˆ t
mentioned above. Then the inequality holds for any F-measurable process Z t . Repeating this
argument to {D˜k Z}, we can show since D˜ and δ are commutative, there exists a positive constant
c such that
|δ(Z)|k,l−1,p ≤ c‖Z‖k,l,p, (3.2)
holds for any Z = {Z t }, where ‖Z‖k,l,p equals ‖Z‖l,p if k = 0 and
‖Z‖k,l,p :=
‖Z‖pl,p + k∑
k′=1
l∑
l ′=0
E
∫
U k′
∫
T l′+1
∣∣∣∣∣Dl
′
t D˜
k′
u Z t
γ (u)
∣∣∣∣∣
2
dt dt
p/2Mˆ(du)


1/p
,
(3.3)
if k ≥ 1.
The adjoint δ˜ of the operators D˜ = (D˜u)u∈U is defined as follows. Let Z = {Zu} = {Z t,z}
be an F-measurable continuous random field such that Z t,0 = 0, integrable with respect to
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N˜ = N − Nˆ , i.e.,
E
[∫
U
|Zu ◦ ε−u |(N + Nˆ )(du)
]
<∞.
We denote by Z the set of all such random fields Zu . We set for Z ∈ Z
δ˜(Z) =
∫
U
Zu ◦ ε−u N˜ (du). (3.4)
It is known that the operator satisfies the adjoint property:
E[X δ˜(Z)] = E
[∫
U
D˜uX Zu Nˆ (du)
]
, (3.5)
for any bounded F-measurable random variable X ([6], Lemma 1.4).
We define another norm ‖ ‖∼k,l,p for Z ∈ Z by
‖Z‖∼0,l,p =
 l∑
l ′=0
E
∫
U
∫
T l′
∣∣∣∣∣Dl
′
t Zu
γ (u)
∣∣∣∣∣
2
dt
p/2 Mˆ(du)


1/p
(3.6)
in the case k = 0, and for k ≥ 1 by
‖Z‖∼k,l,p =
‖Z‖∼p0,l,p
+
l∑
l ′=0
k∑
k′=1
E
∫
U k′×U
∫
T l′
∣∣∣∣∣Dl
′
t D˜
k′
u Zu
γ (u)γ (u)
∣∣∣∣∣
2
dt
p/2 M¯(du; du)


1/p
.
The following lemma can be verified similarly as in Lemma 2.1.
Lemma 3.1. (1) For any k, l, p and p′ > 1, there exists a positive constant c = c(k, l, p, p′)
such that
‖X Z‖k,l,p ≤ c|X |k,l,pp′‖Z‖k,l,pq ′ (3.7)
holds for any X ∈ Dk,l,pp′ and {Z t } such that ‖Z‖k,l,pq ′ <∞, where 1/p′ + 1/q ′ = 1.
(2) For any k, l, p and p′ > 1, there exists a positive constant c = c(k, l, p, p′) such that
‖X Z‖∼k,l,p ≤ c|X |k,l,pp′‖Z‖∼k,l,pq ′ (3.8)
holds for any X ∈ Dk,l,pp′ and {Zu} such that ‖Z‖∼k,l,pq ′ <∞, where 1/p′ + 1/q ′ = 1.
We will establish an inequality which corresponds to Meyer’s inequality (3.2). For ρ > 0, we
set a cut-off function χρ by
A(ρ) = {u ∈ U, |u| ≤ ρ}. χρ(u) = 1A(ρ)(u).
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Theorem 3.2. Let k, l be nonnegative integers and let p ≥ 2 be an even number. There exists a
positive constant c = c(k, l, p) such that for any s ≥ 2 and 0 < ρ < 1 the inequality
|δ˜(Zχρ)|k,l,p ≤ cϕ(ρ) 12− 12s ‖Zχρ‖∼k+p,l,(k+p)s, (3.9)
holds for all Z = {Zu} ∈ Z .
Proof. We first consider the case k = l = 0. Let ρ > 0 and Zu be a random field mentioned
above. Set Zˆu = Zu1 ◦ −u1 · · · Zu p ◦ −u p . Then we have
δ˜(Zχρ)
p =
∫
A(ρ)p
Zˆu N˜ (du1) · · · N˜ (du p). (3.10)
We divide the domain A(ρ)p of the integral into a disjoint union of subsets as follows. Let
{I1, . . . , Iq} (q ≤ p/2) be a family of disjoint subsets of {1, 2, . . . , p} such that |Ih | ≥ 2 for
h = 1, . . . , q , where |Ih | denotes the cardinal number of the set Ih . We denote by ∆ the set of
all such {I1, . . . , Iq}’s and the empty set. We set
S{I1,...,Iq } = {(u1, . . . , u p) ∈ A(ρ)p|
ui = u j holds if and only if i, j ∈ Ih for some Ih ∈ {I1, . . . , Iq}}.
Then S{I1,...,Iq } are disjoint with each other and the union of these sets as {I1, . . . , Iq} runs in
∆ is equal to U p. Thus integral (3.10) is written as a sum of the integrals whose domains
are the sets S{I1,...,Iq }. In the following, we fix a domain S{I1,...,Iq } and consider the integral
on this set. Set J = {1, . . . , p} − ∪qh=1 Ih . We represent u ∈ S{I1,...,Iq } as (uI1 , . . . ,uIq ,uJ ),
where each uIh = (u Ih , . . . , u Ih ) is an |Ih |-dimensional vector with the same component and
u J ∈ U r with r = |J |. Then it holds 2q + r ≤ p. Further, (u I1 , . . . , u Iq ,uJ ) ∈ Sq+r , where
Sq+r = {(u′1, . . . , u′q+r )|u′i 6= u′j for any i 6= j}.
Functions Zˆu, |u| ≤ ρ etc. can be regarded as functions of (u I1 , . . . , u Iq ,uJ ) ∈ Sq+r . Further,
|Ih | fold product measure N˜ (du Ih ) · · · N˜ (du Ih ) coincides with N (du Ih ) on the set S{I1,...,Iq }.
Therefore, the above integral (3.10) is written as
δ˜(Zχρ)
p =
∑
∆
∫
Sq+r
ZˆuN (du I1) · · · N (du Iq )N˜ (duJ ). (3.11)
The expectation of each term of the right hand side is computed as
E
[∫
Sq+r
ZˆuN (du I1) · · · N (du Iq )N˜ (duJ )
]
= E
[∫
Sq+r
D˜uJ Zˆu ◦ +u I1 · · · ◦ 
+
u Iq
Nˆ (du I1) · · · Nˆ (du Iq )Nˆ (duJ )
]
. (3.12)
See Lemma 2.4 in [6].
Now set Wˆu = Zu◦
−
u
γ (u) and Wˆu = Wˆu1 · · · Wˆu p . On the domain Sq+r , the inequality
|D˜uJ Zˆu| = γ (u1) · · · γ (u p)|D˜uJ Wˆu|
≤ ρ p−2q−rγ (u I1)2 · · · γ (u Iq )2γ (uJ )2
|D˜uJ Wˆu|
γ (uJ )
,
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holds if |u| ≤ ρ. Therefore (3.12) is dominated by
c1ρ
p−2q−r E
[∫
Sq+r
|D˜uJ Wˆu ◦ +v |
γ (uJ )
Mˆ(du I1) · · · Mˆ(du Iq )Mˆ(duJ )
]
, (3.13)
where c1 = ϕ(1)q+r and v = {u I1 , . . . , u Iq }. We shall estimate |D˜uJ Wˆu◦
+
v |
γ (uJ )
.
On Sq+r , Wˆu is written as Wˆu =
(∏q
i=1 WˆuIi
) (∏
i∈J Wˆui
)
, where WˆuIi = (Wˆu Ii )|Ii |. Note
the formulas
D˜(XY ) = (D˜X)Y + X (D˜Y )+ (D˜X)(D˜Y ),
X ◦ +u = D˜uX + X,
X ◦ +u1 ◦ +u2 = D˜u1 D˜u2X + D˜u1X + D˜u2X + X.
Then |D˜uJ Wˆu ◦ +v | is dominated by the sum of terms
|D˜vl D˜uJ Wˆu|
for which vl ⊂ v. Each of these terms is dominated by the sums of∏pi=1 |D˜livl,i D˜kiuk,i Wˆui |, where
uk,i ⊂ uJ , and vl,i ⊂ v, and the summation (denoted by∑∗) is taken for all nonnegative integers
ki , li satisfying ki ≤ r, li ≤ q and k1 + · · · + kp ≥ r and l1 + · · · + lp ≥ q. We have further the
inequality γ (uJ ) ≥∏pi=1 γ (uk,i )γ (vl,i ) for |uk,i | ≤ 1, |vl,i | ≤ 1. Therefore we have
|D˜uJ Wˆu ◦ +v |
γ (uJ )
≤
∗∑ p∏
i=1
∣∣∣∣∣ D˜
li
vl,i D˜
ki
uk,i Wˆui
γ (vl,i )γ (uk,i )
∣∣∣∣∣ . (3.14)
Then (3.13) is dominated by the sum of the terms
c1ρ
p−2q−r E
[∫
Sq+r
(
p∏
i=1
∣∣∣∣∣ D˜
li
vl,i D˜
ki
uk,i Wˆui
γ (vl,i )γ (uk,i )
∣∣∣∣∣
)
Mˆ(du I1) · · · Mˆ(du Iq )Mˆ(duJ )
]
≤ c2ρ p−2q−rϕ(ρ)
q+r
s′
× E
[∫
Sq+r
(
p∏
i=1
∣∣∣∣∣ D˜
li
vl,i D˜
ki
uk,i Wˆui
γ (vl,i )γ (uk,i )
∣∣∣∣∣
)s
Mˆ(du I1) · · · Mˆ(du Iq )Mˆ(duJ )
]1/s
, (3.15)
where c2 = c1ϕ(1)− q+rs . Here we applied Ho¨lder’s inequality with respect to s, s′ > 1 where
1
s + 1s′ = 1. Since ϕ(ρ) ≥ cρα holds for 0 < ρ ≤ 1, we have the inequality
ρ p−2q−rϕ(ρ)
q+r
s′ ≤ ρα(p/2−q−r/2)ϕ(ρ)(q+r)/s′ ≤ cϕ(ρ)p/2−q−r/2+(q+r)/s′
≤ cϕ(ρ) p2 (1−1/s).
The last inequality follows since p2 − q − r2 + q+rs′ = p2 − qs + r( 12 − 1s ) ≥ p2 − p2s for any
q ≤ p/2 and s ≥ 2. Therefore, (3.15) is dominated by the sum of
c3ϕ(ρ)
p
2 (1−1/s)
p∏
i=1
E
[∫
A(ρ)li+ki+1
∣∣∣∣∣ D˜
li
vl,i D˜
ki
uk,i Wˆui
γ (vl,i )γ (uk,i )
∣∣∣∣∣
ps
M¯(dvl,i , duk,i ; dui )
]1/ps
.
Since li + ki ≤ p and since D˜uZuγ (u)γ (u) = D˜uWˆuγ (u) a.s., the above is dominated by
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c4ϕ(ρ)
p
2 (1−1/s)(‖Zχρ‖∼p,0,ps)p.
We have thus shown the inequality (3.10) in the case k = l = 0.
Next suppose k = 0 and l = 1. Since D and δ˜ are commutative, we have Dt δ˜(Z) = δ˜(Dt Z).
Therefore we have
E
[(∫
T
|Dt δ˜(Z)|2 dt
)p/2]
=
∫
· · ·
∫
T p/2
E[δ˜(Dt1 Z)2 · · · δ˜(Dtp/2 Z)2] dt1 · · · dtp/2.
The integrand δ˜(Dt1 Z)
2 · · · δ˜(Dtp/2 Z)2 can be written similarly as (3.11). Set Dt Wˆu = Dt Zuγ (u) ◦−u .
Then E[δ˜(Dt1 Z)2 · · · δ˜(Dtp/2 Z)2] is dominated by sums of the following terms:
c1ρ
p−2q−r
∫
Sq+r
E
p/2∏
i=1
∣∣∣∣∣ D˜
li
vl,i D˜
ki
uk,i Dti Wˆu2i−1
γ (vl,i )γ (uk,i )
∣∣∣∣∣
∣∣∣∣∣∣∣
D˜
l ′i
v′l,i
D˜
k′i
u′k,i
Dti Wˆu2i
γ (v′l,i )γ (u′k,i )
∣∣∣∣∣∣∣

× Mˆ(du I1) · · · Mˆ(du Iq )Mˆ(duJ ),
where vl,i , v′l,i ⊂ v and uk,i ,u′k,i ⊂ uJ . Integrate the above by dt1 · · · dtp/2 over T p/2, and use
Fubini’s theorem and then Schwarz’s inequality. Then it is dominated by
c′1ρ p−2q−r
∫
Sq+r
E
p/2∏
i=1
∫
T
∣∣∣∣∣ D˜
li
vl,i D˜
ki
uk,i Dti Wˆu2i−1
γ (vl,i )γ (uk,i )
∣∣∣∣∣
2
dti
1/2
×
∫
T
∣∣∣∣∣∣∣
D˜
l ′i
v′l,i
D˜
k′i
u′k,i
Dti Wˆu2i
γ (v′l,i )γ (u′k,i )
∣∣∣∣∣∣∣
2
dti

1/2× Mˆ(du I1) · · · Mˆ(du Iq )Mˆ(duJ )
≤ c′2ϕ(ρ)p/2(1−1/s)
p/2∏
i=1

∫
Sq+r
E

∫
T
∣∣∣∣∣ D˜
li
vl,i D˜
ki
uk,i Dti Wˆu2i−1
γ (vl,i )γ (uk,i )
∣∣∣∣∣
2
dti
ps/2

× Mˆ(du I1) · · · Mˆ(du Iq )Mˆ(duJ )

1/ps
×
∫
Sq+r
E

∫
T
∣∣∣∣∣∣∣
D˜
l ′i
v′l,i
D˜
k′i
u′k,i
Dti Wˆu2i
γ (v′l,i )γ (u′k,i )
∣∣∣∣∣∣∣
2
dti

ps/2
× Mˆ(du I1) · · · Mˆ(du Iq )Mˆ(duJ )

1/ps
≤ c′3(ϕ(ρ)1/2−1/2s‖Zχρ‖∼p,1,ps)p.
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Therefore the inequality (3.9) holds for k = 0 and l = 1.
Next, consider the case k = 1 and l = 0. Note the commutation relation of δ˜ and D˜:
D˜δ˜(Zχρ) = δ˜(D˜Zχρ)+ Zχρ .
Then we get
E
[∫
U
∣∣∣∣∣ D˜u δ˜(Zχρ)γ (u)
∣∣∣∣∣
p
Mˆ(du)
]
≤ 2p
{∫
U
E
[∣∣∣∣∣δ˜
(
D˜uZχρ
γ (u)
)∣∣∣∣∣
p]
Mˆ(du)
+ E
[∫
U
∣∣∣∣ Zuχργ (u)
∣∣∣∣p Mˆ(du)]
}
.
We can compute the integrand E
[∣∣∣∣δ˜ ( D˜u Zχργ (u) )∣∣∣∣p] similarly as before. Then the first term of the
right hand side is dominated by sums of the terms
cϕ(ρ)
p+1
2 (1−1/s)
p∏
i=1
E

∫
Sq+r×U
∣∣∣∣∣∣∣∣
D˜livl,i D˜
ki
uk,i
(
D˜u Zui
γ (ui )γ (u)
)
γ (vl,i )γ (uk,i )
∣∣∣∣∣∣∣∣
(p+1)s
× M¯(du I1 , . . . , du Iq , duJ ; du)

1/(p+1)s
≤ c′ϕ(ρ) p+12 (1−1/s)(‖Zχρ‖∼p+1,0,(p+1)s)p.
The second term is dominated by ϕ(ρ)1/s
′
(‖Zχρ‖∼0,0,ps)p ≤ (ϕ(ρ)1/2−1/2s‖Zχρ‖∼0,0,ps)p.
Therefore the inequality (3.9) holds in the case k = 1, l = 0.
Next for the case k = 1, l = 1. Using Dt δ˜(Z) = δ˜(Dt Z), D˜δ˜(Zχρ) = δ˜(D˜Zχρ)+ Zχρ , we
can write
Dt D˜δ˜(Zχρ) = Dt (δ˜(D˜Zχρ)+ Zχρ) = δ˜(Dt D˜Zχρ)+ Dt Zχρ .
The first term can be estimated as previously. For the second term,
E
[∫
|Dt Zuχρ |p Mˆ(du)
]
≤ E
[∫ ∣∣∣∣Dt Zuχργ (u)
∣∣∣∣p Mˆ(du)]
≤ ϕ(ρ)1/s′(‖Zχρ‖∼0,1,ps)p ≤ (ϕ(ρ)
1
2 (1− 1s )‖Zχρ‖∼0,1,ps)p
also as above.
Repeating this argument, we get (3.9) for any k, l. The proof is complete. 
4. A criterion for the existence of the smooth density
Let F = (F1, . . . , Fd)T be an Rd -valued random variable on the Wiener–Poisson space
belonging to Dd∞, where Dd∞ = D∞ × · · · × D∞ (d-fold product). We will fix it throughout
this section. We are concerned with the smooth density of the law of the random variable F . We
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set Dt F = (Dt F1, . . . , Dt Fd)T. It is a d × m matrix. The Malliavin covariance R concerning
the Wiener space is a d × d matrix defined by
R =
∫
T
Dt F(Dt F)
T dt. (4.1)
We set D˜uF = (D˜uF1, . . . , .D˜uFd)T (row vector) and define another d × d-matrix called a
discrete (Poisson type) Malliavin covariance of F with parameter ρ by
R˜ρ = 1
ϕ(ρ)
∫
A(ρ)
D˜uF(D˜uF)
T Nˆ (du), (4.2)
where A(ρ) = {u; |u| ≤ ρ}.
Theorem 4.1. Assume that the Le´vy measure µ satisfies the order condition (1.3). Let F be
a random variable belonging to Dd∞ and let R, R˜ρ be the associated Malliavin covariances.
Assume that there exists 0 < ρ0 ≤ 1 such that R + R˜ρ is invertible a.s. for any 0 < ρ ≤ ρ0 and
that the inverse matrix (R + R˜ρ)−1 satisfies
sup
0<ρ≤ρ0
sup
u∈A(1)k
|(R + R˜ρ)−1 ◦ +u |0,0,p <∞ (4.3)
for any positive integer k and p ≥ 1. Then the law of F has a C∞-density.
The rest of this section will be devoted to the proof of the theorem. Throughout this section
we assume that R + R˜ρ satisfies the condition of the above theorem. We first observe
Lemma 4.2. The inverse Sρ = (R + R˜ρ)−1 belongs to D∞ for any 0 < ρ ≤ ρ0 and satisfies
sup
0<ρ≤ρ0
|Sρ |k,l,p <∞ (4.4)
for any k, l, p.
Proof. The inverse matrix Sρ is written as Sρ = FρGρ , where Fρ is the cofactor matrix of R + R˜ρ
and Gρ is the determinant of R + R˜ρ . It holds Fρ ∈ D∞(d × d) and Gρ ∈ D∞ for any ρ. Note
the formula of the derivation
D
(
Fρ
Gρ
)
= (DFρ)Gρ − FρDGρ
G2ρ
.
The nominators and G−2ρ are uniformly L2p bounded for 0 < ρ ≤ ρ0. Then the L p norms of
D( FρGρ ) are also uniformly bounded. Therefore we have sup0<ρ≤ρ0 |Sρ |0,1,p <∞. Repeating this
argument we can show that for any l, p sup0<ρ≤ρ0 |Sρ |0,l,p <∞ holds valid.
On the other hand, for any u ∈ U , we have
D˜u
(
Fρ
Gρ
)
= (D˜uFρ)Gρ − Fρ D˜uGρ
GρGρ ◦ +u
. (4.5)
Therefore, we get the inequality.∣∣∣∣ FρGρ
∣∣∣∣p
1,0,p
≤ E
[∣∣∣∣ FρGρ
∣∣∣∣p]
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+
∫
U
E
∣∣∣∣∣ (D˜uFρ)Gρ − Fρ D˜uGργ (u)
∣∣∣∣∣
2p
 Mˆ(du)
1/2
×
(∫
U
E
[
(GρGρ ◦ +u )−2p
]
Mˆ(du)
)1/2
.
The last term is uniformly bounded for ρ ≤ ρ0. Then we get sup0<ρ≤ρ0 |Sρ |1,0,p <∞. Repeating
this argument for u = (u1, . . . , uk) we can show that for any k, p sup0<ρ≤ρ0 |Sρ |k,0,p < ∞
holds. Combining these two arguments, we get (4.4). 
We shall next introduce linear maps Q and Q˜ρ : D∞ → Dd∞ by
QY =
∫
T
(Dt F)DtY dt, (4.6)
Q˜ρY = 1
ϕ(ρ)
∫
A(ρ)
(D˜uF)D˜uY Nˆ (du). (4.7)
Lemma 4.3. The adjoints of Q and Q˜ρ : Dd∞ → D∞ exist and are equal to
Q∗X = δ((DF)TX), (4.8)
Q˜∗ρX = δ˜ρ((D˜F)TX), (4.9)
respectively, where
δ˜ρ(Z) = 1
ϕ(ρ)
δ˜(χρ Z) = 1
ϕ(ρ)
∫
A(ρ)
Zu ◦ ε−u N˜ (du). (4.10)
Further, for any nonnegative integers k, l and any even number p ≥ 2, there exist positive
constants ci = ci (k, l, p), i = 1, 2 such that
|Q∗X |k,l,p ≤ c1|X |k,l+1,2p, ∀X ∈ Ddk,l+1,2p (4.11)
|Q˜∗ρX |k,l,p ≤
c2
ϕ(ρ)1/2+1/2s
|X |k+p,l,2(k+p)s, ∀X ∈ Ddk+p,l,2(k+p)s . (4.12)
hold for any 0 < ρ ≤ 1 and s ≥ 2.
Proof. We have for X ∈ Dd∞ and Y ∈ D∞
E[(X, QY )] = E
[(
X,
∫
T
Dt F(DtY ) dt
)]
= E[δ((DF)TX)Y ].
Therefore, the adjoint of Q exists and is represented by Q∗X = δ((DF)TX). Next we have
E[(X, Q˜ρY )] = E
[(
X,
1
ϕ(ρ)
∫
A(ρ)
D˜uF(D˜uY )Nˆ (du)
)]
= E[δ˜ρ((D˜F)TX)Y ].
Therefore we have (4.9).
We will show (4.11). We have from (3.2) and Lemma 3.1,
|δ((DF)TX)|k,l,p ≤ c1‖(DF)TX‖k,l+1,p ≤ c2|X |k,l+1,2p.
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On the other hand, we have from Theorem 3.2 and Lemma 3.1
|δ˜ρ((D˜F)TX)|k,l,p ≤ c
′
2
ϕ(ρ)
ϕ(ρ)1/2−1/2s‖(D˜F)TX‖∼k+p,l,(k+p)s
≤ c
′
2
ϕ(ρ)1/2+1/2s
‖(D˜F)T‖∼k+p,l,2(k+p)s |X |k+p,l,2(k+p)s
≤ c
′
3
ϕ(ρ)1/2+1/2s
|X |k+p,l,2(k+p)s .
This proves (4.12). 
Let ψ(x) be a C2-function defined on Rd with bounded derivatives. We set ∂ψ =
(∂1ψ, . . . , ∂dψ)
T. It is a d-vector function. We claim a modified formula of integration by parts.
Note that Dt (ψ(F)) =∑i ∂iψ(F)Dt F i = (Dt F)T∂ψ(F). Then we get
Qψ(F) =
∫
T
(Dt F)Dt (ψ(F)) dt = R∂ψ(F). (4.13)
Concerning the difference operator D˜u , we have by the mean value theorem,
D˜u(ψ(G)) = (D˜uG)T
∫ 1
0
∂ψ(G + θ D˜uG) dθ, (4.14)
for a random variable G on the Poisson space. This implies
Q˜ρψ(F) = R˜ρ∂ψ(F)
+ 1
ϕ(ρ)
∫
A(ρ)
D˜uF(D˜uF)
T
(∫ 1
0
{∂ψ(F + θ D˜uF)− ∂ψ(F)} dθ
)
Nˆ (du).
(4.15)
Sum up (4.13) and (4.15) and then take the inner product of this with SρX . Its expectation yields
the following.
E[(X, ∂ψ(F))] = E[(Q + Q˜ρ)∗(SρX)ψ(F)] − 1
ϕ(ρ)
E
[(
X, Sρ
∫
A(ρ)
D˜uF(D˜uF)
T
×
(∫ 1
0
{∂ψ(F + θ D˜uF)− ∂ψ(F)} dθ
)
Nˆ (du)
)]
, (4.16)
if 0 < ρ ≤ ρ0.
Note that the equality holds in fact pathwise. If there is no Poisson part in (4.16), then the
formula is written as
E[(X, ∂ψ(F))] = E[Q∗(R−1X)ψ(F)] = E[δ((R−1X, DF))ψ(F)]. (4.17)
It is known as the formula of integration by parts, which implies the existence of the C∞ density
of the law of F .
If R˜ρ is not zero or equivalently Q˜ρ is not zero, we have a remaining term (the last term of
(4.16)). We shall study the remaining part in detail.
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We shall restrict our attention to the function ψ(x) = ei(w,x), where w ∈ Rd − {0}. Note
equalities ∂ψ(x) = iei(w,x)w and ei(w,F+θ D˜uF) − ei(w,F) = ei(1−θ)(w,F) D˜u(ei(w,θF)). Then the
last term of (4.16) equals
− i
ϕ(ρ)
∫ 1
0
E
[∫
A(ρ)
(
X, Sρ(D˜uF)(D˜uF)
Tei(1−θ)(w,F) D˜u(ei(w,θF))w
)
Nˆ (du)
]
dθ.
(4.18)
Define linear maps R∗ρ,w with parameters ρ,w by
R∗ρ,wX = −
i
ϕ(ρ)
∫ 1
0
(
δ˜(ei(1−θ)(w,F)χρ D˜F(D˜F)TX), ei(θ−1)(w,F)w
)
dθ. (4.19)
Then (4.18) is equal to E[R∗ρ,wSρX · ei(w,F)]. Therefore (4.16) implies
Proposition 4.4 (Analogue of the Formula of Integration by Parts for ψ(x) = ei(w,x)). For any
X ∈ Dd∞, we have
iE[(X, w)ei(w,F)] = E[(Q∗ + Q˜∗ρ + R∗ρ,w)SρX · ei(w,F)], ∀w. (4.20)
We claim
Lemma 4.5. For any nonnegative integers k, l and even number p ≥ 2, there exists a positive
constant c = c(k, l, p) such that the inequality
|R∗ρ,wX |k,l,p ≤
c|w|ρ
ϕ(ρ)1/2+1/2s
|X |k+p,l,2(k+p)s, ∀X ∈ Dd∞ (4.21)
holds for any 0 < ρ ≤ 1, s ≥ 2 and |w| > 0,
Proof. In view of Theorem 3.2 and Lemma 3.1, we have for 0 < ρ ≤ 1,
|δ˜(ei(1−θ)(w,F)χρ D˜F(D˜F)TX)|k,l,p
≤ c1ϕ(ρ) 12− 12s ‖ei(1−θ)(w,F)χρ D˜F(D˜F)TX‖∼k+p,l,(k+p)s
≤ c2ϕ(ρ) 12− 12s |ei(1−θ)(w,F)|k+p,l,4(k+p)s‖χρ D˜F(D˜F)T‖∼k+p,l,4(k+p)s |X |k+p,l,2(k+p)s .
Set Sd−1 = {v ∈ Rd; |v| = 1}. Since |ei(v,F)|k+p,l,4p ≤ c1|F |k+p,l,4(k+p)s holds for all
v ∈ Sd−1, we have
|ei(1−θ)(w,F)|k+p,l,4(k+p)s ≤ c1(1− θ)|w||F |k+p,l,4(k+p)s ≤ c3|w|.
Note that the inequality∣∣∣∣∣χρ D˜t,zF(D˜t,zF)T|z|
∣∣∣∣∣ ≤ ρχρ
∣∣∣∣∣ D˜t,zF|z|
∣∣∣∣∣
∣∣∣∣∣ (D˜t,zF)T|z|
∣∣∣∣∣
holds if |z| ≤ ρ. Then we have
‖χρ D˜F(D˜F)T‖∼k+p,l,4(k+p)s ≤ ρ|F |2k+p+1,l,8(k+p)s ≤ c4ρ.
Therefore we get the inequality
|δ˜(ei(1−θ)(w,F)χρ D˜F(D˜F)TX)|k,l,p ≤ c5ϕ(ρ)1/2−1/2s |w|ρ|X |k+p,l,2(k+p)s .
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Therefore we get (4.21). The proof is complete. 
Now for w ∈ Rd such that |w| ≥ ρ−10 , define a linear map Lw : D∞ → D∞ by
LwY = 1|w| (Q
∗ + Q˜∗|w|−1 + R∗|w|−1,w)S|w|−1Yw. (4.22)
Then, setting X = Y w|w| in (4.20), we have an analogue of the formula of integration by parts for
Y and ei(w,F)
i|w|E[Y ei(w,F)] = E[(LwY )ei(w,F)], ∀Y ∈ D∞. (4.23)
Lemmas 4.3, 4.5 and 4.2 imply that for any k, l, p there exist positive constants c, c′ such that
|LwY |k,l,p ≤ c
ϕ(|w|−1)1/2+1/2s |S|w|−1Y |k+p,l+1,2(k+p)s
≤ c
′
ϕ(|w|−1)1/2+1/2s |Y |k+p,l+1,4(k+p)s (4.24)
holds for any |w| ≥ ρ−10 and s ≥ 2.
We remark lastly that the above L depends on the space variable w.
Proof of Theorem 4.1. By the iterated use of (4.23), we have for any positive integer n,
E[Y ei(w,F)] = (−i)n|w|−nE[(LnwY )ei(w,F)].
Since Lw satisfies (4.24), for any n there exist cn, kn, ln, pn such that
|LnwY |0,0,2 ≤
cn
ϕ(|w|−1)n(1/2+1/2s) |Y |kn ,ln ,pn , ∀Y ∈ D∞
holds for any |w| ≥ ρ−10 . We have ϕ(|w|−1) ≥ c|w|−α for |w| ≥ ρ−10 , in view of the order
condition (1.3). Then we get
|E[Y ei(w,F)]| ≤ c′n|w|−(1−α/2−α/2s)n|Y |kn ,ln ,pn ,
for any |w| ≥ ρ−10 .
Now set Y = 1 and choose s such that β := 1− α/2− α/2s > 0, i.e., s > α2−α . Then we get
|E[ei(w,F)]| ≤ c′′n |w|−βn, ∀|w| ≥ ρ−10 . (4.25)
Thus the characteristic function (Fourier transform) of the law of F converges to 0 with
polynomial decay order as |w| → ∞. Therefore the law of F has a C∞-density. (The reader
can consult, e.g., the proof of Lemma 38.52 in [9] for a routine argument hereafter.) The proof is
complete. 
5. Other criteria for the existence of the smooth density
Although we have introduced general norms | · |k,l,p, ‖ ·‖k,l,p, . . . to describe the behaviour of
D˜uF with respect to the gauge γ (u) when it is small, we consider in this section a special case
aiming for an application to the solution to SDE. In paying attention to the concentration of the
masses near the origin of the Le´vy measure, we will assume an additional condition for F .
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Condition (A). D˜t,zF is twice continuously differentiable with respect to z = (z1, . . . , zm) a.s.
Further, for any positive integer k and p > 1 derivatives satisfy
sup
t∈T,u∈A(1)k
E
[
m∑
i=1
sup
|z|≤1
|∂zi D˜t,zF ◦ +u |p +
m∑
i, j=1
sup
|z|≤1
|∂zi ∂z j D˜t,zF ◦ +u |p
]
<∞.
This condition can be verified if F is a solution to SDE.
We introduce still another Malliavin covariance. Assuming z 7→ D˜t,zF is differentiable under
Condition (A), let ∂ D˜t,zF be the d × m matrix defined by (∂z1 D˜t,zF, . . . , ∂zm D˜t,zF) and let
∂ D˜t,zF |z=0 = ∂ D˜t,0F . Let Bρ be the matrix defined in Section 1. Set
K˜ρ =
∫
T
(∂ D˜t,0F)Bρ(∂ D˜t,0F)
T dt
= 1
ϕ(ρ)
∫
A(ρ)
(∂ D˜t,0F)zz
T(∂ D˜t,0F)
Tµ(dz) dt. (5.1)
It plays a similar role as what the Malliavin covariance R˜ρ does.
Theorem 5.1. Assume that the Le´vy measure satisfies the order condition (1.3) for ϕ(ρ). Let F
be an Rd -valued random variable belonging to Dd∞ and satisfying Condition (A). Assume that
there exists 0 < ρ0 ≤ 1 such that R + K˜ρ is invertible for any 0 < ρ ≤ ρ0 and it satisfies
sup
v∈Sd−1,u∈A(1)k
E
[
sup
0<ρ≤ρ0
(v, (R + K˜ρ)v)−p ◦ +u
]
<∞ (5.2)
for any positive integer k and p > 1. Then the law of the random variable F has a C∞-density.
Proof. We first observe that inequality (4.3) is equivalent to the inequality
sup
0<ρ≤ρ0
sup
v∈Sd−1,u∈A(1)k
E[(v, (R + R˜ρ)v)−p ◦ +u ] <∞. (5.3)
In the following we will show the above inequality.
For a given v ∈ Sd−1 and u ∈ A(1)k , we define a nonnegative random variable τ = τ(v,u)
by the infimum of ρ ∈ (0, 1] which satisfies∣∣∣(v, (R + R˜ρ)v) ◦ +u − (v, (R + K˜ρ)v) ◦ +u ∣∣∣ ≥ 12 (v, (R + K˜ρ)v) ◦ +u .
(We set τ = 1 if the above is an empty set.) Then we have (v, (R + R˜τ∧ρ)v) ◦ +u ≥
1
2 (v, (R + K˜τ∧ρ) ◦ +u v). Since ϕ(ρ)(v, (R + R˜ρ)v) ◦ +u is continuous and nondecreasing with
respect to ρ a.s., we have (v, (R + R˜ρ)v) ◦ +u ≥ ϕ(τ∧ρ)ϕ(ρ) (v, (R + R˜τ∧ρ)v) ◦ +u . Therefore
(v, (R + R˜ρ)v) ◦ +u ≥
1
2
ϕ(τ ∧ ρ)
ϕ(ρ)
(v, (R + K˜τ∧ρ), v) ◦ +u > 0, a.s.
(We set ϕ(0) = 0.) Then by Schwarz’s inequality
E[(v, (R + R˜ρ)v)−p ◦ ε+u ]1/p
≤ 2E
[
(v, (R + K˜τ∧ρ)v)−2p ◦ +u
]1/2p
E
[(
ϕ(ρ)
ϕ(τ ∧ ρ)
)2p]1/2p
.
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Here it holds
sup
0<ρ≤ρ0
sup
v∈Sd−1,u∈A(1)k
E
[
(v, (R + K˜τ∧ρ)v)−2p ◦ +u
]1/2p
<∞,
by the assumption of the theorem. We claim
sup
0<ρ≤ρ0
sup
v∈Sd−1,u∈A(1)k
E
[(
ϕ(ρ)
ϕ(τ ∧ ρ)
)2p]1/2p
<∞. (5.4)
If the above is verified, we get (5.3), completing the proof of the theorem.
In order to prove (5.4), we show that for any p > 1, there exists a positive constant cp such
that
sup
v∈Sd−1,u∈A(1)k
P(τ ≤ ρ) ≤ cpρ4p, 0 < ∀ρ ≤ ρ0. (5.5)
Observe first the inequality∣∣∣(v, (R + R˜ρ∧τ )v) ◦ ε+u − (v, (R + K˜ρ∧τ )v) ◦ ε+u ∣∣∣
≤ 1
ϕ(ρ ∧ τ)
∫
A(ρ∧τ)
∣∣∣(v, D˜t,zF)2 ◦ ε+u − (v, ∂ D˜t,0Fz)2 ◦ ε+u ∣∣∣ Nˆ (dt dz). (5.6)
In view of Condition (A), the integrand of the above is estimated as∣∣∣(v, D˜t,zF) ◦ ε+u − (v, ∂ D˜t,0F ◦ ε+u z)∣∣∣ ∣∣∣(v, D˜t,zF) ◦ ε+u + (v, ∂ D˜t,0F ◦ ε+u z)∣∣∣ ≤ |z|3Φ,
where Φ = Φ(t, z,u) is a nonnegative random field satisfying
sup
t∈T,u∈A(1)k
E
[
sup
|z|≤1
Φ(t, z,u)8p
]
<∞
for any p > 1 and k. Consequently, for any p > 1 there exists a positive constant c1 such that
sup
v∈Sd−1,u∈A(1)k
E
[
|(v, (R + R˜ρ∧τ )v) ◦ ε+u − (v, (R + K˜ρ∧τ )v)|8p
]
≤ c1ρ8p, (5.7)
holds for any ρ ≤ 1. Then, combining two inequalities (5.2) and (5.7), we obtain by Schwarz’s
inequality
sup
v∈Sd−1,u∈A(1)k
E
( |(v, R + R˜ρ∧τv) ◦ ε+u − (v, (R + K˜ρ∧τ )v) ◦ ε+u |
(v, (R + K˜ρ∧τ )v) ◦ ε+u
)4p ≤ c2ρ4p,
for any ρ ≤ ρ0. Consequently we have by Chebyschev’s inequality
P
(∣∣∣(v, (R + R˜ρ∧τ )v) ◦ ε+u − (v, (R + K˜ρ∧τ )v) ◦ ε+u ∣∣∣ ≥ 12 (v, (R + K˜ρ∧τ )v) ◦ ε+u
)
≤ c3ρ4p
for all 0 < ρ ≤ ρ0, v ∈ Sd−1 and u ∈ A(1)k . The probability of the left hand side dominates
P(τ ≤ ρ). Therefore we have P(τ ≤ ρ) ≤ c3ρ4p for any v ∈ Sd−1 and u ∈ A(1)k , proving
(5.5).
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Now we can prove (5.4). Set mv,u(x) = P(τ ≤ x) (τ = τ(v,u)). Then it holds mv,u(x) ≤
cpx4p for 0 < x < 1. We have
E
[(
ϕ(ρ)
ϕ(τ ∧ ρ)
)2p]
= ϕ(ρ)2p
∫ ρ
0
1
ϕ(x)2p
mv,u(dx).
Since ϕ(x) ≥ c4xα holds for any 0 < x ≤ ρ0, we have∫ ρ0
0
1
ϕ(x)2p
mv,u(dx) ≤ c−2p4
∫ ρ0
0
1
x2pα
mv,u(dx)
≤ c5
(
mv,u(x)
x2pα
∣∣∣∣ρ0
0
+ 2pα
∫ ρ0
0
mv,u(x)
1
x2pα+1
dx
)
≤ c6
(
ρ
2p(2−α)
0 +
2pα
2p(2− α)ρ
2p(2−α)
0
)
<∞.
Therefore we get (5.4). We have thus proved the theorem. 
Let B be the matrix introduced in Section 1. We shall introduce a simpler criterion for the
existence of the smooth density in the case where B is invertible. We first define
K˜ =
∫
T
(∂ D˜t,0F)B(∂ D˜t,0F)
T dt. (5.8)
Theorem 5.2. Assume that B is invertible. Let F be an Rd -valued random variable belonging
to Dd∞ and satisfying Condition (A). If R + K˜ is invertible and satisfies for any k and p > 1,
sup
v∈Sd−1,u∈A(1)k
E[(v, (R + K˜ )v)−p ◦ ε+u ] <∞, (5.9)
then the law of the random variable F has a C∞-density.
Proof. The theorem will be established if we can show that there exists ρ0 > 0 such that
(R+ K˜ρ)−1, 0 < ρ ≤ ρ0 are invertible and satisfy (5.2) for any positive integer k and p > 1. Let
λρ and Λρ be the minimum and the maximum eigenvalues of Bρ , respectively. Then there exist
positive constants ρ0, c,C (c < C) such that λρ > c > 0 and Λρ < C holds for 0 < ρ < ρ0,
since lim infρ→0 Bρ ≥ B and B is positive definite. Then if 0 < ρ < ρ0, we have
(v, K˜ρv) ≥ c
(
v,
(∫
T
(∂ D˜t,0F)(∂ D˜t,0F)
T dt
)
v
)
≥ c
C
(v, K˜v),
for any v ∈ Sd−1. Therefore we have the inequality (v, (R + K˜ρ)v) ≥ cC (v, (R + K˜ )v) for
0 < ρ < ρ0. Now since (v, (R + K˜ρ)v)ϕ(ρ) is nondecreasing with respect to ρ ∈ (0, 1], a
similar inequality is extended to the interval (0, 1], i.e., there exists a positive constant c′ such
that
(v, (R + K˜ρ)v) ≥ c′(v, (R + K˜ )v), 0 < ∀ρ ≤ ρ0. (5.10)
Hence if R + K˜ is positive definite (invertible) a.s., then R + K˜ρ is also positive definite a.s. for
any 0 < ρ ≤ ρ0.
Let γ and γρ be the minimum eigenvalues of covariances R + K˜ and R + K˜ρ , respectively.
Then we have γρ ≥ c/Cγ a.s. for any ρ < ρ0. Since ϕ(ρ)γρ is nondecreasing with respect
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to ρ, there exists a positive constant c′ such that γρ > c′γ holds for all 0 < ρ ≤ ρ0. If
(5.9) is satisfied, then supu∈A(1)k E[γ−p ◦ ε+u ] < ∞ holds valid for any k and p > 1. Then
supu∈A(1)k E[sup0<ρ≤ρ0 γ−1ρ ◦ ε+u ] <∞ is satisfied for any k and p > 1. This implies that
sup
v∈Sd−1,u∈A(1)k
E
[
sup
0<ρ≤ρ0
(v, (R + K˜ρ)v)−p ◦ ε+u
]
<∞.
Therefore we have the assertion by Theorem 5.1. The proof is complete. 
6. Application to canonical SDE with jumps
6.1. Criterion for the existence and smoothness of the density of the law of canonical SDE with
jumps
Let us return to the canonical SDE. Observe first that the Le´vy process Z t admits the Le´vy–Itoˆ
decomposition:
Z t = σW (t)+
∫ t
0
∫
|z|≤1
z N˜ (ds dz)+
∫ t
0
∫
|z|>1
zN (ds dz)+ bt,
where Wt is a standard m-dimensional Brownian motion and σ is a m × m-matrix such that
σσT = A. N (dt dz) is a Poisson random measure on [0,∞) × Rm with intensity measure
Nˆ (dt dz) = dtµ(dz), where µ is the Le´vy measure. Hence we may regard that the Le´vy process
Z t is defined on the Wiener–Poisson space (Ω , F¯, P) with the Le´vy measure µ. We assume µ
satisfies the order condition of Section 1.
Let ξ0 be an Rd valued random variable independent of Z t − Z0, t ≥ 0. Let V0, . . . , Vm be
C∞ vector fields onRd such that their derivatives are bounded. By the solution of canonical SDE
(1.1) starting from ξ0 at time 0, we mean a cadlag semimartingale {ξt ; t ≥ 0} with values in Rd
adapted to Ft = σ(ξ0, Zs − Z0; s ≤ t) satisfying;
ξt = ξ0 +
∫ t
0
V0(ξs−) ds +
m∑
i=1
∫ t
0
Vi (ξs)  dZ is
= ξ0 +
∫ t
0
V˜0(ξs−) ds +
m∑
i, j=1
∫ t
0
Vi (ξs−)σi, j ◦ dW j (s)
+
∫ t
0
∫
|z|≤1
{
φz1(ξs−)− ξs−
}
N˜ (ds dz)+
∫ t
0
∫
|z|>1
{
φz1(ξs−)− ξs−
}
N (ds dz)
+
∫ t
0
∫
|z|≤1
{
φz1(ξs−)− ξs− −
m∑
i=1
ziVi (ξs−)
}
Nˆ (ds dz), (6.1)
where
V˜0 = V0 +
m∑
i=1
biVi , (6.2)
z = (z1, . . . , zm) ∈ Rm and the one parameter group of diffeomorphisms generated by the vector
field
∑m
i=1 ziVi is denoted by φzs , s ∈ R. It is known that Eq. (6.1) has a unique global solution.
Denote by ξ0,t (x) the solution starting from ξ0 = x at time 0. It has a modification such that the
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maps ξ0,t : Rd → Rd are C∞ diffeomorphisms a.s. for any t > 0. See Fujiwara–Kunita [3]. We
set ξs,t = ξ0,t ◦ ξ−10,s for s < t . It has the cocycle property ξt,u ◦ ξs,t = ξs,u for any s < t < u.{ξs,t , 0 ≤ s < t <∞} is called the stochastic flow of diffeomorphisms associated with the SDE
(6.1). We remark that the solution ξt of Eq. (6.1) is represented by ξt = ξ0,t (ξ0). Canonical SDE
appears naturally in finance models using the so-called geometric Le´vy process St = S0eZt .
We want to apply Theorem 5.2 to the Rd -valued random variable F = ξT0 for any fixed
T0 > 0. We can prove similarly as the case of diffusion that Dt F exists and equals
Dt F =
(
∇ξt,T0(ξt−)
(∑
i
Vi (ξt−)σi, j
)
, j = 1, . . . ,m
)
, a.e. dt dP,
where∇ξt,T0(x) is the Jacobian matrix of the map ξt,T0(x) : Rd → Rd . It is known that∇ξt,T0(x)
and its higher order derivatives ∇lξt,T0 satisfy supx E[|∇lξt,T0(x)|p] < ∞ for any l, p so that
F ∈ Dd0,l,p [2,3]. The Malliavin covariance R is then represented by
R =
∫
T
∇ξt,T0(ξt−)C(ξt−)AC(ξt−)T∇ξt,T0(ξt−)T dt, a.s. P (6.3)
where C(x) = (V1(x), . . . , Vm(x)).
Observe next that F ◦ ε+(t,z) is represented by
F ◦ ε+(t,z) = ξt,T0 ◦ φz1 ◦ ξt−. (6.4)
Since
d
ds
ξt,T0 ◦ φzs (x) = ∇ξt,T0(φzs (x))
d
ds
φzs (x) = ∇ξt,T0(φzs (x))
m∑
i=1
ziVi (φ
z
s (x)),
we have
D˜t,zF = ξt,T0 ◦ φz1(ξt−)− ξt,T0(ξt−) = ∇ξt,T0(φzθ (ξt−))
m∑
i=1
ziVi (φ
z
θ (ξt−)),
by the mean value theorem, where θ ∈ (0, 1). Therefore F ∈ Dd1,0,p for any p > 1. Repeating
this argument, we find F ∈ Dd∞. Further, considering the second derivatives in z in the above
formula, we see F satisfies Condition (A) of Section 5.
We have
∂z D˜t,zF |z=0 = ∇ξt,T0(ξt−)(V1(ξt−), . . . , Vm(ξt−)), a.e. dt dP.
Then the covariance K˜ of (5.8) is written as
K˜ =
∫
T
∇ξt,T0(ξt−)C(ξt−)BC(ξt−)T∇ξt,T0(ξt−)T dt, a.s. P. (6.5)
Then R + K˜ is represented by
R + K˜ =
∫
T
∇ξt,T0(ξt−)C(ξt−)(A + B)C(ξt−)T∇ξt,T0(ξt−)T dt, a.s. P. (6.6)
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We remark that the difference estimate (5.6) appears naturally from the definition (6.1) of
F = ξT . Then from Theorem 5.2 we get the following criterion for the existence of the smooth
density of the law of ξT0 .
Proposition 6.1. Assume that the matrix A + B is invertible. If R + K˜ is invertible and the
inverse T = (R + K˜ )−1 satisfies, for each p, k, supu∈A(1)k E[| det T ◦ +u |−p] < cp,k for some
cp,k <∞, then the law of ξT0 has a C∞-density.
Proof. Let λρ and Λρ be the minimum and the maximum eigenvalue of A + Bρ , respectively.
Since A + B is invertible, there exists ρ0 > 0, 0 < c < C such that λρ > c and Λρ < C
hold for any 0 < ρ < ρ0. Then the inequality (5.10) is valid for 0 < ρ < ρ0. This implies
sup0<ρ<ρ0 supu∈A(1)k E[|(R + K˜ρ)−1 ◦ +u |p] < C p,k , similarly as in the proof of Theorem 5.2.

6.2. Proof of Theorem 1.1
In the following, Le´vy measure is compact. We will study the invertibility of the Jacobian
of the diffeomorphism ξs,t . In the following we denote ∇ξs,t (ξs) by ∇ξs,t simply. It holds
ξs,r (ξs) = ξr .
Lemma 6.2. The Jacobian matrix ∇ξs,t is invertible a.s. Further the inverse matrix (∇ξs,t )−1
satisfies a.s.
(∇ξs,t )−1 = I −
∫ t
s
(∇ξs,r−)−1∇ V˜0(ξr−) dr
−
∑
i, j
∫ t
s
(∇ξs,r−)−1∇Vi (ξr−)σi, j ◦ dW j (r)
+
∫ t
s
∫
|z|<1
(∇ξs,r−)−1
{
(∇φz1(ξr−))−1 − I
}
N˜ (dr dz)
+
∫ t
s
∫
|z|≥1
(∇ξs,r−)−1
{
(∇φz1(ξr−))−1 − I
}
N (dr dz)
+
∫ t
s
∫
|z|<1
(∇ξs,r−)−1
{
(∇φz1(ξr−))−1 − I +
m∑
i=1
zi∇Vi (ξr−)
}
Nˆ (dr dz).
(6.7)
Both |∇ξs,t | and |(∇ξs,t )−1| (norms of these matrices) belong to L p for any p > 1. Further,
there exist positive constants cp and C p such that
E[|∇ξs,t |p] + E[|(∇ξs,t )−1|p] ≤ C p exp cp(t − s), (6.8)
holds for any x and s < t .
Proof. Since ξs,t (x) satisfies SDE (6.1), its Jacobian matrix satisfies
∇ξs,t = I +
∫ t
s
∇ V˜0(ξr−)∇ξs,r− dr +
m∑
i, j=1
∫ t
s
∇Vi (ξr−)∇ξs,r−σi j ◦ dW j (r)
+
∫ t
s
∫
|z|<1
{∇φz1(ξr−)− I}∇ξs,r− N˜ (dr dz)
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+
∫ t
s
∫
|z|≥1
{∇φz1(ξr−)− I}∇ξs,r−N (dr dz)
+
∫ t
s
∫
|z|<1
{
∇φz1(ξr−)− I −
m∑
i=1
zi∇Vi (ξr−)
}
∇ξs,r− Nˆ (dr dz). (6.9)
See [2,3]. Now consider the linear SDE for unknown matrix valued process Vs,t :
Vs,t = I −
∫ t
s
Vs,r−∇ V˜0(ξr−) dr −
∑
i, j
∫ t
s
Vs,r−∇Vi (ξr−)σi, j ◦ dW j (s)
+
∫ t
s
∫
|z|<1
Vs,r−
{
(∇φz1(ξr−))−1 − I
}
N˜ (dr dz)
+
∫ t
s
∫
|z|≥1
Vs,r−
{
(∇φz1(ξr−))−1 − I
}
N (dr dz)
+
∫ t
s
∫
|z|<1
Vs,r−
{
(∇φz1(ξr−))−1 − I +
m∑
i=1
zi∇Vi (ξr−)
}
Nˆ (dr dz).
It has a unique solution Vs,t . Further, we can show directly that the product Vs,t∇ξs,t satisfies
dt (Vs,t∇ξs,t ) = 0. Therefore Vs,t∇ξs,t = I holds a.s., proving that ∇ξs,t is invertible and the
inverse (∇ξs,t )−1 satisfies Eq. (6.7).
We will show here the L p integrability of |(∇ξs,t )−1|. Let τn, n = 1, 2, . . . be a sequence
of stopping times such that τn = inf{t > s; |(∇ξs,t )−1| > n} (= T0 if the set {· · ·} is empty).
In the following discussion we denote the stopped process (∇ξs,t∧τn )−1 as (∇ξt )−1. However,
constants appearing in inequalities do not depend on n. Since ∇ V˜0 is a bounded function, we
have the inequality
E
[∣∣∣∣∫ t
s
(∇ξr−)−1∇ V˜0(ξr−) dr
∣∣∣∣p] ≤ c1E [∣∣∣∣∫ t
s
|(∇ξr−)−1| dr
∣∣∣∣p]
≤ c′1
∫ t
s
E[|(∇ξr−)−1|p] dr.
Similarly we have
E
[∣∣∣∣∫ t
s
(∇ξr−)−1∇Vi (ξr−)σi, j ◦ dW j (r)
∣∣∣∣p] ≤ c2 ∫ t
s
E[|(∇ξr−)−1|p] dr.
Since the inequality supx
∫ ∣∣(∇φz1(x))−1 − I +∑mi=1 zi∇Vi (x)∣∣µ(dz) ≤ c3 < ∞ holds, we
have
E
[∣∣∣∣∣
∫ t
s
∫
|z|<1
(∇ξr−)−1
{
(∇φz1(ξr−))−1 − I +
m∑
i=1
zi∇Vi (ξr−)
}
Nˆ (dr dz)
∣∣∣∣∣
p]
≤ c3
∫ t
s
E[|(∇ξr−)−1|p] dr.
We have further
E
[∣∣∣∣∫ t
s
∫
|z|<1
(∇ξr−)−1
{
∇φz1(ξr−)−1 − I
}
N˜ (dr dz)
∣∣∣∣p]
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≤ c4E
[∣∣∣∣∫ t
s
∫
|z|<1
∣∣∣(∇ξr−)−1 {∇φz1(ξr−)−1 − I}∣∣∣2 Nˆ (dr dz)∣∣∣∣p/2
]
+ c5E
[∫ t
s
∫
|z|<1
∣∣∣(∇ξr−)−1 {∇φz1(ξr−)−1 − I}∣∣∣p Nˆ (dr dz)] .
Note
sup
x
∫
|(∇φz1(x))−1 − 1|2µ(dz) <∞, sup
x
∫
|(∇φz1(x))−1 − 1|pµ(dz) <∞.
Then the above expectation is dominated by c6
∫ t
s E[|(∇ξr−)−1|p] dr . Similarly we have
E
[∣∣∣∣∫ t
s
∫
|z|≥1
(∇ξr−)−1
{
∇φz1(ξr−)−1 − I
}
N (dr dz)
∣∣∣∣p] ≤ c7 ∫ t
0
E[|(∇ξr−)−1|p] dr.
Noting that E[|(∇ξr−)−1|p] = E[|(∇ξr )−1|p] holds for any r , we obtain the inequality
E[|(∇ξt )−1|p] ≤ 1+ c8
∫ t
s
E[|(∇ξr )−1|p] dr. (6.10)
Then Gronwall’s inequality implies
E[|(∇ξt )−1|p] ≤ exp c8(t − s). (6.11)
The inequality is valid for any (∇ξs,t∧τn )−1 with the same constant c8. Let n tend to infinity.
Then we see that the L p norm of (∇ξs,t )−1 is finite for any p > 1 and it satisfies the above
inequality. The proof is complete. 
In viewing that F ∈ Dd∞ and that
D˜t,zF
|z| =
ξt,T0 ◦ φz1(ξt−)− ξt,T0(ξt−)
|z| = ∇ξt,T0(φ
z
θ (ξt−))
m∑
i=1
zi
|z|Vi (φ
z
θ (ξt−)), (6.12)
we have for some C p <∞
sup
|z|≤1,t∈T
E
[∣∣∣∣∣ D˜t,zF|z|
∣∣∣∣∣
p]
≤ sup
t∈T
E
[∣∣∣∣∣∇ξt,T0(φzθ (ξt−)) m∑
i=1
Vi (φ
z
θ (ξt−))
∣∣∣∣∣
p]
< C p.
Repeating this argument, for each p > 1 and k ∈ N we have some C p,k < ∞ such that, for
each z = (z1, . . . , zk), t = (t1, . . . , tk) ∈ T k ,
sup
|z|≤1,t∈T k
E
[∣∣∣∣∣ D˜
k
(t,z)F
γ (u)
∣∣∣∣∣
p]
< C p,k . (6.13)
This implies for |u| ≤ 1
E[|D˜k(t,z)F |p] ≤ C p,kγ (u)p. (6.14)
Since F ◦ +u =
∑k
l=1
∑
ul⊂u,ul∈U l D˜ul F + F for u = (u1, . . . , uk), and since (6.14) holds for
each k,
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sup
u∈A(1)k
E[|F ◦ +u |p] ≤
k∑
l=1
C p,lγ (ul)p + C p,0 ≤ C ′p,k
for some C ′p,k <∞. Here D˜u denotes D˜ku etc.
Let H = ∇ξs,t or (∇ξs,t )−1 introduced above. Since ∇ξs,t and (∇ξs,t )−1 satisfy (6.9),
(6.7) respectively, we have H ∈ Dd×d∞ . Then, calculating as above, we obtain that for each
u = (t, z), |z| ≤ 1, and p > 1,
E[|H ◦ +u |p] ≤ cp,k (6.15)
for some cp,k <∞.
We write Hu = O(γ (u)) if for any p > 1, any k and any u = (u1, . . . , uk) ∈ A(1)k ,
E[|Hu|p] ≤ C p,kγ (u)p (6.16)
if |u| small enough. If H depends on some parameters, the constant C p,k must be uniform. We
cite the following lemma due to Picard ([6], Lemma 2.7).
Lemma 6.3. Let H, H1, H2 be random variables which may depend on some parameters.
(1) If D˜uH = O(γ (u)), then for each u′ ∈ A(1)k′ D˜uH ◦ +u′ = O(γ (u)).
(2) If D˜uH j = O(γ (u)) for j = 1, 2 and u of length at most k, then D˜u(H1H2) = O(γ (u)) for
u of length at most k.
(3) If D˜uH = O(γ (u)) and H−1 ◦ +u = O(1), then D˜u(H−1) = O(γ (u)).
This lemma is proved using the induction and a basic formula
D˜uH ◦ +(u′,v) = D˜uH ◦ +u′ + D˜(u,v)H ◦ +u′ ,
and we omit the proof. This lemma says that the class of variables which are smooth with respect
to the application D˜ku measured under |H |k,p is stable under the operation ◦ +u′ .
The expressions (6.7), (6.9) hold valid under the operation ◦ +u . Then due to (6.8), and to
Lemma 6.3 applied to each term of (6.7), (6.9), we have for each k ∈ N,u ∈ A(1)k and p > 1
E[|∇ξs,t ◦ +u |p] + E[|(∇ξs,t ◦ +u )−1|p] ≤ C p,k exp cp,k(t − s), (6.17)
holds for any x and s < t .
Now we are in the position of giving the proof of Theorem 1.1.
Proof of Theorem 1.1. Observe Eq. (6.6). Then in view of condition (1.4), we have
(v, (R + K˜ ) ◦ +u v) ≥ C
∫ T0
0
1
(1+ |ξt ◦ +u |)n0
|vT(∇ξt,T0 ◦ +u )|2 dt.
We have ( 1t
∫ t
0 f (s) ds)
−1 ≤ 1t
∫ t
0 f (s)
−1 ds for a positive function f , by Jensen’s inequality.
Therefore,
(v, (R + K˜ ) ◦ +u v)−1 ≤
1
CT 20
∫ T0
0
(1+ |ξt ◦ +u |)n0 |vT(∇ξt,T0 ◦ +u )|−2 dt
≤ 1
CT 20 |v|2
∫ T0
0
(1+ |ξt ◦ +u |)n0 |(∇ξt,T0 ◦ +u )−1|2 dt.
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In the last inequality we used the inequality |v∇ξt,T0 ◦ +u |−1 ≤ |(∇ξt,T0 ◦ +u )−1|/|v|.
Consequently, we have
sup
v∈Sd−1,u∈A(1)k
E[(v, (R + K˜ ) ◦ +u v)−p]1/p
≤ 1
CT 20
sup
u∈A(1)k
∫ T0
0
E
[
(1+ |ξt ◦ +u |)n0 p|(∇ξt,T0 ◦ +u )−1|2p
]1/p
dt.
The last member is dominated by a positive constant C p,k . Then the assertion of the theorem
follows from Theorem 5.2. 
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