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Abstract
Let A be a standard operator algebra on a complex Hilbert space H of dimension greater than 2. By
invariants of certain functional values of operator products, we characterize some surjective maps on A.
Furthermore, several kinds of general preserver problems on standard operator algebras are solved when we
take respectively the functional as, for example, k-numerical radius (k  1), operator norm, Ky Fan k-norm,
Schatten p-norm (1  p < ∞), and so on.
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1. Introduction
In recent years, invariants of maps on operator spaces and operator algebras have been exten-
sively studied (e.g. [1,5,6,8–14] and as well as references therein). The main problem is concerned
with the question of how the maps under consideration are determined by these invariants. As an
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illustration we mention the following fundamental problem of geometry of matrices pioneered
by Hua [11–14]. Let F be a field and Mn(F) be the space of all n × n matrices over F. The group
of motions on Mn(F) consists of the following maps:
T → PTQ + R for every T ∈ Mn(F)
or
T → PT trQ + R for every T ∈ Mn(F),
where P , Q and R are n × n matrices with P and Q being nonsingular, T tr denotes the transpose
matrix of T . The fundamental problem of geometry of matrices is to characterize the group of
motions by as few geometric invariants as possible [20]. Hua proved that “adjacency” (Recall that
T and S are adjacent if rank(T − S) = 1) is such a geometric invariant for Mn(F) over some field
F, especially the real field R and the complex field C. The aim of this paper is devoted to the study
of this kind of problems for infinite dimensional case, that is, operator algebras. Our main interest
here is to characterize some general maps (i.e., no algebraic operations are assumed on the maps
under consideration) on standard operator algebras which leave values of certain functionals at
operator products invariant.
As usual, we denote respectively by C, R, and T the complex field, the real field and the unit
circle of C. Let X be a Banach space over F (F = C or R) and X∗ the dual of X. Denoted by
B(X) the Banach algebra of all bounded linear operators on X and F(X) the set of all finite
rank linear operators inB(X). A standard operator algebra on X is a subalgebra (not necessarily
closed) ofB(X) containing all finite rank operators and the identity. For any x ∈ X and f ∈ X∗,
the notation x ⊗ f denotes rank one operator on X defined by z → 〈z, f 〉x for every z ∈ X,
where 〈z, f 〉 is the value of f at z; and every operator of rank one inB(X) can be written in this
form. Denote byF1(X) the set of all rank one operators inB(X). A map φ on a complex vector
space is called conjugate linear if φ(λx + y) = λ¯φ(x) + φ(y) for every complex number λ and
every pair of vectors x, y in its domain.
Let A and B be two algebras and let  :A→ B be a map. If, for A, B ∈A, AB = 0 ⇒
(A)(B) = 0 (AB = 0 ⇔ (A)(B) = 0), we call that  preserves zero products (preserves
zero products in both directions). There are many references discussing the classification of linear
or additive maps preserving zero products on various function algebras and operator algebras
(e.g., for some most recent papers, see [4,10,15]). The importance of the study of zero-product
preservers relies upon the fact that the zero-product is a quite basic relation between the elements
in operator algebras, and the zero-product is also useful to other topics of both mathematics and
physics (e.g., [16,17]). In [16], Molnár characterized the general bijective maps preserving zero
products in both directions on the set of all rank one idempotents on a Banach space of dimension
greater than 2, and this result was used as a main tool for generalizing the Uhlhorn’s version of
Wigner’s theorem, which is a basic result in quantum mechanics. Wigner’s Theorem states that
every quantum mechanical invariance transformation can be represented by a unitary or an anti-
unitary operator on a complex Hilbert space. In mathematical language, Wigner’s Theorem can be
restated that every bijective transformation on the set of all one-dimensional linear subspaces of a
Hilbert space preserving the angle between every pair of such subspaces (transition probability in
the language of quantum mechanics) is induced by a unitary or an anti-unitary operator. Uhlhorn
[19] improved this result by requiring only that the map preserves the orthogonality between
one-dimensional subspaces.
To our end, firstly, we study further the general maps preserving zero products on standard
operator algebras, and a structure of such maps is obtained on F1(X). Let A be a standard
operator algebra on a real or complex Banach space X of dimension greater than 2 and  be a
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surjective map fromA onto itself preserving zero products in both directions. In Section 2 of the
present paper, we show that such a map  has a nice structure onF1(X). Especially, in the case
that X is infinite dimensional,  has the form (A) = h(A)T AT −1 for all rank one operators
A, where h is a (general) functional from A into F\{0} and T is a bounded invertible linear or
conjugate linear operator on X (Lemma 2.2). This result generalizes slightly [18, Theorem 4.1].
Assume thatH is a complex Hilbert space andF : B(H) → [0,+∞] is a functional satisfying
the following properties: (i) F is unitary similarity invariant; (ii) F(λA) = |λ|F(A) for every
A ∈ B(H) and λ ∈ C; (iii)F(A) = 0 ⇔ A = 0. Applying Lemma 2.2, we prove that a non-linear
surjective map from a standard operator algebraA on H onto itself satisfying F((A)(B)) =
F(AB) for all A,B ∈A has a finer structure, that is,  has the form (A) = h(A)UAU∗ for
every A ∈F1(H), where h is a functional fromA into T and U is a unitary or conjugate unitary
operator on H (Theorem 2.3).
In Section 3 we assume also, in addition to properties (i)–(iii), that F is conjugate uni-
tary similarity invariant. Theorem 2.3 enables us to show that a surjective map  from A
onto itself satisfies F((A)(B)) = F(AB) for all A,B ∈A if and only if  has the form
(A) = Uψ(A)AU∗ = UAφ(A)U∗ for every A ∈A, where ψ , φ are maps from A into the
unitary group of B(H) satisfying ψ(A)A = Aφ(A) and F(ψ(A)ABφ(B)) = F(AB) for all
A,B ∈A (Theorem 3.2). We also give a similar result for the case that the unitary similarity
invariance of F is replaced by the unitary invariance (Theorem 3.5). These results then are used
to solve several kinds of general preserver problems. Replacing F(·) by the k-numerical radius
wk(·), we prove that ψ(A) and φ(A) (for every A ∈A) in Theorem 3.2 are unit multiples
of the identity and  has the form (A) = d(A)UAU∗ for all A ∈A, where d :A→ T
is a functional and U is a unitary or conjugate unitary operator on H (Corollary 3.3). Re-
placing F(·) by (c, p)-norm ‖| · ‖|c,p and Schatten p-norm ‖ · ‖p, respectively, we show that
 satisfies ‖|(A)(B)‖|c,p = ‖|AB‖|c,p for all A, B ∈A (resp., ‖(A)(B)‖p = ‖AB‖p
for all A, B ∈A) if and only if  has the form (A) = Uψ(A)AU∗ = UAφ(A)U∗ for all
A ∈A, where ψ and φ are maps from A into the unitary operator group on H satisfying
ψ(A)A = Aφ(A) for every A ∈A and U is a unitary operator or conjugate unitary operator
on H (Corollary 3.6). Note that the operator norm, Ky Fan k-norm, etc. are special cases of
(c, p)-norm ‖| · ‖|c,p.
We mention here that some investigations of the similar problems on matrix semi-groups
which contains all rank one idempotent matrices have been recently carried out by Chan et al.
[3]. The method used in [3] is not fit for the infinite dimensional case. Our approach in this paper
works for both infinite dimensional case and finite dimensional case. However, the cost we had
to pay is the additional surjectivity assumption and replacing operator semi-groups with standard
operator algebras. The methods developed in this paper may be also useful for further study in
this area.
2. Non-linear maps preserving zero products
Let M be a linear subspace of Banach space X over F (= R or C). Denote by M the norm
closure of M . For S ∈ B(X), symbols S|M , ranS, rankS and co-dim(ranS) represent respectively
the restriction of S to M , the range of S, the dimension of ranS and the co-dimension of ranS.
In this section, we first characterize non-linear maps preserving zero products in both directions
on standard operator algebras. As an invariant, the zero-product is too general to determine
the global structure of a map between operator algebras, which can be seen in the following
example.
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Example 2.1. Let H = H1 ⊕ H2 with dim H1  2 and let D0,D1 ∈ B(H1) be invertible. Let
A0 =
(
D0 0
0 0
)
and A1 =
(
D1 0
0 0
)
. Define  : B(H) → B(H) by
(A) =
⎧⎨
⎩
A if A /= A0, A1,
A1 if A = A0,
A0 if A = A1.
It is easy to check that  satisfies that AB = 0 ⇔ (A)(B) = 0 for A,B ∈ B(H).
However, as shown in the following lemma, the zero-product does determine the structure of
the maps when restricted to the set of rank one operators. This general result has been proved
in [18, Theorem 4.1], there the maps were assumed to be bijective and were defined on the full
operator algebraB(X). Though the extension to the surjective maps on standard operator algebras
is straightforward, we would like to give a different proof from one in [18].
Lemma 2.2. Let X be a real or complex Banach space of dimension greater than 2, and A
a standard operator algebra on X. Suppose that  is a surjective map from A onto itself.
If AB = 0 ⇔ (A)(B) = 0 for all A,B ∈A, then there is a functional h :A→ F\{0}
and
(1) if X is real, then there exists a bounded invertible linear operator T on X such that
(A) = h(A)T AT −1 for every A ∈F1(X);
(2) if X is complex and dim X = ∞, then there exists a bounded invertible linear or conjugate
linear operator T on X such that (A) = h(A)T AT −1 for every A ∈F1(X);
(3) if X is complex and dim X < ∞, then A can be written as n × n complex matrix space
Mn(C)(n = dim X) and there exist a nonsingular matrix T ∈ Mn(C) and a ring automor-
phism τ of C such that(A) = h(A)T τ(A)T −1 for every rank-1 matrix A ∈ Mn(C). Here
τ(A) denotes the matrix obtained from A by applying τ to every entry of it.
Proof. We finish the proof of the lemma by checking several claims.
Claim 1. For A ∈A, (A) = 0 ⇔ A = 0.
Since  preserves zero products in both directions and  is surjective, it is easy to check that
the claim holds.
In the following we denote AR = {B ∈A|BA = 0} for every A ∈A.
Claim 2. For A ∈A, AR = {0} if and only if ranA = X. Also AR consists of rank-one operators
and zero if and only if co-dim (ranA) = 1 and AR = Rf = {y ⊗ f |y ∈ X} for some f ∈ X∗.
If ranA = X, then, for any B ∈ AR, BA = 0 implies B = 0, that is, AR = {0}. Now assume
AR = {0}. If, on the contrary, ranA /= X, then there exists a nonzero functional f ∈ X∗ such that
ranA ⊆ ker f . Clearly, (y ⊗ f )A = 0 for every y ∈ X. Thus, for every nonzero vector y ∈ X,
we have y ⊗ f ∈ AR, a contradiction.
If AR consists of rank-one operators and zero, but co-dim(ranA) /= 1, then it follows from
the above paragraph that co-dim(ranA) > 1. So there exist two linearly independent vectors
x1, x2 ∈ X such that ranA+˙[x1]+˙[x2] ⊆ X. By Hahn–Banach theorem, we choose f1, f2 ∈ X∗
such that 〈xi, fj 〉 = δij (Kroneckor symbol), i, j = 1, 2, and ranA ⊆ ∩2i=1 ker fi . Then (x1 ⊗
f1 + x2 ⊗ f2)A = 0, that is, x1 ⊗ f1 + x2 ⊗ f2 ∈ AR, but x1 ⊗ f1 + x2 ⊗ f2 is of rank two,
a contradiction. On the other hand, assume that co-dim(ranA) = 1. For any B ∈ AR, BA = 0
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ensures ranA ⊆ ker B. Thus we have ranB∗ ⊆ ranA⊥, and hence, B∗, as well as B, is of rank at
most one.
Note that AR is a subspace of A, and note also that, for some x ∈ X and f ∈ X∗, both
Lx = {x ⊗ g|g ∈ X∗} andRf = {y ⊗ f |y ∈ X} are maximal among additive subgroups ofF(X)
consisting of rank one operators and zero. So we have AR = Lx for some x ∈ X or AR = Rf
for some f ∈ X∗. Now, if for some x0 ∈ X and f0 ∈ X∗ such that x0 ⊗ f0 ∈ AR, then one can
check Rf0 ⊆ AR. Hence AR = Rf for some f ∈ X∗.
Claim 3. AR = Rf for some f ∈ X∗ if and only if, for any B ∈A, BR ∩ AR /= {0} implies
AR ⊆ BR.
Assume thatAR = Rf for somef ∈ X∗. IfB ∈A andBR ∩ AR /= {0}, then there is a nonzero
vector x0 ∈ X such that x0 ⊗ f ∈ BR ∩ AR. Thus ranB ⊆ ker f and consequently, AR = Rf ⊆
BR. Now we turn to the “if” part. By Claim 2, we need only prove that co-dim(ranA) = 1. On the
contrary, assume that co-dim(ranA) /= 1, then, by Claim 2 again, we must have co-dim(ranA) > 1.
So there are two linearly independent vectors x1, x2 ∈ X such that ranA+˙[x1]+˙[x2] ⊆ X. Take
f1, f2 ∈ X∗ such that 〈xi, fj 〉 = δij (i, j = 1, 2) and ranA ⊆ ∩2i=1 ker fi . Let B = x1 ⊗ f1 + A.
Then x2 ⊗ f2 ∈ AR ∩ BR, that is, AR ∩ BR /= {0}. Thus, by the condition, we have AR ⊆ BR. It
is clear that (x1 ⊗ f1)A = 0. So x1 ⊗ f1 ∈ AR, and consequently x1 ⊗ f1 ∈ BR. However it can
be checked that (x1 ⊗ f1)B /= 0, a contradiction.
Claim 4.  preserves rank-1 operators, as well as rank-1 nilpotent operators, in both directions.
LetA = x0 ⊗ f0 /= 0. Take a vectory0 ∈ X such that 〈y0, f0〉 = 1. PutC = I − y0 ⊗ f0. Then
C ∈A and co-dim(ranC) = 1. It follows from Claim 2 thatCR = Rf0 . For anyW ∈A satisfying
WR ∩ (C)R /= {0}, since  is surjective, there is B ∈A such that (B) = W . By Claim 1
and the condition that  preserves zero products in both directions, we have BR ∩ CR /= {0}.
From Claim 3 it follows that CR ⊆ BR, and therefore (C)R ⊆ (B)R = WR. Now Claim 3
ensures again that (C)R = Rf for some f ∈ X∗. Since AC = 0, we have (A)(C) = 0,
hence (A) ∈ (C)R, which implies rank((A)) = 1.
Now let A ∈A such that (A) is of rank one, say (A) = x0 ⊗ f0. Take y0 ∈ X such that
〈y0, f0〉 = 1 and put U = I − y0 ⊗ f0. Then UR = Rf0 and (A) ∈ UR. The surjectivity of 
implies that there isC ∈A such that(C) = U , thusA ∈ CR. For anyW ∈AwithWR ∩ CR /=
{0}, we have (W)R ∩ (C)R /= {0}. By Claim 3, (C)R = UR ⊆ (W)R and consequently,
CR ⊆ WR. Again Claim 3 entails that CR = Rf for some f ∈ X∗. Since A ∈ CR, we have that
A is of rank one.
Thus  preserves rank-1 operators in both directions. For any A ∈A, since A2 = 0 ⇔
(A)2 = 0, we have that  preserves rank-1 nilpotent operators in both directions. So Claim
4 holds.
Now, since  preserves zero products in both directions, by Claim 4, a similar discussion just
as in [17, The proof of Theorem 1.1] implies that there exists an automorphism τ of F and a
τ -linear bijective transformation T : X → X such that for every rank one operator x ⊗ f , we
have (x ⊗ f ) = T x ⊗ h for some nonzero h ∈ X∗; and when X is infinite dimensional and
complex, then T is linear or conjugate linear and continuous. Considering the transformation
A → T −1(A)T , we may assume that, for every rank one operator x ⊗ f , there exists a nonzero
h ∈ X∗ such that (x ⊗ f ) = x ⊗ h. It is easily seen that h is in fact linearly dependent to f as
 preserves zero products in both directions. Thus we get, there exists a functional h :F1(X) →
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F\{0} such that (A) = h(A)T AT −1 for every rank one operator A, and hence, the conclusion
of Lemma 2.2 follows. 
Lemma 2.2 is a quite basic and useful result for studying preserver problems. For our purpose,
let us apply it to give a structure theorem on general maps leaving functional values of operator
products invariant, which will be used in next section to solve several kinds of interesting general
preserver problems. Recall that a map G acting on B(H) is called unitary similarity invariant if
G(VAV ∗) = G(A) holds for every A and every unitary operator V in B(H).
Theorem 2.3. LetA be a standard operator algebra on a complex Hilbert spaceH with dim H 
3 and F : B(H) → [0,+∞] a functional satisfying F(A) < ∞ whenever rank(A) = 1 and the
following properties:
(i) F is unitary similarity invariant;
(ii) for every A ∈ B(H) and every λ ∈ C, F (λA) = |λ|F(A);
(iii) F(A) = 0 ⇔ A = 0.
Suppose  :A→A is a surjective map satisfying F((A)(B)) = F(AB) for all A,B ∈
A. Then there is a functional h : A → T and there exists a unitary or conjugate unitary operator
U on H such that (A) = h(A)UAU∗ for every A ∈F1(H).
To prove Theorem 2.3, the following lemma is needed.
Lemma 2.4. Let H be a complex Hilbert space and T ∈ B(H) a positive invertible operator.
Then T is a scalar multiple of the identity if and only if there is a constant α > 0 such that
‖T x‖‖T −1x‖ = α for every unit vector x ∈ H.
Proof. Obviously, we need only prove the sufficiency. Assume that ‖T x‖‖T −1x‖ = α for every
unit vector x ∈ H , where α > 0. If, on the contrary, T is not a scalar multiple of the identity,
then there exist at least two different points λ0 and λ1 in σ(T ) (the spectrum of T ). We might as
well assume that λ0 = min σ(T ) and λ1 = max σ(T ). Then λ0 < λ1. Let T =
∫ λ1
λ0
λ dEλ be the
spectral decomposition of T . Take δ > 0 such that λ0 + δ < λ1 − δ and, let H0(δ) and H1(δ) be
respectively the ranges of the spectral projections
P0 =
∫ λ0+δ
λ0
dEλ and P1 =
∫ λ1
λ1−δ
dEλ.
Then H0(δ) /= {0} and H1(δ) /= {0}. Choose unit vectors x0 ∈ H0(δ) and x1 ∈ H1(δ) and set f =
tx0 + sx1 with t2 + s2 =1. Then ‖Tf ‖2 = t2‖T x0‖2+s2‖T x1‖2 and ‖T −1f ‖2 = t2‖T −1x0‖2 +
s2‖T −1x1‖2. Let β = ‖T x0‖2‖T −1x1‖2 + ‖T −1x0‖2‖T x1‖2. From ‖Tf ‖‖T −1f ‖ = α and
‖T xi‖||T −1xi‖ = α(i = 0, 1), it follows that (2α2 − β)(t4 − t2) = 0 for any t ∈ [−1, 1], and
consequently, β = 2α2. Since
λ0  ‖T x0‖  λ0 + δ, 1
λ0 + δ  ‖T
−1x0‖  1
λ0
,
and
λ1 − δ  ‖T x1‖  λ1, 1
λ1
 ‖T −1x1‖  1
λ1 − δ ,
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we have
λ20
λ21
+ (λ1 − δ)
2
(λ0 + δ)2  β(= 2α
2)  (λ0 + δ)
2
(λ1 − δ)2 +
λ21
λ20
.
Let δ → 0 in the above inequality, one sees that α2 = 12
(
λ21
λ20
+ λ20
λ21
)
. If σ(T ) contains at least
three points, there exists λ2 ∈ σ(T ) such that λ0 < λ2 < λ1. Similar to the above discussion, we
get α2 = 12
(
λ22
λ20
+ λ20
λ22
)
. Thus
λ20
λ22
+ λ
2
2
λ20
= λ
2
0
λ21
+ λ
2
1
λ20
,
which would imply λ20 = λ1λ2, a contradiction. So σ(T ) = {λ0, λ1} and σp(T ) = σ(T ). Take a
unit vector x ∈ ker(T − λ0), then α = ‖T x‖‖T −1x‖ = 1 and 2 = λ
2
1
λ20
+ λ20
λ21
. This leads to λ0 =
λ1, again a contradiction. So T = aI for some positive scalar a. 
Now let us turn to the proof of Theorem 2.3.
Proof of Theorem 2.3. The condition (iii) on F entails that (A)(B) = 0 ⇔ AB = 0 for A,
B ∈A. Thus |F1(X) has the form (2) or (3) stated in Lemma 2.2 since H is complex.
Arbitrarily fix an orthogonal basis {ei}i∈
 of H . For any x ∈ H , write x = ∑i∈
 ξiei , and
let Jx = x¯ = ∑i∈
 ξ¯iei . Then J 2 = I and for every x ⊗ f ∈F1(H), we have J (x ⊗ f )J =
Jx ⊗ Jf = x¯ ⊗ f¯ = τ(x) ⊗ τ(f¯ ) = τ(x ⊗ f ) with τ(λ) = λ¯. Assume that there is a functional
h :A→ C and a bounded invertible conjugate linear operator T on H such that (A) =
h(A)T AT −1 for all A ∈F1(H). Let S = T J . Then S ∈ B(H) and (A) = h(A)SJAJS−1 =
h(A)Sτ(A)S−1 for all A ∈F1(H) with τ : openC → C the conjugation. Define τ(A) = A if
τ : C → C is the identity. Thus, if has the form (2) in Lemma 2.2, then(A) = h(A)T τ(A)T −1
for all A ∈F1(H), where T is a bounded invertible linear operator and τ : C → C is the identity
or the conjugation. Therefore, in both cases that is dim H = ∞ and dim H = n < ∞,  has the
form
(x ⊗ f ) = h(x ⊗ f )T τ(x ⊗ f )T −1 = h(x ⊗ f )T (τ(x) ⊗ τ(f¯ ))T −1 (2.1)
for all x ⊗ f ∈F1(H), where T is a bounded invertible linear operator on H .
We will complete proofs of the theorem by checking two assertions.
Assertion 1. T in Eq. (2.1) can be chosen as a unitary operator.
Let T = U |T | be the polar decomposition of T . Then U is unitary and |T | is invertible. Put
(A) = U∗(A)U for all A ∈A. By the condition (i) on F , we have F(AB) = F((A)(B))
for all A, B ∈A. So we may assume that T > 0 and hence we only need to prove that T is a
positive scalar multiple of the identity. Note that any two rank one nilpotent operators with norm
one are unitarily similar and any two rank one projections are unitarily similar. Therefore, for any
unit vectors x and f in H with 〈x, f 〉 = 0, we have
F(x ⊗ f ) ≡ α0 for some α0 > 0.
Observe that, for arbitrary orthogonal unit vectors x, f ∈ H ,
F((x ⊗ f )(f ⊗ f )) = F(x ⊗ f ) = F((x ⊗ x)(x ⊗ f )).
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So F((x ⊗ f )(f ⊗ f )) = F((x ⊗ x)(x ⊗ f )). Note that 〈τ(x), τ (x¯)〉 = 1 for every unit
vector x ∈ H . Thus, it follows from equation (2.1) and the property (ii) of F(·) that
α0 = |h(x ⊗ f )h(f ⊗ f )|F(T τ(x) ⊗ T −1τ(f¯ ))
= |h(x ⊗ x)h(x ⊗ f )|F(T τ(x) ⊗ T −1τ(f¯ )). (2.2)
Note that, for any x, f ∈ H with ‖x‖ = ‖f ‖ = 1 and 〈x, f 〉 = 0, we have 〈τ(x), τ (f )〉 = 0.
Now the properties (i) and (ii) of F imply that
F(T τ(x) ⊗ T −1τ(f¯ )) = ‖T τ(x)‖‖T −1τ(f¯ )‖α0. (2.3)
From Eq. (2.2) and Eq. (2.3), we obtain that, for all orthogonal unit vectors x and f in H ,
|h(x ⊗ x)| = |h(f ⊗ f )| = 1
‖T τ(x)‖‖T −1τ(f¯ )‖|h(x ⊗ f )|
= β, (2.4)
where β is a constant. Thus by Eq. (2.4), for all orthogonal unit vectors x, f ∈ H , we have
|h(x ⊗ f )| = 1
β‖T τ(x)‖‖T −1τ(f¯ )‖
. (2.5)
Now, for arbitrary orthogonal unit vectors x, f and g in H , since
α0 = F(x ⊗ g) = F((x ⊗ f )(f ⊗ g))
= |h(x ⊗ f )h(f ⊗ g)|F(T τ(x) ⊗ T −1τ(g¯)),
it follows from Eq. (2.3) and Eq. (2.5) that
‖T τ(f )‖‖T −1τ(f¯ )‖ = 1
β2
forall f ∈ H with ‖f ‖ = 1. (2.6)
If H is infinite dimensional, then τ is the identity or the conjugation, so τ(f¯ ) = τ(f ) and
‖τ(f )‖ = ‖f ‖ for all f ∈ H . Thus, Eq. (2.6) implies that ‖T x‖‖T −1x‖ = 1
β2
for every unit
vector x ∈ H . Now Lemma 2.4 entails that T = aI for some a > 0.
If H is finite dimensional, we may require that T = diag{α1, α2, . . . , αn}, where αi > 0 (i =
1, 2, . . . , n). Take a unit vector x = (1, 0, . . . , 0)tr ∈ Cn. Then it follows from Eq. (2.6) that
1
β2
= ‖T τ(x)‖‖T −1τ(x¯)‖ = ‖x‖2 = 1. So β = 1, and Eq. (2.6) becomes into
‖T τ(f )‖‖T −1τ(f¯ )‖ = 1 (∀f ∈ H with ‖f ‖ = 1).
If, on the contrary, T is not a scalar multiple of the identity, then there are at least two different
points in {α1, α2, . . . , αn}. Without loss of generality we may assume that α1 /= α2. Write f =(
1√
2
, 1√
2
, . . . , 0
)tr ∈ Cn. Then
1 = ‖T τ(f )‖2‖T −1τ(f¯ )‖2 = α
2
1α
−2
2 + α−21 α22 + 2
4
,
which leads to α1 = α2, a contradiction. Therefore we still have T = aI for some a > 0.
To sum up, we obtain T = aI for some a > 0. Take T = I and complete the proof of
Assertion 1.
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Assertion 2. |h(A)| = 1 for every rank one operator A ∈A.
It follows from the argument in Assertion 1 that
|h(x ⊗ x)| ≡ 1 ≡ 1‖τ(x)‖‖τ(x¯)‖ and |h(x ⊗ f )| =
1
‖τ(x)‖‖τ(f¯ )‖ (2.7)
hold true for all orthogonal unit vectors x, f ∈ H .
Let A be an arbitrary rank one operator. Then A can be written into A = λx ⊗ f for some unit
vectors x, f ∈ H and some nonzero scalar λ ∈ C. Take a unit vector g ∈ H such that 〈g, x〉 = 0
and 〈g, f 〉 = 0. Since F((λx ⊗ f )(f ⊗ f )) = F(λx ⊗ f ) = |λ|F((x ⊗ g)(g ⊗ f )), we have
|τ(λ)h(λx ⊗ f )|F(τ(x) ⊗ τ(f¯ )) = |λh(x ⊗ g)h(g ⊗ f )|F(τ(x) ⊗ τ(f¯ )).
Therefore, it follows from Eq. (2.7) that
|h(A)| = |h(λx ⊗ f )| = |λ||τ(λ)|‖τ(x)‖‖τ(f¯ )‖ =
‖A‖
‖τ(A)‖ . (2.8)
In particular, when τ is the identity or the conjugation, it is clear that |h(A)| ≡ 1 for every rank
one operator A ∈F1(H), as claimed.
So we may assume that H is of finite dimension. For any x, f ∈ H = Cn, taking y, g ∈ H so
that 〈y, g〉 = 0, we have
|〈x, f 〉|F(y ⊗ g)= F((y ⊗ f )(x ⊗ g))
= F((y ⊗ f )(x ⊗ g))
= |h(y ⊗ f )h(x ⊗ g)τ(〈x, f 〉)|F(τ(y) ⊗ τ(g¯)).
Note that 〈τ(y), τ (g¯)〉 = 0 and F
(
y
‖y‖ ⊗ g‖g‖
)
= F
(
τ(y)
‖τ(y)‖ ⊗ τ(g¯)‖τ(g¯)‖
)
. The above equality, to-
gether with Eq. (2.8), yields that
|τ(〈x, f 〉)|
‖τ(x)‖‖τ(f¯ )‖ =
|〈x, f 〉|
‖x‖‖f ‖ (2.9)
holds for all x, f ∈ Cn. For any t ∈ C, substituting x = (t, 1, 0, . . . , 0)tr and f = (1, 0, . . . , 0)tr
into Eq. (2.9), one gets
|τ(t)|2
|τ(t)|2 + 1 =
|t |2
|t |2 + 1 ,
which entails that
|τ(t)| = |t | (∀t ∈ C).
It follows that τ is continuous and hence τ(t) = t for all t ∈ C or τ(t) = t¯ for all t ∈ C. This
completes the proof of Assertion 2.
Now, redefine h in Eq. (2.1), if necessary, by letting h(A) = 1 if A ∈A\F1(H), we get a
functional h :A→ T as required. 
3. Maps leaving functional values of operator products invariant
In this section, we will apply Theorem 2.3 to characterize several kinds of general maps leaving
functional values of operator products invariant on standard operator algebras. The following
lemma is based on an idea from [3] where the finite dimensional case of the lemma is obtained.
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Lemma 3.1. Assume that H is a Hilbert space with dim H  3. Let F be just as in Theorem 2.3
and let u ∈ H be a unit vector. If there is a vector v ∈ H which is linearly independent of u so
that
F(u ⊗ h) = F(v ⊗ h) for every h ∈ H, (3.1)
then F(x ⊗ f ) = ‖x‖‖f ‖α0 for all x, f ∈ H, where α0 = F(u ⊗ u) > 0 is a constant.
Proof. Since v is linearly independent of u and F(λA) = |λ|F(A) for every A ∈ B(H) and
every λ ∈ C, we may assume that there exists a unit vector w which is orthogonal to u such that
v = αu + βw with α  0, β > 0.
Let t ∈ [0, π2 ]. Since dim H  3, there exists ηt > 0 such that for every t ′ ∈ (t − ηt , t + ηt ) ∩[
0, π2
]
, there are g = (sin t)u + γw + δy and h = (sin t ′)u + λw + θz with ‖g‖ = ‖h‖ = 1 and
y, z ⊥ {u,w} such that |〈v, g〉| = |〈v, h〉|.
Note that any two rank-1 idempotents with the same norm are unitarily similar and any two
rank-1 nilpotent elements with the same norm are unitarily similar. So u ⊗ g is unitarily similar
to (sin t)u ⊗ u + (cos t)u ⊗ w, and v ⊗ g is unitarily similar to a unit multiple of |〈v, g〉|u ⊗ u +√‖v‖2 − |〈v, g〉|2u ⊗ w. Thus, by Eq. (3.1) and the properties (i) and (ii) of F in Theorem 2.3,
F((sin t)u ⊗ u + (cos t)u ⊗ w)= F(u ⊗ g) = F(v ⊗ g)
= F(|〈v, g〉|u ⊗ u +
√
‖v‖2 − |〈v, g〉|2u ⊗ w).
Also F((sin t ′)u ⊗ u + (cos t ′)u ⊗ w) = F(|〈v, h〉|u ⊗ u +√‖v‖2 − |〈v, h〉|2u ⊗ w). Since
|〈v, g〉| = |〈v, h〉|, we have
F((sin t)u ⊗ u + (cos t)u ⊗ w) = F((sin t ′)u ⊗ u + (cos t ′)u ⊗ w). (3.2)
In particular, take t = π2 , then
F(u ⊗ u) = F((sin t ′)u ⊗ u + (cos t ′)u ⊗ w) for every t ′ ∈
(π
2
− ηπ
2
,
π
2
]
, (3.3)
where ηπ
2
> 0. Note that
[
0, π2
] ⊂ ⋃t∈[0, π2 ](t − ηt , t + ηt ) with ηt > 0. It follows from the
compactness of
[
0, π2
]
that there exist finitely many ti ∈
[
0, π2
]
(i = 1, 2, . . . , n) such that[
0, π2
] ⊂ ⋃ni=1(ti − ηti , ti + ηti ). Thus Eq. (3.2) and Eq. (3.3) implies that
F(u ⊗ ((sin t)u + (cos t)w)) = F(u ⊗ u) for every t ∈
[
0,
π
2
]
. (3.4)
For any nonzero vector x ∈ H , there exists a unitary operator V on H such that V (x/‖x‖) = u,
and we have also ‖Vf ‖ = ‖f ‖ for every f ∈ H . Thus, it follows from Eq. (3.4), and the unitary
similarity invariance and the property (ii) of F(·) that
F(x ⊗ f )= ‖x‖‖f ‖F
(
x
‖x‖ ⊗
f
‖f ‖
)
= ‖x‖‖f ‖F
(
V
(
x
‖x‖ ⊗
f
‖f ‖
)
V ∗
)
= ‖x‖‖f ‖F(u ⊗ V (f/‖f ‖)) = ‖x‖‖f ‖F(u ⊗ u),
as desired. 
In the sequel, we denote byU(H) the group of all unitary operators on a Hilbert spaceH . Recall
that a map G onB(H) is said to be conjugate unitary similarity invariant if G(WAW ∗) = G(A)
holds for every A ∈ B(H) and every conjugate unitary operator W on H .
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Theorem 3.2. Let A and F be just as in Theorem 2.3. Assume, in addition, that F is also
conjugate unitary similarity invariant. Let  be a surjective map from A onto itself. Then 
satisfies
F((A)(B)) = F(AB) (∀A,B ∈A)
if and only if there exist a unitary operator or conjugate unitary operator U on H and maps ψ, φ :
A→ U(H) satisfying ψ(A)A = Aφ(A) and F(ψ(A)ABφ(B)) = F(AB) for all A,B ∈A
such that  has the form (A) = Uψ(A)AU∗ = UAφ(A)U∗ for all A ∈A.
Proof. Clearly we need only prove the “only if” part. Assume that F((A)(B)) = F(AB)
for all A,B ∈A. By Theorem 2.3,  has the form (A) = h(A)UAU∗ for every A ∈F1(H),
where U is unitary or conjugate unitary operator on H and h :A→ T is a functional. Let
(A) = U∗ 1
h(A)
(A)U for every A ∈A. Then F((A)(B)) = F(AB) for all A, B ∈A,
and (B) = B for every B ∈F1(H). Thus, for every A ∈A and any x, f ∈ H , we have
F((A)x ⊗ f ) = F((A)(x ⊗ f )) = F(Ax ⊗ f ) (3.5)
and
F(x ⊗ f(A)) = F((x ⊗ f )(A)) = F(x ⊗ fA). (3.6)
If, for every A ∈A,(A) and A are linearly dependent, then(A) = h1(A)A for every A ∈A,
where h1 is a functional onA. By Eq. (3.5) and Eq. (3.6), we have |h1(A)| = 1. In this case the
theorem holds true with ψ(A) and φ(A) being scalar multiples of the identity for every A ∈A.
Now assume that there exists A0 ∈A such that(A0) and A0 are linearly independent. Then
rankA0  2 and there exists u ∈ H with ‖A0u‖ = 1 such that (A0)u and A0u are linearly
independent. It follows from Eq. (3.5) and Lemma 3.1 that
F(x ⊗ f ) = ‖x‖‖f ‖α0 (∀x, f ∈ H)
with α0 = F(A0u ⊗ A0u) a constant. Thus Eq. (3.5) and Eq. (3.6) imply that
‖(A)x‖ = ‖Ax‖ and ‖(A)∗f ‖ = ‖A∗f ‖
hold true for all x, f ∈ H and all A ∈A. Define respectively isometries UA and VA on H by
UAAx = (A)x(∀x ∈ H) and VAA∗x = (A)∗x(∀x ∈ H).
ThenUA andVA can be extended to unitary operators onH , still be denoted byUA andVA, respec-
tively. So (A) = UAA = AV ∗A. Define respectively ψ and φ by ψ(A) = h(A)UA and φ(A) =
h(A)V ∗A for every A ∈A. Since |h(A)| = 1 for every A ∈A, we see that both ψ and φ mapA
into U(H) and satisfy ψ(A)A = Aφ(A) for every A ∈A. Hence F(ψ(A)ABφ(B)) = F(AB)
for all A,B ∈A and (A) = Uψ(A)AU∗ = UAφ(A)U∗ for every A ∈A. This finishes the
proof. 
In the rest of this section, we present some more concrete applications of Theorem 3.2. Let’s
recall some concepts of the higher dimension numerical range and the higher dimension numerical
radius. Let H be a complex Hilbert space and A ∈ B(H). For k  1, the k-numerical range and
k-numerical radius of A are respectively defined as
Wk(A) =
{
k∑
i=1
〈Axi, xi〉
∣∣∣∣{x1, x2, . . . , xk} runs over allorthonormal vectors in H
}
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and
wk(A) = sup{|λ||λ ∈ Wk(A)}.
When k = 1, these concepts reduce respectively to the classical numerical range W(A) and the
classical numerical radiusw(A), which have been extensively studied because of their connections
and applications to many different areas. Many authors have been devoted to characterizing maps
on operator algebras which preserve the numerical range or numerical radius (see, e.g., [5,9] and
references therein).
Now we recall some basic results on k-numerical range. One may see [7] for more information.
Let A,U ∈ B(H) with U unitary and let V be a conjugate unitary operator on H . Then
(1) Wk(A) = Wk(UAU∗) and Wk(VAV ∗) = {λ¯|λ ∈ Wk(A)}.
(2) Wk(λA + αI) = λWk(A) + α for any λ, α ∈ C.
(3) Wk(A) = {λ} if and only if A = λI .
From the above properties of Wk(·), we see that the k-numerical radius wk(·) satisfies the
conditions of F(·) in Theorem 3.2.
Corollary 3.3. LetA be a standard operator algebra on a complex Hilbert space H of dimension
greater than 2 and let k  1. Then a surjective map  :A→A satisfies wk((A)(B)) =
wk(AB) for all A,B ∈A if and only if there exist a functional d :A→ T and a unitary or
conjugate unitary operator U on H such that (A) = d(A)UAU∗ for all A ∈A.
Proof. The “if” part is obvious, let us check the “only if” part. Assume that wk((A)(B)) =
wk(AB) for all A, B ∈A. By Theorem 2.3,  has the form (A) = h(A)UAU∗ for every
A ∈F1(H), where U is unitary or conjugate unitary operator on H and h :A→ T is a func-
tional. Let (A) = U∗ 1
h(A)
(A)U for every A ∈A. Then, for any A ∈A and any x, f ∈ H ,
we have
wk((A)x ⊗ f ) = wk(Ax ⊗ f ). (3.7)
It follows from the proof of Theorem 3.2 that we need only to check that(A) and A are linearly
dependent for everyA ∈A. Suppose that there existsA0 ∈ A such that(A0) andA0 are linearly
independent. Then there exists x ∈ H such that (A0)x and A0x are linearly independent. We
consider the following two cases:
Case 1. ‖(A0)x‖  ‖A0x‖.
Note that, for any linearly independent vectors x, f ∈ H , one can check that wk(|x ⊗ f |) >
wk(x ⊗ f ). Now substituting (A0)x for f in Eq. (3.7), we have
wk((A0)x ⊗(A0)x)= wk(A0x ⊗(A0)x)
< wk(|A0x ⊗(A0)x|)
= ‖A0x‖‖(A0))x‖wk((A0)x ⊗(A0)x),
which implies ‖(A0)x‖ < ‖A0x‖, a contradiction.
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Case 2. ‖(A0)x‖  ‖A0x‖.
Substituting A0x for f in Eq. (3.7), a similar argument leads to a contradiction again.
Hence (A) and A are linearly dependent for every A ∈A, completing the proof. 
From Corollary 3.3, the following result can be obtained immediately, which generalizes one
of the main results on the maps preserving numerical range of operator products in [9].
Corollary 3.4. LetA be a standard operator algebra on a complex Hilbert space H of dimension
greater than 2. Let :A→ A be a surjective map and k be a positive integer. Then the following
statements are equivalent.
(1) Wk((A)(B)) = Wk(AB) for all A,B ∈A.
(2) cl(Wk((A)(B))) = cl(Wk(AB)) for all A,B ∈A, where cl() stands for the closure
of the set .
(3) There exists a unitary operator U on H such that (A) = UAU∗ for all A ∈A, where
 = ±1.
Before stating the next result, let us recall that a functional G : B(H) → F is called unitarily
invariant if, for every pair of unitary operators U,V ∈ U(H),G(UT V ) = G(T ) holds for all
T ∈ B(H). It is clear that unitarily invariant maps must be unitary similarity invariant, but the
converse is not true. The concept of conjugate unitary invariance ofGmay be similarly introduced.
The result below follows from Theorem 3.2 immediately.
Theorem 3.5. LetA be a standard operator algebra on a complex Hilbert spaceH with dim H 
3 and F : B(H) → [0,+∞] a functional satisfying F(A) < ∞ whenever rank(A) = 1 and the
following properties:
(i) F is unitarily invariant and conjugate unitatily invariant;
(ii) for every A ∈ B(H) and every λ ∈ C, F(λA) = |λ|F(A);
(iii) F(A) = 0 ⇔ A = 0.
Then a surjective map  :A→A satisfies F((A)(B)) = F(AB) for all A, B ∈A if
and only if there exist a unitary operator or conjugate unitary operator U on H and maps ψ ,
φ :A→ U(H) satisfying ψ(A)A = Aφ(A) for all A ∈A such that (A) = Uψ(A)AU∗ =
UAφ(A)U∗ for all A ∈A.
For some more applications of Theorem 3.2 or Theorem 3.5, we recall some notions. Assume
that H is a complex Hilbert space. Let C ∈ B(H) be a compact operator. The ith s-number (or
singular value) of C is the ith largest eigenvalue of |C| = (C∗C) 12 , where each eigenvalue repeats
according to its multiplicity. Denoted by si(C) the ith s-number of C. The definition of s-numbers
can be extended to a bounded (non-compact) operator as follows. ForA ∈ B(H), let s∞(A) denote
the essential norm ofA. Then s∞(A) is either an accumulation point ofσ(|A|) (the spectrum of |A|)
or an eigenvalue of |A| of infinite multiplicity. Observe thatA is compact if and only if s∞(A) = 0.
Every element of σ(|A|) exceeding s∞(A) is an eigenvalue of |A| of finite multiplicity. The s-
numbers of A are defined to be the eigenvalues s1(A)  s2(A)  · · · of |A|, where each of them
repeats according to its multiplicity. If there are only finitely many of them, we put si(A) = s∞(A)
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for the remaining i. Alternatively, one has si(A) = inf{‖A − X‖|X ∈ B(H) and rankX < i}.
For c = (c1, . . . , ck) ∈ Rk(k  1), where c1  c2  · · ·  ck > 0, and 1  p < ∞, define the
(c, p)-norm of A ∈ B(H) by
‖|A‖|c,p =
(
k∑
i=1
cisi(A)
p
) 1
p
.
Then ‖| · ‖|c,p is a norm onB(H) and all (c, p)-norms are equivalent (see, e.g. [2]). When p = 1,
the norm is simply called the c-norm and denoted by ‖| · ‖|c. If c = (1, 1, . . . , 1) ∈ Rk , the above
definition reduces to the Ky Fan k-norm. In particular, ‖|A‖|1 is the operator norm and will be
denoted by the usual symbol ‖A‖.
Another type of norms are the Schatten p-norm. Let {ei |i ∈ } be an orthonormal basis of
Hilbert spaceH andA,B ∈ B(H)withB a positive operator. For 1  p < ∞, define respectively
tr(B) =
∑
i∈
〈Bei, ei〉
and
‖A‖p = (tr(|A|p))
1
p ,
where tr(B)(∈ [0,+∞]) is called the trace of B. It can be seen that the trace is independent of the
choice of the orthonormal basis of H . If ‖A‖p < ∞, we call that A is a Schatten p-class operator.
Denote by Cp(H) the set of all Schatten p-class operators. Then ‖ · ‖p (1  p < ∞) is a norm
onCp(H) and (Cp(H), ‖ · ‖p) (1  p < ∞) becomes a Banach space. For every p  1,Cp(H)
is an ideal ofB(H). In particular, when p = 1, 2, ‖ · ‖1 and ‖ · ‖2 are respectively the trace norm
and the Hilbert–Schmidt norm.
By the above definitions, one can check that both ‖| · ‖|c,p and ‖ · ‖p are unitary and conjugate
unitary invariant norms, and hence satisfy the properties of F stated in Theorem 3.5. Now the
following result is immediate.
Corollary 3.6. Assume thatA is a standard operator algebra on a complex Hilbert space H of
dimension greater than 2 and :A→A is a surjective map. Let c = (c1, c2, . . . , ck) ∈ Rk with
c1  c2  · · ·  ck > 0(k  1) and p ∈ [1,∞). Then the following statements are equivalent.
(1) ‖|(A)(B)‖|c,p = ‖|AB‖|c,p for all A, B ∈A.
(2) ‖(A)(B)‖p = ‖AB‖p for all A,B ∈A.
(3) There exist a unitary operator or conjugate unitary operator U on H and maps ψ, φ :
A→ U(H) satisfying ψ(A)A = Aφ(A) for all A ∈A such that(A) = Uψ(A)AU∗ =
UAφ(A)U∗ for all A ∈A.
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