Finite sample inference procedures are considered for analyzing the observed scores on a multiple choice test with several items, where, for example, the items are dissimilar, or the item responses are correlated. A discrete p-parameter exponential family model leads to a generalized linear model framework and, in a special case, a convenient regression of true score upon observed score. Techniques based upon the likelihood function, Akaike's information criteria (AtC), an approximate Bayesian marginalization procedure based on conditional maximization (BCM), and simulations for exact posterior densities (importance sampling) are used to facilitate finite sample investigations of the average true score, individual true scores, and various probabilities of interest. A simulation study suggests that, when the examinees come from two different populations, the exponential family can adequately generalize Duncan's beta-binomial model. Extensions to regression models, the classical test theory model, and empirical Bayes estimation problems are mentioned, The Duncan, Keats, and Matsumura data sets are used to illustrate potential advantages and flexibility of the exponential family model, and the BCM technique.
Introduction
We consider a problem highlighted by Lord and Novick (1968, p. 524) , Duncan (1974) , and Morrison and Brockway (1979) . Suppose that an examinee completes a multiple choice test with m items and obtains y correct responses out of m. Then a number of appealing choices, such as the compound binomial error model (Lord & Novick, p. 384) , are available for modeling the random variability of y. Note that
where Xl,..., x m are binary responses, with xl = 1 if the examinee correctly answers the i-th item, and x i = 0 otherwise. One approach is to first model the joint probability mass function p (xl, x2 ..... x,n) (Duncan, 1974; Leonard & Novick, 1986; Prentice & Barlow, 1988) . Suppose that the items are similar or parallel and that x 1 ,..., x m are permutable. Given s ¢, take xl, • • •, Xm to be independent and binary distributed with common probability ~:. Then, if ¢ possesses a beta distribution, y in (1) possesses a beta-binomial distribution. Therefore, a mixture of binomial distributions for y can always be justified by a permutable (i.e., exchangeable) distribution for xl .... , Xm.
The beta-binomial model may also be reasonable for y in some situations where x 1 .... , x m are not permutable. ii. A modified beta-binomial model (Morrison & Brockway, 1979) . In model i, let ~: = s ¢* + c(l -(*), where c is a guessing parameter and ~ possesses a beta distribution. Then the distribution of y may be expressed as a finite series.
iii. A multivariate logistic~binary distribution (Anderson & Aitken, 1985; Leonard, 1972) . Suppose that, given ¢1 .... , era, the random variables xl,. • •, Xm possess binary distributions with respective probabilities S~l,..., Cm, and consider the logits ~'i = log ~i --log(1 -~i). Take ~' 1 ..... ~m to possess a multivariate normal distribution. Then appropriate choices of the covariances introduce flexible interdependencies between xl .... , x m. Also, unequal means or unequal variances permit the modeling of dissimilar items. The true score may be defined as ~t + " " " + ~:m, and it is in principle possible to predict the true score, for any particular examinee. However, it is difficult to express the distribution of y in closed form, and any analysis would require heavy computations.
iv. General mixtures (Bock & Aitken, 1981 ; Hsu, 1990; Leonard, 1984; Lord, 1969; Lord & Novick, I988, p. 512; Lord & Stocking, 1976) . In Model i, take s ¢ to possess cumulative distribution function G where, for example, G may be estimated as a discrete distribution, using generalized maximum likelihood procedures.
If the user is less interested in modeling the joint distribution ofx~ .... , xm, a more direct approach may be developed by assuming the distribution of y to belong to a family that is broad enough to approximate, as special cases, the compound binomial error model, the beta-binomial model, the modified beta-binomial model, the generalized hypergeometric model (Keats, 1964) , the gamma-Poisson model (Wilcox, 1981a (Wilcox, , 1981b , the four-parameter beta-binomial model (Lord, 1965) , the beta-binomial mixture model (Bell, 1990; Dalai & Hall, 1983) , and the distributions ofy in Models iii and iv. Other generalizations of the simple binomial model were discussed by Consul (1974 Consul ( , 1975 , Altham (1978) , Lord (1965), and Carter and Williford (1975) . For a review, see Wilcox (1981a) . A very general specification of discrete distributions is provided by the discrete p-parameter exponential family (e.g., Leonard, Hsu, & Tsui, 1989 , Takane, Bozdogan, & Shibayama, 1987 , which assumes that_.~_~j = p(y = J3 satisfies 
of specified basic functions aj, bl(j), b2(j), ..., bp(j3; O1 ..... Op are unknown parameters, and p < m is either specified or unknown. We will proceed under the particular assumptions aj = log m Cj, (j = O, 1 .... , m) , (4) where mcj = rn!/j!(m -j)!, and
so that we have a polynomial model for the logits, in the spirit of Bock (1972) and others. When p = 1, y possesses a binomial distribution with probability e°l/(1 + e °l) and sample size m. However, a larger value ofp permits substantial deviations from the binomial distribution. When p = 2, a two parameter distribution, similar in quality to the beta-binomial distribution is obtained. However, another reasonable choice is p = 4, since the quartic function in (3) then permits bimodality of the probability mass function of y, and hence, the potential for a reasonable fit to many data sets. An appropriately large choice ofp will enable us to approximate many previously proposed procedures for modeling the distribution of y. The polynomials in (5) can be replaced by a variety of other convenient choices of basis function, such as B-splines or terms from a Fourier Series. The usual p-dimensional minimal sufficient statistic, when p is fixed, can always be expressed as the vector of the corresponding sample quantities, and we can refer to standard exponential family theory for estimation (e.g., Lehmann, 1983, p. 80) . For example, for fixed p, there always exist sufficient statistics that are uniform minimum variance unbiased estimators of their expectations, a finite sample property.
The model in (2) through (5) will permit the prediction of an average true score, across a set of examinees. As it is not described in two stages, it does not in general facilitate the prediction of individual true scores. When the items are dissimilar, a model of the complexity of Model iii or the tetrachoric correlation model (Lord & Novick, p. 345) , would be required to express individual true scores as sums of m components corresponding to the different items. Nevertheless, in the special case where the model in (2) through (5) approximates a model of the form of Model iv for some cumulative distribution function G, it is possible to predict individual true scores. This key property is described below in comment (iv) and (12).
Suppose that n examinees respectively 
j=0
The explicit parameters in the exponential family model are not always meaningful in their own right, since the model is motivated toward a reasonable semi-parametric fit to the data. However, many parameters of interest can be expressed as functions of the model parameters, and our objective is to make finite sample inferences about the parameters of interest. In section 2 we will consider maximum likelihood procedures for 01 .... , Op together with an information criterion (e.g., Akaike, 1978; Atilgan & Leonard, 1988) . In section 4 we will discuss more precise finite sample inference for parameters of interest that are arbitrary functions of 01,. (ii). The probability of passing.
where a denotes the passing score.
(iii). Comparison of two groups. We will consider the probability that the score Yl of a randomly chosen examinee from one group exceeds the score Y2 of a randomly chosen person from another group.
(iv). Individual true scores. Whenever the model in (2) through (5) is equivalent to a general mixture of the form described in Model iv (the results by Lord, 1969, tell us that this may sometimes, but not always, be exactly true or approximately true), the conditional expectation of the logit 7 = log ~ -log(1 -0, the binomial mixture model, given y, is 0 log 4~y 2/* = E(ylY) = + tk(y + I) -0(m -y + 1)  where ~ y) = 0 log F(y)/0y denotes the digamma function. The digamma terms conveniently vanish because of assumption (4). Hence, a particular examinee's true ability, given observed score, can be predicted by ¢'* = eV*/(1 + er*), where 7* is the linear function of 01, ..., Op defined in (12). Then ¢'* is much more general than the linear regression of ~ on y predicted by the beta-binomial model. Although Lord (1969) indicates that, for any observed score distribution, the true score distribution is not uniquely defined, the value of ~* will be unaffected by this choice. Equation (12) provides an alternative to the regression of true score on observed score, considered by Lord and Novick (1968, p. 513) . The predictive variance of % given y, is just the first derivative with respect to y of (12) and this will be positive whenever the two models are identical. In this case, the first p predictive moments may be obtained by further differentiations, and predictive central moments higher than the first p are zero. The full result in (12) seems new; see Appendix 1 for details of our derivation, and section 8 for an analogue within the framework of the classical test theory model. Until recently, the nonlinear functions in (10) and (11) would have created severe technical difficulties. However, these will be circumvented via recent developments in Bayesian marginalization (e.g., Geweke, 1988 Geweke, , 1989 Leonard, 1982; and Leonard, Hsu, & Tsui, 1989) , which permit a precise finite sample analysis of complicated nonlinear models with several parameters.
Oy

Likelihood Techniques
When p is specified, the likelihood (6) may be analyzed within the standard framework of generalized linear models (McCullagh & Nelder, 1985, p. 142 
where the tk satisfy (8), and
and the likelihood information matrix R of 01, • • •, Op has elements rkk. satisfying
The matrix R also provides the Hessian in the Newton-Raphson iterations for the maximization of the log of the likelihood (6) and the existence of a finite solution is guaranteed for nonzero tl, ..., tp. Then 0 = (hi, ..., Op)' yields consistent point estimation for 0 = (01, • • •, Op)' as n ---) 0% with p fixed, and for finite n, (13) provides uniform minimum variance unbiased estimators for p linear functions of ~b I ,..., 4) m . Also, as n ~ ~, with p fixed, Rl/2(ti -0) converges in distribution to a standard multivariate normal distribution. Hence, the likelihood dispersion matrix R-l may be regarded as a large sample estimated covariance matrix for ti, and approximate confidence intervals for linear combinations of 0 are available.
When p is unspecified, one possibility is to choose p to maximize the general information criterion (GIC)
where Lp is the log of the likelihood (6), evaluated at the maximum likelihood estimates, and oL denotes a penalty per parameter included in the model. Various choices of a have been proposed (e.g., Akaike, 1978 , Atilgan, 1983 , and Schwarz, 1978 . For example, a = 2, and a = log n respectively lead to Akaike's information criterion
and Schwarz's information criterion
Alternatively, if Lp is plotted as a function of p, then the graph typically rises rapidly for small p, and then flattens into a slightly increasing ridge. The problem is to estimate a sensible value for p near the beginning of the ridge. One possibility is Atilgan's empirical information criterion (EIC) that considers the vertices P l, P2 .... of the convex boundary of the plot of Lp against p, and then chooses the vertex minimizing "YiPi, where Yi is the slope of the convex boundary after the i-th vertex. Atilgan performs simulations to show that AIC and the data dependent EIC typically perform equally well, and somewhat better than other choices of a. As a preliminary to the Bayesian analysis of Section 4, we recommend evaluating p by AIC, since a mixed model analysis is much more complicated. Akaike (1978) provides a Bayesian justification for this preliminary step, by assuming a particular prior distribution for p. These ideas are easy to extend to further regression situations, thus providing an alternative to the beta-binomial developments of Prentice and Barlow (1988 Then let the i-th observation possess the distribution defined in (2) through (5) Leonard and Novick (1986) . A more complicated regression component, or dependence of 02, ... , 0p on the design points, can also be considered.
Simulation Results
Five hundred simulations were first performed, where on each simulation n = 200 1 B (0.4,10) + 2 B(0.6,10) of two observations were generated from a mixture 13 binomial distributions, with mixing probabilities ~ and ~, binomial probabilities 0.4 and 0.6, and common sample size ra = 10. On each simulation, we fitted a beta-binomial distribution, with parameters estimated by maximum likelihood, and the exponential family distribution in (2) through (5), with p = 2. The exponential family distribution fitted the data, with a lower value of the chi-squared goodness-of-fit statistic X 2, with eight degrees of freedom, on 349 out of the 500 simulations. The average value of X 2, under the exponential family model, was 22 = 8.623, compared with 22 = 8.828 under the beta-binomial model. The fitted exponential family model was closer to the true model, when compared with the beta-binomial model, on 424 out of the 500 simulations. Here, we measured the distance from the true model by
j=0 ej where ej is the fitted frequency for thej-th cell, under the fitted model, and3~ family is the expected frequency under the true model. The average deviance of 2.517 for the exponential family model was less than the corresponding value of 2.761 for the betabinomial model. A further 500 simulations were performed, each generating n = 200 observations from the 0.4B(0.3,10) + 0.6B(0.8,10) mixture. On each simulation, a beta-binomial distribution was compared with the exponential family distribution, with p = 4. The latter yielded a much lower value for the normalized chi-squared statistic )(2/6, when compared with the statistic )(2/8, for the beta-binomial distribution, on each of the 500 simulations. The average ~:2 = 8.604 compared with an average ~:2 = 41.501 for the beta-binomial model. The exponential family model was closer to the true model on each of the 500 simulations, when an average deviance of 6.376 compared with an average deviance of 34.486 for the beta-binomial model. Hence, there do exist situations where the generality of (2) through (5) may prove useful when compared with other models.
Bayesian Marginalization
In some situations it may be possible to incorporate prior information regarding 0 = (01, • • •, 0p)' via a multivariate normal prior distribution, say with mean vector Ix o and covariance matrix C 0. For example, Co could be taken to represent the covariance structure of an autoregressive process in the spirit of Young (1977) and Leonard (1973) . It may be valuable to incorporate prior information when p is large, to obtain smoother estimates, but this is less important when p is small, when the parameters are better estimated by the data. This formulation provides a flexible alternative to the prior mixture of beta distributions recommended by Dalai and Hall (1983) and Bell (1990) for binomial models. The posterior density of 0 for fixed p, is, using the notation of section 1,
(20) However, as tC01 -> o% the prior information becomes vague, and quadratic term, within the exponential of (20) 
without further regularity conditions concerning g, where ll denotes the set of possible values of 7. Special cases include the average true score (10) and probability of success (11). The marginal posterior density of 71 is ~'(nly) = lira 8-1 fD 7r(0ly)d0, (77 Eft),
where D denotes the region
and ~0ly) satisfies (20). The integration in (22) is difficult to exactly perform, unless p is small. However, an approximation fully described by Leonard, Hsu, and Tsui (1989) referred to here as BCM (Bayesian conditional maximization) typically gives precise results (see Appendix 2 for details). BCM involves three components, including the maximized posterior density
• ru(nly) = sup ~'(0ty), (~7 ~ fl),
0:g(0) = n which conditionally maximizes (20) subject to the constraint (21). For the functions in (10) and (I I), it is straightforward to compute (24), and the conditional maximum O n, of 0, given 77, using standard Newton-Raphson/Lagrange multiplier methods. However (24) does not generally approximate (22) as well as possible. The adjustment terms described by Leonard et al. (1989) each merit inclusion. A key adjustment term, for finite samples, depends upon the density f(r/lix, C) of r/ = g(0) when 0 possesses a multivariate normal distribution with mean vector IX and covariance matrix C, where Ix and C are particular functions of O n. For the functions in (10) and (11), further approximations to J'(~711~, C) are required. For (10), f was approximated by taking ,1/rn to possess a beta distribution with correct first two moments, obtained by computer simulation. For (I 1), a similar beta approximation was used for r/. If instead 71 = ~bj for some fixed j, we have
where
ej(O) = ~ exp (ah --aj + m-lOl(h --j) + m-202(h 2 _j2)
In this case, the density of ej(O) was first approximated by a log-normal density, with correct first moments, and the transformation (25) used to obtain ourfcontribution for 71. Note that the moments of (26) can be obtained analytically if 0 possesses a multivariate normal distribution. Secondly, a scale multiple of F-approximation was used, with correct first three moments, for ej(O) and again referred to the transformation (25).
As an alternative to the BCM procedure, it is possible to simulate the exact posterior density of 71 in (22) using importance sampling (e.g., Geweke, 1988 Geweke, , 1989 Leonard et al., 1989; Rubinstein, 1981) . In the present context we recommend simulating 0 vectors from a multivariate normal distribution with mean vector 0 and covariance matrix D, where 0 unconditionally maximizes (20) and D-1 denotes the Hessian in the Newton-Raphson iterations for the unconditional maximum. As Ic01 ~ ~, is just the maximum likelihood vector satisfying (13), and D -1 is just the likelihood information matrix R, whose elements satisfy (15). Then importance sampling (see Rubinstein, 1981 , for details) permits simulation of the exact posterior density (22), even though the simulations for 0 are from an approximate distribution. The Gibbs sampler (e.g., Gelfand & Smith, I990) could be used to try to speed up the convergence, but this is not particularly necessary for the current straightforward model. Hsu (1990) considers a discrete mixture of binomials as an alternative to our exponential family model. Unfortunately, the regularity conditions for BCM breakdown for the discrete binomial mixture model owing to multimodality of the likelihood function. Hsu develops a generalization of importance sampling (referred to as permutable Bayesian marginalization, PBM) for handling discrete mixtures. However, BCM for our exponential family model is much simpler when compared with PBM for the binomial mixture model. Note that BCM is also applicable to the models considered by Mislevy (1986) , as an alternative to procedures based upon joint posterior modes.
The Duncan Data
We first analyze the Duncan data (Duncan, 1974, p. 55; Morrison & Brockway, 1979, p. 439 ) that consists of two random samples, from a discrete distribution for the observed number of successful responses on m = 20 items. For the likelihood analysis of section 2, AIC was minimized in both cases when p = 2, and EIC provided similar results. The maximum likelihood estimates of 01 and 02, together with their approximate standard errors (in brackets), obtained via (15), are reported in Table 1 , for the it is easier to obtain approximate confidence intervals by reference to the likelihood dispersion matrix R -l , where R has elements defined in (15). As our parameter space is a subset oflogit space, there is good potential for approximate normality. For the two groups of the Duncan data, the likelihood dispersion matrices are (8.616-6.925) (10.378-8.380) R -j = , and R -1 = . -6.925 5.714 -8.380 6.954 In this case, (12) reduces to a linear regression of true score on observed score. Consider the predicted true score, in logit space, importance sampling technique discussed in section 4. Curve (b) is the maximized posterior density (24), but renormalized to integrate to unity. Curve (c) was obtained by the BCM techniques of section 4. When 7/= Oj for some j, BCM reduces to Laplace's method (Leonard, 1982) which does not involve an f-contribution. Note the reassuringly close correspondence between the approximate and simulated exact results. As the posterior density of 02 is strongly concentrated on the region (0, 00), this confirms that a binomial model (02 = 0) is inappropriate. As the posterior density is slightly skew to the left, a normal approximation is not quite adequate. In Figure 2 , we describe similar curves but for the predicted true score C described above.
In Figure 3 , we consider inferences for r; = ~b20, the probability of correctly answering all 20 items, which possesses maximum likelihood estimates ~b20 = 0.00185 and 4)20 = 0.00198 in the two groups. The two BCM curves (c) and (d) compare favorably with the normalized maximized posterior density (b) in relation to the simulated histogram (a). Curves (c) and (d) follow the two different suggestions made in section 4 for the e-contribution to (25). Curve (c) uses a log-normal, and curve (d) uses a scale multiple of F-contribution. The posterior mean of ~b20 is equal to 0.00190; this is our Bayes estimate under squared error loss and also our predictive probability that a further student answers all 20 items correctly.
In Figure 4 , we assume that a student passes the test if he correctly answers 12
.... items, so that ,/= t~l 2 + " " " + t~2 0 is the probability of passing. The BCM curve (c), for ~ in (11) includes an f-contribution corresponding to a beta density with correct first two moments, and improves upon the normalized maximized posterior density (b), when compared with Histogram (a). The posterior means/predictive probabilities of success, for the two groups, were 0.646 and 0.635, compared with maximum likelihood estimates of 0.650 and 0.642. In Figure 5 , we consider the posterior densities of the average true score (10). In this case the BCM curve (c) was very close to the normalized maximized posterior density (b). The posterior means of the average true score were respectively 12.48 and 
(b)
(
The Matsumura Data
In Table 2 we report the observed scores for 145 University of Wisconsin Accounting students, each of whom completed 4 tests, the first three tests containing 25 dissimilar items, and the last test containing 30 dissimilar items. We fitted the exponential family model, using the techniques described in section 2. The AIC criterion suggested p = 3 for Test A, and p = 2 for each of tests B, C, and D. For Test A, our value of chi-squared was X62 = 7.09, with six degrees of freedom (based on the 10 groupings 0-16, 17, 18 ..... 25 of the items) and this was comparable with a betabinomial fit that provided X72 = 7.37, with seven degrees of freedom. The maximum likelihood estimates b 1 = 167.82, b 2 = -215.73 and 03 = 112.4I, for Test A, possessed respective approximate standard errors 100.66, I25.83, and 51.9. This yields, from (12), the quadratic regression, 7* = 6.713 -0.690y + .0215y 2. The deviation of 03 from zero can be more accurately judged by reference to Figure 7 . Histogram (a) describes our simulated posterior density for 03, under uniform priors for 01 , 02, and 03 , and curve (c) describes our BCM approximation. The posterior density is skew to the right and the value 03 = 0 lies in the extreme left tail. Therefore, the Bayesian analysis makes it quite evident that the cubic term should be included in the sampling model. Standard techniques for generalized linear models do not permit such precise judgments concerning individual parameters. The remainder of our analysis of the Matsumura data is omitted for brevity of presentation. We however, finally mention the data described by Leonard et al. (1989, sec. 7) where n = 200 and m = 10, with n 0, n I .... , nl0 respectively equalling 8, 12, 17, 18, 12, 23, 27, 34, 31, 14, and 4 . In this case, our model with p = 3 fitted well with X72 = 5.59, comparing favorably with the beta-binomial fit, g 2 = 19.23.
The Keats Data
Columns 1 and 2 of Table 3 present the observed frequency distribution reported by Keats (1964) . We fitted the exponential family model, using the techniques described in section 2. The AIC criterion suggested p = 5. The maximum likelihood estimates 6--8, 9 , 10,..., 30 of the items) and the chi-square level of significance was 0.67, and these were comparable with the four-parameter beta-binomial model, the quadratic regression model suggested by Keats (1964) and the gamma-Poisson model suggested by Wilcox (1981a Wilcox ( , 1981b provided chi-squared values X29 = 45.91, X29 = 21.30, and )(21 = 26.87 with degrees of freedom 19, 19 and 21 and chi-square levels of significance were 0.0005, 0.32, and 0.18, respectively. The corresponding estimated frequency distributions are presented in columns 3--6 in Table 3 . The exponential family model produced larger chi-square level of significance than the other three models in this example. A Bayesian analysis of the Keats data is also available from the authors.
The Classical Test Theory Model
Consider the classical test theory model (Lord & Novick, 1968, p. 56) ,
where X is the observed score and T is the true score. Suppose that T and E are independent and the E is normally distributed with mean zero and known variance o -2. Then the regression of true score upon observed score is
OX where p(x) denotes the unconditional density of x. Suppose also that the density of X belongs to the continuous p-parameter exponential family
Then (29) reduces to the regression 
OX '
Most of the techniques described in our paper are readily generalizable to this model. There are obvious applications of (12) and (32) to empirical Bayes estimation problems for binomial and normal data (e.g., Leonard, 1972 Leonard, , 1984 Lord, 1969) .
Concluding Remarks
Our exponential family model provides a framework for handling dissimilar items and inhomogeneous populations of students (e.g., the Keats data) and will often be more flexible than the simple beta-binomial model and its generalizations. It explains many data sets without needing the construction of a guessing parameter, depending upon the item, rather than upon the student's abilities and knowledge. Note that the simple beta-binomial model possesses a coefficient of variation larger than does a binomial model with the same mean. On many data sets where the items are dissimilar (e.g., the Keats data), the coefficient of variation is smaller than for a binomial model with the same mean. Trying to explain this by an extra guessing parameter, rather than a more appropriate sampling model might be quite misleading. Of course, if the guessing probability for any particular item is constant and non-zero across all students, then Morrison and Brockway (I979) introduce the guessing aspect into the standard betabinomial model, in a simple, appealing and estimable manner, providing an advantage when compared with the exponential family formulation. However, Wilcox (1981a, p. 22) discusses three further problems involving guessing parameters.
With appropriate choices ofp and the basis functions bl, b2, • • •, bp in (3), most practical data sets, requiring generalizations of random sampling from the binomial distribution, can be modelled by a member of the p-parameter exponential family, defined by (2) and (3), and our approach may therefore be regarded as global in nature. It might be reasonable to use our approach to explore the main features of the data, but, to use our analysis to suggest a specialized model from the literature, for example, the Morrison-Brockway model, or one of the alternatives cited in section 1, for confirmatory purposes.
Appendix 1
We give fuller details of property (iv) of section I, and the derivation of (I 2). Under the beta-binomial model, ~bj = p(y = j) takes the form where the first expectation is with respect to some distribution for ¢, and the second expectation is with respect to a corresponding distribution of 3' = log ~: -log(1 -¢3. The result so far is reasonably standard. However, when ~bj also satisfies (2) through (5), for some 01, • • •, Op, appropriate differentiations of log qSy yield (12) together with the further results stated in property (iv) of section I.
