In this paper we explore different ways to obtain decompositions of rank-dependent indices of socioeconomic inequality of health, such as the Concentration Index. Our focus is on the regression-based type of decomposition. Depending on whether the regression explains the health variable, or the socioeconomic variable, or both, a different decomposition formula is generated. We illustrate the differences using data from the Ethiopia 2011 Demographic and Health Survey (DHS).
Introduction
Inequality decomposition techniques have been developed and used extensively over the last four to five decades. In the income inequality literature various methods have been proposed to decompose inequality by subgroups as well as by income sources (see, e.g., Rao, 1969 and Bourguignon, 1979 for early contributions). Typical for subgroup decompositions is that they involve partitions of the population into distinct subsets, such as urban and rural population, or male and female population. In the literature on subgroup decomposability the focus has been on additively decomposable indicators, i.e. inequality measures which can be written as a weighted sum of withingroup inequality levels and a between-group term (see, e.g., Shorrocks, 1980) , but some attention has also been paid to inequality measures satisfying more general decomposability criteria (see, e.g., Shorrocks, 1984) . Income source decompositions refer to divisions of income into different components, such as wage and non-wage income. For these decompositions, the main issue has been whether it is possible to identify the proportional contribution of each income component to the measured level of inequality (see, e.g., Shorrocks, 1982) .
Both decompositions are based on pre-determined identities which split either the population or individual incomes into distinct categories. By contrast, regression-based decompositions rely on estimations of incomes. The identities are replaced by regressions of which the independent variables are the determinants of income, such as education, sex, and age. Because of the presence of an error term in the regression equation, these decompositions typically end up with an unexplained residual. The origins of this approach can be traced back to the influential work of Oaxaca (1973) , but especially Morduch and Sicular (2002) and Fields (2003) have developed the technique further by building on insights from the literature on income source decompositions. Cowell and Fiorio (2011) provide a good overview of recent contributions in this field.
Some of the income inequality decomposition methods have also been applied to measures of socioeconomic inequality of health. Simple decomposition formulas by both subgroups and health components were suggested by Clarke, Gerdtham and Connelly (2003) . Regression-based decomposition methods were introduced by Gravelle (2003) and Wagstaff, Van Doorslaer and Watanabe (2003) . Using results on the decomposition of the Gini coefficient obtained by Podder (1993) In this paper we focus on regression-based decompositions of rank-dependent indicators of socioeconomic inequality of health, of which the Concentration Index is the best known example. Our starting point is that inequality of income is of a different nature than socioeconomic inequality of health: while the former is univariate, the latter is bivariate. In other words, whereas income inequality indicators measure the degree of inequality of incomes as such, socioeconomic inequality indicators measure the degree of correlation between socioeconomic status and health. This difference in character is visible in the range of values of the indicators: univariate indicators are always nonnegative (e.g., limited to the interval [0, 1], with 0 indicating minimum inequality and 1 maximum inequality), but bivariate indicators can be both negative and positive (e.g., limited to the interval [−1, +1], with −1 indicating an extreme pro-poor distribution of health and +1 an extreme pro-rich distribution of health). We fear that the difference is not always properly acknowledged, although there are exceptions (see, e.g., Abul Naga and Geoffard, 2006). The challenge, therefore, is whether it is possible to find decompositions which explain the degree of correlation between two variables rather than the degree of inequality in one variable.
After a preliminary section, we first deal with one-dimensional decompositions, including the Wagstaff-Van Doorslaer-Watanabe decomposition (section 3). Then we explore various two-dimensional decompositions (section 4), and make a comparison of both (section 5). By means of an empirical analysis of stunting in Ethiopia we illustrate the differences between the main decompositions (section 6). We discuss the results (section 7) and draw a number of conclusions (section 8).
Preliminaries
Consider a population consisting of n individuals. The health level of individual i is represented by the real number h i . The health variable is assumed to be either a ratio-scale variable which takes nonnegative values only, or a cardinal variable with a finite lower bound. The average health level in the population is equal to µ h = 1 n n i=1 h i . As argued by Erreygers and Van Ourti (2011) , the use of the health Con-centration Index can be defended when we are dealing with a ratio-scale health variable which is unbounded, i.e. which does not have a finite upper bound. However, when we are dealing with a variable which has a finite upper bound, a modified version is called for. For this situation, Wagstaff (2005) and Erreygers (2009) each proposed a variant of the Generalized Concentration Index.
All of these indices are rank-dependent indices in the sense that they are in essence weighted sums of health levels with the weights determined by socioeconomic ranks. The socioeconomic rank of individual i is determined by her position according to the variable which is supposed to measure socioeconomic well-being, e.g. income. Let the value of this variable for individual i be y i . Then the natural number r i (y) measures the position of individual i in the rank-order according to variable y, with the rank r i (y) = 1 assigned to the person who is least well-off, and the rank r i (y) = n assigned to the person who is most well-off. (In what follows we will simplify r i (y) to r i if it is obvious that y is the variable used for ranking.) In the case of ties, we assign to every individual of the tied group the average rank of the group. Over the population as a whole the average rank is µ r = . The average fractional rank is µ f = 1 2 . Finally, the deviation of the fractional rank of individual i from the average fractional rank, denoted as
The Generalized health Concentration Index GC(h; y), or more simply GC whenever it is clear that the health variable is h and the socioeconomic variable y, is defined as:
The standard health Concentration Index, C(h; y) = C, as well as the indices introduced by Wagstaff (2005) , W (h; y) = W , and by Erreygers (2009) , E(h; y) = E, can be expressed as simple functions of GC:
where a h and b h stand for the lower and upper bounds of the health variable.
In the remainder of the paper we will concentrate on the decomposition of the Generalized Concentration Index; formulas (2), (3) and (4) can be used to convert the outcome into corresponding decompositions of the other rankdependent indices.
To end this preliminary section, it may be useful to point out a wellknown connection between the rank-dependent indices and the covariance concept. Since
Both (1) and (5) can be used to generate decompositions of the Generalized Concentration Index. Although one expects to obtain the same decompositions irrespective of which of the two formulas is used, we will show below that this need not be the case.
One-dimensional Decompositions
We begin our analysis with the case in which only one of the two variables is subject to a regression. This has been the dominant approach in the literature on regression-based decompositions of the Concentration Index. Following Wagstaff, Van Doorslaer and Watanabe (2003) health has been unanimously preferred as the relevant variable for regression. We therefore first recapitulate the results of this health-oriented decomposition and then introduce rank-oriented decompositions.
The Health-oriented Decomposition
Wagstaff, Van Doorslaer and Watanabe (2003), who have pioneered this type of decomposition analysis, start from the assumption that the health variable h is determined by a number of explanatory variables x 1 , x 2 , ..., x k . Suppose that we have the following linear regression equation:
where ε i is an error term. Substituting the right-hand side of (6) for h i in (1) we obtain:
, this leads to the following decomposition:
This decomposition splits the Generalized Concentration Index into two components: an explained part and a residual term. The explained component consists of a sum of k contributions, one for each explanatory variable. If the x j variables are ratio-scale or cardinal variables, we can apply definition (1) to each of the k individual terms. In fact, in that case the contribution of the explanatory variable x j to socioeconomic inequality, 2β j Cov(x j , d), can also be expressed as a Generalized Concentration Index, since it is equal to β j GC(x j ; y). If the error term of (6) were uncorrelated with the socioeconomic rank, one would expect the residual component Cov(ε, d) to be close to zero. In applied work, however, this is often not the case.
Rank-oriented Decompositions
Instead of starting from an equation which predicts health levels, we could also start from an equation which predicts the socioeconomic ranks. Two methods suggest themselves. The first consists of predicting the levels of the variable which defines the socioeconomic ranks. Assuming that y is determined by the variables z 1 , z 2 , ..., z q , the first step would be to estimate the linear equation:
where η i is an error term. The predicted value of y i , i.e. y i = γ 0 + γ 1 z 1,i + γ 2 z 2,i + ... + γ q z q,i , could then be used to generate the predicted rank of person i, r i = r i ( y). Let us call the difference between the actual and the predicted ranks the unexplained rank deviation, and let us denote it as ρ i . Given that r i = r i + ρ i , we also have, using an obvious notation,
, where ω i = ρ i /n. Substituting this into (1) we obtain:
and so the Generalized Concentration Index can be decomposed into two components, one explained and the other unexplained:
The drawback of this first method, which determines the socioeconomic ranks indirectly, is that it allows only a very rough decomposition of the index. As an alternative, we could try to determine the socioeconomic ranks directly. Hence, assuming that the variables z 1 , z 2 , ..., z q are the relevant variables, instead of estimating equation (10) we could start from an equation which estimates the fractional rank deviations:
where ξ i is an error term. Substituting this into (1) we now obtain the following result:
This equation suggests a three-component decomposition:
We now have: (1) a constant term, 2α 0 µ h ; (2) a sum of contributions of the q explanatory variables, with the contribution of variable g equal to 2α g Cov(h, z g ) + µ h µ zg ; and (3) an unexplained component, 2Cov(h, ξ).
One may feel uncomfortable with this decomposition because of the presence of a constant term, which has no obvious interpretation. Following (5) rather than (1) suggests a way out. Since
Knowing that Cov(h, u) = 0, we arrive at the following decomposition:
The modified decomposition is written as a sum of two components, one explained and the other unexplained. The contribution of variable z g to the explained component is now equal to 2α g Cov(h, z g ). Actually, we could have derived (16) from (15); we have in fact α 0 + q g=1 α g µ zg = 0, which follows from (13) if one takes into account that µ d = 0 and µ ξ = 0. Comparing (16) to (15), it is as if the value of the constant term is distributed over the contributions of the explanatory variables, with −2α g µ h µ zg being added to the contribution of variable z g .
A special case occurs when all the independent variables z 1 , z 2 , ..., z q are themselves rank variables, or more specifically fractional rank deviation variables. Since all dependent and independent variables of (13) then have zero means, it follows that α 0 = −µ ξ . Hence, if we use a regression technique for which µ ξ = 0, we will find that α 0 = 0. It follows that in this case the two decompositions (15) and (16) will coincide. Since every z j is a rank variable, each explained component 2α g Cov(h, z g ) can be interpreted as a Generalized Concentration Index, but with z j rather than d used to calculate the index.
Decomposition (16) has a similar structure as the Wagstaff-Van DoorslaerWatanabe decomposition (9) . In each case we arrive at an expression which decomposes the Generalized Concentration Index into a sum of q explained components, with each of these components equal to a covariance weighted by a regression coefficient, and a residual or unexplained component, which is also a covariance. Although decomposition (15) is slightly different, it has a similar residual term. If the error term ξ were uncorrelated with the health variable h, the covariance Cov(h, ξ) would be close to zero and the residual term very small.
From One-dimensional to Two-dimensional Decompositions
So far we have limited ourselves to one-dimensional decompositions. These are based on regressions of only one of the two variables under consideration. It should be remembered, however, that we are interested in the correlation between the two variables. It may be doubted whether focusing on one dimension only is enough to fully understand how the two dimensions are related. Therefore, it seems appropriate to extend the analysis and to adopt a framework which allows one to look at both variables simultaneously. Three approaches suggest themselves, and we will explore each one of them briefly. The first approach consists of making a super-decomposition based on two separate regressions, one for each variable. In the second approach the two regressions are made simultaneously, using a common set of independent variables. The final approach looks for a direct way to explain the correlation between the two variables.
A Combined Super-decomposition
Let us assume that each of the two variables of interest can be explained by a separate regression equation. More specifically, let health levels be predicted by (6) and socioeconomic ranks by (13) . A combination of these two equations results in what we will call a combined super-decomposition.
Once again, two paths can be followed to obtain a decomposition formula. If we start from (1) the Generalized health Concentration Index will be expressed as:
Working out the terms and assuming that µ ε = µ ξ = 0, we can expand this to:
In comparison to what we obtained before, this result looks awfully complicated. Adopting a two-dimensional approach leads to a dramatic increase in the number of terms. We can simplify the decomposition a bit by making the plausible assumption that the k + q covariance terms Cov(x j , ξ) and Cov (ε, z g ) are all equal to zero. This gives:
which is only marginally less complicated. As before, starting from (5) generates a more simple decomposition. Since
, we obtain:
Instead of just k or q explained contributions, we now have kq terms which may be said to capture the explained component of the Generalized Concentration Index. It is, however, much harder than before to give a clear interpretation to the many terms involved in the decomposition. For instance, saying that the total explained effect of variable x j is equal to 2β j q g=1 α g Cov(x j , z g ) and that of variable z g is equal to 2α g k j=1 β j Cov(x j , z g ) would lead to double counting.
A Simultaneous Super-decomposition
A special case would occur if the set of variables which determine the health levels -the x j 's -coincided with the set of variables which determine the socioeconomic positions -the z g 's. Suppose we have a common set of p variables s 1 , s 2 , . . . , s p which determine both the health levels h and the fractional rank deviations d. Then we could run a bivariate regression of the following form:
where ψ i and χ i are error terms. We take it for granted that µ ψ = µ χ = 0, and moreover that the 2p covariances Cov(s j , χ) and Cov(ψ, s j ) are zero. We can again start from either (1) or (5). In the first case, the application of formula (19) gives the following expression:
Although this might already be considered as a decomposition formula, we propose to group the terms slightly differently. The second component of the right-hand side of (23) consists of a sum of p terms, one for each independent variable s j , where j = 1, ..., p. The third component, by contrast, has p 2 terms, one for each pair of independent variables (s j , s g ), where j, g = 1, ..., p. Of these p 2 terms, exactly p refer to only one variable. Let us add these terms to each of the corresponding terms of the second component. Given that Cov(s j , s j ) = V ar(s j ) and Cov(s j , s g ) = Cov(s g , s j ), this gives the following:
In other words, we now have:
2 which might be said to capture the direct effect of the p independent variables; (3)
Cov(s j , s g ) + µ s j µ sg which capture the correlation structure between the independent variables; and (4) an unexplained component which is equal to the covariance between the two error terms. For a well-specified model one expects the correlation effects to be small relative to the direct effects. If we start from (5) rather than (1), we have to apply formula (20) . Isolating the terms of the first component which involve only one of the independent variables, and keeping in mind that all Cov(s j , χ) and Cov(ψ, s j ) are by assumption equal to zero, we arrive at the following decomposition:
In comparison to decomposition (24) it is as if the value of the constant term has been distributed over both the direct and combined or correlated contributions.
A Direct Explanation of the Correlation Between Health and Socioeconomic Status
The two super-decompositions outlined above are based on two regressions, one for each of the two dimensions involved. Each regression equation explains the variability in one dimension only. The product of the two regression equations is then supposed to provide an explanation of the correlation between the two dimensions. But does this indirect procedure really work? Should we not aim for a direct explanation of the observed correlation between the two dimensions?
The question is whether it is possible to do some kind of regression where the dependent variable measures the variability of the correlation between the two variables, rather than the variability in one of them only. There is no natural unit to measure correlation at the individual level. But knowing that GC = 2 n n i=1 h i d i , a proxy variable suggests itself. Let us define the composite variable v i ≡ h i d i and treat it as a measure of correlation between h i and d i . Assuming that the independent variables s 1 , s 2 , . . . , s p are the determining factors of the degree of correlation, we can do the following linear regression to explain this new composite variable:
where ζ i is an error term. Given that GC = 2 n n i=1 v i and assuming that µ ς = 0, it follows that we have:
We therefore arrive at a decomposition consisting of a constant term 2φ 0 , which again is difficult to interpret, and p terms 2φ j µ s j , of which the jth term may be interpreted as the contribution of factor s j to GC. In contrast to the previous decompositions, there is no unexplained component.
A Comparison
Now that we have identified several decomposition possibilities, let us take a step back and see how they compare to one another. We no longer take into consideration the very rough decomposition (12) based on the indirectly estimated ranks derived from the regression of the underlying socioeconomic variable. As a matter of fact, in order to make the comparison meaningful we limit ourselves to decompositions based on regressions with a common set of independent variables s 1 , s 2 , ..., s p . We therefore assume that {x 1 , x 2 , ..., x k } = {z 1 , z 2 , ..., z q } = {s 1 , s 2 , ..., s p }. It follows that the coefficients and the error terms of the original health regression (6) and of the original fractional rank deviation regression (13) coincide with those of the bivariate regression equations (21)- (22), i.e. β = λ, α = π, ε = ψ and ξ = χ. There are six remaining decompositions to be compared. Three of these are one-dimensional:
(I) the health-oriented decomposition based on regression (6) and represented by (9) ; (IIa) the rank-oriented decomposition based on regression (13) and represented by (15) , which has a constant term; (IIb) the rank-oriented decomposition based on regression (13) and represented by (16) , without a constant term. The other three are two-dimensional:
(IIIa) the super-decomposition based on the bivariate regression model (21)- (22) and represented by (24) , which has a constant term;
(IIIb) the super-decomposition based on the bivariate regression model (21)- (22) and represented by (25) , without a constant term;
(IV) the decomposition based on the regression of the health-fractional rank deviation product (26) and represented by (27). Table 1 summarizes the components of each decomposition.
*** Insert Table 1 around here *** Some observations are in order with regard to these decompositions. First, it can be shown (see Appendix) that the residual terms of decompositions (I), (IIa), (IIb), (IIIa) and (IIIb) are all the same. This remarkable result comes from the fact that the two regressions on which they are based have exactly the same set of independent variables. Second, the p individual contributions of decompositions (I) and (IIb) can be related to the direct and combined contributions of decomposition (IIIb). In fact, our assumption that the 2p covariance terms Cov(s j , χ) and Cov(ψ, s j ) are zero implies:
A slightly more complex relationship holds between the terms of decompositions (I), (IIa) and (IIIa).
6 An Empirical Illustration
Data Description
The data come from the 2011 Demographic and Health Survey (DHS) of Ethiopia and are confined to children under the age of five. First, we constructed the response variables, the health variable h, the fractional rank deviation d and the composite variable v, for use in the six decompositions. The health variable h we have chosen is actually an illhealth variable: the degree of stunting or malnutrition. It is defined on the unit interval, i.e. a h = 0 and b h = 1, and provides information on the depth of malnutrition with children. We obtained this measure from the child's height-for-age standard deviation or z-score which is the difference between the height of a child and the median height of a child of the same age and sex in a well-nourished reference population divided by the standard deviation in the reference population. We used the new WHO child growth population as reference population. We measured the degree of stunting relative to the threshold of minus two standard deviations of the median of the reference population. Children with a z-score greater than this threshold are not stunted and are assigned a zero degree value. The other children are stunted and are assigned a value in the unit interval that is proportional to the magnitude of their z-score with a z-score of minus six standard deviations corresponding to the maximum value of one. In total, taking into account the sample weights provided by DHS, we found that 44% of the children in our dataset (see below for further description) are stunted. To obtain the fractional rank deviation d, we ranked the children's households according to their wealth status. We used the wealth indices constructed by DHS from a principal component analysis on all household living conditions and assets. We computed the fractional rank deviation taking into account the sample weights so that, in effect, the variable d stands for the weighted fractional rank deviation. To create the composite variable v, we multiplied the variables h and d for all children in our dataset.
Second, we selected a set of nine explanatory variables for use in the decompositions. Based on previous stunting regressions performed by 2007), we included a number of child-level characteristics such as age and sex of the child, maternal characteristics such as education of the mother and her partner or husband and household-level characteristics such as urban or rural residence, time to a water source, access to safe drinking water and satisfactory sanitation. In addition to that, we specified the child's age nonlinearly in the regression models using a squared term. Because Wagstaff, Van Doorslaer and Watanabe (2003) found a significant inverted u-shaped relationship for child's age in their stunting regressions for Vietnam, we expected to obtain a similar result. We mean-centered the squared term, however, to remove multicollinearity with the linear term. Furthermore, we defined the safe drinking water and satisfactory sanitation variables along the lines proposed by the WHO and UNICEF. We identified the following sources of water supply as safe drinking water: piped water (piped into dwelling, piped into yard or plot, or public tap), water from a protected well, tube well or borehole, water from a protected spring and rainwater. We identified the following sanitation infrastructure as satisfactory sanitation: a flush toilet (flush to piped sewer system, septic tank or pit latrine), a pit latrine with slab, a Ventilated Improved Pit (VIP) latrine and a composting toilet. Note that, as opposed to the regressions made by Wagstaff, Van Doorslaer and Watanabe (2003) and Van de Poel et al. (2007), we did not include a wealth-related variable in our set of explanatory variables. The reason is that we used the wealth indices for the construction of one of our response variables, the weighted fractional rank deviation d. Table 2 shows a summary of all variables with their descriptive statistics taking into account the sample weights. We encountered missing values in 20.5% of a total of 11654 registered children under the age of five. The final sample thus contains information on 9262 children. We observed most of the missing data, involving 17.5% of the children, for the height-for-age z-score. The remaining missing data resulted from education of the mother's partner, time to a water source, safe drinking water and satisfactory sanitation. We performed all data manipulations and subsequent analyses (see sections 6.2 and 6.3) using the statistical software package SAS, version 9.3 (SAS Institute, Cary, NC, USA). *** Insert Table 2 around here ***
Regression Results
The six decompositions for comparison are based on the four regressions (6), (13) , (21)- (22) and (26) that relate the degree of stunting h, the weighted fractional rank deviation d, both univariate as well as bivariate, and the composite variable v, to the set of nine explanatory variables. In each of the regressions, we used the sample weights to weigh the observations by sample area or household cluster. Typical for the bivariate regression model (21)- (22) is that the estimated coefficients coincide with those from fitting the two univariate models (6) and (13) using the same set of explanatory variables. In other words, the regression coefficients for h and d from a univariate or bivariate estimation procedure are the same using the same set of explanatory variables. Table 3 shows the regression coefficients for h, d and v. It also contains the t-and F -statistics and significances for the univariate regressions. On the other hand, the bivariate regression provides bivariate test statistics and significances, which appear in Table 4 . *** Insert Tables 3 and 4 around here *** The bivariate significances in Table 4 are based on Wilks' lambda or the likelihood ratio test that performs the same role as the t-or F -test in a univariate setting. Using Wilks' lambda, an approximation to F has been derived that closely fits its value (see, e.g., Tabachnick and Fidell, 2012) . The F -test for the overall bivariate model shows that the model is highly significant. The F -tests for the bivariate response character confirm that the two response dimensions are appropriate and the F -tests for the individual explanatory variables show that all variables have a significant effect on the bivariate response except for time to a water source. The F -tests for the univariate regressions in Table 3 reveal that each of the univariate models is highly significant. The R 2 values of the models are small, however, especially for h and v. Also Wagstaff, Van Doorslaer and Watanabe (2003) observed small R 2 values for their stunting regressions (equal to 0.188 and 0.247) despite the fact that household consumption as a wealth-related variable was included in the models. Furthermore, the t-tests for the individual explanatory variables in the univariate regressions indicate that all variables are significant in at least one model.
Regarding the significant variables of the regression models in Table 3 , we wish to highlight the following results. Apart from the absence of a wealth-related variable, our stunting model h resembles the stunting models presented by Wagstaff, Van Doorslaer and Watanabe (2003) and Van de Poel et al. (2007) . Similar to Wagstaff, Van Doorslaer and Watanabe (2003), the t-statistics indicate that child's age is the most important determinant of malnutrition with coefficients for the linear and squared term describing an inverted u-shaped relationship. Other determinants of malnutrition are, in order of importance, the education of the mother and her partner, the residence type, the sex of the child and satisfactory sanitation. Furthermore, in line with our expectations, the most important effects on the fractional rank deviation d result from the residence type and safe drinking water, followed by the education of the mother's partner, satisfactory sanitation and the education of the mother. Except for the education of the mother, these variables are also important to explain v. In addition to that, v depends nonlinearly on child's age which is demonstrated by a normal u-shaped relationship.
Decomposition Results
Using either the 'product definition' in (1) or the 'covariance definition' in (5) of the Generalized Concentration Index, we obtained a value for the GC of −0.0136. Its negative sign reveals higher rates of child malnutrition amongst the poor or a socioeconomic inequality of malnutrition to the disadvantage of the poor. Table 5 shows the absolute and percentage contributions of decompositions (I), (IIa), (IIb) and (IV) represented by (9), (15), (16) and (27). They are based on the univariate regressions for h, d and v. As opposed to decomposition (IV), decompositions (I), (IIa) and (IIb) are characterized by a residual term. These residuals have the same value of −0.0054 as a result from using the same set of nine explanatory variables in the regression models for h and d. Their percentage contribution equals 39.79%, which is substantial. Another result from comparing the four decompositions is the contrast between decompositions (I) and (IIb) without a constant term and decompositions (IIa) and (IV) with a constant term that exceeds more than three times the value of the GC in both decompositions. In addition to that, the rank-oriented decompositions (IIa) and (IIb) with and without a constant term, which are supposed to give similar results, are completely different. There is more similarity in decompositions (I) and (IIb) without a constant term and in decompositions (IIa) and (IV) with a constant term than in decompositions (IIa) and (IIb) that are based on the same regression model. The presence or absence of the constant term clearly dominates the decompositions. In decompositions (I) and (IIb), the residence type and the education of the mother and her partner are the most important contributors to socioeconomic inequality. Their contributions have the same sign as the GC, which means that they can be seen as factors which are responsible for the pro-poor character of socioeconomic inequality of malnutrition. In other words, living in towns and having parents with more years of education tend to be associated with less malnutrition. In decompositions (IIa) and (IV), on the other hand, the most important contributors are safe drinking water, followed by the education of the mother's partner and the residence type. However, the sign of their contributions is different from the sign of the GC, which means that they have a pro-rich effect on socioeconomic inequality of malnutrition. From a formal point of view, one might say that in these two cases the very large negative constant term forces most of the other terms to be positive. *** Insert Table 5 around here *** Next, Tables 6 and 7 contain the individual absolute contributions of decompositions (IIIa) and (IIIb) represented by (24) and (25) where decomposition (IIIa) includes a constant term. They are based on the bivariate regression for h and d. Both decompositions examine the relationship between h and d, but also relate to the one-dimensional decompositions for h and d. In particular, the column and row totals of the contributions of decomposition (IIIa) in Table 6 relate to decompositions (I) and (IIa) and the column and row totals of the contributions of decomposition (IIIb) in Table  7 relate to decompositions (I) and (IIb). As a result, the residual term in decompositions (IIIa) and (IIIb) is the same as in decompositions (I), (IIa) and (IIb), amounting to −0.0054. Tables 6 to 7 around here *** Tables 8 to 11 contain summary presentations of decompositions (IIIa) and (IIIb) showing the direct and combined or correlated contributions of the decompositions. Tables 8 and 9 contain the absolute contributions and  Tables 10 and 11 the percentage contributions. Similar to decompositions (IIa) and (IV), the constant term in decomposition (IIIa) exceeds more than three times the value of the GC. It is offset by the direct contributions of the decomposition which sum to a large negative percentage. In contrast, the correlated contributions of the decomposition sum to a positive percentage that is about half the value of the GC. For decomposition (IIIb) without a constant term, the percentage totals from the direct and correlated contributions are all positive and therefore smaller in magnitude. In addition, the total of the correlated contributions is about twice as large as the total of the direct contributions.
*** Insert
The most important direct contributions to inequality in decomposition (IIIa) come from the same variables that determine inequality in decompositions (IIa) and (IV). Noting that in decomposition (IIIa) the large direct contributions of the linear and squared term of child's age balance each other out, these determinants are safe drinking water, followed by the education of the mother's partner and the residence type. Similarly, the direct contributions to inequality in decomposition (IIIb) correspond to those in decompositions (I) and (IIb) and come from the residence type and the education of the mother and her partner. As an overview, Figures 1 and 2 show the direct percentage contributions of decompositions (I), (IIb) and (IIIb) without a constant term and decompositions (IIa), (IIIa) and (IV) with a constant term. *** Insert Tables 8 to 11 around here *** *** Insert Figures 1 and 2 around here ***
Discussion
Both the theoretical framework and the empirical illustration reveal that there are many ways to generate regression-based decompositions of socioeconomic inequality of health, and that the results may be very different. We do not always find that the estimated individual contributions of the explanatory variables have the same sign, let alone the same magnitude. Three of the six decompositions have very large constant terms (by 'very large' we mean that these terms exceed by far the magnitude of the index itself), which seem difficult to interpret. The two super-decompositions involve a lot of correlation terms which on the whole may be more important than the direct contributions of the explanatory variables. Except for the decomposition based on the regression of the health-fractional rank deviation product, all decompositions have a residual term which may be very substantial in magnitude.
Both the one-dimensional rank-oriented approach and the two-dimensional simultaneous approach lead to two distinct decomposition formulas, one with and one without constant term. A comparison of the two sets of results shows huge differences. It is hard to understand why two equivalent starting points -the 'product definition' and the 'covariance definition' of the Generalized Concentration Index -produce so widely divergent outcomes. One might be tempted to conclude that any decomposition formula has a large amount of arbitrariness in it.
As far as the empirical aspects are concerned, perhaps we should have tried to increase the explanatory power of our regression equations by including more variables. Although this might improve the reliability of the empirical estimates, we doubt whether it would change much to the essence of our results. It seems highly unlikely that the constant term will fade away, that the correlation effects will become negligible, or that the residual term will disappear. Anyhow, additional empirical work (more years, more countries, more health variables, etc.) might be useful to try and discern a pattern in the various decompositions.
A special point to which we like to draw attention is the fact that we did not include socioeconomic status as an explanatory variable in our regression of health (or likewise health as an explanatory variable of socioeconomic status). Our motivation for doing so is that it seems unnatural to explain the correlation between health and socioeconomic status by including either of these variables. Oddly enough, this is often what happens in empirical work. E.g., in the study on child mortality in Iran by Hosseinpoor et al. (2006) the contribution of 'low economic status' was more than one third, and in the study on malnutrition in Ghana by Van de Poel et al. (2007) the 'wealth' variable had a contribution of about 30%. In both cases, the socioeconomic variable had the highest contribution of all variables included in the model. In our view, this is not the proper way to decompose socioeconomic inequality.
Conclusion
In the past, research on the measurement of socioeconomic inequality of health has often been a copy of research on the measurement of income inequality. To a large extent, this has also been the case with regard to decomposition analysis. We believe that more caution should be exerted when adopting methods and results from one field to the other. The main reason is that bivariate inequality is of a different nature than univariate inequality. Moreover, the health variable taken into consideration is almost always not an unbounded ratio-scale variable such as income. What we have tried to show in this paper is that there are many ways of obtaining decomposition results for rank-dependent indicators of socioeconomic inequality of health, and that therefore decomposition results should not be taken for granted. In our opinion, one way to proceed from here is to use an axiomatic approach. This may be helpful first to identify which properties a good decomposition should have, and then to derive which decompositions possess the desired properties. 
