In this paper, we apply tools from the random matrix theory (RMT) to estimates of correlations across volatility of various assets in the S&P 500. The volatility inputs are estimated by modeling price fluctuations as GARCH(1,1) process. The corresponding correlation matrix is constructed. It is found that the distribution of a significant number of eigenvalues of the volatility correlation matrix matches with the analytical result from the RMT. Furthermore, the empirical estimates of short and long-range correlations among eigenvalues, which are within the RMT bounds, match with the analytical results for Gaussian Orthogonal ensemble (GOE) of the RMT. To understand the information content of the largest eigenvectors, we estimate the contribution of GICS industry groups in each eigenvector. In comparison with eigenvectors of correlation matrix for price fluctuations, only few of the largest eigenvectors of volatility correlation matrix are dominated by a single industry group. We also study correlations among 'volatility return' and get similar results.
I. INTRODUCTION
Volatility of asset returns is one of the most important elements in financial research. Since the birth of seminal models like Black-Scholes and the Autoregressive Conditional Heteroscedasticity (ARCH/GARCH), increasing attention has been paid to the analysis of the time-varying behavior in volatilities in the past few decades. Unlike the asset prices, the volatility is latent on the market. In other words, it is not directly observed and therefore, some estimations are necessary to make volatility time series "visible" for analysis. There are several well known measures to construct volatility. Broadly, we can classify these methods into the following three categories. The first one is the classical parametric model-based methods, referred as the estimated volatility. In particular, the volatility is generated using the models such as ARCH/GARCH, stochastic volatility models, etc. The second type is called the implied volatility, which is backed up by the option pricing formula, e.g., Black-Scholes. In the last category, the volatility is constructed non-parametrically from the high frequency trading data, namely realized volatility. All these three volatility measures are extensively used in the financial industry.
In this paper, we want to extend the traditional volatility analysis into a multivariate environment. The volatility correlations are naturally introduced in this picture. Note that the correlations among stock price fluctuations for different assets are very important because of their direct use for risk management in the Markowitz portfolio theory [1, 2] . However, in practice, there are different sources of noise embedded in the final product of estimated correlations, such as finite-sample bias due to the * asingh@perimeterinstitute.ca limiting time domain, estimation errors from the inefficiency in the estimating procedure, measurement errors in the model construction process, etc. In their seminal work [3] , Laloux et. al. show that this accumulated noise in the correlation matrix for price fluctuations can be accounted by using the tools from the random matrix theory (RMT) [4] [5] [6] . In particular, they find that distribution of eigenvalues of empirical correlation matrix, excluding some of the largest eigenvalues, fits very well in the Marcenko-Pastur distribution of the RMT [4] [5] [6] [7] . In [8, 9] , it is further shown that the properties of this correlation matrix resembles with the Gaussian Orthogonal ensemble (GOE). These results strongly suggest that eigenvalues of correlation matrix falling under the Marcenko-Pastur distribution contain no genuine information about the financial markets. Hence, one should systematically filter out such noise from the correlations for a more accurate estimation of future portfolio risk (see [10] and references therein).
The correlations among volatility of different assets are useful in portfolio selection, pricing option book and in certain multivariate econometric models to forecast prices and volatility [11, 12] . For example in the context of the Black-Scholes model, the variance of a portfolio π of options exposed only to vega risk is given by [11] Var(π) = i,j,k,l
Here w i are weights in the portfolio, C ij is the correlation matrix for implied volatility of underlying assets and the vega matrix Λ ij is defined as
where p i is the price of option i and ν j is the implied volatility of asset underlying option j. In volatility arbitrage strategies, generally correlations among the 'volatil-ity return', that is the change in volatility, are used. Since volatility correlation matrix C ij in (1) or the correlations among volatility return are always estimated, they contain both systematic and random errors. Hence, for a better forecast of risk, one certainly needs to estimate and remove noise from these correlation matrices. The use of volatility correlation matrix in risk management and volatility arbitrage strategies can have another important aspect. Once volatility correlation matrix is obtained, one can ask several interesting questions about its eigenvalues and eigenvectors. In both risk management and arbitrage strategies for assets or derivatives, one tries to utilize as much information as available about the market. For example, eigenvectors of correlation matrix for price fluctuations reveal that the most correlated structures in the stock market, which are also stable for a longer time period, are the industry sectors [9, 13, 14] . In this case, by selecting a portfolio vector orthogonal to all the relevant eigenvectors, one can significantly reduce the portfolio risk. Now in case of volatility correlation matrix, one can naturally ask if its eigenvectors carry any new information about the market and whether they are stable in time. If yes, then how can this be utilized for a better estimation of risk and improving volatility arbitrage strategies?
In this paper, we apply tools from the RMT to volatility correlation matrix. We use one of the well studied econometric models, GARCH (1, 1) , to estimate the time evolution of volatility of assets [15] [16] [17] . In the GARCH(1, 1) process, the volatility is measured as the standard deviation of price fluctuations. In econometrics literature, we do realize that there are rather sophisticated models available to measure daily volatility. However, it has been observed that if one is not concerned about the asymmetric response of volatility to price fluctuations, i.e., leverage effect [18] , GARCH(1,1) is not outperformed by any other model to a significant level [19, 20] . Hence, GARCH (1,1) is treated at least as a starting point of the analysis. We leave the use of multivariate models and use of other proxies of volatility for future work.
The rest of the paper is organized as follows. In section II, we discuss the data being used in this study and how do we model the price fluctuations to generate volatility time series. Using volatility time series, we construct the correlation matrix and calculate its eigenvalues in section III. Then, by fitting the cumulative probability distribution of eigenvalues with analytical expression, we find the optimum number of eigenvalues which fall under the Marcenko-Pastur distribution of RMT. Once we know which eigenvalues could possibly be pure noises, we perform further tests to ensure that they are indeed random. We study statistical properties of these eigenvalues in section IV. The nearest-neighbor spacing distribution, next to nearest-neighbor spacing distribution and number variance for unfolded eigenvalues are calculated. While first two quantities test the short-range correlations among the eigenvalues, the later evaluates the long-range correlations. We find a very good agreement of these quantities with analytical results for GOE of the RMT. In section V, we study the eigenvector statistics and find that the eigenvector corresponding to the largest eigenvalue is the 'market mode'. Since the eigenvalue for market mode is of the order of the total number of assets, market has very strong correlations across volatility of assets. As we discuss in section V A, the market mode also influences the eigenvectors under the Marcenko-Pastur distribution. We further calculate the contribution of GICS industry groups in the eigenvectors which are supposed to carry genuine information. The eigenvectors of correlation matrix for price fluctuations, which are outside the Marcenko-Pastur distribution, are relatively stable in time and are dominated by particular industry groups [13, 14, 21] . However, in case of volatility correlation matrix, only few of the largest eigenvectors are dominated by particular industries. In section VI, we discuss the robustness of our results by modeling the time series with small and larger number of parameters compared to GARCH (1, 1) . Finally in section VII, we summarize our results and discuss future directions. In appendix C, we mention results for application of the RMT to correlation matrix for volatility return 1 .
II. ESTIMATES OF VOLATILITY AND CORRELATION MATRIX
In this paper, we use daily closing prices for 427 stocks in the S&P 500 over the time period covering from July 1, 2009 to June 28, 2013 [22] . We represent the total number of stocks by N (N = 427) and the length of the time series for price fluctuations by T (T = 1005). The companies omitted are those that left or joined the S&P 500 list in this time duration 2 Note that our data belongs to a time duration which contains the aftershocks of economic crisis of year 2008-09. It has been observed that market is generally strongly correlated in volatile periods [23] . Hence, more eigenvalues of return and volatility correlation matrices tend to deviate from the standard RMT results, as compared to analysis in [3, 9] .
To model each time series, we begin with defining the return on stock i at time t by r i,t = log(P i,t+1 /P i,t ), where P i,t is the price of stock i ∈ {1, 2, . . . , N } at time t ∈ {1, 2, . . . , T }. We can normalize the return time series such that they have unit variance and zero mean, and write as an N × T matrix G it such that
In our notation, angle brackets represent the average over the time series until unless stated explicitly. Now the correlation matrix for price fluctuations can be written as
For convenience, we refer C as return correlation matrix.
Further, we estimate volatility time series by modeling the return r i,t using a univariate GARCH(1,1) process 3 . Generally in a GARCH framework, both the conditional meanr i,t and conditional variance σ 2 i,t at t, given the information I t , are functions of time:
Here e represents the average over the ensemble and I t is information about the prices till time t.
In this paper, a standard GARCH(1,1) structure is used. There are two equations in the process to model the conditional mean and conditional volatility,
where i,t is a random element drawn from a Gaussian or t-distribution. The coefficients α i 0 , α i 1 and β i 1 for stock i are estimated using standard econometric packages [24] . Using these parameters, we can sequentially estimate the volatility time series σ i,t based on (8) .
As it is generally observed, we find that volatility has a distribution very close to a lognormal. In figure 1 , we draw the distribution of log(σ i,t ), which fits well in Gaussian distribution with mean −4.099 ± .001 and standard deviation 0.379 ± .001. We can again normalize the volatility time series such that it has zero mean and unit variance:
Hereσ i and s i are mean and standard deviation of the 3 It is worth mentioning that unit root tests are preformed to verify the stationarity condition before fitting the data into the GARCH structure [36, 37] .
The probability density distribution for logarithm of daily volatility, i.e., log(σi,t) is shown. The volatility time series are generated by modeling the price fluctuations for 427 stocks from S&P 500 as univariate GARCH(1,1) processes. The data set has skewness 0.19 and kurtosis 3.01. The red line is the Gaussian fit with mean −4.097 ± .001 and standard deviation 0.378 ± .001. volatility time series σ i,t :
The positive tail in the distribution of σ i,t fits well with a power-law coefficient 4.5, which is close to 5.4 for daily mean absolute deviation of high-frequency return at an interval of 5 minutes [2] . Now, we can arrange the time series for normalized volatility σ i,t as N × T matrix G and then the volatility correlation matrix is given by
Using the volatility correlation matrix, one can compute its eigenvalues λ i and conjugate eigenvectors v i . Now in the next section, we find the optimum number of eigenvalues that fit in the density distribution from the RMT.
III. RMT AND EIGENVALUE DISTRIBUTION
In this section, we compare the eigenvalue distribution for volatility correlation matrix (11) with the analytical results from the RMT. Note that correlation matrix has N (N − 1)/2 independent components and one requires time series of length T > N for estimation of correlation matrix. However, if time series are uncorrelated, an empirical estimation of correlations require time series of infinite length. In the context of the RMT, assume that we have N uncorrelated time series of length T , with random elements drawn from a Gaussian distribution with zero mean and standard deviation s 0 . We can arrange these time series in an N × T matrix R. For these time series, we can calculate correlation matrix, that is a Wishart matrix RR T /T , and distribution of its eigenvalues. In the limit N → ∞ and T → ∞, such that Q = T /N is fixed, the distribution of eigenvalues becomes the wellknown Marcenko-Pastur distribution [4, 25] :
where
where λ represents eigenvalues and λ − ≤ λ ≤ λ + . Both the values λ ± are greater than zero and only when Q → 1, the gap between zero and λ − disappears and we recover Wigner semi-circle law. For finite T and N , the abrupt cut-off at both ends λ ± are replaced by rapidly decaying tails. Note that (12) is exact when the elements of random, uncorrelated time series have Gaussian distribution. If random elements are drawn from a power-law distribution outside the Lévy stable range, the eigenvalue distribution is still found to be in good agreement with (12) [5, 9] . Since volatility time series roughly follows a lognormal distribution, we have explicitly constructed N time series of length T with random elements drawn from a lognormal distribution. We find that (12) is consistent with the eigenvalue distribution of correlation matrix for these artificial time series. Further, as the correlations are introduced among the time series, some eigenvalues begin to move out of the bulk distribution (12) [7] . These eigenvalues carry genuine information about the market. In this case, effective standard deviation s 0 in (12) differs from its original value for the time series. We can refer the bulk of the distribution by 'noise' as it represents no-information states. However, the eigenvalues outside this regime correspond to genuine correlations and the associated eigenvectors represent the correlated segments of the market.
In the next section, we show how certain eigenvalues of the correlation matrix form the bulk of the distribution and these fit well with the analytical expression (12) from the RMT. It has been observed that distributions similar to (12) can arise even when time series have well-defined correlations. Consequently, we perform further checks on the eigenvalues falling under the Marcenko-Pastur distribution in section IV and compare the results with analytical expressions for GOE.
A. Eigenvalue density
Using volatility correlation matrix (11), we can calculate its eigenvalues and sort them in a sequence as We draw histogram for eigenvalues of volatility correlation matrix. The y-axis is the frequency of eigenvalues ν(λ) in bins of width .001. The smooth plot is the analytical fit (12) from the RMT. This is being estimated by fitting the data points (14) in the cumulative probability distribution (15) . The parameters of the fit are Q = 2.351, s 2 0 = 0.09952 ± 0.00005 and α = 0.3890 ± 0.0014. We have further multiplied the estimated plot with a factor (.001 λ<λ + ν(λ)/α) to match the frequency scale on y-axis. (Inset) We show that the largest eigenvalue λN = 237 is much larger than the bulk of the distribution. {λ 1 , λ 2 , . . . , λ N }, where λ 1 is the smallest and λ N is the largest eigenvalue. The histogram of eigenvalues is shown in figure 2 . First we notice that the smallest eigenvalue λ 1 = .0015, which is positive. Second, the tail of the distribution is decaying smoothly, instead of ending abruptly. We also notice that the largest eigenvalue λ N is approximately 237, much larger than the values in the bulk of the distribution. These observations are pretty consistent with the characteristics in our sample data set in which the market was found to be quite volatile and strongly correlated. Note that since the trace of the correlation matrix is fixed to be N , when λ N becomes larger, the peak of the distribution moves closer to zero.
To fit the bulk of the eigenvalue distribution in (12), we use the empirical cumulative distribution function,
Here Θ(λ) is the Heaviside step function and we have plotted F (λ i ) as a function of eigenvalues in figure 3 .
Since only a subset of eigenvalues are noise, we fit part of F (λ i ) in
with parameters s 0 and α, keeping Q = T /N fixed. As shown in figure 2 , a significant number of eigenvalues are outside the bulk of the distribution. Hence, α is introduced to take care of the normalization in (15) when it is compared with only part of empirical cumulative distribution F (λ i ) in (14) . In addition, when several eigenvalues are outside the RMT fit, the effective standard deviation s 0 changes. In particular if time series are weakly correlated, there are only a few eigenvalues greater than λ + , that is the theoretical bound (13) from the RMT. Then, the effective standard deviation is approximately
where N 0 is the number of eigenvalues which fall under the Marcenko-Pastur distribution (12) . To fit the data in (15), we first choose a subset of N 1 eigenvalues {λ 1 , λ 2 , . . . , λ N1 } and corresponding data points in empirical cumulative distribution (14) . Then we fit these data points in (15) and estimate α and s 0 by minimizing the root-mean-square error (RMSE). This minimized RMSE for selected N 1 data points can be represented by,
We draw E(N 1 ) as a function of N 1 in figure 4. It appears
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FIG. 4: (Colour Online)
We plot the root-mean-square error (RMSE) of the best RMT fit in N1 data points of empirical cumulative probability distribution (14) . As we change N1, we approach a local minimum at N1 = 161. This minimum is pointed out by a vertical dashed line.
that there is a local minimum in E(N 1 ) around N 1 = 161 and beyond this threshold, E(N 1 ) begins to increase almost linearly. In this way, we find an 'optimum' number of eigenvalues which are used to fit in the RMT result (15) . Note that the value of N 1 is sensitive to the fitting procedure and the indicator being used. However, the precise distribution of noise have a decaying tail, instead of a sharp edge as in (12) . Hence a minor change in N 1 do not overestimate noise. For N 1 = 161, the estimated parameters are s 2 0 = 0.009952 ± 0.00005 and α = 0.3890 ± 0.0014. Using (13) , we also estimate λ − = .0012 and λ + = .0272. For these values of parameters, the probability density (12) is shown in figure 2 . Finally, we find that there are N 0 = 173 eigenvalues such that λ i ≤ λ + and they fall under the Marcenko-Pastur distribution. We notice that the estimated values of s 2 0 and α are close to what we get from (16) , that is s 2 0 ≈ 0.00429 and α ≈ N 0 /N = .4051.
IV. STATISTICAL PROPERTIES OF EIGENVALUES
In previous section, we investigated which eigenvalues fall under the Marcenko-Pastur distribution and possibly are pure noise. However, it is quite possible for time series to contain genuine correlations and then have a distribution very similar to the Marcenko-Pastur distribution. For this reason, we perform further diagnostic tests to ensure that the eigenvalues bounded by the RMT limits are indeed noise. Since correlation matrix is a real symmetric matrix, we use the data to evaluate the null hypothesis that it belongs to GOE of the RMT. To do so, we compare the short and long-range correlations among eigenvalues with analytical results for GOE.
By definition, GOE of random matrices has two important properties. First, if M is a real symmetric matrix and an element of GOE, all of its elements are statistically independent. Second, the ensemble is invariant under the orthogonal transformation. In other words, any transformation of an element M → O T M O, where O is a real orthogonal matrix, leaves the joint probability of elements of M invariant. Now because of this symmetry, the elements of GOE display some universal properties. Since, some of these properties are self-averaging, one can observe these by studying a single, large element of GOE. In particular, we study the short-range correlations by calculating the nearest-neighbor and next to nearestneighbor spacing distributions for unfolded eigenvalues. We also compare long-range correlations among eigenvalues by calculating the number variance. Even for a small number of eigenvalues falling within the RMT bounds, that is N 0 = 172, we find a very good agreement with universal properties of GOE.
A. Nearest-neighbor spacing distribution
The first test for GOE is the distribution of nearestneighbor spacing for unfolded eigenvalues of volatility correlation matrix. To unfold the eigenvalues, we use the technique of Gaussian broadening as it is used in the context of Hubbard model in [26] . The Gaussian unfolding procedure is briefly summarized in appendix A. We consider all the N 0 eigenvalues within the theoretical bounds (13) and calculate the unfolded eigenvalues ξ i . By definition (A3), the unfolded eigenvalue is a map from λ i to ξ i such that, ξ i has a uniform distribution. Now we estimate the distribution for nearest-neighbor spacing d = (ξ i+1 − ξ i ) and it is shown in figure 5. One of the standard results from the RMT is that the distribution of nearest-neighbor spacing of unfolded eigenvalues for GOE is the famous Wigner surmise [4] [5] [6] :
We fit the estimated density of nearest-neighbor spacing in (β 1 P GOE ) with normalization parameter β 1 . As shown in figure 5 , the empirical data fits well in analytical expression for GOE. We find β 1 = 0.98±0.05, which is very close to the exact value β 1 = 1. We further find that for nearest-neighbor spacing distribution, the Kolmogorov-Smirnov statistics is 0.066 and p-value is 0.48. At the significance level of .05, p-values for Kolmogorov-Smirnov test with reference to their distributions discard GUE and GSE. The smooth plot is the fit β1PGOE with β1 = 0.98 ± 0.05 and PGOE is given by (18) . The Kolmogorov-Smrinov statistics and corresponding p-value with reference to analytical expression (18) are consecutively 0.066 and 0.48.
B. Next to nearest-neighbor spacing distribution
The second test of GOE is to compare the next to nearest-neighbor spacing distribution of unfolded eigenvalues with RMT results. For GOE, the distribution of next to nearest-neighbor spacing of unfolded eigenvalues is shown to be equivalent to nearest-neighbor spacing distribution for GSE [4] [5] [6] . This is called the GSE test of GOE. The analytical expression for nearest-neighbor spacing for GSE is,
To calculate empirical values of next to nearest-neighbor spacing, we select all the eigenvalues within RMT bounds (13) . We further divide these eigenvalues λ i in two sets with even and odd index i. Now, both sets are such that next to nearest-neighbor eigenvalues of original sequence are in the same groups. For each set, following the procedure in appendix A, we perform Gaussian broadening and calculate unfolded eigenvalues ξ even/odd . Using these unfolded eigenvalues, we calculate the nearest-neighbor spacings d even/odd = (ξ even/odd i+1 − ξ even/odd i ) in each set. Now we combine data from both of the sets to get probability density for next to nearest-neighbor spacing in original sequence of eigenvalues. The density distribution is shown in figure 6 and we fit it in (β 2 P GSE ) with the normalization constant β 2 . We find that β 2 = 0.96 ± 0.05, very close to the exact value one. The Kolmogorov-Smirnov statistics for next to nearest-neighbor distri- bution is 0.063 and p-value can not discard the nullhypothesis at the significance level of 0.5.
C. Number variance
In this section, we compare long-range correlations among eigenvalues with the analytical results for GOE.
There are examples of systems, for which the Hamiltonion do not belong to GOE but short-range correlations in the spectrum do resemble with short-range correlations in GOE [5] . Hence, to establish the fact that the eigenvalues under the Marcenko-Pastur distribution are pure noise, it is required to compare the long-range correlations among eigenvalues with analytical results for GOE. One of the quantities that probes long-range, twolevel correlations among the eigenvalues is the number variance. It is defined as the variance of number of unfolded eigenvalues in the interval of length around each unfolded eigenvalue ξ i [4] [5] [6] :
Here N 0 is number of unfolded eigenvalues and n(ξ i , ) is the number of eigenvalues in the interval [ξ i − /2, ξ i + /2]. Further, n(ξ i , ) ξ is the average of number of eigenvalues in the interval [ξ i − /2, ξ i + /2] and here averaging is done over the unfolded eigenvalues ξ i . Since unfolded eigenvalues have a uniform distribution, n(ξ i , ) ξ = . Now if the spectrum is translation invari-ant, the number variance can be written as
where Y 2 (r) is related to the two-point correlations. If there are no long-range correlations among eigenvalues, one gets the Poisson spectrum with Y 2 = 0 and Σ( ) 2 = .
However, the expression of Y 2 for GOE takes the following form
To estimate number variance empirically, we unfold the eigenvalues using the Gaussian broadening procedure in appendix A. Since number variance takes into account the long-range correlations, it is affected by both of the edges at λ − and λ + , particularly when N 0 is not very large compared to . Hence, we estimate number variance only using the eigenvalues deep in the bulk of the distribution. The empirical estimates and theoretical value of number variance (20) for GOE are shown in figure 7 . We find that for ≤ 10, the fit is in very good agreement with the exact result. However, for larger values of , as it is shown in the inset, number variance diverges to Poisson spectrum. This behavior is common for the cases where the number of eigenvalues is not very large.
The results from the sections IV A, IV B and IV C show that the short and long-range correlations for eigenvalues of volatility correlation matrix resemble very well with the analytical results for GOE of the RMT. These results strongly support the hypothesis that eigenvalues of the correlation matrix, which fall under the Marcenko-Pastur distribution, are pure noise. In the next section, we investigate the properties of eigenvectors of volatility correlation matrix and compare these with the eigenvectors of return correlation matrix.
V. EIGENVECTOR STATISTICS
In this section, we study the properties of eigenvectors of volatility correlation matrix. We first recall some results for eigenvectors of return correlation matrix (5) . In case of price fluctuations, it has been observed that most of the eigenvalues fall under the Marcenko-Pastur distribution and only few of them are outside the bulk. The components of the eigenvectors, which are conjugate to noisy eigenvalues, have Gaussian distribution [3, 8, 9] . The eigenvector conjugate to the largest eigenvalue is the 'market mode'. This mode is equivalent to a portfolio in which every asset is equally weighted. Furthermore, other larger eigenvalues, which are outside the theoretical (Inset) Black points are estimated number variance and smooth line is theoretical value of number variance for GOE. We can see that for large values of , the estimated number variance diverge from GOE. This is generally observed when we are dealing with a finite number of eigenvalues. edges from the RMT, are expected to carry genuine correlations. Few of the largest eigenvectors are found to be stable in time over a duration as long as ten years [13, 14] . However, as one moves from the largest to some smaller eigenvalues, the time duration of stability reduces and eventually eigenvectors become random. To understand the information contained in these largest eigenvectors, one of the approaches is to decompose them in industry groups [13, 14] . It has been observed that while most of the small eigenvectors randomly distribute the weight to all the industries, the largest eigenvectors are dominated by one or two sectors. In section V B, we follow the same approach to study the properties of the eigenvectors of volatility correlation matrix.
In section V A, first we discuss the distribution of eigenvectors of volatility correlation matrix. We find that similar to return correlation matrix, the eigenvector conjugate to the largest eigenvalue is the market mode. Then we focus on the distribution of eigenvectors conjugate to the eigenvalues within the RMT bounds. Since the largest eigenvalue λ N of correlation matrix is of the order of the total number of eigenvalues N , we find that it significantly affects the other eigenvectors. However, once we remove the effect of the market mode, we find that the eigenvector distribution is Gaussian, consistent with the RMT. Next, we investigate on the information content of the eigenvectors conjugate to the largest eigenvalues in section V B. After removing the effect of the common market mode, we estimate the weights of different industry groups in these eigenvectors. Interestingly, we find that compared to return correlation matrix, very few of the largest eigenvectors of volatility correlation matrix are dominated by a few industry groups.
A. Distribution of eigenvectors
To study the eigenvector statistics, we first normalize each eigenvector v i , associated with eigenvalue λ i , such that v T i v i = N . We find that for the largest eigenvalue λ N , most of the components of associated eigenvector are clustered around one. This eigenvector is the market mode and its distribution is shown in the inset of figure 8. Now we examine the eigenvectors conjugate to the eigenvalues falling under the Marcenko-Pastur distribution. According to the RMT, these eigenvectors should have a Gaussian distribution. However, we find that the distribution is peaked more sharply than a Gaussian distribution. We also observe similar behavior in the return eigenvectors but it is not as strong. Since the largest eigenvalue in both cases are much bigger in comparison with eigenvalues in the bulk, market mode has a signifi-cant influence on other eigenvectors [13, 14, 27] . Hence, it is reasonable to remove the effect of the market mode and re-examine the eigenvector distribution.
To remove the effect of the market mode, we regress the volatility time series on the market mode variable and use the residual to re-calculate the correlation matrix [13, 14] . If the market mode is the eigenvector v N , we can write the volatility time series for the market as
G is an N × T matrix containing time series for normalized volatility σ i,t , as defined in (9) . To remove the influence of the market mode, which is a common factor to all the assets, we construct the following regression,
where α i and β i are stock specific constants and the residual ε i is such that ε i = 0 and ε i M = 0. The estimated residual from the above regression is used to construct the corresponding correlation matrixC, its eigenvalues λ i and eigenvectorsṽ i . There are several observations. First, we find that one of the eigenvalues, which was related to the market mode earlier, is zero. We also observe that after a proper rescaling, the eigenvaluesλ i under the Marcenko-Pastur distribution are quite close to their original values λ i . To see this, we recall that the sum of eigenvaluesλ i is N , i.e., λ i = N . Previously for original correlation matrix C, the sum of the eigenvalues, excluding the largest eigenvalue λ N , was (N − λ N ). Now if we homogeneously rescale the new eigenvalues such that their sum is (N − λ N ), we find thatλ i (N − λ N )/N are reasonably close to λ i . One can also see this rescaling from the change in the effective variance of the original time series. We give more details on this in appendix B.
After removing the common market factor, we find that the eigenvector distribution forṽ i fits reasonably well with a Gaussian distribution. We have shown distribution of several eigenvectors in the figure 8. Note that the eigenvectors are normalized such thatṽ T iṽ i = N . In this figure, the thick black line is the Gaussian distribution with variance one.
B. Industry groups and comparison with return eigenvectors
In this section, we compare the information contained in the relevant eigenvectors of volatility correlation matrix with that of the return correlation matrix. The main finding is that very few of the volatility eigenvectors, which are supposed to carry genuine information about the market, are dominated by the industry groups as compared to the corresponding return eigenvectors. This result is consistent with the observation that in finan- (27) for four largest eigenvalues of return correlation matrix, excluding the market mode, are shown. The left column contains the weight vectors for four largest eigenvalues of volatility correlation matrix. By comparing the eigenvectors 423, we can quickly observe that volatility eigenvector is not dominated by a single industry group, however return eigenvector is. We also point out the industry groups that have the largest contributions in these eigenvectors. For return, the eigenvectors and GICS industry groups are following: 426 -utilities, 425 -banks, 424 -energy, 423 -real estate. For volatility eigenvectors, the largest industry groups are: 426 -real estate, 425 -utilities, 424 -semiconductors and semiconductors equipments, 423 -consumer services.
cial markets, it is much harder to diversify the volatility risk for portfolios 4 . We first estimate the contributions of GICS industry groups in the eigenvectors. Then, by comparing inverse participation ratio of industry contributions, we observe that relatively fewer volatility eigenvectors receive dominating contributions from particular industry groups. Using the time series (3) for normalized returns, we calculate the correlation matrix (5) . We follow the procedure described in the section III. It is found that 75% eigenvalues of return correlation matrix fall under the analytical bounds from the RMT. The movement of the market hides several correlations among its components [13, 14, 27] . Hence, to see the presence of industry groups in eigenvectors, we remove the influence of the market mode using the technique discussed in (25) . In the cleaned-up volatility and return eigenvectors, we then calculate the contributions of different industry groups as follows.
We classify 427 companies in the GICS industry groups using a four-digit code system. 24 groups are achieved by the classification. Each group has n a companies, where a = 1, 2, . . . , g with g = 24. The number of companies in each group, that is n a , range from 4 to 42. Now, we can define a g × N projection matrix P, which estimates the fraction of each industry contributing in the eigenvectors [13, 14] . The entries in the projection matrix are,
In P, row a is a vector with a weight 1/n a to all the n a companies in group a. We also define a vector u i conjugate to each eigenvectorṽ i such that its components are square of the later, i.e., u i,j =ṽ 2 i,j . Note thatṽ i represents eigenvectors of correlation matrices after removing the effect of the market mode. The projection matrix acts on vectors u i and gives g-dimensional weight vector ρ i :
Here γ i is the normalization constant such that g a=1 ρ i,a = 1. Ideally for the market mode v N , all the components of ρ N should be 1/g. In figure 9 , we compare four weight vectors of return and volatility correlation matrix. Now we can simply use inverse participation ratio I i ,
of the weight vectors ρ i as an indicator of the dominance of a single industry in corresponding eigenvectorṽ i . If an eigenvector is dominated by a single industry, then in the weight vector, all the elements will be zero excluding one.
In this case inverse participation ratio will be one. However, if all the industry groups contribute equally in an eigenvector, the inverse participation ratio will become 1/g 3 . In figure 10 (a) and 10(b), we plot inverse participa-tion ratio of weight vectors on log-log plot for return and volatility correlation matrices. The x-axis is eigenvalues λ i , that we get after removing influence of the market mode from normalized return and volatility time series. The gray area indicates the region bounded by the RMT limits (13) in both cases. In [13, 14] , authors studied return correlation matrix for 1000 stocks and observed that eigenvectors related to twenty largest eigenvalues were almost stable on the time scale of a year. However, as one moves to the smaller eigenvalues, the eigenvectors become more and more unstable over time. In figure  10 (a) and 10(b), we have drawn vertical dashed lines to indicate the position, beyond which the twenty largest eigenvalues fall. Now, we concentrate on investigating these twenty largest eigenvectors. The structure of industry weights in eigenvectors are apparently different between return and volatility eigenvectors. As shown in figure 10(a) , in case of return correlation matrix, the largest eigenvalues have large inverse participation ratio and they are dominated by only a few industry groups. In fact outside the RMT bounds, inverse participation ratio appears to follow a power-law as a function of eigenvalues with an exponent 1.52. Deep within the RMT bounds, the inverse participation ratio is of the order of 1/g 3 . This indicates that all the industry groups randomly contribute in these eigenvectors.
Correspondingly, in the case of volatility correlation matrix in figure 10(b) , the number of eigenvectors with small inverse participation ratio is quite large as compared to the return correlation matrix. For the sake of comparison, let us set a benchmark value of inverse participation ratio I 0 = 1/12 3 . This is the inverse participation ratio for a hypothetical weight vector such that it contains equal contribution from half of the industry groups and no contribution from rest. Sixteen out of twenty largest volatility eigenvectors have inverse participation ratio less than this benchmark value. For return eigenvectors, this number is only two. We also notice that for some smallest eigenvectors of return and volatility correlation matrices, the inverse participation ratio is large. Consistent with [9] , we observe that these eigenvectors are 'localized' and receive large contributions from a few stocks in a particular industry group.
The above observations suggest that the eigenvectors of volatility correlation matrix do not carry as much information about the industry groups as the return correlation matrix does. However, it is quite possible that our approach to remove effect of the market mode is inadequate and strong non-linear effects due to the market still hide information about the industry groups in volatility eigenvectors. To confirm that the residual time series ε i in (25) are indeed independent of the market mode M , we can use a quantity called generalized kurtosis [2] . The idea is to first transform the residuals ε i and the market mode M to ε i = F −1 i (ε i ) and M = F −1 M (M ), such that distribution of each ε i and M is a Gaussian with unit variance. Now if ε i and M are independent, then so are ε i and M . To test this assumption behind our linear model, we can study the generalized kurtosis,
which should be very small if (25) succeeds if removing effect of the market mode. We can further define the following measure
as a merit of any model in this context. The value of this indicator for volatility eigenvectors is K v = 0.082 and for return eigenvectors, it is K r = 0.115. Both of these values are reasonably small and indicate that model (25) does succeed in removing the effect of the market mode. In fact, K v < K r indicates that in comparison to return, this model works better for volatility! The results in this section strongly suggest that the interpretation of largest eigenvectors of volatility correlation matrix in terms of industry groups is inadequate. In our opinion, this could be attributed to following two reasons. First, it might be that excluding the largest two or three eigenvectors of the volatility correlation matrix, other eigenvectors are quite unstable in time. Another possibility could be that, volatility divides the market in sectors which differ from the industry groups. A better understanding of time evolution and information content of largest eigenvectors of volatility correlation matrix will certainly have important applications in volatility risk management. In this context, it would be interesting to apply tools from cluster analysis [28] [29] [30] [31] and further study the time evolution of eigenvectors along the line of [13, 14, [32] [33] [34] [35] .
VI. ROBUSTNESS OF RESULTS
In this section, we do some robust diagnostic analysis on our results. In our procedure, we estimate the volatility time series by modeling 427 individual return time series as GARCH(1,1) processes. In total, there are 3 × 427 estimated parameters in the pool. We explore two different regimes of number of parameters. First, we consider a single GARCH(1,1) model for all the 427 time-series
Here r t is the return at time t and t is a random variable drawn from student's t-distribution. Coefficients α 0 , α 1 and β 1 are parameters to be estimated. The estimation is done using the standard maximum likelihood estimation procedure with the joint log-likelihood function L defined as follows,
Here L i (α 0 , α 1 , β 1 |r i ) represents the log-likelihood function for individual return time series r i,t for stock i. The motivation of doing this exercise comes from the observation that for N = 427, the largest eigenvalue for the return correlation matrix is around 193. This implies that the conjugate eigenvector, i.e., the market itself, is strongly correlated. Hence, one can assume that a universal GARCH model governs the market. We do find that all the estimated parameters are statistically significant. Repeating the calculations in sections III, IV and V, we find that although there are small changes in the numerical values, the main results are qualitatively the same.
Our second experiment is that instead of fitting return time-series in a GARCH(1,1), as in section II, we model the each time series as a more generalized ARMA(p i , q i )-GARCH(1,1) process [17] . This model is given by
The first equation is the ARMA(p i , q i ) mean equation and other two equations are GARCH(1,1) volatility equations. φ i j is the auto-regressive coefficient and θ i j is moving average parameter. α i 0 , α i 1 and β i 1 are standard GARCH(1,1) parameters. We first find the 'optimum' values of p i and q i by modeling the time series as ARMA process based on BIC measure [36, 37] . With these optimal orders, we simultaneously fit the model (33) and estimate all the free parameters [24] . As expected, we find that although there is a small difference in the numerical values, the main results in sections III, IV and V remain intact.
VII. DISCUSSION
In this paper, we study the properties of eigenvalues and eigenvectors of volatility correlation matrix. We estimate volatility time series for 427 stocks in S&P 500 by modeling the price fluctuations as GARCH(1,1) process. The empirical distribution for the estimated volatility fits well with the lognormal distribution. Using these volatility time series, we construct the volatility correlation matrix and study distribution of its eigenvalues. By fitting the empirical cumulative probability distribution in analytical expression, we find that approximately 40% eigenvalues fall under the Marcenko-Pastur distribution (12) . Whereas, for the same time period, approx-imately 75% eigenvalues of return correlation matrix are within the analytical bounds from the RMT. We also find that the largest eigenvalue for the volatility correlation matrix is 237 whereas for return correlation matrix it is 193. This suggests that correlations in volatility of assets across the market are relatively stronger compared to correlations in the price fluctuations. To further establish that volatility eigenvalues falling under the Marcenko-Pastur distribution are pure noise, we study the short and long-range correlations among eigenvalues in section IV. Since volatility correlation matrix is a real symmetric matrix, we compare the statistical properties of eigenvalues with the analytical results from GOE. We find that for optimum values of unfolding parameters, the nearestneighbor spacing distribution, next to nearest-neighbor spacing distribution and number variance fit well in theoretical results for GOE. These results strongly suggest that approximately 40% eigenvalues of volatility correlation matrix carry no relevant information about the market.
In section V A, we study the distribution of eigenvectors associated with eigenvalues within the RMT bounds. We find that eigenvector distribution is sharply peaked around zero as compared to a Gaussian distribution. We attribute this behavior to the strong correlations in volatility across the market. Once the market mode is removed from the volatility time series, we find that eigenvectors indeed have a distribution close to a Gaussian. In section V B, we study the properties of eigenvectors which are outside the RMT distribution. These eigenvectors are supposed to carry genuine information about the market. Similar to return correlation matrix [3, 8] , we find that the largest eigenvector is the market mode. The largest eigenvectors of return correlation matrix are relatively stable in time and are dominated by only a few industry groups [13, 14] . We use inverse participation ratio of industry weight vectors (27) as an indicator of large contributions from a few industries and compare it for return and volatility eigenvectors. We find that in comparison with return eigenvectors, very few of largest volatility eigenvectors are dominated by a few industry group. This result is consistent with what is observed in practice. For instance, one can reduce risk of a portfolio by diversifying it across different economic sectors but it is much harder to remove volatility risk. Finally in section VI, we discuss the robustness of our results. Since our results are based on estimation of 427 × 3 parameters for all the GARCH(1,1) processes (8) , it is necessary to understand how they are affected when we have a very small or large number of parameters. Though there are small quantitative differences, our results remain invariant qualitatively in both scenarios.
In appendix C, we have also summarized results on application of RMT to correlations among volatility returns, which are defined as (C1). In this case, we found that the largest eigenvalue is 91 and 73% eigenvalues are pure noise. Compared to return eigenvectors, there are less eigenvectors of volatility return correlation matrix which are dominated by a few industry groups. However, in comparison with volatility correlation matrix, these eigenvectors carry more information about the industry groups. In the five largest eigenvectors, we also find that dominating industry groups are same as what appear in the five largest return eigenvectors.
In this paper, we use one of the simplest methods, GARCH (1, 1) , to estimate daily volatility. However, there are various other proxies and methods of estimation. For example, there are other multivariate models of volatility [38] . The implied volatility of an asset is estimated by observing the option prices in the market. One can also use high-frequency data to estimate variance or mean absolute deviation of prices. It will be interesting to apply tools from the RMT on all these indicators for a deeper understanding of correlations among volatility. Since implied volatility for an underlying asset varies both with the strike and maturity, we expect an even rich structure in correlations. This paper certainly provides a first step in these directions.
Note that the original applications of the RMT in financial market were on correlations among price fluctuations [3] . In this paper, we instead focus on the second moment of these fluctuations. A deeper understanding of financial market will require information about all the correlations among its components. Hence, it will be interesting to extend our work on realized higher moments, e.g., skewness and kurtosis, which can be estimated empirically.
One of the main results of this paper is to show that a significant number of eigenvalues of volatility correlation matrix are pure noise. Since volatility correlation matrix has applications in risk management and forecasting [11, 12] , it will be natural to understand how volatility correlation matrix can be cleaned to carry only genuine information. The next step will be to see how this cleaned volatility correlation matrix improves the price forecast and risk estimates. We only list few here, but there is a vast literature where matrix cleaning methods are applied to financial correlations [10, [39] [40] [41] [42] [43] [44] . It is expected that these tools will also find applications to volatility correlation matrix.
In section V B, we compare the information contained in the largest eigenvectors about the GICS industry groups. We observe that very few of the largest eigenvectors of volatility correlation matrix are dominated by industry groups. Since we expect these eigenvectors to carry genuine information about the market, this result hints two possibilities. First, it has been observed for the eigenvectors of return correlation matrix that few largest eigenvectors are quite stable in time. Therefore, these eigenvectors are dominated by a particular industry group for a longer time period. As one moves to smaller eigenvalues, the time scale of stability begins to reduce. It is quite possible that for volatility correlation matrix, only two or three largest eigenvectors are stable and rest of them are just 'random'. However, this possibility do not reconcile with the fact that compared to return cor- relations, volatility correlations are much stronger in the same time period. So this leads to a second scenario that volatility might organize itself in non-linear structures which are overlapped of different industry groups. Since these ideas are useful in the volatility risk management and volatility arbitrage strategies, it will be very interesting to study time evolution and structure of volatility eigenvectors [13, 14, [28] [29] [30] [31] [32] [33] [34] [35] .
for eigenvalues λ i of a random matrix is given by,
where N is the total number of eigenvalues and Θ(λ i ) is the Heaviside step function. This probability distribution can be divided into two parts,
where F av is the average part and F f is the fluctuating part, which is zero when averaged over the ensemble. Now one can get unfolded eigenvalues ξ i using the average part of the cumulative probability distribution,
The unfolded eigenvalues are a map from eigenvalues λ i to ξ i , such that they have a uniform distribution. Also, note from (A1) and (A3), ξ i are independent of N .
To separate F av , from the estimated cumulative probability (A1), we use the procedure of Gaussian broadening [26] . We replace delta function peaks at each eigenvalue λ i in (A1) by a Gaussian distribution with mean λ i and standard deviation η i . To estimate an optimum value of η i for each eigenvalue, we divide the eigenvalue scale in artificial 'sub-bands' of width w and number them as m = {1, 2, . . . }. We calculate the average distance between eigenvalues in each sub-band and represent it by d m . Then for each eigenvalue λ i , we find the standard deviation
where c is a broadening parameter and d m is such that the eigenvalue λ i belongs to sub-band m.
The values of sub-band width w and broadening parameter c are generally chosen to get the best fit for short-range and long-range correlations when compared with the theoretical results. For discussion in section IV, where we compare the correlations among eigenvalues of volatility correlation matrix with GOE, we have used w = 0.0047 and c = 2.65. Note that in case of next to nearest-neighbor spacing distribution in section IV B, we classify eigenvalues λ i in two different groups with even and odd i, and then unfold each group separately. So in these cases, to keep the correlation structure consistent with unfolding in sections IV A and IV C, we use η even/odd i = c d even/odd m . Finally, while comparing the properties of empirical data with RMT results, one needs to ensure that the agreement is not because of a particular choice of unfolding parameters. One should observe that as the unfolding parameters are varied in a particular range, the empirical results converge to theoretical values. Generally, shortrange correlations are less sensitive to the unfolding procedure and this convergence is more visible in long-range correlations. In figure 11 , we have shown number variance for various values of c, keeping w = 0.0047 fixed. One can clearly see that as c reaches the optimum value, the estimates for number variance approach to the theoretical values for GOE. We observe similar behavior when w varies, keeping c fixed.
Appendix B: Eigenvalues after removing the market mode
To remove the effect of the market mode, we regress the normalized volatility time series σ i,t with the market mode (24) as discussed in section V A. As shown in (25) , the residual time series ε i can be obtained from
which is further used to calculate the correlation matrix C. The elements of correlation matrixC are related to original correlation matrix C as follows
Heres i is the standard deviation for residual time series ε i . In obtaining (B3), we have also used ε i = 0, ε i M = 0 and that variance of time series σ i,t is one. If market is weakly correlated, λ N will not be very large. Also, the dynamics of overall market will have less influence on individual time series and coefficients β i will be small. In this case, ifs i =s for all i, to the leading order from (B3),λ
Also, let us assume that only the market mode is outside the the Marcenko-Pastur distribution. In this case, all the β i are approximately equal and β i ≈ 1/N . Using this in the variance of residual time series ε i ,
This can further be used in (B4) to getλ i ≈ λ i N/(N − λ N ). Note that this is consistent with the arguments from the normalization of eigenvalues in the discussion after equation (25) . However, if λ N is very large, the corrections to (B4) will not be negligible. In case of volatility correlation matrix, the largest eigenvalue is of the order of N . Hence, althoughλ i are close to λ i N/(N − λ N ), we observe that there are noticeable corrections. Products. Note that the industry groups in five largest eigenvectors match with the dominating groups in return eigenvectors, that are shown in figure 9 .
Appendix C: Correlations among volatility return
In this appendix, we briefly mention our results on the application of RMT on volatility return. Using volatility time series σ i,t in (8), we can define the volatility return
These volatility return time series are further normalized such that they have zero mean and unit variance. We can arrange these time series in N × (T − 1) matrix G and define the correlation matrix On the log-log plot, the x-axis is eigenvalues that we get after removing the influence of the market. The vertical dashed line shows the location beyond which, the twenty largest eigenvalues fall. We can see that compared to return correlation matrix, less eigenvalues have large inverse participation ratio. However, compared to volatility correlation matrix, more eigenvectors receive dominating contributions from industry groups.
For this matrix, the smallest eigenvalue is .05 and largest eigenvalue is 91. We can follow the procedure in section III and find that now 73% eigenvalues fall under the Marcenko-Pastur distribution. The statistical properties of eigenvalues are also consistent with that of GOE. We further find that eigenvectors corresponding to eigenvalues within the RMT bounds have a Gaussian distribution. The largest eigenvector is again the market mode. Following procedure in section V A, we can remove the influence of the market mode and using projection matrix (26), we can calculate the industry weight vectors. The measure (30) for the merit of linear model (25) for the volatility return correlations is K vr = 0.32. In figure 12 , we have shown weight vectors for six largest eigenvectors, excluding the market mode. Once again, in comparison to return eigenvectors, there are less volatility return eigenvectors which are dominated by a few industries. For the weight vectors, we can also calculate inverse participation ratio and it is shown in figure 13 . We can further compare the inverse participation ratios with the benchmark value I 0 , that we defined in section V B. We find that twelve among the twenty largest eigenvectors of volatility return correlation matrix have an inverse participation ratio less than this benchmark value. This number is less than sixteen, that we get for volatility correlation matrix. This indicates that for the data we have discussed, volatility return eigenvectors contain more information about the industry groups as compared to volatility eigenvectors. We also notice that the dom-inating industry groups in five largest eigenvectors for return and volatility return correlation matrices are the same.
