Textual data are a rich source of knowledge; hence, sentence comparison has become one of the important tasks in text mining related works. Most previous work in text comparison are performed at document level, research suggest that comparing sentence level text is a non-trivial problem. One of the reason is two sentences can convey the same meaning with totally dissimilar words. This paper presents the results of a comparative analysis on three representation schemes i.e. term frequency inverse document frequency, Latent Semantic Analysis and Graph based representation using three similarity measures i.e. Cosine, Dice coefficient and Jaccard similarity to compare the similarity of sentences. Results reveal that the graph based representation and the Jaccard similarity measure outperforms the others in terms of precision, recall and F-measures.
Introduction
Almost 80% of the data that exist in the world today are textual data. Due to this fact, text mining has evolved to be an important research area. The ability to analyze the content of the accumulating textual database has become inevitable. Effective text comparison is the key issue in analyzing textual data. Text comparison is performed in various text mining applications such as text clustering [1] , text summarization [2] , anomaly detection [3] etc. Text comparison is also the fundamental task in information retrieval where given a query, the contents of the query is compared with the information content to retrieve the most relevant information. There are various methods exist in the literature for text comparison. The differences in the method depend on the text representation scheme used prior to text comparison. Text representation is an important task in any text analysis work because it is significant to transform the unstructured format of textual data into a more formal structure before any analysis are done on it. There are various text representation schemes proposed by researchers, among them are term frequency inverse document frequency (tf-idf) [4] [5] [6] [7] , Latent semantic analysis and graph based representation [3] . Since there are various ways to represent text, the similarity measure to compare text units also varies according to the representation schemes because one similarity measure may not be suitable for all representation schemes. Researchers have proposed a number of similarity measures that can be used to compare text units e.g. cosine similarity [2] , dice coefficient, city block distance6, Chebychev dissimilarity distance, set difference [4, 8] , and jaccard distance [3] . Among these, the cosine similarity which is based on geometric distance is a popular text similarity measure for text represented as bag of words, however it is arguable whether cosine similarity will produce acceptable results when text are represented with other representation schemes such as graph based representation. In this paper, we perform a comparative analysis on three text representation schemes and three similarity measures for sentence level comparison. The rest of the paper is organized as follows; in section 2, some related work on comparative analysis are presented. Section 3 discusses the proposed comparative analysis method. Section 4 presents the results and discussion and section 5 concludes the paper.
Related work
Various work is reported in the literature on comparative analysis of similarity measures. For example, in [9] a comparative analysis was done on multimedia data. In [10] the comparison was done on ontology based representation of biomedical data while probability function is used to represent pattern recognition in [11] . However there are less work on comparing textual data. Among the work that had been performed on textual data comparison are reported in [12] [13] [14] , however these work compared text at document level. In12 four similarity measures was tested on web pages. Similarly the work reported in [13] involve comparing five similarity measures for document clustering. The recent work reported in [14] focused on document level as well, where the comparison was done on Wikipedia articles. As was pointed out earlier, sentence level comparison poses different challenges. In addition, it is hypothesized that the result of text comparison may be influenced by the applied text representation schemes. Furthermore, the level of text units i.e. documents, sentences, phrases or words might also influence the performance of different text representation schemes and different similarity measures. This work investigates these issues and proposes a comparative analysis on three different text representation schemes and three different similarity measures. Figure 1 presents the framework of this work. The textual data are first pre-processed before it is represented into a more structural format. The three representation schemes that are investigated in this study are tf-idf, Latent Semantic Analysis (LSA) and graph based representation. Once represented into these three representation scheme, each represented sentence are compared with three similarity measures as shown in Figure 1 i.e. cosine, dice and jaccard similarity measures. The final step in the framework is to compare and analyse the produced results. We further explain each of the steps in detail. The data for this work are sample sentences obtained from the MS paraphrase dataset as applied in [16] . The data is first pre-processed where the processes such as tokenization, stop word removal, transformation to lower case, stemming, tagging, and parsing are performed. In tokenization, the sentences are broken down into individual terms. Then the stop words such as prepositions and determiners are removed from the data. Then, all uppercase letters are transformed into its lower case. In the stemming process, the derived words such as "fishes" "fishing" and "fished" are stemmed to its root word "fish". Tagging is the process to assign part of speech tags to each word. Part of speech includes noun, verb, prepositions, adjective etc. Then the parsing process identifies the structure of the sentences. It should be noted that not all representation schemes need all the pre-processing steps. For example, the tagging and parsing steps are needed for the graph based representation but not for tf-idf and LSA representations.
Method

Text Representation Schemes
Three text representation schemes are investigated in this work. They are tf-idf, LSA and Graph based representation. This section briefly explains each of the representation schemes.
tf-idf. For the tf-idf representation, the pre-processed text will be represented as vectors of weighted terms. The dimension of the vector depends on the number of terms in the compared sentences. The weighting of the terms is calculated using Equation 1.
The weight of term ti in a sentence dj is obtained by multiplying tfij and idfi where , = Latent Semantic Analysis. Using Latent Semantic Analysis (LSA), the relations that exists between terms can be represented using related concepts. The relationship between words are obtained with a factor called Singular Value Decomposition (SVD), this representation scheme represents the term document matrix using three matrices as shown in Equation 2.
Where U is a (u × n) matrix, S is a (n × n) matrix and VT is a (v × n) matrix with n 'latent semantic' dimensions.
Graph based representation.
In graph based representation the textual data will be transformed into a graph of words. In the pre-processing step, besides tokenization, stop word removal, transformation into lower case, and stemming, additional steps are needed such tagging and parsing. Parsed sentences produces syntactic parse tree where the structure of the sentences can be obtained. In order to capture the semantics, we performed word sense disambiguation to identify the canonical form of words (different words that conveys the same meaning). The reason for this step is to enable the similarity measure to detect similar sentences but was written using different words that are synonym. Once the canonical form of words were identified the sentence structure are then converted into a graph based representation following the notation in Equation 3.
Where V is a nonempty set of vertices, and E, a set of ordered pairs of distinct elements of V called edges where V = (Vi, Vj …) and E = {e1,e2,e3….. ek} and ei = (Vi, Vj).
Similarity Measures
Three text similarity measures are investigated in this work. They are dice coefficient, jaccard distance and cosine similarity measures. This section briefly introduces each of the similarity measures.
Dice coefficient. Dice coefficient measures the overlap to the average size of the two sets. In this work, the dice coefficient is calculated using Equation 4.
Jaccard distance. Jaccard distance calculates the similarity of sentences by finding the fraction of intersection and union of words. In this work, the jaccard distance is calculated using Equation 5.
Cosine Similarity Measure. The cosine similarity measure is the most popular similarity measure for text. It relates to the overlap of the geometric average of the two sets. In this work, the cosine similarity measure is calculated using Equation 6 .
The result of all the above similarity measurement is a value between 0 and 1. 1 denotes that the sentences are completely similarity and 0 denotes that the sentences are completely dissimilar. As a rule of thumb, any value above 0.5 is considered similar and value less than 0.5 is considered dissimilar.
Comparative Analysis
In order to analyse the performance of the representation schemes on different similarity measures, the experiment was performed on 8 pairs of sentences obtained from MS Paraphrase test corpus dataset [15] . The chosen sentences are listed in Table 1 & 2. The sentences were given to human expert to judge the similarity and dissimilarity. As a result, the human expert has determined 4 pairs (pair 1-4) are similar sentences and the other 4 pairs (pair 5-8) are dissimilar sentences. The expert judgement is used as a benchmark to evaluate the automatic similarity calculation on these sentences. The performance measures used in the experiment are accuracy, precision, recall and F-measures. These measures are calculated by determining the number of sentence correctly identified as similar or dissimilar compared to the decisions by human experts. In other words, using the human decisions as benchmark the number of true positive (TP) which is equivalent to actual similar sentences correctly identified as similar, true negative (TN) which is equivalent to actual dissimilar sentences correctly identified as dissimilar, false positive (FP) which is equivalent to actual similar sentences incorrectly identified as dissimilar, and false negative (FN) which is equivalent to actual dissimilar sentences incorrectly identified as similar are determined. Then, the accuracy is calculated as (TP + TN) / all data, precision is TP/(TP+FP), recall is TP/(TP+FN) and the F-measures as the harmonic mean of precision and recall, which is equal to 2TP/(2TP+FP+FN). The results are presented in the next section.
Results and discussion
Figure 2, 3 and 4 presents the graph of similarity measurements of the sample sentences using dice, jaccard and cosine similarity measures for each representation schemes i.e. tf-idf, LSA and graph based representation. As can be seen in Figure 2 , for tf-idf based representation, the similarity score produced by the three similarity measurements are mostly below the 0.5 value threshold. Therefore we can conclude that using tf-idf representation for sentence level comparison is not advisable to detect similarity at the sentence level. In Figure 3 , for the LSA based representation there is a slight improvement especially for the cosine similarity scores which were able to detect similar sentence but did not perform well for dissimilar sentences. In Figure 4 almost all the similarity score performed well for the graph based representation where similar sentence produced similarity score above 0.5 and dissimilar sentences produced similarity score below 0.5. This concludes that the graph based representation performs better for sentence level text comparison using all similarity measures. To prove our point further, we calculated the correlation scores for each similarity measures against the human benchmark. For every dissimilarity scores produced by similarity measure Ai, (i=1,2,……d) its correlation coefficient, r to the benchmark similarity Bj,(j=1,2,…….d) is given by
where is the mean score of similarity score A and is the mean score of benchmark similarity B. The correlation coefficient scores are shown in Table 3 . From the correlation scores in Table 3 , it can be perceived that the graph based representation produced the highest correlation coefficient for all similarity measures. The tf-idf based representation performs slightly better than the LSA based representation in terms of correlation to the benchmark. We further analyse the produced result by calculating the accuracy, precision, recall and F-measures as explained in the previous section. Table 4 gives a clear picture on the performance of the evaluated representation schemes on each similarity measures. For the accuracy, precision, recall and F-measure, all the tested similarity measures performed well for graph based representation with scores above 0.8 or 80%. From these results, we can see that the best performing similarity measure for graph based representation is the Jaccard similarity measure with accuracy, precision, recall and Fmeasure scores of 1.0 or 100%. Jaccard similarity measure also produced the best results for tf-idf based representation with accuracy, precision, recall and F-measure scores of 0.75, 1.0, 0.5 and 0.67 respectively. However, for LSA, the cosine similarity score outperforms the Jaccard with accuracy, precision, recall and Fmeasure scores of 0.63, 0.6, 0.75 and 0.67 respectively.
Conclusion
It can be concluded that the best representation scheme for sentence level comparison is the graph based representations and the best similarity measure for sentence level comparison is the Jaccard similarity measures. We can also further conclude that the tf-idf representation scheme is not suitable to be used for sentence level comparison. The reason is because tf-idf only captures individual terms, therefore a better alternative representation that captures the semantics of words is the LSA representation, however if the LSA is used then, the best similarity measure is the cosine similarity measure. If the textual data are small in size than we advocate to go through the process of tagging and parsing to produce the proposed graph based representation that not only captures the structure of sentences but also the semantics. This will ensure a better text comparison performance.
