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3Universidad Adolfo Ibáñez, Santiago, Chile
Abstract
The reliability of a fixed wireless backhaul network is the probability that the network can
meet all the communication requirements considering the uncertainty (e.g., due to weather)
in the maximum capacity of each link. We provide an algorithm to compute the exact
reliability of a backhaul network, given a discrete probability distribution on the possible
capacities available at each link. The algorithm computes a conditional probability tree,
where each leaf in the tree requires a valid routing for the network. Any such tree pro-
vides an upper and lower bound on the reliability, and the algorithm improves these bounds
by branching in the tree. We also consider the problem of determining the topology and
configuration of a backhaul network that maximizes reliability subject to a limited budget.
We provide an algorithm that exploits properties of the conditional probability tree used to
calculate reliability of a given network design. We perform a computational study demon-
strating that the proposed methods can calculate reliability of large backhaul networks, and
can optimize topology for modest size networks.
Keywords: Network design, Backhaul network, Reliability, Optimization.
1 Introduction
Microwave communications provide a cost-efficient technology for deploying fixed wireless back-
haul networks [5]. The capacity of microwave links is mainly determined by the channel band-
width and the modulation scheme used to transmit data. The reliability of a network is defined
as the probability that the network serve all the communication requirements, considering un-
certainty in the link capacities that are caused by environmental conditions. In particular, in
case of bad weather, adaptive modulation technology (i.e., the ability to change modulation
on the fly) enables to preserve functionality of a network link by reducing its capacity. This
characteristic makes it very difficult to compute the exact reliability of a network [6] and several
methods to approach this value have recently been proposed [1, 2, 4].
We consider as in [1, 2, 4] a model in which the available capacity on each link is a random
variable given by a discrete probability distribution, which depends on the chosen modulation
and the weather conditions of the link. The available capacities on the links are assumed to
be independent of each other. We provide an algorithm to compute the exact reliability of a
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backhaul network in this setting. The algorithm computes a conditional probability tree (CPT),
where each leaf requires the existence of a valid routing of the traffic in the network. In this
work we consider the use of Ethernet technology for routing, and so the traffic is routed along
a spanning tree that can be changed according to the actual link capacities, but our method is
valid for any routing. Any given CPT can be used to compute an upper and lower bound of
the reliability, and the algorithm improves these bounds by branching in the tree.
We also consider the problem of determining the optimal network topology and configura-
tion to maximize the reliability subject to a limited budget. The first optimization algorithm
we present is based on combinatorial Bender cuts [3] which are derived using our proposed
algorithm for calculating reliability of a given network. We also provide a second topology
and configuration optimization algorithm that exploits properties of the CPT used to calcu-
late reliability of a given network design. In particular, any such CPT can be used to build
a mixed-integer programming model that yields an upper bound on the maximum reliability.
After solving such a model, the optimal solution can then be used to refine the CPT, and the
process is repeated until the optimal value is found.
In section 5 we present results of our computational experience with these methods.
The problems studied in this paper have first been investigated in [1, 2] using a chance-
constrained programming formulation. However, the proposed formulation imposes to use a
unique routing, independently of the conditions, and so the usage of network resources is not
fully optimized. Later, an integer linear programming formulation based on column generation
has been proposed [4], were the columns are network configurations (a capacity per link) and
the routing may change for each configuration. Hence it improves the reliability of the net-
work compared to previous works. However, its drawback is in the management of the many
configurations with very low probabilities and so it can hardly be used to compute the exact
reliability of a network. The formulation proposed in this paper overcomes the limitations of
previous proposals since it enables to compute the exact reliability of a given network, to design
networks with maximized reliability for fixed budget, and also it can be used for any kind of
routing.
2 Notation and problem definition
Let G = (V,E) be an undirected graph composed of a set of nodes V and links E, representing
the backhaul network. For each pair of nodes in V we denote the required demand as Di,j for
i, j ∈ V , i 6= j. Let T be the set of all spanning trees in the network G. Given a spanning tree
T ∈ T , if we route the demand D using only links in T , then each link e ∈ E has an aggregated
required capacity denoted by dTe . Note that d
T
e = 0 if e /∈ T . We call T a routing tree for G.
Links in the network can operate with different bandwidths or capacities. For a link e ∈ E we
let Ce = {ce,i : i = 1, . . .Ke} denote the set of possible capacities. We assume that ce,i < ce,i+1
for i = 1, . . . ,Ke − 1. Given a vector of capacities ĉ for each link, with ĉe ∈ Ce for each e ∈ E,
we say that a spanning tree T ∈ T is compatible with ĉ if the routing defined by T is feasible
with respect to link capacities ĉ, i.e., if dTe ≤ ĉe for each e ∈ E..
Suppose that the available capacity at each link is a random variable with a discrete dis-
tribution among the available capacities Ce at each link e of the network. Once the random
capacities are observed, the routing tree can be changed, and hence the will meet the required
capacities if a tree compatible with the observed capacity exists. Hence, we define the reliability
of the network as the probability that there exists at least one compatible spanning tree:
Pξ
(




where ĉe(ξ) denotes the random available capacities.
In section 3 we study the problem of computing the exact reliability of a given backhaul
network. In section 4 we study the optimal design of a backhaul network. In this setting, for
each link we must choose which technology to install, among a set K of possible technologies.
Each technology in K has an installation cost, and there is a total budget B for designing the
network. In addition, the technology chosen also defines the maximum possible capacity of the
link. Then, given the uncertain weather conditions on a link the actual capacity will be the
maximum of what is available due to the installed technology, and what the weather conditions
allow. The design problem is then to choose a capacity (or none at all) for each link in the
network such that the budget is not exceeded and the reliability of the network is maximized.
3 Computation of the exact reliability of a backhaul network
The idea to compute the reliability of a network is to construct a binary conditional probability
tree (CPT), where each node of the CPT has an associated set of lower and upper bound on
the available capacities for each link in E, representing the possible scenarios associated to that
node. At each node, two branches can be created, by imposing a lower or upper bound on the
available capacity at a selected link. Each node of the CPT has an associated probability equal
to the proportion of scenarios included in that node, denoted by ps for each node s ∈ S.
A node in the CPT can have three states: infeasible, if there is no routing tree in T compat-
ible with the associated capacities of the scenarios in the node; feasible, if there is a T ∈ T such
that T is compatible with all the scenarios in the node; and undetermined, where no T ∈ T is
compatible with all scenarios but there is a T ∈ T compatible with some scenarios in the node.
The algorithm to compute the reliability of a backhaul network constructs this CPT iter-
atively. Given an undetermined leaf of the CPT, it selects one T ∈ T compatible with some
scenario of the node, and creates two new nodes by imposing a lower and upper bound on the
capacities of a particular link of T . In this way, the algorithm splits an undetermined node into
several feasible or infeasible nodes. Once all leaves of the CPT are either feasible or infeasible,
the reliability of the network is the sum of the probabilities associated to the feasible leaves.
Algorithm 1 presents the details of the algorithm. The algorithm uses two auxiliary functions
named ExploreNode and SplitNode. ExploreNode determines the state of a leaf in the
CPT. Assume the leaf s is defined by lower bounds cse and strict upper bounds c̄
s
e on the
random capacity of link e ∈ E. Then the leaf s is infeasible if there is no routing tree in T
compatible with the upper bounds c̄s. Conversely, the leaf s is feasible if there is a routing tree
T ∈ T compatible with the lower bounds cs. If a leaf is neither infeasible nor feasible, then the
algorithm selects a T ∈ T that is compatible with some scenario in the leaf. Since T is not
compatible with all scenarios, there exists some other scenario in which the capacity of some link
e′ ∈ T is smaller than the demand dTe . Thus, the procedure SplitNode branches the scenarios
in this leaf into new leaves, imposing new upper and lower bounds on the capacities for link
e′, respectively. Hence, T is also compatible with at least one scenario in the new leaf where a
lower bound has been imposed. So, the procedure recursively calls procedure SplitNode over
this new leaf, eventually obtaining a feasible leaf.
At any intermediate step of the algorithm a lower bound on the reliability of the network
can be obtained by summing the probabilities associated to all feasible leaves. Similarly, an
upper bound on the reliability can be obtained by summing the probabilities associated to both
feasible and undetermined leaves. Hence, it is possible to stop the algorithm before it finishes
when a desired precision on the reliability is attained.
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Algorithm 1 Compute the reliability of a backhaul network
1: procedure ComputeReliability(Conditional probability tree S)






5: procedure ExploreNode(s ∈ S)
6: if no T ∈ T is compatible with scenarios in s then
7: s is infeasible
8: exit
9: else if there exists a T ∈ T compatible with all scenarios in s then
10: s is feasible
11: exit
12: else
13: Choose T ∈ T compatible with some scenario in s
14: SplitNode(s, T )
15: procedure SplitNode(s ∈ S, T ∈ T )
16: if T is compatible with all scenarios in s then
17: s is feasible
18: exit
19: else
20: Choose e′ ∈ E such that there is a scenario ξ in s where ĉξe′ < d
T
e′
21: Let c′ be the minimum capacity in Ce′ greater than or equal to d
T
e′
22: Branch leaf s into two new leaves:







e, e 6= e′, cs
′
= cs







e, e 6= e′, c̄s
′′
= c̄s
25: s′ is undetermined
26: SplitNode(s′′, T )
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4 Maximizing of the exact reliability of a backhaul network
We propose two mixed integer programming (MIP) based methods for maximizing the reliability
of a backhaul network subject to a budget constraint. The first method is a direct application of
the combinatorial Bender cuts method proposed by Codato & Fischetti [3]. The second method
modifies the algorithm from Section 3 for computing the reliability by solving a MIP problem
at each step in order to decide the design and the status of each leaf in the CPT.
We start by defining binary variables xke for each link e ∈ E and possible technologies
k ∈ K, where xke = 1 represents that technology level installed on link e is at least k, and xke = 0
otherwise. We assume the if a given capacity k is installed, then it is also feasible to operate the
link at any capacity level smaller or equal to that of technology k. Let bke be the incremental
cost of installing capacity level k instead of capacity level k − 1 on edge e, and let B the total
available budget. Then, a feasible design of a backhaul network must satisfies the following set
of constraints:






e ≤ B (2)
xke ∈ {0, 1} ∀e ∈ E, k ∈ K. (3)
Constraints (1) reflect that if the installed technology is at least k+ 1, then it is also at least k
and constraint (2) limits the installation cost to our given budget.
4.1 Combinatorial Bender cuts
In the first method, we introduce a continuous variable θ that represents the reliability of the
resulting network. We start with the following “master problem” mixed-integer program:
(MP) max {θ : (1), (2), (3), 0 ≤ θ ≤ 1} (4)
Given a feasible solution (θ̂, x̂) to (MP), we then use the algorithm ComputeReliability from
section 3 to compute the reliability r̂ of the network defined by x̂. Given x̂ and its computed
reliability r̂, we add to the problem (MP) the following valid inequality to bound the value of θ:







The idea is to bound the value of the reliability θ in such a way that if x̂ is the optimal solution
to the problem, then θ = r̂. We add these cuts each time that a feasible integer solution has
been found, until the optimal solution (θ∗, x∗) satisfies that θ∗ is exactly the reliability of the
network obtained by x∗.
Because the available capacities in each link are incremental, the reliability of the network is
determined by the smallest capacity level that is not installed (that is, variables x̂ke with value
0). Hence, we can use an strengthened cut by considering only uninstalled capacities, obtaining
the following cut:





4.2 MIP-driven conditional probability tree
Our second method is derived from the method presented in Section 3 for calculating reliability
of a given network. Note that for a given backhaul network with some installed capacities on
each link, a CPT obtained from Algorithm 1 is still valid if the available capacities of the links in
the network changes, but the status of their leaves can also change, obtaining new undetermined
leaves. This property can be exploited to compute the optimal network design. Let us assume
that all available capacities K are available. Given a CPT, let U be the set of its leaves. Also,
for each leaf u ∈ U , let Tu be the subset of routing trees in T that are compatible with the









yT,u ∀u ∈ U (9)
yT,u ≤ xk̄(T )e ∀e ∈ T, T ∈ Tu, u ∈ U (10)
yT,u ∈ {0, 1} ∀T ∈ Tu, u ∈ U (11)
zu ∈ {0, 1} ∀u ∈ U (12)
In this model, for each u ∈ U the binary variables zu represents if the leaf u is feasible or
undetermined (zu = 1) or infeasible (zu = 0), so the objective function maximize an upper
bound on the reliability. For each leave u ∈ U and T ∈ Tu, the binary variable yT,u = 1 if
the routing tree T is compatible with the available capacities installed at leaf u, and yT,u = 0
otherwise. This behavior is obtained by equation (10), which requires that yT,u = 1 only if for
each edge e ∈ T the required capacity k̄(T ) = mink{Ce,k : dTe ≤ Ce,k} is installed. In other
words, yT,u = 0 if leaf u is infeasible for the capacities defined by x
k
e . Finally, equation (9)
enforces the requirement that if a node is feasible or undetermined (zu = 1) then at least one
routing tree in Tu should be selected that is compatible with node u.
For any given CPT the MIP model provides an upper bound on the reliability, because zu
can take the value 1 if a leaf u is undetermined. Hence, in order to find the optimal network
design, we solve this problem iteratively. Given a CPT, we solve this MIP problem and obtain
an upper bound on the reliability. If there is an undetermined leaf v ∈ U , then we apply
procedure SplitNode(v, T ) using any T such that yT,v = 1. We then remove the variables and
constraints associated to leaf u and add the variables and constraints corresponding to the new
leaves in the CPT, and re-solve the MIP problem. The algorithm terminates with the optimal
solution when no undetermined leaf exists.
5 Computational experiments
We evaluate the performance of the algorithm over three instances. First network, named “2-
cycles”, correspond to two cycles of lengths 4 and 5 sharing two consecutive edges. The second
network, named “Grid3” is a grid network of 3×3 nodes. Finally, the third network comes from
SNDlib website and its named “Abilene”. Its main characteristics are presented in Table 1. For
all instances, we evaluate the reliability of a demand of 1 unit for every pair of nodes. Each link
has three available capacities representing a backhaul wireless link with modulations 16-QAM,
64-QAM and 256-QAM. The distribution probabilities among these capacities is [0.01, 0.11, 0.88]
and its cost are [100, 300, 500], respectively. We compute the reliability of each instance for 5
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Name |V | |E| |T | Capacities Max Reliability
2-cycles 6 7 16 [10, 15, 20] 0.998883
Grid3 9 12 192 [20, 30, 40] 0.999996
Abilene 12 15 249 [32, 48, 64] 0.995316
Table 1: Characteristics of network instances
levels of budget B, where the first level is the minimum required to have a reliability larger
than 0 and the last level allows to install the maximum capacity in every links. We run each
instance with a time-limit of 12 hours.
For 2-cycles instance, our proposed algorithm solves the problem for all budgets in less than
a minute, requiring between 34 to 81 iterations to compute the exact reliability. For the two
other instances, Figure 1 shows the relative gap between the upper bound and the lower bound
for the reliability among the time. It can be seen that for the cases with lower budget the
algorithm compute the exact solution, but for higher budgets it obtains a good estimation of
the network reliability. In fact, for most of the cases a reliability gap lower than 1% is attained
before one hour of computation.
In comparison, Combinatorial Bender cuts allows to solve the problem for 2-cycles instance
in similar times, but for the other two larger instances its behavior is erratic. This is an expected
behavior for this method, because initially all extremes points provides a solution with reliability
1, that should be bounded using these cuts. For all but two instances, the upper bound attained
after the time-limit is still 1.0, showing that included cut still cannot provide a good estimation
of the reliabilities.
6 Conclusions and future works
We propose a methodology to compute the exact reliability of a backhaul wireless network, and
optimize its design given a fixed budget. Our method can provide a good estimation of the
reliability of the network in a few hours for mid-sized instances. Up to our knowledge, there is
no other methodology available to solve this problem.
A drawback of the proposed methodology is the requirement of knowing all spanning trees
available for a network, because this number grows exponentially with the size of the graph.
However, we can easily modify the model solved at each iteration in order to find a routing tree
for each leaf in the model. Note that this problem can become very large for a large CPT, but
its structure make this problem suitable for a decomposition method.
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