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We formulate adiabatic charge pumping via a single-level quantum dot (QD) induced by reser-
voir parameter driving, i.e., temperature and electrochemical potential driving. Our formulation
describes arbitrary strength of dot-reservoir coupling and Coulomb interaction in the QD, and is
applicable to the low-temperature regime, where the Kondo effect becomes important. The adia-
batic charge pumping is expressed by the Berry connection and is related to delayed response of the
QD. We calculate the pumped charge by the renormalized perturbation theory, and discuss how the
Coulomb interaction affects the charge pumping.
I. INTRODUCTION
Recent development of nanotechnology has been en-
abled us to control and measure nanoscale quantum de-
vices with high accuracy. Time-dependent transport of
nanoscale devices under bias parameter driving has at-
tracted much interest, and has been investigated for, e.g,
single-electron current source1–4 and single electron gen-
erator5–7. Development of novel quantum devices usu-
ally aims to improve their function, e.g., accurate control
and reliable evaluation of a generated current. However,
in future, suppression of undesirable energy losses will
be important to improve efficiency of quantum devices.
This problem can be discussed in the context of quantum
thermodynamics by regarding the parameter driving as
a cyclic operation on small systems. Actually, efficiency
and power of cyclic operations have been discussed ener-
getically for, e.g., finite-time thermodynamics8–15, quan-
tum engines16,17, steady-state thermodynamics18–22, and
information feedback23–25.
Adiabatic pumping in nanoscale circuits is one of basic
concepts in study of quantum thermodynamics. Adia-
batic charge pumping was first proposed by Thouless26,
and was formulated for mesoscopic systems by Bu¨ttiker
et. al.27–29. Brouwer’s formula30 is a milestone, which
rewrites the previous theoretical formulation of adiabatic
pumping into a simple form by the Berry connection.
These theoretical works, however, discussed only nonin-
teracting electron systems or interacting electron systems
within a mean-filed theory. After these works, adiabatic
pumping in interacting electron systems has been inves-
tigated in several regimes, such as the Coulomb block-
age regime31,32, the weak interaction regime33, the inco-
herent transport regime34–36 and the Kondo regime37–41.
The Kondo effect on time-dependent transport is one of
the most important and challenging problems, and has
been discussed for a long time by several theoretical ap-
proaches, e.g., non-crossing approximation42, equation of
motion approach43, perturbation theory with respect to
coupling44, slave-boson mean-field theory37,38, scattering
theory39, renormalization group method40 and numerical
renormalization group calculation41.
The previous theoretical works have mainly focused
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FIG. 1. A schematic of our model. A single-level QD with
two electron reservoirs. d and U denotes an energy level of
the QD and the Coulomb interaction within the QD, respec-
tively. Subscripts ·L and ·R denotes reservoir index and ΓL/R,
TL/R(t) and µL/R(t) denotes linewidth and time dependent
reservoir temperatures and electrochemical potentials, respec-
tively.
on adiabatic pumping induced by gate voltages or volt-
age biases. Even though temperature driving is one of
the basic operations in thermodynamics to discuss ef-
ficiency of quantum devices, it has been studied only
in a few theoretical works. Heat pumping via molecu-
lar junction45 and excess entropy production in steady-
state system21,22 are examples of such works. These
works are based on generalized quantum Master equa-
tion approach46 to describe time-dependent temperature.
However, since the generalized quantum Master equa-
tion describes transport up to lowest-order perturba-
tion of system-reservoir coupling, it cannot describe low-
temperature regime, where effect of higher-order pertur-
bation becomes significant. In order to understand ther-
modynamics for small quantum devices, it is unavoidable
to construct a formula for time-dependent transport in-
duced by temperature driving, which is applicable even
to the low-temperature region. In addition, it is also a
challenging and important problem to study many-body
effects, especially, the Kondo effect which is remarkable
in quantum dot (QD) systems with the strong Coulomb
interaction at low temperatures.
In our previous paper47, we have formulated the adi-
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2abatic charge pumping via a single-level QD induced
by time-dependent reservoir parameters, i.e., tempera-
tures and electrochemical potentials for arbitrary QD-
reservoir coupling strength within the first-order pertur-
bation with respect to the Coulomb interaction of the
QD (Fig. 1). In this paper, we generalize our previous
theoretical work to discuss many-body effect for arbi-
trary strength of the Coulomb interaction. We note that
our formalism is similar to that of the recent theoreti-
cal work41 though only electrochemical potential driving
has been considered. Using the Keldysh formalism and
the Ward identity, we formulate adiabatic charge pump-
ing for arbitrary strength of the Coulomb interaction in
the QD, and express it by the Berry connection. To de-
scribe effect of time-dependent reservoir temperatures,
we employ thermomechanial field method48,49. To clar-
ify physical meaning of the Berry connection, we discuss
delayed response of the QD, and relate it to dynamic AC
response. Finally, we calculate pumped charges by using
the renormalized perturbation theory (RPT)50,51.
This paper is organized as follows. In Sec. II, we intro-
duce our Hamiltonian, define Keldysh Green’s functions,
and give a brief introduction of the thermomechanical
field method. In Sec. III, we derive our general formula
for the pumped charge by the adiabatic approximation.
In Sec. IV, we discuss mechanism of the present pumping
in terms of response delay time. In Sec. V, we presents
the results for both the electrochemical-potential-driven
case and the temperature-driven case obtained by RPT.
Finally, we summarize our results In Sec. VI. In the Ap-
pendices, we present details for derivation of certain rel-
evant equations.
II. FORMALISM
In this section, we formulate pumping current induced
by time-dependent reservoir parameters. After introduc-
ing a model of a single-level QD connected with electron
reservoirs with time-dependent parameters (Sec. II A),
we define several Keldysh Green’s functions (Sec. II B),
and introduce a thermomechanical field, which is an arti-
ficial field to describe time-dependent reservoir tempera-
tures (Sec. II C). Finally, we describe the charge current
in terms of Keldysh Green’s functions. Throughout this
paper, we employ the unit system of ~ = kB = 1, and
define the electron charge as e < 0.
A. Model
We consider the Anderson impurity model52 with time-
dependent reservoir temperatures and electrochemical
potentials, whose Hamiltonian is given by
H = Hd +
∑
r=L,R
Hr +HT , (1)
where Hd, Hr, and HT describe the QD, the electron
reservoir r ∈ {L,R} and a QD-reservoir coupling, re-
spectively:
Hd = dd
†
sds + Ud
†
↑d↑d
†
↓d↓, (2)
Hr =
∑
k,s
(Br(t)k + µr(t))c
†
rkscrks, (3)
HT = vr(t)c
†
rksds + h.c. (4)
Here, d†s (ds) denotes a creation (annihilation) operator
of an electron in the QD with a spin s ∈ {↑, ↓}, and
c†rks (crks) denotes that of an electron in the reservoir r
with a spin s and a wavenumber k. The electron energies
in the QD and the reservoirs are denoted by d and k, re-
spectively, and U is a strength of the Coulomb interaction
in the QD. We have introduced an electrochemical poten-
tial µr(t) and a thermomechanical field Br(t) to describe
the time-dependent reservoir parameters. The thermo-
mechanical field describes time-dependent temperature
and its theoretical mechanism is explained in Sec. II C.
We assume that they are periodic functions of t as
Br(t) = Br(t+ T ), µr(t) = µr(t+ T ), (5)
where T is a period of pumping. In the presence of the
thermomechanical field, the QD-reservoir coupling in HT
have to be taken as
vr(t) = vr
√
Br(t), (6)
where vr is a time-independent coupling constant (for de-
tails, see Sec. II C). For simplicity, the chemical potentials
of the reservoirs is set to zero in the absence of the pa-
rameter driving (Br(t) = 1, µr(t) = 0). We also assume
that, without the parameter driving, the reservoirs are in
thermal equilibrium with the reference temperature T .
Throughout this paper, we consider the wide-band
limit, in which the sum with respect to k is converted
into the energy integral as∑
k
(· · · ) ' ρ
∫ ∞
−∞
dk(· · · ) , (7)
where ρ is the density of states at the Fermi level of the
reservoirs. In this limit, a linewidth of the QD is defined
as
Γ =
∑
r=L,R
Γr, (8)
Γr = 2piρ|vr|2. (9)
B. Keldysh Green’s functions
We define GFs and self-energies as a function of time
variables on the Keldysh contour, CK , and project them
as necessary onto two real-time contours, the forward
contour C+ and the backward contour C−53. Hereafter,
3time variables on the Keldysh contour are denoted by
the Greek characters (e.g., τ), and those on the real-time
contour by the italic characters (e.g., t).
We define a (full) GF of an electron in the QD as
Gs(τ1, τ2) = −i
〈
TKds(τ1)d
†
s(τ2)
〉
, (10)
where TK is a time ordering operator on the Keldysh
contour. The Dyson’s equation for this GF is written as
Gs(τ1, τ2) = gs(τ1, τ2)
+
∫
CK
dτ3dτ4 gs(τ1, τ3)Σs(τ3, τ4)Gs(τ4, τ2), (11)
where gs(τ1, τ2) and grks(τ1, τ2) is noninteracting GFs of
an electron for the isolated QD and the isolated reservoirs
defined by
gs(τ1, τ2) = −i
〈
TKds(τ1)d
†
s(τ2)
〉
vr=U=0
, (12)
grks(τ1, τ2) = −i
〈
TKcrks(τ1)c
†
rks(τ2)
〉
vr=U=0
, (13)
respectively, and Σs(τ3, τ4) is a one-particle-irreducible
(1PI) self-energy. The 1PI self-energy is composed of
two terms as
Σs(τ1, τ2) = Σ0,s(τ1, τ2) + ΣU,s(τ1, τ2), (14)
where Σ0,s(τ1, τ2) and ΣU,s(τ1, τ2) denote self-energies
due to the QD-reservoir coupling and the Coulomb inter-
action in the QD, respectively. The former is described
simply by the isolated-reservoir GF, grks, as
Σ0,s(τ1, τ2) =
∑
r=L,R
Σ0,s,r(τ1, τ2), (15)
Σ0,s,r(τ1, τ2) =
∑
k
v∗r (τ1)grks(τ1, τ2)vr(τ2). (16)
Hereafter, we call Σ0,s(τ1, τ2) as the reservoir self-energy
and ΣU,s(τ1, τ2) as the interaction self-energy.
C. Thermomechanical field method
The thermomechanical field method was first proposed
by Luttinger54, and has been employed in recent theo-
retical works47–49. In this section, we briefly explain how
the thermomechanical field modifies the reservoir tem-
perature. For detailed discussion, see Ref. 47.
Let us consider the case of µr(t) = 0 for simplic-
ity. As seen in the Hamiltonian given by Eq. (3), the
thermomechanical field rescales electron energies in the
reservoirs as k → B(t)k. Fig. 2 is a schematic of
how this energy rescaling modifies the reservoir tem-
perature. First, before the energy scaling (Br(t) = 1),
the electron reservoirs are both in thermal equilibrium
with reference temperature T and their Fermi distribu-
tion function is denoted by fr() = f(, T, 0), where
…
Br(t)TT
×Br(t)
…
… …
DOS DOS
FIG. 2. A schematic of energy rescaling induced by the
thermomachanical field. The left panel shows reservoir en-
ergy levels and the Fermi distribution for the original setup
(Br(t) = 1), and the right panel shows those modified by a
thermomechanical field for Br(t) < 1. By this energy rescal-
ing, the reservoir temperature effectively decreases.
f(, T, µ) = [e(−µ)/T +1]−1. Then, after the energy scal-
ing (Br(t) 6= 1), each Fermi distribution function of the
reservoirs are rescaled into f˜r() as
f˜r(Br(t)) = fr(), (17)
and this energy rescaling can be put onto temperature
directly as
f˜r() = fr(/Br(t)) = f(, Br(t)T, 0). (18)
As a result, the reservoir temperature is rescaled by the
thermomechanical field as
Tr(t) = Br(t)T. (19)
To keep the temperature positive, the thermomechanical
field B(t) have to be chosen as positive.
We make a remark on this thermomechanical field
method. The thermomechanical field rescales not only
the temperature but also the linewidth Γ. To cancel this
undesirable effect, we have to adjust the QD-reservoir
coupling in an appropriate way. Actually, if we intro-
duce the time-dependent QD-reservoir coupling given in
Eq. (6), the linewidth is shown to remain constant for
arbitrary forms of B(t) (see also Appendix A). We also
note that the present method can be applied only to con-
tinuous and infinite reservoir systems. This condition is
satisfied if we take the wide-band limit for the reservoirs.
D. Charge current
A charge current flowing from the reservoir r into the
QD at time t is defined as
Jr(t) = −e d
dt
〈∑
k,s
c†rks(t)crks(t)
〉
. (20)
By the Heisenberg equation of motion, the charge current
is rewritten as
Jr(t) = 2e
∑
k,s
Re
[
vr(t)G
<
s;rks(t, t)
]
, (21)
4where G<s;rks(t1, t2) is a lesser component of the Keldysh
GF defined by
G<s;rks(t1, t2) = i
〈
c†rks(t2)ds(t1)
〉
. (22)
By the technique of the kinetic equation and Langreth’s
theorem55, the current is expressed only by the GFs and
the self-energies of the QD as
Jr(t) = 2e
∑
s
∫
dt1Re
[
GRs (t, t1)Σ
<
0,s,r(t1, t)
+G<s (t, t1)Σ
A
0,s,r(t1, t)
]
. (23)
Here, R and A in the superscript indicate a retarded and
an advanced component, respectively.
III. ADIABATIC APPROXIMATION
In this section, we derive expressions of the pumping
current in the adiabatic approximation. Throughout this
section, we use a parameter vector X(t) defined by
X(t) =
(
Xµ(t)
)
=
(
TL(t), TR(t), µL(t), µR(t)
)T
, (24)
to simplify the equations.
A. Outline
Let us consider the adiabatic process, in which the
reservoir parameters are driven sufficiently slow so that
higher-order time derivatives of time-dependent param-
eters can be neglected. Although a standard procedure
for the adiabatic approximation utilizes the gradient ex-
pansion56, we employ a more heuristic method here. We
first expand the reservoir parameters around the time t
as
Br(t1) ' Br(t) + B˙r(t)(t1 − t), (25)
µr(t1) ' µr(t) + µ˙r(t)(t1 − t). (26)
For simplicity of description, we rewrite Eqs. (25) and
(26) with the parameter vector X(t) as
Xµ(t1) ' Xµ(t) + X˙µ(t)(t1 − t), (µ = 1, 2, 3, 4). (27)
The reference time t is taken as the time of the observ-
ables to be measured since the observables should depend
on Xµ(t) and X˙µ(t) in the adiabatic approximation. In
this approximation, the charge current Jr(t) is given by
a sum of two terms as
Jr(t) ' J st.r (X(t)) + Jad.r (X(t), X˙(t)), (28)
where
J st.r (X(t)) = Jr(t)|X˙(t)=0 , (29)
Jad.r (X(t), X˙(t)) =
4∑
µ=1
∂Jr(t)
∂X˙µ
∣∣∣∣∣
X˙(t)=0
X˙µ(t). (30)
Here, J st.r (X(t)) is a steady-state current for the fixed
reservoir parameters, and is independent of the fre-
quency of the parameter driving. On the other hand,
Jad.r (X(t), X˙(t)) is an adiabatic correction, which gen-
erates the charge current proportional to the pumping
frequency.
The purpose of this section is to derive formulas for
J st.r (X(t)) and J
ad.
r (X(t), X˙(t)) from the definition of
the charge current, Eq. (23). For this purpose, we first
consider the adiabatic approximation for the self-energies
and the GFs in the subsequent two subsections.
B. Self-energies
The retarded and advanced components of the self-
energies are calculated for arbitrary driving of reservoir
parameters as
ΣR0,s,r(t1, t2) = −i
Γr
2
δ(t1 − t2), (31)
ΣA0,s,r(t1, t2) = i
Γr
2
δ(t1 − t2). (32)
Details of derivation is given in Appendix A. These com-
ponents are independent of the reservoir parameters, and
remain constant in time evolution. Therefore, there is no
adiabatic correction for these components of the reservoir
self-energies.
The lesser component indeed has an adiabatic correc-
tion term and is approximated as
Σ<0,s,r(t1, t2) ' Σ<,st.0,s,r (t1, t2;X(t))
+ Σ<,ad.0,s,r (t1, t2;X(t), X˙(t)), (33)
where
Σ<,st.0,s,r (t1, t2;X(t)) = iΓr
∫
d
2pi
fr(,X(t))e
−i(t1−t2),
(34)
Σ<,ad.0,s,r (t1, t2;X(t), X˙(t)) = iΓr
∫
d
2pi
fr(,X(t))e
−i(t1−t2)
×
{
T˙r(t)
Tr(t)
[1− i(− µr(t))(t1 − t2)]− iµ˙r(t)(t1 − t2)
}
×
[
t1 + t2
2
− t
]
, (35)
and fr(,X(t)) = f(, Tr, µr). Detailed derivation is
given in Appendix A. We note that Eq. (35) can be
rewritten as
Σ<,ad.0,s,r (t1, t2;X(t), X˙(t))
=
(
t1 + t2
2
− t
)
∂Σ<,st.0,s,r
∂t
(t1, t2;X(t)), (36)
which is the equation of the adiabatic approximation em-
ployed in Ref. 38. By using this relation, one can check
that the present approximation scheme reproduces the
results of the adiabatic approximation based on the gra-
dient expansion.
5C. Green’s functions
Both the retarded and the lesser component of the GFs
have the adiabatic correction as
GRs (t1, t2) ' GR,st.s (t1, t2;X(t))
+GR,ad.s (t1, t2;X(t), X˙(t)), (37)
G<s (t1, t2) ' G<,st.s (t1, t2;X(t))
+G<,ad.s (t1, t2;X(t), X˙(t)). (38)
The steady-state GFs are easily calculated from the
Dyson equation as
GR,st.s (t1, t2;X(t)) =
(
GA,st.s (t2, t1;X(t))
)∗
= gRs (t1, t2) +
∫
dt3dt4 g
R
s (t1, t3)Σ
R,st.
s (t3, t4;X(t))
×GR,st.s (t4, t2;X(t)),
(39)
and
G<,st.s (t1, t2;X(t))
=
∫
dt3dt4G
R
s (t1, t3;X(t))Σ
<,st.
s (t3, t4;X(t))
×GA,st.s (t4, t2;X(t)),
(40)
where
ΣR,st.s (t1, t2;X(t))
=
∑
r
ΣR,st.0,s,r (t1, t2) + Σ
R,st.
U,s (t1, t2;X(t)), (41)
Σ<,st.s (t1, t2;X(t))
=
∑
r
Σ<,st.0,s,r (t1, t2;X(t)) + Σ
<,st.
U,s (t1, t2;X(t)), (42)
We note that the interaction self-energies, ΣR,st.U,s and
Σ<,st.U,s , include the steady-state reservoir self-energies,
ΣR,st.0,s,r and Σ
<,st.
0,s,r via internal propagators in their Feyn-
man diagrams.
The adiabatic correction term is the next leading term
in the adiabatic approximation. Thus, all we have to
do to obtain the adiabatic correction term of the GF is
replacing one of the steady state terms of the reservoir
self-energies, Σ<,st.0,s,r , into the adiabatic correction term,
Σ<,ad.0,s,r , in each diagram. This operation is denoted by
functional derivative as
GR,ad.s (t1, t2;X(t), X˙(t))
=
∑
s′
∫
dt3dt4
δGR,st.s (t1, t2;X(t))
δΣ<,st.0,s′ (t4, t3;X(t))
× Σ<,ad.0,s′ (t4, t3;X(t), X˙(t)), (43)
G<,ad.s (t1, t2;X(t), X˙(t))
=
∑
s′,r
∫
dt3dt4
δG<,st.s (t1, t2;X(t))
δΣ<,st.0,s′ (t4, t3;X(t))
× Σ<,ad.0,s′ (t4, t3;X(t), X˙(t)). (44)
These functional derivatives can be rewritten into the
GFs and the connected two-particle GFs as
δGR,st.s (t1, t2;X(t))
δΣ<,st.0,s′ (t4, t3;X(t))
= γR;<,st.s;s′ (t1, t2; t3, t4;X(t)), (45)
δG<,st.s (t1, t2;X(t))
δΣ<,st.0,s′ (t4, t3;X(t))
= γ<;<,st.s;s′ (t1, t2; t3, t4;X(t)). (46)
Here γR;<,st.s;s′ and γ
<;<,st.
s;s′ are functions composed of the
GFs and the connected two-particle GFs and its detail
formulas are given in Appendix B.
D. Charge current
Applying the adiabatic approximation discussed above
to the charge current, Eq. (23), we obtain
Jr(t) ' J st.r (X(t)) + Jad.r (X(t), X˙(t)), (47)
where
J st.r (X(t)) = 2e
∑
s
∫
dt1
× Re
[
GR,st.s (t, t1;X(t))Σ
<,st.
0,s,r (t1, t;X(t))
+G<,st.s (t, t1;X(t))Σ
A
0,s,r(t1, t)
]
, (48)
Jad.r (X(t), X˙(t)) = 2e
∑
s
∫
dt1
× Re
[
GR,st.s (t, t1;X(t))Σ
<,ad.
0,s,r (t1, t;X(t), X˙(t))
+GR,ad.s (t, t1;X(t), X˙(t))Σ
<,st.
0,s,r (t1, t;X(t))
+G<,ad.s (t, t1;X(t), X˙(t))Σ
A
0,s,r(t1, t)
]
. (49)
The steady-state current J st.r (X(t)) is now expressed by
the steady-state component of the GFs and the self-
energies, and is easily calculated for the fixed parameter
X(t). On the other hand, the adiabatic charge current
J st.r (X(t)) is rewritten by using Eqs. (35), (43), and (44)
in the form
Jad.r (X(t), X˙(t)) =
∑
µ
piµr (X(t))X˙µ(t). (50)
6Here, piµr (X(t)) is a Berry connection given by
piµr (X(t)) =
∫
d
2pi
Re
[
F1(;X(t))
∂fr(,X(t))
∂Xµ
+ F2(;X(t))
∂f+(,X(t))
∂Xµ
]
, (51)
F1(;X(t)) = −eΓr
∑
s
∂GR,st.s (ω; t)
∂ω
∣∣∣∣
ω=
, (52)
F2(;X(t)) = ieΓΓr
∑
s,s′
∫
dω1dω2
(2pi)2
(
∂
∂ω3
− ∂
∂ω4
)
×
[
fr(ω2,X(t))γ
R;<,st.
s;s′ (ω1, ω2;ω3, ω4; t)
+
1
2
γ<;<,st.s;s′ (ω1, ω2;ω3, ω4; t)
]
ω3=ω4=
, (53)
where f+(,X(t)) is an effective Fermi distribution func-
tion defined by
f+(,X(t)) =
∑
r Γrf(, Tr(t), µr(t))
Γ
. (54)
Detailed derivation is given Appendix C.
E. Pumping charge
The pumped charge from the reservoir r in one cycle
is defined as
δQr =
∫ T
0
dt Jr(t). (55)
Substituting Eq. (47) into Eq. (55), the pumped charge
is also approximated into two terms as
δQr ' δQst.r + δQad.r . (56)
Here δQst.r is the steady state term defined as
δQst.r =
∫ T
0
dt J st.r (X(t)). (57)
This term denotes only the summation of steady charge
current of fixed parameterX(t) and contains no informa-
tion about transient effect of the adiabatic process. On
the other hand, δQad.r is the adiabatic correction term
defined as
δQad.r =
∫ T
0
dt Jad.r (X(t), X˙(t))
=
∑
µ
∫
C
dXµ pi
µ
r (X), (58)
where C is a trajectory of X(t) in the parameter space.
This term is written in a geometrical manner and con-
tains information about delayed response effect, which is
discussed in the next section.
IV. PUMPING MECHANISM
In this section, we discuss the mechanism of the charge
pumping induced by reservoir parameter driving. We
first show that the present charge pumping is induced
by delayed response of the QD to the time-dependent
reservoir parameters in Sec. IV A. Next, we show that
this delay in response of the QD can be also described
in terms of dynamic AC conductance in Sec. IV B and
Sec. IV C.
A. Delayed response
Let us consider the steady-state charge current for
arbitrary reservoir parameters X(t) delayed with small
time δt(> 0):
Jdelayr (t) = J
st.
r (X(t− δt))
' J st.r (X(t))−
∑
µ
∂µJ st.r (X(t))X˙µ(t)δt. (59)
It is easy to show that if we take the delay time as
δt = −
∑
µ pi
µ
r (X(t))X˙µ(t)∑
µ ∂
µJ st.r (X(t))X˙µ(t)
, (60)
the correction of the steady-state current due to the time
delay δt coincides with the adiabatic correction of the
current:
Jdelayr (t) ' J st.r (X(t)) +
∑
µ
piµr (X(t))X˙µ(t)
= J st.r (X(t)) + J
ad.
r (X(t), X˙(t)) (61)
We note that the definition of the delay time given in
Eq. (60) holds for arbitrary strength of U and Γ. This
indicates that the transient effect in the adiabatic process
is always represented only by the delay time δt. In our
previous work47, we discussed this delayed response effect
on the charge pumping within the first order perturbation
with respect to the Coulomb interaction U .
B. AC response: the single-reservoir case
Before we discuss dynamic AC conductance in the
present system, we consider the single-reservoir case, for
which the low-frequency AC transport has been studied
well57–60. We show that the time-dependent current un-
der parameter driving is understood in terms of a delay
time, which can be related directly to circuit elements
called as dynamic capacitances and dynamic resistances.
We consider the QD coupled to one reservoir, whose
temperature and electrochemical potential is modulated
as
T (t) = T0 + δTe
−iΩt, µ(t) = µ0 + δµ e−iΩt, (62)
7where T0 and µ0 are a temperature and a electrochemical
potential of the reservoir in equilibrium, and δT and δµ
are amplitudes of AC driving for the reservoir parameter
with a frequency Ω. For convenience of description, we
define the parameter vector as
X(t) = (X1, X2) =
(
T (t), µ(t)
)
, (63)
and rewrite Eq. (62) as
Xµ(t) = Xµ,0 + δXµe
−iΩt, (µ = 1, 2). (64)
Here, we assume that the AC amplitude δXµ is small,
and consider the current flowing into the QD up to the
linear order of δXµ:
J(t) =
∑
µ
Gµr (Ω;X0)δXµe
−iΩt +O((δXµ)2), (65)
where Gµr (Ω;X0) are dynamic AC conductance. We note
that the zeroth-order term with respect to δXµ is zero
because the system is in thermal equilibrium for δXµ = 0.
In the low-frequency limit, the dynamic conductance can
be expanded with respect to frequency Ω as,
Gµ(Ω;X0) = −iΩGµ1 (X0)− Ω2Gµ2 (X0) +O(Ω3). (66)
These coefficients, Gµ1 and G
µ
2 , are described by circuit
elements as follows:
Gµ1 = Cµ, G
µ
2 = −C2µRµ, (67)
where Cµ and Rµ are a dynamic capacitance and a dy-
namic resistance for electrochemical-potential modula-
tion (µ = 1) or temperature modulation (µ = 2), re-
spectively57,58,60. Substituting Eqs. (66) and (67) into
Eq. (65), we obtain
J(t) = −iΩ
∑
µ
(Gµ1 − iΩGµ2 )δXµe−iΩt
+O((δXµ)
2,Ω3). (68)
This current response can be represented only by one
parameter, i.e., a delay time δt as
J(t) = J0(t− δt), (69)
J0(t) = −iΩ
∑
µ
Gµ1 δXµe
−iΩt, (70)
where J0(t) describe a capacitive current component due
to instant response of the charge in the QD to the ex-
ternal parameter driving. By comparing Eqs. (69)-(70)
with Eq. (68), the time delay should be taken as
δt = −
∑
µG
µ,2δXµ∑
µG
µ,1δXµ
=
∑
µ C
2
µRµδXµ∑
µ CµδXµ
. (71)
One can see that δt is just an average of the relaxation
time RµCµ of quantum RC circuit weighted by CµδXµ.
This relation shows that the time delay δt is closely re-
lated to transport coefficients in dynamic AC response of
the QD.
C. AC response: the two-reservoir case
For the present system, i.e., the QD coupled to the two
reservoirs, the simple interpretation by circuit elements
described in the previous section is not applicable be-
cause the steady-state current generally exists. However,
we show that there is still a relation between dynamic
AC response and the delay time.
We first define the parameter vector by Eq. (24), and
consider the time-dependent parameter modulation give
by
Xµ(t) = Xµ,0 + δXµ(t)e
−iΩt. (72)
The time-dependent current induced by this parameter
modulation is described by
Jr(t) = J
st.
r (X0) +
∑
µ
Gµr (Ω;X0)δXµe
−iΩt
+O((δXµ)
2), (73)
where J st.r (t) is a steady-state current for a fixed param-
eter X = X0, and G
µ
r (Ω;X0) is a dynamic AC conduc-
tance at X = X0. We expand G
µ
r (Ω;X0) with respect
to Ω as
Gµr (Ω;X0) = G
µ
r,0(X0)− iΩGµr,1(X0) +O(Ω2). (74)
Here, we can prove that the coefficients, Gµr,0(X0) and
Gµr,1(X0), are related to the stationary current and the
Berry connection as
Gµr,0(X0) = ∂
µJ st.r (X0), (75)
Gµr,1(X0) = pi
µ
r (X0), (76)
respectively. Detailed derivation is given in Appendix D.
This correspondence between the dynamic conductance
and the Berry connection is reasonable because dynam-
ics of the system under the low-frequency modulation is
indeed an adiabatic process.
From this correspondence, we can introduce the delay
time of the current under the parameter modulation, and
can relate it to the low-frequency response coefficients.
Using Eqs. (73)-(76), we obtain
Jr(t) ' J st.r (X0) + δJr(t− δt), (77)
δJr(t) =
∑
µ
Gµ,0r (X0)δXµe
−iΩt, (78)
where δJr(t) is a time-dependent current component,
which instantly responses to the parameter modulation,
and the time delay δt is determined by
δt = −
∑
µG
µ,1
r (X0)δXµ∑
µG
µ,0
r (X0)δXµ
. (79)
This expression of the delay time, which coincides with
the one defined in Eq. (60), indicates that the physical
picture of the delay time for the charge pumping as dis-
cussed in Sec. IV A is reasonable, because it is written
in terms of the linear AC response to small and slow pa-
rameter modulation.
8V. EVALUATION OF THE PUMPING CHARGE
In this section, we actually calculate the pumped
charge by employing the renormalized perturbation the-
ory (RPT). We consider an approximation, the first-order
perturbation with respect to the renormalized Coulomb
interaction in the framework of the RPT. After we de-
scribe the RPT (Sec. V A), we calculate the pumped
charge as a function of U and d for the electrochemical-
potential-driven charge pumping (Sec. V B) and the
temperature-driven one (Sec. V C). For simplicity, we as-
sume the symmetric coupling, ΓL = ΓR = Γ/2, and con-
sider a symmetrized adiabatic pumped charge δQ defined
as
δQ =
1
2
(δQad.L − δQad.R )
=
1
2
∫
C
dXµ(pi
µ
L(X)− piµR(X)). (80)
A. The renormalized perturbation theory (RPT)
In the framework of the RPT50,51, the original model
parameters in the Anderson impurity model are replaced
into the renormalized ones as
Γ→ Γ˜ = zΓ, d → ˜d, U → U˜ , (81)
where z is a renormalization factor. These new parame-
ters reflect strong renormalization due to the many-body
effect. Details of the parameter determination are given
in Appendix E.
Fig. 3 show the renormalized parameters determined
from the Bethe Ansatz solution61,62 for several values of
u ≡ U/Γ. The effective linewidth Γ˜ indicates the peak
width of the density of states for the QD, and gives the
characteristic energy scale of the system. In the presence
of the Coulomb interaction, Γ˜ is strongly suppressed due
to the many-body effect inherent to the Kondo problem.
Actually, as seen in Fig. 3 (a), the renormalized linewidth
Γ˜ is reduced in the presence of the Coulomb interaction
when the occupation of the QD is near one. The Coulomb
interaction U˜ is also renormalized as shown in Fig. 3 (b);
the ratio U˜/Γ˜ first increases as u increases, and shows
a tendency of saturation for u & 3. The renormalized
QD energy level is shown in Fig. 3 (c); it becomes flat
near the particle-hole symmetric point due to the pinning
effect because the occupation number of the electron in
the QD is fixed almost at one for the strong Coulomb
interaction.
In the following calculation, we consider the first-order
perturbation theory for the renormalized model. In our
previous paper47, we have calculated the pumped charge
up to the first-order perturbation for the bare model pa-
rameters. The present result is obtained by replacing the
model parameters in Ref. 47 with the renormalized ones.
We give some remarks on the limitation of the first-
order perturbation based on the RPT. First, because the
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FIG. 3. The renormalized parameters are plotted as a
function of (d − U/2)/Γ for u = U/Γ = 0.5, 1.0, 2.0, 3.0, 4.0.
(a) The renormalized linewidth Γ˜, (b) the ratio between the
renormalized Coulomb interaction U˜ and the renormalized
line width Γ˜, and (c) the renormalized QD energy level ˜d.
RPT is based on the Fermi liquid theory, it is applica-
ble when the temperature is sufficiently small compared
with the renormalized linewidth Γ˜, i.e., the Kondo tem-
perature. Next, since we employ the first order pertur-
bation theory with respect to the renormalized Coulomb
interaction U˜ , the present results ignore the higher order
effects. In this paper, however, we focus on the qual-
itative tendency of how the parameter renormalization
by the Coulomb interaction modifies the pumped charge.
For this purpose, the first-order perturbation is sufficient,
because its major effect of parameter renormalization is
described in the present approximation.
B. Electrochemical-potential-driven pumping
First, let us consider electrochemical-potential-driven
pumping. We set the temperatures of the reservoirs
9as zero, and consider only the electrochemical-potential
driving in the near-equilibrium region,
µr(t) = F + δµr(t), (82)
where F is the Fermi level (set as zero throughout this
paper), and δµr(t) is a time-dependent part of the elec-
trochemical potential of the reservoir r. We assume that
the amplitude of the time-dependent part is small:
δµ Γ˜ < Γ, (83)
where δµ = max|µ(t)|. By the Stokes theorem, the sym-
metrized adiabatic pumped charge given in Eq. (80) is
rewritten as
δQ =
1
2
∫
A
dµLdµR
[
∂(pi4L(X)− pi4R(X))
∂µL
− ∂(pi
3
L(X)− pi3R(X))
∂µR
]
, (84)
where A indicates an integral surface on the µL-µR plane
whose boundary is C. For the small-amplitude driving of
electrochemical potentials (δµ Γ˜), δQ can be approxi-
mated as
δQ = Π0,volt.V (A) +O((δµ/Γ)
3), (85)
V (A) = Γ−2
∫
A
dµLdµR, (86)
where V (A) is a dimensionless quantity proportional to
the area inside the contour C in the µL-µR plane. The
kernel Π0,volt., which indicates strength of the pumping,
is calculated at zero temperature as
Π0,volt. =
eΓ4
8pi2
Imγ0(0, 0), (87)
γ0(ω, ) =
∫
dω1
2pi
∑
s,s′
(
− ∂
∂ω1
− ∂
∂ω2
− ∂
∂ω3
+
∂
∂ω4
)
× γR;<,st.s;s′ (ω1, ω2;ω3, ω4)
∣∣∣
ω2=ω,ω3=ω4=
. (88)
Now, we apply the first-order perturbation in the frame-
work of the RPT to Eqs. (87) and (88). The four-point
vertex function γR;<,st.s;s′ is written into renormalized GFs
as
γR;<,st.s;s′ (ω1, ω2;ω3, ω4)
= −iz2U˜G˜Rs,0(ω1)G˜Rs,0(ω2)G˜Rs′,0(ω3)G˜As′,0(ω4), (89)
where G˜Rs,0(ω) and G˜
A
s,0(ω) is a retarded and advanced
renormalized GF, respectively, defined as
G˜Rs,0(ω) =
1
ω − ˜d + iΓ˜/2
, (90)
G˜As,0(ω) =
1
ω − ˜d − iΓ˜/2
. (91)
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FIG. 4. The QD energy level dependence of Π0,volt. for
different values of the Coulomb interaction. Five results are
plotted for u = U/Γ = 0.5, 1.0, 2.0, 3.0, 4.0. As the Coulomb
interaction becomes stronger, the amplitude is enhanced for
u . 1.0 and suppressed for u & 1.0. The shape gets more and
more broadened and the peak and dip position is shifted to
larger value.
As a result, Π0,volt. is written as
Π0,volt. = − e
8pi2
z2U˜ ˜dΓ˜
6
(˜2d + Γ˜
2/4)4
+O(U˜2). (92)
In Fig. 4, we plot Π0,volt. as a function of d for several
values of U . As seen from the figure, Π0,volt. is an odd
function with respect to d − U/2, which is a deviation
from the particle-hole symmetric point, and changes its
sign at d = U/2. The qualitative change of Π0,volt. for
increasing the Coulomb interaction is summarized as fol-
lows; (i) the amplitude of its peak is at first enhanced for
U . Γ due to the increase of U˜/Γ˜, (ii) it is suppressed
when the Coulomb interaction U proceeds Γ because the
suppression of the renormalization linewidth Γ˜ becomes
relevant, and (iii) the peak position moves away from
the particle-hole symmetric point because of the pinning
effect for the renormalized QD energy level ˜d.
C. Temperature-driven pumping
Next, let us consider the temperature-driven pumping.
We set the electrochemical potentials to the Fermi energy
(set as zero throughout this paper), and consider only the
temperature driving in the near-equilibrium region,
Tr(t) = T0 + δTr(t), (93)
where T0 is an average temperature, and δTr(t) is a time-
dependent part of the temperature of the reservoir r. We
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FIG. 5. The QD energy level dependence of Π0,volt. for
different values of the Coulomb interaction. Five results are
plotted for u = U/Γ = 0.5, 1.0, 2.0, 3.0, 4.0. As the Coulomb
interaction becomes stronger, the amplitude is enhanced for
u . 1.0 and suppressed for u & 1.0. The shape gets more and
more broadened and the peak and dip position is shifted to
larger value.
assume that the amplitude of the time-dependent part is
small:
δT  T0  Γ˜ < Γ, (94)
where δT = max|δTr(t)|.
In the same manner as the electrochemical potential
driving, the symmetrized adiabatic pumped charge is
written as
δQ = Π0,temp.V (A) +O((δT/Γ)
3), (95)
V (A) = Γ−2
∫
A
dTLdTR. (96)
where V (A) is a dimensionless quantity proportional to
the area inside the contour C in the TL-TR plane. The
kernel Π0,temp., which indicates strength of the tempera-
ture pumping, is calculated as
Π0,temp. =
epi2Γ4T 20
72
Im
∂2
∂ω∂
γ0(ω, )
∣∣∣∣
ω==0
, (97)
Applying the first-order perturbation approximation to
Π0,temp., we obtain
Π0,temp. = −epi
2z2T 20
18
U˜ Γ˜6˜d(Γ˜
2/4− 3˜2d)
(˜2d + Γ˜
2/4)6
. (98)
In Fig. 5, we plot Π0,temp. as a function of d for several
values of U . As seen from the figure, Π0,temp. is an odd
function with respect to d − U/2, and changes its sign
three times at d = U/2, and other two values of d. The
qualitative change of Π0,temp. for increasing the Coulomb
interaction is summarized as follows; (i) the amplitude of
its peak continues to increase due to the increase of U˜/Γ˜,
(ii) its peak growth saturates due to the saturation of
U˜/Γ˜ for u & 3, and (iii) the peak position moves away
from the particle-hole symmetric point because of the
pinning effect for the renormalized QD energy level ˜d.
The behavior (ii) is different from the electrochemical
potential driving. This is because Π0,temp. only depends
on U˜/Γ˜ at the peak ˜d ' 0.12Γ˜, and is independent of
the renormalization factor z (see Eq. (98)).
VI. SUMMARY
In this paper, we have studied adiabatic charge pump-
ing via a single-level QD system induced by reservoir pa-
rameter driving in the coherent transport region. Based
on the Anderson impurity model, we have formulated
the pumped charge in the presence of the Coulomb inter-
action by the Keldysh formalism. To handle the time-
dependent reservoir temperatures, we have introduced
a thermomechanical field, which describes temperature
modulation via an energy rescaling of the reservoirs. Ap-
plying the adiabatic approximation, we have derived the
formula for the adiabatic pumped charge in terms of the
Berry connection, and have shown that it is expressed by
the two-particle Green’s function of electrons in the QD.
Our formalism covers the low-temperature and strongly-
correlated region, which cannot be treated in the previous
theoretical methods.
The origin of the present adiabatic charge pumping is
a delayed response of the QD with respect to the reser-
voir parameter driving. We have shown that the Berry
connection is generally expressed in terms of the time
delay, and that this time delay coincides with the char-
acteristic relaxation time determined from the dynamic
AC response. While our discussion is analogous to that
of the relaxation time in quantum RC circuits, our dis-
cussion is applicable also to the nonequilibrium states in
the interacting electron systems under a finite bias.
Based on our formulation, we have calculated the
pumped charge by employing the first-order perturba-
tion in the framework of the renormalized perturba-
tion theory (RPT). We have shown how the param-
eter renormalization in the RPT affects the adiabatic
charge pumping, for the electrochemical-potential-driven
and the temperature-driven case, as the Coulomb interac-
tion becomes larger. For both of the cases, the pumping
strength has a maximum and a minimum as a function
of the QD energy level, and the position of the maxi-
mum (minimum) moves away from the particle-hole sym-
metric point as the Coulomb interaction increases. For
the electrochemical-potential-driven case, the maximum
value of the pumping strength is once enhanced, and then
suppressed as the Coulomb interaction increases. On the
other hand, for the temperature-driven case, the maxi-
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mum value continues to increases as the Coulomb inter-
action increases. This difference has been explained from
the renormalized parameters consistently.
Our main result is the formulation of adiabatic charge
pumping induced by reservoir parameter driving, which
is applicable to the low temperature and strong Coulomb
interaction region. Our formalism states that adiabatic
charge pumping can be evaluated by the two-particle
Green’s function of the electrons in the QD, which is
in principle calculated by numerical methods, such as
numerical renormalization group and continuous-time
quantum Monte Carlo method. It is an important future
problem to compute the pumped charge accurately in the
strong Coulomb interaction region. From the viewpoint
of nonequilibrium thermodynamics, it is also a challenge
to generalize the present formalism to heat pumping and
work exchange and to discuss quantum effects on effi-
ciency of small engines.
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Appendix A: Reservoir self-energies
In this appendix, we calculate the reservoir self-
energies, and derive Eqs. (31)-(35). The retarded compo-
nent of the reservoir self-energy is calculated as follows:
ΣR0,s,r(t1, t2) =
∑
k,s
v∗r (t1)g
R
rks(t1, t2)vr(t2)
= −i
∫
d
2pi
Γr
√
Br(t1)Br(t2)Θ(t1 − t2)e−i(I1+I2)
= −iΓr
2
δ(t1 − t2), (A1)
Here Θ(t1 − t2) is the Heaviside step function, I1 =∫ t1
t2
dt µr(t), and I2 =
∫ t1
t2
dtBr(t). In the last line of
Eq. (A1), we have used a formula for the delta function:
δ
(∫ t1
t2
dt Br(t)
)
=
1
Br(t1)
δ(t1 − t2). (A2)
This formula holds because Br(t) is always positive and
the equation,
∫ t1
t2
dt Br(t) = 0, has only one solution, t1 =
t2. The advanced component is obtained as a complex
conjugate of the retarded one as
ΣA0,s,r(t1, t2) =
(
ΣR0,s,r(t2, t1)
)∗
= i
Γr
2
δ(t1 − t2). (A3)
As seen in Eqs. (A1) and (A3), in the wide-band limit, the
retarded and advanced components have no dependence
of reservoir parameters and so do not have any adiabatic
correction term.
The lesser component is calculated as follows:
Σ<0,s,r(t1, t2) =
∑
k,s
v∗r (t1)g
<
rks(t1, t2)vr(t2)
= i
∫
d
2pi
Γr
√
Br(t1)Br(t2)f()e
−i(I1+I2). (A4)
Using the adiabatic approximation given in Eqs. (25) and
(26), and ignoring higher order terms such as B¨r(t) and
(B˙r(t))
2, we obtain√
Br(t1)
Br(t2)
' 1 + 1
2
B˙r(t)
Br(t)
[
(t1 − t)− (t2 − t)
]
, (A5)
I1 ' µr(t)(t1 − t2)
+
1
2
µ˙r(t)
[
(t1 − t)2 − (t2 − t)2
]
, (A6)
I2 ' Br(t)(t1 − t2)
+
1
2
B˙r(t)
[
(t1 − t)2 − (t2 − t)2
]
. (A7)
Substituting these expressions, and ignoring higher order
terms again, we obtain
Σ<0,s,r(t1, t2)
= iΓr
{
1 +
1
2
T˙r(t)
Tr(t)
[
(t1 − t) + (t2 − t)
]}
×
∫
d
2pi
f(, Tr(t), µr(t))e
−i(t1−t2)
×
{
1− i
2
(
T˙r(t)
Tr(t)
(− µr(t)) + µ˙r(t)
)
× [(t1 − t)2 − (t2 − t)2]}. (A8)
Here, the integral variable is converted from  to ′ =
(− µr(t))/Br(t), and set ′ to  again.
Appendix B: Functional derivatives
In this appendix, we derive explicit expressions of the
functional derivatives, Eqs. (45) and (46). We also show
that the functional derivatives are related to the two-
particle GFs. Our derivation is based on a standard
method, which is seen in the textbook of the field the-
ory, and does not depend a specific approximation such
as the adiabatic approximation. For simplicity, we take
time variables on the Keldysh contour, and project them
onto real-time contour at the end of this appendix.
We first decompose the functional derivative into two
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factors as
δGs1(τ1, τ2)
δΣ0,s2,r(τ4, τ3)
=
∫
dτ5dτ6
δGs1(τ1, τ2)
δΣs1(τ5, τ6)
δΣs1(τ5, τ6)
δΣ0,s2,r(τ4, τ3)
, (B1)
By Dyson’s equation, the former factor is rewritten as
δGs1(τ1, τ2)
δΣs1(τ3, τ4)
= Gs1(τ1, τ3)Gs1(τ4, τ2), (B2)
while the latter factor is calculated as
δΣs1(τ1, τ2)
δΣ0,s2(τ4, τ3)
= δs1,s2δ(τ1 − τ4)δ(τ2 − τ3)
+
δΣU,s1(τ1, τ2)
δΣ0,s2(τ4, τ3)
. (B3)
The functional derivative of the interaction self-energy is
rewritten into
δΣU,s1(τ1, τ2)
δΣ0,s2(τ4, τ3)
=
∑
s3
∫
dτ5dτ6 Is1;s3(τ1, τ2; τ5, τ6)
δGs3(τ6, τ5)
δΣ0,s2(τ4, τ3)
, (B4)
where Is1;s3(τ1, τ2; τ5, τ6) is a two-particle irreducible
(2PI) four-point vertex function. Substituting Eqs. (B1)-
(B3) into Eq. (B4), it becomes∑
s3
∫
dτ5dτ6Rs1;s3(τ1, τ2; τ6, τ5)
δΣU,s3(τ5, τ6)
δΣ0,s2(τ4, τ3)
=
∑
s3
∫
dτ5dτ6 Is1;s3(τ1, τ2; τ5, τ6)
×Gs3(τ3, τ5)Gs3(τ6, τ4), (B5)
where
Rs1;s3(τ1, τ2; τ6, τ5) = δs1,s3δ(τ1 − τ5)δ(τ2 − τ6)
−
∫
dτ7dτ8 Is1;s3(τ1, τ2; τ7, τ8)Gs3(τ6, τ7)Gs3(τ8, τ5).
(B6)
The formal solution of Eq. (B5) is written as
δΣU,s1(τ1, τ2)
δΣ0,s2(τ4, τ3)
=
∑
s3,s4
∫
dτ5 · · · dτ8R−1s1;s3(τ1, τ2; τ5, τ6)
× Is3;s4(τ6, τ5; τ7, τ8)Gs3(τ3, τ7)Gs3(τ8, τ4). (B7)
Here R−1 is an inverse function which satisfies∑
s3
∫
dτ5dτ6R
−1
s1;s3(τ1, τ2; τ5, τ6)Rs3;s2(τ6, τ5; τ3, τ4)
= δs1,s2δ(τ1 − τ3)δ(τ2 − τ4). (B8)
By the Bethe-Salpeter equation, the product of R−1 and
I equals to a full four-point vertex function, denoted as
Γs1;s2(τ1, τ2; τ3, τ4)
=
∑
s3
∫
dτ5dτ6R
−1
s1;s3(τ1, τ2; τ5, τ6)Is3;s2(τ6, τ5; τ3, τ4),
(B9)
where Γs1;s2(τ1, τ2; τ3, τ4) is a full four-point vertex func-
tion. Substituting Eq. (B9) into Eq. (B7) and Eqs. (B1)
and (B3), we obtain
δGs1(τ1, τ2)
δΣ0,s2(τ4, τ3)
= Gs1(τ1, τ4)Gs1(τ3, τ2)δs1,s2
+
∫
dτ5 · · · dτ8
[
Gs1(τ1, τ5)Gs1(τ6, τ2)
× Γs1;s2(τ5, τ6; τ7, τ8)Gs2(τ3, τ7)Gs2(τ8, τ4)
]
. (B10)
By choosing appropriate branches for the time variables,
this equation gives explicit expressions for the functional
derivatives given in Eqs. (45) and (46). Eq. (B10) is
rewritten in a simple form by introducing a connected
two-particle GF defined by
Ds;s′,c(τ1, τ2; τ3, τ4) =
〈
TKds(τ1)ds′(τ3)d
†
s(τ2)d
†
s′(τ4)
〉
−Gs(τ1, τ2)Gs′(τ3, τ4)
+Gs(τ1, τ4)Gs(τ3, τ2)δs,s′ . (B11)
The functional derivative of GF is then written as
δGs1(τ1, τ2)
δΣ0,s2(τ4, τ3)
= Gs1(τ1, τ4)Gs1(τ3, τ2)δs1,s2
+Ds1;s2,c(τ1, τ2; τ3, τ4). (B12)
Finally, we project time variables onto the real-time con-
tour. The functional derivative of the retarded GF be-
comes
δGRs1(t1, t2)
δΣ<0,s2(t4, t3)
= γR;<s1,s2(t1, t2; t3, t4),
=
∑
ν3,ν4
(−1)ν3(−1)ν4
[
D++ν3ν4s1;s2,c (t1, t2; t3, t4)
−D+−ν3ν4s1;s2,c (t1, t2; t3, t4)
]
, (B13)
where ν3 and ν4 are the Keldysh component index for t3
and t4, respectively, and (−1)ν equals to 1 for ν = + and
−1 for ν = −. The functional derivative of the lesser GF
becomes
δG<s1(t1, t2)
δΣ<0,s2(t4, t3)
= γ<;<s1,s2(t1, t2; t3, t4),
= GRs1(t1, t4)G
A
s1(t1, t4)δs1,s2
+
∑
ν3,ν4
(−1)ν3(−1)ν4D+−ν3ν4s1;s2,c (t1, t2; t3, t4). (B14)
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Appendix C: Adiabatic pumping current
In this appendix, we derive the expressions of the adi-
abatic charge current, Eqs. (51)-(53) from the definition,
Eq. (49), which is is rewritten by using Eqs. (43)-(46) as
Jad.r (X(t), X˙(t)) = 2e
∑
s
∫
dt1
× Re
[
GR,st.s (t, t1;X(t))Σ
<,ad.
0,s,r (t1, t;X(t), X˙(t))
+
∫
dt2
∫
dt3γ
R;<,st.
s;s′ (t, t1; t2, t3;X(t))
× Σ<,ad.0,s (t3, t2;X(t), X˙(t))Σ<,st.0,s,r (t1, t;X(t))
+
∫
dt2
∫
dt3γ
<;<,st.
s;s′ (t, t1; t2, t3;X(t))
× Σ<,ad.0,s (t3, t2;X(t), X˙(t))ΣA0,s,r(t1, t)
]
.
(C1)
Substituting Eq. (35), the integral of the first term in
r.h.s of Eq. (C1) is rewritten as
∫
dt1G
R,st.
s (t, t1;X(t))Σ
<,ad.
0,s,r (t1, t;X(t), X˙(t))
=
∫
dt1
∫
dωd
(2pi)2
GR,st.s (ω;X(t))Γrf(, Tr(t), µr(t))
× 1
2
∂
∂ω
∂
∂
{[
T˙r(t)
Tr(t)
(− µr(t)) + µ˙r(t)
]
e−i(−ω)(t1−t)
}
.
(C2)
Performing the integral with respect to t1, and using the
relations
∂
∂µr
f(ω, Tr, µr) = − ∂
∂ω
f(ω, Tr, µr), (C3)
∂
∂Tr
f(ω, Tr, µr) = −ω − µr
Tr
∂
∂ω
f(ω, Tr, µr). (C4)
on the Fermi distribution function, we obtain
∫
dt1G
R,st.
s (t, t1;X(t))Σ
<,ad.
0,s,r (t1, t;X(t), X˙(t))
= −Γr
2
∑
µ
X˙µ(t)
∫
d
2pi
∂GR,st.s (ω;X(t))
∂ω
∣∣∣∣
ω=
× ∂f(, Tr(t), µr(t))
∂Xµ
. (C5)
In the same manner, the integrals in the second and third
terms become∫
dt1dt2dt3γ
R;<,st.
s;s′ (t, t1; t2, t3;X(t))
× Σ<,ad.0,s (t3, t2;X(t), X˙(t))Σ<,st.0,s,r (t1, t;X(t))
= i
ΓΓr
2
∑
µ
X˙µ(t)
∫
dω1dω2d
(2pi)3
×
(
∂
∂ω3
− ∂
∂ω4
)
γR;<,st.s;s′ (ω1, ω2;ω3, ω4;X(t))
∣∣∣∣
ω3=ω4=
× f(ω2, Tr(t), µr(t))∂f+(,X(t))
∂Xµ(t)
, (C6)
and∫
dt1dt2dt3γ
<;<,st.
s;s′ (t, t1; t2, t3;X(t))
× Σ<,ad.0,s (t3, t2;X(t), X˙(t))ΣA0,s,r(t1, t)
= i
ΓΓr
4
∑
µ
X˙µ(t)
∫
dω1dω2d
(2pi)3
×
(
∂
∂ω3
− ∂
∂ω4
)
γ<;<,st.s;s′ (ω1, ω2;ω3, ω4;X(t))
∣∣∣∣
ω3=ω4=
× ∂f+(,X(t))
∂Xµ(t)
, (C7)
respectively. Here X(t) is parameter vector defined in
Eq. (24), and f+(,X(t)) is an effective Fermi distribu-
tion function defined in Eq. (54). By collecting these
results, the formula for the Berry connection given in
Eqs. (51)-(53) can be derived.
Appendix D: AC response and the Berry connection
In this appendix, we derive Eqs. (75) and (76) from
the definition of the dynamic AC conductance, Eqs. (73)
and (74). We rewrite Eq. (73) as
Jr(t) = J
st.
r (X0) +
∑
µ
∫
dt′Gµr (t, t
′;X0)δXµe−iΩt
′
+O((δXµ)
2), (D1)
where Gµr (t, t
′;X0) is a Fourier transformation of
Gµr (Ω;X0) defined by
Gµr (t, t
′;X0) =
∫
dΩ
2pi
Gµr (Ω;X0)e
−iΩ(t−t′). (D2)
To calculate the dynamic conductance Gµr (t, t
′;X0) ex-
plicitly in the multi-reservoir case, we follow the proce-
dure we have done in Sec. III A: We pick up one of the
lesser reservoir self-energies in the diagram of charge cur-
rent, expand it with respect to δXµ(t) up to the linear
term, and take δXµ → 0 limit for the rest of the reser-
voir self-energies. This operation is realized by functional
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derivative as
Gµr (t, t
′;X0)
=
∑
s′,r′
∫
dt1dt2
δJr(t)
δΣ<0,s′,r′(t1, t2)
δΣ<0,s′,r′(t1, t2)
δ(δXµ(t′))
∣∣∣∣∣
δXµ=0
.
(D3)
The former factor in Eq. (D3) is calculated by Eqs. (45)
and (46) as
δJr(t)
δΣ<0,s′,r′(t1, t2)
∣∣∣∣∣
δXµ=0
= 2e
∑
s
Re
[
GR,st.s (t, t1;X0)δ(t2 − t)δs,s′δr,r′
+ i
Γr
2
{
γR;<,st.s;s′ (t, t; t2, t1;X0)
+ γ<;<,st.s;s′ (t, t; t2, t1;X0)
}]
. (D4)
The latter factor in Eq. (D3) is calculated as
δΣ<0,s′,r′(t1, t2)
δ(δTr′(t′))
∣∣∣∣∣
δXµ=0
= i
∫
d
2pi
Γr′f(, Tr′,0, µr′,0)e
−i(t1−t2)
× 1
Tr′,0
(
1
2
δ(t1, t, t2)− i(− µr′,0)Θ(t1, t, t2)
)
,
(D5)
δΣ<0,s′,r′(t1, t2)
δ(δµr′(t′))
∣∣∣∣∣
δXµ=0
=
∫
d
2pi
Γr′f(, Tr′,0, µr′,0)e
−i(t1−t2)Θ(t1, t, t2), (D6)
where
δ(t1, t, t2) = δ(t1 − t) + δ(t2 − t), (D7)
Θ(t1, t, t2) = Θ(t1 − t)Θ(t− t2)Θ(t1 − t2)
−Θ(t2 − t)Θ(t− t1)Θ(t2 − t1). (D8)
To calculate low frequency limit of the dynamic conduc-
tance Gµr (Ω;X0), let us consider Fourier transformation
of Eqs. (D5) and (D6), and expand them with respect to
frequency. From Eq. (D5), we obtain
∫
dt′ e−iΩt
′ δΣ
<
0,s′,r′(t1, t2)
δ(δTr′(t′))
∣∣∣∣∣
δXµ=0
= δTr′ Σ
<,(0)
0,s′,r′(t1, t2)− iΩδTr′ Σ<,(1)0,s′,r′(t1, t2) +O(Ω2),
(D9)
δTr′ Σ
<,(0)
0,s′,r′(t1, t2) =
∫
dt′
δΣ<0,s′,r′(t1, t2)
δ(δTr′(t′))
∣∣∣∣∣
δXµ=0
=
∂Σ<,st.0,s′,r′(t1, t2;X0)
∂Tr′
, (D10)
iΩδTr′ Σ
<,(1)
0,s′,r′(t1, t2) =
∫
dt′ iΩt′
δΣ<0,s′,r′(t1, t2)
δ(δTr′(t′))
∣∣∣∣∣
δXµ=0
= −Ω
∫
d
2pi
Γr′f(, Tr′,0, µr′,0)e
−i(t1−t2) 1
2
(t1 + t2)
× 1
Tr′,0
[1− i(− µr,0)(t1 − t2)] . (D11)
From Eq. (D6), we obtain
∫
dt′ e−iΩt
′ δΣ
<
0,s′,r′(t1, t2)
δ(δµr(t′))
∣∣∣∣∣
δXµ=0
= δµr′ Σ
<,(0)
0,s′,r′(t1, t2)− iΩδµr′ Σ<,(1)0,s′,r′(t1, t2) +O(Ω2),
(D12)
δµr′ Σ
<,(0)
0,s′,r′(t1, t2) =
∫
dt′
δΣ<0,s′,r′(t1, t2)
δ(δµr′(t′))
∣∣∣∣∣
δXµ=0
=
∂Σ<,st.0,s′,r′(t1, t2;X0)
∂µr′
, (D13)
iΩδµr′ Σ
<,(1)
0,s′,r′(t1, t2) =
∫
dt′ iΩt′
δΣ<0,s′,r′(t1, t2)
δ(δµr(t′))
∣∣∣∣∣
δXµ=0
= iΩ
∫
d
2pi
Γrf(, Tr,0, µr,0)e
−i(t1−t2)(t21 − t22). (D14)
Substituting Eqs. (D9)-(D14) into Eq. (D3), we can ex-
pand Gµr (Ω;X0) with respect to Ω as
Gµr (Ω;X0) = G
µ
r,0(X0)− iΩGµr,1(X0) +O(Ω2), (D15)
where, for n ∈ {0, 1},
Gµr,n(X0)
=
∑
s′,r′
∫
dt1dt2
δJr(t)
δΣ<0,s′,r′(t1, t2)
∣∣∣∣∣
δXµ=0
δXµΣ
<,(n)
0,s′,r′(t1, t2).
(D16)
Comparing Eqs. (D11) and (D14) with Eq. (35), we fi-
nally conclude that coefficients Gµ,nr (X0) are related by
Eqs. (75) and (76).
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Appendix E: Renormalized parameters
The renormalized parameters are calculated by follow-
ing relations51:
nd =
1
2
− 1
pi
arctan(2˜d/Γ˜), (E1)
χs =
(gµb)
2
2
ρ˜(1 + U˜ ρ˜), (E2)
χc = 2ρ˜(1− U˜ ρ˜), (E3)
where nd, χs and χc denote the occupation, spin suscep-
tibility and charge susceptibility of the electron in the
QD, respectively. g is the g-factor and µb is the Bohr
magneton. ρ˜ is renormalized density of states of electron
in the QD at the Fermi level, defined as
ρ˜ =
Γ˜/2pi
˜2d + Γ˜
2/4
. (E4)
To compute renormalized parameters by Eqs. (E1)-(E3),
the three quantities, nd, χs and χc, are calculated by
Bethe Ansatz61,62.
1 L. P. Kouwenhoven, A. T. Johnson, N. C. van der Vaart,
C. J. P. M. Harmans, and C. T. Foxon, Phys. Rev. Lett.
67, 1626 (1991).
2 J. P. Pekola, O. P. Saira, V. F. Maisi, A. Kemppinen,
M. Mo¨tto¨nen, Y. A. Pashkin, and D. V. Averin, Rev.
Mod. Phys. 85, 1421 (2013).
3 M. R. Connolly, K. L. Chiu, S. P. Giblin, M. Kataoka,
J. D. Fletcher, C. Chua, J. P. Griffiths, G. A. C. Jones,
V. I. Fallko, C. G. Smith, and T. J. B. M. Janssen, Nat.
Nanotech. 8, 417 (2013).
4 B. Roche, R.-P. Riwar, B. Voisin, E. Dupont-Ferrier,
R. Wacquez, M. Vinet, M. Sanquer, J. Splettstoesser, and
X. Jehl, Nat. Commun. 4, 1581 (2013).
5 G. Fe`ve, A. Mahe´, J.-M. Berroir, T. Kontos, B. Plac¸ais,
D. C. Glattli, A. Cavanna, B. Etienne, and Y. Jin, Science
316, 1169 (2007).
6 E. Bocquillon, V. Freulon, J.-M. Berroir, P. Degiovanni,
B. Plac¸ais, A. Cavanna, Y. Jin, and G. Fe`ve, Science
339, 1054 (2013).
7 J. Dubois, T. Jullien, F. Portier, P. Roche, A. Cavanna,
Y. Jin, W. Wegscheider, P. Roulleau, and D. C. Glattli,
Nature 502, 659 (2013).
8 P. Chambadal, Armand Colin, Paris 4, 1 (1957).
9 I. I. Novikov, J. Nuclear Energy II 7, 125 (1958).
10 F. L. Curzon and B. Ahlborn, Amer. J. Phys. 43, 22
(1958).
11 T. Schmiedl and U. Seifert, Europhys. Lett. 81, 20003
(2008).
12 B. Anderson, Angew. Chem. Int. Ed. 50, 2690 (2011).
13 U. Seifert, Phys. Rev. Lett. 106, 020601 (2011).
14 R. S. Whitney, Phys. Rev. Lett. 112, 130601 (2014).
15 N. Shiraishi, K. Saito, and H. Tasaki, Phys. Rev. Lett.
117, 190601 (2016).
16 M. J. Henrich, F. Rempp, and G. Mahler, Eur. Phys. J.
Spec. Top. 151, 157 (2007).
17 M. Esposito, R. Kawai, K. Lindenberg, and C. Van den
Broeck, Phys. Rev. E 81, 041106 (2010).
18 Y. Oono and M. Paniconi, Prog. Theor. Phys. 130, 29
(1997).
19 T. S. Komatsu, N. Nakagawa, S. Sasa, and H. Tasaki, J.
Stat. Phys. 142, 127 (2010).
20 K. Saito and H. Tasaki, J. Stat. Phys. 145, 1275 (2011).
21 T. Yuge, T. Sagawa, A. Sugita, and H. Hayakawa, J. Stat.
Phys. 153, 412 (2013).
22 M. Taguchi, S. Nakajima, T. Kubo, and Y. Tokura, J.
Phys. Soc. Jpn. 85, 084704 (2016).
23 T. Sagawa and M. Ueda, Phys. Rev. Lett. 104, 090602
(2010).
24 S. Toyabe, T. Sagawa, M. Ueda, E. Muneyuki, and
M. Sano, Nat. Phys. 6, 988 (2010).
25 J. M. R. Parrondo, J. M. Horowitz, and T. Sagawa, Nat.
Phys. 11, 131 (2015).
26 D. J. Thouless, Phys. Rev. B 27, 6083 (1983).
27 M. Bu¨ttiker, J. Phys.: Condens. Matter 5, 9361 (1993).
28 M. Bu¨ttiker, H. Thomas, and A. Preˆtre, Z. Phys. B 94,
133 (1994).
29 A. Preˆtre, H. Thomas, and M. Bu¨ttiker, Phys. Rev. B 54,
8130 (1996).
30 P. W. Brouwer, Phys. Rev. B 58, R10135 (1998).
31 I. L. Aleiner and A. V. Andreev, Phys. Rev. Lett. 81, 1286
(1998).
32 P. W. Brouwer, A. Lamacraft, and K. Flensberg, Phys.
Rev. B 72, 075316 (2005).
33 A. R. Herna´ndez, F. A. Pinheiro, C. H. Lewenkopf, and
E. R. Mucciolo, Phys. Rev. B 80, 115311 (2009).
34 J. Splettstoesser, M. Governale, J. Ko¨nig, and R. Fazio,
Phys. Rev. B 74, 085305 (2006).
35 F. Reckermann, J. Splettstoesser, and M. R. Wegewijs,
Phys. Rev. Lett. 104, 226803 (2010).
36 H. L. Calvo, L. Classen, J. Splettstoesser, and M. R.
Wegewijs, Phys. Rev. B 86, 245308 (2012).
37 T. Aono, Phys. Rev. Lett. 93, 116601 (2004).
38 J. Splettstoesser, M. Governale, J. Ko¨nig, and R. Fazio,
Phys. Rev. Lett. 95, 246803 (2005).
39 E. Sela and Y. Oreg, Phys. Rev. Lett. 96, 166802 (2006).
40 A. K. Eissing, V. Meden, and D. M. Kennes, Phys. Rev.
Lett. 116, 026801 (2016).
41 J. I. Romero, P. Roura-Bas, A. A. Aligia, and L. Arrachea,
Phys. Rev. B 95, 235117 (2017).
42 M. H. Hettler and H. Schoeller, Phys. Rev. Lett. 74, 4907
(1995).
43 T.-K. Ng, Phys. Rev. Lett. 76, 487 (1996).
44 A. Kaminski, Y. V. Nazarov, and L. I. Glazman, Phys.
Rev. B 62, 8154 (2000).
45 J. Ren, P. Ha¨nggi, and B. Li, Phys. Rev. Lett. 104, 170601
(2010).
46 H. Schoeller and G. Scho¨n, Phys. Rev. B 50, 18436 (1994).
47 M. Hasegawa and T. Kato, J. Phys. Soc. Jpn. 86, 024710
(2017).
48 F. G. Eich, A. Principi, M. Di Ventra, and G. Vignale,
Phys. Rev. B 90, 115116 (2014).
49 G. Tatara, Phys. Rev. Lett. 114, 196601 (2015).
16
50 A. C. Hewson, Phys. Rev. Lett. 70, 4007 (1993).
51 A. C. Hewson, J. Phys. Condens. Matter 13, 10011 (2001).
52 P. W. Anderson, Phys. Rev. 124, 41 (1961).
53 L. V. Keldysh, J. Exptl. Theoret. Phys. 47, 1515 (1964).
54 J. M. Luttinger, Phys. Rev. 135, A1505 (1964).
55 A. P. Jauho, N. S. Wingreen, and Y. Meir, Phys. Rev. B
50, 5528 (1994).
56 J. Rammer and H. Smith, Rev. Mod. Phys. 58, 323 (1986).
57 M. Bu¨ttiker, H. Thomas, and A. Preˆtre, Phys. Lett. A
180, 364 (1993).
58 M. Bu¨ttiker, A. Preˆtre, and H. Thomas, Phys. Rev. Lett.
70, 4114 (1993).
59 S. E. Nigg, R. Lo´pez, and M. Bu¨ttiker, Phys. Rev. Lett.
97, 206804 (2006).
60 J. S. Lim, R. Lopez, and D. Sanchez, Phys. Rev. B 88,
201304 (2013).
61 A. Okiji and N. Kawakami, J. Phys. Soc. Jpn. 51, 3192
(1982).
62 P. B. Wiegmann and A. M. Tsvelick, J. Phys. C: Solid
State Phys. 16, 2281 (1983).
