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It might be well for all of us to
remember that, while diering
widely in the various little bits we
know, in our innite ignorance
we are all equal.
Karl Popper
Ma prima faro alcuna esperienza,
avanti ch'io piu oltre proceda,
perche mia intenzione e allegare
prima l'esperienza, e poi colla
ragione dimostrare, perche tale





In the rst part of this thesis we show that an Ansatz to resum all leading and next-to-













) calculation we extract the subleading coecient G
21
and the constant C
2
.
Then, using data collected from 1992 to 1995 with the ALEPH detector at LEP,


















)=(2) has been performed by tting theoretical predictions
simultaneously to the measured dierential two-jet rate and angular distributions in
four-jet events. In the case of the two-jet rate, the improved resummation of next-to-




























, the number of active avours. With this measurement the existence of a gluino
with mass below 6:3GeV=c
2
is excluded at 95% condence level. For n
f
= 5 the strong





) = 0:1195 0:0002(stat) 0:0038(syst).
Zusammenfassung
Es wird gezeigt, dass ein Ansatz zur Summation aller fuhrenden und nachstfuhrenden





Hadronen, wobei Jets anhand des Durham-Algorithmus deniert sind, konsistent ist
mit einer vollstandigen O(
2
s
) Rechnung mittels Monte Carlo Integration. Aus dem
asymptotischen Verhalten der vollstandigenO(
2
s
) Rechnung werden der nichtfuhrende
Koezient G
21
und die Konstante C
2
bestimmt.
Weiters wurde anhand von Daten, die mit dem ALEPH Detektor am LEP
Beschleuniger in den Jahren 1992 bis 1995 aufgezeichnet wurden, eine Mes-


















)=(2) durchgefuhrt, wobei theoretische Vorhersagen simultan an die
gemessene dierentielle Zwei-Jet Rate und Winkelverteilungen in Vier-Jet Ereignis-
sen angepasst wurden. Fur die Zwei-Jet Rate wurde die verbesserte Summation
nachstfuhrender Logarithmen verwendet. Die Resultate sind in ausgezeichneter











= 0:29 0:05 (stat) 0:06 (syst) :














) und der Anzahl der aktiven Flavours n
f
vorgenommen. Aufgrund
dieser Messung kann die Existenz eines Gluinos mit Masse unter 6.3 GeV=c
2
mit 95%
Kondenzniveau ausgeschlossen werden. Fur n
f






) = 0:1195 0:0002(stat) 0:0038(syst).
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Preface
It is generally believed that Quantum Chromodynamics (QCD) is the correct theory
for the description of the strong interaction of quarks and gluons. Although rigorous
proofs that QCD predicts basic properties such as connement of quarks in hadrons
are still missing, mainly owing to the mathematical complexity of the theory and the
non-applicability of perturbation theory at low energies, at high energies QCD has





storage ring and the considerable theoretical progress in the eld of perturbative
QCD, the measurements and tests of QCD are entering the high precision regime. The
strong coupling constant is not too \strong" at these high energies, which increases the
reliability of perturbative calculations, and at the same time non-perturbative eects
such as the hadronization of quarks and gluons into observable hadrons become small.
The hadrons in the nal state appear close in phase space, i.e., \jets" of particles are
observed, the direction and energies of which are in close correspondence with those of
the underlying partons. Thus hadronic jets provide the means by which to probe the
dynamics at the partonic level formed by the initial quarks and gluons.
From the last considerations it becomes clear that the precise calculation of jet
rates is an important task. At the LEP centre-of-mass energies perturbative methods
are applicable, but the computational complexity increases so drastically that com-
plete calculations have been performed only up to second order in the perturbative
expansion parameter, the strong coupling constant 
s
. However, it is shown that if the
resolution parameter which denes a jet lies in a particular range, then higher orders
can give considerable contributions to the jet cross sections. For very small resolution
parameters, the situation becomes even worse, as there the eective expansion param-
eter is no longer given by 
s
but by a product of 
s
and powers of logarithms of the
resolution parameter. This product can be as large as O(1); therefore perturbation
theory becomes meaningless unless the full series is summed to all orders. For a par-
ticular jet denition, a method has been developed which allows one to resum at least
the leading terms, i.e., the large logarithms in the resolution parameter, in all orders
of 
s
. However, until recently the resummation of so-called next-to-leading terms in




annihilation was not complete.




) calculation performed via Monte Carlo integration. It was possible to
determine part of the subleading terms as well.
Using this improved theoretical prediction for the two-jet rate, a stringent test of
QCD was performed via the simultaneous measurement of the strong coupling constant
and the QCD colour factors, which together determine the couplings between quarks
and gluons. The coupling constant is the only free parameter of QCD, and the colour
factors show whether the dynamics is indeed described by an unbroken SU(3) symme-
try. Theoretical predictions have been tted to the dierential two-jet rate and angular
variables in four-jet events, measured with the ALEPH detector at LEP. The results
vii
for the colour factors are in perfect agreement with the expectations from QCD.
The next step was a determination of the strong coupling constant and n
f
, the num-
ber of active quark avours. At a centre-of-mass energy of 91GeV n
f
= 5 is expected,
but this number could be altered by the existence of additional fermionic degrees of
freedom also carrying colour charge. A candidate for such a fermion would be a light
gluino, which is the supersymmetric partner of the gluon, and which until recently was
not excluded for a mass region below 1:5GeV=c
2
. However, this measurement sets an
upper limit on the excess in n
f
above its expectation of ve of n
f
< 1:9 at 95%
condence level, from which a lower limit on the gluino mass of 6:3GeV=c
2
is deduced,





) turns out to be one of
the most precise determinations of the strong coupling from event-shape distributions
(the dierential two-jet rate is a typical example for an event-shape distribution), and
it is found to be in perfect agreement with the latest world average value.
The thesis is divided into four chapters and an appendix. In Chapter 1 an intro-
duction to QCD is given and the general methods for the perturbative calculations
of jet rates are outlined. These methods are the basis for the resummation of large





annihilation. An improvement in this resummation is presented in Chapter 2.
Chapter 3 summarizes the simultaneous measurement of the strong coupling constant
and the QCD colour factors, which leads to a limit on the mass of the light gluino. A
summary and an outlook are given in Chapter 4. In the rst part of the appendix,
the full leading order expression for the dierential two-jet rate is derived, and in the
second part a generalized folding method is presented, together with the calculation
of the corresponding statistical error. The results of this calculation are used in the
measurement described in Chapter 3.
We have attempted to guide the reader from the theoretical basis, through new
developments, to the nal measurement. However, each chapter is written in such a way
that it can be considered as being self contained, e.g. , the reader does not necessarily
have to read the whole thesis in order to get an understanding of the measurement
presented in the third chapter.
Last but not least, the author, being of a dierent mother tongue, would like to
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The Calculation of Jet Rates
1.1 Introduction
Over a very successful running period from 1989 to 1995, during which the Large
Electron Positron (LEP) collider at CERN, Geneva, was operated at a centre-of-mass
energy corresponding to the peak position of the Z resonance (91GeV), several million
Z decays have been recorded by each of the four experiments ALEPH, DELPHI, L3
and OPAL. Then, in November 1995, the collider energy has been increased to 130
and 136 GeV, afterwards in July 1996 to 161 GeV, and in October 1996 to 172 GeV.
This second phase is called LEP II, which is planned to be extended into the year 1999,
with a maximum centre-of-mass energy of 196 GeV to be reached. Its main purpose
are precision studies of the W mass and the triple gauge boson couplings, and searches
for new physics such as the Higgs boson or supersymmetric particles.
The very high statistics accumulated during the operation at the Z peak (LEP I)
allowed for precision studies of the Standard Model (SM) of elementary particles and
their interactions. The main parameters of the model, such as the mass of the Z boson




, have been determined with unprecedented accuracy,
the properties of heavy leptons () and heavy quarks (b quark, c quark) and related
physics such as CP-violation have been studied. Searches for new physics have been
performed, where the non-observation resulted in lower limits on the mass of the SM
Higgs boson or supersymmetric particles. The experimental and theoretical precision
even allowed for an indirect measurement of the top quark mass via loop eects, and
the results are in remarkable agreement with the direct measurements performed by
the two experiments CDF and D; at the Tevatron collider at Fermilab, Batavia, USA.
Part of the eorts at LEP I has gone into studies of hadronic decays of the Z reso-
nance, which are the topic of this thesis. Tests of Quantum Chromodynamics (QCD),
the theory of strong interactions between quark and gluons, have been performed,
such as measurements of the strong coupling constant, of global properties of hadronic
events, or properties of identied hadrons. Here the main diculty arises from the fact
that one does not observe free quarks and gluons, since they are conned into neutral
hadrons. Neutral here means with respect to the charge of strong interactions, called
colour. The transition from quarks and gluons to colour-neutral states is theoretically
very poorly understood, and still not calculable from rst principles. A further di-
1
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culty in making theoretical predictions in QCD is related to the fact that the strong
coupling constant is \strong", i.e., large with respect to, e.g. , the electro-weak cou-
plings. This causes perturbative predictions at nite order to be rather unreliable in
certain energy regimes, in contrast to electro-weak calculations. However, the high
centre-of-mass energy at LEP I, the tendency of hadronic particles to form jets with
directions and energies closely resembling those of the underlying partons (quarks and
gluons), and nally considerable theoretical progress in perturbative QCD, all together
opened the way towards precision studies of strong interactions.
As already mentioned, a major eld of interest in studies of QCD are measurements
of jet properties, such as jet rates, angular distributions of jets, subjet structure or inter-
jet activity. As an example of the progress made in perturbative QCD, this chapter
summarizes the calculation of jet rates, with special focus on the two-jet rate. When
one restricts itself to certain regions of the phase space, it is possible to resum the
perturbative series for this variable in all orders of the strong coupling constant. We
will start out by giving a short review of the basic ingredients of QCD, then focus on the




! hadrons, and nally show how jet rates
are calculated within the framework of the leading and next-to-leading logarithmic
approximation.
For a general introduction to elementary particle physics the reader is referred to
[Per87], an overview of QCD can be found in [Alt82], [GS94] or [PS95].
1.2 Quantum Chromodynamics
Quantum Chromodynamics (QCD) describes the interactions of quarks (fermions with
spin 1/2) and gluons (bosons with spin 1), which collectively will be called partons.
Quarks were rst introduced by Gell-Mann [Gel64] and Zweig [Zwe64] in 1964, and
are described by Dirac elds q, which come in one of six avours, q = u; d; s; c; b; t. In
addition to the quantum numbers of spin and avour, they are further characterized by
the quantum number colour, i.e., the elds are vectors in colour space with components
q
a
; a = 1; : : : ; N
c
. The number of colours N
c
must be at least three to construct a
totally asymmetric wave function for the 
++
baryon, which consists of three u-quarks.
Measurements of the 
0







= 3. In 1972 Fritzsch and Gell-Mann proposed to incorporate the concepts of
quarks and colour into a gauge theory of strong interactions based on the gauge group
SU(3) [FGL73].
Being a gauge theory, the Lagrangian of QCD is build along the lines of general





























where repeated indices are summed over (0,1,2,3 for Lorentz indices ; ; 1,2,3 for the
colour indices a and b; 1; : : : ; 8 for the indices A;B;C). m
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Figure 1.1: Elementary vertices of QCD : (a) quark-gluon vertex, (b) triple gluon
vertex, (c) quartic gluon vertex.

























The gauge-xing and ghost terms in the Lagrangian are needed in order to construct
a consistent quantum eld theory, and will not be explained here, as they are of no
direct relevance for the following discussions.




, where A = 1; : : : ; 8. The matrices t
A
are the eight generators of the group SU(3)












are the structure constants of SU(3). The quark elds transform under
the fundamental representation of SU(3) with dimension N
F
= 3, and the gluon elds
transform under the adjoint representation with dimension N
A
= 8. The coupling











A basic property of the Lagrangian 1.1 is that it is invariant under local gauge
transformations, if the gauge-xing term is not considered, which explicitly breaks this


















































(x); A = 1; : : : ; 8, are arbitrary real functions of the space-time coordinates x.





like a tensor, i.e., F ! U
y
 F  U . To construct a gauge-invariant quantity for the



























would violate the gauge
invariance of the Lagrangian.
Figure 1.2: Relations between Casimir operators and vertices in QCD.
The elementary vertices of QCD, which can be deduced from the Lagrangian, are
displayed in Fig. 1.1, together with the relevant couplings. The probability for gluon
radiation o a quark is proportional to the square of the matrix element involving the











. It is summed over all possible
colours of the nal state gluon. A process with an incoming gluon, which splits into two
quarks, involves the same vertex, but the sum over nal states is dierent, and hence











. Finally, the triple gluon vertex gives rise to















). From group theory it is known that in the case of a simple Lie group
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= 1=2 : (1.12)
For QCD N
C
= 3, hence C
A
= 3 and C
F
= 4=3. The rst two expressions in (1.11) give




1, where 1 is the unity




are called colour factors. They appear in connection
with the emission of a gluon by a quark and the splitting of a gluon into two other
gluons, respectively. The last equation represents a normalization of the generators and
governs the rate of gluon splitting into quarks of one avour. If all possible avours are
taken into account, then this rate is multiplied by n
f
, the number of active avours at
a given energy. These relations are illustrated in Fig. 1.2. Summing over all indices in




one nds a connection between the dimensionality

















Figure 1.3: Loop corrections to the gluon propagator : (a) quark loop, (b) gluon loop.
When extending perturbative calculations beyond leading order, one encounters Feyn-
man graphs such as those depicted in Fig. 1.3. These loop corrections to the gluon
propagator, as well as corrections to quark propagators and vertices, are ultraviolet
divergent, which means that the corrections diverge for innitely large momenta in
the loops. Renormalization deals with this fundamental problem by absorbing the
divergent terms into the \bare" quantities of the theory, such as the coupling, the
masses or the eld normalizations, which are not observable, and thus dening new
(\renormalized") quantities, which are measurable. However, the renormalized quan-
tities now depend on some dimension-full parameter 
2
(typically with dimension of
a mass), which has to be introduced in order to regularize the divergent terms before
the renormalization.
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is some physical energy scale. In addition it will depend on the renormalized
coupling 
s
. The Lagrangian, however, makes no mention of the scale 
2
, thus with a
xed bare coupling the physical observable cannot depend on 
2
. This is expressed by






























R = 0 : (1.13)













































this denition will prove to be convenient throughout this thesis. A solution of Eq. (1.13)




)), i.e., all of the scale dependence in R enters through the
running of the coupling constant. A change in the renormalization scale 
2
is compen-
sated by a change of the coupling, governed by Eq. (1.14), and the physical observable
R remains independent of the unphysical scale 
2
. However, this only holds if R is
calculated to all orders of 
s
; otherwise an explicit scale dependence appears at one
order higher than the order at which the variable has been calculated.
The right-hand side of Eq. (1.14) is the beta function of QCD, which is calculated




; : : : in general depend on the
regularization and renormalization scheme used, hence also the running coupling. All






. The rst two coecients are, in fact, scheme independent, and























































 0:375. Again n
f
is the number
of active avours which contribute to quark loop corrections of the type shown in
Fig. 1.3(a). One sets n
f
= 5 at centre-of-mass energies corresponding to the Z mass.
However, further fermionic degrees of freedom which couple to the strong sector, i.e.,
which carry colour charge, would increase this number, and thus alter the coecient
b
0
and ultimately alter the running of the coupling.





A possible candidate for such additional fermions would be a very light gluino in
the mass range m
~g
. 1:5GeV=c, which is predicted by particular SUSY models and
not yet excluded unambiguously by experiment (see e.g. [Far95]). The gluino is the
supersymmetric partner of the gluon, hence a fermion with spin 1/2. Being a Majorana
fermion and transforming under the adjoint representation of SU(3), at leading order
the eects of a light gluino are taken account of by simply adding three fermionic





The corrections from quark loops give a positive contribution to the beta function.
The gluon loops (Fig. 1.3(b)), however, yield a contribution with opposite sign, since





> 0, i.e., n
f
< 33=2. At the Z peak this is fullled (even if light gluinos
exist), and as a consequence the strong coupling decreases with increasing energy scale,
which is known as asymptotic freedom. It is this property of QCD that allows reliable
predictions from perturbation theory for processes involving high momentum transfers,
which are the relevant energy scales. This is in contrast to QED, where the coupling
increases with increasing energy. The reason is that QED is a gauge theory with the
abelian gauge group U(1). Hence there is no self-coupling of the gauge boson (photon),
which could lead to graphs such as Fig. 1.3(b).
The relation of the coupling 
s
at one scale 
2
to that at another scale Q
2
is found






































This solution is exact up to order O(
s
2












); m = n  1; n  2 , which would appear in the full solution. The
running of the coupling has been conrmed by many experiments. A comprehensive
overview of measurements of 
s
in various reactions and at various energies can be
found in [Sch95].









! hadrons can be viewed as proceeding through the four phases




pair annihilates into a Z boson or a
highly virtual photon (this second possibility is strongly suppressed at the peak of the
Z resonance), which subsequently decays into a quark-antiquark (qq) pair. This step,
together with possible radiation of photons o the incoming electron or positron (Initial
State Radiation, ISR), is very well described by the Standard Model of electro-weak
interactions. The total cross section for qq production at Born level (no ISR, no gluon




























, qq and the total width, respectively. Note that these are the widths
without corrections due to gluon radiation. Summing over the kinematically accessible











































into a Z boson with subsequent decay into a quark-antiquark pair; (II) radiation of
gluons, described by perturbative QCD; (III) non-perturbative transformation from
partons into colour-neutral hadrons; (IV) decay of short-lived hadrons.
quark avours q = u; d; s; c; b, this cross section is found to be 39.9 nb (41.45 nb with
QCD corrections), but due to corrections induced by ISR the actual observed cross
section is of the order of 30 nb. This is still very large and allows for the high statistics
measurements mentioned in Section 1.1.
In the second phase (II) gluons are radiated o the initial quarks and can themselves
radiate further gluons or decay into qq pairs. The high energies at LEPmake it possible
that perturbative QCD is applicable for the description of this phase, and the remaining
part of this chapter will put a special focus onto this part of the whole process. The
applicability, however, breaks down as soon as the relevant energy scales, such as
transverse momenta or parton virtualities, decrease to the order of 1 GeV. At this
scale the running coupling starts to increase dramatically, causing any perturbative
calculation to be meaningless.
The third step (III) is called hadronization, where the initial partons are transformed
into colour-neutral hadrons, and it is highly non-perturbative. As a consequence, the
theoretical understanding is very poor. A promising approach to the phenomenon of
connement, which should explain the fact that quarks are not observed as free par-
ticles, are Lattice QCD calculations, where the space-time coordinates are discretized
and QCD is studied on the resulting lattice. See [GS94] for an introduction to this eld.





Another possible approach is given by phenomenological models, such as formation of
colour strings (ux tubes) with a characteristic string tension between the partons.
Mesons and baryons are created by tunneling eects or equivalently by the breakup of
the colour tube. This Lund model [AGP79] is inspired by the idea that because of the
self-coupling of the gluons, an eective anti-screening of the bare colour charge occurs
and the eld between colour charges is restricted to a ux tube. Hence describing the
gluon eld as a ux tube with constant energy per unit length, leading to a linearly
rising potential, at increasing distance between colour charges the attractive force stays
constant instead of decreasing, as is the case for the electro-magnetic force. Eventu-
ally the energy in the colour eld becomes so large that qq pairs are created from the
vacuum, which afterwards combine to form colour-neutral states.
Another model to be mentioned is the cluster fragmentationmodel. Here the gluons
at the end of the perturbative phase are split into qq pairs. Colour-neutral pairs
of quarks that are close in phase space then recombine into massive clusters, which
decay isotropically into hadrons. Only these hadrons and/or the decay products of
short-lived or weakly decaying ones are measurable in the detector (phase (IV)). The
whole chain (I)-(IV) has been implemented in Monte Carlo programs, which make it
possible to generate multihadronic nal states. The most popular ones are JETSET
[Sjo82], HERWIG [MWA
+
92] and ARIADNE [Pet88]. JETSET combines a Parton
Shower (PS) algorithm (simulation of the perturbative phase according to the leading-
log approximation) with the Lund string fragmentation, HERWIG is also based on a
PS, but models the hadronization via cluster fragmentation, andARIADNE generates
a PS according to the dipole formalism. The hadronization step is then performed again
by the string model. For a more thorough description of a large set of available Monte
Carlo generators it is referred to [ASZ96] and [K
+
96].
An important aspect of the hadronic decay of the Z boson is that the nal state
hadrons generally form jets, i.e., they are not arbitrarily spread out in phase space,
but stay rather close together. This might be a result of several eects. First multiple
gluon radiation is restricted in phase space such that subsequent soft gluons can not be
radiated at arbitrarily large angles (this is called angular ordering and will be described
later). Second, the direction and energies of these jets are in close correspondence with
the directions and energies of the primary high energetic partons, since the hadroniza-
tion phase involves only small momentum transfers (of the order of several hundred
MeV) with respect to the hard energy scale ( M
Z
). More precisely, hadrons are
formed out of the colour eld with limited transverse momentum, which is indepen-
dent of the hard energy scale. Therefore, the higher the energy of the primary parton,
the stronger is the collimation of hadrons around its direction. An event, where the
primary quarks do not radiate any energetic gluons will typically appear as two back-
to-back \bundles" of hadrons, whereas events with one or more high energy gluons,
radiated o at large angles, will give rise to additional hadronic jets. Figures 1.5 and
1.6 show displays of multi-jet events recorded with the ALEPH detector.
In the following we will show how jet rates, i.e., the fractions of hadronic events
with two, three or more jets, are calculated in perturbative QCD.
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DALI                                                                                                      
                                                                                                          
Run=15768   Evt=5906    ALEPH
DALI                                                                                                      
                                                                                                          
Run=15768   Evt=5906    ALEPH
FISH−EYE VIEW
Figure 1.5: Displays of two-jet events, recorded with the ALEPH detector. Upper
picture : view along the beam direction; lower picture : side view.





DALI                                                                                                      
                                                                                                          
Run=9063    Evt=7848    ALEPH
DALI                                                                                                      
                                                                                                          
Run=9095    Evt=8852    ALEPH
Figure 1.6: Displays of multi-jet events, recorded with the ALEPH detector. Upper
picture : three-jet event; lower picture : four-jet event.
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1.4 The Leading Logarithm Approximation
Throughout the following sections we will try to give some insight into the eld of
the leading logarithm approximation within the framework of perturbative QCD. It
has been found that in special regions of phase space for gluon emission o quarks
the most important terms in the perturbative expansion of the cross section are pow-
ers of logarithms of kinematic variables. The goal is to identify the origin of these
logarithmically enhanced terms, to nd the general structure of these terms in every
order of the perturbative expansion, and eventually to sum up the full perturbation
series after having approximated each (arbitrarily complicated) term of the series by
the much simpler logarithmic behaviour. Obviously the resulting predictions for the
cross section are only valid inside some particular region of phase space.
In the next section we will rst introduce the ideas of the leading logarithm ap-





! qqg. Here it is easy to identify the relevant phase-space regions and the
origin of the logarithmic terms. At the end of the section we will briey discuss the
generalization to any order of the perturbation series, before presenting in a new sec-
tion a set of evolution equations which allow for an elegant resummation of the leading
logarithms in all orders of the perturbative expansion parameter, the strong coupling
constant. The predictions obtained via solution of these evolution equations can be
improved by taking account of interference eects between soft gluons. This so-called
coherent branching is outlined in the subsequent section. In the nal two sections rst a
generalization of the method of evolution equations to the case of generating functions





annihilation in the leading logarithm approximation. This calculation of the
two-jet rate is the nal project of the rst chapter and intended to serve as background
information for the results presented in Chapter 2.




! qqg in First Order




! hadrons would be equal to
the Born cross section 
0
, Eq. (1.19). However, at O(
s
) corrections have to be applied
because of gluon radiation o quarks. A corresponding Feynman graph is depicted in
Fig. 1.7. Further gluon radiation induces corrections at higher orders in 
s
, and the
full perturbative calculation becomes extremely dicult to perform. Fully dierential
matrix elements have been calculated only up to O(
s
2
) [ERT81]. We will concentrate
on the O(
s
) correction for the moment.




! qqg (Fig. 1.7) has been calculated neglecting quark































i = 1; 2; 3 : (1.21)










Figure 1.7: Feynman graph for the O(
s








are the energies of the partons, E
cm
is the centre-of-mass energy, and from energy-















! 1, i.e., x
3
! 0. The rst type of singularity is
called a collinear singularity and occurs if parton 3 is radiated collinearly with parton
1 or parton 2. It is an artifact of neglecting quark masses, but also with nite (but
small) masses a signicant logarithmic enhancement appears after integration over
phase space. The second type of singularity is an infrared singularity, coming from
radiation of a gluon with vanishing energy. Well dened inclusive cross sections, such
as the total hadronic cross section, are free from such singularities, since the above
singularities cancel exactly with singularities appearing in interference terms between




! qq and loop corrections to the latter. It has been shown
that this cancellation occurs in every order of 
s
[BN37][Kin62][LN64].
When looking at less inclusive quantities, we have to restrict the phase space in
order to avoid the singular regions. In the case of jet rates, this is achieved by a specic
denition what to call, e.g. , a two-jet event, a three-jet event etc. A three-jet event can
only occur at O(
s
), and will be identied as such if the gluon (third jet) satises some
isolation criteria, such as suciently large energy or transverse momentum with respect
to the other jets. This isolation criterion then automatically restricts the phase space
to the non-singular regions. The cross section, however, will depend on this criterion.
The two-jet rate is found by unitarity, and by denition it is also free of singularities,
as here implicitly the singularities from loop corrections to the Born diagram cancel
with the singularities from unresolved gluon radiation.
Now a more quantitative discussion follows. We will concentrate on the singular
region of the phase space in the following, as this gives the largest contributions to the
cross section. For the case x
2
! 1, i.e., the gluon is radiated collinearly to parton 1,
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= t : (1.23)
















 z ; x
3
 1  z : (1.25)














The infrared singularity now appears as z ! 1 and the collinear singularity as t! 0.
As already mentioned, a possible resolution criterion for an additional jet consists
in a suciently large transverse momentum k
?































with (x) being the step function, i.e., (x) = 1 for x > 0;(x) = 0 else. If we










































































  1  z (1.32)
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has been used, and the non-singular terms  1   z have been neglected, as those will
not give logarithmic or so-called leading terms after the integration. With the change
of variable  = x
2
3
=4 and leaving the upper integration range unchanged, as the correct
























































Dening L =   ln y
3











for this particular phase space
region of collinear and soft gluon radiation. Taking into account other singular cong-























with c being some constant. As already pointed out, the two-jet rate is obtained from
unitarity, which implicitly takes into account the cancellation of infrared divergences.
This is indicated in Fig. 1.8, where at O(
s
) the infrared divergence in the interference



















Figure 1.8: Feynman graphs contributing at O(
s
) to the two-jet rate.
From Eqs. 1.36 and 1.37 we observe that the jet rates get large logarithmic en-
hancements if the resolution parameter becomes small, since one resolves more and
more soft and collinear gluons. A generalization of this picture to higher orders is
straightforward, if staying within the collinear approximation. Detailed calculations
can be found in [Web94] or [Dis93]. The O(
s
) correction to the n-th order of some
1
As we will see later, in general terms are called subleading if the power of the logarithm of y
3
is
smaller than the power of the expansion parameter 
s
.
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cross section, induced by the branching of a parton a (quark or gluon) into two new















where polarization states and avours have been summed over. The variable





unregularized Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) splitting kernels































A simple probabilistic picture can be adopted here, i.e., the cross section in n-th order
is corrected by the probability for the additional branching of an outgoing parton, and
this probability is given by 
s
^
P (z) dz dt=t. The integration over a properly dened








; m = 2n; 2n  1; : : : ; (1.42)
with L again some logarithm of a cut-o parameter. When approaching singular
regions of the phase space, this logarithm will grow, and even for small 
s
one will nd
large corrections. It becomes clear that the eective perturbative expansion parameter
is not 
s






, which can approach O(1) for a large
logarithm. Hence the series in this new expansion parameter has to be resummed in
all orders, if a meaningful prediction from perturbation theory ought to be obtained.
An elegant procedure to perform this obviously dicult task is the solution of evolution
equations, which will be presented in the following section.
1.4.2 The DGLAP Evolution Equations : A Simple Deriva-
tion
The Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) evolution equations [AP77]
[GL72][Dok77] are typically derived within the framework of deep-inelastic scattering,
where they describe the change of parton distribution functions inside a proton under
a change of the probing scale, such as the virtuality of the scattered photon. These
are space-like processes, however, similar evolution equations can also be derived for




annihilation into qq with subsequent gluon radiation.
We consider only a single type of branching, for example multiple gluon emission from
a time-like quark, originating from a Z decay, as illustrated in Fig. 1.9. A quark with
initial virtuality  Q
2
evolves down in virtuality via successive small-angle gluon emis-
sions. Eventually a lower scale t
0
is reached where non-perturbative (long distance)














eects become dominant, which are not calculable any more by perturbative QCD.
This is indicated by the shaded blob. We are interested in the momentum fraction dis-
tribution (fraction with respect to the initial momentum) D(x; t) of the evolving quark
at some scale t. This distribution gets innitely large contributions from arbitrarily
soft and collinear gluon radiation, if the scale is small, thus it is not calculable there.
However, the change of the distribution at some scale caused by additional radiation
of a gluon is calculable.
Figure 1.10: Representation of parton branching by paths in (t; x)-space. Three possi-
ble paths are indicated.
First we introduce a pictorial representation of the evolution. Every sequence of
branching is represented by a path in (t; x)-space, as shown in Fig. 1.10. Each branching
corresponds to a step downwards, from a higher to a lower value of the momentum
fraction x, at a scale t equal to the virtual mass-squared before the branching. Consider
now the change in momentum distribution D(x; t) when t is decreased to t  t. This
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is just the number of paths arriving in the element (t; x) minus the number leaving
that element, divided by x, as illustrated in Fig. 1.10. To nd the number arriving, we
must integrate the branching probability 
s
^
P (z) dz dt=t (see previous section) times










































; t) ; (1.43)
where
^






(z). The lower limit of the z integration can be set either to 0 or x, because
the integrand vanishes for z < x, as it must hold D(x
0
; t) = 0 for x
0
> 1. The term 1=z

















































P (z) : (1.44)
The net change of the population in the element is thus


























The following observation is of interest here. The singularity at z = 1 in
^
P (z) is damped






; t)   D(x; t)] in the last equation, thus the whole expression
is well dened, which however would not be true for D
out
(x; t) or D
in
(x; t) alone.
We encounter here a cancellation of singular terms similar to the one described in











dx [f(x)  f(1)] g(x) : (1.46)
Here g(x)
+
is a distribution, which is well dened only in the integral sense, to be







hence these P (z) are not regular functions, but distributions, in terms of which the
















; t) : (1.48)
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(z) = 0 : (1.50)
The evolution equation can be easily generalized to the case with several dierent
types of partons in the branching process. We not only have to dene a momentum
distribution for quarks, but also for generated and themselves evolving gluons, which
contribute to the populations in some interval (t; x). One nds a coupled set of
























; t) : (1.51)
The sum over j involves quarks and gluons, as, e.g. , a gluon can contribute to the
distribution for quarks via splitting into a qq pair. A corresponding evolution equation
for the gluon momentum distribution is slightly more complicated, since in that case
more branching types contribute to changes in the populations. As we will not need
it for the remaining discussions, its explicit form is not given here. A derivation can
be found in [Web94], together with a listing of the other regularized DGLAP splitting
kernels.






















where again the unregularized splitting function is used. Therefore the corresponding
singularity at z = 1 has to be avoided by explicit restrictions of the z integration range.












































; t) : (1.54)
Thus we have found an evolution equation for D=, which can be solved :
































) = D(x; t
0
) is the \initial" condition for the dierential equation, it
follows from (t
0
) = 1. The rst term on the right hand side gives the contribution
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from paths without branching (such as path (a1) in Fig. 1.10) between t and t
0
. Thus
the Sudakov form factor is nothing else than the probability that no branching occurs
between t and t
0
. The second term is the contribution from all paths which have their
last branching at t
0
. The factor (t)=(t
0




As already stated, if the Sudakov form factor is to be well-dened, a cut-o in
the z integration range has to be introduced, which generally should be of the form
z < 1   (t). The function (t) is a resolution criterion that discriminates between
resolvable and unresolvable gluon radiation, such as some cut-o as introduced in
Section 1.4.1. In this sense the Sudakov form factor gives the probability that no
resolvable gluon radiation occurs between t and t
0
. Hence it represents an eective
resummation of unresolvable radiations in all orders of 
s
. Applying again the unitarity
argument, it also resums all virtual corrections to the non-branching probability, since




















where the second term is the probability for resolvable gluon radiation.
A natural cut-o for the branching would be that the virtual mass-squared t > t
0
,
which can be translated into
z(1  z) > t
0
=t : (1.57)


































A further renement consists in the usage of the running coupling with a properly
chosen scale. As a rst guess, the scale for the running could be set to the virtuality
of the branching parton. However, a more careful treatment [ABC
+
80] suggests that
we should use z(1  z)t
0
as argument for the running coupling, which is essentially the
transverse momentum squared. By doing this, terms of the form ln(1   z)=(1   z)
are resummed, which are found in next-to-leading order calculations [CFP80] of the
splitting functions (cf. [Web94] or [Dis93]).
Finally the Sudakov form factor for a single branching type (the generalization to
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1.4.3 Coherent Branching
Up to now we have treated subsequent gluon emissions as occuring independently,
hence neglecting any interference eects. A better description has been proposed in
[Mue81][EF81], and a detailed derivation of the interference eects can be found in
[Web86]. There it is shown that successive soft gluon emission interferes destructively




> : : : > 
n
.
A qualitative description of the eect can be found in [Dis93].
To account for this coherence eect in our evolution equation and the Sudakov form



















> : : : is imposed. An even more
























































































































The angular ordering translates into an approximate ordering of transverse momenta.
By choosing this new variable, we obtain a better description of the parton evolution.
The main eect of the dierent choice of evolution variable is a reduction in gluon
radiation because of a stronger restriction of the phase space (allowed integration range
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1.4.4 The Generating Function Method
The coherent branching formalism is a method to resum leading logarithms by solving
DGLAP evolution equations for properly dened quantities such as parton distribu-
tion functions. It becomes a very powerful calculation tool if used together with the
method of generating functions. The generalization of evolution equations to the case
of generating functions is outlined in the following.
Let P
p
(n) represent the probability of nding n objects of a particular type in the
nal state of a given process p. Such objects could be charged hadrons or jets dened
by a given jet algorithm with a certain resolution parameter y
cut

















This function can be viewed as a particular vector in the space of polynomial functions,
as there a basis is given by fu
n
; n = 0; : : : ;1g. The components of the vector are just
the probabilities P
p
(n). Knowing the vector, these probabilities can easily be recovered



































(n) =< n > : (1.71)









! hadrons is a qq pair. The probability to observe a particular number n of
objects in this nal state should be a folding of the probability distributions to observe
i and j objects in the individual quark and antiquark nal states, with n = i + j.
Since the folding of two probability distributions corresponds to the product of the two
















(u)) represents the generating function for the fragmentation of a quark
(antiquark) into objects of a required type. As we are aiming at a calculation of jet
rates, without any specication of the \jet content", we are allowed to make the as-












This Ansatz implies independent evolution of the quark and antiquark nal states.
Within the particular phase-space region where the leading logarithm approximation is
valid, together with the constraint of angular ordering, independent evolution seems to
be a reasonable assumption. However, one has to take care not to introduce correlations
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between the two evolutions, which could happen by an improper choice of variable or
additional phase-space constraints. In the next section, where we calculate the two-jet
rate, we will shortly mention a case where such correlations appear.
Up to now we just have introduced a compact notation for a set of probabilities. The
usefulness of this method lies in the fact that the probabilities P
p
(n) or equivalently the
generating functions should depend on some energy scale. For example, by changing
the energy scale which can be viewed as changing the resolving power, we expect to
observe a change in the probability to nd a xed number of partons, just like a change
in resolving power results in a change of distributions of the proton constituents when
analysing the proton structure. The following considerations rely on the assumption
that a similar evolution equation as for parton distribution functions can be written
down for the generating function. The later derived result for the two-jet rate and
its comparison with a complete nite-order calculation in Chapter 2 will show the
validity of this assumption. Hence with a single evolution equation we obtain the
scale dependence of the whole set of probabilities, and we just have to apply the
corresponding projector afterwards. The relevant scale we are interested in is the














Now we have to calculate the generating function for the fragmentation of a quark at a
given scale t, 
q
(u; t). Argumenting along exactly the same lines as for the momentum
distribution of a branching quark (Section 1.4.2), we expect a change in the generating
function when the quark a splits into a gluon b and a quark c with lower virtuality.






, just like Eq. (1.72). Hence to nd
the evolution equation for the generating function, we replace D(x; t) in Eq. (1.55)



































































In this last equation we have incorporated coherence, and we have renamed
~






(t). This equation is valid in the leading logarithmic approximation, that
means, it takes account of all the double-logarithmic singularities generated by collinear
soft gluon emission to all orders. Notice that also next-to-leading terms with reduced
powers of logarithms are generated. These are due to emission that is collinear but not
soft. Within this approximation, we have to keep track only of terms giving leading
and next-to-leading logarithms after solution of the last equation with both integrations
over t
0








); m = n + 1; n .
We immediately realize that we can replace arguments behaving as z
2
by 1 in
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By inserting this expansion in Eq. (1.75), we nd terms / ln z
2
. After the integration




; a < 0, which give subleading terms after the t
0
integration. Subleading means that the logarithm has two or more powers less than 
s
.
The reason for this is that the integrand is singular only at z ! 1, but not at z ! 0.
We therefore have to keep only the rst term of the expansion of the running coupling,

















), which in our approximation will come out




















). Now we can rewrite Eq. (1.75) as

q


































































Dividing both sides of this equation by 
q
(t) and then dierentiating with respect to














which can easily be solved to give

q






























, as the dierence is not of leading order.
What remains is the calculation of the integral in the exponential function. First







only removing subleading terms via this manipulation. Remember that the critical
integration range is the region z ! 1, where the splitting function has its singularity.
Then we perform a change of variables
z ! z
0





















The change of integration regions under this transformation is illustrated in Fig. 1.11.
The dashed and dotted lines on the left gure indicate levels of constant q
2
, and it is
easy to read o that the integration limits for q
2
correspond to those for t
0
, whereas
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integration over the rst term gives ln(t=q
2
), and the integration over the






=(2t). As the last two terms will
only lead to subleading contributions after the q
2
integration, we omit them. Notice



















is valid within the next-to-leading logarithmic approximation. We have nally found
the expression for the generating function for quark fragmentation, namely

q
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We also see that Eq. (1.85) satises the unitarity constraint 
q
(1; t) = 
g
(1; t) = 1,
which follows from the denition (1.69). A similar expression can be derived for the
gluon generating function, which is of the form

g






(t) exp[h(t)] : (1.87)
The derivation and exact expressions for 
g
(t) and h(t) can be found in [Web94].
1.4.5 The Two-Jet Rate in the Leading Logarithm Approxi-
mation
Now we have prepared all the necessary input for the calculation of the two-jet rate
in the leading and partly next-to-leading logarithm approximation. In the following
chapter an Ansatz to account for all next-to-leading logarithms will we described.
If the jet denition is based on the Durham or k
t








































a cut-o parameter. A factor two has been omitted, as this would
only change a lower integration limit and therefore give rise to subleading terms. From

















which corresponds precisely to the z integration range for the coherent branching for-
malism. The fact that the Durham resolution criterion corresponds to a transverse
momentum scale and thus to the evolution variable of the coherent branching formal-
ism implies that the phase-space constraint induced by the Durham cut-o does not
introduce correlations between the evolutions of the two individual quarks. If instead















which is approximately the scaled invariant mass of the system formed by particles i
and j, then correlations are generated. In this case two soft particles from dierent
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hemispheres (spatial evolution regions of quark and antiquark) can be combined to
form a system with smaller invariant mass than any combination within each hemi-
sphere, resulting in large logarithms which cannot be accounted for by the coherent
branching formalism. It can also be viewed as spoiling the factorization behaviour of
the individual phase spaces relevant for the independent parton evolutions.
Returning to the Durham case, the infrared cut-o condition means that exactly
one jet can be resolved in a quark or a gluon jet at scale t = t
0





) = u ; (1.93)
since then P
q;g
(1) = 1 and P
q;g
(n) = 0 for n > 1. Knowing this, we can write down







































The two-jet rate R
2
corresponds to the probability of nding two jets in the fragmen-




pair, thus we have to apply the projector onto
























Keeping in mind that 
q
(0; t) = 
g
















































Similar expressions have been derived for more than two jets in [CDO
+
91] and recently
in [Led96]. If one performs the integration in Eq. (1.96) and omits all subleading terms,



























+ : : : ; (1.97)




being some coecients. Hence we have resummed leading
and also next-to-leading large logarithms   ln y
3
, which were encountered in Section
1.4.1 at leading order in 
s
.
In the next chapter we will further discuss the resummation of large logarithms,
and show that the prediction for the two-jet rate as given in Eq. (1.96) can be improved
by accounting for additional next-to-leading terms.
Chapter 2
An Improved Theoretical











annihilation is one of the most precise
methods to determine the strong coupling constant 
s
. Here the very accurate data
obtained at LEP have led to a situation where the error of 
s
is dominated by the
theoretical uncertainties related to uncalculated higher order terms in the perturbative
expansion or to non-perturbative hadronization eects [Sch95]. For 
s
measurements
based on the two-jet rate R
2
, the theoretical error comes mainly from the perturbative




At present, full perturbative calculations for any infrared and collinear safe event-
shape variable exist only up to O(
s
2
) [KNMW89]. For some variables also leading and





91]. See [CTTW93] and Chapter 1 for a detailed description of these
resummation techniques, which use the coherent branching algorithm to next{to{
leading logarithmic accuracy.
If calculated with the Durham (or k
t
) algorithm [Dok90] based on the resolution
parameter in Eq. (1.88), the perturbative prediction for R
2
is known to exponentiate,





the resolution parameter where the event undergoes the transition from a three-jet to
a two-jet event. Theoretical calculations (see [CDO
+
91] and Chapter 1) are available,
which resum all leading and part of the next{to{leading logarithms. In this chapter
we describe how an improvement in the resummed prediction of R
2
can be obtained
by including further next-to-leading logarithms. The work was motivated by the expo-
nentiation behaviour of similar terms for other variables [CTTW91][CTW91][CTW92],
and has already been published in [DS95].
28
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2.2 The Theoretical Framework
In this section rst a brief introduction to the resummation of large logarithms is given,
then the result of such a resummation for the particular case of the two-jet rate R
2
is
presented, and in the end a new Ansatz for an improved resummation for this variable
is described.
In order to simplify the expressions describing the theoretical prediction for R
2
,




and to redene the
strong coupling constant by absorbing into it a factor of C
F
=2. These denitions

























In the following the number of active quark avours is n
f
=5. The QCD values for the







According to general theorems [BN37][Kin62][LN64] the perturbative prediction for
the cumulative cross section of any event-shape variable y that vanishes in the limit of
perfect two-jet topologies can be expressed in the form,
R(L) =














































(L) are regular functions which vanish in the limit L !1. The terms in the
double sum are classied as leading logarithms (LL) for m > n, next{to{leading loga-
rithms (NLL) form = n and subleading form < n. Exponentiation of the perturbative
prediction means G
nm





with m  2n, which appear in the expression for R(L) and are also called double log-
arithms, can be combined into an exponential function of less singular terms, in fact
























L) +    : (2.3)



















and the remainder the subleading corrections. Once exponen-
tiation has been established, the resummation of LL and NLL terms to all orders is






In Ref. [Cat91] an example for exponentiation in Quantum Electrodynamics (QED)
has been given. As photons are not charged, multiple soft photon emission is an
independent process. Thus the probability dw(1; : : : ; n) for the emission of n soft
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are the photon's energy and polar
angle, respectively. Hence it can be written







The corresponding contribution to the cross section is found by integration over the
relevant phase space (1; : : : ; n; y), where y represents some resolution criterion for
soft photons. If also this phase-space constraint factorizes in the soft photon limit,
which for QED is the case as photons carry no charge, then































The factor dw(1) is obtained from simple nite-order Feynman diagrams, and carrying
out the integration in the last expression gives the functions g
1;2
for the QED case.
For QCD the situation is more complicated, as gluons carry colour charge, hence
the factorization of amplitudes and phase-space constraints is not as obvious. For each
cumulative cross section it has to be checked that the factorization holds. In [CDO
+
91]
and references therein it has been shown that for jet rates based on the Durham jet
algorithm this is actually the case. Note, however, that the phase space does not
factorize if instead the Jade algorithm is applied (see e.g. [Cat91]), hence there is no
exponentiation behaviour in that case.










) is the two-jet rate as function
of the Durham cut-o y
3
, is given in [CDO
+































The term under the integral can be regarded as the QCD equivalent of the QED func-











), using the solution of the renormalization group
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with L =   ln y
3






L. The prime in ~g
0
1
(x) stands for derivative with








































One of the main ingredients of the coherent branching algorithm, which is employed




(z) (cf. Chapter 1),
which describes the parton branching q ! qg as function of the energy or longitudinal
momentum fraction z. In [CFP80] this function has been derived to next-to-leading
order in 
s













































For the derivation of Eq. (2.8) in [CDO
+
91] and Chapter 1 only the term of rst order
in 
s







under the integral in Eq. (2.8), and the term proportional to K has been neglected.
Motivated by the fact that for other event-shape variables also the next{to{leading
part (term / K) of the DGLAP splitting function exponentiates, we assume that the
same holds for the two-jet rate. In simple words, we assume that factorization and
thus exponentiation is not spoiled by addition of the term proportional to K, i.e., by
the use of an improved \QCD function" dw(1). It is rather trivial to include this
additional term in the calculation of the Sudakov form factor outlined in Section 1.4.4.
With the convenient change of variables suggested in Eq. (1.81) for the calculation of
the integral in the exponent of the Sudakov form factor, one just has to perform an
additional z
0
integration of the same type as for the leading order splitting function,
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, which means that the LL terms are left unchanged. Only NLL terms




+ terms proportional to K. Expanding the above functions in
powers of 
s








, expressing the fact
that we have included missing NLL terms coming from higher order corrections to the






is entirely determined by the LL function g
1
(x), i.e., it is independent of K. It is
worth noting [CMW91] that the additional NLL terms proportional to K could also be
generated in the original formula [CDO
+










The aim of this section is to show that the Ansatz (2.16), if expanded in powers of

s
up to second order, is consistent with a full second order calculation of the two-jet
rate. First an analytical expression for the dierential two-jet rate is derived, which
contains leading and next-to-leading logarithmic terms with coecients deduced from
expression (2.16), as well as unknown subleading terms. In the next subsection the
dierential two-jet rate is calculated numerically via Monte Carlo integration of the
fully dierential matrix elements. The so found numerical functions are compared to
the analytical expansion, and it is shown that this expansion fully accounts for the
logarithmic behaviour of the cross section, hence that the Ansatz (2.16) indeed repre-
sents a complete resummation of large logarithms. Based on this observation, unknown
subleading terms can be parametrized and the coecients of this parameterization are
extracted from the numerically found cross section.




In the following the renormalization scale will be set to 
2
= s. The leading coecients
G
nm























































=2   K. The coecient C
1
has been obtained in [BS92] by computing
the three-jet fraction R
3
(L) in lowest order
1
. There one nds
C
1














are not known. The function D
1
(L) can be
extracted from the integral of the analytical rst order result given in the Appendix A.
For the comparison with the Monte Carlo integration of the second order matrix
element, which will be described in the next subsection, it is more convenient to use





















! qq given in Eq. (1.19), which is related
















By inserting the values for the coecients G
nm
and separating the individual colour






























































































. The functions S

(L),  = F;A; T , are dened by derivatives

























Note that formula (8) in reference [BS92] can not be correct because the three-jet fraction does
not vanish at the phase space boundary y
3
= 1=3. However, it has been checked numerically that the
asymptotic behaviour L!1 and thus the constant C
1
is reproduced correctly.
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2.3.2 The Numerical Calculation of the Cross Section
Figure 2.1: Absolute dierences between the coecients b

(L) obtained from a Monte
Carlo integration for the various recombination schemes.






















We have used a modied version of the Monte Carlo program EVENT [Nas95] to
integrate the fully dierential second order QCD ERT matrix elements [ERT81] in
order to calculate the a and b coecients. The program has been changed with respect
to the user interface, the random number generator and to allow one to obtain the




The full source code package can be obtained from the authors gunther.dissertori@cern.ch or
michael.schmelling@mpi-hd.mpg.de




Figure 2.2: a) First order coecient a(L) obtained by Monte Carlo compared to the
analytical result. The inset shows the relative contribution of the non-logarithmic terms
to the full rst order prediction. b{d) Second order coecients b

(L). Plotted are the
Monte Carlo result, the predictions obtained from all known LL and NLL terms, the
(LL,NLL) predictions improved by the addition of the tted subleading coecients
G
21;
and the incomplete (LL,NLL) predictions (K = 0).
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In total we have generated 33:6214  10
9
events and stored the functions a; b in
bins of width L = 0:2. The results for the E{scheme are tabulated in Table 2.2 for
the L range over which the calculations are stable. The integration was done also for
the E0, P and P0{schemes [BKSS92]. Tabulated coecients for these schemes can
be obtained from the author. The rst order prediction a(L) is scheme independent.
Figure 2.1 shows how the second order coecients for the dierent schemes approach
each other at large L. With the exception of b
F
for the P0{scheme all curves come
together at large L, indicating that up to O(
2
s




are independent of the recombination scheme. The following is based only
on the results obtained for the E{scheme.




Thus a comparison of the numerical calculation with the expansion Eq. (2.24) at high
L allows to test the Ansatz Eq. (2.16). In this region the two calculations should only
dier by a constant plus a contribution which vanishes asymptotically.
The function a was compared with the full analytical calculation given in the Ap-
pendix A. The calculations agree with each other over the whole L range (Fig. 2.2a),
giving condence in the precision of the numerical integration. The functions b

follow
the expected behaviour at large L as can be seen from Figs. 2.2b, 2.2c and 2.2d. At





(L) also the eect of setting K = 0 is shown, demonstrating the
need of the additional term in the Ansatz Eq. (2.16) and the sensitivity to this NLL
contribution.
2.3.3 Study of the Leading-Order Non-Logarithmic Terms
In the limit of large L the result given in the Appendix A for the dierential two-jet




















2 + ln(3  2
p
2) and B = 18 ln 2  1  4L : (2.27)
The LL and NLL terms are the same as those in Eq. (2.24), and one nds the non-
logarithmic terms S
1



















+   

: (2.28)
The inset in Fig. 2.2 shows the relative contribution of S
1
(L) with respect to the full
rst order prediction as function of L. It can be seen that this contribution falls below









Having subtracted all the known terms as given in Eq. (2.24) from the numerically
obtained coecients b

, the resulting dierences b

are plotted in Fig. 2.3. Assuming




Figure 2.3: Dierences between the Monte Carlo integration and all known LL and
NLL terms for the second order coecients b








over the range used in the t.
the asymptotic behaviour of all subleading functions S

(L) to be the same as for S
1
(L),












separately to each b

in the asymptotic region. This allows to extract the subleading
coecients G
21;
for each colour factor. The results are listed in Table 2.1.
The determination of the coecients G
21;
was done as follows: Fixing the upper





one, we rst t only the parameter a
0
. The other two are set to zero. The result for
G
21;
obtained with the largest t range is retained. Then the procedure is repeated
with a
1
as additional free parameter and nally with all three varying freely. As central
value the result G
21;







set to zero. The statistical error reects the nite Monte Carlo statistics, the
systematic error is the larger of the dierences to the other variants. Combining the
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 G
21;
 stat  syst Fit Range in L
F  16:081  0:277  1:304 5:6! 10:0
A  4:551  0:081  0:296 5:6! 10:0
T 0:900  0:018  0:087 7:4! 12:0
Table 2.1: Fitted values for the subleading coecients G
21;
.
coecients for the individual colour factors yields for QCD
G
21
=  24:633 1:509 :
Using the tted value of G
21
, the procedure described above is applied to the
dierence between the numerically obtained two-jet rate R
2
(L) and the second order
expansion of Eq. (2.2). Taking the correlations between the bins of the R
2
{distribution











The third term parametrizes the change in C
2










to the LL plus NLL
prediction of the two-jet rate. The above results are consistent with another recent
calculation [KS96], however, the errors given there are rather large and the possible
eect of non-logarithmic contributions was neglected.










) (Q being a particular centre-of-mass energy). To answer it,
we rst have to present a method proposed in Ref. [Dec92a], which combines the full
second order with the resummed prediction for an event shape, obtaining so the most
complete theoretical description.
2.4.1 Matching Schemes
From the integration of the ERT matrix elements we obtain the coecients a(L) and
b

(L), hence the complete second order prediction. From the resummation we nd lead-
ing and next-to-leading logarithms to all orders, but no subleading terms. Therefore
the best prediction can be constructed by \adding" to the full second order expression
the logarithms appearing from third order on. However, there is an ambiguity in doing
this. In Ref. [Dec92a] three methods have been proposed for the combination, which
dier in the subleading terms from O(
s
3
) on (the renormalization scale is set to 
2
= s
in the following, the generalization to 
2
6= s is straightforward) :





Figure 2.4: The second order coecient of the cumulative two-jet rate. Plotted are
the Monte Carlo result and variations of the (LL,NLL) calculation, taking into account
also the known subleading coecient C
1
. The inset shows the dierence between the
Monte Carlo integration and all known LL, NLL and subleading terms, as well as a t
of its asymptotic tail.
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2.4.1.1 R Matching


























(x) as dened in Section 2.2. The resummed prediction can
be expanded as a series in 
s





























































and again it can be expanded as a series in 
s





































This scheme is constructed similarly to the R matching scheme, the only dierence be-







In the logR scheme these terms are exponentiated automatically, as they are contained
in the full rst and second order coecients a(L) and b(L). In the intermediate match-
ing scheme they are taken into account according to Eq. (2.2).





Figure 2.5: Compilation of 
s
measurements over a wide range of energy scales com-
pared to the running of the strong coupling constant as predicted by perturbative QCD
(cf. [Dis96c]).
2.4.2 A Monte Carlo Study






) was studied by applying the same procedure as used in [Dec92a] to the
y
3
distribution (dierential two-jet rate) generated with the JETSET [Sjo82] Monte
Carlo model. It turns out that a measurement based on the improved theory lowers the





) by 60% of the theoretical uncertainty. The relative theoretical






Knowing the subleading term G
21
and the constant C
2
, it is now also possible to
apply the intermediate matching scheme as described in [Dec92a] (cf. Section 2.4.1)
to the case of the y
3
distribution. The results are very similar to the results obtained
for the logR scheme. The same observation was made in [Dec92a] for the event-shape
variables Thrust and Heavy Jet Mass.







) measurement with the ALEPH detector, based on the improved pre-
diction for the two-jet rate, will be presented in the following chapter. In addition,




); Q = 133GeV; at the rst
high energy run of LEP in November 1995. Measurements of the dierential two-jet
rate were performed by the ALEPH [Bus96] and OPAL [Ale96] collaborations. In
[Dis96c] we have summarized these measurements, together with other studies of QCD
at E
cm
= 133GeV by all four LEP experiments. Figure 2.5 is taken from Ref. [Dis96c]
and shows that the 
s
measurements at 133GeV t very well into the overall picture
of the running of the strong coupling. Taking measurements at a large set of energy





) = 0:118 0:005, which is in agreement with





) = 0:118  0:003.
The larger error in the former average stems from neglecting very precise measurements
at low scales (cf. [Dis96c]).
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8:6   8:8 14:44353  0:00232  750:9577 1:8829 270:1815  0:4105  103:89006 0:02399
8:8   9:0 14:83704  0:00257  815:3002 2:3285 283:1744  0:4893  108:57330 0:02705
9:0   9:2 15:23688  0:00283  877:7905 3:2236 296:2676  0:6484  113:44241 0:03055
9:2   9:4 15:63060  0:00313  954:9899 3:8191 308:4226  0:7593  118:36857 0:03441
9:4   9:6 16:03193  0:00346  1030:7033 4:4742 322:0296  0:8728  123:46222 0:03884
9:6   9:8 16:42336  0:00383  1108:4613 4:8676 336:9731  0:9487  128:52130 0:04392
9:8   10:0 16:82386  0:00423  1188:7666 8:4394 350:7993  1:3343  133:89305 0:04955
10:0   10:2 17:22008  0:00467  139:24776 0:05602
10:2   10:4 17:61896  0:00517  144:67924 0:06332
10:4   10:6 18:01720  0:00571  150:24974 0:07139
10:6   10:8 18:41918  0:00631  156:05150 0:08068
10:8   11:0 18:81383  0:00695  161:75693 0:09050
11:0   11:2 19:22148  0:00771  167:73174 0:10267
11:2   11:4 19:60535  0:00848  173:55084 0:11589
11:4   11:6 20:00483  0:00939  179:76825 0:13097
11:6   11:8 20:40568  0:01040  185:96573 0:14723
11:8   12:0 20:82530  0:01146  192:55302 0:16694








A Simultaneous Measurement of
the Strong Coupling Constant and
the QCD Colour Factors
3.1 Introduction
Quantum Chromodynamics (QCD), the theory of strong interactions, has been found
to describe successfully many aspects of the dynamics of quarks and gluons, despite
the lack of knowledge about the non-perturbative phase where quarks and gluons form
colour-neutral and thus observable hadrons. The success is based on the fact that
the eective running coupling of QCD decreases with increasing energy, a property
which improves the reliability of perturbative calculations, and that the impact of
non-perturbative eects becomes less important at the same time, especially when
looking at appropriately dened quantities such as jets. For this purpose LEP I is a





nal states per experiment. The purely leptonic initial state facilitates the theoretical






) brings the directions and energies
of hadronic jets into close correspondence with those of the underlying partons. For a
detailed introduction to QCD we refer to Chapter 1 of this thesis.
A very stringent test of QCD would be a simultaneous measurement of the strong
coupling constant 
s
and the colour factors, as the former is the only free parameter
of the theory, and the latter show whether the dynamics is indeed described by an
unbroken SU(3) symmetry. Although it is known that quarks come in three \colours",
the relation between these internal degrees of freedom and the dynamics of strong in-
teractions is not xed a priori. Assuming that all three colours are charges of strong
interactions suggests a simple Lie group like SU(3), SO(3) or an abelian U(1)
3
. Only
the additional input that three quarks or a quark-antiquark pair can exist in a colour
neutral state singles out SU(3). Accepting that quarks transform as SU(3) triplets, it
is still conceivable that not all internal degrees of freedom contribute to the dynam-
ics of QCD. In this case subgroups of SU(3) such as SU(2), SO(2) or U(1) become
possible candidates for the gauge symmetry. However, one would have to introduce
additional mechanisms which force three quarks or qq pairs into colour neutral states.
44
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Going one step further, one can also imagine strong interactions to be described by
a spontaneously broken SU(3) symmetry. The resulting massive gauge bosons would
lead to a dynamical structure which would deviate from the SU(3) expectation. Fi-
nally, deviations can also be caused by the existence of new physics which couples to
the strong interactions sector. An example for the latter is the case of a light gluino,
the supersymmetric partner of the gluon, which at O(
s
2
) contributes three additional





Experimentally, to achieve such a test, one has to measure cross sections for which
perturbative predictions exist at least up to O(
s
2
), since only starting with this order
does a functional dependence on the colour factors appear. In this analysis two types
of variables have been measured. For the rst type the predictions start at O(
s
),





) and the colour factors via the running of 
s
. For the
second type the predictions start only at O(
s
2
), but additional sensitivity to the
colour factors is obtained. Under the assumption of SU(3) being the underlying gauge
group, a measurement of the colour factors can be converted into a measurement of
the number of active avours. This number could be altered from the expectation of
ve by new physics, such as the existence of a very light gluino as mentioned above.
The chapter is structured as follows. First a detailed description of the experimen-
tal setup is given. Then the theoretical framework and the strategy of the analysis are
described. Next the individual steps such as data analysis, correction and t proce-
dure are outlined, and the results of the ts are summarized. The subsequent section
contains a detailed breakdown of the systematic checks which have been performed,
followed by a discussion of the nal results. Notice that a summary of the analysis
described in this chapter is available as an internal ALEPH note [Dis96b] and as an
ALEPH publication [Bar97].
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3.2 Experimental Setup
3.2.1 LEP
LEP, the Large Electron Positron storage ring at CERN, Geneva, has been build in
order to make precision studies of the Standard Model of electro-weak and strong in-
teractions, and, if possible, to discover new physics phenomena. During the rst phase,
LEP I (1989-1995), it was operated at the peak position of the Z resonance, and dur-
ing the second phase, LEP II (1995-1999), the energy is increased to the threshold for
W-pair production and even further in search for new physics. LEP I has been de-





annihilation. Owing to their opposite charges, electrons and positrons
can circulate in opposite directions in the same arrangement for focusing and bending.
Therefore LEP consists of a single ring, having the shape of an octagon with rounded
corners (eight straight sections of about 500 m each and eight arcs alternating around
the circumference of 27 km). The 3368 dipole magnets in the arcs bend the electron and
positron beams. The 808 quadrupole magnets, some of which are superconducting, are
installed both in the straight sections and in the arcs and serve as focusing devices. The
beams are accelerated in 128 RF (radio frequency) cavities (most of the copper cavities
are replaced by superconducting cavities for LEP II) supplying 4 MeV of accelerating
power each turn. For the production of the Z particle the beam energy must be 45:6
GeV. A beam is concentrated in four bunches (or four trains of smaller bunches),
which are several centimetres long and a few millimetres in diameter. At the collision
points the transverse beam size is reduced to approximately 200m  20m. For coun-
terpropagating beams this setup gives eight collision points, which are arranged in the
centers of the straight sections. Four of these collision points are surrounded by large
multi-purpose detectors, namely the experiments ALEPH, DELPHI, L3 and OPAL.
3.2.2 ALEPH
The analysis described in this chapter is based on data recorded with the ALEPH
(A detector for LEp PHysics) detector over the years 1992-1995. It can be character-
ized as a multi-purpose detector equipped with a very large tracking chamber, a high
magnetic eld provided by a superconducting coil, and gas calorimeters for the energy
measurement. A layout of the detector is given in Fig. 3.1. A detailed description of
the ALEPH detector can be found in [Dec90] and of its performance in [Bus95a]. Here
we discuss only its components which are relevant for the analysis.
3.2.2.1 Tracking Devices
The tracking of charged particles involves three detector parts : a vertex detector
(VDET), a drift chamber (ITC), and a time projection chamber (TPC). All these
tracking devices lie inside a superconducting coil, where a total current of 5000 Ampere
generates a magnetic eld of 1:5 Tesla parallel to the beam axis, which corresponds to
the z-axis of the ALEPH coordinate system. Thus the momentum transverse to the
beam axis (r-plane) of a charged particle can be calculated from the curvature of its
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Figure 3.1: TheALEPH detector : 1. silicon vertex detector (VDET), 2. drift chamber
(ITC), 3. time projection chamber (TPC), 4. electromagnetic calorimeter (ECAL),
5. superconducting magnet coil, 6. hadron calorimeter (HCAL), 7. muon chambers, 8.
luminosity monitors.
trajectory. In addition, for the total momentum the track's angle to the beam axis is
needed. Without particle identication the energy of each track is calculated as if it






Close to the interaction point, tracking is performed by a silicon Vertex DETector
1
(Fig. 3.1). This device consists of two coaxial cylinders, about 20 cm long, with average
radii of 6:5 and 11:3 cm. The cylinders consist of 96 silicon wafers, each covering
an area of 5:12  5:12 cm
2
. Each wafer has 100m strip readout both parallel and
perpendicular to the beam direction, giving information on the azimuthal angle  and
the z-coordinate, respectively.
The trajectory of a track is determined starting with the outer tracking. VDET hits
are used to improve the precision of the track parameters. They are reconstructed by
averaging the charge-weighted positions of adjacent strips that have at least three times
the mean noise charge. This way resolutions of 

= 12m in the  and 
z
= 10m
in the z-direction are achieved.
1
Note that the detector described here has been replaced in autumn 1995 by a new vertex detector
for the LEP II running.
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Figure 3.2: Schematical view of the ITC drift cell.
 ITC
The Inner Tracking Chamber (Fig. 3.1 and Fig. 3.2) is a cylindrical drift chamber of 2
m length, providing up to eight accurate r points for tracking in the region between 16
and 26 cm. The drift cells are hexagonal, with a central sense wire surrounded by six
eld wires. The former is operated at a positive potential in the range of 1.8 - 2.5 kV,
the latter are held at earth potential. Charged particles traversing the chamber ionize
the gas, which is a mixture of 80% Ar and 20% CO
2
. The produced electrons drift
to the sense wires (mean drift velocity of 50m/ns), where they induce a signal via
ionization avalanches. The -coordinate is calculated from the relation between drift
time and drift distance to the wire, whereas the z-coordinate of a wire hit is found
by using the dierence of arrival times of the pulses at the two ends of the wire. The
resolutions obtained are 






The central tracking device of ALEPH is a very large Time Projection Chamber
(Fig. 3.1 and Fig. 3.3), providing three-dimensional tracking of charged particles over
approximately 94% of the solid angle. It consists of a cylindrical volume lled with a
gas mixture of 91% Ar and 9% CH
4
, and it operates with a gas pressure slightly above
the atmospheric pressure. A uniform electric eld parallel to the axis and pointing
from the end plates to the mid-plane is provided by a series of equipotential rings (eld
cages) at the inner and outer radii, and a central membrane held at a large negative
potential (-26 kV). At each end plate there are 18 multi-wire proportional chambers
at ground potential.
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Figure 3.3: The Time Projection Chamber.
As a charged particle traverses the gas volume, it creates pairs of electrons and
positive ions along its path. The electrons drift towards one end plate (drift velocity
 5 cm=sec), where they are collected. The arrival position and time are measured by
the proportional chambers. From the drift time and drift velocity the z-coordinate can
be deduced with a precision of 1 mm. The -coordinate is calculated by interpolating
the signals induced on cathode pads located behind the sense wires, the r-coordinate
instead is given by the radial position of the pads involved in the measurement. There
are 21 rows of cathode pads arranged in concentric circles around the axis. Thus, the
TPC measures 21 three-dimensional space points for each track traversing the inner
and outer eld cages. The sense wires are further employed for particle identication
via the measurement of the specic energy loss by ionization, which is proportional to
the charge collected by these wires.
Using information from TPC, ITC and VDET, tracks are fully reconstructed and









with the momentum p
?
of the particle in GeV=c. For 45GeV muons transverse to the
beam axis this gives an error in momentum of about 1 GeV=c. Using TPC coordinates
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where  is the so-called \dip-angle", obtained from the track t ( = 0 for tracks
perpendicular to the beam axis).
3.2.2.2 Calorimetry
Neutral particles like photons or neutral hadrons are detected by total absorption in
so-called calorimeters, which provide output signals proportional to the energy of the
incident particle.
Figure 3.4: A typical layer of the electromagnetic calorimeter.
 ECAL
The Electromagnetic Calorimeter (Fig. 3.1 and Fig. 3.4) consists of a \barrel" sur-
rounding the TPC and closed at each end by an \end-cap". It lies inside the super-
conducting magnet coil to minimize the amount of material preceding it and covers 98%
of the solid angle. The barrel and two end-caps each comprise 12 modules constructed
from 45 layers of lead interleaved with proportional wire chambers. Photons, electrons
and positrons interact with the eld of the lead atoms, thereby initiating electromag-




pair production and photon bremsstrahlung. The energy
and position of each shower is read out using small cathode pads with dimensions of
around 30 mm  30 mm. The cathode pads in each layer of the wire chambers are con-
nected internally to form \towers" oriented towards the interaction point. Each tower
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is read out in three sections in depth of four, nine and nine radiation lengths. There





high granularity of the pads provides excellent identication of electrons and photons
within jets. The wire signals have very low noise and are used in an energy trigger
which can work at a threshold as low as 200 MeV. The longitudinal development
of an electromagnetic shower may be observed on the 45 wire layers provided that



















TheHadronCALorimeter (Fig. 3.1) is used together with the electromagnetic calorime-
ter to measure hadronic energy deposits and it is also part of the muon identication
system. It consists of 23 layers of limited streamer tubes, lled with Ar + CO
2
+
isobutane, and 9  9mm
2
in cross section. These streamer tubes are similar in con-
struction to proportional counters, but operated in a slightly higher voltage regime,
where the signal produced is independent of the primary energy. The tubes are put
between layers of iron absorber each 50 mm thick, giving a total of 7.2 interaction
lengths at 90

. The iron structure is the main mechanical support of the ALEPH
detector, and it serves both as the return yoke of the magnet as well as a muon lter.





, and is read out capacitively in 4788 projective towers. Digital
readout from aluminium strips running the whole length of each tube provides a two-
dimensional view of the development of hadronic showers. The pad and strip readout
provides important redundancy in energy measurements. The wire signals are used for








for hadronic showers. The whole of HCAL is rotated by about 2

relative to ECAL
to avoid overlapping of the small gaps (\cracks") between modules.
Outside the iron there are two double layers of streamer tubes, the muon chambers,
used to provide two space coordinates for particles leaving the detector.
3.2.2.3 The Trigger System




beams occurs after every 22sec.
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
had
 30 nb, we expect a hadronic Z decay about every 0.3 sec on average, i.e., at
every 14000
th





! Z interactions, 70% of which end up in hadronic nal states, and
to reduce the background to a manageable level. The main background for the trigger
comes from beam-gas interactions and o-momentum beam particles hitting the edges
of collimators or the vacuum chamber near the detector.
In ALEPH no specic type of physics events needs to be selected, but the trigger
rate must be small enough to be acceptable for gating the TPC
2
and to cause only
minimal dead time in data acquisition. Furthermore, the rate of events that can be
written onto tape ( 5 Hz) should not be exceeded.
The system is organized into three levels. Level one decides 2sec after the beam
crossing whether or not to read out all detector elements. It is based on information
from ITC, TPC, ECAL and HCAL. The level two trigger simply seeks to verify a
level one charged track trigger by replacing the ITC tracking information with the more
accurate TPC tracking information available after 50sec after the beam crossing,
which is still enough to miss only the next two beam crossings. A level three software
trigger is used to reject background as described above. The whole system is rather
exible, so that the various trigger conditions can be adjusted to each running period,
since the properties and rate of background events may change.
Hadronic Z decays are collected using a level one trigger in which deposits in the
electromagnetic calorimeter (total-energy trigger) have an energy greater than 6 GeV
in the barrel or 3 GeV in the end-cap or greater than 1.5 GeV in both end-caps in
coincidence. A second level one trigger possibility is that track segments in the drift
chamber coincide with hits in a module of the hadron calorimeter, so requiring a certain
penetration depth (muon-track trigger). This trigger is sensitive to muons and, with
lower eciency, to hadrons. The combination of these trigger requirements provides
an eciency of greater than 99:9% for selected hadronic decays.
3.2.2.4 Energy Flow Determination
In order to fully reconstruct an event, information from all parts of the detector should
be used. Since some information is redundant, such as the energy and momentum
measurement of charged particles, it has to be decided how to treat this redundancy.
In this section an approach to this problem is described, namely an algorithm [Bus95a]
which reconstructs the total energy of an event and the four-momenta of all the particles
it consists of.
The simplest way to obtain the total energy of an event is to add up the raw energy
found in all calorimetric cells without performing any particle identication. This way





E(GeV). An improvement consists in making use of information from
the tracking devices and in taking advantage of particle identication possibilities. For
this purpose the so-called energy ow algorithm has been developed.
2
A gating grid close to the TPC sense wires prevents positive charged ions produced in the
avalanches to enter the drift volume and distort the drift eld.
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In a rst stage, charged particle tracks and calorimeter clusters are subjected to
the following sequence of \cleaning" operations :
- Charged particle tracks are required to have at least four hits in the TPC and to
originate from a cylinder of length 20 cm and radius 2 cm coaxial with the beam
axis and centred at the collision point.
- Charged particle tracks rejected by this selection are recovered if they belong to
a V
0
, i.e., a neutral particle decaying into two charged particles, compatible with
originating from the collision point within a cylinder of length 30 cm and radius
5 cm coaxial with the beam axis.
- Noisy channels of the ECAL and the HCAL, appearing systematically in every
event, are not used in the determination of the calorimeter clusters. Fake energy
deposits due to occasional noise in the calorimeters are detected and removed if
the corresponding signal is incompatible with the signal measured independently
on the wire planes (for the ECAL) or on the tubes (for the HCAL).
The eciency of this cleaning step is reported to be 98% for randomly triggered events.
After the cleaning the charged particle tracks are extrapolated to the calorimeters, and
groups of topologically connected tracks and clusters, called calorimeter objects, are
formed. Each calorimeter object is then processed according to the following proce-
dure :
1. Charged particle tracks not rejected by the cleaning operation are counted as
charged energy by assuming that they are pions.
2. Charged particle tracks identied as electrons or muons are removed from the
calorimeter objects. If the corresponding energy in the calorimeter is larger than
expected within a certain range, the excess energy is counted as neutral electro-
magnetic and hadronic energy, respectively.
3. Identied photons are counted as neutral electromagnetic energy and are removed
from the calorimeter objects.
4. Now only charged and neutral hadrons are left in the calorimeters. Charged
hadronic energy is already determined in step 1. Since it is rather dicult to
identify neutral hadrons, neutral hadronic energy is dened as a signicant excess
E
residual












is the energy in the ECAL not attributed to photons or electrons,
E
HCAL
is the energy in the HCAL not attributed to muons, and E
TPC
is the
energy of charged particle tracks topologically associated to the cluster and not
positively identied as electrons or muons. The factor r  1:3 is the ratio of the
responses for electrons and pions in the ECAL.
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The output of the energy ow algorithm is a set of energy ow objects (or \particles")
characterized by their energy and momenta. Note that also information from the
luminosity calorimeters is used in the algorithm. However, these so-called LCAL and










i.e., a factor of two better than the one found by simply adding up the raw energy of















 being the polar angle of the jet with respect to the beam axis.
Figure 3.5: Left : Total multiplicity of energy ow objects. Right : Distribution of
the total energy of energy ow objects after the hadronic event selection described in
Section 3.5.1.
In Fig. 3.5 the multiplicity distribution and the distribution of the total energy of
these \particles" is shown for ALEPH data from 1992 to 1995, and compared to a
Monte Carlo prediction with full detector simulation. The excess at low multiplicity
seen in the data stems from non-hadronic Z decays and  interactions not included in
the Monte Carlo. The energy distribution shown is the one obtained after the hadronic
event selection as described in Section 3.5.1.
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3.3 The Theoretical Framework
A description of the basic ingredients of QCD has been given in Section 1.2 of Chapter
1. However, in order for this chapter to be self-contained, we recall the theoretical
input and notions relevant for the measurement, which will be presented afterwards.
QCD is a gauge theory with SU(3) as underlying gauge group. For a general
gauge theory with a simple Lie group of dimension N
C
as gauge group, the couplings
of the fermion elds to the gauge elds and their self-interactions in the non-abelian
case are determined by the coupling constant and the Casimir operators of the gauge
group. Measuring the eigenvalues of these operators, called colour factors, probes the





are the dimensions of the fundamental and adjoint representations of the



























































the colour factors. For SU(N
C
















= 1=2 : (3.2)
For QCD N
C
= 3, hence C
A
= 3 and C
F
= 4=3. The rst two expressions in Eq. (3.1)




, which appear when calculating matrix elements
related to the emission of a gauge boson by a fermion and the splitting of one gauge
boson into two gauge bosons, respectively. The last expression represents a normal-
ization of the generators and governs the rate of gauge boson splitting into fermions.
These relations are illustrated in Fig. 1.2.
In this analysis two types of variables have been considered, which will be called
rst order and second order variables. First order variables are quantities for which
the perturbative prediction starts at O(
s
). Examples are event-shape distributions
such as thrust, jet masses, jet broadenings or the dierential two-jet rate. For a general
event-shape distribution y, which vanishes in the limit of perfect two-jet topologies, the






























is the total hadronic cross section, and the following redenition of the
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Figure 3.6: Feynman graphs contributing to the cross sections for (I) rst order and
(II) second order variables. For the latter there are contributions from (a) double gluon
bremsstrahlung, (b) triple gluon vertex (gluon self-interaction), (c) gluon splitting into



































































The coecient functions A(y) and B(y) are obtained by integrating the fully dif-
ferential Ellis-Ross-Terrano (ERT) matrix elements [ERT81]. Whereas A(y), which
results from the integration over the matrix elements for single gluon bremsstrahlung














(y) gets contributions from double gluon bremsstrahlung, which occurs
at a rate proportional to C
2
F
, the function B
A
(y) accounts mainly for processes with
the triple gluon coupling and B
T
(y) for processes with gluon splitting into quark pairs.
Figure 3.6(I) shows a typical Feynman graph to be taken into account for the calculation
of the cross section of a rst order variable. From the last equations it becomes clear
that information on colour factors enters only in next-to-leading order via the coecient
function B(y). However, additional dependence at O(
s
3
) and higher orders enters
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through the running coupling, mainly via b
0
, if the renormalization scale 
2
is chosen
to be dierent from the hard scale s. For event-shape variables it has been found
[Dec91, Act92] that a rather small scale 
2
 s has to be used in order to achieve a
good description of the data. In this case missing higher orders, which appear to be
important, are mimicked by terms generated by the expansion of the running coupling.
Figure 3.7: 
2











) plane as obtained in measurements based
on rst (  ln y
3
) and second order variables (four-jet angular distributions).
For several event-shape variables it is possible to resum the leading and next-to-
leading logarithms ln y in all orders of 
s
(see [CTTW93] and references therein, as well
as Chapter 1 and Chapter 2), restoring the choice 
2
 s as the natural one. In those









enters in connection with the leading terms, which introduces a high cor-




. For example, in the case of the dierential








































with L =   ln y
3
and K as dened in Eq. (2.15). Summarizing it can be stated that





























) plane. A valley is
found with a slope which is close to the one expected from b
0
.
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. This is the number of
fermions which give contributions to loop corrections and to gluon splitting processes.
At LEP I n
f
= 5 is expected, but if additional fermionic degrees of freedom with
colour charge exist, then a sizeable eect on b
0
should be observed. A possible can-





, which is predicted by particular SUSY models and not yet excluded
unambiguously by experiment [Far95]. Such a gluino would for example contribute
additional fermion loops as depicted in Fig. 3.6(I).




can be obtained from second order variables,
for which the perturbative expansion starts only at O(
s
2
), like thrust-minor, light jet

















with coecient functions D

(y) ( = F;A; T ) again found by integration of the ERT
matrix elements for processes which have been described in the case of the functions
B

(y). Such variables have the advantage that colour factor information enters already
in leading order, but normally they are not used to measure 
s
, as only Born level
calculations are available. This fact is expressed in Eq. (3.9) by the replacement of the
strong coupling by an eective coupling or normalization constant N , which typically




. Also in this case a light gluino would alter the cross
section. Feynman graphs contributing to the cross section for second order variables




lead to error ellipses as
displayed in Fig. 3.7.










obtained from rst and second order variables, leading to precise








it is possible to extract knowledge on n
f
. Thus the measurement represents an indirect
search for a very light gluino, which is rather independent of the decay properties of
such an object, as the main sensitivity stems from loop eects. Finally xing n
f
and
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3.4 Strategy of the Analysis










; L =   ln y
3
; (3.10)
as rst order variable and the following four-jet angular distributions [BZ88] as second




































































































These angles have particular sensitivities either to the triple gluon vertex, to double
gluon bremsstrahlung, or to gluon splitting into quarks. For detailed descriptions of
their characteristics we refer to [BZ88] or [Ste92].

















for particles i; j (E
vis
is the total visible energy), and the E0 recombination scheme,
i.e., those particles with the smallest y
ij



































hence massless jets are formed. The clustering procedure is repeated until four jets are









= 0:008 : This cut value represents a compromise between high statistics
and good separation of the four jets. The clustering is continued to end up with three
jets, independently if the y
cut







is calculated, which gives the distribution in   ln y
3
, called dierential
two-jet rate, i.e., y
3
is the resolution parameter where the event undergoes the transition
from a three-jet to a two-jet event.
The choice of these variables is motivated by the following considerations : The
theoretical prediction for   ln y
3
is known up to O(
s
2
). In addition, both leading





DS95] (cf. Chapter 2). This variable is further known to suer less from systematic
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Figure 3.8: Graphical representation of the correlation matrix obtained from the data.
The bin numbering corresponds to the one dened in Eq. (3.13).
uncertainties due to hadronization than other event-shape distributions [Dec92a]. The
four-jet angular distributions have already been used in previous measurements and
proven to be sensitive to the colour factors [Abr93, Ade90, Ake95].
The measured distributions of the variables are binned into 20 bins each and put














where V;W;X; Y stand for the four angular variables and Z for the dierential two-jet
rate. A covariance matrix 
D
ij
is calculated to take into account the statistical error,
correlations between bins of a single distribution, and correlations between bins of
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etc. are the covariance matrices of the single distri-

























the number of entries in a single bin, N
had
the total number of hadronic events
and  the bin width. The o-diagonal elements VW
ij

























represents the two-dimensional scatter plot of the distributions V and W .
Fig. 3.8 shows the correlation matrix obtained from the data.
The theoretical predictions at parton level, P
m







are folded to give predictions T
i























The individual vectors T
k











) are the transition probabilities that an event with an







) are correction factors to take into account events which give
an entry at hadron (detector) level, but no entry at parton (hadron) level. The ratio
R
i




corrects for eects of initial and nal state radi-
ation (ISR,FSR), which are not included in the perturbative calculations. A detailed








, to account for statistical errors due to nite Monte Carlo (MC) statistics, can
be found in Appendix B.
Having prepared all the necessary input, the following function is computed and


































This method of least squares was preferred over the method of maximum likelihood
adopted in a previous measurement by ALEPH [Dec92b], as it is more convenient in
the case of very high statistics. The individual steps of the analysis as outlined above
will be described in detail in the following.
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3.5 Analysis Procedure and Fit Results
3.5.1 Data Analysis
In this analysis data taken at the Z peak from 1992 to 1995 are used. First a hadronic
event selection is applied. Charged particle tracks from the energy ow algorithm are
selected that have at least four measured space coordinates from the TPC, a polar
angle in the range 20

<  < 160

, and a transverse momentum with respect to the
beam direction of p
?
> 0:2GeV=c. In addition, the closest radial distance of approach
of the extrapolated track to the beam axis, d
0
, is required to be less than 2 cm, and
the z-coordinate of the point of closest radial approach, z
0
, is required to be less than













are computed. The sphericity axis is the direction











where  and  refer to the x, y and z components of the momentum
*
p
, and the sum
is taken over all selected tracks.
Neutral energy ow objects are kept if their energy exceeds 0:8GeV and if their po-







are applied in order to avoid the low energy and low angle regions, respectively, since
for neutral particles these regions are not well described by the detector simulation.
Events are selected that have at least ve charged particle tracks, E
ch
> 15GeV, the











is the sum of selected charged and neutral particles. The cut on the sphericity
axis ensures that the event is well contained within the detector, and the nal cut on





negligible level. With a selection eciency of approximately 78%, a sample of 2698670
hadronic events remains, which are further analysed.
Tracks are clustered according to the algorithm described in Section 3.4 until four
jets are left. The energies of these jets are subsequently rescaled by imposing total
energy-momentum conservation with the assumption that the four jet directions are
perfectly measured, i.e., the following system of linear equations is solved numerically





























































being the measured mo-
mentum and energy. The recomputed energies are required to be positive. The Durham
metric y
ij
is then recalculated and the event is taken as a four-jet event if y
min
> 0:008.
This results in a total number of 167080 events (hence the four-jet rate amounts to
6:2%) for which the angular variables are computed. Rescaling of jet energies is ap-
plied to improve the resolution. It also reduces considerably systematic uncertainties
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when repeating the analysis with dierent selection criteria, e.g. , using charged particle










the rescaled energy and 
E;
the jet energy resolution given in Section 3.2.2.4,
Gaussian distributions with a width close to unity and centred at  0:50 to  0:85 for
the four jets are found, hence the rescale factors are within the energy resolution and
do not lead to unnaturally large shifts in jet energies.
The determination of the dierential two-jet rate and the covariance matrix is
straightforward. Correlations between bins of dierent distributions are found to be
small, typically below 10% (Fig. 3.8). Only near the phase space limits can higher
values be observed. These regions, however, are excluded in the later t.
3.5.2 Theoretical Predictions
A modied version of the Monte Carlo program EVENT [Nas95] has been used to
integrate the second order QCD ERT matrix elements [ERT81] in order to calculate




(y) dened in Section 3.3. The program has
been changed with respect to the user interface, the random number generator and to
allow the coecients of each colour factor to be obtained separately (cf. Section 2.3.2).
In total 427:7 10
6
events were generated.
For the dierential two-jet rate a resummation of leading and next-to-leading log-
arithms has been performed [CDO
+
91, DS95] (see also Chapter 2). However, the
combination of the xed order calculation with the resummation part is ambiguous,
and two schemes have been proposed [Dec92a], the so-called R matching and logR
matching schemes, which are explained in Section 2.4.1. As long as no full third order
calculation is available, there are no rm theoretical grounds to prefer one over the
other, and thus ts and systematic studies have been performed considering both of
them. An additional theoretical ambiguity enters via the choice of the renormalization
scale 
2
. It has been decided to perform the nominal analysis at a scale which mini-
mizes the overall 
2
of the t, which is not necessarily the same for the two matching
schemes.
3.5.2.1 Corrections for Hadronization Eects




and additional correction factors C
H
i
(this factor is unity in the case
of the dierential two-jet rate) as dened in Section 3.4 have been estimated using two
dierent Monte Carlo models.
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for the Bengtsson-Zerwas angle, the Nachtmann-Reiter angle, the angle between
the two lowest energetic jets, and the distribution of   ln y
3
.
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In the case of the dierential two-jet rate JETSET 7.405 [Sjo82] has been em-
ployed, which is based on the parton shower approach plus subsequent string fragmen-
tation. The model parameters are taken from Ref. [Bar96], with the exception that
nal state radiation is not included in the simulation. These parameters were obtained
from a model t to event-shape and charged particle inclusive distributions. Four mil-
lion events have been generated and analysed, which gives 328570 four-jet events at
the parton level and 278439 events at the hadron level.
For the four-jet angular variables a dierent model has been adopted. Here the
corrections are computed using HERWIG 5.9a [Kno96], which is an extension of
HERWIG 5.9 [MWA
+




! 4 partons has been added, where the
partonic congurations are generated according to the ERT matrix elements [ERT81].
Afterwards a parton shower is started from each of the four partons with subsequent
cluster fragmentation. This model has the advantage that it generates more nal
states with four well separated jets than the simple parton shower as implemented
in JETSET or HERWIG, thus covering more eciently the full four-parton phase
space. In addition, as higher order eects are simulated by the parton shower which fol-
lows the hard process generation, the hadronization corrections are expected to be less
model dependent. Whereas in the matrix element option in JETSET the hadroniza-
tion step in the simulation has to recover missing higher orders, since a maximum
of four partons are generated, the hadronization step in HERWIG 5.9a should sim-
ulate purely hadronization eects. Indeed one nds a drastic increase in t quality
(overall 
2
and good description of the data by the t outside the t range) when
using HERWIG 5.9a compared to the matrix element option in JETSET 7.405. A
further shortcoming of this latter model is the minimal intrinsic y
cut
(Jade type) of
0:01, which is rather close to the cut value of the analysis, whereas in HERWIG 5.9a
this value can be chosen well below 0:008, which corresponds to a relative transverse
momentum of approximately 8:1GeV=c. This intrinsic y
cut
is needed in order to avoid
those regions of the four-jet phase space where the matrix elements become singular.
Based on these considerations three million events have been generated with HER-
WIG 5.9a, giving 518076 (466591) four-jet events at the parton (hadron) level. Pa-
rameters for the cluster fragmentation are taken from Ref. [Bar96], which are tuned
parameters for HERWIG 5.8. Despite dierences between the two versions of the
program, no model t was needed for HERWIG 5.9a, since a good t quality was
already obtained with the tuned parameters for HERWIG 5.8. This obvious insen-
sitivity to the details of the hadronization process is a further argument in favour
of HERWIG 5.9a. The matrices thus found show entries well concentrated along
the diagonal, and the factors C
H
i
are at in regions not too close to the phase space
boundaries (Fig. 3.9).
3.5.2.2 Corrections for Initial and Final State Radiation
Initial state radiation (ISR) is known to have only a small eect on event shapes at
the Z peak. Also corrections to the distributions considered here caused by photon
radiation o quarks (FSR) are expected to be negligible. Nevertheless they have been
estimated by generating ve million events with and without ISR and FSR, taking an
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Figure 3.10: Bin-by-bin correction factors to account for eects of initial and nal state
photon radiation.
event generator based on DYMU [CZ89] and JETSET with signicantly extended
decay properties of heavy avours. Then bin-by-bin correction factors were calculated.
As anticipated, these factors are found to be close to unity over almost all the phase
space (Fig. 3.10).
3.5.2.3 Corrections for Detector Eects
The nal step in the folding procedure consists in correcting the theoretical distribu-
tions found at hadron level for eects of detector acceptance and resolution. For this
purpose again events have been generated with the generator based on DYMU and
JETSET, and subsequently passed through the full ALEPH detector simulation. A
total of 3975620 generated and 3119124 accepted events, correspondingly giving 290212
(183016) four-jet events at the hadron (detector) level, have been analysed at detector







(this is again unity in the case of the dierential two-jet rate). The fully simulated
events at the detector level were analysed in exactly the same manner as the data.




showing no drastic variations, as can be observed in Fig. 3.11.
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Figure 3.11: Detector corrections : Folding matricesM
D
and correction factors C
D
for
the Korner-Schierholz-Willrodt angle, the Nachtmann-Reiter angle, the angle between
the two lowest energetic jets, and the distribution of   ln y
3
.
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Figure 3.12: Comparison of ALEPH data with the full simulation. The variables are
computed at detector level.
Figure 3.12 gives a comparison of the full simulation with the data for the ve
distributions of interest. For all cases clear discrepancies can be observed, which may
possibly originate from the parton level simulation (JETSET parton shower), which
might not be appropriate for the description of hard three-jet (low   ln y
3
region) and
four-jet congurations. In addition, the four-jet rate in the simulation is found to be
smaller than in the data, namely 5:9% compared to 6:2%. However, these discrepancies
are not of direct consequence for the analysis, since only the transition from hadron to
detector level, i.e., pure detector eects, are of interest, and the folding procedure is
used to have as little model dependence as possible. The good t quality (see following
sections) gives an indication that this has been achieved.
It is worth noting that the available Monte Carlo statistics is not much larger than
the data statistics, which motivates taking into account the statistical error from the
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Monte Carlo, as mentioned in Section 3.4 and described in Appendix B.
3.5.3 Fit Procedure
By minimizing the variable 
2
dened in Eq. (3.18), three types of ts were performed
with the program MINUIT [JR89] :
 Fit A :










tting Eqs. (3.3) (plus resummation of large logarithms) and (3.9) to the   ln y
3











1:4    ln y
3
 4:4. The ranges were chosen so that the corrections were well
behaved.
 Fit B :








mined, from which n
f










 Fit C :
Fitting only the dierential two-jet rate over the range 1:4    ln y
3
 3:2 and








Several remarks are in order here. First, as stated previously, when four-jet variables
enter the t, then the four-jet rates contributing to the t range are also tted, as the
numbers of four-jet events in these ranges are not necessarily the same. This increases
the numerical complexity, but is of no physics relevance. Second, it is worth noting that
the covariance matrix in Eq. (3.18) is only a sub-matrix of the sum of the statistical
covariance matrices from data and MC, constructed from the bins which actually enter
the t. This avoids having information from outside the t range entering the t, which
would happen by simple inversion of the full matrix.
Finally, since up to eight variables are tted, some of which are highly correlated, it
is important to take care of numerical instabilities, which for example can occur during
the estimation of t errors and correlations. In a rst step the variables are transformed
by a diagonal orthogonal matrix to be all of the same order of magnitude, O(1). Then a
rst minimum is found and the correlation matrix at this minimum is computed. Next
the t variables are transformed by the orthogonal transformation which diagonalizes
this correlation matrix, hence they are decoupled. Finally the t is repeated with
the new variables, which gives stable results and symmetric errors, and the original
quantities are recovered by applying the inverse transformations both to the vector of
t variables and to the corresponding covariance matrix. To illustrate the decoupling
of the t variables, the correlation matrices found for the original variables at the rst
minimum and for the transformed variables at the nal minimum as obtained from the
program MINUIT are shown in Fig. 3.13.
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PARAMETER CORRELATION COEFFICIENTS <-------- before transformation
NO. 1 2 3 4 5 6 7
1 1.000-0.047 0.470 0.208 0.207 0.203 0.196
2 -0.047 1.000 0.856 0.849 0.852 0.857 0.864
3 0.470 0.856 1.000 0.860 0.863 0.864 0.868
4 0.208 0.849 0.860 1.000 0.849 0.860 0.854
5 0.207 0.852 0.863 0.849 1.000 0.853 0.863
6 0.203 0.857 0.864 0.860 0.853 1.000 0.861
7 0.196 0.864 0.868 0.854 0.863 0.861 1.000
PARAMETER CORRELATION COEFFICIENTS <-------- after transformation
NO. 1 2 3 4 5 6 7
1 1.000-0.326 0.007-0.016-0.015 0.215 0.046
2 -0.326 1.000-0.004-0.002 0.007-0.081 0.053
3 0.007-0.004 1.000 0.005 0.001 0.005 0.001
4 -0.016-0.002 0.005 1.000-0.002-0.003 0.006
5 -0.015 0.007 0.001-0.002 1.000-0.007 0.000
6 0.215-0.081 0.005-0.003-0.007 1.000 0.009
7 0.046 0.053 0.001 0.006 0.000 0.009 1.000










4-7:four normalizations of the four-jet angular variables), found by MINUIT before
the variable transformation (upper table) and after the transformation at the nal
minimum (lower table).
3.5.4 Fit Results
The results for Fit A, Fit B and Fit C are listed in Table 3.1 for both matching schemes.
The errors and correlations 

are statistical only. A 
2
per degree of freedom close to





observed, which can be traced back to the functional dependence via b
0
, as explained
in Section 3.3. The obvious discrepancies between the two matching schemes are taken
into account in the nal systematic error. Graphical representations of the t results
are shown in Fig. 3.14, 3.15, 3.16 and 3.17.
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) 0.0244  0.0003 0.0249  0.0003
f
A
2.31  0.09 2.23  0.09
f
T






























) 0.1154  0.0011 0.1175  0.0012
n
f
























Table 3.1: Results of Fit A, Fit B and Fit C (ln f = ln
2
=s) .













, R matching scheme) for all ve
variables. The statistical error of the data is smaller than the symbol size .
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, R matching scheme) at dierent
levels of the folding procedure for the Bengtsson-Zerwas angle, the Korner-Schierholz-
Willrodt angle, the angle between the two lowest energetic jets, and the distribution
of   ln y
3
.
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Figure 3.16: Fit results (R matching scheme) : Plotted are the 68% and 95% condence
level contours from statistical errors only for various combinations of variables. The


















). The predicted values for a massless gluino are also indicated.
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Figure 3.17: Fit results (logR matching scheme) : Plotted are the 68% and 95% con-
dence level contours from statistical errors only for various combinations of variables.




), the other plots refer to













). The predicted values for a massless gluino are also
indicated.
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3.6 Study of Systematic Uncertainties
The special choice of an analysis procedure, such as event and particle selection criteria
or usage of a certain MC model for hadronization corrections, could introduce biases
into the results. These biases typically are estimated by varying cuts and MC mod-
els. However, the number and range of such variations, together with the subsequent
denition of a systematic error when changes of t results appear, are rather arbitrary
and dier between analyses and experiments. Here a scheme is presented which tries
to reduce somewhat this arbitrariness, and which in principle is applicable to a wide
range of analyses and to measurements of any number of observables.
3.6.1 Denition of the Scheme
The scheme exploits Bayesian points of view in order to assess systematic uncertainties.
The main decision criterion is the quality of the t when using a particular analysis
chain, in our case the overall 
2
. The Bayesian idea is that a priori all models can be
considered equally well suited for usage in the analysis, but from a bad 
2
it is deduced
that the a posteriori probability of such a model is low, and therefore this model should
get a small weight when estimating the actual systematic error. From classical statistics
it is known that in the large sample limit a deviation from the estimator of a parameter




. This will be the basis
for the denition of the size of the systematic error.








































































































































dened in analogy to 
syst
x;x
. The factor C takes into account cases where the
best t gives a bad 
2
. This scheme is generalizable to any number of t variables,
and it is ensured that models giving a bad t are properly deweighted. Of course still
some unavoidable arbitrariness remains in the choice and number of variations.
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Figure 3.18: Dependence of the t results on the renormalization scale ln f = ln(
2
=s),






















As already mentioned in Section 3.5.2, systematic uncertainties are caused by ambigu-
ities in the choice of matching scheme and renormalization scale for the perturbative
prediction of the dierential two-jet rate. In order to estimate these errors, the renor-
malization scale for each matching scheme was varied around the value giving the
minimum 
2
until an increase of one unit was found. Hence there are six variations
which are used in the scheme described above.
Tables 3.2, 3.3 and 3.4 contain all of the t results under those variations. Fur-
thermore, Fig. 3.18 illustrates the dependence of the 
2
and the t values on the
renormalization scale, for both matching schemes. There is a clear preference for lower
scales by the logR compared to the R matching scheme. This could mainly arise from
the fact that in the logR scheme the lowest order coecients A(y); B(y) are exponenti-
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ated, giving subleading contributions in third and higher orders. These are not present
in the case of the R scheme.
The following systematic uncertainties are found :




























































) = 0.0037 .




(Fit A) under the six
variations is shown and compared to a 68% condence region one would obtain from a




) giving the minimal

2
and variances and correlations as listed above. It can be observed that the scheme is
designed in such a way that this ellipse contains practically the whole scatter. A similar




(Fit B) can be found in Fig. 3.20(a).
3.6.3 Hadronization Corrections
A large set of dierent models have been analyzed in order to estimate the contribution
to the systematics induced by a special choice of the hadronization correction. As two
dierent MC models are used to calculate the correction (cf. Section 3.5.2.1), variations
of both models have been considered separately.
Variations of the corrections for the dierential two-jet rate are (PS=Parton Shower,
ME=Matrix Element option, SF=String Fragmentation, CF=Cluster Fragmentation) :
 JETSET 7.405 PS+SF, Bose-Einstein correlations included but no retuning of
the model parameters,
 HERWIG 5.8 PS+CF, tuned parameters [Bar96],
 ARIADNE 4.05 PS+SF, tuned parameters [Bar96].
Variations of the corrections for the four-jet angular variables, not considered in Fit C,
are :
 JETSET 7.405 ME+SF, tuned parameters [Rud96],
 JETSET 7.405 ME+SF, only variables such as p
out
?
and tails of event-shape
distributions used for parameter tuning [Rud96],
 HERWIG 5.9a ME+CF, hadronization parameters changed (eective gluon
mass set to 0.750 GeV instead of 0.668 GeV; maximum cluster mass set to
3.40 GeV instead of 3.65 GeV)
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under variations of the analysis. The full dots indicate individual variations, the stars
the corresponding nominal value. The condence level contours are plotted based on
the individual contributions to the systematic error, with the nominal values as centre.
Points lying outside the condence regions correspond to variations of the analysis
giving a very large 
2
.
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) under variations of the analysis.
The full dots indicate individual variations, the stars the corresponding nominal value.
The condence level contours are plotted based on the individual contributions to the
systematic error, with the nominal values as centre. Points lying outside the condence
regions correspond to variations of the analysis giving a very large 
2
.
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The results are :




























































) = 0.0008 .
As can be observed from Tables 3.2, 3.3 and 3.4, the variations concerning the two-
jet rate have small impact, whereas the main dierences arise from the use of the matrix
element option in JETSET. It has been found that an increase in the intrinsic y
cut
is




, which could explain the
high values found for this model, where the intrinsic y
cut
is rather high as mentioned in
Section 3.5.2.1. However, using this model results in a very bad 
2
, which suppresses
its contribution to the nal error. This is illustrated in Figs. 3.19(b) and 3.20(b), where
the ellipses are calculated as described in Section 3.6.2. The points lying far outside of
the condence region stem from the JETSET matrix element option. It is remarkable
that the drastic change in fragmentation parameters in HERWIG 5.9a causes only a
small change in the t values. Although this variation gives the smallest 
2
, it is not
used for the nominal t, the main reason being that it is based on smaller statistics.
In agreement with previous studies [Dec92a], the hadronization error for the case of
the Fit C analysis is small. This seems to be in agreement with results of recent theo-
retical developments on power law corrections to event shapes, which indicate that the
dierential two-jet rate shows a stronger suppression of non-perturbative contributions
than other variables [Web95].
3.6.4 Detector Simulation
A further source of systematic uncertainties are imperfections of the detector simulation
which is used to estimate the eects of nite detector resolution and acceptance. The
standard method is to vary the selection cuts (described in Section 3.5.1), especially on
quantities which are known to show defects in the simulation, such as the low energy
tails of neutral particles. The list of variations studied is :
 analysis with charged particle tracks only (without the cut on the total multi-
plicity),
 removal of the cut on the neutral energy,
 removal of the cut on the total multiplicity,
 removal of the cut on the polar angle of the sphericity axis.
A breakdown of the t results under these variations can be found in Tables 3.2, 3.3
and 3.4, and a graphical representation of the scatter is given in Figs. 3.19(c) and
3.20(c). The resulting systematic errors are :
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) = 0.0006 .
The analysis based on charged particle tracks alone shows dierences in the nal
t results. On the one hand the simulation of the behaviour of charged particles in the
detector is well understood, and on the other hand the supposedly critical simulation
of neutral energy shows only minor inuence on the results. Therefore the deviations
seen for charged particle tracks only are expected to stem mainly from the MC models.
Indeed, a detailed study of the inuence of charged particle tracks on the Fit C analysis
points towards a possible explanation that the poor description of the charged inclusive
momentum distribution out of the event plane p
out
?
by the standard MC models [Bar96]
is at the origin of those deviations. Removing charged particle tracks from the high
tail of this distribution (p
out
?
> 1GeV) in the initial track selection brings the t result
again in agreement with the nominal analysis.
3.6.5 Mass Eects
The mass of the b quark is expected to inuence the cross sections, because of dynamical
and mainly phase space eects, since the y
cut
value applied is not large enough to ensure
that all hard four-jet events with b quarks in the nal state are resolved. Unfortunately,
in contrast to Born level calculations at rst and second order [BMM92], a full second
order calculation (with loop corrections) for massive quarks is not available. This
would be necessary to estimate consistently mass eects in this analysis. However, in
a previous analysis [Bus95b] it has been found that mass eects have negligible impact
on the shape of the   ln y
3
distribution, at least over the t range used in this analysis.
Because of this observation, in Fit A the study of mass eects can be restricted













) using the matrix elements from
Ref. [BMM92], and subsequently tted using the massless ERT formula (3.9). The
  ln y
3
distribution essentially xes b
0
. While considering only the angular variables,















is xed to 2.90 as found in the nominal analysis with
the R matching scheme. When tting the massive matrix elements, an upwards shift
in f
T
of 0:25 is observed with respect to the massless case. This arises from the fact
that the change of the cross sections due to phase-space reduction is not uniform over
the range of the angular distributions, and is dierent for qqgg nal states compared
to four-quark nal states. A similar result was obtained in an analysis by OPAL






+ 0:67 in the four-jet matrix elements. From the statistical
errors and correlations it follows that the change in f
T
under inclusion of mass eects
implies a change in f
A
by  0:07 and in 
s
by  0:0002. The dierence of the results
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with and without mass eects was added quadratically to the systematic error.
In Fit B the main sensitivity comes from the   ln y
3
distribution, and the angular
variables only help to restrict the systematic uncertainties. Nevertheless, in order to
take into account mass eects in this case, the t was repeated by replacing n
f
in





+ 0:67, as suggested by the ndings for mass eects on
Fit A, and leaving the formula for the dierential two-jet rate and the running of 
s
unchanged. Only small shifts of  0:03 for n
f





) are found. Again
the dierence of the results when including mass eects was taken as an additional error
contribution, which however has negligible impact on the nal error.
3.6.6 Further Systematic Checks
A stringent test of the inuence of hadronization has been performed by repeating the





and covered by the systematic error, and the deviations for f
T
are not larger than
40% with respect to the nominal values, which is reassuring. As the hadronization
models do not include contributions from gluinos, a rough simulation of the eects of a
possible R
0
hadron (a gluon-gluino bound state) [Far95] has been attempted using the
JETSET string model. The production of strange quarks and di-quarks and the width
of the transverse momentum distribution of particles generated from the string has been
increased, and the hadronization corrections were recomputed for the dierential two-
jet rate, which gives the main sensitivity for Fit B. Negligible eects on the nal results
are found. In addition, one can expect that hadronization models, which could bring
the data into agreement with the light gluino hypothesis, would drastically worsen the
overall description of the properties of hadronic Z decays. A further illustration of the
discrepancy between the gluino hypothesis and the data is given in Fig. 3.21, where the
measured dierential two-jet rate is compared to the QCD predictions obtained from
the best t and the gluino hypothesis, simulated by replacing n
f




Further it has been checked that the t is not strongly biased towards the QCD
colour factors used in the MC simulations by changing the colour factors in the models
to values far from QCD and recalculating all corrections. These checks gave satisfactory
results, in the sense that the observed changes are covered by the nal errors.
Variations of the t ranges by  one bin in all distributions were found to have only
a small impact on the t results, which at most changed by half the statistical error.
A more drastic variation of up to two bins again resulted in small changes, which at
most were of the order of the statistical error. However, in these extreme cases the 
2
becomes larger, which might arise from tting also the phase space limits, where the
corrections are large.
It is worth noting that rst results of a calculation of the next-to-leading order
corrections (neglecting terms of O(1=N
2
C
)) to the angular variables [DS96] indicate
that these corrections have a large impact on the four-jet rate, but very small inuence
on the shape of the angular distributions. Since this analysis is only sensitive to the
shape, the inclusion of higher order corrections would therefore lead to minor changes
in the nal results.
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Figure 3.21: Comparison of the measured dierential two-jet rate with standard QCD
(n
f
= 5) and the gluino hypothesis (n
f
= 8).
Various checks regarding Fit C, i.e., the 
s
measurement, have been performed.
When increasing the upper limit of the t range from 3.2 to 4, which corresponds to






) = 0:1191 0:0026 (theo) ;






as weight) of the
values for the two matching schemes obtained from the t with the lowest 
2
. This is






) = 0:1195 0:0037 (theo) :
Hence the mean value remains almost unchanged, however, the theoretical error be-
comes considerably smaller. The reason is that for the large t range the logR match-









 7=8 for the smaller t range, which causes the dierence between the
matching schemes to be reduced by our deweighting scheme. The renormalization
scales giving the best t are only slightly moved towards lower values.
The ts have been repeated using the incomplete resummation of next-to-leading
logarithms, given in Eq. (2.8), which has been used in the previous 
s
measurement
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) = 0:1235 0:0032 (theo) :
A considerable upwards shift to higher values of 
s
is observed, together with an
upwards shift in the renormalization scales giving the minimal 
2
. The theoretical
error is slightly smaller than in the nominal analysis, as here again the logR matching
scheme is deweighted due to a lower t quality.
Finally, to allow for a better comparison with the previous ALEPH measurement,
the same procedure as in [Dec92a] has been adopted, i.e., the nominal value for 
s
is
dened as the mean value of the two t results for R and logR matching at the scale

2
= s, and the theoretical error is dened as the largest deviation from this mean
value under variations of the scale by ln
2
=s = 1, independent of the resulting t






) = 0:1193 0:0031 (theo) ;






) = 0:1229 0:0030 (theo)
when using the old theoretical prediction for the dierential two-jet rate. For the
t range 1:4 ! 4:0, which corresponds to the range used in [Dec92a], the result for







) = 0:1199 0:0036 (theo) ;






) = 0:1233 0:0038 (theo) :
Since in [Dec92a] the analysis has been performed with charged particle tracks only,






) = 0:1254 0:0044 (theo) ;
which corresponds exactly to the previously published value. As in this analysis the
folding procedure is dierent and the statistics much higher, this result can be regarded
as a perfect consistency check.
3.6.7 Total Systematic Error
The nal systematic errors and correlations are obtained by summing the covariance
matrices of the individual contributions to the systematics. They are given below and





compared to the purely statistical one stems from the anticorrelation induced by
the theoretical uncertainties.
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) = 0.0038 .
As a summary the full listings of t results under all variations of the analysis are
given in Tables 3.2, 3.3 and 3.4. If not indicated otherwise, the R matching scheme
is used at the renormalization scale with minimal 
2
, together with the data selection
and hadronization corrections as described in Sections 3.5.1 and 3.5.2.1. As hardly any
variations of the statistical correlations could be observed, they are not given here.
The abbreviations are : JS = JETSET 7.405, HW58 = HERWIG 5.8, HW59
= HERWIG 5.9a, AR = ARIADNE 4.05, PS = Parton Shower, ME = Matrix
Element option, SF = String Fragmentation, CF = Cluster Fragmentation, BE = Bose-
Einstein correlations, OUT = Out quantities used for model tuning (cf. Section 3.6.3),
HPC = hadronization parameters changed, ln f = ln
2
=s, CHG = charged tracks,
NEU = neutral tracks, E
neu
= neutral energy, N
tot
= total multiplicity, nominal =













nominal : logR, ln f =  1:1 0.0244 2.31 1.48 78.1
logR, ln f =  1:7 0.0250 2.25 1.51 79.3
logR, ln f =  0:3 0.0240 2.36 1.39 79.1
R, ln f =  0:55 0.0256 2.16 1.95 82.6
R, ln f = 0:0 0.0249 2.23 1.78 81.6
R, ln f = 0:85 0.0242 2.34 1.49 82.6
Hadronization Corrections
nominal : HW59 ME+CF, JS PS+SF 0.0249 2.23 1.78 81.6
HW59 ME+CF, JS PS+SF, BE 0.0251 2.23 1.83 83.2
HW59 ME+CF, HW58 PS+CF 0.0264 2.17 2.10 90.8
HW59 ME+CF, AR PS+SF 0.0252 2.23 1.85 83.2
JS ME+SF, JS PS+SF 0.0254 2.41 2.40 124.5
JS ME+SF OUT, JS PS+SF 0.0253 2.40 2.36 115.2
HW59 ME+CF HPC, JS PS+SF 0.0250 2.27 1.90 74.8
Detector Corrections
nominal : CHG+NEU 0.0249 2.23 1.78 81.6
CHG only 0.0248 2.14 1.39 116.5
no cut on E
neu
0.0247 2.25 1.68 95.6
no cut on N
tot
0.0249 2.24 1.81 81.9
no cut on 
sph
0.0246 2.30 1.88 82.6
Table 3.2: Variations of the Fit A analysis, N
dof
= 72 .
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nominal : logR, ln f =  1:3 0.1154 3.68 78.5
logR, ln f =  1:8 0.1182 4.08 79.8
logR, ln f =  0:6 0.1130 3.09 79.6
R, ln f =  0:5 0.1210 5.81 83.3
R, ln f = 0:0 0.1175 4.88 81.6
R, ln f = 0:7 0.1141 3.57 83.0
Hadronization Corrections
nominal : HW59 ME+CF, JS PS+SF 0.1175 4.88 81.6
HW59 ME+CF, JS PS+SF, BE 0.1184 5.04 83.3
HW59 ME+CF, HW58 PS+CF 0.1250 6.21 91.6
HW59 ME+CF, AR PS+SF 0.1191 5.12 83.3
JS ME+SF, JS PS+SF 0.1186 5.15 128.2
JS ME+SF OUT, JS PS+SF 0.1184 5.12 118.8
HW59 ME+CF HPC, JS PS+SF 0.1175 4.91 74.9
Detector Corrections
nominal : CHG+NEU 0.1175 4.88 81.6
CHG only 0.1178 4.59 117.4
no cut on E
neu
0.1162 4.51 96.0
no cut on N
tot
0.1173 4.91 81.9
no cut on 
sph
0.1158 4.61 82.9











nominal : R, ln f =  0:25 0.1176 5.4
R, ln f =  0:55 0.1174 6.6
R, ln f = 0:1 0.1180 6.7
logR, ln f =  2:1 0.1236 8.1
logR, ln f =  1:76 0.1220 6.9
logR, ln f =  1:35 0.1209 8.0
Hadronization Corrections
nominal : AR PS+SF 0.1183 5.1
JS PS+SF 0.1176 5.4
JS PS+SF, BE 0.1179 5.7
HW PS+CF 0.1194 7.2
Detector Corrections
nominal : CHG+NEU 0.1176 5.41
CHG only 0.1193 33.76
no cut on E
neu
0.1179 5.87
no cut on N
tot
0.1174 5.59
no cut on 
sph
0.1170 5.42
Table 3.4: Variations of the Fit C analysis, N
dof
= 8 .
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3.7 Final Results and Discussion






as weights) of the t values
obtained in the nominal analysis with the two matching schemes, together with the
sum of statistical and systematic covariance matrices, are (under inclusion of mass
eects) :





) = 0:0244 0:0003 (stat) 0:0009 (syst)
f
A
= 2:20 0:09 (stat) 0:13 (syst)
f
T































) = 0:1162 0:0012 (stat) 0:0040 (syst)
n
f












) = 0:1195 0:0002 (stat) 0:0038 (syst)
The summation of the systematic covariance matrices with the purely statistical one
leads to a reduction of the correlations, at the price of larger uncertainties. In Fig. 3.22
it can be observed that the measurement of the colour factors is in agreement with the








= 0:375). Furthermore it is in agree-
ment with previous measurements by ALEPH [Bar96] and by other collaborations
[Abr93, Ake95]. Here, however, a more general approach is adopted, as the coupling
constant is tted as well. Figures 3.23 and 3.24 show that the measured coupling con-






) = 0:118 0:003 [Sch96].







=5) represents a very accurate determination




annihilation and agrees with
the world average value. A discussion of the result and a comparison with previous
measurements has already been given in Section 3.6.6. This measurement can also be
regarded as a cross check for the more general analysis, and indeed perfect consistency





), including new data at higher centre-
of-mass energies and new theoretical input regarding power-law corrections to event
shapes, is under way.
88 CHAPTER 3. MEASUREMENT OF 
S
AND THE QCD COLOUR FACTORS
3.7.1 A Limit on the Light Gluino
Supersymmetric models predict the existence of a fermionic partner of the gluon, called
gluino. Being a Majorana fermion and transforming under the adjoint representation of
SU(3), at leading order the eects of a light gluino are taken account of by simply adding
three fermionic degrees of freedom. Such a gluino would give loop corrections to the
gluon propagator, thus changing the running of 
s
, and it would lead to additional four-
parton nal states via gluon splitting into a pair of gluinos. These gluinos would then
be conned into neutral R
0
hadrons [Far95]. Because of the rescaling of jet energies,
this analysis is not sensitive to the details of gluino hadronization and possible decays.
The lowest mass scale entering into the prediction for the dierential two-jet rate is
the upper limit of the t range in Fit B, namely k
?
 10GeV. Thus the replacement
n
f
= 5 ! n
f
= 8 in the expression for the running of 
s
would be valid for gluino
masses up to 10GeV=c
2
, which however is not compatible with the data. A more
conservative limit on the gluino mass is found by estimating the eect on the angular




with inclusion of quark
masses [BMM92], it has been found that the eect of a nite quark mass on the









) : As the invariant mass of the decaying system is
of relevance, the Jade denition of the cut-o value has to be taken here instead of the
Durham denition used throughout the analysis. This corresponds to a substitution
of y
cut
= 0:008 with y
J
cut
= 0:032. For example, it has been checked that this formula
reproduces correctly an overall reduction of the cross section of 20% found with the
massive matrix elements for a quark mass of 5GeV=c
2
.
From Figs. 3.22 and 3.24 it becomes clear that even the model independent analysis
(Fit A) excludes the existence of a light gluino at very high condence level (CL). From
the results of Fit B (Fig. 3.25) an upper limit on the excess in n
f
above its expectation
of ve of n
f
< 1:9 at 95% CL is found. This is a one-sided upper limit, found from
the one-dimensional a posteriori probability for the excess in n
f
, which is calculated
applying Bayes' theorem. The measured likelihood for n
f
is assumed to be Gaussian,
with its maximum at n
f
= 4:24 and a width of 1:19, and the a priori probability is
zero for n
f
< 5, as the excess in n
f
can not be negative. From this upper bound on
n
f












< 1:9 ; (3.24)





These results are in agreement with the analysis of the running of 
s
in Ref. [SS94],
which excludes the gluino for masses below 3:8GeV=c
2
at 90% CL. Recently a similar
study of the running of 
s




at 99% CL. In Ref. [GM96] a reanalysis of published colour factor measurements has
been proposed in order to set a limit on the gluino mass.
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) plane, calculated from statistical plus systematic error and assuming
n
f
= 5:67. For comparison also the results from previous measurements are given
(68% CL contours), as well as predictions for simple Lie groups .
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) plane, calculated from statistical plus systematic error .
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) plane, calculated from statistical plus systematic error and assuming n
f
=
5:67. The predicted values for a very light gluino are indicated by the vertical dotted
line .
92 CHAPTER 3. MEASUREMENT OF 
S
AND THE QCD COLOUR FACTORS










). The predicted values for a very light gluino are indicated
by the vertical dotted line .
Chapter 4
Summary and Outlook
In the rst part of this thesis we have described a method to resum large logarithms
of kinematic variables to all orders of the strong coupling constant. These logarithms
appear in the expressions for the cross section of properly dened quantities and become
dominant in particular regions of the phase space. An example for such quantities are
jet rates. In the case of the two-jet rate, where jets are dened via the Durham
algorithm, we have shown that an Ansatz to resum all leading and next-to-leading
logarithms is consistent with a full O(
s
2
) calculation, performed via Monte Carlo
integration. Furthermore, subleading terms were determined from the analysis of the




In the second part, a simultaneous measurement of the strong coupling constant and
the QCD colour factors has been described. This measurement was performed using
data collected with the ALEPH detector at LEP. By tting theoretical predictions to
the measured dierential two-jet rate and angular variables in four-jet events, colour










= 0:29 0:05 (stat) 0:06 (syst) ;








to the QCD values 2.25 and 0.375, respectively, and using the same measured distri-
butions and theoretical predictions as above, allows for a determination of the number
of active avours n
f
. From an upper limit on the excess in n
f
above its expectation of
ve of n
f
< 1:9 at 95% condence level, a lower limit on the mass of a light gluino





at 95% CL :





) was achieved by tting the improved







) = 0:1195 0:0002 (stat) 0:0038 (syst) ;
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) = 0:118 0:003.
Recent theoretical developments on the understanding of non-perturbative correc-
tions to the perturbative predictions of event-shape distributions could probably lead
to a further improvement in precision of the 
s
measurements. The non-perturbative
corrections are suppressed by one or more powers of the hard energy scale Q =
p
s, and
the coecients of these power-suppressed terms have to be determined from data by,
for example, measuring mean values of event shapes at various centre-of-mass energies.
Such a measurement would be independent of phenomenological hadronization models.
A complete next-to-leading order calculation of the fully dierential four-jet cross
section is expected to be nished soon [DS96]. The use of this new calculation could
probably result in a further reduction of the systematic uncertainties of the colour
factor measurement. In addition, it would be interesting to perform an 
s
measurement
based on four-jet quantities only, and to test the consistency with the values found from
three-jet variables.
A recent study of the structure of subjets points towards the possibility for a more




[Ste96], since by increasing the resolu-
tion with which subjets are resolved one obtains sensitivity to the gluon-gluon coupling.
The question about the existence of a very light gluino has been answered negatively
by the measurement described in this thesis and also by a recent analysis of the running
of 
s
[CF96]. Both measurements are indirect searches for a gluino, since they are
mostly sensitive to possible contributions from the gluino to loop corrections to the
gluon propagator. A direct search could be performed by looking for gluino-gluon or
gluino-quark bound states, called R hadrons. The lightest R hadron would be neutral,
thus it should lead to deviations in the expected distributions of neutral energy in jets,
if it does not decay before reaching the detector. However, considering the limited
resolution of present detectors, such a search must be regarded as very dicult.
Appendix A
The Dierential Two-Jet Rate in
Leading Order




























































are the scaled energies of the quark and the antiquark, respectively,
dened as x = 2E=E
cm
























































































































































































































A Generalized Folding Procedure
and the Correct Treatment of its
Statistical Error
B.1 Introduction
It is a common feature of QCD analyses that theoretical predictions, which are available
only at the so-called parton level, have to be corrected for hadronization and/or detector
eects to allow for a comparison of theory and data. These corrections are applied by
means of multiplicative bin-by-bin correction factors (see e.g. [Bus92]) or a folding
matrix ([Dec92a],[Bus95b]), where in each case a Monte Carlo is used to obtain the
relevant information. In previous LEP I analyses (e.g. [Dec92a]) the statistical error
of the correction due to the nite Monte Carlo sample has been neglected, as the error
of the Monte Carlo was much smaller than the statistical error of the data.
However, for nal analyses of the full LEP I data sample, which will be typically of
the order of 3 10
6
events, it would be extremely time consuming to generate Monte
Carlo samples (with or without full detector simulation), which exceed the number
of data events by an order of magnitude. This latter would be the requirement for
neglecting the statistical error of the Monte Carlo.
Therefore a calculation of the error propagation has been performed, starting from a
general correction method, which allows for a natural inclusion of eciency corrections
or \background eects", such as cases where an n{jet event at the hadron level does
not have a corresponding n{jet event at the parton level.
Note that this study is also available as an internal ALEPH note [Dis96a].
B.2 Generalization of the Folding Procedure
Let x be a vector representing the binned distribution x
i
; i 2 f1; : : : ; Ng, with co-
variance matrix Cov
ij
(x). This could be a distribution at parton level (hadron level),
which has to be corrected up to the hadron level (detector level). Then the corrected
distribution
~
y is given by
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y is a function of the matrix elements M
nm
, which are obtained from the
scatter plot of the two levels under consideration:
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The generalization with respect to the previously used technique consists of the fact




of the scatter plot are lled and used for the





are lled if an entry is found at parton (hadron) level, but not at
the hadron (detector) level. This can occur if distributions of, e.g. , n-jet events are
studied, where an event at the rst level is found to be of n-jet type, but not of the
same type at the second level. For detector corrections this underow may be lled if
the event does not pass the selection criteria at the detector level. Thus by normalizing
the matrix as dened in Eq. (B.2) one immediately includes bin{dependent eciency




that an event is found in bin i at the second level,
if it contributes to bin j at the rst level.
The underow M
i0
should be lled if an event at the hadron (detector) level has no
corresponding event at the parton (hadron) level. This again can happen when, e.g. ,
studying n-jet quantities, where an event is of n-jet type at the second level, but of
m-jet type (m 6= n) at the rst one. It is worth noting that the correction factor C
i
(Eq. (B.3)) is expected to be considerably more model dependent than the normalized
folding matrix.
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B.3 Computation of the Covariance Matrix
The corrected distribution ~y is a function of the matrix elementsM
ij
; i; j 2 f0; : : : ; Ng




is straightforward) and of the uncorrected
distribution x
i
; i 2 f1; : : : ; Ng. Because of the normalization of each column of the
folding matrix, the normalized elements in the same column are correlated, but are
uncorrelated if in dierent columns. Additionally, correlations are expected between
the correction factors C
i
and the folded distribution y
i
(see Eq. (B.1)).
For the following computation it has been assumed that there exist no correlations
between the elementsM
ij














































The rst term (a)
ij
















This term would also be obtained in case of a folding matrix known to innite pre-
cision and is the well known result of error propagation calculations for linear trans-
formations of random variables.























is the Kronecker symbol, 
rn
= 1 for r = n; 
rn





with respect to the M
rq


























































These are the inputs for a straightforward calculation regarding the second term of
the right hand side of Eq. (B.4). One nds






















































































, and stems from the normalization of each column of the folding







































The rst term in the sum of Eq. (B.9) would also appear in the case of addi-
tional corrections C
i
, which are not calculated from the scatter plot, but obtained from




) to be estimated dierently than in
Eq. (B.12).










It is worth noting that the method of linear error propagation neglects \products

















































































































































































The rst term, which is a \product of errors", does not appear in the case of linear
error propagation. However, for high statistics and thus small errors this term could
safely be neglected.
Summarizing the results obtained above, one nds the following covariance matrix
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