New approximate secant equations are shown to result from the knowledge of (problem dependent) invariant subspace information, which in turn suggests improvements in quasi-Newton methods for unconstrained minimization. A new limitedmemory BFGS using approximate secant equations is then derived and its encouraging behaviour illustrated on a small collection of multilevel optimization examples. The smoothing properties of this algorithm are considered next, and automatic generation of approximate eigenvalue information demonstrated. The use of this information for improving algorithmic performance is finally investigated on the same multilevel examples.
Introduction
The history of quasi-Newton methods for optimization is rich and long. Starting with the Davidon-Fletcher-Powell (DFP) method (Davidon, 1959, Fletcher and Powell, 1963) , most famously represented by the Broyden-Fletcher-Goldfarb-Shanno (BFGS) update (Broyden, 1970 , Fletcher, 1970 , Goldfarb, 1970 and Shanno, 1970 , and excellently explained in the classical book by Dennis and Schnabel (1983) , they have played an important role in the solution of practical problems. In the context of unconstrained minimization, i.e. the solution of problems of the form min x∈IR n f (x) (1.1)
for a smooth objective function f from IR n into IR, they attempt to construct, around a given point x ∈ IR n , a second-order model of this function of the form m(x + s) = f (x) + g(x), s + = ∇ x f (x), and where B is an (often positive-definite) approximation of the Hessian matrix ∇ xx f (x), capturing information about the curvature of the objective function around x. Quasi-Newton methods then proceed to exploit a sequence of models of this type in an iterative manner. In this process, the curvature information at iterate x k+1 is obtained by updating the approximate Hessian matrix B k to obtain the new approximation B k+1 such that the secant equation
holds, where
3)
The pair (s k , y k ) is then said to be the quasi-Newton pair associated with equation (1.2). If positive-definiteness of the matrix B k is also maintained throughout the iterations (as can be enforced for instance with the BFGS or DFP updates), the search direction at iteration k is then computed from
and a linesearch is performed along this direction (see Dennis and Schnabel, 1983, for details) . In order to avoid the cost of solving the linear system in (1.4), the matrix H k+1
k+1 is typically recurred instead of B k+1 , using the inverse secant equation
as an alternative to (1.2), and
) (1.6) instead of (1.4). Note that (1.5) uses the same pair as (1.2) but in the reverse order. For the BFGS update, which is particular interest to us in this paper, the relevant updating formula is then given by
It readily follows from this formula that H k+1 remains positive-definite if H k is positivedefinite and if y T k s k > 0, (1.8) a condition one can always enforce in the linesearch procedure if the objective function is bounded below (again see Dennis and Schnabel, 1983) . We are especially interested in the application of quasi-Newton to large-scale problems, in which case it is often impractical to store the (dense) matrices B k+1 or H k+1 explicitly. In such a context, a "limited-memory" version of the quasi-Newton method has been pioneered by several authors, in which the matrix H k+1 is assembled at every iteration as a product of finitely many low-rank updates, each involving a pair (s j , y j ) (see Liu and Nocedal, 1989 and Nocedal, 1993 , for the most famous algorithm of this type and further references).
Our purpose in the present paper is to show that additional knowledge about the eigenstructure of the local Hessian matrix ∇ xx f can be used to advantage in order to capture more information on the local curvature. We discuss in particular how this can be achieved when limited-memory BFGS updates are considered, and illustrate the practical motivation for this analysis in the case of large-scale multilevel unconstrained optimization. Examples of this type are presented, and it is shown that our proposal may improve their numerical solution substantially.
The resulting multilevel optimization method is a linesearch algorithm, at variance with the trust-region based techniques discussed in Toint (2006, 2008b) or Gratton, Mouffe, Toint and Weber-Mendonça (2008a) . It also differs from the proposals by Nash (2000) , Lewis and Nash (2002) and Wen and Goldfarb (2007) in that none of these techniques makes explicit use of limited-memory quasi-Newton Hessian approximations.
Section 2 introduces the use of invariant subspaces in the derivation of secant information, presents the resulting quasi-Newton algorithm and discusses the specialization of this new algorithm to the multilevel case. Section 4 briefly describes our test problems, and reports our first numerical results. Section 5 discusses further consequences of the use of the new algorithm to multilevel optimization, introduces approximate eigenvalue equations and their use within the new algorithmic framework. Section 6 presents the associated numerical tests. Some conclusions and perspectives are finally outlined in Section 7.
2 Invariant Subspaces in Quasi-Newton Methods
Invariant Subspaces and Approximate Secant Equations
We start by considering the case where the objective function f is a convex quadratic, that is f (x) = f + g, x + 1 2 x, Gx where f ∈ IR, g ∈ IR n and G is a positive-definite symmetric matrix. In this case, it is easy to verify that, if we consider a step s k at iteration k of a quasi-Newton algorithm, then
where H = G −1 . Assume now that we also know a decomposition of IR n in a collection of invariant subspaces {S i } p i=1 related to G, i.e. subspaces such that, for each i, Gd ∈ S i whenever d ∈ S i . Since the eigenvectors of H are identical to those of G, the subspaces S i are also invariant for H. Now consider S i the orthogonal projectors onto S i . Since these projectors share a common system of eigenvectors with H, we know that they must commute, that is HS i = S i H. Using this very simple observation, we then obtain, for a step s k at iteration k of a quasi-Newton algorithm, that
thereby yielding a new secant equation with the pair (S i s k , S i y k ). Repeating the procedure for i ∈ {1, . . . , p}, we therefore obtain p additional secant equations (in addition to the original equation (2.1)) provided we know the projections S i . If we now consider general twice differentiable, possibly non-convex, objective functions, then (2.1) remains valid for
and the same reasonning still holds if the invariant subspaces are now associated with this latter matrix. Finally, if the subspaces S i are only approximately invariant, or if the operators S i are only approximately equal to projectors onto these subspaces, then our secant equations stop being exact but can be expected to hold approximately. We therefore refer to secant equations of the type (2.2) as approximate, as opposed to the exact equation (1.5). We are interested in the size of perturbations of G that would be necessary for the approximate secant equation (2.2) to hold exactly. We first consider all (possibly nonsymmetric) perturbations F i such that
A direct computation shows that for each i, the perturbation given by the Powell-SymmetricBroyden (PSB) update (Powell, 1970 )
satisfies (2.3) (with F i = E i ), and that E i 2 ≤ 3 GS i s k − S i y k 2 / S i s k 2 . Therefore,
for k ≥ 0 and 0 ≤ i ≤ p. Interestingly, the factor 3 the right-hand side turns out to be unnecessary, as pointed out by Bunch, Demmel and Van Loan (1989) (or Higham, 1996, p. 149) , and we deduce that there exists a symmetric perturbation E i such that E i solves (2.3) and 5) and therefore, using (2.5) and the triangle inequality, that 6) where σ min (D i ) is the smallest singular value of D i . This formula shows that we may expect the relative perturbation to G to be small when S i is an approximate projector, in which case D i is close to the identity matrix and of modest conditioning, and if the off-diagonal term F i small compared to G (which we would expect if S i is approximately invariant) together with s ik being non-marginal with respect to s k . This last condition is also acceptable, since we would not be interested in exploiting the curvature information along a "projected step" s ik which is vanishingly small compared to the complete step s k , because rounding errors would make then this information unreliable. Note that (2.6) also yields the further bound
which indicates that, if G i is small compared to G , we may also expect a relatively small perturbation to G even when D i differs significantly from the identity (while remaining well-conditioned).
Multi-Secant (Limited-Memory) Quasi-Newton Algorithms
Using the simple derivation exposed above, and assuming, crucially, that a collection of (possibly approximate) projectors S i are known, we may then outline a multi-secant quasi-Newton algorithm as in Algorithm 2.1 on the following page.
In this outline, we have not specified the linesearch procedure in detail, but this well understood technique is described in detail in Section 6.3 of Dennis and Schnabel (1983) or in Moré and Thuente (1994) , for instance. We have not either indicated how we can impose (1.5) and (2.8) together. While updating simultaneously for more than one secant equation is indeed possible (see Byrd, Nocedal and Schnabel, 1994) , we focus here on the incorporation of the information in the Hessian in a sequential manner, by performing first p BFGS updates of the form (1.7) using the p pairs (S i s k , S i y k ), followed by a final Algorithm 2.1: Multi-Secant Quasi-Newton Algorithm (outline)
Step 0: Initialization. An initial point x 0 ∈ IR n and an initial (positive-definite) Hessian H 0 are given. The operators S i (i = 1, . . . , p) are also given, as well a a small tolerance ǫ ≥ 0. Compute f (x 0 ) and g(x 0 ), and set k = 0.
Step 1: If g(x k ) ≤ ǫ, stop.
Step 2: Compute the search direction.
Step 3: Linesearch. Perform a linesearch ensuring
for some α ∈ (0, 1) and β ∈ (α, 1), yielding f (x k+1 ), g(x k+1 ), s k and y k satisfying (1.8).
Step 4: Update the Hessian approximation. Compute H k+1 such that (1.5) holds and
Step 5: Loop. Set k = k + 1 and return to Step 1.
update using the pair (s k , y k ). Of course the order in which the p "subspace updates" are performed is then significant. If the problem size is large, which is the case of interest to us, it is often better to avoid the explicit updating of B k+1 or H k+1 , mostly because the low rank update (1.7) typically results in H k+1 being dense. To circumvent this problem, variants of the classical quasiNewton algorithm have been proposed that replace (1.6) by a recursion in which H k+1 is implicitly reconstructed from some simple initial approximation (typically a multiple of the identity matrix: we use the matrix
in the experiments discussed below) and a modest number of the most recent pairs (s j , y j ). No matrix is ever assembled in the process, which only requires the storage of a small number of vectors. Because only the most recent pairs are used, these methods are called "limited-memory" methods, compared to the usual (full-memory) quasi-Newton algorithms where H k+1 includes information derived from all past pairs. The best-known method of this type is the limited-memory BFGS method pioneered by Byrd, Lu, Nocedal and Zhu, 1995 . The update (1.7) is (implicitly) used in this algorithm to compute the step. An efficient technique to perform the calculation of the step s k is described on page 225 of Nocedal and Wright (1999) , where m pairs (s j , y j ) are used sequentially in the implicit update of a diagonal initial approximation. We refer below to this technique as the implicit-secant-updating algorithm.
This technique can readily be adapted to our context where each secant pair generates p additional approximate ones corresponding to its images in p approximate invariant subspaces. Instead of considering only the last m pairs in the limited-memory updating procedure, we may now consider m × p pairs, or any selection we care to make amongst them. An extreme case is when we select only the p + 1 secant pairs corresponding to (s k , y k ) and its images (2.8) onto
, giving a "memory-less" BFGS method.
Collinearity and Curvature Control
Nothing in the algorithm we have described so far prevents secant pairs from being linearly dependent. While not a major issue in the usual context where secant pairs are generated at different iterations, this might be an issue in our case, where one expects some dependency amongst the pairs generated from different, but possibly nested, invariant subspaces. Fortunately, some control of the possible collinearity of the secant pairs is easy, and we have chosen to include a provision in our algorithm that considers the angle between approximate secant pairs generated at iteration k and the "exact" pair (s k , y k ). More formally, we have decided to ignore the secant pair (S i s k , S i y k ) whenever
for some τ ∈ (0, 1] (typically 0.999 when this feature is active) and some j < i. Note that this last condition depends on the order in which the secant pairs are considered, a choice which we discuss below.
Because we wish to preserve the positive-definite nature of the approximate Hessian H k+1 , we also ignore approximate secant pairs for which
for some µ ∈ (0, 1).
Of course, the above discussion and the proposed multi-secant quasi-Newton methods may only be of practical interest when suitable operators S i are known for a collection of (approximate) invariant subspaces. The purpose of the next paragraph is to show that this desirable situation may occur in at least an important practical case: multilevel optimization. But it should be noted that our derivation, and the bounds (2.6) and (2.7) are not restricted to this particular framework.
An Application to Multilevel Optimization
We now consider a particular framework in which the concepts described above occur naturally and therefore can be exploited to design improved optimization algorithms.
Invariant Subspaces and Multigrid
Let us assume that the optimization variables of the problem under consideration represent the discretization of some continuous field defined on some spatial or temporal domain, a very common situation in engineering applications or physical modelling. For example, the variables may stand for coordinates of a design surface, atmospheric pressure over some part of the ocean, or position of a spacecraft along a controlled trajectory. The main characteristics of these problems is that it is possible to define discretization of the field of interest with varying degree of coarseness, from the very coarse to the very fine. For the sake of the argument, suppose that we consider r + 1 such different field discretizations, which we number from 0 (coarsest) to r (finest). In this case, it is very often reasonable to assume that, for each i ∈ {1, . . . , r}, there exist a full-rank linear operator R i from IR ni into IR ni−1 (the restriction from the fine grid i to the coarser grid i − 1) and another full-rank operator P i from IR ni−1 into IR ni (the prolongation from the coarse grid i − 1 to the fine grid i) such that σ i P i = R T i for some known constant σ i > 0. Moreover, these grid-transfer operators are typically computationaly cheap to apply: the prolongation is for instance often chosen as the linear interpolation operator and the restriction as some multiple of its transpose, sometimes called the full-weighting operator.
When the problem to be solved for the (field) variables is a linear or nonlinear system of equations (instead of an optimization problem), multigrid techniques often yield the computationally most efficient algorithm, as their cost typically grows only linearly with the number of variables. The main characteristics of multigrid algorithms (we refer the reader to Briggs, Henson and McCormick, 2000 for an excellent introduction, or to Trottenberg, Oosterlee and Schüller, 2001 , for a fuller treatment) are based on the observation that different "frequencies" are present in the solution of the finest grid problem (or even of the infinite-dimensional one), and become only progressively visible in the hierarchy from coarse to fine grids. Low frequencies are visible from coarse grids and up, but higher ones can only be distinguished when the mesh-size of the grid becomes comparable to the inverse of the frequency in question. In multigrid strategies, specific algorithms, called smoothers, are known to very efficiently reduce the high frequency components of the error on a grid (that is, in most cases, the components whose "wavelength" is comparable to the grid's mesh-size), but have little effect on the low frequency error components. It is observed however that such components on a fine grid appear more oscillatory on a coarser grid. They may thus be viewed as high frequency components on some coarser grid and be in turn efficiently reduced by a smoother. Moreover, this is done at a lower cost since computations on coarse grids are typically much cheaper than on finer ones. The multigrid strategy consists therefore in alternating between solving the problem on coarse grids, essentially annihilating low frequency components of the error, and on fine grids, where high frequency components are reduced (at a higher cost) by a smoother. This last operation is often called smoothing and the associated method a smoother because the effect of reducing high frequency components without altering much the low frequency ones has a "smoothing effect" on the error's behaviour.
In other words, the multigrid strategy exploits the fact that the considered operator is (approximately) separable in the frequency domain, and that restrictions from fine to progressively coarser grids followed by prolongations to the fine grid isolate the corresponding nested invariant subspaces frequency-wise. A very well-understood example is that of the linear Poisson equation in a bounded domain, given in its discretized
(1) variational form by min
where u = u(x) is the unknown temperature distribution at position x of the underlying spatial domain and ∆ is the discretized Laplacian. It is easy (see Briggs et al., 2000, page 18 ) to verify that the eigenvalues of the unidimensional discretized operator in n − 1 variables are (when one takes the Dirichlet boundary condition u 0 = u n = 0 into account)
and that its eigenvectors are given componentwise by
It is remarkable that the eigenvectors z i (i = 1, . . . , 1 2 n) on the fine grid are exactly representable on a coarser grid with double mesh-size. If we choose the commonly used full weighting restriction operator (the transpose of the linear interpolator), it is possible to verify (see Briggs et al., 2000, pages 80-81 
It would be ideal if the prolongation P r R r z i would be exactly a linear combination of
, the eigenvectors associated with the smooth modes on the fine grid, since then the image of P r R r would be identical to the invariant subspace spanned by the vectors {z i } n/2 i=1 . Unfortunately, this often not the case, due to a (often modest) contamination of the prolongated vector by oscillatory modes. Thus the image of P r R r is only approximately equal to S r−1 , but this operator is typically very cheap to apply.
(1) Using a simple finite-difference scheme.
A Multi-Secant Limited-Memory BFGS Algorithm
We may now combine all the ingredients of our discussion so far into a single minimization algorithm: it suffices to use the multi-secant limited-memory BFGS method described above with the definition of our multigrid approximate (symmetric) operators
(3.10)
In the usual multigrid framework, this operator would be combined with explicit smoothing steps in order to reduce the propagation of high frequency components in the result. More generally (and restricting the argument to two levels only and to the case where s k belongs to the coarse subspace), the equation
also suggests to distinguish between differences in gradients (the vectors y k ) to which the restriction operators R i may naturally be applied (as gradients belong to the dual) and steps (the vectors s k ) for which it would be more suitable to apply the generalized inverse P + i (these vectors lie in the primal). Unfortunately, these options are difficult to apply in practice because smoothing steps typically require the explicit knowledge of the Hessian matrix, which is unavailable here, and because computing the generalized inverse would be too costly. Moreover, as is discussed in Section 5, the limited-memory quasiNewton method may itself be interpreted as a smoother, which thus provides an implicit a posteriori smoothing in the process.
We obviously expect multi-secant updates to work at their best potential when the eigensystem of the objective function's Hessian ∇ xx f (x) is well-aligned with the grid, in the sense that
Note that many algorithmic variants are possible in selecting P k+1 (in Step 5). One may for instance give priority to the most recent information by selecting the pairs (s k,0 , y k,0 ), . . . , (s k,r−1 , y k,r−1 ), (s k , y k ) or to exact secant equations (as in the usual limited-memory BFGS) by including pairs (s k−m+1 , y k−m+1 ), . . . , (s k , y k ) instead. Any combination of the above is also possible.
Numerical Experience with Multi-Secant Equations
We now illustrate the performance of the multi-secant multigrid limited-memory BFGS algorithm on test problems exhibiting the multigrid structure.
Test Examples
We now briefly describe the problems on which our multi-secant limited-memory BFGS algorithm has been applied.
DN: A Dirichlet-to-Neumann Transfer Problem
Let S be the square [0, π] × [0, π] and let Γ be its lower edge defined by {(x, y), 0 ≤ x ≤ π, y = 0}. The Dirichlet-to-Neumann transfer problem (Lewis and Nash, 2005) consists in finding the function a(x) defined on [0, π] , that minimizes
Initialization. An initial point x 0 ∈ IR nr and an initial (positive-definite) Hessian H 0 are given. The restriction and prolongation operators R i and P i are given for i = 1, . . . , r, and the operators S i are given by (3.10) for i = 0, . . . , r − 1. Choose a memory size m ≥ 1, as well a a small tolerance ǫ ≥ 0. Compute f (x 0 ) and g(x 0 ), define the initial set of secant pairs P 0 = ∅ and set k = 0.
Step
Step 2: Compute the search direction. Apply the implicit-secant-updating algorithm to compute s k = −H k g(x k ) using the secant pairs in P k .
for some α ∈ (0, 1) and β ∈ (α, 1), yielding f (x k+1 ), g(x k+1 ) and y k satisfying (1.8).
Step 4: Generate secant pairs. Apply the operators to compute s k,i = S i s k and y k,i = S i y k for i = 0, . . . , r − 1 and set
Step 5: Select the next set of secant pairs. Select m pairs in P + k to form P k+1 .
Step 6: Loop. Set k = k + 1 and return to Step 1.
where ∂ y u is the partial derivative of u with respect to y, and where u is the solution of the boundary value problem
The problem is a one-dimensional minimization problem, but the computations of the objective function and gradient involve a partial differential equation in two dimensions. To introduce oscillatory components in the solution, we set φ(
. The discretization of the problem is performed by finite differences with the same grid spacing in the two directions. The discretized problem is a linear least-squares problem.
Q2D: A Simple Quadratic Example
We consider here the two-dimensional model problem for multigrid solvers in the unit square domain
where f is such that the analytical solution to this problem is u(x, y) = 2y(1−y)+2x(1−x). This problem is discretized using a 5-point finite-difference scheme, giving linear systems A i x = b i at level i where each A i is a symmetric positive-definite matrix. The optimization is carried out on the variational minimization problem
which is obviously equivalent to the linear system A r x = b r . The main purpose of this example is to illustrate that our algorithm is able to exploit the best multigrid structure.
MS: A Minimum Surface Problem
We consider the minimum surface problem
where f (x) = x(1 − x). This convex problem is discretized using a finite element basis defined using a uniform triangulation of S 2 , with same grid spacing h along the two coordinate directions. The basis functions are the classical P1 functions which are linear on each triangle and take value 0 or 1 at each vertex. The starting point is a random vector uniformly distributed in [0, 1].
BR: Bratu's Problem in Two Dimensions
We consider the minimization problem
where R = 6.8, as advocated in Moré and Toraldo (1991) . This variational problem is discretized using the same finite element basis as that used in the MS problem. The starting point is a random vector uniformly distributed in [0, 1].
IP: An Inverse Problem from Image Processing
We consider the image deblurring problem stated on page 130 of Vogel (2002) . In this problem, the columns of the unknown deblurred image are stacked into a vector f . A doubly block Toeplitz matrix T is computed using the blur function of Hansen's toolbox (Hansen 1994) , which also yields the blurred image d. The image deblurring problem uses the total variation principle and can be written as
The problem is convex. The discretization scheme is the same as for the MS problem, and the starting point for the minimization is chosen as f = 0.
MT: A Membrane Tracking Problem
The set of constraints is defined by Hlavacek, Haslinger, Necas and Lovisek, 1998) . To fit into our unconstrained optimization framework, this bound-constrained problem is transformed into a problem with Dirichlet boundary conditions by replacing K with
The discretization of the above problem again uses the same finite element basis as for the MS problem. The starting point is a random vector uniformly distributed in [0, 1].
DASW: Data Assimilation for the Shallow-Water System
Data assimilation problems constitute an important class of parameter estimation. Their purpose is to reconstruct the initial conditions at t = 0 of a dynamical system based on knowledge of the system evolution laws and on observations of the state at times t i . More precisely, consider a dynamical system described by the equationẋ = f (t, x) whose solution operator is given by x(t) = M(t, x 0 ). Assume that the system state is observed (possibly only in parts) at times {t i } N i=0 , yielding observation vectors {y i } N i=0 , whose model is given by y i = Hx(t i ) + ǫ, where ǫ is a noise with covariance matrix R i . Assume finally that one knows B, an a priori error covariance matrix on x 0 . We are then interested to find x 0 which minimizes
The first term in this cost function is the often called the background term, the second the observation term. An interesting application of (4.2) is given by a system governed by the (two-dimensional) shallow-water equations. This system is often considered as a good approximation of the dynamical systems used in ocean modeling, themselves a crucial element of climatic evolution scenarios (Griffies, 2004) . The system's equations are
where u, v and z are functions of (x, y, t). The domain is the rectangle [0,
(with L x = 32 × 10 6 meters and L y = 8 × 10 6 meters) and the integration horizon is 50 timesteps of 400 seconds. The boundary conditions are assumed to be periodic in y and of Dirichlet type in x. Following the suggestion by Weaver and Courtier (2001) we have modelled the a priori term x b using a diffusion operator. As is recommended in the climate modelling community (we refer the reader to Griffies, 2004 , for further details), our formulation uses initial geostrophic winds and a β-plane formulation for the Coriolis force; we integrate this system using a leapfrog scheme and a Laplacian spatial damping (which introduces a right-hand side of the form µ(∆u, ∆v, ∆z) T in the system (4.3), where µ = 3 × 10 6 ). We also considered using an Asselin time-filter (see Asselin, 1972) , but gave this up as it had little effect on our results. In our problem, we assume to observe the state at every fifth point in the spatial domain and every fifth time step. The true initial geopotential height, which we seek to reconstruct, is assumed to be z(x, y, 0) = 5000 + 50 sin 2πx
The same starting point for this non-convex problem is used for all tests and is generated as the initial state perturbed by normally distributed random noise with zero mean and standard deviation equal to 10 −2 . This problem is interesting for our tests because numerical experiments indicate that this problem is not well-suited to a multigrid approach (2) .
The First Results
We now turn to the numerical experiments themselves, where we considered the test examples described above for the sizes and algorithmic parameters presented in Table 4 .1. In this table, m is the total number of secant pairs (exact and approximate) memorized by our algorithm and "# levels" is the number of levels exploited in the multi-secant algorithm. All experiments were run in Matlab. We used the full-weighting restriction and the linear-interpolation prolongation operators in all cases, and µ was set to 10 −6 . Convergence of the algorithm was declared as soon as g(x k ) ≤ ǫ, the values of this tolerance being also specified in Table 4 .1: The parameters in our numerical tests
The algorithmic variants tested differ according to the mechanism used in Step 5 to select the secant pairs, the order in which these pairs are used in the implicit updating procedure and the level of collinearity control τ . We have defined three different strategies for the selection of secant pairs:
full: all secant pairs (exact and approximate) are considered for each iteration, but the pairs generated at the iterations further in the past are dropped first, and, amongst those corresponding to the same iteration, the approximate pairs are dropped before the exact one;
local: only the approximate secant pairs generated at the current iterations are considered for updating, in addition to as many past exact pairs as allowed by the memory;
(2) We experimented with a Galerkin full-multigrid scheme on a linear system whose matrix was obtained from finite differences in the gradients of (4.2), and observed a numerical performance not significantly better than that of a pure Gauss-Seidel smoother.
mless: all information from previous iterations is discarded and only the (exact and approximate) pairs generated at the current iteration are considered. This corresponds to using the multiple-secant updates in a purely "memoryless" manner.
We have also defined two different strategies for the order in which the approximate secant pairs are used for updating :
coarse-first: the approximate inverse Hessian is updated for the pairs corresponding to the coarser levels first;
fine-first: the approximate inverse Hessian is updated for the pairs corresponding to the finer levels first.
Each algorithmic variant is thus characterized by the triplet specifying its the pair selection strategy, its pair ordering strategy and its value of τ . We also consider the standard limited-memory BFGS method (L-BFGS) for comparison. These results indicate that using approximate secant pairs associated with grid levels is potentially useful, although not uniformly for every problem nor across variants. Further variations were also observed for other choices of m and r, but leave the overall picture unchanged. In the results reported here, the improvement is especially noticeable for problems (like Q2D and BR) where one expects the multigrid method to perform well.
One also notes that the "local" and "mless" variants seem to be most efficient, and that collinearity control often helps somewhat the first of these strategies. The memoryless variants ("mless") are especially efficient on the Laplacian (Q2D) and Bratu (BR) problems. We also note that the memory-less and local variants give identical number of function evaluations and iterations for problem Q2D, which we believe results from the fact that r ≈ m, which leaves little room for past iteration history. The same comment applies to the data assimilation problem (DASW), for which the multisecant variants are clearly less successful. Given our observation that this latter example is not well-suited to multigrids, the performance of our algorithms on this problem does not come as a surprise. We finally observe that collinearity control produces fairly mixed results, and seems to be irrelevant for problem DASW.
In order to verify the analysis of Section 2.1, we have also computed the relative perturbations (2.5) (with G = ∇ xx f (x k+1 ) and · = · ∞ ) during runs of the variant This figure shows that the size of the relative perturbation of the true Hessian needed to make the approximate secant exact is very modest (a few percent of ∇ xx f (x k+1 ) , typically). The relative size of the Hessian perturbation necessary make the exact secant equation (1.5) hold exactly is shown in the right figure as the curve ultimately decreasing to the order of 10 −5 . Clearly, this perturbation is of the same order as that for the approximate secant equations in the early iterations of the algorithm. It is invisible on the left figure, because it is always tiny (between 10 −15 and 10 −10 ) on a quadratic function. Further analysis (not illustrated here) indicates that the perturbation corresponding to past exact secant equations follows the same pattern as that corresponding to the current one, both for quadratic and nonquadratic problems.
Asymptotic Approximate Eigenvalue Equations
These numerical experiments prompt another discussion. It was observed in the numerical test-runs that the multiple-secant limited-memory BFGS algorithm also acts as a smoother on the original problem, in the sense that convergence often occurs much faster for the oscillatory modes of the solution than for the smooth modes. This is illustrated in Figure 5 .2 which shows the decomposition of the step s k along the subspaces S 0 , S
where, for i > 0, S C i is the orthogonal complement of S i−1 in S i , thereby isolating to contribution which is specific to each of the nested subspaces. In this figure, one observes that, for both problems, s k is nearly entirely contained in S 0 (the coarse subspaces corresponding to very smooth modes), for k sufficiently large, which we express by writing that
for large k. Now observe that the eigenvalues associated with S 0 are typically the smallest ones: in the case of the one-dimensional Laplacian model problem analyzed above, we have that
and the eigenvalues associated with this invariant subspace are
If we assume, for instance, that n = 255 and that we exploit five levels, we verify that n 0 = 7. The eigenvalues (5.2) are therefore all contained in the interval [0.00015, 0.0074]. The norm of the Laplacian operator is however given by its maximal eigenvalue, equal to 4. Thus the deviation of the eigenvalues associated to S 0 from any approximation ρ 0 in the interval, relative to the operator norm, is bounded by
that is slightly less than 0.2%. Modifying the Laplacian operator by imposing that its restriction to S 0 is ρ 0 I therefore amounts to a perturbation of the operator of at most 0.2%, which is again very modest. Moreover, this discussion is consistent with our observation following (2.7) as we see here that G 0 is small compared to G . Returning to the case discussed in Section 2.1, this indicates that
and s k ≈ S 0 s k is an approximate eigenvector of G, the value ρ 0 being the Rayleigh quotient along this direction, given by
If we now consider S 1 (a superset of S 0 of dimension 15 in our example), the size of relative perturbation Hessian remains at most 9%. Expressing the above reasoning for an a generic invariant subspace S i (note that S 0 ⊂ S i in our multilevel context), we may thus expect that
which yields
Alternatively,
Using the approximations (5.1) and (5.3), we see that equations of the form
may therefore be of interest when updating our Hessian approximation, where we have the choice to select p i,k and q i,k among S i s k (0 ≤ i < r − 1) or s k , and ρ i,k among
Further alternative forms may be obtained by replacing
, or S i y k by y k in (5.7). . . We also note that Algorithm 3.1 was stated above using only secant equations of the form (2.8), but it is now possible to incorporate equations of the form (5.6) (possibly in combination with (2.8)) into the updates. This only requires the redefinition of the vectors y k,i to be generated at Step 4: for instance, we redefine y k,i to be
if one wishes to use (5.4). Finally, we observe that the variants described in this section differ from those in Section 2.1 in that they only require the storage of the steps s k , This significantly reduces the memory needs for the method, which might be an advantage for very large problems.
Numerical Experience with Eigenvalue Equations
Our present purpose is not to conduct a full investigation of which of the alternative forms mentioned in the previous section is numerically preferable and when. We focus in this section on verifying the main lines of our analysis of approximate eigenvalue equations and on illustrating the potential of a few choices in a simple algorithmic setting. We leave the more complete experimentation and the design of a suitable selection mechanism for further research.
In this first exploration, we have chosen to experiment with four variants of the many possible choices of the type (5.6)-(5.7), namely the "eigenvalue equations" given by (5.4), (5.5),
and The results of the numerical experience using these equations in the limited memory framework already detailed for approximate secant equations are given in Tables 6.3 to 6.9. Qualitatively speaking, we obtain a conclusion very similar to that reached for approximate secant equations: there exists a clear algorithmic potential in using the information specified by the approximate eigenvalue equations, but this potential is uniform neither across problems nor across algorithmic variants. We only note that some of the best performances are obtained with these techniques, in particular for the data assimilation problem DASW.
As for the multiple secant equations, we may complete our picture by an estimation of the approximate nature of the considered eigenvalue equations. This estimation is again obtained by measuring the size of the Hessian perturbation that would ensure (5.6) exactly, relative to the Hessian norm. In this case ,the relative perturbation size is then given by
for the appropriate choices of p i,k , q i,k and ρ i,k . 
Conclusions
We have shown that the a priori knowledge of approximate invariant subspaces associated with the Hessian of an unconstrained optimization problem allows a more efficient exploitation of the secant information, and thus more efficient minimization algorithms.
As an application, we have also described how this knowledge can often be extracted from the multilevel structure of discretized infinite dimensional problems. Using the asymptotic smoothing properties of the limited-memory BFGS method, we have also indicated how the steps generated by this algorithm often generate approximate eigenvalue information, which may in turn be used to reduce the memory required for an efficient optimization. Preliminary numerical experience on a small collection of test problems suggests that this approach is promising and further investigation worthwhile. The exploitation of invariant subspace information opens, from the authors' point of view, a number of immediate possibilities and more long-term perspectives. The first would be to investigate other frameworks where approximate invariant subspaces and associated approximate projectors can be obtained, possibly at the cost of some problem preprocessing. In particular the domain of model-reduction methods (of which multilevel can be considered a member) seems of interest. In this context, the hierarchy of models of different fidelity provides the support of the approximate invariant subspaces, and the authors believe that the ideas presented in this paper can then be applied using suitable prolongations and restrictions between the levels of this hierarchy. More algebraic decompositions may also be considered for the determination of approximate invariant subspaces, for instance in cases where nested subsets of variables are known to generate different degrees of model nonlinearity. One may also consider the use of multi-secant/eigenvalue approaches in algorithms for bound-and more generally constrained optimization.
In the more specific case of multilevel optimization and, although algorithmic variants have been outlined in the present paper, much remains to be done for obtaining a welltested, robust and optimized multi-secant/eigenvalue quasi-Newton code. In particular, approximate techniques for computing the vector P + i s k as an alternative to R i s k might prove efficient in this context. But other questions also merit further research. One may wonder, for instance, if the BFGS updates could be performed at the different grid levels and the resulting matrices prolongated to the fine grid. One may also consider the effect of using simultaneous updates or other quasi-Newton updates in the context of multi- secant algorithms, or the use of the resulting approximations in multilevel optimization algorithms of the type suggested by Nash (2000) , Gratton et al. (2008a) or Wen and Goldfarb (2007) . Yet further research questions include the effect of the particular choice of the restriction and prolongation operators and the impact of grid refinement strategies. 
