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CONSTRUCTION D’UN E´LE´MENT REMARQUABLE DE
L’IDE´AL DE BERNSTEIN-SATO ASSOCIE´ A` DEUX
COURBES PLANES ANALYTIQUES
ROUCHDI BAHLOUL
Re´sume´. Etant donne´es des de´formations f1, f2 de deux polynoˆmes de
deux variables quasi-homoge`nes pour deux syste`mes de poids distincts
α1, α2 satisfaisant a` des conditions similaires a` celles de singularite´s
semi-quasi-homoge`nes pour un poids, nous donnons, par des me´thodes
inspire´es de celles de H. Maynadier, une formule explicite d’un polynoˆme
de Bernstein-Sato faisant intervenir deux formes affines ραi(f1)s1 +
ραi(f2)s2 + k, i = 1, 2. Dans le cas particulier (f1, f2) = (x
a
1 + x
b
2, x
c
1 +
xd2), bc − ad > 0, nous calculons l’espace Hf e´tudie´ re´cemment par J.
Brianc¸on, Ph. Maisonobe et M. Merle et montrons qu’il est e´gal au lieu
des ze´ros de s1s2(abs1 + ads2)(ads1 + cds2).
Introduction et e´nonce´ des re´sultats principaux
L’e´tude du polynoˆme de Bernstein (ou b-fonction selon M. Sato) et de son
analogue a` plusieurs fonctions, l’ide´al de Bernstein-Sato remonte au de´but
des anne´es 1970 avec entre autres les contributions fondamentales de I. N.
Bernstein [3], J.E. Bjo¨rk [4], B. Malgrange [14] et M. Kashiwara [12] pour le
polynoˆme de Bernstein et de C. Sabbah [18, 19] pour l’ide´al (ou les ide´aux)
de Bernstein-Sato.
Ces e´tudes “the´oriques” n’ont en rien e´puise´ le sujet. En effet, aujourd’hui
encore, il reste beaucoup de questions ouvertes, notamment sur des questions
de rationalite´ ou de principalite´, mais aussi concernant le calcul explicite de
ces polynoˆmes et de ces ide´aux. A` ce propos, citons les contributions de
T. Yano et M. Kato qui ont traite´ nombre d’exemples. Citons aussi T. Oaku
[17] qui, le premier, donna un algorithme de calcul du polynoˆme de Bernstein
global et local d’un polynoˆme, et ce sans aucune hypothe`se sur le polynoˆme
en question ; cet algorithme est base´ sur la the´orie des bases de Gro¨bner dans
les anneaux d’ope´rateurs diffe´rentiels. Signalons [22] dans lequel U. Walther
calcule le polynoˆme de Bernstein (global) d’un arrangement d’hyperplans
ge´ne´rique. Enfin, terminons cette liste (non exhaustive) par une contribution
qui nous concerne directement ici, a` savoir l’article de J. Brianc¸on et al
[7] dans lequel les auteurs donnent une me´thode explicite pour de´terminer
le polynoˆme de Bernstein d’une singularite´ semi-quasi-homoge`ne ou non
de´ge´ne´re´e au sens de Kouchnirenko (voir aussi T. Torrelli [20]).
Ici nous nous inte´ressons aux cas de plusieurs fonctions. A` p germes
f1, . . . , fp ∈ C{x} = C{x1, . . . , xn}, on associe l’ide´al de Bernstein-Sato
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B forme´ des polynoˆmes b(s) ∈ C[s] = C[s1, . . . , sp] satisfaisant a`
b(s)f s11 · · · f
sp
p ∈ Dn[s]Ff
s1
1 · · · f
sp
p
ou` Dn est l’anneau des ope´rateurs diffe´rentiels a` coefficients dans C{x} et F
est le produit des fj. D’apre`s C. Sabbah [18, 19], cet ide´al n’est pas nul et
d’apre`s J. Brianc¸on et H. Maynadier [10], il n’est pas principal en ge´ne´ral.
H. Maynadier [15, 16] a e´tudie´ l’ide´al de Bernstein-Sato d’une singularite´
quasi-homoge`ne ainsi que semi-quasi-homoge`ne (i.e. l’ide´al des parties ini-
tiales de´finit une intersection comple`te a` singularite´ isole´e) pour un syste`me
de poids donne´ en s’inspirant de [7]. La me´thode peut se re´sumer ainsi : dans
un premier temps, on fait monter le poids des coefficients des ope´rateurs a`
l’aide de l’ope´rateur d’Euler associe´ au syste`me de poids et dans un deuxie`me
temps on re´e´crit ces coefficients via des divisions par des ide´aux de co-
longueur finie.
Une question naturelle se pose alors : que se passe-t-il si on essaie de
ge´ne´raliser ces me´thodes dans le cas ou` l’on s’autorise des syste`mes de poids
distincts ? La premie`re situation a` e´tudier est celle de deux fonctions de deux
variables. C’est ce qu’on se propose de faire ici.
Notations. Pour un germe de fonction analytique u =
∑
ij uijx
i
1x
j
2, avec
uij ∈ C, on de´finit son diagramme de Newton N (u) ⊂ N
2 comme l’ensem-
ble des couples (i, j) tels que uij 6= 0. E´tant donne´ un syste`me de poids
α = (b, a) ∈ (Q>0)
2, un polynoˆme p = p(x1, x2) est dit α-homoge`ne de degre´
degα(p) = d si pour tout (i, j) ∈ N (p), bi+ aj = d. Pour un polynoˆme quel-
conque p, le degre´ par rapport a` α est degα(p) = max{bi+aj/ (i, j) ∈ N (p)}.
On de´finit le poids (pour le syste`me α) d’une se´rie u comme ρα(u) =
min{bi + aj/ (i, j) ∈ N (u)}. On note inα(u) la partie initiale de u, i.e. sa
partie α-homoge`ne de degre´ ρα(u). De plus, pour un ide´al I de C{x1, x2}, on
note inα(I) l’ide´al de C{x1, x2} engendre´ par les parties initiales des e´le´ments
de I. Enfin, pour u1, . . . , ur ∈ C{x1, x2}, on note 〈u1, . . . , ur〉 l’ide´al qu’ils
engendrent.
On se donne deux fonctions analytiques complexes f1, f2 de deux vari-
ables x1, x2, deux entiers positifs non nuls a et d et deux rationnels b et c
strictement supe´rieurs a` 1 tels que les deux syste`mes de poids α1 = (b, a),
α2 = (d, c) soient non coline´aires. On suppose :
(1) xa1 (resp. x
d
2) est un terme de f1 (resp. f2),
i.e. (a, 0) ∈ N (f1) et (0, d) ∈ N (f2),
(2) ρα1(f1) = degα1(x
a
1) = ab,
(3) ρα2(f2) = degα2(x
d
2) = cd,
(4) bc > ad (i.e. inα1(f1) est “plus pentue” que inα2(f2)).
On impose les hypothe`ses supple´mentaires suivantes. Si on note J le de´terminant
jacobien de (f1, f2), alors on demande :
(5) Les ide´aux inα1(〈f1, J〉) et 〈inα1(f1), inα1(J)〉 sont e´gaux et de co-
longueur finie dans C{x1, x2}.
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(6) Les ide´aux inα2(〈f2, J〉) et 〈inα2(f2), inα2(J)〉 sont e´gaux et de co-
longueur finie dans C{x1, x2}.
Notons D = D2 l’anneau des ope´rateurs diffe´rentiels a` coefficients dans
C{x} = C{x1, x2}. Le re´sultat principal de cette note est le suivant.
The´ore`me 1.
– Si a = 1 et d = 1 alors l’ide´al de Bernstein-Sato B est engendre´ par
(s1 + 1)(s2 + 1).
– Si a ≥ 2 ou d ≥ 2 :
Posons N1 = 2ab+ ad− 2a− 2b, N2 = 2cd+ ad− 2c− 2d,
W1 = {degα1(m)/m monoˆme et degα1(m) ≤ N1 + ρα1(f2)},
W2 = {degα2(m)/m monoˆme et degα2(m) ≤ N2 + ρα2(f1)}.
Le polynoˆme
b(s1, s2) = (s1+1)(s2+1)
∏
ρ1∈W1
(abs1+ads2+a+b+ρ1)·
∏
ρ2∈W2
(ads1+cds2+c+d+ρ2)
appartient a` l’ide´al B.
La construction que nous mettons en place s’applique a` la situation suiv-
ante :
Proposition 1. Soient a, b, c, d des entiers non nuls tels que bc > ad. Soient
g1, g2 ∈ C{x}. Si g1 (resp. g2) est non nul, on suppose ρα1(g1) > ab (resp.
ρα2(g2) > cd). Posons f1 = x
a
1 + x
b
2 + g1 et f2 = x
c
1 + x
d
2 + g2. Alors (f1, f2)
satisfait aux hypothe`ses (1),. . .,(6) et le the´ore`me pre´ce´dent s’applique.
Exemples et Discussions. (1) Conside´rons f = (x1, x
3
1 + x
2
2). Il est
facile de voir que si l’on pose α1 = (b, 1) et α2 = (2, 3) alors les hy-
pothe`ses du the´ore`me sont satisfaites pour n’importe quel entier b ≥ 2.
On remarque que N2 = 4 et W2 = {0, 2, 3, 4, 5, 6} quelque soit b, alors
que N1 et W1 de´pendent de b. Ainsi le polynoˆme suivant (s1 + 1)(s2 +
1)pb(s1, s2)q(s1, s2), ou` pb(s1, s2) =
∏
ρ1∈W1
(bs1 + 2s2 + 1 + b + ρ1) et
q(s1, s2) =
∏
ρ2∈W2
(2s1+6s2+5+ρ2), est dans B, ce quelque soit b ≥ 2.
Ceci entraine que b1(s) := (s1+1)(s2+1)
∏
ρ2=0,2,3,4,5,6
(2s1+6s2+5+ρ2)
est lui-meˆme dans B.
(2) H. Maynadier [16] calcule l’ide´al de Bernstein-Sato associe´ a` deux
polynoˆmes f1, f2 de deux variables, α-homoge`nes pour un syste`me de
poids α donne´, dans le cas ou` les fj sont a` singularite´ isole´e et le
morphisme f = (f1, f2) de´finit l’origine. Elle montre alors que l’ide´al
en question est principal et en calcule le ge´ne´rateur. Dans l’exemple
pre´ce´dent (avec α = (2, 3)), elle obtient comme ge´ne´rateur b0(s) :=
(s1+1)(s2+1)
∏
ρ2=0,2,4,6
(2s1+6s2+5+ρ2). Ce dernier divise b1. Cela
montre en passant que les Wj ne sont pas optimaux en ge´ne´ral.
(3) Dans [16], H. Maynadier traite aussi les morphismes f = (f1, . . . , fp)
tels que toute famille extraite de´finit une singularite´ semi-quasi-homoge`ne
pour α (i.e. les formes initiales de ses fonctions forment une intersection
comple`te a` singularite´ isole´e). Dans ce cas, elle montre qu’un polynoˆme
de la forme
∏p
j=1(sj+1)
∏
ρ∈W (
∑p
j=1 ρα(fj)sj+ρ), W e´tant un ensem-
ble d’entiers, appartient a` B.
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Maintenant, conside´rons f = (x21 + x
3
2, x
3
1 + x
2
2). Signalons qu’on ne
connait toujours pas l’ide´al de Bernstein-Sato de f meˆme dans le cas
global, cf. [1] et [21]. On peut facilement voir que cet exemple ne rentre
dans aucune des situations e´tudie´es dans [16]. La proposition pre´ce´dente
nous donne cependant un polynoˆme dans B, a` savoir
(s1 + 1)(s2 + 1)
∏
ρ
(6s1 + 4s2 + 5 + ρ)(4s1 + 6s2 + 5 + ρ)
avec ρ qui parcourt W1 = W2 = {0, 2, 3, . . . , 10}. Au vu de l’exemple
(1), on peut penser qu’un produit sur un sous-ensemble strict de W1
suffise. Par ailleurs on peut se demander si les deux formes affines qui
apparaissent sont obligatoires. La re´ponse est oui comme on va le voir
plus bas et cela montre que la situation examine´e dans ce papier est
bien diffe´rente de celles traite´s par H. Maynadier.
De fac¸on ge´ne´rale : soient f1, . . . , fp ∈ C{x} des fonctions analytiques au
voisinage de 0 ∈ Cn. Au voisinage de x = 0, soit A le sous-ensemble de
T ∗Cn × Cp de´fini par :
A =
{
(x, λ1df1(x) + · · ·+ λpdfp(x), λ1f1(x), . . . , λpfp(x))
}
,
ou` (λ1, . . . , λp) de´crit C
p. Conside´rons l’espace W#f introduit par M. Kashi-
wara et T. Kawai [13] de´fini comme l’adhe´rence de A dans T ∗Cn × Cp ; il
s’agit de la varie´te´ caracte´ristique de Dn[s1, . . . , sp] · f
s1
1 · · · f
sp
p vu comme
Dn[s1, . . . , sp]-module (voir [13], Th. 2). Maintenant, suivant J. Brianc¸on,
Ph. Maisonobe et M. Merle [8, 9], notons π2 : T
∗Cn×Cp → Cp la projection
canonique et conside´rons Hf ⊂ C
p de´fini par :
Hf = π2(W
#
f ∩ F
−1(0)),
ou` l’on e´tend canoniquement F a` T ∗Cn × Cp par F (x, ξ, s) = F (x).
Pour un polynoˆme c ∈ C[s1, . . . , sp], on note fin(c) sa partie homoge`ne de
plus haut degre´ (sa partie finale) et pour un ide´al J ⊂ C[s1, . . . , sp], fin(J)
de´signe l’ide´al engendre´ par l’ensemble des parties finales des c ∈ J .
The´ore`me BMM ([8, 9]).
(1) Hf est une re´union d’hyperplans vectoriels.
(2) Hf est contenue dans le lieu des ze´ros de fin(B).
(3) Si p = 2 : il existe b ∈ B tel que le lieu des ze´ros de fin(b) e´gale Hf .
Par conse´quent Hf est e´gal au lieu des ze´ros de fin(B).
Revenons a` notre situation. D’apre`s ce the´ore`me et le the´ore`me 1,
Hf ⊂ V (s1s2(abs1 + ads2)(ads1 + cds2)).
Proposition 2. Dans le cas ou` (f1, f2) = (x
a
1 + x
b
2, x
c
1+ x
d
2) et bc > ad, Hf
est e´gal a` V (s1s2(abs1 + ads2)(ads1 + cds2)).
Ainsi dans ce cas, le polynoˆme b construit dans le the´ore`me 1 ve´rifie
V (fin(b)) = Hf , on retrouve donc le re´sultat (3) du the´ore`me pre´ce´dent
dans ce cas bien particulier. Cela justifie l’adjectif “remarquable” employe´
dans le titre.
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Comme conse´quence du the´ore`me pre´ce´dent, tout polynoˆme de Bernstein-
Sato b associe´ a` (f1, f2) = (x
a
1 + x
b
2, x
c
1 + x
d
2) (bc > ad) a comme facteurs
obligatoires de sa partie finale les formes line´aires (abs1 + ads2) et (ads1 +
cds2). On peut conjecturer que l’e´galite´ de la proposition 2 soit encore vraie
sous les hypothe`ses plus ge´ne´rales du the´ore`me 1 ou au moins celles de la
proposition 1.
Signalons qu’en ge´ne´ral, nous ne savons pas determiner les formes line´aires
obligatoires. Nous savons qu’elles sont contenues dans le 1-squelette du V -
e´ventail de Gro¨bner de l’annulateur de f s11 · · · f
sp
p dans Dn+p, cf. [2].
Pour finir, de´crivons le contenu de l’article. Dans la premie`re section, nous
montrons comment, a` l’aide de l’ope´rateur d’Euler naturellement associe´ a`
αi, faire monter le poids ραi a` l’aide d’une forme affine. Dans la section 2,
nous de´crivons les ide´aux de colongueur finie qui nous servirons dans la suite.
Nous donnons aussi une borne infe´rieure concernant le poids qu’il faut pour
appartenir a` ces ide´aux ; ici nous utilisons la notion de bases standard. Dans
la section 3 se trouve la construction proprement dite d’un polynoˆme de
Bernstein-Sato. Nous utilisons d’abord les deux formes affines de´termine´es
dans la section 1 pour faire monter suffisamment le poids des coefficients des
ope´rateurs. Puis, via une division par les ide´aux de la section 2, nous faisons
une re´e´criture de ces ope´rateurs avec une conservation des poids. Dans la
section 4, nous montrons la proposition 1 en utilisant les bases standard.
Enfin la section 5 contient la de´monstration de la proposition 2.
Remerciements. Je tiens a` remercier chaleureusement He´le`ne Maynadier-
Gervais pour les discussions fructueuses que nous avons eues durant l’e´laboration
de ce travail. Un grand merci e´galement a` Michel Granger pour m’avoir
sugge´re´ de tenter le calcul de Hf et pour avoir relu le manuscrit. Les
re´sultats expose´s ici sont issus d’un travail re´alise´ en grande partie a` l’u-
niversite´ d’Angers. La section 5 a e´te´ e´labore´e a` l’universite´ de Kobe avec
le soutien financier de la JSPS dans le cadre d’une bourse post-doctorale
FY2003.
1. Processus de monte´e des poids
De´finissons les ope´rateurs d’Euler suivants :
– χ1 = bx1∂x1 + ax2∂x2 ,
– χ˜1 = b∂x1x1 + a∂x2x2 = χ1 + a+ b,
– χ2 = dx1∂x1 + cx2∂x2 ,
– χ˜2 = d∂x1x1 + c∂x2x2 = χ2 + c+ d.
Notons alors
– f11 = χ1(f1)− ρα1(f1)f1 et f12 = χ2(f1)− ρα2(f1)f1,
– f21 = χ1(f2)− ρα1(f2)f2 et f22 = χ2(f2)− ρα2(f2)f2.
L’affirmation suivante est triviale.
Affirmation 1.1.
– ρα1(f11) > ρα1(f1) et ρα2(f11) > ρα2(f1),
– ρα1(f12) ≥ ρα1(f1) et ρα2(f12) > ρα2(f1),
– ρα1(f21) > ρα1(f2) et ρα2(f21) ≥ ρα2(f2),
– ρα1(f22) > ρα1(f2) et ρα2(f22) > ρα2(f2).
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Notation 1.2. On note ξ−1,0 = f
s1+1
1 f
s2
2 , ξ0,−1 = f
s1
1 f
s2+1
2 et ξ−1,−1 =
f s1+11 f
s2+1
2 . De plus, si (i1, i2) ∈ N
2, on note :
ξi1,i2 = s1 · · · (s1 − i1 + 1) · s2 · · · (s2 − i2 + 1)f
s1−i1
1 f
s2−i2
2 .
Avant de poursuivre, de´finissons le poids d’un ope´rateur applique´ a` ξi1,i2 .
De´finition 1.3. Soit i ∈ {1, 2}.
– Pour (i1, i2) ∈ (N∪{−1})
2, on pose ραi(ξi1,i2) = −i1ραi(f1)−i2ραi(f2).
– Si u ∈ C{x}, on pose ραi(uξi1,i2) = ραi(u) + ραi(ξi1,i2).
– Si P = P (s) ∈ D[s1, s2], on adopte l’e´criture a` droite : P =
∑
β,k,l ∂
β
x sk1s
l
2uβ,k,l
avec β ∈ N2 et uβ,k,l ∈ C{x} et on de´finit ραi(P · ξi1,i2) comme le min-
imum des ραi(uβ,k,lξi1,i2).
Soient maintenant (i1, i2) ∈ N
2 et u ∈ C{x} pour lequel on note ρ1 =
ρα1(uξi1,i2) et ρ2 = ρα2(uξi1,i2). Posons u1 = χ1(u)−ρα1(u)u et u2 = χ2(u)−
ρα2(u)u.
Lemme 1.4.
χ˜1 · uξi1,i2 =
(
ρα1(f1)s1 + ρα1(f2)s2 + a+ b+ ρ1
)
uξi1,i2
+u1ξi1,i2 + f11uξi1+1,i2 + f21uξi1,i2+1,
χ˜2 · uξi1,i2 =
(
ρα2(f1)s1 + ρα2(f2)s2 + c+ d+ ρ2
)
uξi1,i2
+u2ξi1,i2 + f12uξi1+1,i2 + f22uξi1,i2+1.
La de´monstration consiste en un calcul facile laisse´ au lecteur.
Remarque 1.5.
• ρα1(f1)s1 + ρα1(f2)s2 + a+ b+ ρ1 = abs1 + ads2 + a+ b+ ρ1,
• ρα2(f1)s1 + ρα2(f2)s2 + c+ d+ ρ2 = ads1 + cds2 + c+ d+ ρ2.
Corollaire 1.6 (de monte´e des poids). Sous les hypothe`ses du lemme pre´ce´dent,
on a :
(1)
(
abs1 + ads2 + a+ b+ ρ1
)
uξi1,i2 = P0ξi1,i2 + P1ξi1+1,i2 + P2ξi1,i2+1,
ou` P0, P1, P2 ∈ D ve´rifient
ρα1(P0ξi1,i2), ρα1(P1ξi1+1,i2), ρα1(P2ξi1,i2+1) > ρα1(uξi1,i2) et
ρα2(P0ξi1,i2), ρα2(P1ξi1+1,i2), ρα2(P2ξi1,i2+1) ≥ ρα2(uξi1,i2),
(2)
(
ads1 + cds2 + c+ d+ ρ2
)
uξi1,i2 = Q0ξi1,i2 +Q1ξi1+1,i2 +Q2ξi1,i2+1,
ou` Q0, Q1, Q2 ∈ D ve´rifient
ρα2(Q0ξi1,i2), ρα2(Q1ξi1+1,i2), ρα2(Q2ξi1,i2+1) > ρα2(uξi1,i2) et
ρα1(Q0ξi1,i2), ρα1(Q1ξi1+1,i2), ρα1(Q2ξi1,i2+1) ≥ ρα1(uξi1,i2).
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2. Les ide´aux de colongueur finie
Conside´rons les ide´aux suivants de C{x1, x2}.
– I1 = 〈f1, J〉,
– I2 = 〈f2, J〉,
– I = 〈f1, f2〉.
Dans cette section, nous de´terminons une borne infe´rieure concernant
le poids d’une se´rie pour que celle-ci appartienne a` l’un de ces ide´aux. Les
re´sultats concernant les ide´aux I1 et I2 sont de H. Maynadier [15, 16] et ceux
qui concernent I s’appuient sur la notion de bases standard. A` ce propos
nous rappelons un the´ore`me de division dans le paragraphe 2.
2.1. Les ide´aux I1 et I2.
Rappelons les hypothe`ses (5) et (6), a` savoir inα1(I1) = 〈inα1(f1), inα1(J)〉
et inα2(I2) = 〈inα2(f2), inα2(J)〉 et ces ide´aux sont de colongueur finie. On
est alors en mesure d’appliquer le the´ore`me de division par un ide´al de
colongueur finie (th. 4.2.1.1 [16]) dont on trouvera une de´monstration dans
[15], voir aussi [7] et [6]). De plus, la colongueur de I1 (resp. I2) est finie et
e´gale celle de 〈inα1(f1), inα1(J)〉 (resp. 〈inα2(f2), inα2(J)〉). Des re´sultats de
H. Maynadier [15, 16], on retiendra :
Proposition 2.1. Soit Mi une cobase monomiale de Ii, i = 1, 2. Soit u
dans C{x}.
– Si pour tout m ∈ M1, ρα1(u) > degα1(m), alors il existe v,w ∈ C{x}
tels que : u = vf1+wJ , ρα1(u) ≤ ρα1(v)+ρα1(f1) et ρα1(u) ≤ ρα1(w)+
ρα1(J).
– Si pour tout m ∈ M2, ρα2(u) > degα2(m), alors il existe v,w ∈ C{x}
tels que : u = vf2+wJ , ρα2(u) ≤ ρα2(v)+ρα1(f2) et ρα2(u) ≤ ρα2(w)+
ρα1(J).
Remarque 2.2. Dans la the`se de H. Maynadier ([15] pages 88-89), il est
explique´ et de´montre´ comment, e´tant donne´ un ide´al J ⊂ C{x1, . . . , xn}
de de´finition quasi-homoge`ne pour un syste`me de poids α ∈ Nn (par ex-
emple inα1(I1) ou inα2(I2)) engendre´ par des polynoˆmes quasi-homoge`nes
F1, . . . , Fr de poids respectifs p1, . . . , pr, trouver un majorant de l’entier
N(J) de´fini comme le plus petit entier N tel que J contienne tous les
monoˆmes de poids strictement supe´rieur a` N . En particulier lorsque r = n
(ce qui est le cas des ide´aux inα1(I1) et inα2(I2) pour lesquels r = n = 2),
on a :
N(J) = p1 + · · ·+ pn − |α|.
On obtient donc :
• N(inα1(I1)) = ρα1(f1) + ρα1(J)− (a+ b),
• N(inα2(I2)) = ρα2(f2) + ρα2(J)− (c+ d).
2.2. Pre´liminaire sur la division.
Dans le paragraphe suivant ainsi que dans la de´monstration de l’affirma-
tion 4.1, nous allons utiliser la notion de bases standard dans les se´ries con-
vergentes C{x} = C{x1, . . . , xn}. Afin de rendre l’exposition pre´cise, nous
rappelons le the´ore`me de division avec uniques reste et quotients (voir [11,
Th. 1.5.1]). Pour les autres re´sultats et les autres notions, nous renverrons
le lecteur a` [11].
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Fixons une forme line´aire L : Rn → R a` coefficients positifs ou nuls et soit
<0 un bon ordre total fixe´ sur N
n (par exemple un ordre lexicographique).
On de´finit l’ordre <L sur N
n par :
β <L β
′ ⇐⇒ L(β) > L(β′) ou
(
e´galite´ et β >0 β
′
)
.
Pour f ∈ C{x} r {0} s’e´crivant f =
∑
β cβx
β (avec cβ ∈ C) on de´finit son
diagramme de Newton N (f) = {β ∈ Nn|cβ 6= 0} puis son <L-exposant
privile´gie´ exp<L(f) = max<L N (f). On note cp<L(f) = cexp<L (f)
son coef-
ficient privile´gie´, i.e. et tp<L(f) = cexp<L (f)
xexp<L(f) son terme privile´gie´.
Finalement, on note ρL(f) son poids de´fini comme le minimum de l’image
L(N (f)). Signalons que ρL(f) = L(exp<L(f)).
Soient maintenant f1, . . . , fr dans C{x} r {0}. Conside´rons la partition
Nn = ∆1 ∪ · · · ∪∆r ∪ ∆¯ associe´e a` f1, . . . , fr :
– ∆1 = exp<L(f1) + N
n,
– ∆j = (exp<L(fj) +N
n)r (∆1 ∪ · · · ∪∆j−1), pour j = 2, . . . , r,
– ∆¯ = Nn r (∆1 ∪ · · · ∪∆r).
The´ore`me 2.3 (de division). Pour tout f ∈ C{x}, il existe un unique
e´le´ment (q1, . . . , qr, R) de (C{x})
r+1 tel que :
(1) f = q1f1 + · · · + qrfr +R,
(2) N (qj) + exp<L(fj) ⊂ ∆j pour tout j tel que qj 6= 0,
(3) N (R) ⊂ ∆¯ si R 6= 0.
L’e´le´ment R est appele´ le reste de la division.
Rappelons les grandes lignes de la de´monstration du the´ore`me de division.
Cela nous sera utile dans la suite.
(i): Posons (f0, q01, . . . , q
0
r , R
0) = (f, 0, . . . , 0, 0).
Pour i ≥ 0,
(ii): si f i = 0 alors on pose (f i+1, qi+11 , . . . , q
i+1
r , R
i+1) = (f i, qi1, . . . , q
i
r, R
i).
(iii): si exp<L(f
i) ∈ ∆¯ alors
(f i+1, qi+11 , . . . , q
i+1
r , R
i+1) = (f i − tp<L(f
i), qi+11 , . . . , q
i+1
r , R
i + tp<L(f
i)),
(iv): sinon, soit j = min{k ∈ {1, . . . , r}, exp<L(f
i) ∈ ∆k} et
f i+1 = f i −
cp<L(f
i)
cp<L(fj)
· xexp<L(f
i)−exp<L
(fj) · fj,
qi+1j = q
i
j +
cp<L(f
i)
cp<L(fj)
· xexp<L(f
i)−exp<L
(fj),
qi+1l = q
i
l pour l 6= j, et R
i+1 = Ri.
Cette construction donne lieu a r+2 suites f i, qi1, . . . , q
i
r, R
i qui ve´rifient f =
f i+
∑r
j=1 q
i
jfj +R
i et dont on montre qu’elles convergent pour la topologie
(x1, . . . , xn)-adique (en particulier les f
i tendent vers 0). On obtient donc
une division dans C[[x]]. La fin de la preuve consiste a` montrer que R ainsi
que les qj construits sont bien dans C{x}. On appelle division e´le´mentaire
l’une des e´tapes (ii), (iii), (iv) dans la construction ci-dessus.
Pour finir, voici une remarque utilise´e dans la de´monstration du lemme 2.6
et de l’affirmation 4.1.
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Remarque 2.4. Dans la construction ci-dessus, si pour tout i, exp<L(f
i)
appartient a` ∆1 ∪ · · · ∪∆r alors le reste R est nul (en effet chaque R
i est
nul).
2.3. L’ide´al I.
Dans ce paragraphe, nous montrons que l’ide´al I est de colongueur finie ;
ceci graˆce a` une division relativement aux deux syste`mes de poids α1 et α2.
Pour cela, nous allons utiliser la notion de bases standard (voir [11]).
Soit L1 (resp. L2) la forme line´aire L1(i, j) = bi + aj (resp. L2(i, j) =
di+ cj). Soient <1 et <2 les ordres sur N
2 de´finis comme suit :
(i, j) <1 (i
′, j′) ⇐⇒ L1(i, j) > L1(i
′, j′) ou
(
e´galite´ et j > j′
)
,
(i, j) <2 (i
′, j′) ⇐⇒ L2(i, j) > L2(i
′, j′) ou
(
e´galite´ et i > i′
)
.
Pour u ∈ C{x}, on note exp<1(u) = max<1(N (u)) (de meˆme pour <2).
Nous avons les proprie´te´s suivantes :
Proprie´te´ 2.5.
(i): L1(exp<1(u)) = ρα1(u) et L2(exp<2(u)) = ρα2(u)
(ii): exp<1(f1) = exp<2(f1) = (a, 0)
(iii): exp<1(f2) = exp<2(f2) = (0, d)
Dans ce qui suit, nous montrons que f1 et f2 forment une<1-base standard
de I. Graˆce aux proprie´te´s (ii) et (iii), cela entraine qu’ils forment aussi une
<2-base standard.
Lemme 2.6. L’ensemble {f1, f2} est une <1-base standard de I.
De´monstration. Pour cela, nous allons conside´rer la division de la S-fonction
(cf. [11, Def. 1.6.1]), S = xd2f1 − x
a
1f2, par f1, f2 relativement a` l’ordre <1 :
S = q1f1+q2f2+R, le but e´tant de montrer que le reste R est nul (il s’agit du
crite`re de Buchberger de´montre´ a` l’origine dans les anneaux de polynoˆmes
[5]). Dans N2, conside´rons le secteur e´pointe´
Γ = {(i, j)/L1(i, j) ≥ L1(a, d) et L2(i, j) ≥ L2(a, d)} r {(a, d)}.
On remarque que N (S) ⊂ Γ et surtout que
Γ ⊂ (exp<1(f1) + N
2) ∪ (exp<1(f2) + N
2).
Conside´rons maintenant la division de S par (f1, f2) relativement a` <1.
Formellement, elle consiste en une suite infinie de divisions e´le´mentaires. La
premie`re d’entre elles consiste a` diviser le monoˆme privile´gie´m = exp<1(S) =
xk1x
l
2 de S par f1 (ou f2). En terme de diagramme de Newton, cette division
se traduit par le fait de remplacer (k, l) par l’ensemble(
N (f1) + (k − a, l)
)
r {(k, l)}
(ou
(
N (f2) + (k, l − d)
)
r {(k, l)}) qui est inclus dans Γ. On voit alors que
tout au long du processus de division, toutes les divisions e´le´mentaires se
de´roulent dans le secteur Γ (i.e. avec les notations employe´es dans le para-
graphe pre´ce´dent, pour tout i ∈ N,N (f i) est inclus dans Γ). En conse´quence,
le reste de la division de S par (f1, f2) est ne´cessairement nul (cf. remarque
2.4). En utilisant le crite`re de Buchberger [11, Prop. 1.6.2], on peut conclure
que f1, f2 forment une <1-base standard de I. 
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Corollaire 2.7. L’ide´al I est de colongueur finie et M = {xi1x
j
2/ 0 ≤ i ≤
a− 1, 0 ≤ j ≤ d− 1} en est une cobase.
Corollaire 2.8. Soit u ∈ C{x} tel que ρα1(u) > degα1(x
a−1
1 x
d−1
2 ) ou ρα2(u) >
degα2(x
a−1
1 x
d−1
2 ) alors il existe u1, u2 ∈ C{x} tels que :
• u = u1f1 + u2f2,
• ρα1(u) ≤ ρα1(u1) + ρα1(f1),
ρα1(u) ≤ ρα1(u2) + ρα1(f2),
• ρα2(u) ≤ ρα2(u1) + ρα2(f1),
ρα2(u) ≤ ρα2(u2) + ρα2(f2).
De´monstration. Divisons u par f1, f2 relativement a` <1. On obtient : u =
u1f1 + u2f2 +R, avec :
ρα1(u) ≤ ρα1(u1) + ρα1(f1),
ρα1(u) ≤ ρα1(u2) + ρα1(f2)
et ρα1(u) ≤ ρα1(R).
Or, d’apre`s les proprie´te´s 2.5 (ii) et (iii), la division pre´ce´dente est aussi
une division relativement a` <2, on a donc :
ρα2(u) ≤ ρα2(u1) + ρα2(f1),
ρα2(u) ≤ ρα2(u2) + ρα2(f2)
et ρα2(u) ≤ ρα2(R).
CommeR est une combinaison line´aire de monoˆmes deM, il est ne´cessairement
nul. 
3. Construction d’un polynoˆme de Bernstein-Sato
Ce qui suit contient la construction et la formule explicite d’un polynoˆme
de Bernstein-Sato associe´ a` (f1, f2). L’ide´e ge´ne´rale est la suivante : en appli-
quant les formes affines obtenues en section 1, nous faisons une monte´e suff-
isante des poids d’ope´rateurs agissant sur ξi1,i2 . Ici suffisante signifie qu’on
veut que les coefficients de ces ope´rateurs appartiennent aux ide´aux I, I1 et
I2. Ensuite via une division par ces ide´aux, on montre comment passer de
ξi1,i2 a` ξi1−1,i2 et ξi1,i2−1 ceci en conservant le(s) poids des ope´rateurs, le but
e´tant de “redescendre” jusqu’a` ξ−1,−1 = f
s1+1
1 f
s2+1
2 .
Pour commencer, faisons quelques remarques sur J le de´terminant jaco-
bien de (f1, f2).
Remarque 3.1.
– (a− 1, d− 1) appartient a` N (J),
– ρα1(J) = degα1(x
a−1
1 x
d−1
2 ) = b(a− 1) + a(d− 1),
– ρα2(J) = degα2(x
a−1
1 x
d−1
2 ) = d(a− 1) + c(d − 1),
– inα1(J) = inα1(
∂f2
∂x2
) · inα1(
∂f1
∂x1
) = dxd−12 · inα1(
∂f1
∂x1
),
– inα2(J) = inα2(
∂f1
∂x1
) · inα2(
∂f2
∂x2
) = axa−11 · inα2(
∂f2
∂x2
).
La preuve est facile et laisse´e au lecteur.
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Notons N(I1) = ρα1(f1)+ ρα1(J)− (a+ b) et N1(I) = b(a− 1)+ a(d− 1).
Nous avons vu que si un monoˆme m a un α1-degre´ strictement supe´rieur a`
N(I1) alors il appartient a` I1 (voir la proposition 2.1 et la remarque 2.2).
De meˆme si son α1-degre´ est strictement supe´rieur a` N1(I), il appartient
a` I (voir le corollaire 2.8). Une question naturelle est celle de comparer
N(I1) et N1(I) (et de meˆme pour N(I2) = ρα2(f2) + ρα2(J) − (c + d) et
N2(I) = d(a− 1) + c(d− 1)).
Lemme 3.2. Si a ≥ 2 (resp. d ≥ 2) alors N(I1) ≥ N1(I) (resp. N(I2) ≥
N2(I)).
La preuve de ce lemme est laisse´e au lecteur.
Lemme 3.3. Si a = 1 et d = 1 alors l’ide´al de Bernstein-Sato de (f1, f2)
est e´gal a` 〈(s1 + 1)(s2 + 1)〉.
De´monstration. Par la remarque pre´ce´dente 3.1, (a− 1, d− 1) ∈ N (J) ainsi
J est une unite´ de C{x}. Il en re´sulte alors que (s1 + 1)(s2 + 1) est un
polynoˆme de Bernstein-Sato. Il est bien connu d’autre part que puisque
(f1, f2)(0) = (0, 0) et que f1, f2 sont en intersection comple`te (en effet I
est de colongueur finie d’ou` V (f1, f2) = V (I) = (0)), B est inclus dans
〈(s1 + 1)(s2 + 1)〉 (voir le lemme 1.2 dans [16]). 
Ainsi, dans la suite nous supposerons toujours : a ≥ 2 ou d ≥ 2.
3.1. E´tape 1 : Monte´e suffisante des poids ρ1 et ρ2. Conside´rons les
deux ensembles suivants :
W1 = {degα1(m)/m monoˆme et degα1(m) ≤ N(I1) + ρα1(f2)},
W2 = {degα2(m)/m monoˆme et degα2(m) ≤ N(I2) + ρα2(f1)}.
Ensuite, posons
b˜(s1, s2) =
∏
ρ1∈W1
(abs1 + ads2 + a+ b+ ρ1) ·
∏
ρ2∈W2
(ads1 + cds2 + c+ d+ ρ2),
et enfin b(s1, s2) = (s1+1)(s2+1)b˜(s1, s2). Le but est de montrer que b(s1, s2)
est un polynoˆme de Bernstein-Sato de (f1, f2).
Lemme 3.4. Il existe des entiers M1 et M2 et des ope´rateurs Pi1,i2 ∈ D
pour i1 = 0, . . . ,M1 et i2 = 0, . . . ,M2 tels que :
b˜(s1, s2)f
s1
1 f
s2
2 =
∑
0≤i1≤M1
0≤i2≤M2
Pi1,i2 · ξi1,i2
et pour tout i1, i2,
ρα1(Pi1,i2 ·ξi1,i2) > N(I1)+ρα1(f2) et ρα2(Pi1,i2 ·ξi1,i2) > N(I2)+ρα2(f1).
Ce lemme de´coule directement du corollaire 1.6.
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3.2. E´tape 2 : Division par I et re´e´criture. Dans le lemme pre´ce´dent,
pour tout i1 et tout i2, Pi1,i2 est une somme finie de ∂
β1
x1∂
β2
x2u avec des
u ∈ C{x} qui ve´rifient :
ρα1(u) > N(I1) + ρα1(f2) + i1ρα1(f1) + i2ρα1(f2) et
ρα2(u) > N(I2) + ρα2(f1) + i1ρα2(f1) + i2ρα2(f2).
Ceci nous dit en particulier que chaque u appartient a` I (cf. lemme 3.2
et corollaire 2.8). Divisons un tel u par (f1, f2) relativement a` l’ordre <1
(et aussi <2, voir la proprie´te´ 2.5). On obtient u = u1f1 + u2f2 avec les
conditions suivantes :
ρα1(u) ≤ ρα1(u1) + ρα1(f1) et ρα1(u) ≤ ρα1(u2) + ρα1(f2),
ρα2(u) ≤ ρα2(u1) + ρα2(f1) et ρα2(u) ≤ ρα2(u2) + ρα2(f2).
En conse´quence :
Lemme 3.5 (Re´e´criture et conservation des poids). Avec les notations du
lemme pre´ce´dent 3.4, soit (i1, i2) ∈ {0, . . . ,M1} × {0, . . . ,M2}. Il existe
P 1, P 2 ∈ D tels que :
Pi1,i2 · ξi1,i2 = (s1 − i1 + 1)P
1 · ξi1−1,i2 + (s2 − i2 + 1)P
2 · ξi1,i2−1
et
ρα1(P
1 ·ξi1−1,i2) > N(I1)+ρα1(f2) et ρα2(P
1 ·ξi1−1,i2) > N(I2)+ρα2(f1),
et de meˆme pour P 2 · ξi1,i2−1.
En ite´rant ce processus de division et re´e´criture, on obtient ceci :
Corollaire 3.6. Il existe des entiers M ′1,M
′
2 et des ope´rateurs Qi1 , Ri2 ∈
D[s1, s2] avec 0 ≤ i1 ≤M
′
1 ≤M1 et 0 ≤ i2 ≤M
′
2 ≤M2 tels que
b˜(s1, s2)f
s1
1 f
s2
2 =
M ′
1∑
i1=0
Qi1 · ξi1,−1 +
M ′
2∑
i2=0
Ri2 · ξ−1,i2
et pour tout i1 et tout i2,
ρα1(Qi1 · ξi1,−1) > N(I1) + ρα1(f2) et ρα2(Ri2 · ξ−1,i2) > N(I2) + ρα2(f1).
En adoptant l’e´criture a` droite, chaqueQi1 (resp. Ri2) peut s’e´crire comme
une somme finie de ∂βxsk1s
l
2u, u ∈ C{x} (resp. ∂
β
xsk1s
l
2v, v ∈ C{x}) de telle
sorte que :
(1) ρα1(u) > N(I1) + i1ρα1(f1),
(2) ρα2(v) > N(I2) + i2ρα2(f2).
L’e´tape suivante va consister a` diviser par I1 les u satisfaisant (1) et par
I2 les v satisfaisant (2).
3.3. E´tape 3 : Division par I1 (resp. I2) et re´e´criture. On se con-
tentera de traiter le premier cas (les calculs sont similaires dans le second).
Soit donc u ∈ C{x} tel que ρα1(u) > N(I1) + i1ρα1(f1), i1 e´tant fixe´
supe´rieur ou e´gal a` 1 (si i1 = 0, on ne fait rien).
Par hypothe`se sur son α1-poids, u appartient a` I1 et par division, on peut
e´crire : u = vf1 + wJ avec
ρα1(u) ≤ ρα1(v) + ρα1(f1) et ρα1(u) ≤ ρα1(w) + ρα1(J).
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Ainsi,
u ξi1,−1 = (s1 − i1 + 1)vξi1−1,−1 + wJξi1,−1
ou` l’on a ρα1(v) > N(I1) + (i1 − 1)ρα1(f1).
Nous allons maintenant nous occuper du terme wJξi1,−1.
Affirmation 3.7.
J ξi1,−1 =
(
∂x1
∂f2
∂x2
− ∂x2
∂f2
∂x1
)
· ξi1−1,−1.
La de´monstration consiste en un simple calcul laisse´ au lecteur.
En multipliant cette e´galite´ par w et en faisant commuter ce dernier avec
les ∂xi , on obtient :
wJξi1,−1 =
(
∂x1 w
∂f2
∂x2︸ ︷︷ ︸
E1
−∂x2 w
∂f2
∂x1︸ ︷︷ ︸
E2
+
∂w
∂x1
∂f2
∂x2︸ ︷︷ ︸
E3
−
∂w
∂x2
∂f2
∂x1︸ ︷︷ ︸
E4
)
· ξi1−1,−1.
La suite consiste a` controˆler le α1-poids des termes E1, . . . , E4 ainsi obtenus,
le but e´tant d’avoir : ρα1(Ei) > N(I1) + (i1 − 1)ρα1(f1).
Affirmation 3.8. Pour i = 1, . . . , 4, ρα1(Ei) > N(I1) + (i1 − 1)ρα1(f1).
De´monstration. En premier lieu, remarquons qu’il suffit d’avoir les ine´galite´s
pour E3 et E4 (en effet, ρα1(E1) ≥ ρα1(E3) et ρα1(E2) ≥ ρα1(E4)). Montrons
l’ine´galite´ concernant E3. Pour cela, il suffit d’obtenir ρα1(E3) ≥ ρα1(u) −
ρα1(f1). Nous avons
ρα1(E3) ≥ ρα1(w)− degα1(x1) + ρα1(f2)− degα1(x2) (⋆)
≥ ρα1(u)− ρα1(J)− degα1(x1) + ρα1(f2)− degα1(x2)
= ρα1(u)− b(a− 1)− a(d− 1)− b+ ad− a
= ρα1(u)− ab
= ρα1(u)− ρα1(f1).
L’ine´galite´ qui concerne E3 est de´montre´e. Pour E4, nous avons :
ρα1(E4) ≥ ρα1(w)− degα1(x2) + ρα1(f2)− degα1(x1),
et l’on retombe sur (⋆). 
3.4. E´tape finale : le bilan. Notons D l’alge`bre des ope´rateurs diffe´rentiels
a` coefficients constants. Alors, comme conse´quence des e´tapes pre´ce´dentes,
nous avons :
b˜(s1, s2)f
s1
1 f
s2
2 ∈
∑
u
D[s1, s2]u ξ0,−1 +
∑
v
D[s1, s2]v ξ−1,0
avec pour chaque u, ρα1(u) > N(I1) et pour chaque v, ρα2(v) > N(I2).
Autrement dit chaque u appartient a` I1 et chaque v a` I2. Prenons le cas
d’un u et e´crivons u = u1f1 + u2J . Par suite,
(s1 + 1)u ξ0,−1 = (s1 + 1)u1 ξ−1,−1 + u2
(
∂x1
∂f2
∂x2
− ∂x2
∂f2
∂x1
)
· ξ−1,−1
ou encore
(s1 + 1)u ξ0,−1 ∈ D[s1, s2]f
s1+1
1 f
s2+1
2 .
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De manie`re similaire on obtient :
(s2 + 1)v ξ−1,0 ∈ D[s1, s2]f
s1+1
1 f
s2+1
2 .
En conclusion :
b(s1, s2)f
s1
1 f
s2
2 ∈ D[s1, s2]f
s1+1
1 f
s2+1
2
et le the´ore`me 1 est de´montre´.
4. De´monstration de la proposition 1
Nous devons montrer que (f1, f2) satisfait aux hypothe`ses (1),. . .,(6). Les
quatre premie`res e´tant clairement ve´rifie´es, il nous suffit de le faire pour (5)
et (6). Enfin, par syme´trie, il suffit de montrer (5), a` savoir :
Affirmation 4.1.
(i) I1 est de colongueur finie.
(ii) inα1(f1) et inα1(J) engendrent inα1(I1).
L’hypothe`se (5) de´coule directement de [16, Th. 4.2.1.1] (cf. [15, part. 2]
pour les de´tails).
De´monstration. Nous allons de´montrer les deux points en meˆme temps en
de´terminant une <1-base standard de I1. Pour cela, nous allons suivre l’algo-
rithme de Buchberger [11, 1.6]. Aussi, nous adopterons la notation suivante :
si u1, . . . , um sont dans C{x}, nous noterons
E(u1, . . . , um) =
m⋃
i=1
(
exp<1(ui) + N
2
)
.
Il est facile de voir que exp<1(f1) = (a, 0). De plus, graˆce a` la remarque 3.1,
inα1(J) = adx
a−1
1 x
d−1
2 ce qui entraine exp<1(J) = (a − 1, d − 1). Quitte a`
diviser J par ad, on peut supposer que J = xa−11 x
d−1
2 + h avec ρα1(h) >
ρα1(J). Maintenant, conside´rons la S-fonction de f1 et J :
K = S(f1, J) = x
d−1
2 f1 − x1J.
Nous avons inα1(x
d−1
2 f1) = x
a
1x
d−1
2 + x
b+d−1
2 et inα1(x1J) = x
a
1x
d−1
2 . Ainsi,
inα1(K) = x
b+d−1
2 ce qui entraine exp<1(K) = (0, b+ d− 1).
Notons qu’a` ce stade, le point (i) de l’affirmation est acquis (cf [11, Cor.
1.5.3]).
Poursuivons en de´montrant que f1, J et K forment une <1-base standard de
I1 (remarquons queK n’est divisible ni par f1, ni par J). Nous allons montrer
que le reste de la division de S(f1,K) (resp. de S(J,K)) par (f1, J,K) est
nul.
Conside´rons la S-fonction S1 = S(f1,K) = x
b+d−1
2 f1− x
a
1K. On constate
que inα1(S1) = x
2b+d−1
2 . Par conse´quent, N (S1) est inclus dans le demi-
espace ferme´ :
Γ1 = {(k, l) ∈ N
2/L1(k, l) ≥ L1(0, 2b + d− 1)}.
On voit aise´ment que Γ1 ⊂ E(f1, J,K). Maintenant, conside´rons la division
de S1 par (f1, J,K). On voit que toutes les divisions e´le´mentaires qui la
constituent se font avec des diagrammes de Newton qui ne sortent pas de
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Γ1 (donc de E(f1, J,K)). Par conse´quent, le reste de cette division est nul
(voir la remarque 2.4).
En ce qui concerne S2 = S(J,K) = x
a−1
1 K−x
b
2J . L’argument est similaire
et s’appuie sur le fait que N (S2) est inclus dans le demi-espace ouvert Γ2 =
{(k, l) ∈ N2/L1(k, l) > L1(a−1, b+d−1)}, lui-meˆme inclus dans E(f1, J,K).
Comme bilan, l’ensemble forme´ de f1, J et K est une <1-base standard
de I1 [11, Prop. 1.6.2]. Une conse´quence directe est que l’ide´al inα1(I1)
est engendre´ par inα1(f1), inα1(J) et inα1(K). Or inα1(K) = x
b+d−1
2 et
xd−12 inα1(f1) − x1inα1(J) = x
b+d−1
2 . Ainsi inα1(K) ∈ 〈inα1(f1), inα1(J)〉 ce
qui ache`ve la preuve du point (ii) et celle de l’affirmation. 
5. De´monstration de la proposition 2
Rappelons que nous supposons toujours a ≥ 2 ou d ≥ 2.
Pour la de´monstration de la prop. 2, il suffit de montrer les inclusions
V (s1s2) ⊂ Hf et V ((abs1 + ads2)(ads1 + cds2)) ⊂ Hf . Par syme´trie, nous
pouvons nous contenter de :
Affirmation 5.1. V (s1s2) ⊂ Hf et V (abs1 + ads2) ⊂ Hf .
De´monstration. Commenc¸ons par l’inclusion V (s1s2) ⊂ Hf .
Comme nous l’avons de´ja` vu, puisque f1 et f2 s’annulent en 0 et sont en inter-
section comple`te, tout polynoˆme de Bernstein est inclus dans 〈(s1+1)(s2+
1)〉. Par conse´quent, fin(B) est multiple de 〈s1s2〉. L’inclusion recherche´e
de´coule alors du the´ore`me BMM rappele´ dans l’introduction.
Montrons l’inclusion V (abs1 + ads2) ⊂ Hf .
Via l’identification T ∗C2 × C2 = C6, A est e´gal a` l’ensemble des(
x1, x2, λ1ax
a−1
1 + λ2cx
c−1
1︸ ︷︷ ︸
ξ1
, λ1bx
b−1
2 + λ2dx
d−1
2︸ ︷︷ ︸
ξ2
, λ1(x
a
1 + x
b
2)︸ ︷︷ ︸
s1
, λ2(x
c
1 + x
d
2)︸ ︷︷ ︸
s2
)
.
Soit (s1, s2) tel que abs1+ads2 = 0. Nous allons traiter deux cas se´pare´ment :
Cas 1 : bc− ad+ d− b ≥ 0.
Dans ce cas, on de´finit les suites suivantes :
– x1(n) est une suite de re´els positifs non nuls qui tendent vers 0.
– Pour tout n, soit x2(n) ∈ R>0 tel que x2(n)
b = x1(n)
a−1.
– Pour tout n, λ1(n) = s1x1(n)
1−a.
– Pour tout n, λ2(n) = −
b
d
s1x2(n)
−d.
Notons ξ1(n) = λ1(n)ax1(n)
a−1 + λ2(n)cx1(n)
c−1. De la meˆme manie`re on
de´finit ξ2(n), s1(n) et s2(n). Nous constatons alors que :
(1) ξ1(n) = as1 −
b
d
s1x2(n)
−dx1(n)
c−1,
(2) ξ2(n) = 0,
(3) s1(n) = s1x1(n) + s1,
(4) s2(n) = −
b
d
s1(1 + x2(n)
−dx1(n)
c).
En e´levant x2(n)
−dx1(n)
c−1 a` la puissance b et en utilisant la relation x2(n)
b =
x1(n)
a−1, on constate que (x2(n)
−dx1(n)
c−1)b = x1(n)
bc−ad+d−b. Ainsi la
suite x2(n)
−dx1(n)
c−1 tend vers 0 si bc − ad + d − b > 0 et est constante
si bc − ad + d − b = 0 (c’est sous cette hypothe`se qu’intervient le fait que
les suites x1(n) et x2(n) sont dans R>0). On constate alors que les quatre
16 ROUCHDI BAHLOUL
suites ξ1(n), ξ2(n), s1(n), s2(n) sont convergentes et que (s1(n), s2(n)) con-
verge vers (s1, s2) qui appartient donc bien a` Hf .
Cas 2 : bc− ad+ d− b < 0.
Ce cas se traite de la meˆme fac¸on avec les donne´es suivantes (les de´tails sont
laisse´s au lecteur).
– x1(n) est une suite de complexes non nuls qui tendent vers 0.
– Pour tout n, soit x2(n) ∈ C tel que x2(n)
d = x1(n)
c−1.
– Pour tout n, λ2(n) = s2x2(n)
−d.
– Pour tout n, λ1(n) = −
d
b
s2x2(n)
−b.

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