The hyperbolic QR factorization is a generalization of the classical QR factorization and can be regarded as the triangular case of the indefinite QR factorization proposed by Sanja Singer and Saša Singer. In this paper, the perturbation analysis for this factorization is considered using the classical matrix equation approach, the refined matrix equation approach, and the matrix-vector equation approach. The first order and rigorous normwise perturbation bounds with normwise or componentwise perturbations in the given matrix are derived. The obtained first order bounds can be much tighter than the corresponding existing ones. Each of the obtained rigorous bounds is composed of a small constant multiple of the corresponding first order bound and an additional term with simple form. In particular, for square matrix, the rigorous bounds for the factor R are just the √ 6 + √ 3 multiple of the corresponding first order bounds. These rigorous bounds can be used safely for all cases in comparison to the first order bounds.
Introduction
Let R m×n be the set of m × n real matrices and R m×n r be the subset of R m×n consisting of matrices with rank r. For a matrix Q ∈ R m×m m , it is said to be J-orthogonal if Q T JQ = J, where J = diag(±1) ∈ R m×m m is a signature matrix and Q T denotes the transpose of Q . This definition can be extended to the rectangular matrices. We say that a matrix Q ∈ R m×n n is (J,  J)-orthogonal if Q T JQ =  J, where  J = diag(±1) ∈ R n×n n is another signature matrix. More on the J-orthogonal matrices can be found in [1] . It is said that a matrix A ∈ R m×n n admits a hyperbolic QR factorization with respect to the following signature matrix the corresponding ones of J 1 , the hyperbolic QR factorization of A always exists and is unique (e.g., [2, 3] , they called it HR factorization). The uniqueness here only means that Q 1 and R in (1.1) are unique, while Q 2 is obviously non-unique. As mentioned in Abstract, the hyperbolic QR factorization is a special case of the indefinite QR factorization proposed by Singer and Singer [4, 5] . In [4] , the author provided the algorithms and error analysis for the general indefinite QR factorization. In [5] , the authors considered the triangular case of the indefinite QR factorization, i.e., the hyperbolic QR factorization, and presented its first order normwise perturbation bounds with componentwise perturbation, i.e., the following class of perturbations:
where A is the perturbation matrix, ε ≥ 0 is a small scalar, and for a matrix X = (x ij ), |X| is defined by (|x ij |). This class of perturbations was first considered by Zha [6] for the classical QR factorization and has the form of backward rounding errors for the standard QR factorization algorithms [7, 8] . In [7] , Chang and Paige also discussed its generality and generalization. Another class of perturbations involved in this paper is normwise perturbation. That is, the tool for measuring the size of perturbation matrix is matrix norm instead of the absolute value. For this class of perturbations, Bhatia [9] and Berhanu [3] presented some first order normwise perturbation bounds for the hyperbolic QR factorization.
The hyperbolic QR factorization and its general form, i.e., indefinite QR factorization, have many important applications. For example, they can be used to accurately compute the eigenvalues of some class of symmetric or Hermitian matrices [4, 5] , to study the downdating problem of computing the Cholesky factorization of a positive definite matrix like A T A−B T B [1] , and to solve the indefinite least squares problem [10] . Although the computation of the hyperbolic QR factorization is sensitive in general, its perturbation bound is helpful to certifying the accuracy of computation. This is the main motivation for considering the perturbation analysis for the hyperbolic QR factorization in the past and in the present paper. Here, we first derive some first order normwise perturbation bounds for this factorization using the refined matrix equation approach and the matrix-vector equation approach (e.g., [7, 11] ), which improve the ones given in [3, 5, 9] greatly. Since, in some cases, it is unclear whether the first order bound is a good approximate bound as it ignored the higher order terms, we also present the corresponding rigorous normwise perturbation bounds using the combination of the classical and refined matrix equation approaches (e.g., [11] [12] [13] ). These bounds can be used safely for all cases compared with the first order bounds.
The rest of this paper is organized as follows. Section 2 presents some notation and preliminaries. In Section 3, we derive the basic results on how Q 1 and R change as A changes. Based on these results, the first order normwise perturbation bounds for the factors Q 1 and R with the normwise and componentwise perturbations are given in Sections 4 and 5, respectively, and the corresponding rigorous normwise perturbation bounds are presented in Section 6. Finally, the summary of the whole paper is provided.
Notation and preliminaries
For any matrix A ∈ R m×n , the symbols ∥A∥ 2 and ∥A∥ F stand for its spectral norm and Frobenius norm, respectively. For these two matrix norms, the following inequalities hold (e.g., [14, pp. 80] ):
whenever the matrix product XYZ is defined.
For any matrix
is the condition number, and cond 2 (A) is a variant of the standard Bauer-Skeel condition number [14, pp. 128 ].
For any matrix A = (a ij ) = [a 1 , a 2 , . . . , a n ] ∈ R n×n , denote the vector of the leading i elements of a j by a (i) j , and define
and low(A) = [up(A T )] T . The above symbols are taken from [11] . Obviously,
2)
If A = A T , from [11] , we have
Let D n ∈ R n×n be the set of diagonal matrices with positive diagonal elements. Then, for any D n = diag(δ 1 , δ 2 , . . . , δ n ) ∈ D n , from [11, 15] , it follows that
where ς Dn = max 1≤i<j≤n {δ j /δ i }, and A n−1 = [a 1 , a 2 , . . . , a n−1 ] ∈ R n×(n−1) . For any matrix A(t) = (a ij (t)) ∈ R m×n , if a ij (t) is a differentiable function of t for all i and j, then we say that A(t) is differentiable with respect to t and defineȦ(t
) and writeȦ(t 0 ) when t = t 0 . In addition, let I r denote the identity matrix of order r and for the matrix
where C is defined as in (1.2).
Rate of change of the hyperbolic QR factors
A lemma is firstly provided, which can be found in [16] and can be used to derive a sufficient condition for the existence of the hyperbolic QR factorization of the perturbed matrix. 
Now we present the basic results on how Q 1 and R change as A changes, which are similar to the ones in Theorem 3.2.1 in [11] and Theorem 1 in [17] in form. These results will be used to derive the first order and rigorous perturbation bounds for R and Q 1 later in this paper. Theorem 3.2. Suppose that A ∈ R m×n n has the hyperbolic QR factorization as in (1.1). Let G ∈ R m×n and A = εG for some
1)
then A + A has the hyperbolic QR factorization
2)
and for any t satisfying |t| ≤ ε, A + tG has the hyperbolic QR factorization
3)
where Q 1 and R satisfy the following equalities
andṘ(0) andQ 1 (0) satisfy the following equationṡ
Proof. Note that J = J −1 and Q is nonsingular. Then from Q T JQ = J, we have
(3.9)
Hence,
(3.10)
As a result, for any |t| ≤ ε, we have
Thus, considering Q T JQ = J and the second equality of (3.10), from (3.11), it follows that
Taking the spectral norm on M and noting the second equality of (3.9) and |t| ≤ ε leads to
where L is lower triangular with positive diagonal elements. Then, (3.12) can be rewritten as
From (3.13) , it is seen that the leading principal minors of (A + tG) T J(A + tG) have the same signs as the corresponding ones of J 1 . Then A + tG has the hyperbolic QR factorization (3.3). Note that
From (3.3) and the fact that Q T
Setting t = 0 and considering (1.1) leads to (3.6) . Premultiplying (3.6) by R −T and postmultiplying it by R −1 implies
Since J 1Ṙ (0)R −1 is upper triangular, using the symbol ''up'', we have
Premultiplying the above equation by J 1 and postmultiplying it by R yields (3.7).
Differentiating (3.3) with respect to t and setting t = 0 leads to
Then, postmultiplying the above equation by R −1 giveṡ
which combined with (3.7) leads to (3.8) .
For (3.4) and (3.5), they follow from the Taylor expansions for Q 1 (t) and R(t) about t = 0 at t = ε since they are twice continuously differentiable for |t| ≤ ε.
First order perturbation bounds with normwise perturbation
Two bounds derived using the expressions (3.7) and (3.8) and the refined matrix equation approach [11] are firstly presented as follows. They are similar to the corresponding ones for SR factorization in [17] in form and generalize the corresponding ones in [11] .
then A + A has the hyperbolic QR factorization (3.2) and
Since for any matrix X , ∥X∥ 2 ≤ ∥X∥ F , from (2.1) and (4.1), it follows that (3.1) is satisfied. So the conclusions of Theorem 3.2 hold here.
Let R = D n  R, where D n ∈ D n . Then, considering (2.5), (3.7) can be rewritten aṡ
(4.5)
Then from (2.7), (2.1) and (4.4), it follows that
which combined with the Taylor expansion (3.5) leads to the bound (4.2). Next, we prove (4.3). Let
Thus, premultiplying (3.8) by D −1 1 Q T 1 J and noting the fact Q T
Thus, taking the Frobenius norm on (4.7) and using (2.8) leads to
On the other hand, premultiplying (3.8) by D −1 2 Q T 2 J and noting Q T
combining (4.8) and (4.9), we have 
which are the same as the ones (4.21) and (4.22) in [3] , respectively. Obviously, the bounds (4.2) and (4.3) improve the ones (4.12) and (4.13), respectively. Note that inf D n ∈D n
conditioned and the ill-conditioning is mostly due to the bad scaling of its rows. For example, let R = diag(1, ε) with small ε > 0. Then
Therefore, the bound (4.2) can be much tighter than the one (4.12). However, we cannot find so far an example to show that
As a result, we cannot say that the bound (4.3) is much better than the one (4.13).
Remark 4.3. Rewriting (4.7) in another way, we can obtain an alternative bound for Q 1 . Rewrite (4.7) with D 1 = I n as follows
(4.14)
Note that R = D n  R and let  Q 1 = Q 1 D −1 n . Then, considering (2.6), (4.14) can be rewritten as
Then taking the Frobenius norm on (4.15) and applying (2.9) gives On the other hand, from (4.9), we have
From (4.10), we have (4.4) , and the Taylor expansion (3.4) leads to the following perturbation bound: 
Next, we present another first order perturbation bound for the factor R using the expression (3.6) and the matrix-vector equation approach [11] . A lemma is firstly listed as follows, which is summarized from [11] . 
r 12 r 22 r 13 r 11 r 13 r 23 r 12 r 22 r 13 r 23 r 33 · · · · · · · r 1n r 11 r 1n r 2n r 12 r 22 r 1n r 2n r 3n r 13 r 23 r 33
· · · · · · · · · · · · · · · · · · · · · · · · . . . r 1n r 2n · · · r nn · · · r 11 r 1n r 2n · · · r nn · · · r 12 r 22 · · · · · · · · · · · · r 1n r 2n · · · r nn Taking the spectral norm on (4.22) and considering (2.1), we have
which together with the facts that for any upper triangular matrix X , ∥uvec(X)∥ 2 = ∥X∥ F , and for any matrix Y , ∥vec(Y )
From (2.1), (4.4), and the Taylor expansion (3.5), we have the bound (4.21).
Remark 4.6. The bound (4.21) is similar to the one for classical QR factorization in [11] in form and improves the one (4.2). In fact, from [18] , we have
Unfortunately, it is more expensive to compute and more difficult to interpret this bound. Fortunately, in practice, we can choose suitable D n such that the bound (4.2) approximates to the one (4.21). For example, let R = diag(1, ε) with small ε > 0. Then
It is easy to get that
In this case, let D n = diag(1, ε). Then, we have
First order perturbation bounds with componentwise perturbation
We first present the bounds derived using the refined matrix equation approach, where the bound for R is similar to the one for classical QR factorization in [7] in from. 
2)
Proof. Considering (5.1) and (2.1), we have
Then, from (5.2), it follows that the condition (3.1) is satisfied. So the conclusions of Theorem 3.2 hold here. Moreover, some relations appearing in the proof of Theorem 4.1 also hold. From the first inequality in (4.6) and (5.1), we have
which together with (3.5) gives the bound (5.3). From the first inequality in (4.11) and (5.1), we have
which combined with the first equation in (3.9) and the Taylor expansion (3.4) gives the bound (5.4).
Remark 5.2. When D n = I n and D m = I m , we have the following first order perturbation bounds: (5.6) which are similar to the consistent monotone norm results given in [5] , however, are simpler in form and derivation. Obviously, the bounds (5.3) and (5.4) improve the ones (5.5) and (5.6), respectively. The improvement on the bound (5.3) is sometimes great. For example, let R = 
However, it is difficult to find a suitable example to show that the bound (5.4) is much tighter than the one (5.6).
Remark 5.3. Similar to Remark 4.3, we can also provide another perturbation bound for Q 1 . From (4.19) , it follows that
Partition A and Q as A = [A n−1 , a n ] and Q 1 = [Q n−1 , q n ], respectively. Thus, from (5.1), it is seen that
which together with (3.4) gives the following perturbation bound
The form of this bound is different from that of (5.4) and we cannot verify which one is uniformly better than the other even for the case m = n. However, when m = n, the bound (5.9) can sometimes be much better than (5.6) . For example, let
with small ε > 0. Then setting D n = I 2 , we have
In the following, using Lemma 4.4, we present another smaller first order perturbation bound for R, which is similar to the one for classical QR factorization in [7] in form. 
Proof. From (4.22), we have
Since for X ∈ R m×n , Y ∈ R n×p , and Z ∈ R p×q , vec(XYZ ) = (Z T ⊗ X )vec(Y ), where ⊗ denotes the Kronecker product [19] . Then vec(|Q T 1 |C|Q 1 | |R|) = |R T ⊗ I n |vec(|Q T 1 |C|Q 1 |).
Substituting the above equation into (5.11) gives
Taking the spectral norm on the above equation, we have
which together with the Taylor expression (3.5) gives the bound (5.10).
Remark 5.5. From [7] , we have
Therefore, the bound (5.10) improves the one (5.3). However, in comparison, it is more expensive to compute and more difficult to interpret the bound (5.10). Fortunately, in practice, we can choose suitable D n such that the bound (5.3) approximates to the one (5.10). For example, let R = diag(1, ε) = D n with small ε > 0. Then, considering the results in Remark 4.6, we can get
Rigorous perturbation bounds
The bounds with normwise perturbation are first presented, where one bound for R is an analogue of the corresponding one in Theorem 5.1 in [12] . 
Proof. From (6.1), it follows that the condition (3.1) is satisfied. So the conclusions of Theorem 3.2 hold here. Rewrite (3.3) as
, for any |t| ≤ ε, (6.5) where Q 1 (0) = 0, Q 1 (ε) = Q 1 , R(0) = 0, and R(ε) = R. Then, using the fact A T JA = R T J 1 R, from (3.14), we have
Premultiplying the above equation by R −T and postmultiplying it by R −1 gives
Since J 1 R(t)R −1 is upper triangular, using the symbol ''up'', we have
Taking the Frobenius norm on the above equation and using (2.3), (2.4) , and the second equality of (3.9) leads to
F . Then, the above inequality can be rewritten as
From the condition (6.1), we have
Note that x(t) is continuous and
Then for any |t| ≤ ε, x(t) ≤ x 1 (t). As a result,
Postmultiplying (6.6) with t = ε by D n , and noting R = D n  R gives
Taking the Frobenius norm on (6.8) and using (2.2), (2.7), and the second equality of (3.9) implies
Thus, considering (6.7), (6.1) and (2.1), we have
which together with the following fact
implies the bound (6.2). The bound (6.3) follows from (6.2) and the facts ∥Q 1 ∥ 2 ≤ ∥Q ∥ 2 and  1 + ς 2 Dn ≥ 1. Next, we prove (6.4). From (6.5) with t = ε and (1.1), it is seen that
Note that R = D n  R and  Q 1 = Q 1 D −1 n . Writing A = [ A n−1 , a n ] and noting (2.6), (2.9) and (4.16), we have
Furthermore, from the first inequality of (6.7), we have
which combined with (6.1) gives
Substituting (6.14) and (6.15) into (6.13) and using (6.7) and (6.1), we have
On the other hand, premultiplying (6.11) by Q T 2 J and noting Q T
Taking the Frobenius norm on (6.17) and using (2.1) implies
Considering (6.7), we get 
Proof. Similar to the verification in the proof of Theorem 5.1, we can verify that (6.21) implies (6.1). So the conclusions of Theorem 6.1 hold here. From (5.1) and (6.21), we have
Substituting the above two inequalities into the first inequality in (6.9) leads to
which together with (6.10) give the bounds (6.22) and (6.23). Next, we prove (6.24). From (5.8) and (5.1), it follows that
Substituting the above three inequalities into the first inequality in (6.19) leads to
which together with (6.20) implies (6.24). Remark 6.3. Using the approach to derive the first order perturbation bounds (4.3) and (5.4), another two rigorous perturbation bounds for the factor Q 1 can be also provided. However, after some attempts, we find that the bounds are more complicated compared with (6.4) and (6.24). So, we omit them here. Remark 6.4. Comparing (4.2) with (6.2), we find that the term under inf D n ∈D n of the rigorous perturbation bound (6.2) comprise 2 + √ 2 multiple of the corresponding term of the first order perturbation bound (4.2) and an additional term
It is the same for the relation between the bounds (5.3) and (6.22), and the additional term is (
Moreover, for square matrix A, since ∥Q 1 ∥ F = ∥Q ∥ F and η 1 = η, the difference between the bounds (4.2) and (6.3) is a factor of √ 6 + √ 3, so is the difference between the bounds (5.3) and (6.23). A similar analysis can be applied for the first order perturbation bounds (4.20) and (5.9) and the rigorous perturbation bounds (6.4) and (6.24) for the factor Q 1 .
Summary
In this paper, we consider the perturbation analysis for the hyperbolic QR factorization and present the first order and rigorous normwise perturbation bounds with normwise or componentwise perturbations in the given matrix. These bounds generalize the corresponding results for the classical QR factorization [7, [11] [12] [13] , improve the existing results for the hyperbolic QR factorization [3, 5, 9] , and can help to estimate the accuracy of computation of the hyperbolic QR factorization.
