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On a Special Nonlinear Problem Arising in the
Study of Convex SIP Problems
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Abstract
We continue a study of convex problems of Semi-Infinite Programming (SIP)
started in [6, 7]. In the Implicit Optimality Criterion from [6], we formulated the
optimality conditions for convex SIP problem in terms of such the conditions
for a special Nonlinear Programming (NLP) problem. In the present paper,
we study some specific properties of this nonlinear problem and obtain efficient
optimality conditions for it. We show that in the case when the constraint
function of the initial SIP problem is analytical, the optimality conditions take
the form of criterion.
Key words: Semi-Infinite Programming (SIP), Nonlinear Programming (NLP),
Convex Programming (CP), the Slater condition, optimality conditions, irregu-
larity
1 Introduction
In our papers [6, 7], we studied convex problems of Semi-Infinite Programming (SIP).
A new approach to solution of such the problems was proposed that is based on new
concepts of immobile points and the immobility orders. These concepts were used to
formulate and prove the Implicit Optimality Criterion that has permitted us to replace
the optimality conditions for the convex SIP problem by such the conditions for a
Nonlinear Programming (NLP) problem of a special type, denoted by NLP (I∗(x0)),
where x0 is some feasible solution and I∗(x0) is some index set. The structure of this
nonlinear problem is determined by the properties of the initial SIP problem. We
show that in spite of the fact that, in general, the problem NLP (I∗(x0)) is strongly
irregular (the mapping corresponding to the equality constraints is degenerated, so the
extremum is abnormal in terms of [1]), it is possible to obtain efficient necessary and
sufficient optimality conditions for it. Moreover, in the case of the analytical constraint
function, these conditions take the form of criterion.
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The paper is organized as follows. In section 2, we state the convex SIP problem,
recall the notions of immobility orders and immobile points, describe shortly the al-
gorithm that defines the immobile points (DIO algorithm). Given a feasible solution
x0 of the convex SIP problem, we use the information about the immobile points of
this problem to construct a nonlinear problem NLP (I∗(x0)) and formulate the Im-
plicit Optimality Criterion. The properties of the problem NLP (I∗(x0)) are studied
in section 3. A special attention is paid to the case when the constraint function of
problem NLP (I∗(x0)) is analytical. In section 4, we formulate necessary and sufficient
optimality conditions for the problem NLP (I∗(x0)) and show that in the case of ana-
lytical constraint function these conditions take a form of criterion. Section 5 contains
a short discussion and some conclusions.
2 Implicit Optimality Criterion for SIP
2.1 Convex SIP problem: definition and basic notions
Consider a SIP problem in the form
c(x) −→ min,
s.t. f(x, t) ≤ 0, t ∈ T = [t∗, t∗], t∗, t∗ ∈ R, (2.1)
where x ∈ Rn; functions c : Rn → R and f : Rn × T → R are sufficiently smooth in
Rn and Rn × T , respectively. Suppose that c(x) and f(x, t) are convex w.r.t. x.
Denote by X the feasible set of problem (2.1):
X = {x ∈ Rn : f(x, t) ≤ 0, t ∈ T}.
Problem (2.1) is said to satisfy the Slater condition if there exists x¯ ∈ X such that
f(x¯, t) < 0, ∀t ∈ T.
For any x ∈ X, let
Ta(x) = {t ∈ T : f(x, t) = 0}
be the corresponding set of active points from T.
The following notations will be also used in this paper:
∇c(x) = ∂c(x)/∂x; ∇xf(x, t) = ∂f(x, t)/∂x, ∇xxf(x, t) = ∂2f(x, t)/∂x2;
f (0)(x, t) = f(x, t), f (s)(x, t) = ∂sf(x, t)/∂ts, s ∈ {1, 2, . . . };
N (q) = ∅, if q < 0, N (q) = {0, 1, . . . , q} if q ≥ 0, q ∈ Z.
Assumption 2.1 Suppose X 6= ∅ and there exists x¯ ∈ X such that |Ta(x¯)| < ∞
and fρ(t)(x¯, t) 6= 0 with some ρ(t) <∞ for all t ∈ Ta(x¯).
Definition 2.1 Given t ∈ T , a number q(t) ∈ {−1, 0, 1, . . . } is called the order of
immobility (or the immobility order) of t in SIP problem (2.1), if
1. for each x ∈ X the equalities f (s)(x, t) = 0, s ∈ N (q(t)), hold true;
2. there exists x(t) ∈ X such that f (q(t)+1)(x(t), t) 6= 0.
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It follows from the definition above that problem (2.1) satisfies the Slater condition
if and only if q(t) = −1, ∀t ∈ T .
To simplify the further laying out, we can make the following assumption, without
loss of generality.
Assumption 2.2 Suppose that q(t∗) = q(t∗) = −1.
Note that all the results of the paper can be easily extended for the convex SIP
problems, where q(t∗) ≥ −1, q(t∗) ≥ −1, as it was made in [5].
From Definition 2.1 and Assumption 2.2 it follows that q(t) + 1 is even and
f (q(t)+1)(x(t), t) < 0 for all t ∈ T .
Definition 2.2 A point t ∈ T is called an immobile point of problem (2.1), if q(t) >
−1.
In [6], the finite algorithm (DIO algorithm) that determines immobility orders of
all points of the set T in the convex SIP problem (2.1) was justified. In the next
subsection, we give a brief description of the algorithm.
2.2 Brief description of DIO algorithm
Initialization. Given any x¯ ∈ X, let Ta(x¯) = {ti, i ∈ I(x¯)}, I(x¯) = {1, 2, . . . , p(x¯)},
p(x¯) <∞. Set: k = 0, I = I(x¯), q(0)i = −1, i ∈ I.
General iteration (k ≥ 0). Iteration starts with the odd numbers q(k)i , i ∈ I.
Denote
X
(k)
i = {z ∈ Rn : f (s)(z, ti) = 0, s ∈ N (q(k)i ); f (q
(k)
i +1)(z, ti) ≤ 0}; (2.2)
X(k) =
⋂
i∈I
X
(k)
i . (2.3)
For every i ∈ I consider a nonlinear problem
f (q
(k)
i +1)(z, ti) −→ min, s.t. z ∈ X(k). (2.4)
Since x¯ ∈ X(k), then either problem (2.4) has an optimal solution, or the objective
function f (q
(k)
i +1)(z, ti) of this problem is not bounded from below on the feasible set
X(k).
Denote by x(i) an optimal solution of problem (2.4), case it exists; otherwise let
x(i) be a feasible solution of (2.4) satisfying the inequality f (q
(k)
i +1)(x(i), ti) < 0.
Consider the set I(k) = {i ∈ I : f (q(k)i +1)(x(i), ti) = 0}.
In the case I(k) 6= ∅, set q(k+1)i = q(k)i + 2, i ∈ I(k); q(k+1)i = q(k)i , i ∈ I\I(k), and
start the next iteration with k := k + 1.
In the case I(k) = ∅, algorithm stops with q(ti) = q(k)i , i ∈ I; q(t) = −1, t ∈
T\Ta(x¯).
Note that in [6] it was showed that a number of iterations of the DIO algorithm is
finite.
3
2.3 Implicit Optimality Criterion for convex SIP
It was shown in [6] that the concepts of immobility orders and immobile points are the
important characteristics of the constraints of the convex SIP problem (2.1), making it
possible to formulate optimality conditions for this problem (with an infinite number
of constraints) in terms of optimality conditions for a certain NLP problem (with the
finite number of constraints).
In what follows, we suppose that both, Assumption 2.1 and Assumption 2.2, are
satisfied.
Denote by T ∗ the subset of the set T defined as follows:
T ∗ = {t ∈ T : f(x, t) = 0, ∀x ∈ X} = {t ∈ T : q(t) > −1}.
Evidently, T ∗ ⊆ Ta(x), ∀x ∈ X. From Assumption 2.1 we have |T ∗| ≤ |Ta(x¯)| < ∞
for some x¯ ∈ X. Let us use the following presentation of the set T ∗:
T ∗ = {t0j , j = 1, . . . , p0}, p0 := |T ∗| <∞. (2.5)
Consider any x0 ∈ X and the corresponding set of active points Ta(x0). It follows
from (2.5) that
T ∗ = {t0j , j = 1, . . . , p0} ⊂ Ta(x0)
and
qj := q(t
0
j) > −1, ∀j ∈ {1, . . . , p0}, q(t) = −1, ∀t ∈ Ta(x0) \ T ∗.
Let us construct a nonlinear problem in the form
c(x) −→ min,
NLP(I∗(x0)) : s.t. f (s)(x, t0j) = 0, s ∈ N (qj), f (qj+1)(x, t0j) ≤ 0, j = 1, . . . , p0,
f(x, t0j) ≤ 0, j ∈ I∗(x0),
(2.6)
where
{t0j , j ∈ I∗(x0)} ⊂ Ta(x0) \ T ∗, I∗(x0) ⊂ {p0 + 1, p0 + 2, . . . }, |I∗(x0)| <∞. (2.7)
The following theorem can be proved based on the results from [6].
Theorem 2.1 [Implicit Optimality Criterion] A feasible solution x0 ∈ X is optimal
to the convex SIP problem (2.1) if and only if there exists a set of points
{t0j , j ∈ I∗(x0)} ⊂ Ta(x0) \ T ∗, |I∗(x0)|<∞ (2.8)
such that x0 is optimal to the problem NLP (I∗(x0)).
Note that there is no assumption about finiteness of the set Ta(x
0).
From Theorem 2.1 it follows that to study optimality of a feasible solution to the
convex SIP problem (2.1) it is enough to study optimality of this solution to some
nonlinear problem in the form (2.6). The latest problem has a special form as it is
constructed taking into account the immobile points and the correspondent immobility
orders of problem (2.1).
In the next section, we consider some specific properties of the problemNLP (I∗(x0))
that will be used later to obtain optimality conditions for this problem.
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3 Properties of the nonlinear problem NLP (I∗(x0))
Here we consider a nonlinear problem in the form (2.6) with a set I∗(x0) given by
(2.7). Our aim is to study the properties of this problem following from the way it
was constructed.
3.1 Convexity of the problem NLP (I∗(x0))
To show that the feasible set of problem (2.6) is convex, let us analyze the algorithm
of determination of immobility orders (DIO algorithm) suggested in [6] and shortly
described in section 2.
Let k∗ be the number of iteration where algorithm DIO has stopped. Then q(ti) =
q
(k∗)
i , i ∈ I = {1, . . . , p(x¯)}.
Theorem 3.1 For any k ∈ {0, . . . , k∗}, the set X(k) constructed on the correspondent
iteration of DIO algorithm, is convex and functions f (q
(k)
i +1)(x, ti), i ∈ I, are convex
w.r.t. x in X(k).
Proof. From DIO algorithm we have q
(k+1)
i ≥ q(k)i , hence the following inclusions
are valid:
X
(k+1)
i ⊆ X(k)i , i ∈ I, k ∈ {0, . . . , k∗−1}. (3.1)
Taking into account (2.3), we obtain
X(k+1) ⊆ X(k), k ∈ {0, . . . , k∗−1}. (3.2)
We will prove the statement of the theorem by induction.
First suppose that k = 0. All the sets X
(0)
i = {x ∈ Rn : f(x, ti) ≤ 0}, i ∈ I, are
convex as f(x, t) is convex w.r.t. x for all t ∈ T . Then from (2.3) we conclude that
X(0) is convex too, being the intersection of the convex sets.
By construction, q
(0)
i = −1 for any i ∈ I. The functions f (0)(x, ti) = f(x, ti), i ∈ I,
are convex w.r.t. x in Rn and, therefore they are convex in the set X(0). Thus the
theorem is valid for k = 0.
Suppose now that the statement of the theorem is true for k < k∗. Let us prove
the theorem for k + 1.
By the algorithm, q
(k+1)
i = q
(k)
i for all i ∈ I\I(k). Consequently,
X
(k+1)
i = X
(k)
i , ∀i ∈ I\I(k). (3.3)
Consider now any i ∈ I(k). Then by DIO algorithm we have
min
x∈X(k)
f (q
(k)
i +1)(x, ti) = 0, ∀i ∈ I(k). (3.4)
For i ∈ I(k), let us show that the following set is convex:
Si := {x ∈ X(k) : f (q
(k)
i +1)(x, ti)=0, f
(q
(k)
i +2)(x, ti)=0, f
(q
(k)
i +3)(x, ti)≤0}. (3.5)
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If x, y ∈ Si, then
x, y ∈ X(k), (3.6)
f (q
(k)
i +1)(x, ti) = 0, f
(q
(k)
i +1)(y, ti) = 0, f
(q
(k)
i +2)(x, ti) = 0, f
(q
(k)
i +2)(y, ti) = 0, (3.7)
f (q
(k)
i +3)(x, ti) ≤ 0, f (q
(k)
i +3)(y, ti) ≤ 0. (3.8)
Denote
x(α) = αx+ (1− α)y.
By assumption of induction, the set X(k) is convex and the functions f (q
(k)
i +1)(x, ti) are
convex in X(k) for any i ∈ I. Consequently,
x(α) ∈ X(k), α ∈ [0, 1], (3.9)
and
f (q
(k)
i +1)(x(α), ti) ≤ αf (q
(k)
i +1)(x, ti) + (1− α)f (q
(k)
i +1)(y, ti), i ∈ I(k), α ∈ [0, 1].(3.10)
Taking into account (3.7) and (3.10), we obtain
f (q
(k)
i +1)(x(α), ti) ≤ 0, i ∈ I(k), α ∈ [0, 1]. (3.11)
Relations (3.4) and (3.9) together with (3.11) imply
f (q
(k)
i +1)(x(α), ti) = 0, i ∈ I(k), α ∈ [0, 1]. (3.12)
Furthermore, since x, x(α), and y belong to X(k), then the following equalities hold
true:
f (s)(x, ti) = f
(s)(x(α), ti) = f
(s)(y, ti) = 0, s ∈ N (q(k)i ), i ∈ I, α ∈ [0, 1]. (3.13)
From convexity of f(x, t) w.r.t. x and from its sufficient smoothness, we conclude that
f(x(α), ti +∆t) ≤ αf(x, ti +∆t) + (1− α)f(y, ti +∆t), i ∈ I, α ∈ [0, 1], (3.14)
and that for any m > 0, z ∈ Rn the following Taylor expansion is valid:
f(z, ti +∆t) =
m∑
l=0
1
l!
f (l)(z, ti)∆t
l + o(∆tm), i ∈ I(k). (3.15)
Substitute (3.15) with z = x(α), z = x, z = y, and m = q
(k)
i + 2 in (3.14). Taking
into consideration (3.7), (3.12), (3.13), we obtain
f (q
(k)
i +2)(x(α), ti)∆t
(q
(k)
i +2) + o(∆t(q
(k)
i +2)) ≤ o(∆t(q(k)i +2)), i ∈ I(k), α ∈ [0, 1]. (3.16)
Divide (3.16) by ∆t(q
(k)
i +2) and pass to limit, taking into account that all q
(k)
i are odd:
lim
∆t→+0
f (q
(k)
i +2)(x(α), ti)∆t
(q
(k)
i +2) + o(∆t(q
(k)
i +2))
∆t(q
(k)
i +2)
≤ lim
∆t→+0
o(∆t(q
(k)
i +2))
∆t(q
(k)
i +2)
= 0,
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lim
∆t→−0
f (q
(k)
i +2)(x(α), ti)∆t
(q
(k)
i +2) + o(∆t(q
(k)
i +2))
∆t(q
(k)
i +2)
≥ lim
∆t→−0
o(∆t(q
(k)
i +2))
∆t(q
(k)
i +2)
= 0,
Hence,
f (q
(k)
i +2)(x(α), ti) = 0, i ∈ I(k), α ∈ [0, 1]. (3.17)
Now, let us substitute in (3.14) the expansion (3.15) with m = q
(k)
i + 3 for z =
x(α), z = x, z = y. Then, considering (3.7), (3.12), and (3.17), we have
f (q
(k)
i +3)(x(α), ti)∆t
(q
(k)
i +3) + o(∆t(q
(k)
i +3)) ≤ αf (q(k)i +3)(x, ti)∆t(q
(k)
i +3)+
+(1− α)f (q(k)i +3)(y, ti)∆t(q
(k)
i +3) + o(∆t(q
(k)
i +3)), i ∈ I(k), α ∈ [0, 1].
Divide the inequality above by ∆t(q
(k)
i +3) and let ∆t −→ 0. Since q(k)i , i ∈ I(k), are odd,
then
f (q
(k)
i +3)(x(α), ti) ≤ αf (q
(k)
i +3)(x, ti) + (1− α)f (q
(k)
i +3)(y, ti), i ∈ I(k), α ∈ [0, 1]. (3.18)
From (3.8) and (3.18) we obtain
f (q
(k)
i +3)(x(α), ti) ≤ 0, i ∈ I(k), α ∈ [0, 1]. (3.19)
Relations (3.9), (3.12), (3.17), and (3.19) yield x(α) ∈ Si for all α ∈ [0, 1]. Therefore,
the set Si is convex for any i ∈ I(k).
From (2.3) and (3.1)-(3.3), we get
X(k+1) = X(k)
⋂ ⋂
i∈I(k)
X
(k+1)
i
 = ⋂
i∈I(k)
(
X(k)
⋂
X
(k+1)
i
)
=
⋂
i∈I(k)
Si. (3.20)
Taking into account convexity of the sets Si, i ∈ I(k), we conclude that the set X(k+1)
is convex. By DIO algorithm, q
(k+1)
i = q
(k)
i , i ∈ I\I(k). Then functions
f (q
(k+1)
i +1)(x, ti) = f
(q
(k)
i +1)(x, ti), i ∈ I\I(k),
are convex w.r.t. x in X(k+1) since they are convex in X(k) and (3.2) is true.
For i ∈ I(k) we have q(k+1)i = q(k)i + 2. Hence
f (q
(k+1)
i +1)(x, ti) = f
(q
(k)
i +3)(x, ti), i ∈ I(k),
all these functions being convex w.r.t. x in Si that follows from inequalities (3.18).
Taking into account (3.20), we can state also that these functions are convex w.r.t. x
in X(k+1).
Therefore, we have proved that the statement of the theorem is valid for k+1, that
concludes the proof. ¥
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Let Y¯ be the set defined as follows:
Y¯ = {x ∈ Rn : f (s)(x, t0j) = 0, s ∈ N (qj), f (qj+1)(x, t0j) ≤ 0, j = 1, . . . , p0}. (3.21)
According to Remark 3.1 in [6], there exists a vector x˜ ∈ X such that
f (s)(x˜, t) = 0, s ∈ N (q(t)), f (q(t)+1)(x˜, t) < 0, ∀t ∈ T. (3.22)
Having assumed in DIO algorithm that x¯ = x˜ with x˜ satisfying (3.22), we obtain
Ta(x˜) = T
∗, I =I(x˜) = {1, . . . , p0} and Y¯ = X(k∗). Therefore, by Theorem 3.1, the set
Y¯ is convex.
Let us rewrite problem (2.6) in the equivalent form
c(x) −→ min,
s.t. x ∈ Y¯ , f(x, t0j) ≤ 0, j ∈ I∗(x0). (3.23)
Since functions c(x), f(x, t) are convex w.r.t. x and Y¯ is the convex set, then for any
I∗(x0) ⊂ {p0+1, . . . , p(x0)} problem (3.23), and, therefore, problem (2.6) is a Convex
Programming (CP) problem (see [3]). The following theorem is proved.
Theorem 3.2 For any x0 ∈ X and any I∗(x0) defined in (2.7) the problem NLP(I∗(x0))
is a Convex Programming problem.
3.2 Reducing the number of constraints in the problem
NLP (I∗(x0))
As a rule, the number of constraints in the CP problem (3.23) is too large. Therefore,
the following result is of special interest.
Theorem 3.3 Let x0 be an optimal solution of the problem
c(x) −→ min,
s.t. fi(x) ≤ 0, i ∈ I = {1, . . . ,m}, x ∈ H, (3.24)
where c(x), fi(x), i ∈ I, x ∈ Rn, are sufficiently smooth convex functions and H ⊂ Rn
is a convex set. Suppose that problem (3.24) satisfies the Slater condition, i.e. for some
x¯ ∈ H the inequalities fi(x¯) < 0, i ∈ I, hold true. If |I| = m > n, then there exists a
subset I∗ ⊂ I, |I∗| ≤ n such that vector x0 is the optimal solution of the problem
c(x) −→ min,
s.t. fi(x) ≤ 0, i ∈ I∗, x ∈ H. (3.25)
Proof. First, let us show that for any m > n there exists a subset I∗ ⊂ I such that
|I∗| = m− 1 and x0 is the solution of problem (3.25).
Taking into account the assumptions of the theorem, x0 is optimal in (3.24) if and
only if there exists a set of numbers (see [9], p.237–239) λi ≥ 0, i ∈ I, such that
λifi(x
0) = 0, i ∈ I, and(
∇c(x0) +
m∑
i=1
λi∇fi(x0)
)′
h ≥ 0, ∀h ∈ A(x0|H), (3.26)
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with
A(x0|H) = {h ∈ Rn : h = x− x0, x ∈ H}.
If λi0 = 0 for some i0 ∈ I, then set I∗ := I\{i0}, λ¯i := λi, i ∈ I∗. Evidently,
|I∗| = m− 1 and the following inequalities take place(
∇c(x0) +
∑
i∈I∗
λ¯i∇fi(x0)
)′
h ≥ 0,∀h ∈ A(x0|H), λ¯i ≥ 0, λ¯ifi(x0) = 0, i ∈ I∗.(3.27)
Then x0 optimal to problem (3.25) too.
Let us suppose now that λi > 0, i ∈ I. Since m > n, then there exists a non-
vanishing vector α = (α1, . . . , αm)
′ such that
m∑
i=1
αi∇fi(x0) = 0. (3.28)
Without loss of generality we can suppose that I− = {i ∈ I : αi < 0} 6= ∅ (indeed,
otherwise instead of α we can take vector −α). Let
Θ0 = min
i∈I−
(
−λi
αi
)
= −λi∗
αi∗
> 0, i∗ ∈ I−.
Multiply (3.28) by Θ0 and add to the expression in brackets in the left hand side of
(3.26). It results in(
∇c(x0) +
m∑
i=1
λ˜i∇fi(x0)
)′
h ≥ 0, ∀h ∈ A(x0|H),
where λ˜i = λi+Θ0αi ≥ 0, i ∈ I. Note that λ˜i∗ = 0. Set I∗ = I\{i∗}, λ¯i = λ˜i, i ∈ I∗.
Then relations (3.27) are valid and x0 is the optimal solution of problem (3.25), with
|I∗| = m− 1. If |I∗| ≤ n, the theorem is proved. Otherwise, set I := I∗ and repeat the
same reasoning. ¥
From the theorem we can deduce that if in the convex problem (3.23) the index set
I∗(x0) satisfies the conditions n < |I∗(x0)| <∞, then there exists a subset Iˆ∗ ⊂ I∗(x0)
such that |Iˆ∗| ≤ n and any optimal solution to (3.23) is also optimal to the problem
c(x) −→ min,
s.t. x ∈ Y¯ , f(x, t0j) ≤ 0, j ∈ Iˆ∗.
(3.29)
Therefore Theorem 2.1 can be formulated with the inequality in (2.8) replaced by
|I∗(x0)| ≤ n.
3.3 The case of analytical constraint function
Here we will show that in the case when the constraint function of SIP problem is an-
alytical, the equality constraints of the correspondent nonlinear problem NLP (I∗(x0))
can be equivalently replaced by linear ones.
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First consider NLP problem in the form
c(x)→ min, x ∈ Y = H ∩G, (3.30)
where
H = {x ∈ Rn : h(x) = 0}, G = {x ∈ Rn : gi(x) ≤ 0, i = 1, . . . ,m} (3.31)
with h(x) = (hj(x), j = 1, . . . , l). The following proposition is evident.
Proposition 3.1 If Y 6= ∅, then there exists a finite set of vectors yi ∈ Y , i =
0, 1, . . . , r, such that
rank (yi − y0, i = 1, . . . , r) = r, (3.32)
rank (x− y0, yi − y0, i = 1, . . . , r) = r, ∀x ∈ Y . (3.33)
Evidently, here 0 ≤ r ≤ n. From relation (3.33) we conclude that for any x ∈ Y there
exist numbers αi, i = 1, . . . , r, such that x−y0 =
r∑
i=1
αi(yi − y0). Then, having denoted
α0 = 1−
r∑
i=1
αi, we obtain
Y ⊂ X , (3.34)
where
X := {x ∈ Rn : x =
r∑
i=0
αiyi,
r∑
i=0
αi = 1} (3.35)
with some yi ∈ Y , i = 0, . . . , r, satisfying conditions (3.32), (3.33).
Let us suppose now that in (3.31) functions hj(x), j = 1, . . . , l, are analytical.
Theorem 3.4 Suppose that the feasible set Y of problem (3.30) is nonempty and
convex, function h(x) in (3.31) being analytical. Then the following representation
holds true:
Y = X ∩G. (3.36)
Proof. Suppose first that r = 0, i.e. the feasible set Y contains a unique element y0.
Then Y = X = {y0} ⊂ G, and (3.36) is satisfied.
Now let us consider a situation, where r ≥ 1. Relations (3.34) and Y ⊂ G imply
Y ⊂ X ∩G. (3.37)
If we manage to prove
X ⊂ H (3.38)
then, evidently, we obtain Y ⊂ X ∩G ⊂ H ∩G = Y and (3.36) will be proved.
Thus, let us prove (3.38). Since Y ⊂ H, then it is sufficient to prove the following
implication:
X\Y ⊂ H. (3.39)
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Consider the set X\Y . Suppose that there exists some vector z such that z ∈ X\Y
and z 6∈ H. Since z ∈ X , then for some numbers αi ∈ R, i = 0, . . . , r, we have
z =
r∑
i=0
αiyi,
r∑
i=0
αi = 1. (3.40)
Vectors yi, i = 0, . . . , r, belong to the convex set Y , therefore
y∗ :=
r∑
i=0
1
r + 1
yi ∈ Y . (3.41)
Consider vector z(µ) = µz + (1− µ)y∗, µ ∈ R. Taking into account (3.40) and (3.41),
we have
z(µ) = µ
r∑
i=0
αiyi + (1− µ)
r∑
i=0
1
r + 1
yi =
r∑
i=0
βi(µ)yi, (3.42)
where
βi(µ) = µαi + (1− µ) 1
r + 1
, i = 0, . . . , r. (3.43)
From (3.40) and (3.43) we obtain
r∑
i=0
βi(µ) = µ
r∑
i=0
αi + (1− µ)
r∑
i=0
1
r + 1
= 1, ∀µ ∈ R, (3.44)
hence z(µ) ∈ X . Let µ∗ = min
i=0,...,r
µi, where
µi =

1
1− αi(r + 1) , if αi < 0,
1 , if 0 ≤ αi ≤ 1
r
αi(r + 1)− 1 , if αi > 1.
It is easy to verify that µ∗ > 0 and
βi(µ) ≥ 0, i = 0, . . . , r, ∀µ ∈ [0, µ∗]. (3.45)
Since yi ∈ Y , i = 0, . . . , r, where Y is convex, then, taking into account (3.42), (3.44),
and (3.45), we obtain z(µ) ∈ Y , ∀µ ∈ [0, µ∗]. Hence
hj(z(µ)) ≡ 0, ∀µ ∈ [0, µ∗], j = 1, . . . , l. (3.46)
Since it was assumed that the functions hj(x), x ∈ Rn, j = 1, . . . , l, are analytical,
then the functions h¯j(µ) = hj(z(µ)), µ ∈ R, j = 1, . . . , l, are analytical too and by
(3.46) we have
h¯j(µ) = hj(z(µ)) ≡ 0, ∀µ ∈ R, j = 1, . . . , l.
Therefore, z(µ) ∈ H for all µ ∈ R and, in particular, z(1) = z ∈ H. The contradiction
obtained proves that there is no any z ∈ X\Y such that z 6∈ H and, consequently,
inclusion in (3.39) holds true and the theorem is proved. ¥
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Let ψi∈ Rn, i = 1, . . . , r, be a set of vectors satisfying the conditions
rank(ψi, i = 1, . . . , r) = r,
Mk(y0, ψi) = 0, k = 1, 2, . . . ; i = 1, . . . , r, (3.47)
where y0 ∈ Y ,
Mk(x, ψ) = Dk(x, ψ)ψ, Dk(x, ψ) =
∂Mk−1(x, ψ)
∂x
, D1(x, ψ) = D1(x) =
∂h(x)
∂x
.
Denote
X (ψ1, . . . , ψr) = {x ∈ Rn : x = y0 +
r∑
i=1
αiψi}.
Here αi ∈ R, i = 1, . . . , r.
Proposition 3.2 Assume that there exists y0 ∈ Y such that gj(y0) < 0, i = 1, . . . ,m,
and suppose that conditions of Theorem 3.4 are fulfilled. Then the set X defined in
(3.35) can be represented in the form
X = X (ψ1, . . . , ψr) (3.48)
with an arbitrary set of vectors ψ1, . . . , ψr satisfying (3.47).
Proof. First, we will show that there exists a set of vectors satisfying (3.47).
Really, let yi, i = 0, 1, . . . , r, be vectors satisfying conditions of Proposition 3.1. It is
easy to check that the vectors
ψ˜i := yi − y0, i = 1, . . . , r, (3.49)
satisfy (3.47).
Now let us show that there are no r + 1 linearly independent vectors ψi, i =
1, . . . , r + 1, such that
Mk(y0, ψi) = 0, k = 1, 2, . . . ; i = 1, . . . , r + 1. (3.50)
Arguing by contradiction, suppose that there exist r+1 of linearly independent vectors
ψi ∈ Rn, i = 1, . . . , r + 1, that satisfy (3.50). Since gj(y0) < 0 for all i = 1, . . . ,m,
there exists ε0 > 0 such that
B(y0, ε0) = {x ∈ Rn : ‖x− y0‖ ≤ ε0} ⊂ G. (3.51)
The equalities (3.50) are satisfied for all the vectors ψi, i = 1, . . . , r + 1. Therefore,
(3.50) are satisfied also for vectors
ψi(α) = αψi, i = 1, . . . , r + 1, ∀α ∈ R. (3.52)
Denote
α¯ =
ε0
‖ψi‖ , xi = y0 + ψi(α¯), i = 1, . . . , r + 1. (3.53)
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By construction, xi ∈ B(y0, ε0), i = 1, . . . , r + 1, and, hence, xi ∈ G, i = 1, . . . , r + 1.
Furthermore, since vectors ψi(α¯), i = 1, . . . , r + 1, satisfy equalities (3.47), then xi ∈
H, i = 1, . . . , r + 1, and, consequently,
xi ∈ Y , i = 1, . . . , r + 1. (3.54)
On the other hand, by assumption, all the vectors ψi, i = 1, . . . , r + 1 are linearly
independent. Therefore,
rank(xi − y0, i = 1, . . . , r + 1) = rank(ψi(α¯), i = 1, . . . , r + 1) = r + 1.
Since y0 ∈ Y , xi ∈ Y , i = 1, . . . , r+1, then the latest formula contradicts to (3.33). The
contradiction obtained proves that there exist exactly r vectors ψi ∈ Rn, i = 1, . . . , r,
satisfying (3.47).
Now let us show that
X (ψ1, . . . , ψr) = X (ψ¯1, . . . , ψ¯r), (3.55)
where ψ1, . . . , ψr and ψ¯1, . . . , ψ¯r are two set of vectors satisfying (3.47). Due to the
fact that there are no r+1 linearly independent vectors satisfying (3.50), we conclude
that for each vector ψ¯k, k = 1, . . . , r, there exist numbers βik, i = 1, . . . , r, such that
ψ¯k =
r∑
i=1
βikψi, k = 1, . . . , r.
Then
X (ψ¯1, . . . , ψ¯r) := {x ∈ Rn : x = y0 +
r∑
k=1
α¯kψ¯k}
= {x ∈ Rn : x = y0 +
r∑
i=1
αiψi} =: X (ψ1, . . . , ψr),
where αi: =
r∑
k=1
α¯kβik. Relation (3.55) is proved.
The statement of Proposition 3.2 (relation (3.48)) follows from (3.55) and the con-
dition X = X (ψ˜1, . . . , ψ˜r), where ψ˜1, . . . , ψ˜r are defined in (3.49). ¥
Let us consider now the problem NLP (I∗(x0)) in the form (2.6). The set Y of its
feasible solutions can be represented in the form Y = H ∩G, where
H = {x ∈ Rn : h(x) = 0}, G = {x ∈ Rn : gj(x) ≤ 0, j ∈ J(x0)},
h(x) = (hjs(x), s ∈ N (qj), j = 1, . . . , p0), (3.56)
hjs(x) = f
(s)(x, t0j), s ∈ N (qj); gj(x) = f (qj+1)(x, t0j), j = 1, . . . , p0; (3.57)
gj(x) = f(x, t
0
j), j ∈ I∗(x0),
J(x0) := {1, . . . , p0} ∪ I∗(x0). (3.58)
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Suppose that the function f(x, t), x ∈ Rn, t ∈ T ⊂ R, is analytical. Then the
derivatives of all orders of f(x, t) are analytical functions too.
Consequently, the feasible set Y of problem (2.6) satisfies all conditions of Theorem
3.4 and Proposition 3.2 with y0 = x˜ where x˜ is defined in (3.22). Hence it can be
presented in the form Y = X ∩ G. Then, taking into account representation (3.48)
obtained before, the problem NLP (I∗(x0)) can be written in the equivalent form
c(x)→ min
x,α
, x ∈ Rn, α ∈ Rr,
x− x˜−Ψα = 0,
f (qj+1)(x, t0i ) ≤ 0, i = 1, . . . , p0, f(x, t0j) ≤ 0, j ∈ I∗(x0),
(3.59)
where Ψ = (ψi, i = 1, . . . , r), and the vectors ψi ∈ Rn, i = 1, . . . , r, satisfy (3.47) with
h(x) defined in (3.56).
Observation. For the linearly independent vectors ψi ∈ Rn, i = 1, . . . , r, from
(3.47), there always exist n− r linearly independent vectors ψi ∈ Rn, i = r+1, . . . , n,
orthogonal to them. Therefore we obtain a system of n linearly independent vectors
ψj, j = 1, . . . , n, satisfying
ψ′iψj = 0, i = r + 1, . . . , n, j = 1, . . . , r,
that form in Rn a full basis. Then the set X can be presented as follows:
X = {x ∈ Rn : Ax = Ax˜},
where A′ = (ψi, i = r + 1, . . . , n), and problem (3.59) takes the form
c(x)→ min, x ∈ Rn,
Ax− Ax˜ = 0,
f (qj+1)(x, t0i ) ≤ 0, i = 1, . . . , p0, f(x, t0j) ≤ 0, j ∈ I∗(x0).
(3.60)
Therefore, we have proved here that in the case when the equality constraints of the
problem NLP (I∗(x0)) (represented, generally, by nonlinear functions) are analytical,
a matrix Ψ exists such that the problem NLP (I∗(x0)) is equivalent to problem (3.59)
with linear equality constraints. By construction, problem (3.59) satisfies the Slater
condition. We will use late this property to obtain optimality conditions for the
problem NLP (I∗(x0)) in the form of criterion.
4 Optimality conditions for the problem NLP (I∗(x0))
In this section, we study the optimality conditions for the problem NLP (I∗(x0)) in
the form (2.6).
Using notations (3.57), (3.58), we can rewrite problem (2.6) in the form
c(x) −→ min,
s.t. hjs(x) = 0, s ∈ N (qj), j = 1, . . . , p0,
gj(x) ≤ 0, j ∈ J(x0).
(4.1)
Then its feasible set Y is given by
Y = {x ∈ Rn : hjs(x) = 0, s ∈ N (qj), j = 1, . . . , p0; gj(x) ≤ 0, j ∈ J(x0)}.
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From Theorem 3.2 it follows that the set Y is convex. The Lagrange function for
problem (4.1) has the form
L(x, λ) = λ0c(x) +
p0∑
j=1
∑
s∈N (qj)
λjshjs(x) +
∑
j∈J(x0)
µjgj(x) (4.2)
with the Lagrange multipliers vector
λ = (λ0, λjs, s ∈ N (qj), j = 1, . . . , p0; µj, j ∈ J(x0)). (4.3)
Given x0 ∈ Y , let JA(x0) = {j ∈ J(x0) : gj(x0) = 0} be the correspondent active index
set.
4.1 Necessary Optimality Conditions
In [7], it is proved that when SIP problem (2.1) does not satisfy the Slater condition,
application of the classical necessary optimality conditions of NLP (see [3], for exam-
ple) to the problem NLP (I∗(x0)) will not give any informative optimality conditions
since these conditions are trivially fulfilled for any feasible x ∈ X. It happens because
the equality constraints of the problem NLP (I∗(x0)) determine a mapping that is
irregular. Nontrivial necessary optimality conditions for such cases (generalized neces-
sary conditions) are suggested in [1, 2, 8], et al., where in the absence of regularity a so
called 2− or p− regularity is studied. In the specific case of the problem NLP (I∗(x0)),
the order of irregularity is greater (as a rule) than two and to obtain necessary opti-
mality conditions using the techniques from [1, 2, 8] one needs to use constructions
that are rather bulky (see [1]).
4.2 Sufficient Optimality Conditions
4.2.1 The first order sufficient optimality conditions
Consider the problem NLP (I∗(x0)) in the form (4.1). Let us prove the following
theorem.
Theorem 4.1 [The first order sufficient optimality condition] Suppose that for a fea-
sible x0 ∈ Y there exist numbers
λjs, s ∈ N (qj), j = 1, . . . , p0; µj ≥ 0, j ∈ J(x0), (4.4)
such that
µjgj(x
0) = 0, j ∈ J(x0),
∇c(x0) +
p0∑
i=1
∑
s∈N (qj)
λjs∇hjs(x0) +
∑
j∈J(x0)
µj∇gj(x0) = 0. (4.5)
Then x0 is an optimal solution of the convex problem (4.1).
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Proof. Arguing by contradiction, suppose that there exists y ∈ Y such that
c(y) < c(x0). (4.6)
Consider the vector
x(α) = αy + (1− α)x0 = x0 + α(y − x0) = x0 + αl, with l = y − x0, α ∈ [0, 1]. (4.7)
Since Y is convex, then x(α) ∈ Y for any α ∈ [0, 1]. Taking into account the latest
inclusion and convexity of function c(x), we obtain
c¯(α) := c(x(α)) = c(x0 + αl) ≤ c(x0) + α(c(y)− c(x0)),
h¯js(α) := hjs(x(α)) ≡ 0, s ∈ N (qj), j = 1, . . . , p0, (4.8)
g¯j(α) := gj(x(α)) ≤ 0, j ∈ JA(x0),
where α ∈ [0, 1].
Consider the following Taylor-series expansions of the functions from (4.8) for α > 0
sufficiently small:
c¯(α)= c¯(x0) + α
dc¯(0)
dα
+ o(α) = c(x0) + αl′∇c(x0) + o(α), (4.9)
h¯js(α) = h¯js(0)+α
dh¯js(0)
dα
+o(α) = hjs(x
0)+αl′∇hjs(x0)+o(α), s ∈ N (qj), j = 1, . . . , p0,
g¯j(α) = g¯j(0) + α
dg¯j(0)
dα
+ o(α) = gj(x
0) + αl′∇gj(x0) + o(α), j ∈ JA(x0).
Then taking into account (4.6), (4.8), and (4.9), we have
l′∇c(x0) ≤ c(y)− c(x0) < 0, (4.10)
l′∇hjs(x0) = 0, s ∈ N (qj), j = 1, . . . , p0; l′∇gj(x0) ≤ 0, j ∈ JA(x0). (4.11)
Multiplying equation (4.5) from the left by l′ and considering (4.11), we obtain
l′∇c(x0) = −
∑
j∈JA(x0)
µj l
′∇gj(x0) ≥ 0. (4.12)
The last inequality contradicts (4.10), that concludes the proof. ¥
4.2.2 The second order sufficient optimality conditions
Given a feasible solution x0 of problem (4.1) and the corresponding active index set
JA(x
0), consider the cone of strictly critical directions in x0.
K¯(x0) := {ξ ∈ Rn : ξ′∇c(x0) < 0, ξ′∇hjs(x0) = 0, s ∈ N (qj), j = 1, . . . , p0,
ξ′∇gj(x0) ≤ 0, j ∈ JA(x0)},
and the set
Λ(x0) = {λ : λ 6= 0, ∇xL(x0, λ) = 0, λ0 ≥ 0, µj ≥ 0, µjgj(x0) = 0, j ∈ J(x0)}.
16
Theorem 4.2 Let x0 be a feasible solution of (4.1). If Λ(x0) 6= ∅ and
max
λ∈Λ(x0),||λ||=1
ξ′∇xxL(x0, λ)ξ > 0, ∀ξ ∈ K¯(x0), (4.13)
then x0 is a minimizer to the problem NLP (I∗(x0)) in the form (4.1).
Proof (by contradiction). Suppose that the assumptions of the theorem are satis-
fied for some x0 ∈ Y that is not optimal to (4.1). Then there exists y ∈ Y such that
c(y) < c(x0). (4.14)
Since λ0 ≥ 0 for any λ ∈ Λ(x0), then we can separately consider the following two
cases:
I) there exists λ0 ∈ Λ(x0) such that λ00 > 0; II) λ0 = 0 for all λ ∈ Λ(x0).
Consider, first, case I). Evidently, here the first order sufficient optimality condi-
tions are satisfied for x0 with λ = 1
λ00
λ0. Then by Theorem 4.1, x0 is optimal in problem
(4.1) and the contradiction is obtained .
Suppose now that case II) has occurred. Let x(α) be defined by (4.7) and let
functions h¯js(α), g¯j(α) be defined by (4.8). The same reasoning as that used in the
proof of Theorem 4.1 leads to relations (4.10) and (4.11), that, obviously, give
l ∈ K¯(x0). (4.15)
Having expanded the functions h¯js(α) in the Taylor series for a sufficiently small α > 0,
we obtain
h¯js(α) = hjs(x
0)+αl′∇hjs(x0)+α2l′∇xxhjs(x0)l+o(α2) = 0, s ∈ N (qj), j = 1, . . . , p0,
wherefrom, taking into account (4.11), we get
l′∇xxhjs(x0)l = 0, s ∈ N (qj), j = 1, . . . , p0. (4.16)
By construction, any λ = (λ0 ≥ 0, λjs, s ∈ N (qj), j = 1, . . . , p0; µj ≥ 0, j ∈
J(x0)) ∈ Λ(x0) satisfies the relations
µjgj(x
0) = 0, j ∈ J(x0), (4.17)
∇xL(x0, λ) = λ0∇c(x0) +
p0∑
j=1
∑
s∈N (qj)
λjs∇hjs(x0) +
∑
j∈J(x0)
µj∇gj(x0) = 0. (4.18)
Multiplying (4.18) from the left by the vector l′, setting λ0 = 0, and taking into
account (4.11), we obtain ∑
j∈J(x0)
µj l
′∇gj(x0) = 0. (4.19)
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Now, let us consider the Taylor-series expansions
g¯j(α) = gj(x
0) + αl′∇gj(x0) + α2l′∇xxgj(x0)l + o(α2), j ∈ J(x0)
for a sufficiently small α > 0. Since µj ≥ 0, j ∈ J(x0), then, considering (4.8), (4.17),
and (4.19), we have∑
j∈J(x0)
µj g¯j(α) = α
2
∑
j∈J(x0)
µj l
′∇xxgj(x0)l + o(α2) ≤ 0,
and, therefore ∑
j∈J(x0)
µj l
′∇xxgj(x0)l ≤ 0, ∀λ ∈ Λ(x0). (4.20)
From (4.15), (4.16), and (4.20), taking into account λ0 = 0, ∀λ ∈ Λ(x0) we obtain
l′∇xxL(x0, λ)l =
∑
j∈J(x0)
µj l
′∇xxgj(x0)l ≤ 0, ∀λ ∈ Λ(x0),
that contradicts (4.13), making case II) impossible too.
Thus we have proved that the assumption made in the beginning of the proof is false
and x0 is an optimal solution of (4.1). ¥
4.3 Optimality conditions for the problem NLP (I∗(x0))
with analytical constraint function
It was shown in subsection 3.3 that if the function f(x, t), x ∈ Rn, t ∈ T ⊂ R, is
analytical, then the problem NLP (I∗(x0)) can be written in the equivalent form (3.59)
or, in terms of (3.57) and (3.58), as follows:
c(x)→ min
x,α
, x ∈ Rn, α ∈ Rr,
x− x˜−Ψα = 0,
gj(x) ≤ 0, j ∈ J(x0),
(4.21)
where Ψ = (ψi, i = 1, . . . , r) and ψi ∈ Rn, i = 1, . . . , r, are some vectors satisfying
(3.47). The feasible set of problem (4.21) takes the form
Y = {(x, α) : x ∈ Rn, α ∈ Rr, x− x˜−Ψα = 0, gj(x) ≤ 0, j ∈ J(x0)}.
Evidently, (x˜, 0) ∈ Y where x˜ satisfies (3.22), 0 ∈ Rr. From (3.22), taking into account
(3.57), we obtain
gj(x˜) < 0, j ∈ J(x0),
that means that problem (4.21) satisfies the Slater condition. The following theorem
is true then.
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Theorem 4.3 [The first order necessary and sufficient optimality conditions] A fea-
sible solution x0 ∈ Y is optimal in NLP (I∗(x0)) if and only if there exist multipliers
µj ≥ 0, j ∈ J(x0), such that
µjgj(x
0) = 0, j ∈ J(x0),
Ψ′(∇c(x0) +
∑
j∈J(x0)
µj∇gj(x0)) = 0, (4.22)
where functions gj(x), j ∈ J(x0), are defined in (3.57); Ψ = (ψi, i = 1, . . . , r), and
ψi, i = 1, . . . , r, are some vectors satisfying (3.47) with y0 = x˜, and vector x˜ satisfies
(3.22) .
Note that Theorem 4.3 gives a criterion of optimality for the problem NLP (I∗(x0)).
To apply Theorem 4.3 we have to construct a matrix Ψ defined by linearly indepen-
dent vectors ψi ∈ Rn, i = 1, . . . , r, that satisfy relations (3.47). The algorithm of
construction of Ψ is not connected with the optimization problem NLP (I∗(x0)), but
does with the properties of the set Y¯ (see (3.21) ) that does not depend on vector x0.
Example 3.1. Consider the convex SIP problem
3x1 + x2 + 3x3 + x4 +
x21
2
+
x22
2
+
x23
2
+
x24
2
−→ min,
s.t. − t2x1 + tx2 + sin(t)x3 + x44 − t2 − t3/6− 5t4 ≤ 0, t ∈ T = [−1, 2],
(4.23)
where x ∈ R4.
It is easy to show that this problem has a unique immobile point t01 = 0 with
q1 = q(t
0
1) = 1, p
0 = 1. Since q1 > −1, we can conclude that the Slater condition is
not satisfied here.
Consider the feasible solution x0 = (−1, 1,−1, 0)′ ∈ X to the convex SIP problem
(4.23). Evidently for problem (4.23) we have I∗(x0) = ∅.
Then the corresponding problem NLP (I∗(x0)) takes the form
3x1 + x2 + 3x3 + x4 +
x21
2
+
x22
2
+
x23
2
+
x24
2
−→ min,
s.t. x44 = 0, x2 + x3 = 0, −2x1 − 2 ≤ 0,
(4.24)
and the Lagrange function for it is given by
L(x, λ) = λ0
(
3x1+x2+3x3+x4+
x21
2
+
x22
2
+
x23
2
+
x24
2
)
+λ10x
4
4+λ11(x2+x3)+µ1(−2x1−2).
Let us apply Theorems 4.1, 4.2 and 4.3 to the feasible solution x0 = (−1, 1,−1, 0)′ ∈
X ⊂ Y to check if it is optimal in problem (4.24).
The condition ∇xL(x0, λ) = 0 can be written as
λ0

2
2
2
1
+ λ10

0
0
0
0
+ λ11

0
1
1
0
+ µ1

−2
0
0
0
 = 0.
It is evident that the latest system cannot be satisfied with λ0 > 0 and the condition
of Theorem 4.1 is not fulfilled.
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Next let us verify the conditions of Theorem 4.2. In our example ∇xxL(x0, λ) =
O ∈ R4×4 for all λ ∈ Λ(x0). Therefore, even without constructing the cone of strictly
critical directions K¯(x0) we see that
max
λ∈Λ(x0), ||λ||=1
ξ′∇xxL(x0, λ)ξ = 0, ∀ξ ∈ K¯(x0),
and the second order sufficient optimality conditions formulated in Theorem 4.2 are
not fulfilled.
Finally, let us apply to x0 Theorem 4.3. It is easy to check that the vectors
y0 = (0, 1,−1, 0)′, ψ1 = (0, 1,−1, 0), ψ2 = (1, 0, 0, 0) satisfy conditions (3.47). Put
Ψ′ := (ψ1, ψ2)′ =
(
1 0 0 0
0 1 −1 0
)
.
Then, evidently,
Ψ′(∇c(x0) + µ1∇g1(x0)) = (0, 2− 2µ1)′,
where c(x) = 3x1 + x2 + 3x3 + x4 +
x21
2
+
x22
2
+
x23
2
+
x24
2
, g1(x) = −2x1 − 2, and
conditions (4.22) of Theorem 4.3 are satisfied with µ1 = 1. Therefore, vector x
0 =
(−1, 1,−1, 0)′ ∈ X ⊂ Y is optimal to NLP problem (4.24) and hence (see Theorem
2.1) it is optimal to the convex SIP problem (4.23) too.
Remark 4.1 It was mention above that the problem NLP (I∗(x0)) is equivalent to
problem (3.60). For our example, this problem takes the form
3x1 + x2 + 3x3 + x4 +
x21
2
+
x22
2
+
x23
2
+
x24
2
−→ min,
s.t. x4 = 0, x2 + x3 = 0, −2x1 − 2 ≤ 0.
5 Conclusion
In the paper, we study the optimality conditions for the special nonlinear problem
NLP (I∗(x0)) constructed for the convex SIP problem (2.1) and connected with it by
means of the Implicit Optimality Criterion. Since this Criterion permits to replace
the optimality conditions for the convex SIP problem by such the conditions for the
problem NLP (I∗(x0)), the optimality conditions for the latest problem are of a special
interest. It is shown in the paper that in spite of the fact that the problemNLP (I∗(x0))
is strongly degenerated, it possesses the properties that permit to obtain nontrivial
necessary optimality conditions. The sufficient optimality conditions formulated in
the paper use the specificity of the problem NLP (I∗(x0)) and allow us to obtain new
efficient optimality conditions for convex SIP. It is showed in the paper that in the
case when the equality constraints of the problem NLP (I∗(x0)) are given by analytical
functions, the optimality conditions take form of criterion.
The results of the paper can be applied for study of the optimality conditions as
well as for constructing of numerical methods for the convex SIP. We believe also that
some of results can be extended for non convex cases.
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