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Kvanttikulkujen spatiaalinen etsintä jatkuvassa ajassa kompleksisissa verkoissa
keskittyy yhden tai useamman merkityn solmukohdan löytämiseen kompleksisesta
verkosta käyttämällä kvanttikulkua jatkuvassa ajassa. Tässä työssä käytetty for-
malismi käsittelee kytkentävakiota, mikä siirtää kvanttikulkijan tilan alkutilasta
tavoitetilaan, eli merkittyyn solmukohtaan.
Tämä Pro Gradu alkaa matemaattisen viitekehyksen käsittelemisellä, jota tarvitaan
lopputyössä. Tämä viitekehys sisältää verkkoteorian, kvanttikulut ja käytetyt nu-
meeriset menetelmät. Tämän jälkeen kvanttikulun spatiaalista etsintää jatkuvassa
ajassa tutkitaan säännöllisissä ja miltei säännöllisissä verkoissa, missä analyyt-
tiset ratkaisut on löydettävissä. Tämän tarkoituksena on tutustua spatiaaliseen
etsintään kvanttikululla. Barabási-Albert -graafit ja Internet-verkko autonomisten
järjestelmien tasolla ovat tässä työssä tutkittavat kompleksiset verkot. Tässä
tutkitaan eri renormalisoituja ja karsittuja versioita Internet-verkosta. Kvant-
tikulun parametrit, joihin keskitytään, ovat optimaaliset arvot kytkentävakiolle,
onnistumistodennäköisyydelle, ajalle ja etsintäajalle.
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Introduction
Both network theory and quantum walks are quite new fields of study, only having
been around approximately since the 1990s, although the exact date can be argued
[1, 4]. Network theory has its mathematical background in graph theory and it has
since found many applications in almost all fields of science, most notably in our
case in physics and computer science. Network theory focuses on utilizing the math-
ematical tools found in graph theory and beyond, and applying these tools in order
to find hidden laws and patterns in real-world networks like social networks, power
grids and the Internet. Network theory has received extensive use in many fields of
science in the 21st century, since there are networks or network-like structures that
can be approximated as such everywhere around us [1].
Network theory as a mathematical discipline can be traced to the 18th century,
when Leonhard Euler gave the solution to the Seven Bridges of Königsberg problem
[1]. This is understood as the beginning of graph theory. After this, graph theory
has been an area of study since the 19th century, but it has largely focused on small
graphs, since larger ones are exponentially more difficult to analyse. Therefore one
of the major reasons why network theory has only become significant recently is
because computers have offered an efficient way to analyse large networks.
Quantum walks are the quantum mechanical equivalent to classical random
walks, which have been studied for over a century and have found great applica-
bility in many fields of science, for example simulating Brownian motion in physics
or estimating the size of the World Wide Web in computer science. Quantum walks
have also led to good working results and they also are a viable option for quan-
tum computation [31]. Other uses include for example quantum state transfer and
transport and energy transport in biological systems [11, 12].
Quantum walks originally stemmed from classical random walks that have been
studied from the beginning of the 19th century onwards. Quantum random walks
in discrete time were introduced in 1993 by Aharonov, Davidovich and Zagury [8].
A major result is that the average path length traversed by a quantum walker in
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a given time is much larger as opposed to a corresponding classical walker due to
quantum interference. Quantum walks in continuous time were introduced in 1998
by Farhi and Gutmann [9]. They also considered the quantum walk on decision
trees, so a graph structure was used as the space where the walker was defined. In
fact in most cases quantum walks are defined on graphs as they offer a natural way
to describe states and allowed transitions between states.
Spatial search by quantum walk was first described by Childs and Goldstone
in 2004 [2]. Childs and Goldstone considered this as a continuous-time, physical
implementation of Grover’s algorithm, which offers a quadratic speed-up for the
search of a database when compared to a classical algorithm [3]. In this case a
single marked node in the graph is considered, and the quantum walker tries to find
the marked node in the graph. As can be seen, the importance of network theory
in quantum walks and spatial search by quantum walks is clear. The behaviour of
spatial search by quantum walks on complex networks is also a very new area of
study with many opportunities and useful applications, as quantum technologies are
becoming viable [16–19].
The goal of this thesis is to study the efficiency of spatial search by continuous-
time quantum walks on complex networks, especially studying what properties of
the networks affect the efficiency of the search. The first chapter introduces the
mathematical tools needed for the remainder of the thesis. In the second chapter we
look at spatial search by continuous-time quantum walks on regular and semi-regular
graphs, so that the behaviour of the spatial search algorithm can be understood on
simpler graphs. The third and final chapter contains the results, where the spatial
search by quantum walk is studied on complex networks.
Natural units are used throughout the thesis, setting ~ = c = kB = 1, and H
will always be defined as a complex Hilbert space.
Chapter I
The Mathematical Framework
This chapter introduces the mathematical framework that is required for the thesis.
These are split into three main parts: network theory, quantum walks and specific
numerical methods used. Network theory is introduced first since it can be discussed
completely separately from quantum walks. Quantum walks are introduced as the
quantum mechanical equivalent for random walks and the significance of network
theory in the context of quantum walks is also discussed. The specific numerical
methods are concerned with the computational side of this thesis, i.e. how the
results were calculated.
1 Network theory
Network theory is a relatively new branch of mathematics and computer science
that deals with systems that are described or can be described with a set of points
and lines connecting these points. The points are called vertices or nodes and the
lines are called edges or links. An example of a network can be seen in figure 1. For
this section on network theory, Newman’s book on network theory is used as the
main source of information [1].
Network theory has its roots in graph theory, which is a field of mathematics
studied since the 18th century. Most of the mathematical formalism used in net-
work theory comes from graph theory, and the difference between the two is not
well-defined. Graph theory is strictly mathematical and the graphs studied are
hypothetical structures where the graph theorist tries to create proofs using such
structures. Networks are typically real-world structures abstracted into graph-like
systems, and the parts of a network might have additional information attached to
them. In this way network theory is a part of graph theory, but the questions that
3
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Figure 1: An example of a small undirected network with 8 vertices and 9 edges.
graph theorists and network theorists want to answer are not the same most of the
time.
Networks can also be undirected or directed, and unweighted or weighted. In
an undirected network the edges between nodes do not have any directionality and
they can be traversed to both directions. In a directed network the edges have
directionality so just because one can get from one vertex to another that does not
necessarily mean that the reverse is possible. In a weighted network each edge has
a weight or a value connected to it which can symbolize for example the cost of
traversing that edge. In an unweighted network the weights of all edges can be
thought of as being unitary. In this paper only undirected and unweighted networks
will be considered.
After this point I will use the terms graph and network interchangeably when
referring to the abstract mathematical structure.
1.1 Mathematical formalism
In this thesis the number of vertices in a graph is denoted as n or N and the number
of edges as m, which is a common notation in the mathematical literature. The
vertices of a graph can be denoted as integer labels 1, ..., n or as v1, ..., vn. The
ordering of the labels does not matter, as long as they are unique and consistent.
Likewise an edge between nodes i and j will be denoted as (i, j).
A graph G is defined as G ≡ (V,E), where V is the set of vertices and E is the
set of edges. The structure of the graph can be expressed for example with either
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an adjacency list or an adjacency matrix. An adjacency list is a list of lists where
each vertex has a list of vertices it is adjacent to. An adjacency matrix is an n× n
-matrix, where rows represent vertices i and columns represent vertices j. Adjacency
lists are typically used for computing purposes because they take O(n + m) space
while adjacency matrices take O(n2) space. Adjacency matrices are used for greater
ease in mathematical formulations and calculations, and in this paper adjacency
matrices will be used for the most part.
In an undirected network the adjacency matrix is defined as
Aij =
1, if there is an edge between vertices i and j,0, otherwise. (1)
In the case of figure 2 the adjacency matrix would be
A =

0 1 1 0 1
1 0 0 0 1
1 0 0 0 1
0 0 0 0 1
1 1 1 1 0
 .
From this it can also be easily seen that the adjacency matrix of an undirected
graph will always be symmetric. This is because the edge (i, j) connecting vertices
i and j is the same as the edge (j, i). It is also good to note that for graphs with
no self-edges, i.e. edges which have both ends at the same vertex, all the diagonal
elements of the adjacency matrix are 0.
Let us define the degree of a vertex as the amount of adjacent vertices it has in the
case of an unweighted undirected graph. The degree of vertex 1 is deg(v1) = k1 = 3
and the degree of vertex 4 is deg(v4) = k4 = 1. More generally, the degree of a





1.2 Dynamics in a network and the Laplacian
Dynamics in a network can be thought of for example in terms of diffusion. Let’s
say that there is some flow of a substance that can move in the network from one
vertex to another, and that there is an amount ψi of it at vertex i. This amount can
also flow along the edges from one vertex to another. Then the flow from vertex j to
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Figure 2: A graph with labels for the vertices.
an adjacent one i can be written as C(ψj −ψi), where C is some diffusion constant.
In an infinitesimal interval of time the flow is then C(ψj −ψi)dt. The change of the




























From here we can define a matrix known as the Laplacian as1
L ≡ D−A, (2)
where A is the adjacency matrix and D is the diagonal matrix defined as
Dij ≡
ki, i = j0, i 6= j.
The Laplacian has the following property that will be useful later.
1The Laplacian is sometimes also defined as L ≡ A−D.
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Lemma 1. Let G be an undirected graph and let L be the Laplacian of this graph.
The eigenvalues can then be ordered in such a way that λ1 ≤ λ2 ≤ ... ≤ λn and
λ1 = 0.
Proof. To prove this let’s create an m× n –matrix called the edge incidence matrix
Bev, where for every edge e and vertex v
Bij =

1, if v = i
−1, if v = j
0, otherwise.
Now let’s consider the sum
∑
k BkiBkj. For every i 6= j the value is non-zero if and
only if there is an edge connecting i and j. In that case this sum will equal to −1.
If i = j, then the sum goes over all the connections of i, in which case the sum will
equal to the degree ki. Thus
∑
k BkiBkj = Lij or in matrix form
L = BTB.








All the elements of the real vector Bvi are thus squared and summed together,
meaning that
λi ≥ 0,
so L is positive semi-definite.








which means that λ1 = 0.
This feature of the Laplacian is the main reason for why the Laplacian will be
used in defining the dynamics of continuous-time random walks later in the thesis,
as opposed to the adjacency matrix.
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1.3 Random graphs
Generally, random graphs are network models where specific sets of parameters
have fixed values and other parameter values are randomized [1]. Typically random
graphs are generated from a set of rules, and depending on these rules, the resulting
graph will be a certain type of graph with a certain probability. By changing the
set of rules, vastly different graphs can be generated, and for a large number of
nodes graphs generated with the same rules will almost always have the same type
of overall structure.
One of the most common types of random graphs are generated with the Erdős–Rényi
(ER) model which was introduced by Paul Erdős and Alfréd Rényi in 1959 [23]. The
model can be defined in two separate ways that are equivalent in the types of graphs
they generate. The first way is to take a graph G(n,m) with n nodes and m edges,
and then to assign these edges randomly between pairs of nodes. The second way
is to take a graph G(n, p) with n nodes and a probability p of generating an edge
between each pair of nodes. This model generates graphs that are typically very
random and do not have any significant overall structure in the case of large n.
Another model with different types of generated graphs is the Barabási–Albert
(BA) model2 introduced by Albert-Lâszló Barabási and Réka Albert in 2002 [24].
This model generates graphs via preferential attachment, in which a new node intro-
duced to the graph is added to the existing nodes preferentially depending on the
degrees of the existing nodes. The model can be defined by taking a graph G(n, n0)
with n0 initial nodes (these nodes can be either connected or disconnected, in the
case of large n this does not make much of a difference). After the initialization,
new nodes are introduced to the graph one by one, and each time a new node is
connected to m ≤ n0 existing nodes using preferential attachment. In this thesis the
BA graph generation models always connect a new node to m = n0 existing nodes,






where ki is the degree of node i and
∑
j kj is the sum of all degrees of pre-existing
2Typically in literature only graphs generated with models similar to the Erdős–Rényi model
are considered random graphs, and graphs generated with models like the Barabási–Albert model
are referred to differently, as the method of generation is not completely random. In the case of
the BA model, the generated graphs are called scale-free graphs, which will be talked about in Sec.
1.7.
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nodes.3 New nodes are introduced to the graph until there are a total of n nodes.
It is quite clear from this that when the generation of a graph progresses, a new
node will more likely be attached to nodes with higher rather than lower degrees,
and therefore high-degree nodes will continue to be connected to new nodes more
likely, creating hubs. The concept of hubs is expanded upon in the next section.
There are many different types of graph generating models that produce signif-
icantly different graph types. I will not introduce more of them here since the ER
and BA models are sufficient for the purposes of this thesis. ER and BA graphs4 are
also significantly different in their respective overall structures, and some of these
differences will be discussed later.
1.4 Clusters and hubs
Clusters and hubs are good indicators for the structure of a network. Clusters deal
with smaller-scale structures while hubs are bigger and also have a more significant
effect on the overall structure and heterogeneity of a graph.
A cluster is defined as a set of three nodes in a network that are all connected
to one another. An important value in the study of clustering is the clustering
coefficient, which can be defined as
C =
(number of triangles)× 3
(number of connected triples)
.
Here a triangle means a cluster, so three nodes u, v and w that are all connected
with each other, and a connected triple means three nodes uvw with edges (u, v)
and (v, w) [1]. The number of triangles is multiplied by a 3 because a triangle
has three connected triples, so all of them need to be taken into account. The
clustering coefficient gives the fraction of connected triples that are also clusters.
The clustering coefficient can also be given for a single node as the local clustering
coefficient as
Ci =
(number of pairs of pairs of neighbors of i that are connected)
(number of pairs of neighbors of i)
.
3If the initial n0 nodes are disconnected, then the first new node is connected to all the pre-
existing nodes.
4Saying ’Erdős–Rényi graph’ or ’Barabási–Albert graph’ is a bit misleading, since the generated
graphs themselves are not specifically any one type of a graph as much as they are just outcomes
of specific graph generation models. I will however use this shortcut when referring to a graph
generated by a specific model.
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This coefficient gets values in the interval [0, 1], and it describes how close the
neighbors of node i are to all being connected to one another, with value one meaning
that all pairs of neighbors are connected and value zero meaning that none of the
neighbors are connected. If the node has degree zero or one, the local clustering
coefficient is defined to be zero. For example, in the case of the graph
the red node r has a clustering coefficient Cr = 4/10 and the blue node b has Cb = 0.
Hubs do not have a specific definition as to what is and is not a hub. Hubs
are nodes in a graph to which a large portion of the other nodes are connected to.
Real-world networks tend to have hubs, which is intuitively understandable, since
real-world networks, like social networks, traffic networks, electric networks and the
Internet, all tend towards having centralized nodes from which a lot of other nodes
can be accessed. Hubs also affect the dynamics on a network quite significantly, as
will be seen in the case of continuous-time quantum walks. Figure 3 shows a graph
with three hubs, to which all the nodes of the graph are connected to. Here the
graph contains 20 nodes and the smallest hub has 9 nodes connected to it, so the
hubs have been chosen so that they are connected to at least about half the total
amount of nodes.
1.5 Degree centrality and eigenvector centrality
Different centrality measures are used in network theory to quantify the importance
of different nodes in a network [1]. Because different measures of importance can be
used depending on what is studied, different centrality measures also exist. There are
many different centrality measures, but here I only talk about two: degree centrality
and eigenvector centrality.
Degree centrality is a really simple centrality measure because it is just the degree
of a node. Sometimes the degree centrality is also defined as the degree of the node
divided by the number of nodes in the network, so that it is a value in the interval
[0, 1]. The degree centrality is quite a crude measure of centrality, but it is still a
very useful measure for it’s simplicity, as it gives quite a good indication on how
central a node is in a network.
THE MATHEMATICAL FRAMEWORK 11
Figure 3: An example of a graph with hubs. The hubs and the edges connected to
them are marked in red and here the hubs all have at least 9 nodes connected to
them with the graph containing 20 nodes in all.
An extension of the degree centrality is eigenvector centrality, in which the cen-
trality score of a node depends on the degrees of that node’s neighbors. This means
that instead of just looking at how many connections the node has, the connections
of the neighboring nodes are also taken into account. The centrality x can be given
with the eigenvector equation
Ax = λ1x,
where λ1 is the largest eigenvalue of the adjacency matrix A. The largest eigenvalue
is chosen since we require that the centrality score is always non-negative, so x only
contains non-negative entries, and the Perron-Frobenius theorem states that the
largest real eigenvalue of a real square matrix with non-negative components has a
corresponding singular eigenvector with also non-negative entries, and that this is
the only eigenvector with all non-negative entries [1]. The eigenvector equation can







so the centrality of i is proportional to the centralities of i’s neighbors. This means
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that the eigenvector centrality of a node can be large either because it is connected
to a lot of nodes or it can be connected to a few important nodes (or both).
1.6 Degree distributions
The distribution of node degrees is one of the most fundamental properties of net-
works [1]. For example, consider the graph:
There are n = 9 nodes, so there is a 1/9 probability of picking any one node randomly
from this graph. Furthermore, there is one node with degree 0, one node with degree

















The probability of picking a node with a degree higher than 4 is zero. This is the
degree distribution of this graph. The degree distribution can also be given with the
total amounts of nodes of different degrees, and this can be given by multiplying the
probabilities with the size of the graph, npk. Figure 4 shows the degree distribution
of a network of airports, and it can be seen that there are a great deal more nodes
with a low degree than with a high degree.
The degree distributions of different types of networks can differ greatly depend-
ing on their structures, and it is a great tool when analysing dynamics on networks.
The next section shows how the degree distribution can give information on the
structure of the network in the form of scale-free networks.
1.7 Power laws and scale-free networks
A lot of real-world networks’ degree distributions, like the airport network used in
figure 4, social networks and the Internet, follow a power law. This means that the
degree distribution roughly follows a straight line when plotted on a logarithmic
scale, with the network having a lot of small-degree nodes and a few high-degree
ones. Mathematically the logarithm of the degree distribution pk can be given as a
function of the degree k as
ln pk = −α ln k + c, (3)
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Figure 4: The degree distribution in a logarithmic scale of a network of airports as
used in [6].
where α and c are constants [1]. Taking the exponential of this equation gives
pk = Ck
−α,
where C = ec. Degree distributions of this form are power-law distributions. Net-
works that follow the power law are sometimes called scale-free networks. The value
of α is always positive here, equal to minus the slope of the degree distribution
histogram on a logarithmic scale. It also typically gets values 2 ≤ α ≤ 3, although
values beyond these are also possible. Networks that have hubs typically follow the
power law, an example of which is the Barabási-Albert graph. This can be under-
stood intuitively because a graph that has few hubs in it will have these nodes be
in the tail end of the logarithmic plot, and then there will be many nodes with
lower degrees that are connected to these hubs and/or other lower degree nodes. As
the Barabási-Albert graph generating model follows preferential attachment, some
nodes will become hubs as new nodes are more likely connected to them as their
degree rises and most nodes will more likely remain as low-degree nodes.
Networks with power-law distributions also do not always follow the power law
exactly at the ends of low k and high k. At the low end there can be significantly
more nodes with small degrees, that only connect to a few or a single other node,
that differ from the power-law distribution. At the high end there can be hubs
that stretch far beyond what the power-law distribution would predict. A scale-free
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network therefore is then only to be expected to follow a power-law distribution
with respect to the number of nodes asymptotically [1].
1.8 Regular and complex networks
There are not any specific rules about what constitutes a complex network. The
term complex network is typically there just to give a general direction as to what
kind of a network one is dealing with. A regular network, on the other hand, has
a clear definition: it is any network where all nodes have the same degree. In this
thesis I will define a semi-regular network as a network where almost all of the node
degrees are the same or the network is a completely random ER graph (where also
there is not much variance in the degree distribution). A complex network will then
differ from both regular and semi-regular networks, where there is more variance in
the network structure.
The simplest example of a regular network is a complete graph. This is a graph
where every node is connected to every other node. Another is a hypercube graph,
which is a d-dimensional hypercube, where vertices are nodes and the lines between
vertices are edges. A circle graph is a regular network in which every node is con-
nected to two neighbors, and the nodes and links form a connected circle. An
example of a semi-regular network is a star graph, where there is one central node
that is connected to every other node and all other nodes are connected only to the
central node. Examples of all these graphs can be seen in figure 5.
Most real-world networks are complex networks, as they have very complex struc-
tures. Generated graphs can also be complex with the right sets of rules, an example
of which is the BA graph. In this thesis the behaviour of continuous-time quantum
walks is first observed on regular and semi-regular networks, but the main focus is
on complex networks.
1.9 Renormalization and pruning
Manipulating a network by making the size of the network smaller can be interesting
for studying how much the structure of the network is preserved, and how the
dynamics of a quantum walk on the network change. One such way of doing this
is by geometrical embedding of the network in order to construct a renormalized
version of it’s structure by coarse-graining neighboring nodes into supernodes, and
therefore rescaling the network. This is called the geometric renormalization group
for complex networks and it was introduced by Guillermo Garćıa-Peréz, Marián
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Complete graph, N=10 Hypercube, d=4, N=16
Circle graph, N=10 Star graph, N=10
Figure 5: Examples of different simple graph types.
Boguñá and M. Ángeles Serrano in 2017 [6]. It was specifically made for real-world
complex networks since they can have complex, not so well-known geometric and
topological properties that are important to preserve.
The renormalization can be formulated by first considering a map of the network
embedded in a hidden metric space, M(T,G), where T is the topology and G the
geometry of the network. Hidden metric spaces are variations of hidden variables,
in which the network nodes reside in and there are hidden distances between all
pairs of nodes that satisfy the triangle inequality, and these hidden distances can be
arbitrarily large [7]. A geometric renormalization operator Fr can then be defined,
with resolution r, that coarse-grains the network with a factor of r. This gives a
new topology T ′ and geometry G′ that conform to the renormalized mapM′(T ′, G′).
This can be written as
M(T,G) Fr−→M′(T ′, G′).
This operation can be iterated multiple times, starting from the original network at
layer l = 0,
M(l+1)(T (l+1), G(l+1)) = Fr[M(l)(T (l), G(l))].
This transformation can be thought of as zooming out from the original network by
changing the minimum length scale to a larger value.
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The simplest hidden metric space to which a network can be embedded is a
circle, where each node has a specific angular position, {θi : i = 1, ..., N}. In
the S1 model, nodes are placed onto the circle by connecting every pair of nodes
with a probability that increases inversely to the angular distance and describes the
similarity between pairs of nodes. The nodes are then merged together depending
on their similarities into supernodes, and the ordering of the nodes/supernodes are
preserved on the circle. If r = 2, then typically two nodes in layer l are merged
into one supernode in layer l + 1, and if r = 4, then four nodes are merged into
one supernode, etc. This means that a network on layer l is rl times smaller than
the original network on layer l = 0. Edges are kept in layer l + 1 depending on the
connections between similar nodes in layer l. Figure 6 shows the renormalization
technique for three layers.
Figure 6: The geometric renormalization technique done for a small network. The
original network is on layer l = 0 and different layers are obtained after a renormal-
ization step with resolution r. Each node of the network is placed on the S1 circle
at an angular position θ
(l)
i . Nodes in layer l are deemed to be similar if they are
marked by the grey area, and similar nodes are fused together in layer l + 1 into a
supernode. If the resolution is r = 2, then pairs of nodes are fused together. For
a network with an odd number of nodes, one node is not fused with another node.
Two supernodes in layer l + 1 are linked if and only if at least one node, in layer
l + 1, in a supernode is connected to at least one node in another supernode. The
blue lines give an example of this. Source: [6].
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This is the method described for the renormalization of a network. The network
can be pruned as well, which means that after a rescaling of the network, every

















ij is the original probability that an edge exists between nodes i and j, and
p
(l)








where µ controls the average degree of the network, β controls the clustering, da,ij =
R∆θij is the distance of nodes i and j separated by an angle ∆θij with R set to
N/2π, and κi and κj are the hidden degrees proportional to the degrees of i and
j. From this it can be seen that the more similar the two nodes are, so the smaller
∆θij, then pij is higher, and the higher the degrees of nodes i and j, then pij is
also higher. Here it is assumed that the average degree of the renormalized network
in layer l, 〈k(l)〉, is larger than the average degree of the original network, 〈k(0)〉.5
The renormalized network is congruent with the hidden metric space, meaning that
they have a similar shape and size, with a parameter µ(l) = µ(0)/rl, which controls
the average degree. The value r is the resolution. The pruning is done so that the
average degree is roughly the same in the renormalized network as in the original
network, 〈k(l)new〉 = 〈k(0)〉, which also means that a new value µ(l)new needs to be found
since the pruned network has a lower average degree. For real-world networks, the
value of µ
(l)





where c is a correcting factor that is initially set to one. The network is now pruned
for every value of c so that if 〈k(l)new〉 > 〈k(0)〉, c gets a new value c− 0.1u→ c, where
u is a random variable picked from a uniform distribution in the interval (0, 1), and
if 〈k(l)new〉 < 〈k(0)〉, then c + 0.1u → c. This process of readjusting the correcting
factor continues until |〈k(l)new〉 − 〈k(0)〉| is below a required threshold value. For the
case of the network used in this thesis, the threshold value is set to 0.1. If a link is
removed that makes a node disconnected, then that node can be removed from the
pruned network, since it does not contribute to the structure anymore.
5Note, that this is typically true for large real-world networks, and not necessarily true for small
networks like in figure 6, where the average degree of the original network is larger than the average
degree of the renormalized networks.
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2 Quantum walks
Quantum walks are the quantum mechanical equivalent to classical random walks,
and they have been an area of study since 1993 [8]. Quantum walks are divided into
two main categories: discrete-time and continuous-time quantum walks, labelled
respectively as DTQW and CTQW. This thesis focuses on the latter type, which
was first introduced in 1998 [9].
2.1 Random walks
Before talking about quantum walks, it is good to start from the classical equivalent
that are random walks. Random walks are stochastic processes in mathematics that
describe a walker which has a certain probability to move in a certain direction in a
mathematically defined space. This space can be for example the integer space Z,
a d-dimensional real space Rd or a graph G. Typically random walks are defined
as Markov processes or Markov chains, in which the walker’s probabilities to move
to the next possible states depend only on the walker’s current state, meaning that
the walker has no memory of what has happened before [13].
A famous example of a random walk is the drunkard’s walk [4]. Consider a
drunkard who is walking on the street. During each step the drunkard has a prob-
ability p to step forward and a probability 1 − p to step backward. Where will the
drunkard most likely end up after n steps? Also, what is the probability distribution
after n steps?
In figure 7 the probability distribution of a drunkard’s walk is visible after n =
100 where the drunkard has started from x = 0 and has had an equal probability to
step in both directions. As is visible, the distribution is Gaussian and the highest
probability is around the starting point. The probability also decreases rapidly, and
although the number of steps taken is 100, it is highly improbable to end up more
than 40 steps from the starting point.
The dynamics of a continuous-time random walker on a graph can be described








where pj(t) is the probability of the walker to be at vertex j at time t, γ is the fixed
probability per unit time of jumping to an adjacent vertex and L is the Laplacian.
The γ is the coupling constant and it will prove to be an important quantity, and
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Figure 7: Probability distribution of the drunkard’s walk on the set of integers after
n = 100 steps and p = 0.5 in both directions. The starting point is at x = 0.
Note that with an even number of steps the probability of the drunkard to be at
an uneven integer is zero. These probabilities are not explicitly shown in the plot.
The probability distribution is also shown to be continuous for simplicity, when in
actuality it is discrete.
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finding the optimal value for it will be a matter of interest. In equation (3) the
probabilities are conserved, since the columns of L sum to zero.
2.2 Continuous-time quantum walks
A continuous-time quantum walk on a graph G is defined in an N -dimensional
Hilbert space spanned by the basis states |j〉, where j is a node in G. A general state
|ψ(t)〉 can now be described with the N complex amplitudes qj(t) = 〈j|ψ(t)〉. So
instead of using the probability in the dynamical equation, the probability amplitude
is used. Therefore, instead of just evolving the probability and directly taking
the value pj(t) to get the probability of the walker being in node j at time t, the
probability amplitude’s absolute value squared gives the probability, |〈j|ψ(t)〉|2. The








where H is the Hamiltonian and it is defined as H = γL. Now the only two
differences between equations (3) and (4) is a factor of i and the probability replaced
with probability amplitude, which result in radically different behaviour. In the end
the reason why quantum walks behave in an extremely different manner compared
to classical random walks is caused by the superposition of states and quantum
interference.
Figure 8 shows the probability distribution of the continuous-time quantum
walker after letting the walk run for t = 35. Here the Hamiltonian HL is just
defined with the adjacency matrix of a path graph of size 200, which represents a
line, and the state of the walker is then |ψ(t)〉 = UL(t)|0〉 = e−iHLt|0〉, where |0〉
is the initial state corresponding to the middle node in the graph. For this walk,
γ is not needed since that would just change the rate at which the walker evolves.
The state of the walker is only measured at the end in order to preserve the su-
perposition of states throughout the course of the walk. The walk can be seen to
spread outwards from the initial state more than the classical equivalent, which is
caused by quantum interference. Of course this cannot be directly compared with
the classical drunkard’s walk, since this walk happens in continuous time, but the
discrete case functions similarly [4].
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Figure 8: Probability distribution of the CTQW on the set of integers measured
after letting the walk run for t = 35. The starting point is at x = 0.
2.3 Spatial search by CTQW
The main subject of this thesis is using CTQW for spatial search on networks, and
the main point of study is finding a specific node in the network. Because of the
nature of quantum mechanics and random walks in general, the correct node can only
be found with a certain probability. Thus finding the optimal success probabilities
for nodes on a network and what rules govern the distribution of these probabilities
are of interest.
A paper written by Andrew Childs and Jeffrey Goldstone is the first published
paper that describes spatial search by CTQW [2]. This paper also refers to the
seminal paper written by Grover, where he presents the quantum search algorithm,
which is now known as Grover’s algorithm [3]. This algorithm finds with high
probability a unique input to a black box function with a particular output in
O(
√
N) evaluations, when N is the size of the function’s domain. In other words,
given a function f(x) : {1, . . . , N} → {0, 1} that satisfies
f(x) =
0, x 6= w1, x = w,
Grover’s algorithm finds the value w with high probability using O(
√
N) queries.
Comparing this to a classical search algorithm, it can be seen that the quantum
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search algorithm provides a quadratic speed-up. This is because a classical search
algorithm takes O(N) queries because on average it has to go through half of the
inputs before finding the correct one.
Grover’s algorithm cannot be used to search a physical database, but spatial
search by CTQW can. This is because Grover’s algorithm is an abstraction of the
problem, while quantum walks give the possibility of searching a real-world network.
Spatial search by CTQW requires the use of an oracle, which are quite common in
classical computing [4]. An oracle is a black box, that performs a specialized task and
then the number of calls made to that oracle defines the efficiency of an algorithm.
In quantum mechanics this oracle can be introduced in the form of a Hamiltonian.
The oracle Hamiltonian can be given as
Hw = −|w〉〈w|,
following the presentation in [10]. Now, in actuality the oracle Hamiltonian should
be given as Hw = −ω|w〉〈w|, where ω would have units of inverse time, but here
ω = 1. The target node is now w, and the ground state of Hw is |w〉 with energy
−1. All other states are of energy zero.
Note, that spatial search by quantum walk could also be done with multiple






and this is discussed more extensively in [16]. In this thesis I focus on a single
marked vertex at a time.
Now the full Hamiltonian of a continuous-time quantum walker that searches for
a specific node on a graph can be written as
H = γL+Hw = γL− |w〉〈w|. (7)
Because earlier ω was set to be 1 with dimensionless units, therefore γ is also dimen-
sionless. Now γ is a coupling constant that shifts the Hamiltonian’s ground state
and the first excited state between the initial superposition |s〉 and the target state
|w〉.
The initial state of the walker is set to be an equal superposition over all states
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The walk is then made to run for a time T . One of the main goals is to define the
optimal γ so that the success probability, that is gotten from the complex amplitude,
|qw(T )|2 = |〈w|ψ(T )〉|2, is as close to one with the lowest T possible.
The reason why |s〉 is chosen as the initial state of the walker is because that is the
ground state of the Laplacian. Earlier in lemma 1 it was shown that the eigenvalues
of the Laplacian can be ordered by increasing value with the first eigenvalue having
the value of zero. The corresponding eigenvector is the ground state of the Laplacian,
since L|s〉 = 0.
A good question to ask now is why would there be an optimal value for γ, T
and the success probability? Confirming the possibility of finding optimal values
for these parameters can be done by studying the spectrum of H [2]. First of all,
L|s〉 always equals zero, regardless of the graph. As γ →∞, the ground state of H
gets close to |s〉 because the contribution of Hw to H becomes insignificant. On the
other hand, when γ → 0, the ground state of H is close to |w〉. The states |s〉 and
|w〉 are nearly orthogonal to each other, so the first excited state of H will be close
to |s〉 as γ → 0 for large N .6 With these findings it is reasonable to expect that the
ground state of H will switch from |w〉 to |s〉 at some intermediate range of γ, and
the ground state could also overlap with both states. If this is also true for the first
excited state, then the Hamiltonian will effect the transitions for the state of the
walker from |s〉 to a state with substantial overlap with |w〉 for certain values of γ.
Now let’s assume that there is a Hamiltonian H, and two orthogonal states |a〉
and |b〉, such that it’s action on these states is given by
H|a〉 = x|b〉, H|b〉 = x|a〉, (9)
where x ∈ R. Now |ψ+〉 = 1√2(|a〉+ |b〉) and |ψ−〉 =
1√
2
(|a〉− |b〉) are the eigenstates
of H, with eigenvalues λ+ = x and λ− = −x. The evolution of state |a〉 with respect

















= cos(tx)|a〉 − i sin(tx)|b〉.
The sum could be split into two parts with Eq. (9). In this case it can be seen
that the Hamiltonian drives periodical transitions between the states with respect
to time, and the system transitions from state |a〉 to state |b〉 in time t = π/(2x) =
6For sufficiently large N , the perturbation caused by Hw to the original Hamiltonian is less
significant and the states |s〉 and |w〉 will be more closely orthogonal.
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π/(2(λ+ − λ−)). This example will become significant when looking at the case of
the complete graph.
Childs and Goldstone showed in the original paper that for a d-dimensional cubic
lattice, where d is independent of the size of the graph N , this algorithm for the
spatial search by quantum walk gives a success probability of order 1 in time of
order O(
√
N) with d > 4, and a success probability of order 1/ logN in time of
order O(
√
N logN) [2]. For d < 4, there is no substantial speed-up as compared to
a classical algorithm, which is of order O(N). This is because it can be shown that




where E0 is the ground state energy, and for d < 4 E0 always stays small. Childs
and Goldstone also showed that this optimality holds true for the complete graph
and hypercube as well, although the complete graph is a special case because the
quantum walk is optimal and the time is of order O(
√
N) for all dimensions.
The Hamiltonian can also be defined with the adjacency matrix, and the dif-
ferences between using either the Laplacian or the adjacency matrix on bipartite
graphs is discussed in Laplacian versus Adjacency Matrix in Quantum Walk Search
by Thomas Wong, Lúıs Tarrataca and Nikolay Nahimov [15]. The Hamiltonian is
defined with the adjacency matrix as
HA = −γA− |w〉〈w|.
The only difference between this, and the Hamiltonian being defined with the Lapla-
cian, is that the diagonal matrix D is dropped, so the diagonal of the Hamiltonian
does not contain the degrees of each node anymore. Now the initial state cannot be
chosen as in Eq. (8), since it is not an eiqenvector of A, and −γA would cause |s〉
to evolve, even though no oracle is present. A different initial state could be chosen,
which would make HA a viable Hamiltonian for quantum spatial search, but using
the Laplacian is more beneficial for the simplicity of the initial state.
Spatial search by quantum walk continues to be an active field of research [16–
20, 34]. The research today is focused either on acquiring analytical results in
simple graphs with the original search algorithm by Childs and Goldstone expanded
upon in different situations, for example with multiple target nodes or if the walker
is influenced by noise, or on quantitative results by looking at the behaviour on
complex networks. This thesis is focused on the latter.
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3 Numerical methods
There are several numerical methods used in the computations for this thesis. Some
of them are quite well known and widely used, while others are state-of-the-art
algorithms. The purpose of this section is not to explain in detail how these algo-
rithms work, but more to explain generally how and why they were used for the
understanding and reproducibility of results.
The success probability for the spatial search by quantum walk can be calculated
analytically only for specific classes of graphs, which are regular or semi-regular in
structure. In general, numerical methods need to be used, since larger unregular
networks become too complex for the spatial search problem to be solved analytically
on them. Some analytical results will be shown for regular and semi-regular graphs
in the second chapter, but all the results will also be calculated numerically in order
to check the validity of the numerical computations.
The programming languages Python version 3.7 and Julia version 1.5 were used
for computing the results of this thesis. Originally only Python was used, but the
bigger graphs needed faster computation times, so Julia was used for those. As Julia
is a compiled language and repeated calculations are performed for all the nodes of
large graphs, there is a significant speed-up in using Julia. Julia’s syntax is also quite
similar to Python’s, so the conversion was made easier. All the calculations done
to acquire results for all the nodes of non-regular graphs were also done in remote
clusters. The clusters belong to the Titan supercomputer in University of Turku.
The clusters were accessed remotely through authorized access from a computer’s
shell. Parallel computing was also used for Julia. Workers are established with the
code for the CPU nodes in a cluster, and then a wrapper function distributes the
jobs of calculating the results for different graph nodes to different workers. This
means that a single worker is responsible of calculating results for a single node at
any one time, and once it is finished with that node, the worker receives another
node. If a worker crashes, a new worker is used.
In general, the codes for Python and Julia have a slightly different structure.
In Python, the spatial search process was written as a class, where the graph and
target node are initialized and the Hamiltonian and success probability functions
are defined:
class SpatialSearch:
def __init__(self, graph, target):




self.w = basis_vector(self.n, self.target_n)
self.s = self.n**-0.5 * np.ones(self.n)
def hamiltonian(self, gamma):
H = gamma * nx.laplacian_matrix(self.graph)
H[self.target_n, self.target_n] -= 1.
return H
def success_probability(self, gamma, t, stop=None, steps=None,
dense=False):
H = self.hamiltonian(gamma)
if stop is not None:







psi = expm_multiply(-1j * t * H, self.s)
return np.abs(psi.dot(self.w))**2
In Julia the success probability function is defined on it’s own with the Hamiltonian:
L = laplacian_matrix(graph)
N = size(L)[1]
psi_0 = 1 / sqrt(N) * ones(ComplexF64, N)
function success_probability(L, node, gamma, t)
try
H = gamma * L
H[node, node] -= 1
psi_t = expmv(-1im * t, H, psi_0)
return abs2(psi_t[node])
catch e
@error "Problem with node = $node, gamma = $gamma and t = $t"




The reason why there are if-clauses in the Python version of the code is simply
because it was used specifically for dense graphs as well (complete graph) and sin-
gle values were calculated when stop=None. Julia has an error catch so that the
computation does not terminate at faulty nodes (a node of degree zero, for example).
The initial choices for γopt and T are set as 1/kw and 0, where kw is the degree
of the target node. For γopt, the value is always γopt = c/kw, where c ≈ 1. This
is because with this value, the Hamiltonian is evenly weighted between the initial
and target states, so the walker will rotate most efficiently between the two states.
Technically the initial value of T could be chosen to be
√
N since for most graphs
the optimal time is of O(
√
N) for most graphs, but for some nodes especially with
low optimal success probabilities this can cause the algorithm to search for optimal
values longer, and nodes with good optimal success probabilities are found rather
quickly no matter the initial value as they have smooth curves, so this initial value
of T does not make much difference.
3.1 Sparse diagonalization algorithm (implicitly restarted
Lanczos method)
The Lanczos algorithm is an algorithm designed by Cornelius Lanczos that finds the
k most ”useful” (highest or lowest) eigenvalues and their corresponding eigenvectors
of an n × n Hermitian matrix [25]. The specific version is the implicitly restarted
Lanczos method, and this is realized with the ARPACK software, which is a col-
lection of Fortran 77 subroutines designed to solve large-scale eigenvalue problems
[26, 27]. This algorithm is used in acquiring the first two algebraically lowest eigen-
values and their corresponding eigenvectors of the Hamiltonian. These eigenvalues
correspond to the ground state and first excited state of the Hamiltonian. The
Lanczos algorithm works especially quickly if the Hermitian matrix is sparse, which
is to be expected from the Hamiltonian of most networks, and especially from the
Hamiltonian of complex networks.
The original Lanczos algorithm has a problem with numerical instability since
the computed Krylov subspace basis loses orthogonality, so that is why a modified
version of the algorithm is used. An r-order Krylov subspace generated by an n×n
-matrix M and vector v of dimension n is a linear subspace spanned by the images
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of v under the first r powers of M , i.e. Kr(M, v) = span{b, Ab, ..., Ar−1b}. Krylov
subspaces are used to avoid matrix-matrix operations, and to rather start with a
vector v, and then multiply it with M to get the vector Mv, and then multiply again
with M to get the vector M2v, and so on. Methods like the Lanczos algorithm, that
use Krylov subspace projection, are collectively called Krylov subspace projection
methods.
3.2 Nelder-Mead algorithm
The Nelder-Mead algorithm is a numerical method that is used to find the mini-
mum or maximum of a function in multidimensional space [28]. This algorithm is
used in the maximization of the success probability |〈w|ψ(t)〉|2, which is given the
parameters t and γ, since |ψ(t)〉 = e−iHt|s〉. In other words, the function p(γ, t) is
optimized with respect to the parameters and the output of the function.
The original Nelder-Mead algorithm was written specifically to find the minimum
of a function, and a minimizing algorithm is used here as well, but finding the
maximum of a function with this is easy with just putting a minus sign in front of
the function and solving for the inverted function. The Nelder-Mead algorithm works
by first choosing initial test points x1, ...,xn+1 for a function f(x), where x ∈ Rn.
These are then ordered according to their values as f(x1) ≤ ... ≤ f(xn+1). The
values are then iteratively manipulated and the algorithm converges to a minimum
(possibly local) if it exists.
The Nelder-Mead algorithm is used by first defining a function for the optimal
success probability of a node and this function is given initial values for γ and t.




return - spatial_search_G.success_probability(gamma, t)
minimize(optimal_success_probability_G, [1/deg, t_0],
method=’Nelder-Mead’)
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3.3 Expokit algorithm
For more complex and bigger networks the more basic sparse diagonalization algo-
rithm takes too long in evaluating the matrix exponentials, so for these the Expokit
algorithm is used. It was first introduced by Roger B. Sidje in 1998 [29]. The Ex-
pokit algorithm is designed for computing matrix exponentials. Specifically it can
be used for the computation of a small matrix exponential in full, the action of a
large sparse matrix exponential on a vector or the solution of a system of linear
ordinary differential equations with constant inhomogeneity. The algorithm is used
for the second purpose in this thesis, i.e. the multiplication of the unitary evolution
operator U(t) = e−iHt with the initial state of the walker |s〉.
The sparse routines of the Expokit algorithm are based on Krylov subspace pro-
jection methods, which is why it works well for sparse matrices of large dimensions.
The advantage of using the Expokit algorithm as opposed to the basic sparse diag-
onalization algorithm is that the Expokit algorithm is more directly optimized to
computing numerically the product of U(t) and |s〉. This will make a noticeable
difference especially in the computation times of larger complex networks.
The Expokit algorithm is used only in Julia for this thesis. The algorithm is
used in evaluating the value of |ψ(t)〉 in the success probability function.
Chapter II
CTQW on Regular and
Semi-Regular Networks
In this chapter, spatial search by CTQW is studied on regular and semi-regular
graphs. These graphs include the complete graph, hypercube, star graph and ER
graph. In the case of all studied networks from now on, the optimal γ, optimal time
and optimal success probability will be observed. It is also interesting to see how
the energy gaps and overlaps for different graphs behave and for what reasons.
4 Complete graph
The complete graph is a regular graph, so the behaviour of the quantum walk needs
to be studied only for one target node, since the walk will be the same for every
target node with the initial superposition. Since the complete graph is a very simple
structure, solving the values for optimal γ, time and success probability analytically
is quite easy as well. Therefore it is beneficial to use the complete graph to check
the validity of the numerical results.
Figure 9 shows the plots for the energy gap and the overlaps as functions of
γN , as well as the success probability of getting to the target node as a function of
time with the optimal γ and with three suboptimal γ for reference. In the first plot
the ground state switching from |w〉 to |s〉 and first excited state switching from
|s〉 to |w〉 can easily be seen. The values of γ have been multiplied with the size
of the graph to emphasize the fact that for the complete graph the optimal value
for γ comes at right about 1/N , since the degree of all nodes is very close to N ,
k = N − 1. This is the optimal value for γ, because the energy gap between the
ground state and the first excited state is lowest, so the Hamiltonian rotates the
30
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state of the walker from the ground state to the first excited state the fastest.
One of the reasons why the energy gap is so sharp for large N in the first plot
in figure 9 is because the energies are actually N − 1 -degenerate for the complete
graph. This means that the Hamiltonian has only two distinct eigenvalues, and
consequently the walker is able to rotate form the initial state to the target state
with the optimal γ without any disturbance from other states.
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Figure 9: The first plot gives the overlaps of the ground state |ψ0〉 and first excited
state |ψ1〉 with the initial state |s〉 and the target state |w〉, as well as the difference
between the ground state energy E0 and first excited state energy E1, for a complete
graph with N = 1024 nodes. The second plot gives the success probability as a
function of time with the optimal γ for the complete graph with N = 1024 nodes,
as well as with three different suboptimal γ.
In the second plot in figure 9 the success probability gets close to one at t ≈ 50.27
and in fact, taking into account the numerical approximations, |〈w|ψ〉|2 = 1 with
the optimal γ and T . The suboptimal γ showcase that lowering the value of γ from
the optimal γ ends up with a noticeably worse success probability, since the values
used for these were 1/(N + 30), 1/(N + 50), and 1/(N + 100). Naturally the same
behaviour would be seen if the value of γ would be increased from the optimal γ.
The oscillation of the state of the walker to and from the target node can also be
seen in the second plot from figure 9, as the success probability of finding that node
oscillates.
It is instructive to look at the analytical solution of the spatial search problem
for the complete graph. Recalling from Sec. 2.3, for large N 〈w|s〉 ≈ 0 and when
γ →∞, the ground state of the Hamiltonian (|ψ0〉) is close to |s〉, and when γ → 0,
|ψ0〉 is close to |w〉. Using degenerate perturbation theory it can be said that the
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first excited state of the Hamiltonian (|ψ1〉) will be close to |w〉 when γ → 0. The
same thing cannot be said about the first excited state when γ → ∞, since the
Hamiltonian is N − 1 -degenerate because of L and therefore |ψ1〉 can be close to
an eigenvector of L. However, the overlap can still be expected to rise compared
to when γ → 0, when the overlap |〈w|ψ1〉|2 is close to zero. This is also seen to be
true in figure 9. Now it can be assumed that for some intermediate value of γ, the
overlaps will be |〈s|ψ0〉|2 ≈ 12 , |〈s|ψ1〉|
2 ≈ 1
2




these together with the orthogonality of |s〉 and |w〉, the ground and first excited








or equivalently given in terms of the initial and target states as
|w〉 ≈ 1√
2




If the energies are given as H|ψ0〉 = E0|ψ0〉 and H|ψ1〉 = E1|ψ1〉, then the dynamics













This means that the Hamiltonian drives the transitions between the initial state and
the target node, and after a time t ≈ π/(E1 − E0) the walker has transferred from
the initial state to the target node. This is because then the term e−i(E1−E0)t = −1,
and e−iHt|s〉 equals |w〉 up to a phase factor.
Now, if γ is chosen to be 1/N as in the case of the complete graph, the Hamil-





where the Laplacian of the complete graph is assumed for L. Now
H|s〉 = − 1√
N
|w〉, H|w〉 = − 1√
N
|s〉.
This is the same as Eq. (9), so therefore after time T = π
√
N/2 the walker has
transitioned from the initial state to the target node. This can be seen to be true
for the case N = 1024, since the numerical solution was T ≈ 50.27 and the algebraic
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solution is T = π
√
1024/2 ≈ 50.27. The walker reaches the target node with a
probability of 1 at this time, and because T = O(
√
N), the algorithm is optimal
for the complete graph. In fact, it is optimal for all cases of N . Farhi and Gut-
mann showed that the quantum walk on a complete graph is an ”analog analogue”
of Grover’s algorithm [10]. The complete graph can be considered as a fully con-
nected database, and therefore this spatial search algorithm for the complete graph
considers the same problem as the Grover’s algorithm, just with a different method.
5 Hypercube
The hypercube is also a regular graph, so only one target node needs to be observed.
Here I consider a 10-dimensional hypercube, so that means that there are 210 = 1024
nodes. All of the nodes have a degree of k = 9.
The first plot in figure 10 shows the energy gap and overlaps for the 10-dimensional
hypercube. If this is compared to the plot by Childs and Goldstone in Spatial search
by quantum walk, it can be seen that the plot is similar, but the optimal γ is half
that of the one given in the paper [2]. This is actually because Childs and Goldstone
use a different Hamiltonian for the walker that is defined with the Pauli sigma x
operator. Once again it can be seen that the optimal value of γ is about 1/k as that
is the value of γ with a swift change of the states of the walker and the lowest energy
gap. The numerically calculated value for the optimal γ is about 0.1144, so a 0.0033
difference to 1/9. The overlap of the target state with the first excited state can be
seen to decrease after the optimal γ, and the energy gap also does not increase as
quickly.
The success probability can be seen to not quite reach 1 for the optimal success
probability that has been calculated numerically in the second plot in figure 10, but
it is still of order 1 so the CTQW is optimal for this graph as well.
6 Circle graph
The circle graph showcases how the spatial search algorithm fails in low dimensions.
The circle graph is a 1-dimensional lattice, where the ends are simply connected,
thus creating a loop.
The first plot in figure 11 shows how the overlaps and the energy gap behave for
a circle graph of size N = 1024. There is no drastic change from a significant overlap
with |〈s|ψ1〉|2 and |〈w|ψ0〉|2 to a significant overlap with |〈s|ψ0〉|2 and |〈w|ψ1〉|2, even
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Figure 10: The first plot gives energy gap and overlaps for a 10-dimensional hyper-
cube (210 = 1024 nodes). The second plot gives the success probability as a function
of time with the optimal and three suboptimal γ for the 10-dimensional hypercube
with N = 1024 nodes.
if this plot would be continued further to higher values of γ.
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Figure 11: The energy gap and overlaps, as well as the success probability as a
function of time with two different γ for the circle graph with N = 1024 nodes.
The second plot in figure 11 gives the success probability as a function of time for
two different γ for the same circle graph. Here it can be seen that there is not really
one particular value for optimal γ, since by changing the value of γ the probability
can be higher for an earlier value of time, but for a different γ the success probability
can get higher later on. The expected optimal value of γ is 1/2, but by changing
the initial value even a little bit in the numerical computation results in vastly
different results for the value of γ. The optimization of time also does not really
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work for such low success probabilities, so the resulting time from the numerical
computation can be later than where the initial peak is for a certain value of γ. The
success probability never reaches the order of 1 so it is not optimal.
7 Star graph
The star graph is a semi-regular graph with two topologically different nodes in the
graph, a central node and the outer nodes, so two different nodes will be analysed for
this graph type. The spatial search problem on the star graph is studied extensively
in [34].
Figure 12 shows the energy gap and overlaps for the central and outer nodes for
a star graph of size N = 1024. For both cases, there is a drastic change for the
overlaps of the ground state of the Hamiltonian with the initial state and the target
node. The optimal γ are where they are expected, γopt ≈ 1/1023 for the central node
and γopt ≈ 1 for the outer nodes. A different excited state and energy needed to be
used for the central node, since it behaves a little bit differently. Typically, the first
two algebraically lowest eigenvalues and their corresponding eigenvectors are picked
for the ground and excited energies and states, but for the central node the excited
state and energy that refer to the target state correspond to the algebraically largest
eigenvalue of the Hamiltonian. The other, algebraically second to lowest eigenvalue
is in fact N − 2 -degenerate. An example can be analysed by taking a star graph
with 5 nodes, so 4 outer nodes, and looking at the spectrum of the Hamiltonian,
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The first and last eigenvalues and their corresponding eigenvectors are the ground
and highest excited states and energies, respectively. The eigenvalues are given
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in rising algebraic order, and the middle eigenvalue is 3-degenerate. In fact, the
degenerate eigenvalue and it’s corresponding eigenvectors behave the same way for
general star graphs with N nodes, with the eigenvectors given as
v = (0,−1, 0, ..., 0︸ ︷︷ ︸
j
, 1, 0, ..., 0︸ ︷︷ ︸
k
)>, j, k ∈ N, j + k = N − 3.
Now it can be seen that in the star graph with the central node as the target node,
both |s〉 and |w〉 have zero overlap with the N − 2 -degenerate eigenspace, and thus
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Energy gap and overlaps
Figure 12: The energy gap and overlaps of a star graph with N = 1024 nodes. The
walker with the target node as the central node now uses the highest excited state
and energy of the Hamiltonian that correspond with the target node.
Figure 13 gives the success probabilities as functions of time for the central
and outer nodes of a star graph with N = 1024 for the optimal γ. The success
probabilities are optimal, reaching one for the optimal values of γ and T , as is to be
expected by looking at the overlaps.
8 Erdős–Rényi graph
The Erdős–Rényi graph is a bit different than previous examples. It is a semi-regular
graph, so it has nodes with varying degrees as compared to previous graphs, and it
is also a random graph, so by changing the variables used in the generation of an ER
graph one can get significantly different graphs. Because of the varying degrees, all of
the individual overlaps, optimal γ and success probabilities cannot be analysed. This
is why I give the overlaps and success probability as a function of time for the optimal
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Figure 13: Success probabilities as functions of time with the optimal γ for the
central and outer nodes of the star graph with N = 1024 nodes.
γ for one node, since for the ER graph the differences between node topologies are
typically not that large. After this, the optimal γ and success probabilities of all
nodes are plotted, and these results are analysed. For this section I will be using ER
graphs with N = 1024 nodes and different probabilities of generating a link between
each pair of nodes, particularly I will study two ER graphs with probabilities 0.2
and 0.005. The generated graphs are the same throughout this section. Typically,
ER graphs with N = 1024 and p = 0.005 tend to create disconnected nodes, so I
generated the other ER graph with extra nodes, and then deleted the disconnected
ones, so that the resulting graph was fully connected with 1024 nodes. In the end
I will look at how the average optimal success probabilities change with respect to
average degrees when the probability of generating links is varied in ER graphs of
the same size.
Figure 14 gives the degree distribution of these two ER graphs. For the ER
graph with p = 0.2 it is roughly a normal distribution, with the peak at around
200. This is because there are N = 1024 nodes and a single node will on average
be connected to (N − 1)× 0.2 ≈ 205 other nodes (the actual average degree of this
specific ER graph is 〈k〉 = 204.36). For the ER graph with p = 0.005 it is not as
much a normal distribution, which is because the average degree is so low, around
5, and there is not as much variance in the degrees of nodes.
The energy gap and overlaps of these ER graphs are given by figure 15 for nodes
with degree 202 on the left and degree 6 on the right, and the ER graphs used were
generated with probabilities 0.2 and 0.005, respectively. Just as with the complete
graph, a sharp change can be seen for the overlaps on the left so that the ground
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Figure 14: The degree distribution of two ER graphs with N = 1024 nodes and
p = 0.2 or p = 0.005 probability of creating a link between each pair of nodes.
state switches from |w〉 to |s〉 and first excited state switches from |s〉 to |w〉 at the
critical value of γ, where the energy gap between the two states is the lowest. The
optimal value of γ comes right at about the value 1/k ≈ 0.005. From this plot it
can be assumed that the algorithm is optimal for this graph and this node, and that
the success probability will also be quite high with the optimal γ.
In the case of the ER graph with p = 0.005 in figure 15, the change between
different overlaps is not as sharp, and after the point of optimal γ the overlap
between |ψ1〉 and |w〉 collapses, and also the behaviour of the energy gap changes.
This is something that could also be seen to a point with the hypercube, and it is a
concern of when the graph is sparse enough.
Figure 16 gives the success probabilities as functions of time with the optimal
γ on the left and right for nodes with degree 202 on the left and degree 6 on the
right, and the ER graphs used were generated with probabilities 0.2 and 0.005, the
same nodes that were used in figure 15. The algorithm can be seen to be optimal
with the optimal γ on the left, and this result is very similar to the complete graph
case. This type of an ER graph can actually be acquired from the complete graph
of size N = 1024 by deleting individual links with probability 0.8. The resulting
graph remains sufficiently dense and interconnected so that the spatial search by
quantum walk on the graph is also optimal. The optimal success probability on the
right does not get as high, but it is still of order 1 and optimal.
The upper two plots in figure 17 give the optimal γ of all nodes with respect to
the degrees for the two ER graphs in a logarithmic scale. A logarithmic scale is used
to highlight the fact that the relation γopt = c/k, with some constant c ≈ 1, holds
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Energy gap and overlaps
Figure 15: The energy gap and overlaps of nodes with degree 202 on the left and
degree 6 on the right. The ER graphs used were generated with probabilities 0.2
and 0.005 of creating a link between each pair of nodes.
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ER graph; N = 1024, p = 0.005
0.216
Figure 16: The success probabilities of nodes with degree 202 on the left and degree
6 on the right, and the ER graphs used were generated with probabilities p = 0.2
and p = 0.005 of creating a link between each pair of nodes.
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true, since there is a linear relation with the optimal γ and degree in a logarithmic
scale. There is more deviation from the line that can be seen on the right which can
be attributed to the fact that individual node topologies are more varied for nodes
with similar degrees especially when the degrees are low.
1.5 × 102 2.4 × 1022 × 102
Degree
4 × 10 3
5 × 10 3
6 × 10 3
opt






ER graph; N = 1024, p = 0.005















ER graph; N = 1024, p = 0.2














ER graph; N = 1024, p = 0.005
Figure 17: The upper plots give the optimal γ of all nodes with respect to the
degrees in ER graphs with N = 1024 nodes and probabilities p = 0.2 and p = 0.005
of creating a link between each pair of nodes. The plots are in a logarithmic scale.
The lower plots give the optimal success probabilities of all nodes with respect to
the degrees in the same two ER graphs.
The lower two plots in figure 17 give the optimal success probabilities with respect
to the degrees of all nodes for the two ER graphs, i.e. the value found with the
optimal γ and T for all the individual nodes. The success probability has a roughly
linear dependence on the degree of the target node, but there is more variance for the
optimal success probabilities with similar values of degree k. The relation between
optimal success probabilities and degrees is not linear in general, as will be seen later.
This just typically happens to be so for this ER graph. Obviously on the right there
is even more variance, and the data points do not form a discernible curve. The
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success probabilities are a lot higher for the denser ER graph, they are all very
optimal. Also none of the nodes in the sparser ER graph have success probabilities
as high as any nodes in the denser one, so even the most easily searchable node
in the sparser ER graph can not be found as easily as any node in the denser ER
graph.
Figure 18 shows the averages and variances of optimal success probabilities with
respect to the average degrees of multiple different ER graphs that all have 1024
nodes. When the probability of creating links between pairs of nodes gets large, the
success probabilities also tend to get really close to one. When p goes to zero, the
average optimal success probability also goes down and approaches zero, and this is
because the graph becomes sparse, where the spatial search by quantum walk is no
longer optimal. Chakraborty et al. showed that spatial search by quantum walk is
optimal for almost all graphs [17]. ’Almost all graphs’ here is defined with ER graphs
since the set of ER graphs of size N contain all possible graphs of that size. This is
because links between all pairs of nodes are individually generated with probability
p. Specifically, they showed that spatial search by CTQW is almost surely optimal
for ER graphs of N nodes, as long as the probability p ≥ log3/2(N)/N . For the
case when N = 1024, the probability p ≥ 0.0178 in which case the average degree is
about 〈k〉 = 18. This is also where the average optimal success probability starts to
go significantly down in figure 18 so the optimality of the spatial search by CTQW
cannot anymore be guaranteed. Note that almost surely optimal means that it will
be almost surely optimal for the ER graph generated since the links of the generated
graph will most likely be evenly distributed between nodes, and for example the
degree distribution of the graph will most likely follow a normal distribution around
the average degree, and not some more complex distribution.
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Figure 18: The averages and variances of optimal success probabilities with respect
to the averages of degrees for different ER graphs with 1024 nodes. The ER graphs
were generated with linking probabilities 0.005, 0.01, 0.05, 0.1 and 0.2, going from
left to right. The threshold degree gives the critical average degree of an ER graph
of size N = 1024 for which higher average degrees the spatial search problem will
still be optimal.
Chapter III
CTQW on Complex Networks
Complex networks are quite different from regular and semi-regular ones, since there
are quite different node topologies for different nodes in a complex network that can
result in some nodes having optimal results for the γ, t and |〈w|ψ(t)〉|2, while other
nodes have not in the same network. Therefore, using the previous method of
analysis by looking at the overlaps will not be as useful in this case, and looking at
the network structure as a whole becomes more important. This is why the method
introduced for the Erdős–Rényi graphs is more extensively used, where different
properties of the network and the CTQW are compared for all nodes. The energy
gap and overlap analysis can still be used to investigate the behaviour for specific
nodes, and this can give some direction for success on the whole network, but it will
not give as much information for the success of the spatial search by a CTQW on
the network as a whole.
Two separate kinds of complex networks are considered for this chapter: Barabási-
Albert graphs and the Internet network that is used in [6]. The BA graphs are
randomly generated, and they follow the power law for the degree distribution, so
hubs typically form in them. The Internet network is a real-world network at the
level of autonomous systems (AS), in which the autonomous systems are nodes and
connections between these are links [30]. This Internet network corresponds to data
gathered in 2009. The full Internet network has 23 748 nodes and 58 414 links, but
there are also five different layers of renormalized and pruned versions that have
been obtained by using the renormalization and pruning techniques introduced in
Sec. 1.9, and each layer has about half as many nodes as the layer above it, so
that layer l = 5 has 743 nodes. On top of analysing these networks in isolation,
the results from ER and BA graphs that are made to mimic different layers of the
Internet network will also be compared to the Internet networks. The mimicry will
43
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be achieved by setting the number of nodes and links to be the same for the different
graphs.
9 Barabási-Albert graph
The same method will be used for this section as for the Erdős–Rényi graph section to
begin with. Namely, using two different values of m in the generation of BA graphs so
that each new node is linked to m pre-existing nodes using preferential attachment.
However, since BA graphs are complex networks and the degree distributions follow
a power law, the results for different values of m can vary a lot, especially in the
sparse limit, where m is low. Two different BA graphs of size N = 1024 will be
observed, with values m = 100 and m = 2.
Figure 19 shows the degree distributions of these BA graphs, and they can be
seen to roughly follow the power law. The graph with m = 100 has an average
degree of 180.5, and the graph with m = 2 has 4.0, so these averages are quite close
to the graphs used in the Erdős–Rényi section.






















BA graph; N = 1024, m = 2
Figure 19: The degree distribution of two BA graphs with N = 1024 nodes and with
linking each new node to m = 100 or m = 2 pre-existing nodes using preferential
attachment. The histograms are in logarithmic scale in order to see the power law
more clearly.
Now, because of the larger variance in the degrees of different nodes and sparser
BA graphs have both good and bad optimal success probabilities, the overlaps also
vary quite a lot for those BA graphs. Figure 20 shows the energy gaps and overlaps
for the two BA graphs, with two different plots for two different nodes in the m = 2
case. With both the m = 100 BA graph and the low-degree node case of the m = 2
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BA graph, there is a clear rotation of the states of the walker between the initial
and target states, but not for the high-degree node of the m = 2 BA graph. The
overlaps are pretty much the same for the m = 100 BA graph, as will also be seen
later from the optimal success probabilities.







BA graph; N = 1024, m = 100
| s| 0 |2
| s| 1 |2
| w| 0 |2
| w| 1 |2
E1 E0







BA graph; N = 1024, m = 2, k = 2
| s| 0 |2
| s| 1 |2
| w| 0 |2
| w| 1 |2
E1 E0
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Figure 20: The energy gap and overlaps of two BA graphs with N = 1024 nodes
and with linking each new node to m = 100 or m = 2 pre-existing nodes using
preferential attachment. The BA graph with m = 2 has two different overlap plots
given for it, one for a node with degree k = 2 and another with k = 114, the node
with the highest degree in the graph.
The upper two plots in figure 21 give the optimal γ with respect to the degrees
of all nodes for the two BA graphs in logarithmic scale. The dense BA graph is
completely linear, but the sparse BA graph’s optimal γ can be seen splitting into
two distinct lines, with the upper line showing the same spread of optimal γ with
respect to a certain degree as was seen in the case of the ER graph in figure 17.
The lower line does not have a spread, and the related nodes have higher degrees
on average. This splitting is a phenomenon that can be seen quite often for sparse
complex networks that follow the power law.
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BA graph; N = 1024, m = 2
Figure 21: The upper two plots give the optimal γ of all nodes with respect to
the degrees in BA graphs with N = 1024 nodes in a logarithmic scale, and with
linking each new node to m = 100 or m = 2 pre-existing nodes using preferential
attachment. The lower two plots give the optimal success probabilities of all nodes
with respect to the degrees for the same two BA graphs.
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The lower two plots in figure 21 give the optimal success probabilities with respect
to the degrees of all nodes for the BA graphs. The dense BA graph can be seen to
be optimal for all nodes, which is to be expected. The sparse BA graph once again
has two distinct parts, where the optimal success probabilities behave differently.
For low-degree nodes, there is a rapid decrease in the value of the optimal success
probability, but there is also another non-optimal part close to zero, where the
optimal success probability increases linearly with respect to the degree.
Figure 22 shows the BA graph with m = 2, where the sizes of the nodes describe
the degree and the colors of the nodes show the success probability of the CTQW
on the graph, with red being close to zero and blue being close to one. The nodes
have been mapped in such a way that nodes that are connected to a lot of nodes
and/or to high-degree nodes are close to the center, and other nodes are on the
sidelines. The nodes with the highest success probabilities tend to be low-degree
nodes that are connected to high-degree nodes with low probabilities. However, a
clear structure cannot be seen for how successful the quantum walk search is for a
specific node in a complex graph. This will be further analysed in the next section.
Figure 23 gives the averages and variances of the optimal success probabilities
of BA graphs with N = 1024 nodes with different values of the linking number
m, as well as the averages and variances of the optimal success probabilities of ER
graphs from figure 18. The average optimal success probabilities of the BA graphs
obviously follow the same curve as those of the ER graphs, with the exception of
the variances of BA graphs getting bigger at the low-degree limit, which is to be
expected from the power law versus the Gaussian distribution of the degrees.
Figure 24 gives the averages of the optimal success probabilities, times and search
times with respect to the sizes of graphs of ER and BA graphs with different sized
graphs and with different values of p and m. For the success probabilities, the prob-
ability rises with N for all values of p in the ER graphs, asymptotically approaching
one as N → ∞. This is because in the ER graph, the number of generated links
increases with larger N , and the graph becomes more connected with a larger N for
the same value of p. The success probabilities stay the same for the same value of m
for the BA graphs, which is because BA graphs create hubs through which nodes in
the graph are more closely connected. The averages of optimal times behave quite
similarly for both types of graphs, less connected graphs have higher average opti-
mal times and the values of the optimal times get higher with increasing N , as the
state of the walker takes longer to rotate from the initial state to the target state.
They are also linear in loglog scale, so the times are of order O(
√
N). The average
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Figure 22: The BA graph with N = 1024 and m = 2. The sizes of the nodes describe
the degree of the node, and the colors describe the optimal success probability of
a CTQW with that node as the target node, with red being close to zero and blue
being close to one.
CTQW ON COMPLEX NETWORKS 49





















Figure 23: The averages and variances of optimal success probabilities with respect
to the averages of degrees for different ER and BA graphs with 1024 nodes. The
BA graphs were generated with linking numbers 2, 5, 10, 50, 100 and 204, going
from left to right, and the ER graphs are the same as in figure 18.
T for the p = 0.005 value goes down for the low N and this is most likely caused by
how the graph is created. For the ER graph with N ≈ 342 and p = 0.005 about 50
more nodes needed to be originally generated, because about 50 of the nodes were
completely disconnected in the generated graph, and these nodes are then removed.
Because such a high fraction of nodes needs to be removed, the resulting graph is
actually more connected than would be expected for these values of N and p for the
ER graph. This problem is not so prominent in the bigger ER graphs with p = 0.005
because there are more chances of connecting nodes to each other, so not as many
nodes need to be removed and the fraction of removed nodes is smaller regardless.
The search times Tw = T/|〈w|ψ(T )〉|2 give the actual amount of time that the
walk needs to run for so that the target node is reliably reached, since the times T
are divided with the success probabilities |〈w|ψ(T )〉|2, so that with a lower success
probability the actual search time is longer. The search times in figure 24 were
calculated by taking the search time of each node separately, and then the averages
of these search times were taken. The results for the search times can not directly
be surmised from the other plots in figure 24, since the average of search times can
be different from the average of times over the average of success probabilities.
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Figure 24: The average optimal success probabilities, times and search times with
respect to the sizes of graphs of ER and BA graphs of different sizes with different
values of p and m.
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10 The Internet
As stated at the introduction of this chapter, the Internet network used here is on
the level of autonomous systems and the full network has 23 748 nodes and 58 414
links [30]. The method for obtaining and the subsequent analysis of the renormalized
and pruned versions are in [6]. There are five layers of the renormalized and pruned
versions and the number of nodes from layer l = 1 to l = 5 are N1,R = 11874,
N2,R = 5937, N3,R = 2969, N4,R = 1485 and N5,R = 743 for the renormalized versions
(R for renormalized), and N1,P = 11636, N2,P = 5737, N3,P = 2857, N4,P = 1412 and
N5,P = 701 for the pruned versions (P for pruned). Here Nl,V, where l = 1, 2, 3, 4, 5
and V = R,P .
In this section, I will first look at the renormalized and pruned Internet networks
of layer l = 5, especially focusing on what makes them different and why. After this,
all the different layers will be looked at and compared with each other. At the end
I will compare the layers from l = 5 to l = 3 to generated ER and BA graphs with
approximately the same amount of nodes and links.
10.1 Renormalized and pruned Internet, layer l = 5
Looking at individual overlaps for specific target nodes does not offer that much
information at this point, so I will glance over the results for a couple of individual
nodes before moving on to the whole networks.
Figure 25 shows the energy gaps and overlaps for two different nodes of both
renormalized and pruned Internet networks of layer l = 5. The highest-degree
nodes of both networks are given, as well as examples of nodes with degree one. The
corresponding optimal success probabilities for the renormalized cases are quite high
for both, approximately 0.7741 for the k = 563 node and 0.9995 for the k = 1 node.
Figure 26 shows the visualized renormalized l = 5 Internet network with colors for
different optimal success probabilities. All nodes of degree one have optimal success
probabilities close to one. The corresponding optimal success probabilities for the
pruned cases are 0.2223 for the k = 156 node and 0.1260 for the k = 1 node. Figure
27 shows the visualized pruned l = 5 Internet network. The k = 1 nodes have highly
differing optimal success probabilities, and a node with a low probability was chosen
for figure 25.
Some of the differences between the renormalized and pruned versions of the l = 5
Internet network can be seen from figures 26 and 27. The graphs have been drawn
with a force-directed graph drawing algorithm, that tries to make all edges have
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Energy gap and overlaps
Figure 25: The energy gaps and overlaps for the highest-degree nodes and nodes
of degree one of both renormalized and pruned versions of the Internet network of
layer l = 5.
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Figure 26: The renormalized Internet graph of layer l = 5. The sizes of the nodes
describe their relative degrees, while the colours of the nodes describe their opti-
mal success probabilities, blue being close to one and the most yellow node to be
approximately 0.42.
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Figure 27: The pruned Internet graph of layer l = 5. The sizes of the nodes describe
their relative degrees, while the colours of the nodes describe their optimal success
probabilities, with red being close to zero and blue being close to one.
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roughly the same length and to have as few crossing edges as possible. Naturally,
with this kind of a mapping, high-degree nodes tend to be put in the center. A lot of
differences can be seen with the renormalized and pruned l = 5 Internet networks.
The renormalized l = 5 Internet has 13 971 links, while the pruned version only
has 1 819, so a lot of the links have been removed in the rescaling. The pruned
version resembles the BA graph a lot more in its structure, when these are compared
to figure 22. The renormalized version also seems to be more heterogeneous in its
structure when looking at the graph mapping, there seem to be separate larger-scale
structures in the renormalized version. The pruned version on the other hand has
two disconnected components from the giant component, where the nodes have really
low optimal success probabilities, since the state of the walker cannot fully rotate
from the giant component. The other optimal success probabilities of the CTQW
in these two networks differ also, similar nodes have similar success probabilities for
the renormalized version and the probabilities are much higher, and for the pruned
version nodes with similar degrees can have vastly different success probabilities.
Figure 28 gives the optimal γ of the l = 5 renormalized and pruned Internet
networks in a logarithmic scale. The renormalized version forms a clean line with
the data points, even the γopt for nodes of degree k = 1 are all quite accurately the
predicted γopt = 1. The pruned version has more variance for γopt for low degrees,















Pruned l = 5
Figure 28: The optimal γ of all nodes with respect to the degrees in both l = 5
Internet networks in a logarithmic scale.
Figure 29 gives the optimal success probabilities of nodes for the l = 5 renor-
malized and pruned Internet networks. The same type of behaviour can be seen for
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both networks, first the success probabilities go down and there is more variance for
nodes of similar degrees, and then there is a linear part for high-degree nodes where
the success probabilities get higher. The linear part also has a linear function fitted
to the data points. The slopes of the functions for the renormalized and pruned
versions are similar, which will be seen for other layers as well.














Renormalized l = 5
ax + b, a = 0.001, b = 0.182













Pruned l = 5
ax + b, a = 0.001, b = 0.076
Figure 29: The optimal success probabilities of all nodes with respect to the degrees
in both l = 5 Internet networks. A linear function has been fitted to the data points
corresponding to high-degree nodes.
10.2 Renormalized and pruned layers
The different layers of the renormalized and pruned Internet networks can be studied
together in order to see how the behaviour changes.
Figure 30 gives the optimal γ of all nodes for the renormalized and pruned
networks with respect to the degree. It’s hard to see smaller networks’ data points
from this plot since even if the data points are made more transparent, there is still
so many data points in a small area. Comparing this to figure 28, it can be seen that
on larger networks the largest degrees get bigger, and the optimal γ remain linear
on a loglog scale. There is also more variance for optimal γ in low-degree nodes in
both cases, especially for the pruned versions. For the pruned versions there is also
more deviance form the γopt = 1/k line specifically for l = 2 layer on lower-degree
nodes. This can be caused by lower success probabilities for these nodes where there
is not a clear change in the overlaps.
Figure 31 gives the optimal success probabilities with respect to degrees for
renormalized and pruned Internet networks. The success probabilities of pruned
layers vary a lot for low-degree nodes for all layers, while for renormalized versions
CTQW ON COMPLEX NETWORKS 57
Figure 30: The optimal γ of all nodes with respect to the degrees in both Internet
networks of all layers in a logarithmic scale.
they are higher in l = 5 and go down from there. This is to be expected since in
the pruned versions links are removed during each downscaling with a probability
given in Eq. (4). For higher-degree nodes, there is a linear increase of the success
probability with respect to the degrees. This is the same type of behaviour that
could be seen for the BA graph with N = 1024 and m = 2 in figure 21. The linear
fits of the linear parts for high-degree nodes have similar slopes for the same layer
between the renormalized and pruned versions for all layers. This is interesting
behaviour and something that can be studied further, but in this thesis it is not
focused on.
10.3 Comparisons with ER and BA graphs
The different renormalized and pruned Internet network layers can be compared to
similar mimic graphs generated with the ER or BA models. By this I mean that the
graphs can be generated in a way that they have approximately the same amount
of nodes and links as compared to the layers of Internet networks. The ER graphs
can be generated to specifically have n nodes and m links. The BA graphs can be
generated by taking n nodes and m links that the original Internet network has, and
the linking number is chosen by bm/ne.
Figures 32 and 33 give the success probabilities of renormalized and pruned
Internet networks of layers 5-3, as well as the ER and BA graphs made to mimic
these graphs. Only these layers are shown since the behaviour is the same for
l = 2 and l = 1 as well, and the plot would just be harder to interpret. The plots
have been zoomed in to the parts where the mimic graphs’ data points are. The
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Figure 31: The optimal success probabilities of all nodes with respect to the degrees
in both Internet networks of all layers. The linear fit parameters of the linear parts
are also given.
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renormalized mimic graphs do not overlap much with their corresponding Internet
network data points, with the exception of l = 3 overlaying a little bit with the
highest success probabilities of given degrees. Of course with low-degree nodes the
probabilities get closer to one for all graphs. The pruned mimic graphs’ data points
overlap a lot better with the corresponding Internet network data points, and in fact
different layers of the ER and BA mimic graphs overlap as well, there is just more
variance for larger graphs for similar degrees. Also, the mimic graphs have similar
separations for success probabilities of low-degree nodes as the Internet networks’
success probabilities, where some nodes have really low success probabilities and
others do not. What is really interesting is that the pruned BA mimic graphs have
similar linear parts for the success probabilities of nodes with higher degrees.
Figure 32: The optimal success probabilities of all nodes with respect to the degrees
in both Internet networks of layers 5-3, as well as mimic ER and BA graphs. The
graph has been zoomed in to the section where the ER and BA graphs’ data points
are.
Figure 34 gives the average optimal success probabilities, times and search times
of the renormalized and pruned Internet networks of all layers as well as the corre-
sponding ER and BA mimic graphs. The plots for average times and search times
have also been plotted in logarithmic scales to see more clearly how they follow
the
√
N curve with respect to N . The success probabilities stay pretty much the
same for the different layers of renormalized Internet networks, while for the pruned
versions they get larger for larger networks. A spike on layer l = 3 can be seen
for all averages on the pruned version that is most likely caused by what specific
links are deleted with the pruning probability in these transitions between different
pruned layers. The average times of both versions follow the
√
N distribution quite
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Figure 33: The optimal γ of all nodes with respect to the degrees in both Internet
networks of layers 5-3, as well as mimic ER and BA graphs. The graph has been
zoomed in to the section where the ER and BA graphs’ data points are.
accurately, as well as the renormalized search times. The pruned search times do
not change much apart from the spike in l = 3. The average search times of the
full Internet network is approximately Tw ≈ 670.86, so it does not change much for
that either on the pruned version, and for the renormalized version it gets larger
and follows the
√
N distribution. The average search times staying the same for
the pruned versions makes sense since the pruning probability removes links when
the network is renormalized to a smaller layer, and having less connections between
nodes causes the search time to be larger in general. The average success probability
and time of the full Internet network are |〈w|ψ(T )〉|2 ≈ 0.861 and T ≈ 244.65, so
both versions follow the same patterns for these values to the full network as well.
The ER and BA graphs also behave in a similar manner to the corresponding
Internet networks for the renormalized average search times and for both average
times. The average times make perfect sense as they follow the order of O(
√
N) in
these high-dimensional graphs. The average search times of the renormalized ver-
sions are similar to the mimic graphs, even though the success probabilities change
differently for the mimic graphs. However, the probabilities are still quite high
throughout, so they do not cause such a high increase in the search times. The
average times and search times of the pruned mimic graphs behave similarly to
renormalized mimic graphs as the times still follow O(
√
N) and the success proba-
bilities do not change much.
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Figure 34: The average optimal success probabilities, times and search times with
respect to the sizes of the renormalized and pruned Internet networks, as well as
mimic ER and BA graphs.
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10.4 Other values and properties
Different values of the networks on top of the previous ones were looked at that
did not provide substantial results or offer any additional information. Eigenvector
centralities, weighted degrees and local clustering were also studied. Eigenvector
centralities and weighted degrees were plotted with these same values to see new
information. Weighted degree means that the value of the degree of a node is divided
with the average degree of that node’s neighbours. Both values plotted with optimal
success probabilities formed similar plots with high variance in low-degree nodes and
linear parts for high-degree nodes, with minor differences. The optimal γ were not
as linear with these values, with a lot more scattering for low-degree nodes. The
plots of data points for these values and the degree with respect to times and search
times were also looked at. The plots were similar to the success probabilities, with
the linear parts mostly following the same line for all layers and typically the slope
being neutral and the line close to zero. Local clustering did not show any interesting
behaviour. Some of these results can be seen in figures 35 and 36.
The mapping of nodes and supernodes between different layers of the Internet
networks were also looked at, meaning what nodes of layer l relate to what supernode
of layer l + 1. Not much structure could be found by looking at the mappings
of individual nodes or averages of multiple nodes with similar degrees and their
optimal γ, success probabilities and times. The degrees of different node/supernode
mappings were also looked at, and even these were not quite consistent. Figure 37
gives an example of the node/supernode mappings of optimal success probabilities
of the renormalized Internet network layers. Many more mappings of different types
of nodes/supernodes were looked at and the behaviour was always erratic, but more
research is needed in checking if this is always so.
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Figure 35: The optimal success probabilities of the renormalized and pruned Internet
networks with respect to eigenvector centrality, weighted degree and local clustering.
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Figure 36: The search times of the renormalized and pruned Internet networks with
respect to eigenvector centrality, weighted degree and local clustering.
CTQW ON COMPLEX NETWORKS 65















































Figure 37: Examples of node/supernode mappings for the optimal success probabil-
ities of renormalized Internet networks of different layers.
Conclusions
The results of this thesis have been quantitative in nature, since the subject is very
difficult to study qualitatively as the behaviour of a CTQW on a complex network
relies so much on the structure of the network. The field is also very new, so there is
not much background information that goes into the specifics of CTQW on complex
networks. Therefore the goal was to simply see how the behaviour of the spatial
search by CTQW changes depending on the structure of the network, and especially
in the case of the complex networks only numerical methods could be used for the
analysis.
The goal of this thesis was to study the efficiency of spatial search by CTQW on
complex networks, focusing on how the properties of a network affects the search.
For this thesis two types of complex networks were considered: the Barabási-Albert
graph and different versions of the renormalized and pruned Internet network. The
results showed that the density of the network had the most significant effect on the
optimality of the search, denser graphs tend to have better success probabilities and
search times associated with them. In the future this could be studied further with
other complex networks, as the variety in different network types was not the goal
for this thesis.
The results do show that the behaviour of a CTQW depends on density, size
and larger-scale structure of the network. Also, similar behaviour could be observed
on the synthetic BA graphs and the Internet networks, especially for the pruned
versions that have fewer links. In these cases the importance of hubs in the network
becomes more significant, and it could also be seen that the success probability of
a node on a high-degree node is typically lower than on an outlier node. This can
also be a point of interest in future research on this subject, how the spectrum of
the Hamiltonian looks for low- and high-degree nodes. The relation of the optimal
coupling constant γ is very well established to be c/kw for the target node w, where
c ≈ 1. However, the relation between the optimal success probability and the
properties of the node as well as the topology of the network is not well known so
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it requires further research.
The renormalization technique introduced by Garćıa-Pérez, Boguñá and Serrano
has been used presumably for the first time in the context of spatial search by
CTQW [6]. This can be a very useful tool in the future, since by reducing the
size of the complex network the study of the behaviour of CTQW on the network
becomes significantly easier. If it can be shown that the behaviour remains largely
the same in renormalized versions, then the spectrum of the Hamiltonian can be
more readily analysed in the smaller network, and the results compared to those of
a larger network. The renormalized versions of the Internet network especially scale
very nicely with respect to the different layers of the network for the average search
time Tw. The results from the pruned versions are less beneficial, as the behaviour
is more erratic, however the reason for the erratic behaviour can also be looked at
more deeply.
What has been done in this thesis can in the future be used for more observations
and proper analysis of spatial search by CTQW on complex networks, especially
real-life networks. So far most studies of quantum walks on complex networks have
focused on synthetic networks [20–22]. For future research, CTQW on real-world
networks, such as the Internet network, need to be studied as well to gain more
understanding on how quantum walks function on real-world complex structures.
The continuous development of quantum computers also brings more importance to
this field. More research is needed to see how the structure of a complex network
affects the behaviour of a CTQW performing a spatial search on the network, and
how well this behaviour could be predicted beforehand from the network itself. In
the meantime, spatial search by quantum walk continues to be an active field of
research, and currently it appears only to become more relevant [16–22].
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