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Identifying which master equation is preferable for the description of a multipartite open quantum
system is not trivial and has led in the recent years to the local vs. global debate in the context of
Markovian dissipation. We treat here a paradigmatic scenario in which the system is composed of
two interacting harmonic oscillators A and B, with only A interacting with a thermal bath - collection
of other harmonic oscillators - and we study the equilibration process of the system initially in the
ground state with the bath finite temperature. We show that the completely positive version of the
Redfield equation obtained using coarse-grain and an appropriate time-dependent convex mixture
of the local and global solutions give rise to the most accurate semigroup approximations of the
whole exact system dynamics, i.e. both at short and at long time scales, outperforming the local
and global approaches.
I. INTRODUCTION
In the rising field of quantum technology [1], consid-
ering a quantum system isolated from its surroundings
is a non-realistic idealization. In the majority of the
implementations of quantum information algorithms [2]
and quantum computation [3], the interaction with the
environment is detrimental for quantum resources, be-
coming a crucial ingredient to monitor, with the scope
of reducing its effects or with the aim of accounting for
it by applying quantum error correction methods. Inter-
estingly, in more rare cases the environment itself acts as
a mediator for the production of quantum correlations
into the system [4].
Unfortunately our ability in accounting for environ-
mental effects is severely limited by the difficulty of
keeping track of the exact dynamics of the entire system-
environment compound: a problem which is made com-
putationally hard by the large number of degrees of free-
dom involved in the process. For this reason, effective
models for the way the environment acts on the reduced
system density matrix have been developed, leading to
the master equation (ME) formalism [5, 6]. The low-
est level of approximation contemplates the assumption
of weak system-environment coupling (Born approxi-
mation) and time-divisibility for the system dynamics
(Markov approximation). This leads to the Redfield
equation [7–9] which regrettably, while being able to
capture some important features of the model [10, 11],
does not ensure positive (and hence completely posi-
tive) evolution [12–19]. In quantum mechanics, the pos-
itivity of density matrices – i.e. the fact that all their
eigenvalues are non-negative – is an essential property
imposed by the probabilistic interpretation of the the-
ory [2]. Allowing for mathematical structures that do
not comply with such requirement paves the way to a se-
ries of inconsistencies that include negative probabilities
of measurements outcomes, violation of the uncertainty
relation, and ultimately the non-contractive character
of the underlying dynamics. Ways to correct or to cir-
cumvent the pathology exhibited by the Redfield equa-
tion typically relay on the full [8] or the partial [20–25]
implementation of the secular approximation: a coarse-
grain temporal average of the system dynamics which,
performed in conjunction with the above mentioned
Born and Markov approximations, leads to a more reli-
able differential equation for the system density matrix
known as the Gorini-Kossakowski-Sudarshan-Lindblad
(GKSL) master equation [5, 6].
The situation becomes more complicated when the
system is composed of two or more interacting subsys-
tems that are locally coupled to possibly independent
reservoirs [26]. In this case, a brute force application of
a full secular approximation leads to the so called global
ME, a GKSL equation obtained under the implicit as-
sumption that the environment will perceive the com-
posite system as a unique body irrespectively from the
local structure of their mutual interactions. While for-
mally correct in terms of the positivity and complete
positivity requirements and predicting long term be-
haviours which are thermodynamically consistent, the
resulting ME is prone to introduce errors in the short
term description of the dynamical process. A suitable
alternative is provided by the so called local ME ap-
proach where, contrarily to the Global ME, each subsys-
tem is assumed to independently interacts with its own
environment, keeping track of the local nature of the
microscopic interaction. Despite in certain situations it
can imply the breaking of the second law of thermody-
namics [27], it allows for a more precise description of
the short term dynamics of the composite system. A
local approach is usually allowed when the subsystems
interact weakly between each other [28–30]. As well as
the Global ME, the local ME can be microscopically
derived [28] and is in GKSL form. Notably, such mas-
ter equation has recently acquired full dignity showing
that it exactly describes the dynamics induced by an
engineered bath schematized by a collisional model [31].
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2Furthermore, even under a more conventional descrip-
tion of the environment, thermodynamics inconsisten-
cies only occur at the order of approximation where the
local approach is not guaranteed to be valid and, even-
tually, it is possible to completely cure such inconsisten-
cies by implementing a perturbative treatment around
the local approximation [32].
The scope of the present work is to test the effec-
tiveness of different classes of MEs to describe the sys-
tem dynamics, particularly focusing on alternative ap-
proaches beyond those adopted in deriving the local and
global MEs and using as benchmark a model that we are
able to solve exactly. Differently from previous studies
[28, 29], where the focus was on the steady state proper-
ties of a bipartite system with each subsystem coupled
to a different thermal reservoir, we deal with a bipar-
tite system asymmetrically coupled to a single thermal
bath and analyze its whole dynamics including both the
transient and asymptotic regime. More specifically, in
our case the system of interest is composed of two in-
teracting harmonic oscillators A and B, with only A
microscopically coupled with an external bosonic ther-
mal bath described as a collection of extra harmonic
oscillators. About the exact dynamics benchmark, the
unitary evolution of the joint system+environment com-
pound has been calculated by restricting ourself to ex-
change interactions and gaussian states [33]. Our anal-
ysis leads to the conclusion that the completely positive
version of the Redfield equation obtained as described in
[25] by applying the secular approximation via coarse-
grain averaging in a partial and tight way, provides a
semigroup description of the system dynamics that out-
perform both the local and Global ME approaches. We
also observe that analogous advantages can be obtained
by adopting a phenomenological description of the sys-
tem dynamics, constructed in terms of an appropriate
time-dependent convex mixture of the local and Global
ME solutions.
Despite the selected model has been chosen primarily
for its minimal character, possible implementations of
the set up we deal with can be found in cavity (or in
circuit) quantum electrodynamics. An example is the
open Dicke model [34] for large enough number of two-
level atoms inside the cavity [35] and assuming that the
interaction of the cavity mode with the radiation field is
more relevant than the direct coupling of the radiation
field with the atoms. Alternatively, our bipartite system
may directly describe coupled cavities in an array [36] in
the instance of two cavities. About the kind of dynamics
we chose, it may be of interest for ground state storage
in quantum computation [2] or, conversely, for thermal
charging tasks [37, 38].
The paper is organized as follows. In Sec. II we intro-
duce the model. The different approximations are de-
scribed in Sec III. In Sec. IV we integrate the dynamical
evolution under the various approximations and present
a comparison between the various results. In Sec V we
draw the conclusions and we discuss possible future de-
velopments. Details on the approximation methods and
Figure 1. Schematic of the model: the composite system
S is formed of two harmonic oscillators A and B of equal
frequency ω0 which interact via an exchange Hamiltonian
coupling characterized by the constant g. The subsystem A
is also coupled with the modes k ∈ {1,2, . . .M} of a thermal
environment E at temperature 1/β (again the interaction is
mediated by an exchange Hamiltonian with constants γk).
on the evaluation of the exact dynamics are reported in
the Appendix.
II. THE MODEL
The model we consider is schematically described in
Fig. 1. It consists into a bipartite system S composed
of two resonant bosonic modes A and B of frequency
ω0 and described by the ladder operators a,a† and b,b†,
that interact through an excitation preserving coupling
characterized by an intensity parameter g ≥ 0. Accord-
ingly, setting ~ = 1, the free Hamiltonian of S reads
HS :=HS,0 +HS,g , (1)
HS,0 := ωAa†a+ωBb†b , with ωA = ωB := ω0 ,
HS,g := g(a†b+h.c.) ,
which can also be conveniently expressed as
HS = ω+γ†+γ+ +ω−γ
†
−γ− , (2)
with
ω± := ω0± g , γ± := 1√2(a± b) , (3)
being, respectively, the associated eigenmode frequen-
cies and operators [35], the last obeying the commuta-
tion rules[
γ−,γ+
]
−
=
[
γ−,γ†+
]
−
= 0 ,
[
γ±,γ†±
]
−
= 1 . (4)
Through the exclusive mediation of subsystem A, we
then assume S to be connected with an external envi-
ronment E formed of a collection of a large number M
of independent bosonic modes, no direct coupling being
instead allowed between B and E . Indicating with ck, c†k
the ladder operators of the k-th mode of E , we hence
express the full Hamiltonian of the joint system S + E
as
H :=HS +HE +H1 , (5)
3with
HE :=
M∑
k=1
ωkc
†
kck , H1 :=
M∑
k=1
γk(a†ck +h.c.) , (6)
being respectively the free Hamiltonian of the environ-
ment and the exchange coupling between A and E . More
in details, in our analysis we shall assume the frequen-
cies ωk of the environmental modes to be equally spaced
with a cut-off value ωc > ω0, i.e.
ωk :=
k
M
ωc , k ∈ {1, ...,M} , (7)
and take the system-environment coupling constants γk
to have the form
γk :=
√
κ(ω0)
(
ωk
ω0
)α ωc
2piM , (8)
with κ(ω0) controlling the effective strength of the inter-
action between A and E . The parameter α≥ 0 appear-
ing in Eq. (8) gauges the bath’s dispersion relation by
imposing the following form for the (rescaled) spectral
density of the reservoirs modes [28]
κ(ω) := 2pi
M∑
k=1
γ2kδ(ω−ωk) = κ(ω0)
(
ω
ω0
)α
Θ(ωc−ω) ,
(9)
with Θ(x) being the Heaviside step function (α = 1,
α > 1 and α < 1 being associated to the Ohmic, super-
Ohmic, and sub-Ohmic scenarios respectively [39]). Fi-
nally we shall assume the joint S + E system to be ini-
tialized into a factorized state
ρSE(0) = ρS(0)⊗ ρE(0) , (10)
where the bath is in a thermal state of temperature
1/β > 0:
ρE(0) :=
e−βHE
tr[e−βHE ] = ρ1(β)⊗ ·· ·⊗ ρM (β) , (11)
ρk(β) :=
e−βωkc
†
k
ck
tr[e−βωkc
†
k
ck ]
. (12)
III. APPROXIMATED EQUATIONS FOR S
In this section we review the different ME approaches
one can use to effectively describe the evolution of the
system S by integrating away the degrees of freedom
of the environment E . We shall start our presentation
by introducing the coarse-grained regularized version of
the Redfield equation [25], which includes the Global
ME as a special case. We then introduce the local ME
approach and finally discuss the phenomenological ap-
proach which employs convex combinations of local and
global ME solutions. Since most of the derivations of the
above expressions are discussed in details elsewhere (see
e.g. [8]) here we just give an overview of the methods in-
volved and refer the interested reader to the Appendix A
for further details.
Figure 2. Schematic representation of the continuous tran-
sitions from the Redfield ME to the Global ME (25) passing
through the coarse-grained Redfield MEs (13), and from the
Local ME (28) to the Global ME using the time-dependent
convex mixture (31). The dot indicates the completely pos-
itive map defined by the CP-Redfield ME obtained by satu-
rating the bound in Eq. (23).
A. From CP-Redfield ME to Global ME
The starting point of this section is the Redfield equa-
tion which one obtains by expressing the dynamical
evolution of the joint system in the interaction pic-
ture, and enforcing the Born and, then, the Markov
approximations [8]. The Born approximation assumes
that the S + E coupling is weak in such a way that the
state of E is negligibly influenced by the presence of S,
while the Markov approximations assumes invariance of
the interaction-picture system state over time-scales of
order τE, the last being the time over which E loses
the information coming from S and can be estimated
from width of the bath correlation functions (see Ap-
pendix D).
As anticipated in the introductory section, the Red-
field equation does not ensure completely positive evo-
lutions and in certain cases neither positive evolution,
hence preventing one from framing the obtained re-
sults with the probabilistic interpretation of quantum
mechanics. To cure this issue we refer to the ver-
sion of the partial secular approximation described in
Ref. [25]. Performing a coarse-grain averaging on the
Redfield equation in interaction picture over a time in-
terval ∆t that is much larger than the typical time scale
of the system state in interaction picture, is a way to
appropriately smooth the non-secular terms responsi-
ble of the non-positive character, even in a tight way.
As schematically pictured in Fig. 2, by moving the pa-
rameter ∆t along the interval [0,∞[ the reported tech-
nique is also capable to formally connect the original
Redfield equation (∆t = 0) and the full secular approx-
imation (∆t = ∞) in a continuous way. Expressed in
Schro¨dinger picture, the coarse-grained Redfield equa-
tion for the evolution of ρS for fixed coarse-graining time
4∆t, reads
ρ˙S(t) =−i
[
HS +H
(∆t)
LS ,ρS(t)
]
−
(13)
+
∑
σ,σ′=±
S
(∆t)
σσ′
{
γ
(1)
σσ′
(
γ†σρS(t)γσ′ −
1
2
[
γσ′γ
†
σ,ρS(t)
]
+
)
+γ(2)σ′σ
(
γσ′ρS(t)γ†σ −
1
2
[
γ†σγσ′ ,ρS(t)
]
+
)}
,
where hereafter we shall use the symbols
[
· · · , · · ·
]
∓
to
represents commutator and anti-commutator relations,
where γ± are the eigenmode operators of HS introduced
in Eq. (3), and where
H
(∆t)
LS :=
∑
σ,σ′=±
S
(∆t)
σσ′ (η
(1)
σσ′ + η
(2)
σ′σ)γ
†
σγσ′ , (14)
being the so called Lamb-shift Hamiltonian correction
term. As indicated by the notation, the dependence of
Eq. (13) upon the coarse-graining time interval ∆t is
carried out by the tensor S(∆t)σσ′ of components
S
(∆t)
σσ′ := sinc
(
(σ−σ′)g∆t
2
)
(15)
= δσσ′ + (1− δσσ′) sinc(g∆t) ,
with sinc(x) := sin(x)/x being the cardinal sinus. The
functional dependence of the right-hand-side of (13)
upon the bath temperature is instead carried on by the
tensors γ(i)σσ′ and η
(i)
σσ′ . Specifically, for σ,σ
′ ∈ {+,−}
and i ∈ {1,2}, these elements fulfill the constraints
γ
(i)
σσ′ :=
γ
(i)
σσ + γ(i)σ′σ′
2 + i(η
(i)
σσ − η(i)σ′σ′) , (16)
η
(i)
σσ′ :=−i
γ
(i)
σσ − γ(i)σ′σ′
4 +
η
(i)
σσ + η(i)σ′σ′
2 , (17)
which allows one to express all of them in terms of their
diagonal (σ = σ′) components
γ
(1)
σσ :=
1
2 κ(ωσ) N (ωσ) , (18)
γ
(2)
σσ :=
1
2 κ(ωσ) [1 +N (ωσ)] , (19)
η
(1)
σσ :=
1
2−
∫ ∞
0
d
1
2pi
κ()N ()
−ωσ , (20)
η
(2)
σσ :=−12−
∫ ∞
0
d
1
2pi
κ()[1 +N ()]
−ωσ , (21)
with κ(ω) the spectral density of the reservoirs defined
in Eq. (9) and with
N (ωk) := Tr[c†kckρk(β)] =
1
eβωk − 1 , (22)
being the Bose-Einstein factor of the mode k of the ther-
mal bath.
For g∆t→ 0, S(∆t)σσ′ assumes constant value 1 for all σ
and σ′: this corresponds to the pathological case of the
10−5 10−3 10−1 101
N (ω0)
0.0
0.5
1.0
i = 1
i = 2
Figure 3. (Color online) Plot of the quantities in the right
hand side of the inequality (23) for i=1 (black full line) and
i=2 (red dashed line) as function of the bath temperature
1/β which we parametrize through N (ω0) = 1/(eβω0 − 1).
The blue region represents the values of |S(∆t)+− | which satisfy
the inequality (23) ensuring completely positive dynamics
of the coarse-grain Redfield equation (13). We chose the
parameters g = 0.3ω0, ωc = 3ω0, and α= 1 (Ohmic spectral
density regime). Notice the logarithmic scale on the abscissa.
(uncorrected) Redfield equation in which both the di-
agonal (secular) and the off-diagonal (non-secular) σ,σ′
terms of the right-hand-side of Eq. (13) contribute at the
same level to the dynamical evolution of ρS(t) paving the
way to unwanted non-positive effects. As g∆t increases
the off-diagonal component S(∆t)+− = sinc(g∆t) acts as
the smoothing factor for the non-secular (σ , σ′) part
of the ME, which gets progressively depressed as the
coarse-grain time interval ∆t gets comparable or even
larger than the inverse of the energy scale g of the sys-
tem. Following Ref. [25] one can then show that the
model admits a (finite) threshold value for ∆t above
which Eq. (13) acquires the explicit GKSL form that is
necessary and sufficient to ensure complete positivity of
the resulting evolution. Specifically, as discussed in de-
tails in Appendix B, such threshold is triggered by the
inequality
|S(∆t)+− | ≤ min
i∈{1,2}
√
γ
(i)
++γ
(i)
−−
|γ(i)+,−|2
. (23)
In the following, the equation (13) at positivity thresh-
old, i.e. with the choice of S(∆t)+− tightly saturating the
bound of Eq. (23), will be called CP-Redfield.
A numerical study of the condition (23) for some se-
lected values of the system parameters is presented in
Fig. 3. This plot makes it clear that the low temperature
regime (N (ω0) 1) constraints one to take very small
values of |S(∆t)+− | to guarantee the completely positive
character of the evolution [25], while just a tiny correc-
tion is needed at high temperatures. These facts are
5in full agreement with the observation [14, 17, 40] that
the non-positivity character of the Redfield equation is
enhanced at low temperature as a signature of the de-
viations from the Born-Markov assumptions underlying
it [41]. We stress that, in this context, non-positivity is
originated by the multipartite nature of S: indeed, as
g → 0, the right-hand side of Eq. (23) tends to 1 and
consequently the non-positivity of the Redfield ME dis-
appears in this limit. Notice finally that irrespectively
from the value of g, Eq. (23) is trivially fulfilled in the
asymptotic g∆t→∞ limit where |S(∆t)+− | approaches the
value zero leading to
S
(∞)
σσ′ = δσσ′ . (24)
This condition identifies the full secular approxima-
tion of Eq. (13) that transforms such equation into the
Global ME of the model which, for the sake of complete-
ness, we report here in its explicit form
ρ˙S(t) =−i
[
HS +H
(glob)
LS ,ρS(t)
]
−
(25)
+
∑
σ=±
{1
2κ(ωσ)N (ωσ)
(
γ†σρS(t)γσ −
1
2
[
γσγ
†
σ,ρS(t)
]
+
)
+12κ(ωσ)[1 +N (ωσ)]
(
γσρS(t)γ†σ −
1
2
[
γ†σγσ,ρS(t)
]
+
)}
,
with
H
(glob)
LS :=H
(∞)
LS =
∑
σ=±
δωσγ
†
σγσ , (26)
δωσ := η(1)σσ + η(2)σσ =
1
4pi−
∫ ∞
0
d
κ()
ωσ −  , (27)
being the secular component of the Lamb-shift
term [28].
B. Local ME
The Local ME for S is a GKSL equation characterized
by Lindblad operators which act locally on the mode A.
Explicitly it is given by
ρ˙S(t) =−i
[
HS +H
(loc)
LS ,ρS(t)
]
−
(28)
+κ(ω0)N (ω0)
(
a†ρS(t)a− 12
[
aa†,ρS(t)
]
+
)
+κ(ω0)(1 +N (ω0))
(
aρS(t)a†− 12
[
a†a,ρS(t)
]
+
)
,
with κ(ω0) and N (ω0) defined as in the previous section
and where now the Lamb-shift term is expressed as a
modification of the local Hamiltonian of the A mode
only, i.e.
H
(loc)
LS := δωA a
†a, (29)
δωA :=
1
2pi−
∫ ∞
0
dω
κ(ω)
ω0−ω . (30)
Effectively Eq. (28) can be obtained starting from a
Hamiltonian model for the global system S + E where
one initially completely neglects the presence of the B
mode, enforces the same approximations that leads one
to (25) (i.e. the Born, Markov, and full secular ap-
proximation), and finally introduces B and its coupling
with A as an additive Hamiltonian contribution in the
resulting expression. More formally as shown e.g. in
Ref. [28], Eq. (28) can be derived in the weak internal
coupling limit gτE 1 (τE being the bath memory time
scale, see Appendix D for details) which allows one to
treat the interaction between A and B as a perturbative
correction with respect to the direct A-E coupling – see
Appendix A for more on this.
C. Convex mixing of Local and Global solutions
As we shall explicitly see in the next section (see
Eq. (39)), the main advantage offered by the Global
ME (25) is that it provides an accurate description of
the steady state of S at least in the infinitesimally small
S + E coupling regime where on pure thermodynamic
considerations one expects independent thermalization
of the eigenmodes γ± of the system. On the contrary the
steady state predicted by the Local ME (28) is wrong
(even if increasingly accurate as g/ω0 → 0) because it
implies the thermalization of the subsystems A and B
regardless of the presence of the internal coupling HS,g.
Conversely, the Local ME has the quality to predict
Rabi oscillations between A and B at shorter time scales,
that are completely neglected when adopting the Global
ME.
In view of these observations a reasonable way of
keeping local effects during the transient still maintain-
ing an accurate steady state solution is to adopt an ap-
propriate phenomenological ansatz describing the evo-
lution of S in terms of quantum trajectories that in-
terpolate between the solutions ρ(glob)S (t) and ρ
(loc)
S (t)
of the Global and Local ME, see Fig. 2. The simplest
of these construction is provided by the following time-
dependent mixture
ρ
(mix)
S (t) := e
−Gtρ(loc)S (t) +
(
1− e−Gt
)
ρ
(glob)
S (t) . (31)
In this expression G > 0 is an effective rate, whose in-
verse fix the time scale of the problem that determines
when global thermalization effect start dominating the
system dynamics. Accordingly Eq. (31) allows us to
keep local effects for short time scales t . G−1 and the
correct thermalization of the eigenmodes of the system
at longer time scales t G−1. The above formula can
be interpreted as follows: the environment needs a finite
amount of time to become aware of the presence of the
part B because of its short time correlations (Marko-
vian hypothesis). The specific value of G is a free vari-
able in this model and works as a fitting parameter: its
value can be even estimated quite roughly because of
the relatively large time interval at intermediate time
scales where the Global and Local approximations look
6alike (more on this later). It is finally worth observ-
ing that from the complete positivity properties of both
the solutions of the Global and Local ME, it follows
that (31) also fulfills such requirement (indeed convex
combinations of completely positive transformations are
also completely positive). On the contrary at variance
with the original expressions (25) and (28), as well as
the CP-Redfield expression (13), Eq. (31) will typically
exhibit a non Markovian character and will not be pos-
sible to present it in the form of a GKSL differential
equation. This property is a direct consequence of the
fact that the set of Markovian evolutions is not closed
under convex combinations [42].
IV. DYNAMICS
In the study of the approximated equations intro-
duced in the previous section, as well as for their com-
parison with the exact solution of the S + E dynamics,
an important simplification arises from the choice we
made in fixing the initial condition of E . Indeed thanks
to Eqs. (11), (12) the resulting CP-Redfield, Global,
and Local MEs, happen to be Gaussian processes [33]
which admit complete characterization only in terms of
the first and second moments of the field operators γ±
(notice that while the mixture (31) does not fit into
the set of Gaussian processes – formally speaking it be-
longs to the convex-hull of such set – we can still resort
to the above simplification by exploiting the fact that
ρ
(mix)
S (t) is explicitly given by the sum of the Global
and Local ME solutions). Accordingly in studying the
dynamics of our approximated schemes we can just fo-
cus on the functions 〈γσ〉(t) := Tr[γσρS(t)], 〈γσγσ′〉(t) :=
Tr[γσγσ′ρS(t)], and 〈γ†σγσ′〉(t) := Tr[γ†σγσ′ρS(t)] whose
temporal dependence can be determined by solving a re-
stricted set of coupled linear differential equations. We
also observe that since the full Hamiltonian (5) con-
serves the total number of excitations in the S + E
model, coupling between excitations conserving and
non-conserving moments are prevented [43] yielding fur-
ther simplification in the analysis.
Having clarified these points, in what follows we shall
focus on the special case where the input state of S is
fixed assuming that both A and B are initialized in the
ground states of their local Hamiltonians, i.e.
ρS(0) = |0〉A 〈0| ⊗ |0〉B 〈0| , (32)
with |0〉 representing the zero Fock state of the cor-
responding mode. Under these conditions the input
state is Gaussian [33] and, evolved under CP-Redfield,
Global, Local and the exact dynamics, will remain
Gaussian at all time. Furthermore all the first order
moments and all the non-excitation-conserving second
order terms exactly nullify, i.e.
〈γσ〉(t) = 0 , 〈γσγσ′〉(t) = 0 , (33)
leaving only a restricted set of equations to be explicitly
integrated. In particular, for the case of the coarse-
grained Redfield equation (13) we get
d
dt
〈γ†+γ+〉(t) =−
1
2κ(ω+)[〈γ
†
+γ+〉(t)−N (ω+)] (34)
+ S(∆t)+− ×
{
2 Im
(
(η(1)+−+ η
(2)
−+)〈γ−γ†+〉(t)
)
+Re
[
(γ(1)+−− γ(2)−+)〈γ−γ†+〉(t)
]}
,
d
dt
〈γ†−γ−〉(t) =−
1
2κ(ω−)[〈γ
†
−γ−〉(t)−N (ω−)]
+ S(∆t)+− ×
{
−2 Im
(
(η(1)+−+ η
(2)
−+)〈γ−γ†+〉(t)
)
+Re
[
(γ(1)+−− γ(2)−+)〈γ−γ†+〉(t)
]}
,
d
dt
〈γ−γ†+〉(t) = {i(ω+ + δω+−ω−− δω−)−
1
4 [κ(ω+) +κ(ω−)]}〈γ−γ
†
+〉(t)
+ S(∆t)+− ×
{
i(η(1)−+ + η
(2)
+−)
[
〈γ†−γ−〉(t)−〈γ†+γ+〉(t)
]
+ γ(1)−+ +
1
2(γ
(1)
−+− γ(2)+−)
[
〈γ†−γ−〉(t) + 〈γ†+γ+〉(t)
]}
,
with initial values
〈γ†+γ+〉(0) = 〈γ†−γ−〉(0) = 〈γ−γ†+〉(0) = 0 , (35)
imposed by (32). In particular in the case of full secular
approximation (S(∆t)+− = 0) the above set of equations
become
d
dt
〈γ†+γ+〉(t) =−
1
2κ(ω+)[〈γ
†
+γ+〉(t)−N (ω+)] , (36)
d
dt
〈γ†−γ−〉(t) =−
1
2κ(ω−)[〈γ
†
−γ−〉(t)−N (ω−)] ,
d
dt
〈γ−γ†+〉(t) = {i(ω+ + δω+−ω−− δω−)
−14 [κ(ω+) +κ(ω−)]}〈γ−γ
†
+〉(t) ,
7which yield the evolution of the moments for the
Global ME (25). Similar considerations hold true for
the Local ME (28). In this case following Refs. [28, 37]
we get
d
dt
〈γ†+γ+〉(t) =−
1
2κ(ω0)[〈γ
†
+γ+〉(t)−N (ω0) +Re〈γ−γ†+〉(t)] + δωA Im〈γ−γ†+〉(t) , (37)
d
dt
〈γ†−γ−〉(t) =−
1
2κ(ω0)[〈γ
†
−γ−〉(t)−N (ω0) +Re〈γ−γ†+〉(t)]− δωA Im〈γ−γ†+〉(t) ,
d
dt
〈γ−γ†+〉(t) = [i2g−
1
2κ(ω0)]〈γ−γ
†
+〉(t) +
κ(ω0)
2 {N (ω0)−
1
2 [〈γ
†
+γ+〉(t) + 〈γ†−γ−〉(t)]}+ i
δωA
2 [〈γ
†
−γ−〉(t)−〈γ†+γ+〉(t)] ,
which, for a direct comparison with Eq. (36), we express
here in terms of the eigenmodes γ±.
A. Evolution of the second moments
A closer look at Eq. (36) reveals that in this case one
has that for large enough t we get
〈γ†±γ±〉
∣∣∣
(glob)
(∞) =N (ω±) , 〈γ−γ†+〉
∣∣∣
(glob)
(∞) = 0 .
(38)
This enlightens the fact that, as anticipated at the be-
ginning of Sec. III C, the Global ME (25) imposes S to
asymptotically converge toward the Gibbs thermal state
ρ
(glob)
S (∞) :=
e−βHS
tr[e−βHS ] , (39)
in agreement with what one would expect from purely
thermodynamics considerations under weak-coupling
conditions for the system-environment interactions. On
the contrary the steady state predicted by the Local ME
is wrong (even if increasingly accurate as g/ω0→ 0) be-
cause it implies the thermalization of the subsystems A
and B regardless of the presence of the internal coupling
HS,g. Indeed from Eq. (37) we get
〈γ†±γ±〉
∣∣∣
(loc)
(∞) =N (ω0) , 〈γ−γ†+〉
∣∣∣
(loc)
(∞) = 0
(40)
or equivalently
〈a†a〉
∣∣∣
(loc)
(∞) = 〈b†b〉
∣∣∣
(loc)
(∞) =N (ω0) , (41)
〈ab†〉
∣∣∣
(loc)
(∞) = 0 , (42)
which identifies
ρ
(loc)
S (∞) :=
e−βHS,0
tr[e−βHS,0 ]
, (43)
as the new fixed point for the dynamical evolution (see
also Appendix E). The discrepancy between the above
expressions and Eqs. (38), (39) is even accentuated in
the low temperature regime βω0  1, where in partic-
ular the ratio N (ω−)/N (ω0) ' eβg explodes exponen-
tially.
The situation gets reversed at shorter time scales.
Here the Local ME correctly presents coherent energy
exchanges between A and B which instead the Global
approach completely neglects. Indeed from Eq. (36) it
follows that the Global ME predicts Im[〈ab†〉(t)] = 0,
the term being responsible of the Rabi oscillations be-
tween A and B. The Local ME on the contrary –
when the Lamb-shift correction can be neglected – gives
Re[〈ab†〉(t)] = 0, the latter being proportional to the av-
erage internal interaction energy 〈HS,g〉.
The above observations are confirmed by the numeri-
cal study we present in the remaining of the section (see
however also the material presented in Appendix E). In
particular, in panels (a) and (b) of Fig. 4 the tempo-
ral evolution of the second order moments obtained by
solving Eq. (36) and (37) are compared with the ex-
act values of the corresponding quantities obtained by
numerical integration of the exact S + E Hamiltonian
model along the lines detailed in Appendix D. In panel
(c) of such figure we also present the results obtained
by using the effective model of Sec. III C, where accord-
ing to Eq. (31) the expectation values of the relevant
quantities are computed as
〈γ†σγσ′〉
∣∣∣
(mix)
(t) = e−Gt〈γ†σγσ′〉
∣∣∣
(loc)
(t) (44)
+
(
1− e−Gt
)
〈γ†σγσ′〉
∣∣∣
(glob)
(t) ,
with 〈γ†σγσ′〉
∣∣∣
(loc)
(t) and 〈γ†σγσ′〉
∣∣∣
(glob)
(t) representing
the solutions of Eq. (37) and Eq. (36) respectively. In
our analysis the system parameters have been set in or-
der to enforce S+E weak-coupling conditions (ω0,ω±
κ(ω0)) to make sure that that the long term prediction
(39) of the Global ME provides a proper description of
the system dynamics. By the same token, the tempera-
ture of the bath has been fixed to be relatively high, i.e.
1/β ≈ 10.5ω0, to avoid to enhance correlation effects be-
tween the bath and the system which are not included
in the Born and Markov approximations needed to de-
rive both the Global and the Local ME [38] (a study
of the impact of low temperature effects on the S + E
correlations is presented in Appendix D 2). Finally re-
garding the value of the phenomenological parameter G
entering in (44) we set it be equal to 0.4κ(ω0) finding
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Figure 4. (Color online) Second order moments evaluated using the Global ME (a), the local ME (b), the convex mixture
of Eq. (31) with G = 0.4κ(ω0) (c), compared with the ones predicted by the exact dynamics. As indicated by the legend
continuous lines in the plots represent the quantities computed by solving the exact S+E Hamiltonian model (5); dotted and
dashed lines instead refer to the approximated solutions associated with Global, Local and Mixed approaches. Each panel
contains two plots corresponding each to shorter (left) and longer (right) time scales. As clear from the right plot of panel
(a), the Global ME approach provides a pretty good agreement with the exact solutions at large time scales, while fails in the
short time domain. Exactly the opposite occurs for the Local ME approach presented in panel (b): here a good agreement
with the exact solutions is found in the short time domain (left plot), while differences arise in the large time domain (right
plot). The convex mixture approach (44) finally appears to be able to maintain a good agreement with the exact results at
times. In all the plots we used N (ω0) = 10 (corresponding to 1/β ≈ 10.5ω0), g = 0.3ω0, κ(ω0) = 0.04ω0, ωc = 3ω0, α= 1.
9a relatively good agreement with the exact data at all
times.
The convex combination (31) is not the only way of
keeping the best from both the local and the global
approximations. Indeed, by making a step back, one
can consider the coarse-grained Redfield equations (34)
once that the pathology related to their non-positivity
has been cured. A detailed study of the performances
of this approach is presented in Fig. 5. Here, for the
same values of the parameters used in Fig. 4, in panel
(a) we exhibit the plots associated with the CP-Redfield
equation obtained by fixing S(∆t)+− in such a way to sat-
urate the positivity bound (23), i.e. S(∆t)+− = 0.989. As
in the case of panel (c) of Fig. 5, we notice that CP-
Redfield is in a good agreement with the exact data
both at long and short time scales. As a check in panel
(b) of Fig. 5 we also present the (uncorrected) Redfield
equation obtained by setting in Eq. (34) ∆t = 0, corre-
sponding to have S(∆t)+− = 1 which for the system param-
eters we choose gives a clear violation of the positivity
bound (23). Interestingly enough, despite the fact that
the resulting equation does not guarantee complete pos-
itivity of the associated evolution, we notice that also
in this case one has an apparent good agreement with
the exact results for all times. In particular both CP-
Redfield and Redfield equations appear to be able to
capture a non-weak coupling correction to the asymp-
totic value of 2Re〈γ−γ†+〉(t) = 〈a†a〉(t) − 〈b†b〉(t) , an
effect that is present in the exact model due to the fact
that the subsystem A remains slightly correlated with
the bath degrees of freedom, but which is not present
when adopting neither Global, Local, or Mixed approx-
imations (see Fig. 6). An evidence of this can be ob-
tained by observing that from Eq. (34) we have
2Re〈γ−γ†+〉(∞) =
S
(∆t)
+−
ω+−ω− (45)
×−
∫ ∞
0
d
κ()
2pi
(N ()−N (ω+)
−ω+ −
N ()−N (ω−)
−ω−
)
+O[κ(ω0)2]
which is exactly null for the Global ME (S(∆t)+− = 0),
but which is different from zero (and in good agreement
with the exact result) both for the uncorrected Redfield
equation (S(∆t)+− = 1) and CP-Redfield (S
(∆t)
+− = 0.989).
Despite the apparent success of the uncorrected Red-
field equation reported above, a clear signature of its
non-positivity can still be spotted by looking at a special
functional of the second order moments of the model, i.e.
the quantity
λc(t) :=
1
2min{ eigenvalues[ΓS(t) + iΞS] } . (46)
In the above definition ΓS(t) and ΞS are respectively
the covariance matrix and the symplectic form of the
two-mode system S. Expressed in terms of the eigenop-
erators γ± their elements are given by
[ΓS(t)]ij :=
〈[
Γ i−〈Γ i〉(t),Γ †j −〈Γ †j〉(t)
]
+
〉
(t), (47)
and
[ΞS]ij :=−i
〈[
Γ i,Γ
†
j
]
−
〉
(t) =−i
1 0 0 00 −1 0 00 0 1 0
0 0 0 −1
 ,
(48)
with Γ i being the i-th component of the operator vector
Γ := (γ+,γ†+,γ−,γ
†
−)T . In particular due to the choice
of the input state we made in Eq. (32), we get
ΓS(t) =

2〈γ†+γ+〉(t) + 1 0 2〈γ−γ†+〉(t)∗ 0
0 2〈γ†+γ+〉(t) + 1 0 2〈γ−γ†+〉(t)
2〈γ−γ†+〉(t) 0 2〈γ†−γ−〉(t) + 1 0
0 2〈γ−γ†+〉(t)∗ 0 2〈γ†−γ−〉(t) + 1
 , (49)
and hence
ΓS(t) + iΞS
2 =

〈γ†+γ+〉(t) + 1 0 〈γ−γ†+〉(t)∗ 0
0 〈γ†+γ+〉(t) 0 〈γ−γ†+〉(t)
〈γ−γ†+〉(t) 0 〈γ†−γ−〉(t) + 1 0
0 〈γ−γ†+〉(t)∗ 0 〈γ†−γ−〉(t)
 , (50)
λc(t) =
1
2{〈γ
†
+γ+〉(t) + 〈γ†−γ−〉(t)−
√
[〈γ†+γ+〉(t)−〈γ†−γ−〉(t)]2 + 4|〈γ−γ†+〉(t)|2} . (51)
When evaluated on a proper state of the system, the Robertson-Schro¨dinger uncertainty relation inequal-
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Figure 5. (Color online) Comparison between second order moments evaluated using the CP-Redfield (a) and Redfield (b)
with the ones predicted by the exact dynamics. As in the case of Fig. 4 continuous lines represent the quantities computed
by solving the exact S+E Hamiltonian model (5) while dotted and dashed lines instead refer to the approximated solutions.
Also each panel contains two plots corresponding each to shorter (left) and longer (right) time scales. In all the plots we used
N (ω0) = 10 (corresponding to 1/β ≈ 10.5ω0), g = 0.3ω0, κ(ω0) = 0.04ω0, ωc = 3ω0, α = 1 – same as those used in Fig. 4.
The value of ∆t used to define CP-Redfield is such that S(∆t)+− = 0.989 , which ensures the saturation of the inequality (23).
ity [33] forces the spectrum of the above matrix to be
non-negative – see Appendix C for details. Accordingly
when ρS(t) is positive semi-definite (i.e. it is a physical
state) one must have λc(t)≥ 0. The temporal evolution
of λc(t) is reported in Fig. 7 for the various approxima-
tion methods and for the exact dynamics: one notice
that while Global, Local, and CP-Redfield always com-
plies with the positivity requirement, the uncorrected
Redfield equation exhibit negative values of λc(t) at
short time scales. Analytically, this can be seen from
the short time scale trend of λc(t) , which from Eq. (34)
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Figure 6. (Color online) Plot of the local excitation
gap 〈a†a〉(t)−〈b†b〉(t) for the different approximation meth-
ods and for the exact dynamics. Global ME (blue dashed
line), Local ME (red dotted line), and convex Mixture ap-
proach (cyan dot-dashed-dashed line) predict an asymptot-
ically zero value for such quantities. On the contrary Red-
field (green dot-dashed line) and CP-Redfield (black dot-dot-
dashed line) give an asymptotic final value for such quantity
in agreement with the exact dynamics (magenta full and
thicker line). In all the plots we used N (ω0) = 10 (cor-
responding to 1/β ≈ 10.5ω0), g = 0.3ω0, κ(ω0) = 0.04ω0,
ωc = 3ω0, α= 1 – same as those used in Figs. 4, 5. The value
of ∆t used to define CP-Redfield is such that S(∆t)+− = 0.989 ,
which ensures the saturation of the inequality (23).
can be determined as
λc(δt)'
(
γ
(1)
−−+γ
(1)
++
2
)[
1− (52)√
1 + 4
(
S
(∆t)
+−
2− γ
(1)
++γ
(1)
−−
|γ(1)+−|2
) |γ(1)+−|2
(γ(1)−−+γ
(1)
++)2
]
δt ,
which tightly gives λc(δt)≥ 0 if and only if the complete
positivity constraint (23) is fulfilled. Notice also that
while none of the approximated methods are able to
follow the whole exact behaviour λc(t), CP-Redfield and
Global provide good agreement in the long time limit,
while CP-Redfield and Local correctly predict λ˙c(0) = 0.
B. Fidelity Comparison
In this section we further discuss the difference be-
tween the various approximation methods, as well as
their relation with the exact solution, evaluating the
temporal evolution of the Uhlmann fidelity [2] between
the associated density matrices of S. We remind that
given ρ(1)S and ρ
(2)
S two quantum states of the system
their fidelity is defined as the positive functional
F(ρ(1)S ,ρ
(2)
S ) :=
∥∥∥∥√ρ(1)S √ρ(2)S ∥∥∥∥
1
, (53)
with ‖Θ‖1 := Tr[
√
Θ†Θ] being the trace norm of the op-
erator Θ. This quantity provides a bona-fide estimation
of how close the two density matrices are, getting its
maximum value 1 when ρ(1)S = ρ
(2)
S , and achieving zero
value instead when the support of ρ(1)S and ρ
(2)
S are or-
thogonal, i.e. when they are perfectly distinguishable.
In the case of two-mode Gaussian states [33] with null
first order moments, a relatively simple closed expres-
sion for F(ρ(1)S ,ρ
(2)
S ) is known in terms of the covariance
matrices of the two density matrices [28, 29, 44]. Specif-
ically, in the eigenmode representation, one has
F2(ρ(1)S ,ρ
(2)
S ) =
1
√
b+
√
c−
√
(
√
b+
√
c)2− a
, (54)
with
a := 2−4det[Γ (1)S + Γ
(2)
S ] , (55)
b := 2−4det[ΞS Γ
(1)
S ΞS Γ
(2)
S −14] ,
c := 2−4det[Γ (1)S + iΞS]det[Γ
(2)
S + iΞS] ,
where Γ (1)S , Γ
(2)
S being the covariance matrices of ρ
(1)
S
and ρ(2)S defined in (47), and with ΞS the symplectic
form given in Eq. (48) – see final part of Appendix C
for details. In what follows we shall make extensive use
of the identity (54) thanks to the fact that for the in-
put state (32) we are considering in our analysis, the
density matrix of S remains Gaussian at all times when
evolved under Global, Local, CP-Redfield ME, as well
as under the exact integration of the full S+E Hamilto-
nian model. The same property unfortunately does not
hold for the convex mixture (31) which is explicitly non-
Gaussian (indeed it is a convex combination of Gaussian
states). In this case hence the result of [44] can not
be directly applied to compute F
(
ρ
(mix)
S (t),ρ
(exact)
S (t)
)
.
Still the concavity property [2] of the F can be invoked
to compute the following lower bound
F
(
ρ
(mix)
S (t),ρ
(exact)
S (t)
)
≥ e−GtF
(
ρ
(loc)
S (t),ρ
(exact)
S (t)
)
+(1− e−Gt)F
(
ρ
(glob)
S (t),ρ
(exact)
S (t)
)
,(56)
with the right-hand-side being provided by Gaussian
terms. Finally the non-positivity of the (uncorrected)
Redfield equation also gives rise to problems in the eval-
uation of the associated fidelity (as a matter of fact, in
this case the quantity F
(
ρ
(red)
S (t),ρ
(exact)
S (t)
)
is simply
ill defined). Aware of this fundamental limitation, but
also of the fact that the departure from the positivity
condition of the solution ρ(red)S (t) of the Redfield equa-
tion is small, in our analysis we decided to present the
real part of F2
(
ρ
(red)
S (t),ρ
(exact)
S (t)
)
.
To begin, in Fig. 8 we present the value of
F2(ρ(loc)S (t),ρ
(glob)
S (t)): as clear from the plot, this quan-
tity is sensibly different from 1 at short and at long time
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Figure 7. (Color online) Plots of the quantity λc(t) of Eq. (46) for different approximation methods and using the exact
result, at shorter (a) and longer (b) time scales. In all the plots we used N (ω0) = 10 (corresponding to 1/β ≈ 10.5ω0),
g = 0.3ω0, κ(ω0) = 0.04ω0, ωc = 3ω0, α= 1 – same as those used in Figs. 4-6. The value of ∆t used to define CP-Redfield is
such that S(∆t)+− = 0.989 , which saturates the inequality (23).
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Figure 8. Fidelity between the solutions ρ(loc)S (t) and ρ
(glob)
S (t) of the Local and Global MEs associated with the initial
condition (32) at shorter (left) and longer (right) time scales. In the plots we used N (ω0) = 10 (corresponding to 1/β ≈
10.5ω0), g = 0.3ω0, κ(ω0) = 0.04ω0, ωc = 3ω0, α= 1 – same as those of Figs. 4-7.
scales (confirming the observation of the previous sec-
tion) while it is ∼ 1 at intermediate time scales. In
Fig. 9 instead we proceed with the comparison of the
approximate solutions with the exact one. The reported
plots confirm that the convex combination of the local
and global solutions (31) is an effective ansatz to ap-
proximate the system evolution, giving a (lower) bound
for the fidelity computed as in Eq. (56) that is close
to 1 both at short and at long time scales. On the
same footing we find the CP-Redfield equation which
still remaining positive brings all the main qualities of
the (full) Redfield ME. For completeness, in Fig. 10 we
report two situations in which the Global ME and the
local ME work extremely bad respectively. In Panel (a)
we consider weaker internal coupling g such that the lo-
cal ME gives a satisfying result for the whole dynamics
while the inadequacy of the Global ME during the tran-
sient is accentuated; In Panel (b) we decrease instead
the temperature accentuating the inadequacy of the lo-
cal ME in the steady prediction. In both the Panels
we report the curve corresponding to the CP-Redfield
approximation. The last follows either the local or the
global curve depending on which one performs better in
the two instances.
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Figure 9. (Color online) Fidelity between approximated system states and the exact system state. Different curves refer
to the kind of approximation (see the legend): Redfield, green dot-dashed line (using Re(F2)); CP-Redfield, black dot-dot-
dashed line; local, red dotted line; global, blue dashed line; convex mixture of Eq. (31) with G = 0.4κ(ω0), magenta full
line (using the lower bound given in the right-hand-side of Eq. (56)). The four panels differ just for the axes scales. In the
plots we used N (ω0) = 10 (corresponding to 1/β ≈ 10.5ω0), g = 0.3ω0, κ(ω0) = 0.04ω0, ωc = 3ω0, α = 1 – same as those of
Figs. 4-8.
V. CONCLUSIONS
In the study of multipartite Markovian open qua-
tum systems it has been widely discussed in literature
whether the local dissipator or the global dissipator is
more adapt to effectively reproduce the system dynam-
ics [26, 28–30]. Here we have treated a case where the
system is composed of two interacting harmonic oscilla-
tors A and B, with only A interacting with a thermal
bath - collection of other harmonic oscillators - and we
have analyzed the equilibration process of the system
initially in the ground state with the finite bath tem-
perature. We have shown that the “completely positive
Redfield” equation — i.e. the cured version of the Red-
field equation by means of coarse-grain averaging [25] —
and an appropriate time-dependent convex mixture of
the local and global solutions (31) give rise to the most
accurate semigroup approximations of the exact system
dynamics, both during the time transient and for the
steady state properties, going beyond the pure local and
global approximations. The convex mixture of the local
and global channels has been introduced phenomenolog-
ically for allowing at the same time coherent local en-
ergy exchange at short time scales between A and B and
the steady state expected from the thermodynamics at
long time scales, i.e. the global Gibbsian state. Future
developments on this route may concern the search of
a microscopic derivation of this (non-Markovian) quan-
tum channel.
D. F and V. G. acknowledge support by MIUR via
PRIN 2017 (Progetto di Ricerca di Interesse Nazionale):
project QUSHIP (2017SRNBRK).
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Figure 10. (Color online) Fidelity between approximated system states and the exact system state for (a) N (ω0) = 10,
g = 0.04ω0 (weaker internal coupling) and (b) N (ω0) = 0.01 (low temperature regime), g = 0.3ω0. As explained in the legend
the black dot-dot-dashed line refer to the CP-Redfield solution (S(∆t)+− = 0.9998 in (a) and S
(∆t)
+− = 0.4813 in (b)); the red
dotted line to the Local ME solutions, and finally the blue dashed line to the Global ME solution. In all the plots we assumed
α= 1 (Ohmic spectral density regime) and kept κ(ω0) = 0.04ω0, ωc = 3ω0. Notice finally that in (b) the Fidelity is generally
higher (see the different ordinate scales in (a) and (b)). This is due to the choice of the ground-state (32) as initial state,
which implies that at low temperature such initial condition is just weakly modified.
Appendix A: Derivation of the coarse-grained Redfield and
Local ME
In this section we provide details about the deriva-
tions of the coarse-grained Redfield (13) and Local (28)
MEs. For (13) we make use of Refs. [8, 28] and of
the method to correct the non-positivity of the Red-
field equation given in Ref. [25], while for (28) we follow
the approach of Ref. [28].
Expressed in interaction picture the evolution of the
joint state of S + E induced by the Hamiltonian (5) is
given by the Liouville-von Neumann equation
˙˜ρSE(t) =−i
[
H˜1(t), ρ˜SE(t)
]
−
, (A1)
where given U0(t) := ei(HS+HE)t we have
H˜1(t) := U0(t)H1U †0(t) = a
†(t)C(t) +h.c. (A2)
with a†(t) := eiHS,gta†e−iHS,gt and C(t) :=∑
k γkcke
−i(ωk−ω0)t. Tracing out the environment
degrees of freedom, Eq. (A1) can be written as
˙˜ρS(t) =−iTrE
[
H˜1(t), ρ˜SE(0)
]
−
(A3)
−
∫ t
0
TrE
[
H˜1(t),
[
H˜1(t′), ρ˜SE(t′)
]
−
]
−
dt′ .
We assume now weak system-environment coupling such
that the environment stays in its own Gibbs state (11)
(invariant in interaction picture) for all the system dy-
namics and the SE state can be approximated by the
tensor product
ρ˜SE(t)' ρ˜S(t)⊗ ρE(0). (A4)
Equation (A4) means that the environment, being a
macroscopic object, can be considered insensitive to the
interaction with the system (Born approximation [8]).
On the contrary the system state is affected by the cou-
pling with the environment. Being the first moments
null over a thermal state, the first commutator in (A3)
is zero and by inserting the tensor product (A4) such
equation becomes
˙˜ρS(t)' (A5)∫ t
0
dt′c(1)(t− t′)
(
a†(t′)ρ˜S(t′)a(t)− a(t)a†(t′)ρ˜S(t′)
)
+
c(2)(t− t′)
(
a(t′)ρ˜S(t′)a†(t)− a†(t)a(t′)ρ˜S(t′)
)
+h.c. ,
where c(1)(τ) and c(2)(τ) are bath correlation functions
defined as
c(1)(τ) :=
〈
C†(τ)C
〉
=
∑
k
γ2kN (ωk)ei(ωk−ω0)τ , (A6)
c(2)(τ) :=
〈
C(τ)C†
〉
=
∑
k
γ2k [1 +N (ωk)]e−i(ωk−ω0)τ .
Next step is the Markovian assumption τE δt, where
δt is the typical time scale of the state in interaction
picture and τE is the bath memory time scale, i.e. the
characteristic width of the bath correlation functions
(A6). Such time scale separation allows to replace in
Eq. (A5) the upper integration bound with +∞ and to
neglect the τ := t−t′ dependence of the state ρ˜S, leading
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to the Redfield equation (interaction picture):
˙˜ρS(t)'
∫ ∞
0
dτ
[
c(1)(τ) (A7)
×
(
a†(t− τ)ρ˜S(t)a(t)− a(t)a†(t− τ)ρ˜S(t)
)
+c(2)(τ)
(
a(t− τ)ρ˜S(t)a†(t)− a†(t)a(t− τ)ρ˜S(t)
)]
+h.c.
As described in Ref. [28], if the bath correlation func-
tions are narrow enough with respect to the internal
coupling time scale, i.e. gτE  1, in Eq. (A7) one can
approximate a(t− τ) ≈ a(t) obtaining the interaction
picture version of the Local ME (28), which is in Lind-
blad form without the need of any secular approxima-
tion. Alternatively, passing to the eigenmode basis of
Eq. (3), Eq. (A7) can be equivalently written as
˙˜ρS(t) =
1
2
∑
σ,σ′
[
Ω
(1)
σ e
i(σ−σ′)gt
(
γ†σρ˜S(t)γσ′ − γσ′γ†σρ˜S(t)
)
+Ω(2)σ′ e
i(σ−σ′)gt
(
γσ′ ρ˜S(t)γ†σ − γ†σγσ′ ρ˜S(t)
)]
+h.c.
(A8)
where
Ω
(1)
σ :=
∫ ∞
0
dτc(1)(τ)e−iσgτ , (A9)
Ω
(2)
σ′ :=
∫ ∞
0
dτc(2)(τ)eiσ′gτ . (A10)
Next step is to perform a coarse-grain average on
Eq. (A8) over a time interval ∆t δt, which amounts
in applying the following substitution
ei(σ−σ
′)gt −→ 1
∆t
∫ t+∆t/2
t−∆t/2
ds ei(σ−σ
′)gs
= ei(σ−σ′)gtsinc
(
(σ−σ′)g∆t
2
)
,(A11)
without affecting the system state in interaction picture.
Equation (13) is eventually obtained by passing to the
Schro¨dinger picture. Indeed the Lamb-shift and the dis-
sipator coefficients of Eqs. (16) and (17) are related to
the quantities Ω(i)σ as
γ
(i)
σσ′ =
1
2(Ω
(i)
σ +Ω(i)σ′
∗
) , (A12)
η
(i)
σσ′ =
1
4i (Ω
(i)
σ −Ω(i)σ′
∗
) . (A13)
Appendix B: Completely positive map requirement for the
coarse-grained Redfield equation
To discuss the complete positivity condition for the
coarse-grained Redfield equation let us observe that its
dissipator is given by the last two lines in the right-hand-
side of Eq. (13). Following Ref. [25] we write them as∑
i,σ,i′,σ′
γi′σ′,iσ
(
A†i′,σ′ρS(t)Ai,σ −
1
2
[
Ai,σA†i′,σ′ , ρS(t)
]
+
)
,
with A1,σ = γσ, A2,σ = γ†σ, and γi′σ′,iσ being the ele-
ments of the 4× 4 hermitian matrix
γI,J =

γ
(1)
++ γ
(1)
+−S
(∆t)
+− 0 0
γ
(1)
−+S
(∆t)
+− γ
(1)
−− 0 0
0 0 γ(2)++ γ
(2)
+−S
(∆t)
+−
0 0 γ(2)−+S
(∆t)
+− γ
(2)
−−
 .
(B1)
Complete positivity of the evolution described by
Eq. (13) can now be guaranteed by the imposing posi-
tiveness of the spectrum of (B1), a condition which by
explicit diagonalization leads to Eq. (23).
Appendix C: Covariance matrices
Expressed in terms of the system canonical coordi-
nates
xA := (a+ a†)/
√
2 , pA := (a− a†)/(
√
2i) ,
xB := (b+ b†)/
√
2 , pB := (b− b†)/(
√
2i) , (C1)
the covariance matrix ΣS associated with the quantum
state ρS of the two-mode system S is defined as the 4×4
real hermitian matrix
[ΣS]αβ :=
〈[
rS,α−〈rS,α〉,rS,β −〈rS,β〉
]
+
〉
, (C2)
where as usual we adopt the shorthand notation 〈· · · 〉 :=
Tr[· · ·ρS], and where rS,α is the α-th component of the
operator vector rS := (xA,pA,xB,pB)T . In this notation
the symplectic form of the system is defined by the ma-
trix ΩS of elements
ΩS :=
 0 1 0 0−1 0 0 00 0 0 1
0 0 −1 0
 , (C3)
which embodies the canonical commutation rules of the
model via the identity 〈[rS,α,rS,β ]−〉 = i[ΩS]αβ . From
the Robertson-Schro¨dinger uncertainty relations [33] it
hence follows, that for all choice of ρS we must have that
the matrix ΣS+iΩS is non-negative or equivalently that
the following inequality must hold
min{ eigenvalues[ΣS + iΩS] } ≥ 0 . (C4)
Equation (C4) is at the origin of the study we presented
in Fig. 7. We notice indeed that introducing the unitary
matrix
V := 12
 1 1 1 1−i i −i i1 1 −1 −1
−i i i −i
 , (C5)
from Eq. (3) the following identity holds,
rS = VΓ S , (C6)
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with Γ S the operator vector introduced in Eq. (47),
which in turns implies
ΣS = VΓSV† , ΩS = VΞSV† , (C7)
with ΞS as in Eq. (48). Accordingly, we get
ΣS + iΩS = V (ΓS + iΞS)V† , (C8)
which finally allows us to translate Eq. (C4) into the
positivity condition for the quantity λc(t) introduced in
Eq (46).
Notice finally that the unitary relations (C7) are also
at the origin of Eqs. (54) and (55) which we derived
from [28, 29, 44] via the identities
det[Γ (1)S + Γ
(2)
S ] = det[Σ
(1)
S +Σ
(2)
S ] ,
det[ΞS Γ
(1)
S ΞS Γ
(2)
S −14] = det[ΩS Σ
(1)
S ΩS Σ
(2)
S −14] ,
det[Γ (j)S + iΞS] = det[Σ
(j)
S + iΩS] , (C9)
where for j = 1,2, Γ (j)S and Σ
(j)
S represent the covariance
matrices (47) and (C2) of the matrices ρ(j)S .
Appendix D: The exact model
In this section, following a procedure similar to [30],
we discuss how to explicitly solve the exact dynamics of
the Hamiltonian model for the joint system S + E .
Passing to the canonical variables of the full model,
i.e. introducing the operators xA = (a+ a†)/
√
2, pA =
(a−a†)/(√2i), xB = (b+b†)/
√
2, pB = (b−b†)/(
√
2i) as
in Eq. (C1) and xk = (ck+c†k)/
√
2, pk = (ck−c†k)/(
√
2i),
the Hamiltonian (5) of S + E can be written as
H = 12r
THr + const . (D1)
The vector operator r is the generalization of rS intro-
duced in Sec. C that now contains the canonical coor-
dinates of all the S + E modes, i.e.
r = (xA,pA,xB,pB,x1,p1, ...,xM ,pM )T , (D2)
and H is a real symmetric (2M + 4)× (2M + 4) matrix,
having non null elements only on the diagonal and on
the first two rows and on the first two columns. This
is because only the sub-system A is microscopically at-
tached to the thermal bath:
H=

ωA 0 g 0 γ1 0 . . . γM 0
0 ωA 0 g 0 γ1 . . . 0 γM
g 0 ωB 0 0 0 . . . 0 0
0 g 0 ωB 0 0 . . . 0 0
γ1 0 0 0 ω1 0 . . . 0 0
0 γ1 0 0 0 ω1 . . . 0 0
...
...
...
...
...
...
. . .
...
...
γM 0 0 0 0 0 . . . ωM 0
0 γM 0 0 0 0 . . . 0 ωM

. (D3)
Exploiting the above construction the expectation value
of r can now be shown to evolve in time as [33]
〈r(t)〉 := Tr[rρSE(t)] = eΩHt〈r(0)〉 , (D4)
where Ω is the symplectic form of the entire model, i.e.
the (2M + 4)× (2M + 4) matrix
Ω :=
M+2⊕
i=1
(
0 1
−1 0
)
, (D5)
whose elements embody the canonical commutation
rules of entire S+E system via the identity 〈[rα,rβ ]−〉=
iΩαβ . Similarly the covariance matrix of elements
Σαβ(t) := Tr
[[
rα−〈rα(t)〉,rβ −〈rβ(t)〉
]
+
ρSE(t)
]
=
〈[
rα(t)−〈rα(t)〉,rβ(t)−〈rβ(t)〉
]
+
〉
,(D6)
can be shown to evolve as
Σ(t) = eΩHtΣ(0)eHΩT t . (D7)
For future reference it is worth stressing that the 4× 4
principal minor of the matrix Σ(t) (i.e. the sub-matrix
obtained from the latter by taking the upper left 4×
4 part) corresponds to the covariance matrix ΣS(t) of
the S system alone, whose elements can be formally
expressed as in Eq. (C2).
In the evaluation of Eqs. (D4), (D7) one can resort to
the exact diagonalization of the Hermitian matrix M
defined as
M := iΩH . (D8)
Calling (g1, . . . ,g2M+4) the eigenvalues of M and
Vαβ := [g(β)]α (D9)
the unitary matrix whose columns are the normalized
eigenvectors g(α) corresponding to the eigenvalues gα,
the diagonal form of the matrix M is obtained as:
diag(g1, . . . ,g2M+4) = V †MV . (D10)
Accordingly, we can now rewrite Eqs. (D4), (D7) in the
form
〈r(t)〉= V E−(t)V †〈r(0)〉
Σ(t) = V E−(t)V †Σ(0)V E+(t)V † , (D11)
with
E∓(t) = diag
(
e∓ig1t, . . . ,e∓ig2M+4t
)
. (D12)
In summary, the exact dynamics is obtained thanks
to the numerical diagonalization of the matrix M of
Eq. (D8) and by performing the matrix multiplications
in Eq. (D11). Regarding the initial conditions, we ob-
serve that in the case of the input state we have selected
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in Eqs. (10), (11) and (32), the initial covariance matrix
reads as the direct sum
Σ(0) =

12 0 0 . . . 0
0 12 0 . . . 0
0 0 [2N (ω1) + 1]12 . . . 0
...
...
...
. . .
...
0 0 0 . . . [2N (ωM ) + 1]12

(D13)
with 12 being the 2×2 identity matrix and N (ωk) being
the Bose-Einstein mean occupation numbers introduced
in Eq. (22). Regarding the first order moments instead,
since 〈r(0)〉 = 0 the evolution law of Eq. (D4) leads to
〈r(t)〉= 0 for all t≥ 0.
1. Memory and recurrence time scales
When resorting to numerical methods in solving the
exact Hamiltonian model one should be aware of the
fact that since it involves a finite number of parties (i.e.
the system modes A and B and the M environmental
modes), it will be characterized by a recurrence time
scale Trec that, due to the various approximation in-
volved in their derivation, leave no trace in the corre-
sponding ME expressions. An estimation of such quan-
tity can be retrieved directly from the periodicity of the
correlation functions of Eq. (A6) which leads us to (see
Fig. 11a):
Trec = 2piM/ωc . (D14)
The choice of the parameters ωc = 3ω0 and M ≈ 400
[28] ensures that the discretization does not play any
role in the time window we have considered for all the
plots.
The width of the correlation functions (A6) also plays
an important role in the model: it yields the time τE
which takes for the information that emerges from the
system to get lost into the environment and never com-
ing back [8]. Such time scale can’t be resolved by any
approximation we have discussed so far, because of the
Markovian assumption which is present in all of them.
The estimation of this time scale is given by the half
width at half maximum (see Fig. 11b) of |c(1)(τ)| and
|c(2)(τ)|. For N (ω0) = 10 we get
τE ≈ 3.8/ωc . (D15)
2. Low temperature effects
It is well known that in the low temperature regime
correlation effects between the bath and the system tent
to arise, challenging the Born approximation used in the
derivation of the Markovian MEs [38]. An evidence of
this fact is presented in Fig. 12 where the time evolution
of the average components of the Hamiltonian (5) are
presented for two different choices of the parameter 1/β.
Appendix E: On the thermalization of the system
eigenmodes
We show here the dual counterparts of the moments
reported in Figs. 4 and 5 in the basis of the eigenmodes
(3), making clearer when these eigenmodes reach the
correct thermalization or not depending on the imple-
mented approximation. The second order moments in
the a, b basis and the ones in the γ+, γ− basis are related
each other as
1
2(〈a
†a〉− 〈b†b〉) = Re〈γ−γ†+〉 , (E1)
Im〈ab†〉= Im〈γ−γ†+〉 , (E2)
Re〈ab†〉= 12(〈γ
†
+γ+〉− 〈γ†−γ−〉) , (E3)
〈a†a〉+ 〈b†b〉= 〈γ†+γ+〉+ 〈γ†−γ−〉 . (E4)
The steady state (39) is what one expects
from thermodynamics. It implies 〈γ†±γ±〉(∞) =
N (ω±) ,〈γ−γ†+〉(∞) = 0 . This result is captured by
applying the global approximation (see Eqs. (36)),
which under the initial conditions (35) gives
〈γ−γ†+〉
∣∣∣
(glob)
(t) = 0, (E5)
〈γ†±γ±〉
∣∣∣
(glob)
(t) =N (ω±)
(
1− e− 12κ(ω±)t
)
. (E6)
On the other hand, the local approximation fails just
about the steady state properties. As discussed in [37],
under the same initial conditions and when the Lamb-
shift correction δωA can be neglected, the local ME (see
Eqs. (37)) leads to
Re〈γ−γ†+〉
∣∣∣
(loc)
(t) =N (ω0)e
−κ(ω0)t/2

κ(ω0)sin(t/2) ,
Im〈γ−γ†+〉
∣∣∣
(loc)
(t) = 4N (ω0)κ(ω0)g e
−κ(ω0)t/2
2
[1− cos(t/2)] ,
〈γ†±γ±〉
∣∣∣
(loc)
(t) =N (ω0)
×{1− e
−κ(ω0)t/2
2
[
16g2−κ(ω0)2 cos(t/2)
]} ,
with  :=
√
(4g)2−κ(ω0)2. Using the relations (E1-E4),
the above equations imply in the a,b basis:
〈a†a〉
∣∣∣
(loc)
(t) =N (ω0){1− e
−κ(ω0)t/2
2
×[16g2−κ(ω0)sin(t/2)−κ(ω0)2 cos(t/2)]} ,
〈b†b〉
∣∣∣
(loc)
(t) =N (ω0){1− e
−κ(ω0)t/2
2
×[16g2 +κ(ω0)sin(t/2)−κ(ω0)2 cos(t/2)]} ,
Im〈ab†〉
∣∣∣
(loc)
(t) = 4N (ω0)κ(ω0)g e
−κ(ω0)t/2
2
[1− cos(t/2)] ,
Re〈ab†〉
∣∣∣
(loc)
(t) = 0 ,
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Figure 11. (Color online) Plot of the modulus of the bath correlation functions c(1)(τ) and c(2)(τ) (units ω20) defined in
Eq. (A6) that provide estimations of the recurrence time (a) and of the memory time (b). In Panel (a) we take M = 50
oscillators in the thermal bath. We chose the parameters N (ω0) = 10, κ(ω0) = 0.04ω0, ωc = 3ω0 and α= 1 .
i.e.
〈HS,g〉
∣∣∣
(loc)
(t) = 0 . (E7)
In Fig. 13 we plot the moments in the eigenmodes
basis, comparing the results obtained by the Global,
Local, convex mixture, Redfield, CP-Redfield approxi-
mations with the ones predicted by the exact dynam-
ics, by including this time also the Lamb-shift con-
tributions. In the local case for instance the Lamb-
shift implies a tiny splitting between 〈γ†+γ+〉
∣∣∣
(loc)
(t) and
〈γ†−γ−〉
∣∣∣
(loc)
(t) at short time scales (connected to a small
but non-vanishing Re〈ab†〉
∣∣∣
(loc)
(t), see Eq. (E3)). Again
the convex mixture of the local and global approxima-
tions of Eq. (31) and the CP-Redfield equation yield a
very good approximation either of the transient than of
the steady state properties.
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Figure 12. (Color online) Time evolution of the average components of the Hamiltonian (5) obtained by numerically solving
the exact dynamics of the full S + E model in the high temperature regime N (ω0) = 10 (a), and in the low temperature
regime N (ω0) = 0.01 (b). As indicated by the legend the red dashed line corresponds to the local energy of mode A; the
blue dot-dashed line to the local energy term of mode B; the green dotted line to the Hamiltonian A-B coupling term; and
finally the black full line to the Hamiltonian S − E coupling term. Notice that as the temperature decreases the incidence
of the system-environment coupling gets relatively more consistent: this is explicitly shown in panel (c) where we report the
ratio 〈H1〉/〈HS〉 for the two regimes. In all the plots we assumed g = 0.3ω0, κ(ω0) = 0.04ω0, ωc = 3ω0, and α= 1.
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Figure 13. (Color online) Comparison of second order moments in the eigenmodes basis evaluated using the global (a), local
(b), convex mixture (c), Redfield (d), CP-Redfield (e) approximations with the ones predicted by the exact dynamics. As
indicated by the legend continuous lines in the plots represent the quantities computed by solving the exact S+E Hamiltonian
model (5); dotted and dashed lines instead refer to the approximated solutions. Each panel contains two plots corresponding
each to shorter (left) and longer (right) time scales. We chose the parameters N (ω0) = 10, g = 0.3ω0, κ(ω0) = 0.04ω0,
ωc = 3ω0 and α= 1 .
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