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a b s t r a c t
Matching of solutions of boundary value problems plays an important role in interface
problems. We are concerned with the existence and uniqueness of solutions to boundary
value problems on an interval [a, c] for the nth order ordinary differential equation y(n) =
f (x, y, y′, . . . , y(n−1)), for n ≥ 3, by matching solutions on [a, b] with solutions on [b, c].
In this paper, we consider a general case where the gap in boundary conditions at b is odd.
Different monotonicity conditions on f are imposed for distinct cases that arise.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Matching of solutions of boundary value problems is intimately involved with interface problems for which an
intermediate boundary point corresponds to a point of interface [1–4]. For such problems, as smooth as possible interfacing
is desired. Otherwise, leakage or impulses in transfer rates occur. Most matching results deal with smoothing one possible
break in some order derivative. This paper deals with smoothing by matching, when gaps in the derivatives at the interface
point involve several successive derivatives, in which case there is great difficulty in transfer across the interface; and so the
hypotheses for matching can be seemingly strong.
This paper presents the existence and uniqueness of solutions to boundary value problems (BVP’s) on an interval [a, c]
for the nth order ordinary differential equation,
y(n)(x) = f (x, y(x), y′(x), . . . , y(n−1)(x)), n ≥ 3, x ∈ [a, c], (1.1)
satisfying the boundary conditions,
y(a) = y1, y(i)(b) = yi+2, 0 ≤ i ≤ k1 − 1,
y(i)(b) = yi+1, k1 + 1 ≤ i ≤ k2 − 1,
y(i)(b) = yi, k2 + 1 ≤ i ≤ n− 1, y(c) = yn,
(1.2)
where a < b < c , and y1, y2, . . . , yn ∈ R, and k1, k2 ∈ Z such that 0 ≤ k1 < k2 ≤ n− 1 and k2 − k1 is odd.
It is assumed throughout that f : [a, c] × Rn → R is continuous and that solutions to initial value problems (IVP’s) for
(1.1) are unique and exist on the entire interval [a, c]. Moreover, k1 and k2 are fixed throughout.
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The approach taken here is based on the use of a solution-matching technique. Given the following sets of boundary
conditions,
y(a) = y1, y(i)(b) = yi+2, 0 ≤ i ≤ k1 − 1, y(k1)(b) = m,
y(i)(b) = yi+1, k1 + 1 ≤ i ≤ k2 − 1, y(i)(b) = yi, k2 + 1 ≤ i ≤ n− 1, (1.3)
y(a) = y1, y(i)(b) = yi+2, 0 ≤ i ≤ k1 − 1, y(k2)(b) = m,
y(i)(b) = yi+1, k1 + 1 ≤ i ≤ k2 − 1, y(i)(b) = yi, k2 + 1 ≤ i ≤ n− 1, (1.4)
y(i)(b) = yi+2, 0 ≤ i ≤ k1 − 1, y(i)(b) = yi+1, k1 + 1 ≤ i ≤ k2 − 1,
y(k1)(b) = m, y(i)(b) = yi, k2 + 1 ≤ i ≤ n− 1, y(c) = yn, (1.5)
y(i)(b) = yi+2, 0 ≤ i ≤ k1 − 1, y(i)(b) = yi+1, k1 + 1 ≤ i ≤ k2 − 1,
y(k2)(b) = m, y(i)(b) = yi, k2 + 1 ≤ i ≤ n− 1, y(c) = yn, (1.6)
where m ∈ R, we will match solutions of the BVP’s (1.1), (1.3) on [a, b] with solutions of the BVP’s (1.1), (1.5) on [b, c], or
solutions of (1.1), (1.4) on [a, b]with solutions of (1.1), (1.6) on [b, c], to obtain a desired unique solution of (1.1), (1.2). The
condition that k2 − k1 is odd is key here.
The solution-matching technique was introduced by Bailey et al. [5]. They obtained the existence and uniqueness of
solutions to two-point BVP’s for the second order differential equation y′′ = f (x, y, y′) bymatching solutions of initial value
problems. Then, in 1973, Barr and Sherman [6] assumed monotonicity conditions on f and applied the solution-matching
technique to third order equations and generalized to equations of arbitrary order. Since then, a lot of work has been done
on the existence and uniqueness of certain BVP’s for third order or higher order differential equations, differential systems
or differential equations on time scales by matching solutions. We refer the readers to [7–24].
Concerning three-point BVP’s for nth order differential equations (1.1), (1.2), the special cases of k2 = n−1 and k1 = n−2
were discussed in [18,9]. Recently, [16] considered the case when there is a gap in the boundary conditions not necessarily
equal to 1 specified at the matching point; in particular, when k2 = n − 1 and k1 = n − 2k, where k ∈ N and n − 2k ≥ 0.
In the present paper, we will consider the more general cases where k2 − k1 is required only to be odd. As far as we know,
these kinds of BVP’s have not been discussed yet.
Monotonicity conditions on f will guarantee that the postulation of the value of the k1st or k2nd derivative at b of a
solution to (1.1) presupposes a knowledge of the values of all derivatives at b. The parity of the order n of the differential
equation also plays a role since the odd or even property of n − k1 will invoke different monotonicity conditions on f . In
Sections 2 and 3, we will separately consider the case that n − k1 is even from the case that n − k1 is odd, in order to
give some basic lemmas on the relation between the values of the k1st order derivative and the k2nd order derivative at
b of two solutions to (1.1) that satisfy the boundary conditions (1.2), respectively, on the interval [a, b] and the interval
[b, c]. Different monotonicity conditions will be imposed on f with respect to [a, b] and [b, c] for distinct cases that arise. In
Section 4, based on our results in Sections 2 and 3, we obtain the existence and uniqueness of solutions to (1.1), (1.2).
2. Preliminaries for the case: n− k1 is even
In this section, we impose somemonotonicity conditions on f , which depend onwhether k2 = n−1 or themore general
1 ≤ k2 ≤ n− 1. We choose from the following list of conditions.
(A1): If k2 = n− 1, then for any vn−1 = un−1,
f (x, v0, v1, . . . , vn−1)− f (x, u0, u1, . . . , un−1) > 0,
when x ∈ (a, b] and (−1)n−ivi ≥ (−1)n−iui, 0 ≤ i ≤ k2 − 1, i ≠ k1, vk1 > uk1 ; when x ∈ [b, c) and
vi ≥ ui, 0 ≤ i ≤ k2 − 1, i ≠ k1, vk1 > uk1 .
(A2): The function f is of the form f (x, u0, u1, u2, . . . , uk2), and
f (x, v0, v1, . . . , vk2)− f (x, u0, u1, . . . , uk2) > 0,
when x ∈ (a, b] and (−1)n−ivi ≥ (−1)n−iui, 0 ≤ i ≤ k2, i ≠ k1, vk1 > uk1 ;
when x ∈ [b, c) and vi ≥ ui, 0 ≤ i ≤ k2, i ≠ k1, vk1 > uk1 .
(A3): The function f is of the form f (x, u0, u1, u2, . . . , uk1), and
f (x, v0, v1, . . . , vk1)− f (x, u0, u1, . . . , uk1) ≥ 0,
when x ∈ (a, b] and (−1)n−ivi ≥ (−1)n−iui, 0 ≤ i ≤ k1;
when x ∈ [b, c) and vi ≥ ui, 0 ≤ i ≤ k1.
When k2 = n−1, our next two lemmas are true under one of conditions (A1)–(A3). Condition (A1) is the same as condition
(A) in [16]. With (A1), f (x, u0, u1, . . . , un−1) is strictly monotone in uk1 and f does not have to be monotone with respect to
the last variable. Condition (A2) is stronger than (A1) since f is required to be monotone in all ui, for 0 ≤ i ≤ k2 = n − 1,
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including un−1. But Condition (A2) contains cases when k2 < n−1. In Condition (A3), f (x, u0, u1, . . . , uk1) is monotonewith
respect to all ui, for 0 ≤ i ≤ k1, but not necessarily strictly monotone.
In the following two lemmas, we show the relations between the values of the k1st order derivative and the k2nd order
derivative at b of two solutions of (1.1) that satisfy the boundary conditions (1.2), respectively, on the interval [a, b] and on
the interval [b, c]. These two lemmas are essentially important for producing our main results in Section 4. All conclusions
in the two lemmas are proved by contradiction.
If k2 = n− 1 and f satisfies (A1), the proofs of the next two lemmas are the same as those of Lemmas 2.1 and 2.2 in [16].
We omit the proofs for that case to avoid technical difficulties. Therefore, our following proofs are based on f satisfying
either (A2) or (A3).
Lemma 2.1. Assume f satisfies one of conditions (A1)–(A3) if k2 = n− 1, and f satisfies conditions (A2) or (A3) if k2 < n− 1.
Suppose p and q are solutions to (1.1) on [a, b] andw = p− q satisfies the following boundary conditions:
w(a) = 0, w(i)(b) = 0, 0 ≤ i ≤ n− 1, i ≠ k1, k2.
Then,w(k1)(b) = 0 if and only if w(k2)(b) = 0. Also,w(k1)(b) > 0 if and only if w(k2)(b) > 0.
Proof. The proofs of the case that f satisfies (A1) are omitted here, see Lemma 2.1 in [16] for reference. Here we assume f
satisfies (A2) or (A3).
(⇒) The necessity of the equalities.
Supposew(k1)(b) = 0 andw(k2)(b) ≠ 0. Without loss of generality, we assumew(k2)(b) > 0.
Since w(a) = 0, w(i)(b) = 0, 0 ≤ i ≤ k2 − 1 (note 1 ≤ k2 ≤ n − 1), and w(k2)(b) > 0, by repeated applications of
Rolle’s Theorem, there exists r1 ∈ (a, b) such that w(k2)(r1) = 0, w(k2)(x) > 0, for x ∈ (r1, b], and (−1)k2−iw(i)(x) > 0, i.e.,
(−1)n−iw(i)(x) < 0, for 0 ≤ i ≤ k2 − 1 and x ∈ [r1, b). In particular,w(k1)(x) < 0, for x ∈ [r1, b).
Then by applying condition (A2) (or (A3)) on [r1, b), we have that
w(n)(x) = f (x, p, p′, . . . , p(k2))− f (x, q, q′, . . . , q(k2)) < 0,
(orw(n)(x) = f (x, p, p′, . . . , p(k1))− f (x, q, q′, . . . , q(k1)) ≤ 0)
where x ∈ [r1, b). By w(k2)(r1) = 0, w(k2)(b) > 0, and the Mean Value Theorem, there is some r2 ∈ (r1, b) such that
w(k2+1)(r2) > 0. Since r2 ∈ (r1, b), sow(n)(r2) < 0 (or≤ 0).
If k2 = n − 1, then w(n)(r2) = w(k2+1)(r2) > 0, and we arrive at a contradiction to w(k2+1)(r2) = w(n)(r2) < 0 (or
≤ 0). If k2 < n − 1, from w(i)(b) = 0 for k2 + 1 ≤ i ≤ n − 1, and w(n)(x) < 0 (or ≤ 0), for x ∈ [r1, b), we have that
(−1)n−iw(i)(x) < 0 (or ≤ 0), for k2 + 1 ≤ i ≤ n − 1 and x ∈ [r1, b). In particular, w(k2+1)(r2) < 0 (or ≤ 0), which is a
contradiction tow(k2+1)(r2) > 0.
Therefore,w(k2)(b) = 0, ifw(k1)(b) = 0.
(⇐) The sufficiency of equalities.
Supposew(k2)(b) = 0 andw(k1)(b) ≠ 0. Without loss of generality, we assumew(k1)(b) > 0.
Case 1: Suppose f satisfies condition (A2).
Byw(i)(b) = 0, for 0 ≤ i ≤ n− 1, i ≠ k1, w(k1)(b) > 0, and condition (A2), we have
w(n)(x) = f (x, p, p′, . . . , p(k2))− f (x, q, q′, . . . , q(k2)) > 0.
In the cases of k1 > 0 or k1 = 0, by w(a) = 0, w(i)(b) = 0, for 0 ≤ i ≤ k1 − 1, and repeated applications of Rolle’s
Theorem, or by continuity ofw, respectively, we have some s1 ∈ [a, b) such thatw(k1)(s1) = 0, w(k1)(x) > 0 on (s1, b], and
(−1)n−iw(i)(x) > 0 on [s1, b) for 0 ≤ i ≤ k1 − 1 (if k1 > 0), and so by the Mean Value Theorem, there is some s2 ∈ (s1, b)
such thatw(k1+1)(s2) > 0.
From w(i)(b) = 0, for k1 + 1 ≤ i ≤ n − 1, and w(n)(b) > 0, we have that in a deleted left neighborhood of
b, (−1)n−iw(i)(x) > 0 for k1 + 1 ≤ i ≤ n− 1, and hencew(k2)(x) < 0.
If k2 = k1 + 1, then from w(k2)(s1) = w(k1+1)(s1) > 0 and w(k2)(x) < 0 in a deleted left neighborhood of b, there
is an s3 ∈ (s2, b) such that w(k2)(x) < 0, for x ∈ (s3, b), and w(k2)(s3) = 0. Notice (−1)n−iw(i)(x) > 0 on [s1, b), for
0 ≤ i ≤ k1 − 1 (if k1 > 0), w(k1)(x) > 0 for x ∈ (s1, b], [s3, b) ⊆ (s1, b), w(k2)(x) < 0 for x ∈ (s3, b), and w(k2)(s3) = 0. So
(−1)n−iw(i)(x) > 0 on (s3, b), for 0 ≤ i ≤ k2. By condition (A2),
w(n)(x) = f (x, p, p′, . . . , p(k2))− f (x, q, q′, . . . , q(k2)) > 0,
for x ∈ [s3, b]. Again fromw(i)(b) = 0, for k1+1 ≤ i ≤ n−1,wehave that (−1)n−iw(i)(x) > 0on [s3, b), for k1+1 ≤ i ≤ n−1.
In particular,w(k2)(s3) < 0. This is a contradiction tow(k2)(s3) = 0.
If k2 > k1 + 1, then from w(i)(b) = 0 for k1 + 1 ≤ i ≤ k2, w(k1+1)(s2) > 0, repeated applications of the Mean Value
Theorem, and the fact that k2−k1 is odd, we have an s4 ∈ (s2, b) such thatw(k2)(s4) > 0. Since in a deleted left neighborhood
of b, w(k2)(x) < 0, there is an s5 ∈ (s4, b) such thatw(k2)(s5) = 0 andw(k2)(x) < 0 on (s5, b).
Fromw(i)(b) = 0, for k1 + 1 ≤ i ≤ k2, andw(k2)(x) < 0 on (s5, b), we have (−1)k2−iw(i)(x) < 0, i.e., (−1)n−iw(i)(x) > 0
on [s5, b), for k1 + 1 ≤ i ≤ k2. Together with (−1)n−iw(i)(x) > 0 on [s1, b), for 0 ≤ i ≤ k1 − 1, w(k1)(x) > 0 on (s1, b] and
since [s5, b) ⊂ (s1, b), we have (−1)n−iw(i)(x) > 0 on [s5, b), for 0 ≤ i ≤ k2. Applying condition (A2), we havew(n)(x) > 0
for x ∈ [s5, b].
Byw(k2)(s5) = w(k2)(b) = 0 and Rolle’s Theorem, there is some s6 ∈ (s5, b) such thatw(k2+1)(s6) = 0.
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If k2 = n − 1, then w(n)(x) > 0, for x ∈ [s5, b], is contrary to w(k2+1)(s6) < 0. If k2 < n − 1, by w(n)(x) > 0 on [s5, b]
andw(i)(b) = 0, for k2 + 1 ≤ i ≤ n− 1, we have that (−1)n−iw(i)(x) > 0 on [s5, b), for k2 + 1 ≤ i ≤ n− 1, which implies
w(k2+1)(x) > 0 for x ∈ [s5, b). This is a contradiction tow(k2+1)(s6) < 0.
In summary,w(k1)(b) = 0, whenw(k2)(b) = 0.
Case 2: Suppose f satisfies condition (A3).
Similarly, as in Case 1, from w(a) = 0, w(k1)(b) > 0, w(i)(b) = 0, for 0 ≤ i ≤ k1 − 1 (if k1 > 0), and repeated
applications of Rolle’s Theorem, there is some s1 ∈ [a, b) such that w(k1)(s1) = 0, w(k1)(x) > 0, for x ∈ (s1, b], and
(−1)n−iw(i)(x) = (−1)k1−iw(i)(x) > 0, 0 ≤ i ≤ k1 − 1 (if k1 > 0), for x ∈ [s1, b). Then by condition (A3), w(n)(x) ≥ 0,
for x ∈ [s1, b]. Together, with w(i)(b) = 0, for k1 + 1 ≤ i ≤ n − 1, we have that (−1)n−iw(i)(x) ≥ 0, for x ∈ [s1, b] and
k1 + 1 ≤ i ≤ n− 1. In particular,w(k1+1)(x) ≤ 0 for x ∈ [s1, b].
However, from w(k1)(b) > 0, w(k1)(s1) = 0, and the Mean Value Theorem, there is some s2 ∈ (s1, b) such that
w(k1+1)(s2) > 0, which is contrary tow(k1+1)(x) ≤ 0 for x ∈ [s1, b].
(⇒) The necessity of inequalities.
Supposew(k1)(b) > 0 andw(k2)(b) < 0.
From w(a) = 0, w(i)(b) = 0, 0 ≤ i ≤ k1 − 1 (if k1 > 0), and w(k1)(b) > 0, and by repeated applications of Rolle’s
Theorem, there is some t1 ∈ [a, b) such that (−1)n−iw(i)(x) > 0, for x ∈ [t1, b) and 0 ≤ i ≤ k1 − 1 (if k1 > 0),w(k1)(t1) = 0
andw(k1)(x) > 0, for x ∈ (t1, b]. Therefore, by theMean Value Theorem, there is some t2 ∈ (t1, b) such thatw(k1+1)(t2) > 0.
If k2 = k1 + 1, then from w(k2)(b) < 0 and w(k1+1)(t2) > 0, there is some t3 ∈ (t2, b) such that w(k2)(t3) = 0 and
w(k2)(x) < 0 on (t3, b].
If k2 > k1 + 1, from w(k1+1)(t2) > 0 and w(i)(b) = 0, for k1 + 1 ≤ i ≤ k2 − 1, repeated applications of the Mean Value
Theorem, and k2 − k1 being odd, there is some tˆ3 ∈ (t2, b) such that w(k2)(tˆ3) > 0. Since w(k2)(b) < 0, then we have that
there is also some t3 ∈ (tˆ3, b) ⊆ (t2, b) such that w(k2)(t3) = 0 and w(k2)(x) < 0 on (t3, b]. It follows from w(i)(b) = 0, for
k1 + 1 ≤ i ≤ k2 − 1, that (−1)k2−iw(i)(x) < 0, i.e., (−1)n−iw(i)(x) > 0 on [t3, b), for k1 + 1 ≤ i ≤ k2 − 1.
In either case, we have some t3 ∈ (t2, b) such that w(k2)(t3) = 0 and w(k2)(x) < 0 on (t3, b], and (−1)n−iw(i)(x) > 0, on
[t3, b) ⊆ (t1, b), for k1 + 1 ≤ i ≤ k2 − 1 (if k2 > k1 + 1). Since (−1)n−iw(i)(x) > 0, for x ∈ [t1, b) and 0 ≤ i ≤ k1 − 1 (if
k1 > 0),w(k1)(t1) = 0 andw(k1)(x) > 0, for x ∈ (t1, b], then we have that (−1)n−iw(i)(x) > 0, for 0 ≤ i ≤ k2 − 1, on [t3, b),
andw(k1)(x) > 0 on [t3, b], w(k2)(t3) = 0 andw(k2)(x) < 0 on (t3, b].
By applying condition (A2) (or (A3)) on [t3, b], we have for x ∈ [t3, b],
w(n)(x) = f (x, p, p′, . . . , p(k2))− f (x, q, q′, . . . , q(k2)) > 0,
(orw(n)(x) = f (x, p, p′, . . . , p(k1))− f (x, q, q′, . . . , q(k1)) ≥ 0).
Byw(k2)(t3) = 0, w(k2)(b) < 0, and the Mean Value Theorem, there is some t4 ∈ (t3, b) such thatw(k2)(t4) < 0.
If k2 = n− 1, then w(n)(x) > 0 (or ≥ 0), for x ∈ [t3, b], is contrary to w(k2+1)(t4) < 0, where t4 ∈ (t3, b). If k2 < n− 1,
sincew(i)(b) = 0 for k2+1 ≤ i ≤ n−1, andw(n)(x) > 0 (or≥ 0) on [t3, b], then (−1)n−iw(i)(x) > 0 (or≥ 0), for x ∈ [t3, b)
and k2 + 1 ≤ i ≤ n− 1. In particular,w(k2+1)(t4) > 0 (or≥ 0), which is in contradiction tow(k2+1)(t4) < 0.
Therefore, ifw(k1)(b) > 0, thenw(k2)(b) > 0.
(⇐) The sufficiency of inequalities.
We assume thatw(k2)(b) > 0 andw(k1)(b) < 0. Then,we are in the same situation as the proof for necessity of inequalities
with just the opposite signs ofw, which also leads to a contradiction. Hence, the sufficiency is true. 
Lemma 2.2. Assume f satisfies one of conditions (A1)–(A3) if k2 = n− 1, and f satisfies conditions (A2) or (A3) if k2 < n− 1.
Suppose p and q are solutions to (1.1) on [b, c] andw = p− q satisfies the following boundary conditions:
w(i)(b) = 0, 0 ≤ i ≤ n− 1, i ≠ k1, k2, w(c) = 0.
Then,w(k1)(b) = 0 if and only if w(k2)(b) = 0. Also,w(k1)(b) > 0 if and only if w(k2)(b) < 0.
Proof. The proofs of the case that f satisfies (A1) are the same as Lemma 2.2 in [16]. We omit them here.
(⇒) The necessity of equalities.
Assumew(k1)(b) = 0 andw(k2)(b) ≠ 0. Without loss of generality, we supposew(k2)(b) > 0.
By w(i)(b) = 0, for 0 ≤ i ≤ k2 − 1 (note 1 ≤ k2 ≤ n− 1), and w(c) = 0, and repeated applications of Rolle’s Theorem,
we have an r1 ∈ (b, c) such that w(k2)(x) > 0 on [b, r1), and w(k2)(r1) = 0. It follows from w(i)(b) = 0, for 0 ≤ i ≤ k2 − 1,
thatw(i)(x) > 0 on (b, r1], for 0 ≤ i ≤ k2− 1. In particular,w(k1)(x) > 0 on (b, r1]. Also, byw(k2)(b) > 0, w(k2)(r1) = 0, and
the Mean Value Theorem, there is some r2 ∈ (b, r1) such thatw(k2+1)(r2) < 0.
Then we apply condition (A2) (or (A3)) on (b, r1] and have, for x ∈ (b, r2],
w(n)(x) = f (x, p, p′, . . . , p(k2))− f (x, q, q′, . . . , q(k2)) > 0,
(orw(n)(x) = f (x, p, p′, . . . , p(k1))− f (x, q, q′, . . . , q(k1)) ≥ 0).
If k2 = n− 1, thenw(n)(x) > 0 (orw(n)(x) ≥ 0) on (b, r1], which is contrary tow(k2+1)(r2) < 0, where r2 ∈ (b, r1).
If k2 < n− 1, then fromw(n)(x) > 0 (or≥ 0) on (b, r1] andw(i)(b) = 0, for k2 + 1 ≤ i ≤ n− 1, we have thatw(i)(x) >
(or≥ 0) on (b, r1], for k2 + 1 ≤ i ≤ n− 1, and in particular,w(k2+1)(r2) > 0 (or≥ 0), which is contrary tow(k2+1)(r2) < 0.
Therefore, ifw(k1)(b) = 0, thenw(k2)(b) = 0.
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(⇐) The sufficiency of equalities.
Supposew(k1)(b) ≠ 0 andw(k2)(b) = 0. Without loss of generality, we supposew(k1)(b) > 0.
Case 1: Suppose f satisfies (A2).
Fromw(i)(b) = 0, 0 ≤ i ≤ k1 − 1 (if k1 > 0),w(c) = 0, w(k1)(b) > 0, and repeated applications of Rolle’s Theorem, we
have that there is some s1 ∈ (b, c] such that w(k1)(x) > 0, for x ∈ [b, s1), w(k1)(s1) = 0, and w(i)(x) > 0, for x ∈ (b, s1] and
0 ≤ i ≤ k1−1 (if k1 > 0). Therefore, by theMean Value Theorem again, we have some s2 ∈ (b, s1) such thatw(k1+1)(s2) < 0.
Fromw(i)(b) = 0, for 0 ≤ i ≤ k2, i ≠ k1, w(k1)(b) > 0, and condition (A2), we have thatw(n)(b) > 0. Hence in a deleted
right neighborhood of b, we have thatw(i)(x) > 0, for 0 ≤ i ≤ n.
If k2 = k1+1, then fromw(k2)(x) > 0 in a deleted right neighborhood of b andw(k1+1)(s2) < 0, there is some s3 ∈ (b, s2)
such thatw(k1+1)(x) > 0, for x ∈ (b, s3), andw(k1+1)(s3) = 0.
If k2 > k1 + 1, then from w(i)(b) = 0, for k1 + 1 ≤ i ≤ k2 − 1, w(k1+1)(s2) < 0, and repeated applications of the Mean
Value Theorem, we have some sˆ3 ∈ (b, s2) such thatw(k2)(sˆ3) < 0. Since in a deleted right neighborhood of b, w(k2)(x) > 0,
then there is some s3 ∈ (b, sˆ3) such that w(k2)(x) > 0, for x ∈ (b, s3), and w(k2)(s3) = 0. Hence, w(i)(x) > 0, for x ∈ (b, s3)
and 0 ≤ i ≤ k2 − 1.
In either case, there is some s3 ∈ (b, s2) such that w(i)(x) > 0, for x ∈ (b, s3] and for 0 ≤ i ≤ k2 − 1, w(k1)(x) > 0, for
x ∈ [b, s3], andw(k2)(x) > 0 for x ∈ (b, s3), andw(k2)(s3) = 0. By condition (A2), we have thatw(n)(x) > 0, for x ∈ [b, s3].
From w(k2)(x) > 0 for x ∈ (b, s3), w(k2)(b) = 0, and the Mean Value Theorem, there exist some s4 ∈ (b, s3) such that
w(k2+1)(s4) < 0.
If k2 = n− 1, thenw(n)(x) > 0, for x ∈ [b, s3], which is a contradiction tow(k2+1)(s4) < 0, where s4 ∈ (b, s3).
If k2 < n− 1, then from w(n)(x) > 0, for x ∈ [b, s3], and w(i)(b) = 0, for k2 + 1 ≤ i ≤ n− 1, we have that w(i)(x) > 0,
for k2 + 1 ≤ i ≤ n− 1 and x ∈ (b, s3]. In particular,w(k2+1)(s4) > 0, which is contrary tow(k2+1)(s4) < 0.
Case 2: Suppose (A3) is satisfied.
Fromw(i)(b) = 0, 0 ≤ i ≤ k1 − 1 (if k1 > 0),w(c) = 0, w(k1)(b) > 0, and repeated applications of Rolle’s Theorem, we
have that there is some s1 ∈ (b, c] such that w(i)(x) > 0, for x ∈ (b, s1] and 0 ≤ i ≤ k1 − 1 (if k1 > 0), and w(k1)(x) > 0,
for x ∈ [b, s1) and w(k1)(s1) = 0. Therefore, again by the Mean Value Theorem, we have some s2 ∈ (b, s1) such that
w(k1+1)(s2) < 0. By condition (A3) on [b, s1], we have thatw(n)(x) ≥ 0 for x ∈ [b, s1].
By w(i)(b) = 0, for k1 + 1 ≤ i ≤ n − 1, and w(n)(x) ≥ 0, for x ∈ [b, s1], we have that w(i)(x) ≥ 0, for x ∈ [b, s1] and
for k1 + 1 ≤ i ≤ n − 1. In particular, w(k1+1)(x) ≥ 0, for x ∈ [b, s1]. However, w(k1+1)(s2) < 0 with s2 ∈ (b, s1). This is a
contradiction.
Hence, ifw(k2)(b) = 0, thenw(k1)(b) = 0.
(⇒) The necessity of inequalities.
Suppose w(k1)(b) > 0 and w(k2)(b) > 0. Then by a proof as similar to that of the necessity of equalities in this lemma,
we can arrive a contradiction. The detailed proof is omitted here. Therefore, ifw(n−2)(b) > 0, thenw(n−1)(b) < 0.
(⇐) The sufficiency of inequalities.
Suppose w(k2)(b) < 0. To prove w(k1)(b) > 0, we suppose w(k1)(b) < 0. By applying the opposite sign to w and using
the results from the necessity of inequalities in this lemma, we also get a contradiction. Hence, the sufficiency is true. 
3. Preliminaries for the case: n− k1 is odd
In this section, we use the monotonicity condition (A3) on f for our next two lemmas which are similar to Lemmas 2.1
and 2.2 but under the situation that n− k1 is odd.
Lemma 3.1. Assume f satisfies condition (A3). Suppose p and q are solutions of (1.1) on [a, b] and w = p − q satisfies the
following boundary conditions:
w(a) = w(i)(b) = 0, 0 ≤ i ≤ n− 1, i ≠ k1, i ≠ k2.
Then,w(k1)(b) = 0 if and only if w(k2)(b) = 0. Also,w(k1)(b) > 0 if and only if w(k2)(b) > 0.
Proof. (⇒) The necessity of inequalities.
Supposew(k1)(b) = 0 andw(k2)(b) ≠ 0. Without loss of generality, we assumew(k2)(b) > 0.
Since w(a) = 0, w(i)(b) = 0, 0 ≤ i ≤ k2 − 1 (note 1 ≤ k2 ≤ n − 1), and w(k2)(b) > 0, by repeated
applications of the Rolle’s Theorem, there exists r1 ∈ (a, b) such that w(k2)(r1) = 0, w(k2)(x) > 0, for x ∈ (r1, b], and
(−1)n−iw(i)(x) = (−1)k2−iw(i)(x) > 0, for 0 ≤ i ≤ k2 − 1 and x ∈ [r1, b). Also, by the Mean Value Theorem, there is some
r2 ∈ (r1, b) such thatw(k2+1)(r2) > 0.
By condition (A3), we have that, for x ∈ [r1, b]
w(n)(x) = f (x, p, p′, . . . , p(k1))− f (x, q, q′, . . . , q(k1)) ≥ 0.
From w(i)(b) = 0, k2 + 1 ≤ i ≤ n − 1, and w(n)(x) ≥ 0 for x ∈ [r1, b), we have that (−1)n−iw(i)(x) ≥ 0, for x ∈ [r1, b)
and k2 + 1 ≤ i ≤ n− 1. In particular,w(k2+1)(r2) ≤ 0, which is contrary tow(k2+1)(r2) > 0.
So, ifw(k1)(b) = 0, thenw(k2)(b) = 0.
(⇐) The sufficiency of equalities.
Supposew(k2)(b) = 0 andw(k1)(b) ≠ 0. Without loss of generality, we supposew(k1)(b) < 0.
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From w(a) = 0, w(i)(b) = 0, 0 ≤ i ≤ k1 − 1 (if k1 > 0), w(k1)(b) < 0, and repeated applications of Rolle’s Theorem,
there is some s1 ∈ [a, b) such that w(k1)(s1) = 0, w(k1)(x) < 0 and (−1)k1−iw(i)(x) < 0, for x ∈ [s1, b) and 0 ≤ i ≤ k1 − 1
(if k1 > 0). Hence, by the Mean Value Theorem, there is some s2 ∈ (s1, b) such that w(k1+1)(s2) < 0. Then, by applying
condition (A3) on [s1, b], we have that
w(n)(x) = f (x, p, p′, . . . , p(k1))− f (x, q, q′, . . . , q(k1)) ≥ 0,
for x ∈ [s1, b]. Since w(i)(b) = 0, k1 + 1 ≤ i ≤ n − 1, then (−1)n−iw(i)(x) ≥ 0, for x ∈ [s1, b) and k1 + 1 ≤ i ≤ n − 1. In
particular,w(k1+1)(x) ≥ 0 for x ∈ [s1, b), which contradictsw(k1+1)(s2) < 0.
Therefore,w(k2)(b) = 0 impliesw(k1)(b) = 0.
(⇒) The necessity of inequalities.
The proof is very similar to the proof for the sufficiency of equalities above in this lemma. We omit it here.
(⇐) The sufficiency of inequalities.
Negate the sign of w. Then from the proof for necessity of inequalities above in this lemma, we can conclude the
sufficiency is also true. 
Lemma 3.2. Assume f satisfies condition (A3). Suppose p and q are solutions of (1.1) on [b, c] and w = p − q satisfies the
following boundary conditions:
w(a) = w(i)(b) = 0, 0 ≤ i ≤ n− 1, i ≠ k1, i ≠ k2.
Then,w(k1)(b) = 0 if and only if w(k2)(b) = 0. Also,w(k1)(b) > 0 if and only if w(k2)(b) < 0.
Proof. (⇒) The necessity of inequalities.
Supposew(k1)(b) = 0 andw(k2)(b) ≠ 0. Without loss of generality, we supposew(k2)(b) > 0. Sincew(i)(b) = 0, 0 ≤ i ≤
k2 − 1, thenw(i)(x), for 0 ≤ i ≤ k2 − 1, are positive in a deleted right neighborhood of b.
By w(a) = w(i)(b) = 0, for 0 ≤ i ≤ k2 − 1, w(k2)(b) > 0, and repeated applications of Rolle’s Theorem, there is some
r0 ∈ (b, c) such thatw(k2)(x) > 0, for x ∈ [b, r0), w(k2)(r0) = 0, andw(i)(x) > 0, for 0 ≤ i ≤ k2−1 and x ∈ (b, r0]. Hence by
the Mean Value Theorem, there is some r1 ∈ (r0, c) such thatw(k2+1)(r1) < 0. By condition (A3),w(n)(x) ≥ 0 for x ∈ (b, r0].
From w(i)(b) = 0 for k2 + 1 ≤ i ≤ n − 1, we have that w(i)(x) ≥ 0, for k2 + 1 ≤ i ≤ n − 1 and x ∈ (b, r0]. In particular,
w(k2+1)(x) ≥ 0, for x ∈ (b, r0], which is a contradiction tow(k2+1)(r1) < 0.
Other directions can be proved by similar ideas. We omit them here. 
4. Uniqueness and existence of solutions for (1.1), (1.2)
In this section, we mainly discuss the uniqueness and existence of solutions for (1.1), (1.2). We first consider the
uniqueness of solutions to each of the BVP’s for (1.1) satisfying any of (1.3), (1.4), (1.5), or (1.6), respectively.
(H) We assume: (i) f satisfies one of conditions (A1)–(A3), if n − k1 is even and k2 = n − 1, (ii) f satisfies either condition
(A2) or (A3), if n− k1 is even and k2 < n− 1, and (iii) f satisfies condition (A3), if n− k1 is odd.
Lemma 4.1. Let y1, y2, . . . , yn ∈ R be given and assume (H) is satisfied. Then, given m ∈ R, each of the BVP’s for (1.1) satisfying
any of (1.3), (1.4), (1.5), or (1.6) has at most one solution.
Proof. We discuss the case of (1.1), (1.3) in detail. Suppose, for some m ∈ R, there are distinct solutions p(x) and q(x) of
(1.1), (1.3). Letw = p− q. Then,w satisfies the boundary conditions
w(a) = w(i)(b) = 0, 0 ≤ i ≤ n− 1, i ≠ k2.
By either Lemma 2.1 or Lemma 3.1, we can get thatw(k2)(b) = 0. Then, the uniqueness of solutions of IVP’s for (1.1) implies
p ≡ q on [a, b]. Hence, the BVP (1.1), (1.3) has at most one solution on [a, b].
By using either Lemmas 2.1 and 2.2, or Lemmas 3.1 and 3.2, the other cases can also be resolved. The proofs are omitted
here. 
Lemma 4.2. Let y1, y2, . . . , yn ∈ R be given and assume (H) is satisfied. Then, the BVP (1.1), (1.2) has at most one solution.
Proof. We argue by contradiction. Suppose for some values y1, y2, . . . , yn ∈ R, there exist distinct solutions p and q of
(1.1), (1.2). Let w = p − q. Then, it follows from either Lemmas 2.1 and 2.2, or Lemmas 3.1 and 3.2 that w(k1)(b) ≠ 0 and
w(k2)(b) ≠ 0.
Without loss of generality, if we suppose w(k1)(b) > 0, then, by either Lemma 2.1 or Lemma 3.1, w(k2)(b) > 0. But, by
either Lemma 2.2 or Lemma 3.2,w(k2)(b) < 0, which is a contradiction. Therefore, p ≡ q on [a, c]. 
For notation purposes, given any m ∈ R, let α(x,m), u(x,m), β(x,m), v(x,m) denote the solutions, when they exist, of
the BVP’s of (1.1) satisfying (1.3), (1.4), (1.5), or (1.6), respectively. Next, we show that α(k2)(b,m), u(k1)(b,m), β(k2)(b,m),
v(k1)(b,m), respectively, are strictly monotone functions ofm.
Lemma 4.3. Assume (H) is satisfied and that for eachm ∈ R, there exist solutions of (1.1) satisfying each of the conditions (1.3)–
(1.6), respectively. Then, α(k2)(b,m) and β(k2)(b,m) are, respectively, strictly increasing and strictly decreasing functions of m
with ranges all of R.
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Proof. The strictness of the conclusion arises from either Lemmas 2.1 and 2.2, or Lemmas 3.1 and 3.2. Let m1 > m2 and
w(x) = α(x,m1)− α(x,m2). Then,w satisfies the boundary conditionsw(a) = w(i)(b) = 0, 0 ≤ i ≤ n− 1, i ≠ k1, k2, and
w(k1)(b) = m1−m2 > 0. By Lemma 2.1 or Lemma 3.1,w(k2)(b) > 0. Hence, α(k2)(b,m) is a strictly increasing function ofm.
The proof that {α(k2)(b,m)|m ∈ R} = R is the same as that in [9, Theorem 2.4]. We omit it here.
Similar arguments resolve the statement for β(k2)(b,m). 
The next lemma states the monotonicity of u(k1)(b,m) and v(k1)(b,m) with respect to m. Its proof follows mainly along
the lines of Lemma 4.3, and so we omit it.
Lemma 4.4. Assume the same hypotheses of Lemma 4.3. Then, u(k1)(b,m) and v(k1)(b,m) are, respectively, strictly increasing
and strictly decreasing functions of m with ranges over all of R.
Now, we establish our existence and uniqueness result for (1.1), (1.2), which is obtained by matching solutions.
Theorem 4.5. Assume the same hypotheses of Lemma 4.3. Then, (1.1), (1.2) has a unique solution.
Proof. Weprove the existence from either Lemma 4.3 or Lemma 4.4.Making use of Lemma 4.3, there exists a uniquem0 ∈ R
such that α(k2)(b,m0) = β(k2)(b,m0). Then,
y(x) =

α(x,m0), a ≤ x ≤ b,
β(x,m0), b ≤ x ≤ c,
is a solution of (1.1), (1.2) and by Lemma 4.2, y(x) is the unique solution. 
References
[1] P. Agasti, P.K. Kundu, Incoming waves against a vertical cliff in two liquids, Adv. Appl. Fluid Mech. 7 (1) (2010) 71–80.
[2] M.F. Natale, E.A. Santillan Marcus, D.A. Tarzia, Explicit solutions for one-dimensional two-phase free boundary problems with either shrinkage or
expansion, Nonlinear Anal. RWA 11 (3) (2010) 1946–1952.
[3] E. Rohan, V. Lukeš, Homogenization of the acoustic transmission through a perforated layer, J. Comput. Appl. Math. 234 (6) (2010) 1876–1885.
[4] Y. Zhang, Q. Zou, D. Greaves, Numerical simulation of free-surface flow using the level-set method with global mass correction, Internat. J. Numer.
Methods Fluids 63 (6) (2010) 651–680.
[5] P. Bailey, L. Shampine, P. Waltman, Nonlinear Two Point Boundary Value Problems, Academic Press, New York, 1968.
[6] D. Barr, T. Sherman, Existence and uniqueness of solutions of three-point boundary value problems, J. Differential Equations 13 (1973) 197–212.
[7] D. Barr, P. Miletta, An existence and uniqueness criterion for solutions of boundary value problems, J. Differential Equations 16 (1974) 460–471.
[8] M. Eggensperger, E.R. Kaufmann, N. Kosmatov, Solution matching for a three-point boundary-value problem on a time scale, Electron. J. Differential
Equations 2004 (91) (2004) 1–7.
[9] J. Henderson, Three-point boundary value problems for ordinary differential equations by matching solutions, Nonlinear Anal. 7 (1983) 411–417.
[10] J. Henderson, Boundary value problems for third order differential equations by solution matching, Electron. J. Qual. Theory Differ. Equ. (2009) 1–9.
(Spec. Ed. I).
[11] J. Henderson, J. Ehrke, C. Kunkel, Five-point boundary value problems for n-th order differential equations by solutionmatching, Involve 1 (2008) 1–7.
[12] J. Henderson, K.R. Prasad, Existence and uniqueness of solutions of three-point boundary value problems on time scales by solution matching,
Nonlinear Stud. 8 (2001) 1–12.
[13] J. Henderson, R.D. Taunton, Solutions of boundary value problems by matching methods, Appl. Anal. 49 (1993) 235–246.
[14] J. Henderson, C.C. Tisdell, Five-point boundary value problems for third-order differential equations by solution matching, Math. Comput. Modelling
42 (2005) 133–137.
[15] V. Lakshmikantham, K.N. Murty, Theory of differential inequalities and three-point boundary value problems, Panamer. Math. J. 1 (1991) 1–9.
[16] X.Y. Liu, Boundary value problems with gaps in boundary conditions for differential equations by matching solutions, Comm. Appl. Nonlinear Anal.
17 (2010) 81–88.
[17] X.Y. Liu, Nonlocal boundary value problems for n-th order ordinary differential equations by matching solutions, Electron. J. Differential Equations
2011 (2011) 1–9.
[18] V.R.G. Moorti, J.B. Garner, Existence-uniqueness theorems for three-point boundary value problems for n-th-order nonlinear differential equations, J.
Differential Equations 29 (1978) 205–213.
[19] K.N. Murty, Three point boundary value problems, existence and uniqueness, J. Math. Phys. Sci. 11 (1977) 265–272.
[20] K.N. Murty, G.V.R.L. Sarma, Theory of differential inequalities for two-point boundary value problems and their applications to three-point B.V.Ps
associated with n-th order non-linear system of differential equations, Appl. Anal. 81 (2002) 39–49.
[21] M.H. Pei, S.K. Chang, Existence and uniqueness of solutions of two-point and three-point boundary value problems for nth-order nonlinear differential
equations, Kyungpook Math. J. 41 (2) (2001) 289–298.
[22] M.H. Pei, S.K. Chang, Nonlinear three-point boundary value problems for nth-order nonlinear differential equations, Acta Math. Sinica (Chin. Ser.) 48
(2005) 763–772.
[23] D.R.K.S. Rao, K.N. Murty, A.S. Rao, On three-point boundary value problems associatedwith third order differential equations, Nonlinear Anal. 5 (1981)
669–673.
[24] Y.L. Shi, M.H. Pei, Two-point and three-point boundary value problems for n-th-order nonlinear differential equations, Appl. Anal. 85 (12) (2006)
1421–1432.
