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The equivariant local ε-constant conjecture
for unramified twists of Zp(1)
Werner Bley and Alessandro Cobbe
Abstract
We study the equivariant local epsilon constant conjecture, denoted by
CnaEP (N/K,V ), as formulated in various forms by Kato, Benois and Berger,
Fukaya and Kato and others, for certain 1-dimensional twists T = Zp(χ
nr)(1)
of Zp(1). Following ideas of recent work of Izychev and Venjakob we prove
that for T = Zp(1) a conjecture of Breuning is equivalent to C
na
EP (N/K,V ).
As our main result we show the validity of CnaEP (N/K,V ) for certain wildly
and weakly ramified abelian extensions N/K. A crucial step in the proof is
the construction of an explicit representative of RΓ(N,T ).
1 Introduction
Let F/E denote a Galois extension of number fields and put Γ := Gal(F/E). We
fix a motive M which is defined over E and admits an action of the group algebra
Q[Γ]. Let L(M, s) denote the equivariant complex L-function attached to M and
F/E (see [BF01, Sec. 4]). We shall always assume that this L-function satisfies a
functional equation of the following form relating the L-functions attached toM and
its Kummer dual M∗(1):
L(M, s) = ε(M, s)
L∞(M
∗(1),−s)
L∞(M, s)
L(M∗(1),−s).
Here L∞ is an Euler factor at infinity and the equivariant ε-factor ε(M, s) decomposes
into local factors
ε(M, s) =
∏
v
εv(M, s)
with v running through the set of finite places of E. For some more details see [BF01,
Conj. 7].
In this manuscript we are interested in a local equivariant ε-constant conjec-
ture which relates εv(M, s) in a specific way to certain local cohomology groups of
RΓ(GEv ,Mp) associated to the p-adic representation V = Mp. The validity of this ε-
constant conjecture for all finite places v of E is closely related to the compatibility of
the equivariant Tamagawa number conjectures for M and its Kummer dual M∗(1)
with the functional equation. Indeed, Conjecture [BF01, Conj. 8] is a semi-local
analogue of the local ε-constant conjecture and is directly related to the functional
equation compatibility of the equivariant Tamagawa number conjecture, see [BF01,
Coroll. 1].
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So henceforth we fix a prime number p and let N/K denote a finite Galois exten-
sion of p-adic number fields with group G := Gal(N/K). We write GK (resp. GN)
for the absolute Galois group ofK (resp. N) and let V denote a p-adic representation
of GK . Let T ⊆ V be a GK-stable Zp-sublattice such that V = T ⊗Zp Qp.
Following seminal work of Fontaine and Perrin-Riou [FPR94] several authors
have formulated ε-constant conjectures in this general context, see, e.g., Benois and
Berger in [BB08] or Fukaya and Kato in [FK06]. For the relations between the
different formulations of the conjecture we refer the reader to [Izy12]. We will use
the notation of [IV, Conj. 5.1] and write CnaEP (N/K, V ) for the equivariant local
ε-constant conjecture. We will recall and formulate the conjecture in Section 3.
In a more specialized situation Breuning in [Bre04b] has formulated an ε-constant
conjecture for T = Zp(1) in terms of relative algebraic K-groups. Extending ideas of
[BB03] he proved his conjecture, amongst other cases, for tamely ramified extensions
N/K. Breuning’s conjecture clearly has to be equivalent to CnaEP (N/K, V ) for V =
Qp(1), see e.g. [IV, Appendix]. As a by-product of our work we will obtain a rigorous
proof of this assertion.
Izychev and Venjakob consider in [IV] the case where T = Zp(χ
nr)(1) is a
one-dimensional unramified twist of Zp(1). More precisely, if χ
nr is the restric-
tion of an unramified character χnrQp : GQp −→ Z
×
p with χ
nr|GN 6= 1, they refor-
mulate CnaEP (N/K, V ) in the spirit of Breuning and adapt his proof of the tame
case to show the validity of CnaEP (N/K, V ) for tamely ramified extensions N/K and
V = Qp(χ
nr)(1). In the appendix of [IV] they also indicate how to adapt Breuning’s
arguments to prove the tame case for unramified characters as above with χnr|GN = 1.
We also recall that Benois and Berger in [BB08, Th. 4.22] have proved the con-
jecture CnaEP (N/K, V ) for arbitrary crystalline representations V of GK where K/Qp
is unramified and N is a finite subfield of K(µp∞)/K. Here µp∞ denotes the group
of all p-power roots of unity.
In this manuscript we will focus on weakly and wildly ramified extensions N/K
of an unramified extension K/Qp. We recall that N/K is weakly ramified if the
second ramification group in lower numbering is trivial. As above we let χnr be
an unramified character of GK which is the restriction of an unramified character
χnrQp : GQp −→ Z
×
p . We require no assumption on the restriction of χ
nr on GN . The
main result of our work is as follows.
Theorem 1. Let p be an odd prime and let K/Qp be the unramified extension of
degree m. Let N/K be a weakly and wildly ramified finite abelian extension with
cyclic ramification group. Let d denote the inertia degree of N/K and assume that
m and d are relatively prime. Then Conjecture CnaEP (N/K, V ) is true for N/K and
V = Qp(χ
nr)(1).
Remark 1. The assumptions of the theorem imply that the ramification group is
cyclic of order p (cf. [PV13, Coroll. 3.4]). More precisely, |G| = pd, |G0| = |G1| = p
and |Gi| = 1 for i ≥ 2. Here Gi for i ≥ 0 denotes a higher ramification subgroup.
Remark 2. The proof of Theorem 1 is an adaptation of the methods in [BC] where we
prove Breuning’s conjecture for T = Zp(1) and extensions N/K as in the theorem.
If χnr|GN = 1, it is almost straightforward to extend this result for T = Zp(χ
nr)(1)
because then twisting commutes with taking GN -cohomology.
Remark 3. If χnr|GN 6= 1, the proof of the above weakly and wildly ramified case
is much more involved than the tame case of Izychev and Venjakob because of the
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following fact. In the tame case the cohomology groups of RΓ(N, T ) turn out to be
perfect (see [IV, Prop. 2.1]) whereas this is in general no longer true in our weakly
and wildly ramified case. This makes the computation of a certain refined Euler
characteristic much more technically difficult.
We recall that by [Izy12, Example 5.20] the representation T = Zp(χ
nr)(1) is
naturally isomorphic to the p-adic Tate module TpF of a one-dimensional Lubin-
Tate formal group F defined over Zp. Conversely, every one-dimensional Lubin-Tate
formal group F defined over Zp gives rise to an unramified twist of Zp(1) as above.
We let Knr denote the maximal unramified extension of K and put K1 := Knr ∩
N . We write Nnr for the maximal unramified extension of N . Let N0 denote the
completion of Nnr = NKnr and write N̂
×
0 for the p-completion of N
×
0 . We set
IN/K(χ
nr) := Ind
Gal(Nnr/K)
Gal(Nnr/K1)
(
N̂×0 (χ
nr)
)
and usually identify IN/K(χnr) with
∏dN/K
i=1 N̂
×
0 , where dN/K denotes the inertia degree
of N/K. We will endow IN/K(χ
nr) with a natural action of Gal(Knr/K) × G. If
χnr|GN 6= 1 we set ωN := vp(1−χ
nr(FN)) where FN denotes the Frobenius of N . Let
F = FK be the Frobenius of K.
In order to deal with the difficulties indicated in Remark 3 above we construct
an exact sequence
0 −→ F(pN) −→ IN/K(χ
nr)
(F−1)×1
−−−−−→ IN/K(χ
nr) −→ Z/pωLZ(χnr) −→ 0 (1)
and show the following theorem which may also be of independent interest.
Theorem 2. Let N/K be a finite Galois extension of p-adic fields. Let χnr : GK −→
Z×p be an unramified character as above and assume that χ
nr|GN 6= 1. Then the
complex
C•N,T :=
[
IN/K(χ
nr)
(F−1)×1
−−−−−→ IN/K(χ
nr)
]
with non-trivial modules in degree 1 and 2 represents RΓ(N, T ).
Remark 4. The exact sequence (1) should be seen as an analogue of the fundamental
short exact sequence of [Ser79, Exercises XIII, §5] which by [Bre04a, Th. 4.20] is
essentially a representative of RΓ(G,Zp(1)). Note that in the case χ
nr|GN 6= 1 it does
not seem to be possible to derive Theorem 2 from Serre’s result by a simple twisting
argument.
In Section 2 we recall some preliminary results on K-theory, determinant functors
and refined Euler characteristics which we will need throughout the manuscript.
After these preparations we formulate in Section 3 the conjecture CnaEP (N/K, V )
following the exposition of [IV] and then give a short description of the organization
of the paper.
Notations: We fix some standard notations which will be used throughout
the manuscript. Given a finite field extension M/L, we will denote the norm and
the trace by NM/L and TM/L respectively. If L/Qp is a finite extension we write L
c
for the algebraic closure and set GL := Gal(L
c/L). We let Lnr denote the maximal
unramified extension of L and write FL for the arithmetic Frobenius of L. Note
that FL is a topological generator of Gal(Lnr/L). As usual, we let OL denote the
valuation ring of L and write pL = πLOL for the maximal ideal.
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We write dL for the absolute inertia degree and eL for the absolute ramification
degree. If M/L is a finite extension we let dM/L and eM/L denote the relative inertia
and ramification degree, respectively. Then we have dM = dM/LdL, eM = eM/LeL
and FM = F
dM/L
L . We will denote the inertia group by IM/L.
We let L0 be the completion of Lnr with respect to the p-adic topology. If A is
an abelian group we denote p-completion by Â, i.e.,
Â = lim←−
n
A/pnA.
Note that Â is in a natural way a Zp-module. We will denote by νL : L̂×⊗ZpQp −→ Qp
the map induced by the normalized valuation of L×.
If Σ is any ring we denote its centre by Z(Σ).
2 K-theory, determinants and refined Euler char-
acteristics
Let Λ be any unital ring. Let PMod(Λ) denote the category of finitely generated
projective Λ-modules and write PMod(Λ)• for the category of bounded complexes of
such modules. We also writeD(Λ) for the derived category of complexes of Λ-modules
and Dp(Λ) for the full triangulated subcategory of D(Λ) of perfect complexes. We
recall that a complex C• of Λ-modules is perfect, if and only if there exists a complex
P • ∈ PMod(Λ)• and a quasi-isomorphism P • −→ C•. We say that a Λ-module N is
perfect, if the complex N [0] belongs to Dp(Λ).
Our main references for the theory of Picard categories, determinant functors and
virtual objects are [BF01, Sec. 2] and [BB05]. For a more explicit approach we refer
the reader to [FK06, Sec. 1]. By Remark 1.2.10 of loc.cit. both approaches should
be equivalent.
Let V (Λ) denote the Picard category of virtual objects associated to PMod(Λ)
and write [·]Λ for the universal determinant functor
[·]Λ : (PMod(Λ), is) −→ V (Λ),
where (PMod(Λ), is) denotes the subcategory of all isomorphisms in PMod(Λ). By
[BF01, Prop. 2.1] this functor extends to a functor
[·]Λ : (D
p(Λ), is) −→ V (Λ).
We recall that V (Λ) is equipped with a canonical bifunctor (L,M) 7→ L ⊗M . We
fix a unit object 1V (Λ) and for each object L an inverse L
−1 with an isomorphism
L ⊗ L−1 ∼= 1V (Λ). Each element of V (Λ) is of the form [P ]Λ ⊗ [Q]
−1
Λ for modules
P,Q ∈ PMod(Λ). Furthermore, [P ]Λ and [Q]Λ are isomorphic in V (Λ) if and only if
the classes of P and Q in K0(Λ) coincide.
For any Picard category P we define π0(P) to be the group of isomorphism classes
of objects of P and set π1(P) := AutP(1P). The groups π0(V (Λ)) and π1(V (Λ)) are
naturally isomorphic to K0(Λ) and K1(Λ), respectively.
In the sequel we fix rings Λ and Σ and a ring homomorphism Λ −→ Σ such that Σ
is flat as a right Λ-module. We assume that Σ is noetherian and regular, that is every
4
finitely generated Σ-module has finite projective dimension. We write PΣ = Σ⊗Λ P
for the scalar extension map if P is a Λ-module or a complex of Λ-modules. By
abuse of notation we will write [P ]Σ in place of [Σ⊗Λ P ]Σ. We recall that there is a
canonical exact sequence of algebraic K-groups
K1(Λ) −→ K1(Σ)
∂1Λ,Σ
−−→ K0(Λ,Σ)
∂0Λ,Σ
−−→ K0(Λ) −→ K0(Σ),
where K0(Λ,Σ) is the relative algebraic K-group defined by [Swa70, page 215]. We
recall also that elements in K0(Λ,Σ) are represented by triples [P, g,Q] where P,Q ∈
PMod(Λ) and g : PΣ −→ QΣ is an isomorphism of Σ-modules.
If Σ = L[G] for a finite group G and a finite field extension L/Qp the reduced
norm map induces an isomorphism
NrdΣ : K1(Σ) −→ Z(Σ)
×
by [CR87, Th. (45.3)]. The same is true for algebraically closed fields L, in particular
for L = Qcp. We set ∂ˆ
1
Λ,Σ := ∂
1
Λ,Σ ◦ Nrd
−1
Σ .
The scalar extension functor PMod(Λ) −→ PMod(Σ) extends to a monoidal
functor V (Λ) −→ V (Σ) and we again write L 7→ LΣ for L ∈ V (Λ). Still following
closely the exposition of [BB05] we define a tensor category V (Λ,Σ) as follows.
Objects in V (Λ,Σ) are pairs (L, λ) with L ∈ V (Λ) and λ an isomorphism LΣ −→
1V (Σ) in V (Σ). A morphism (L, λ) −→ (M,µ) is an isomorphism α : L −→ M in
V (Λ) such that µ ◦ αΣ = λ. The product of (L, λ) and (M,µ) is (L ⊗M, ν) where
ν : (L⊗M)Σ −→ 1V (Σ) is the isomorphism
(L⊗M)Σ −→ LΣ ⊗MΣ
λ⊗µ
−−→ 1V (Σ) ⊗ 1V (Σ) −→ 1V (Σ).
By [BB05, Lemma 5.1] the category V (Λ,Σ) is a Picard category and there is a
natural isomorphism
iΛ,Σ : π0 (V (Λ,Σ)) ∼= K0(Λ,Σ). (2)
For a complex P ∈ PMod(Λ)• we define objects P ev and P od in PMod(Λ) by
P ev :=
⊕
i even
P i, P od :=
⊕
i odd
P i.
Similarly we define
Hev(P ) :=
⊕
i even
H i(P ), Hod(P ) :=
⊕
i odd
H i(P ) Hall(P ) :=
⊕
i∈Z
H i(P ).
Let P ∈ Dp(Λ) and let t : Hev(PΣ) −→ Hod(PΣ) be an isomorphism of Σ-modules.
We refer to t as a trivialization and to the pair (P, t) as a trivialized complex.
By [BB05, Def. 5.5] there is a (refined) Euler characteristic χΛ,Σ(P, t) ∈ K0(Λ,Σ).
We briefly recall the construction. The element χΛ,Σ(P, t) is defined by
χΛ,Σ(P, t) = iΛ,Σ(([U ]Λ, κ(P, t))),
where ([U ]Λ, κ(P, t)) ∈ V (Λ,Σ) is defined as follows. Let a : U −→ P be a quasi-
isomorphism with U ∈ PMod(Λ)• and let κ(P, t) : [U ]Σ −→ 1V (Σ) be the isomorphism
in V (Σ) given by the composite
[U ]Σ
ηUΣ−−→ [H(UΣ)]Σ
H(aΣ)
−−−→ [H(PΣ)]Σ
πH(PΣ)−−−−→ [Hev(PΣ)[0]]Σ ⊗ [H
od(PΣ)[1]]Σ
[t]⊗id
−−−→ [Hod(PΣ)[0]]Σ ⊗ [H
od(PΣ)[1]]Σ
µ
Hod(PΣ)[0]−−−−−−→ 1V (Σ).
(3)
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Here ηUΣ is defined in [BB05, Prop. 3.1], πH(PΣ) by [BB05, Prop. 4.4] and µHod(PΣ)[0]
by [BB05, Lemma 2.3].
For computational applications it is often convenient to use an explicit construc-
tion of a refined Euler characteristic due to Burns in [Bur04]. We still consider a ring
homomorphism Λ −→ Σ as above, but now assume in addition that Σ is semi-simple.
We fix an object P ∈ Dp(Λ) and a trivialisation t : Hev(PΣ) −→ H
od(PΣ). Following
[BB05] we write χoldΣ,Λ(P, t
−1) ∈ K0(Λ,Σ) for the refined Euler characteristic defined
by Burns in [Bur04]. If we write Bi(PΣ) ⊆ P iΣ for the boundaries of PΣ and set
Bod(PΣ) :=
⊕
i oddB
i(PΣ), then by [BB05, Th. 6.2] we have
− χoldΛ,Σ(P, t
−1) = χΛ,Σ(P, t) + ∂
1
Λ,Σ((B
od(PΣ),−id)). (4)
3 The twisted local epsilon constant conjecture
In this section we formulate CnaEP (N/K, V ) following the exposition of [IV]. We recall
the necessary notations and results to the extend that we can relate CnaEP (N/K, V )
to Breuning’s conjecture. For further details we refer the reader to [BB08] and [IV].
3.1 The conjecture CnaEP (N/K, V )
We will briefly recall the definition of local ε-constants following the expositions of
[BB08] and [IV].
Let E denote a large enough field of characteristic 0 such that E contains the
p-power roots of unity µp∞ and the roots of unity of order p − 1. Let K/Qp be a
finite extension. We write µK for the unique Haar measure on K normalized by
µK(OK) = 1. Let ψ : K −→ E× denote an additive continuous character.
We recall that the theory of Langlands and Deligne (cf. [Del73]) associates to
each E-linear representation V of the Weil group of K a local constant ε(V, ψ, µK).
The basic properties of these ε-constants are listed in [BB08, Sec. 2.3].
We fix a compatible system ξ = (ξpn)n≥1 of p-power roots of unity and define an
additive character ψξ : Qp −→ E× by ψξ|Zp = 1 and ψξ(p
−n) = ξpn.
Let now N/K be a finite Galois extension with group G. We assume that E is
large enough such that every irreducible character χ of G can be realized over E.
For each character χ of G we fix an E-linear representation Vχ with character χ and
write V ∗χ for the contragredient representation.
Following [IV, Sec. 3] we define the element
εD(N/K, V ) :=
(
ε
(
Dpst
(
IndK/Qp(V ⊗E V
∗
χ ), ψξ, µQp
)))
χ∈Irr(G)
in
∏
χ∈Irr(G)(Q
c
p)
× ∼= Z(Qcp[G])
×. For all unexplained notation we refer the reader to
[IV, Sec. 3].
We will apply the notation introduced and explained in [BB08, Sec. 1.1]. In
particular, Bcris, Bst and BdR denote the p-adic period rings constructed by Fontaine.
If V is a p-adic representation of GK , we put
DKdR(V ) :=
(
BdR ⊗Qp V
)GK , DKcris(V ) := (Bcris ⊗Qp V )GK .
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The K-vector space DKdR(V ) is finite dimensional and filtered. The tangent space of
V over K is defined by
tV (K) := D
K
dR(V )/Fil
0DKdR(V ).
Finally, we write expV : tV (K) −→ H
1(K, V ) for the exponential map of Bloch and
Kato.
For any Qp-vector space W we write W
∗ = HomQp(W,Qp) for its Qp-linear dual.
For convenience we usually write t∗V (K) instead of tV (K)
∗.
Let N/K be a finite Galois extension of p-adic fields with group G. We set
Λ := Zp[G], Ω := Qp[G], Λ˜ := Znrp [G] and Ω˜ := Q
nr
p [G], where Z
nr
p denotes the ring
of integers in the completion Qnrp of Q
nr
p .
We recall the fundamental 7-term exact sequence of Qp[G]-modules of [BB08,
(2.2)]
0 −→H0(N, V ) −→ DNcris(V )
1−φ
−−→ DNcris(V )⊕ tV (N)
expV−−−→ H1(N, V )
exp∗V−−−→
−→ DNcris(V
∗(1))∗ ⊕ t∗V ∗(1)(N) −→ D
N
cris(V
∗(1))∗ −→ H2(N, V ) −→ 0.
(5)
In the following we will freely use the properties of determinant functors as, for
example, formulated in [BF01, Prop. 2.1]. As in [IV, Sec. 4] we use
0 −→ t∗V ∗(1)(N) −→ D
N
dR(V ) −→ tV (N) −→ 0 (6)
and by [BF01, Prop. 2.1] we obtain an isomorphism
[DNdR(V )]Qp[G] ⊗ [RΓ(N, V )]Qp[G] → [t
∗
V ∗(1)(N)]Qp[G] ⊗ [tV (N)]Qp[G] ⊗
(⊗
i[H
i(N, V )]
(−1)i
Qp[G]
)
.
(7)
Using the commutativity constraint, the right hand side of (7) is canonically isomor-
phic to
[H0(N, V )]Qp[G] ⊗ [D
N
cris(V )]
−1
Qp[G]
⊗ [DNcris(V )]Qp[G] ⊗ [tV (N)]Qp[G] ⊗ [H
1(N, V )]−1
Qp[G]
⊗
[t∗V ∗(1)(N)]Qp[G] ⊗ [D
N
cris(V
∗(1))∗]Qp[G] ⊗ [D
N
cris(V
∗(1))∗]−1
Qp[G]
⊗ [H2(N, V )]Qp[G].
(8)
Now the 7-term exact sequence (5) induces an isomorphism from the object in
(8) to 1V (Qp[G]), so that we obtain an isomorphism
δ′(N/K, V ) : [DNdR(V )]Qp[G] ⊗ [RΓ(N, V )]Qp[G] −→ 1V (Qp[G]). (9)
We put
∆naEP (N/K, V ) := [RΓ(N, V )]Qp[G] ⊗ [IndN/Qp(V )]Qp[G] ∈ V (Qp[G]).
By [BB08, Lemme 2.13] we have an isomorphism ψ : DNdR(V ) −→ D
Qp
dR(IndN/Qp(V ))
which induces a canonical comparison isomorphism
compV : BdR ⊗Qp D
N
dR(V ) −→ BdR ⊗Qp IndN/Qp(V ), c⊗ x 7→ cψ(x).
The morphism compV gives the isomorphism
α˜(N/K, V ) : [DNdR(V )]
−1
BdR[G]
⊗ [IndN/Qp(V )]BdR[G] −→ 1V (BdR[G]).
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Following [BB08, Sec. 1.1] we put
hi(V ) := dimQp
(
FiliD
Qp
dR(V )/Fil
i+1D
Qp
dR(V )
)
and
tH(V ) :=
∑
i∈Z
ihi(V ).
Furthermore, we set
Γ∗(V ) :=
∏
i∈Z
Γ∗(−i)hi(V ),
where
Γ∗(i) =
{
(i− 1)! if i > 0
(−1)i
(−i)!
if i ≤ 0.
Multiplying α˜(N/K, V ) by ttH (V ) where t := log[ξ] ∈ BdR is the uniformizer of B
+
dR
associated with ξ = (ξpn)n≥0, we get
α(N/K, V ) : [DNdR(V )]
−1
BdR[G]
⊗ [IndN/Qp(V )]BdR[G] −→ 1V (BdR[G]). (10)
Composing α(N/K, V ) with the automorphism of 1V (BdR[G]) induced by the element
Γ∗(V )εD(N/K, V ) we obtain
β(N/K, V ) : [DNdR(V )]
−1
BdR[G]
⊗ [IndN/Qp(V )]BdR[G] −→ 1V (BdR[G]). (11)
We also define β ′(N/K, V ) as the following composite
∆naEP (N/K, V )BdR[G]
= [RΓ(N, V )]BdR[G] ⊗ [IndN/Qp(V )]BdR[G]
= [RΓ(N, V )]BdR[G]⊗[D
N
dR(V )]BdR[G] ⊗ [D
N
dR(V )]
−1
BdR[G]
⊗ [IndN/Qp(V )]BdR[G]
δ′(N/K,V )
−−−−−−→ [DNdR(V )]
−1
BdR[G]
⊗ [IndN/Qp(V )]BdR[G]
α(N/K,V )
−−−−−−→ 1V (BdR[G]).
(12)
Note that in order to apply δ′(N/K, V ) in the above definition it is necessary to
apply the commutativity constraint first.
The isomorphism δ(N/K, V ) is defined analogously, just writing β(N/K, V ) in
place of α(N/K, V ) in the above formula. Since according to [BB08, Lemme 2.15] the
isomorphism β(N/K, V ) is actually defined over Ω˜, the same is true for δ(N/K, V ),
so that we actually have an isomorphism
δ(N/K, V ) : ∆naEP (N/K, V )Ω˜ −→ 1V (Ω˜). (13)
We define
∆naEP (N/K, T ) := [RΓ(N, T )]Zp[G] ⊗ [IndN/Qp(T )]Zp[G] ∈ V (Zp[G]).
The element ∆naEP (N/K, T ) actually does not depend on the choice of T and is there-
fore a canonical element in V (Zp[G]) whose base change gives ∆
na
EP (N/K, V ). We
can now finally formulate the epsilon constant conjecture (compare to [IV, Conj. 5.1]
or [BB08, Conj. 2.19]).
Conjecture 3.1.1. If V = Qp ⊗Zp T is potentially semistable and if N/K is a finite
Galois extension, then the class [(∆naEP (N/K, T ), δ(N/K, V ))] ∈ π0(V (Zp[G], Ω˜)) is
trivial in π0(V (Λ˜, Ω˜)).
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3.2 CnaEP (N/K, V ) for unramified twists of Zp(1)
We specialize now to the situation considered in this manuscript.
Let p be a prime and let K be a finite extension of Qp. Let χ
nr
Qp
: GQp −→ Z
×
p
be a continuous unramified character and write χnr := χnrQp|GK for its restriction to
GK . We write χ
cyc : GK −→ Z
×
p for the cyclotomic character and consider the p-adic
representation
T := Zp(χ
nr)(χcyc) = Zp(χ
nr)(1).
Explicitly, T is Zp as an abelian group equipped with the GK-action defined by
gx := χnr(g)χcyc(g)x for g ∈ GK and x ∈ Zp. We put V := Qp ⊗Zp T .
Let ϕ = FQp denote the absolute Frobenius automorphism and set u := χ
nr
Qp
(ϕ).
Let F denote the Lubin-Tate formal group associated with π := up. By [Izy12,
Example 5.20] the representation T is the restriction to GK of the p-adic Tate module
TpF .
Let N/K be a finite Galois extension with group G. As usual we write F(pN) for
the formal Zp-module pN with the Zp-module structure induced by the formal group
law F .
We define the complex RΓ(N, T ) as the GN -invariants of the continuous stan-
dard resolution of T (cf. [NSW08, Ch. I, §2]). As usual, we write H i(N, T ) for
the cohomology groups of RΓ(N, T ). We recall some well-known facts about these
cohomology groups. We write vp : Qp −→ Z∪{∞} for the normalized valuation map
and set
ω = ωN := vp(1− χ
nr(FN )). (14)
Note that ω ∈ Z if and only if χnr|GN 6= 1.
Lemma 3.2.1. Assume the notation of Subsection 3.2.
(a) If χnr|GN 6= 1, then
(i) H1(N, T ) ∼=
(
N̂×0 (χ
nr)
)Gal(N0/N)
∼= F(pN),
(ii) H2(N, T ) ∼= (Zp/pωZp) (χnr) ,
(iii) H i(N, T ) = 0 for i 6= 1, 2.
(b) If χnr|GN = 1, then
(i) H1(N, T ) ∼= N̂×(χnr),
(ii) H2(N, T ) ∼= Zp(χ
nr),
(iii) H i(N, T ) = 0 for i 6= 1, 2.
Proof. Part (a) is shown in [IV, Prop. 2.1]. If χnr|GN = 1, then taking cohomology
commutes with twisting, i.e., H i(N,A(χnr)) = H i(N,A)(χnr) for each GN -module
A. Hence part (b) is immediate from [Bre04a, Prop. 4.11].
In Section 4 we will give an alternative proof of part (a) by explicitly constructing
a representative for RΓ(N, T ). For details see Remark 4.3.2.
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Remark 3.2.2. In [BC] and [Chi85] the symbol N0 denotes the maximal unramified
extension of N which in the present manuscript is denoted by Nnr. In order to
relate the results and computations of [BC] to the results and computations of this
manuscript it is therefore worth noting that N̂×nr = N̂
×
0 . Indeed, we have for each
natural number n the canonical short exact sequence
0 −→ N×nr/
(
N×nr ∩ (N
×
0 )
pn
)
−→ N×0 /(N
×
0 )
pn −→ N×0 /N
×
nr(N
×
0 )
pn −→ 0.
It is an easy exercise to show that N×nr(N
×
0 )
pn = N×0 and N
×
nr ∩ (N
×
0 )
pn = (N×nr)
pn.
Hence we have a natural isomorphism N×nr/(N
×
nr)
pn ∼= N×0 /(N
×
0 )
pn.
Remark 3.2.3. In our situation we have
hi(V ) =
{
1 if i = −1
0 if i 6= −1.
Indeed, by [FO10, page 148] or [IV, page 5], tV ∗(1)(Qp) →֒ Cp((χnr)−1)(−1)GN = 0
and hence tV ∗(1)(Qp) = 0. Then the short exact sequence (6) implies that D
Qp
dR(V ) =
tV (Qp), i.e. Fil
0D
Qp
dR(V ) = 0. Furthermore the element eχnrQp,1 = t
nr · t−1 ⊗ (v ⊗ ξ)
defined in [IV, page 11] is a nonzero element in Fil−1D
Qp
dR(V ). Since dimQp(D
Qp
dR(V )) =
1, we deduce that Fil−1D
Qp
dR(V ) = D
Qp
dR(V ), so that there is only one jump in the
filtration, namely at i = −1.
Hence we obtain tH(V ) = −1 and Γ∗(V ) = Γ∗(1) = 1.
In this case we shall now reformulate Conjecture 3.1.1 in the language of relative
algebraic K-groups and refined Euler characteristics.
Following [IV] and [Bre04b] we define an element R˜N/K ∈ K0(Zp[G], Ω˜) by
R˜N/K = CN/K + Ucris + ∂
1
Zp[G],BdR[G]
(t) + ∂1Zp[G],BdR[G](εD(N/K, V )),
where each of the terms is an element in K0(Zp[G], BdR[G]). After briefly recalling
the definition of CN/K we give the formulation of the conjecture due to Izychev and
Venjakob, and then, following the approach of Breuning, modify R˜N/K by the so-
called unramified term in order to obtain an element RN/K ∈ K0(Zp[G],Qp[G]). In
Section 6 we will write εD(N/K, V ) in terms of Galois Gauß sums in order to tie up
to the notion of ε-constants as it is used in Breuning’s conjecture [Bre04b, Conj. 3.2].
The element CN/K ∈ K0(Zp[G], Ω˜) is defined by
CN/K = −χZp[G],BdR[G](M
•, λ−1) (15)
where the trivialized complex (M•, λ−1) is given by
M• = RΓ(N, T )⊕ IndN/QpT [0] (16)
and
λ : Hod(M•)BdR[G] −→ H
ev(M•)BdR[G],
λ =
{
comp ◦ exp−1V if χ
nr|GN 6= 1
comp ◦ exp−1V +νN if χ
nr|GN = 1.
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Note that the minus sign in the definition of CN/K is due to a different convention
about Euler characteristics in comparison to [IV].
The explicit computation of CN/K is the technical heart of this paper. The com-
putation is based on the construction of an explicit representative for RΓ(N, T ) (see
Section 4) which is of independent interest. Our representative should be considered
as the analogue of Serre’s explicit representative of the local fundamental class (see
[Chi85, Prop. 6.1] or [Bre04a, Th. 4.20]).
The term Ucris will be defined in Section 5. In the case χ
nr|GN 6= 1 our definition
agrees with the one given in [IV, Sec. 5]. In Section 5 we will also make the compar-
ison to the correction term MN/K which occurs in (the generalization of) Breuning’s
Conjecture 3.2 in [Bre04b].
Conjecture 3.2.4. Under the current assumptions R˜N/K = 0 in K0(Λ˜, Ω˜).
In the case χnr|GN 6= 1 this is precisely the reformulation of Conjecture 3.1.1 as
stated in [IV, (5.1)].
We now follow the approach of [Bre04b] to define a modified element RN/K in
K0(Zp[G],Qp[G]). We write Otp for the ring of integers in the maximal tamely ram-
ified extension of Qp in Q
c
p. Let ι : K0(Zp[G],Q
c
p[G]) −→ K0(O
t
p[G],Q
c
p[G]) be the
natural scalar extension map. We recall that by Taylor’s fixed point theorem the
restriction of ι to the subgroup K0(Zp[G],Qp[G]) is injective. Let us define UN/K as
in [Bre04b], then by [Bre04b, Prop. 2.12] we have ι(UN/K) = 0. We define
RN/K = CN/K + Ucris + ∂
1
Zp[G],BdR[G]
(t)− UN/K + ∂
1
Zp[G],BdR[G]
(εD(N/K, V )), (17)
so that RN/K = R˜N/K −UN/K . Using some of the properties of UN/K with respect to
the action of Gal(Qcp/Qp) one can prove that RN/K ∈ K0(Zp[G],Qp[G]). We will do
this in Subsection 7.1 and we will also prove that if T = Zp(1), then the following
conjecture is precisely Breuning’s Conjecture [Bre04b, Conj. 3.2].
Conjecture 3.2.5. Under the current assumptions RN/K = 0 in K0(Zp[G],Qp[G]).
Proposition 3.2.6. In the present setting the Conjectures 3.1.1, 3.2.4 and 3.2.5 are
equivalent.
The proof will be given in Subsection 7.1. In the rest of the manuscript we write
CnaEP (N/K, V ) for the equivalent conjectures 3.1.1, 3.2.4 and 3.2.5.
3.3 Organization of the manuscript
To end this section we briefly describe the organization of the manuscript. In Sec-
tion 4 we construct an explicit representative of RΓ(N, T ). Section 5 is dedicated
to the definition of the term Ucris and the comparison of Ucris to Breuning’s cor-
rection term MN/K . In the following Section 6 we discuss epsilon constants and
express them in terms of Galois Gauß sums. This will allow us to compare the term
∂1
Zp[G],BdR[G]
(εD(N/K, V )) to Breuning’s element TN/K . In Section 7 we express CN/K
as a sum of a norm resolvent and the refined Euler characteristic of RΓ(N, T ). With
these preparations at hand we study the Galois action of the individual terms in the
definition of RN/K , prove Proposition 3.2.6 and compute the refined Euler charac-
teristic CN/K . As a by-product we obtain the proof of the equivalence of Breuning’s
Conjecture [Bre04b, Conj. 3.2] and CnaEP (N/K, V ) if T = Zp(1). Finally in Section 8
we provide the proof of Theorem 1.
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4 A representative for RΓ(N, T )
In this section we construct an explicit representative for the complex RΓ(N, T ). We
assume the situation described at the beginning of Subsection 3.2.
4.1 Some preliminary results
Lemma 4.1.1. Let L/K denote a finite Galois extension. Then we have a canonical
exact sequence
0 −→ F(pL) −→
(
L̂×0 (χ
nr)
)Gal(L0/L) νL−→ (Zp(χnr))Gal(L0/L)
of IL/K-modules. In particular, if χ
nr|GL 6= 1, then there is an isomorphism
fF ,L : F(pL) −→
(
L̂×0 (χ
nr)
)Gal(L0/L)
.
Explicitly fF ,L is given by a power series of the form 1 + ε
−1X + deg ≥ 2, where
ε ∈ Znrp
×
is such that u = εϕ−1.
Proof. We have L×0
∼= πZL × κ
× × U (1)L0 , where κ denotes the residue class field of L0.
Since any element of κ× has coprime to p order and U
(1)
L0
is p-complete we obtain
L̂×0
∼= Zp × U
(1)
L0
, and hence a canonical short exact sequence
0 −→ U (1)L0 −→ L̂
×
0 −→ Zp −→ 0. (18)
From [LR78, Lemma page 237] we derive the existence of an isomorphism
f˜ : F(pL) −→
(
U
(1)
L0
(χnr)
)Gal(L0/L)
.
Up to the obvious isomorphism U
(1)
L0
∼= Gm(pL0), this isomorphism is given by the
uniquely defined power series θ(X) = ε−1X + deg ≥ 2 of [Neu92, Koroll. V.2.3].
The result follows by twisting and taking Gal(L0/L)-fixed points in (18).
We set G := Gal(K0/K)×Gal(L/K). In analogy to [Chi85, (6.2)] we set
IL/K(χ
nr) := IndGGal(L0/K)
(
L̂×0 (χ
nr)
)
and we usually identify IL/K(χnr) with
(
L̂×0
)dL/K
. Recalling that F = FK denotes
the Frobenius automorphism of K, note that the G-module structure on IL/K(χnr)
is characterized by
(F × 1) · [x1, x2, . . . , xdL/K ] = [x
FLχ
nr(FL)
dL/K
, x1, x2, . . . , xdL/K−1], (19)
and
(F−n × σ) · [x1, x2, . . . , xdL/K ] = [x
σ˜χnr(σ˜)
1 , x
σ˜χnr(σ˜)
2 , . . . , x
σ˜χnr(σ˜)
dL/K
], (20)
where F−n and σ ∈ Gal(L/K) have the same restriction to L∩K0 and σ˜ ∈ Gal(L0/K)
is uniquely defined by σ˜|K0 = F
−n and σ˜|L = σ.
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We also have a GK- and a Gal(L/K)-action on IL/K(χnr), via the natural maps
GK → Gal(L0/K) →֒ G and Gal(L/K) →֒ G. Note that in the case χnr|GL = 1 we
have
IL/K(χ
nr) = IndGGal(L0/K)
(
L̂×0 (χ
nr)
)
∼=
(
IndGGal(L0/K)L̂
×
0
)
(χnr) (21)
both as Gal(L/K)- and GK-modules. The following lemma clarifies the structure of
IL/K(χ
nr) as a Gal(L/K)-module in the general situation.
Lemma 4.1.2. If we identify the inertia group IL/K with Gal(L0/K0), then there is
a Gal(L/K)-isomorphism
f˜F ,L : Ind
Gal(L/K)
IL/K
L̂×0 −→ IL/K(χ
nr).
In particular, IL/K(χnr) is Gal(L/K)-cohomologically trivial.
Proof. We identify Ind
Gal(L/K)
IL/K
L̂×0 with Zp[Gal(L/K)]⊗Zp[IL/K ] L̂
×
0 and set
f˜F ,L(σ ⊗ x) := (1× σ) · [x, 1, . . . , 1],
for x ∈ L̂×0 and σ ∈ Gal(L/K). To check that this is well-defined we take τ ∈ IL/K
and write τ˜ for the corresponding element in Gal(L0/K0). Then
f˜F ,L(στ ⊗ x) = (1× στ) · [x, 1, . . . , 1] = (1× σ)(1× τ) · [x, 1, . . . , 1]
= (1× σ) · [xτ˜χ
nr(τ˜), 1, . . . , 1] = (1× σ) · [xτ˜ , 1, . . . , 1]
= f˜F ,L(σ ⊗ x
τ˜ ).
To prove surjectivity, we check that all elements of the form [1, . . . , 1, x, 1, . . . , 1] are
in the image of f˜F ,L. Let i+ 1 be the index of x and let us take σ ∈ Gal(L/K) such
that σ|L∩K0 = F
−i. Then
f˜F ,L(σ ⊗ x
σ˜−1χnr(σ˜)−1) = (1× σ) · [xσ˜
−1χnr(σ˜)−1 , 1, . . . , 1]
= (F i × 1)(F−i × σ) · [xσ˜
−1χnr(σ˜)−1 , 1, . . . , 1]
= (F i × 1) · [x, 1, . . . , 1] = [1, . . . , 1, x, 1, . . . , 1].
It remains to prove injectivity. Let us take
∏
i σi ⊗ xi ∈ ker f˜F ,L. Clearly we can
assume that 0 ≤ i ≤ dL/K − 1 and σi|L∩K0 = F
−i. Then we calculate
f˜F ,L
dL/K−1∏
i=0
σi ⊗ xi
 = [xσ˜0χnr(σ˜0)0 , xσ˜1χnr(σ˜1)1 , . . . , xσ˜dL/K−1χnr(σ˜dL/K−1)dL/K−1 ].
Since we are assuming that the element is in the kernel, we deduce that all of the xi
are equal to 1. Hence f˜F ,L is injective. The isomorphism is Gal(L/K)-invariant by
construction.
By [Ser79, Prop. XIII.5.14] the IL/K-module L
×
0 is IL/K-cohomologically trivial.
Using [Bre04a, Lemma 4.9] the same holds true for the p-completion L̂×0 . By Shapiro’s
Lemma we finally derive that Ind
Gal(L/K)
IL/K
L̂×0 is Gal(L/K)-cohomologically trivial.
We slightly generalize a well-known lemma, see e.g. [Neu92, Lemma V.2.1].
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Lemma 4.1.3. Given c ∈ ÛL0 there exists x ∈ ÛL0 such that x
χnr(FL)FL−1 = c. If
xn is such a solution modulo U
pn
L0
, then we can assume that x ≡ xn (mod U
pn
L0
). In
particular if c ∈ U (1)L0 , then we can assume x ∈ U
(1)
L0
.
Proof. Let n ∈ N, let ψn ∈ Z be such that ψn ≡ χnr(FL) (mod pn). First of
all we want to determine an xn ∈ UL0/U
pn
L0
such that x
χnr(FL)FL−1
n ≡ xψnFL−1n ≡ c
(mod Up
n
L0
). Let cn ∈ UL0 be congruent to c modulo U
pn
L0
, then it is enough to find
xn ∈ UL0 such that x
ψnFL−1
n = cn. The same proof as in [Neu92, Lemma V.2.1] works,
simply writing FLψ instead of ϕ everywhere. (Note that here we are using that L0
is complete.) Moreover, if we assume that we already have an xn−1 ∈ UL0/U
pn−1
L0
such that x
χnr(FL)FL−1
n−1 ≡ x
ψnFL−1
n−1 ≡ c (mod U
pn−1
L0
), then we can find xn with the
additional property that xn ≡ xn−1 (mod U
pn−1
L0
).
By passing to the limit we obtain an element x ∈ ÛL0 such that x
χnr(FL)FL−1 = c.
The remaining assertions are now straightforward.
4.2 The construction of the complex
We continue to assume the situation of Subsection 3.2.
Theorem 4.2.1 (Serre). If χnr(FL) = 1, then we have an exact sequence
0 −→ L̂×(χnr) −→ IL/K(χ
nr) −→ IL/K(χ
nr) −→ Zp(χ
nr) −→ 0
of Zp[Gal(L/K)]-modules.
Proof. Taking into account the isomorphism (21) this follows directly from [Chi85,
Prop. 6.1] by p-completing and twisting.
Now we want an analogous result for the case χnr(FL) 6= 1.
We set
ωL := vp(1− χ
nr(FL)),
which is finite when χnr(FL) 6= 1.
For n > ωL we put
Vn = {y ∈ L
×
0 /(L
×
0 )
pn : νL(y) ≡ 0 (mod p
ωL)}
and
Wn = {y ∈ L
×
0 /(L
×
0 )
pn : yχ
nr(FL)FL−1 = 1}.
Note that when ωL = 0 the congruence in the definition of Vn is always trivially
satisfied, so that Vn = L
×
0 /(L
×
0 )
pn.
Lemma 4.2.2. Assume χnr(FL) 6= 1. If m ≥ n ≥ ωL, then we have a commutative
diagram of exact sequences:
0 //Wm //
τm,n

L×0 /(L
×
0 )
pm χ
nr(FL)FL−1
//
πm,n

Vm //
σm,n

0
0 //Wn // L
×
0 /(L
×
0 )
pn χ
nr(FL)FL−1
// Vn // 0.
Here πm,n denotes the canonical projection and τm,n and σm,n are induced by πm,n.
Moreover, πm,n and σm,n are surjective and the projective system (Wn)n satisfies the
Mittag-Leffler condition.
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Proof. To prove the exactness of the rows we must show that
L×0 /(L
×
0 )
pn χ
nr(FL)FL−1
−−−−−−−−→ Vn
is surjective. If c ∈ Vn, then νL(c) ∈ pωLZ/pnZ, so that there exists k ∈ Z such that
νL(c) ≡ k(χ
nr(FL)− 1) (mod p
nZ).
We set
c′ =
c
[πL]νL(c)
∈ UL0/(UL0)
pn ⊆ L×0 /
(
L×0
)pn
,
where [πL] denotes the class of πL modulo (L
×
0 )
pn. By Lemma 4.1.3 there exists
x′ ∈ UL0/(UL0)
pn such that
(x′)χ
nr(FL)FL−1 = c′.
Then we set x = x′[πL]
k and obtain
xχ
nr(FL)FL−1 = (x′[πL]
k)χ
nr(FL)FL−1 = c′[πL]
k(χnr(FL)−1) = c′[πL]
νL(c) = c.
The commutativity of the diagram as well as the surjectivity of πm,n and σm,n are
evident. It remains to show that the projective system (Wn)n satisfies the Mittag-
Leffler condition. To that end we prove that coker(τm,n) stabilizes for n ≥ ωL as m
tends to infinity.
By the Snake Lemma we obtain
(L×0 )
pn/(L×0 )
pm χ
nr(FL)FL−1
−−−−−−−−→ ker(σm,n) −→ coker(τm,n) −→ 0.
Since n > ωL, it is easy to see that
ker(σm,n) = (L
×
0 )
pn/(L×0 )
pm,
so that we have to compute the cokernel of
(L×0 )
pn/(L×0 )
pm ψ−→ (L×0 )
pn/(L×0 )
pm,
where ψ is induced by χnr(FL)FL − 1. Clearly,
im(ψ) ⊆
(
πp
ωL+nZ
L × (UL0)
pn
) (
L×0
)pm
/
(
L×0
)pm
.
We claim that we have equality. Let cp
n
= πlp
n+ωL
L v
pn with l ∈ Z and v ∈ UL0
represent an element of the right hand side and set c := πlp
ωL
L v. By the first part
of the proof we can construct x ∈ L×0 /
(
L×0
)pm
such that xχ
nr(FL)FL−1 = [c]. Then(
xp
n)χnr(FL)FL−1 = [cpn], which proves our claim.
Finally we note that for m ≥ n+ωL one has
(
L×0
)pm
⊆ πp
ωL+nZ
L × (UL0)
pn. Hence
coker(τm,n) ∼= (L
×
0 )
pn/(πp
ωL+nZ
L × (UL0)
pn) stabilizes.
By the definition of Vn we have a commutative diagram of short exact sequences
0 // Vm //
σm,n

L×0 /(L
×
0 )
pm νL //
πm,n

Z/pωLZ //
=

0
0 // Vn // L
×
0 /(L
×
0 )
pn νL // Z/pωLZ // 0.
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Note that when ωL = 0 we simply interpret Z/p
ωLZ as 0. By Lemma 4.2.2 the maps
σm,n are surjective and hence the projective system (Vn)n satisfies the Mittag-Leffler
condition. We define
W := lim←−
n
Wn, V := lim←−
n
Vn,
and thus obtain by [Wei94, Prop. 3.5.7] two short exact sequences
0 −→W −→ L̂×0 −→ V −→ 0,
0 −→ V −→ L̂×0 −→ Z/p
ωLZ −→ 0.
Splicing together these two sequences we obtain
0 −→ W −→ L̂×0
χnr(FL)FL−1
−−−−−−−−→ L̂×0
νL−→ Z/pωLZ −→ 0,
which we rewrite in the form
0 −→W (χnr) −→ L̂×0 (χ
nr)
FL−1−−−→ L̂×0 (χ
nr)
νL−→ Z/pωLZ(χnr) −→ 0. (22)
We clearly have W (χnr) ∼= L̂×0 (χ
nr)Gal(L0/L) which by Lemma 4.1.1 is isomorphic
to F(pL).
Note that we also have a natural Gal(L/K)-action on (L̂×0 (χ
nr))Gal(L0/L) and
Z/pωLZ(χnr) defined by extending an element σ ∈ Gal(L/K) to an element σ˜ ∈
Gal(L0/K).
So we can formulate the following theorem.
Theorem 4.2.3. Assume χnr(FL) 6= 1. We have an exact sequence
0 −→ (L̂×0 (χ
nr))Gal(L0/L) −→ IL/K(χ
nr)
(F−1)×1
−−−−−→ IL/K(χ
nr)
wL−→ Z/pωLZ(χnr)→ 0
of Zp[Gal(L/K)]-modules. Here wL denotes the sum of the valuations νL.
Remark 4.2.4. In the proof of Theorem 4.2.8 we will use this result together with
the isomorphism (L̂×0 (χ
nr))Gal(L0/L) ∼= F(pL) provided by Lemma 4.1.1.
Proof. We start by showing that all the homomorphisms are Gal(L/K)-invariant.
Let σ ∈ Gal(L/K) and let σ˜ ∈ Gal(L0/K) be such that σ˜|L = σ and σ˜|K0 = F
−n,
where n is an integer. Let x ∈ (L̂×0 (χ
nr))Gal(L0/L). Then x maps diagonally to the
element [x, x, . . . , x] ∈ IL/K(χnr) and we have
(1× σ) · [x, x, . . . , x] = (F n × 1)(F−n × σ) · [x, x, . . . , x]
= (F n × 1) · [xσ˜χ
nr(σ˜), xσ˜χ
nr(σ˜), . . . , xσ˜χ
nr(σ˜)]
= [xσ˜χ
nr(σ˜)FLχ
nr(FL), . . . , xσ˜χ
nr(σ˜)FLχ
nr(FL), xσ˜χ
nr(σ˜), . . . , xσ˜χ
nr(σ˜)]
= [xσ˜χ
nr(σ˜), xσ˜χ
nr(σ˜), . . . , xσ˜χ
nr(σ˜)].
If we inject σ · x = xσ˜χ
nr(σ˜) diagonally into IL/K(χnr) we obviously get the same
element, so that the first map is Gal(L/K)-invariant. The second map is Gal(L/K)-
invariant because (F − 1)× 1 and 1× σ commute.
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Let [x1, . . . , xdL/K ] ∈ IL/K(χ
nr). Then
(1× σ) · [x1, x2, . . . , xdL/K ] = (F
n × 1)(F−n × σ) · [x1, x2, . . . , xdL/K ]
= (F n × 1) · [xσ˜χ
nr(σ˜)
1 , x
σ˜χnr(σ˜)
2 , . . . , x
σ˜χnr(σ˜)
dL/K
]
= [x
σ˜χnr(σ˜)FLχ
nr(FL)
dL/K+1−n
, . . . , x
σ˜χnr(σ˜)FLχ
nr(FL)
dL/K
, x
σ˜χnr(σ˜)
1 , . . . , x
σ˜χnr(σ˜)
dL/K−n
].
Its valuation is:
χnr(σ˜)(νL(x1) + · · ·+ νL(xdL/K−n) + χ
nr(FL)(νL(xdL/K+1−n) + · · ·+ νL(xdL/K )))
≡ χnr(σ˜)(νL(x1) + · · ·+ νL(xdL/K )) (mod p
ωL),
from which we deduce the Gal(L/K)-invariance of wL.
Next we show the exactness of the sequence. The first map is just the diagonal
embedding.
Let x = [x1, x2, . . . , xdL/K ] ∈ ker((F − 1)× 1). Then
((F − 1)× 1)(x) =
xFLχnr(FL)dL/K
x1
,
x1
x2
,
x2
x3
, . . . ,
xdL/K−1
xdL/K
 = 1
implies that x1 = x2 = · · · = xdL/K and x1 = x
FLχ
nr(FL)
dL/K
= x
FLχ
nr(FL)
1 . It follows
that the kernel of (F − 1)× 1 is contained in the image of the first injection. Since
the opposite inclusion is straightforward, we have exactness at the second non-trivial
term of the sequence.
Let us consider exactness at the third non-trivial term. The following is just
an adaptation of the arguments used to prove [BD13, Lemma 11 and 12]. Let c =
[c1, c2, . . . , cdL/K ] ∈ ker(wL) for some ci ∈ L̂
×
0 (χ
nr). By assumption c1c2 . . . cdL/K is in
the kernel of νL and hence by (22) there exists an element y ∈ L̂
×
0 (χ
nr) such that
yχ
nr(FL)FL−1 = c1c2 . . . cdL/K . Now we set
x = [c2c3 . . . cdL/Ky, c3 . . . cdL/Ky, . . . , cdL/K−1cdL/Ky, cdL/Ky, y] ∈ IL/K(χ
nr).
Then
((F − 1)× 1)(x) =
xFLχnr(FL)dL/K
x1
,
x1
x2
,
x2
x3
, . . . ,
xdL/K−1
xdL/K

=
[
yFLχ
nr(FL)
c2c3 . . . cdL/Ky
,
c2c3 . . . cdL/Ky
c3c4 . . . cdL/Ky
,
c3c4 . . . cdL/Ky
c4c5 . . . cdL/Ky
, . . . ,
cdL/Ky
y
]
=
[
yFLχ
nr(FL)−1
c2c3 . . . cdL/K
, c2, c3, . . . , cdL/K
]
=
[
c1, c2, c3, . . . , cdL/K
]
.
The opposite inclusion is easy by the definition of ωL. This proves exactness in the
third term.
The surjectivity of the last map is clear.
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We let M/L/K be finite extensions such that both M/K and L/K are Galois.
We have a canonical inclusion
ι = ιM/L : IL/K(χ
nr) −→ IM/K(χ
nr),
x 7→ [xF
dM/L−1
L χ
nr(FL)
dM/L−1
, xF
dM/L−2
L χ
nr(FL)
dM/L−2
, . . . , x],
where x = [x1, . . . , xdL/K ] ∈
(
L̂×0
)dL/K
and the exponents of x have to be understood
componentwise. There are three possibilities:
1. χnr(FM) 6= 1 and χ
nr(FL) 6= 1;
2. χnr(FM) = 1 and χ
nr(FL) 6= 1;
3. χnr(FM) = 1 and χ
nr(FL) = 1.
In case 1 we verify by a long but straightforward computation that the diagram of
exact rows
0 // (L̂×0 (χ
nr))Gal(L0/L) //
⊆

IL/K(χ
nr)
(F−1)×1
//
ιM/L

IL/K(χ
nr)
wL
//
ιM/L

Z/pωLZ(χnr) //
eM/L
∑dM/L−1
i=0 F
i
L

0
0 // (M̂×0 (χ
nr))Gal(M0/M) // IM/K(χ
nr)
(F−1)×1
// IM/K(χ
nr)
wM
// Z/pωMZ(χnr) // 0
commutes.
In case 2 we have
wM(ιM/L(x)) = wM(x)
dM/L−1∑
i=0
χnr(FL)
i = wM(x) ·
χnr(FL)
dM/L − 1
χnr(FL)− 1
= wM(x)
χnr(FM)− 1
χnr(FL)− 1
= 0.
Therefore we obtain a commutative diagram
0 // (L̂×0 (χ
nr))Gal(L0/L) //
⊆

IL/K(χ
nr)
(F−1)×1
//
ιM/L

IL/K(χ
nr)
wL
//
ιM/L

Z/pωMZ(χnr) //
0

0
0 // (M̂×0 (χ
nr))Gal(M0/M) // IM/K(χ
nr)
(F−1)×1
// IM/K(χ
nr)
wM
// Zp(χ
nr) // 0.
Note that the bottom exact sequence comes from Theorem 4.2.1.
In case 3 our diagram takes the form
0 // (L̂×0 (χ
nr))Gal(L0/L) //
⊆

IL/K(χ
nr)
(F−1)×1
//
ιM/L

IL/K(χ
nr)
wL
//
ιM/L

Zp(χ
nr) //
[M :L]

0
0 // (M̂×0 (χ
nr))Gal(M0/M) // IM/K(χnr)
(F−1)×1
// IM/K(χnr)
wM
// Zp(χ
nr) // 0.
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Lemma 4.2.5. (a) If χnr(FL) 6= 1 for every finite Galois extension L/K, then we
have an exact sequence
0 −→ lim−→
L
(L̂×0 (χ
nr))Gal(L0/L) −→ lim−→
L
IL/K(χ
nr)
(F−1)×1
−−−−−→ lim−→
L
IL/K(χ
nr) −→ 0,
where the direct limit is taken over all finite Galois extensions L/K.
(b) If χnr(FL) = 1 for some finite Galois extension L/K, then we have an exact
sequence
0→ lim−→
L
(L̂×0 (χ
nr))Gal(L0/L) → lim−→
L
IL/K(χ
nr)
(F−1)×1
−−−−−→ lim−→
L
IL/K(χ
nr)→ Qp(χ
nr)→ 0.
Proof. For the proof of (a) we use the diagram of case 1. Since the direct limit
functor is exact it suffices to show that lim−→L (Z/p
ωLZ(χnr)) is trivial.
We first note that
ωM = vp
(
1− χnr(FM)
1 − χnr(FL)
·(1− χnr(FL))
)
= ωL+vp(1+χ
nr(FL)+ . . .+χ
nr(FL)
dM/L−1).
Let now x ∈ Z/pωLZ(χnr). Then we let M/K be a finite Galois extension such that
L ⊆ M and pωL|eM/L. Then
eM/L(1 + FL + . . .+ F
dM/L−1
L )x = eM/L(1 + χ
nr(FL) + . . .+ χ
nr(FL)
dM/L−1)x
and, since
vp(eM/L(1 + χ
nr(FL) + . . .+ χ
nr(FL)
dM/L−1))
≥ ωL + vp(1 + χ
nr(FL) + . . .+ χ
nr(FL)
dM/L−1) = ωM ,
we see that x becomes trivial in Z/pωMZ(χnr).
The proof of (b) is achieved by taking the direct limit over the diagrams of cases
2 and 3. The result follows since it is straightforward to show that lim−→L Zp(χ
nr) ∼=
Qp(χ
nr).
Lemma 4.2.6. We have(
IM/K(χ
nr)
)Gal(M/L)
= ιM/L
(
IL/K(χ
nr)
)
.
Proof. For the proof we set d˜ := dM/L and d := dL/K . As usual we identify IM/K(χnr)
and (M̂×0 )
dd˜, the Gal(K0/K)×Gal(M/K)-action being described by (19) and (20).
Let us consider [x1, x2, . . . , xd˜] ∈
(
IM/K(χnr)
)Gal(M/L)
with x1, x2, . . . , xd˜ ∈ (M̂
×
0 )
d.
Let σ˜ ∈ Gal(M0/L0) and σ = σ˜|M ∈ Gal(M/L). We have
(1× σ)[x1, x2, . . . , xd˜] = [x
σ˜χnr(σ˜)
1 , x
σ˜χnr(σ˜)
2 , . . . , x
σ˜χnr(σ˜)
d˜
].
Since σ˜|K0 = 1 it follows that χ
nr(σ˜) = 1. So from the above calculations, recalling
that [x1, x2, . . . , xd˜] has to be fixed by the action of 1 × σ, we get x
σ˜
i = xi for
i = 1, . . . , d˜. Since this holds for every σ˜ ∈ Gal(M0/L0) we conclude that xi ∈
(L̂×0 )
d = IL/K(χ
nr) for i = 1, . . . , d˜.
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Now let us take τ˜ ∈ Gal(M0/L) such that τ˜ |L0 = FL and set τ := τ˜ |M ∈
Gal(M/L). In particular the element [x1, x2, . . . , xd˜] must be fixed by the action of
τ−1. We have
[x1, x2, . . . , xd˜] = (1× τ
−1)[x1, x2, . . . , xd˜]
= (F d × 1)(F−d × τ−1)[x1, x2, . . . , xd˜]
= (F d × 1)[xτ˜
−1χnr(τ˜ )−1
1 , x
τ˜−1χnr(τ˜ )−1
2 , . . . , x
τ˜−1χnr(τ˜)−1
d˜
]
= [x
τ˜−1χnr(τ˜)−1FMχ
nr(FM )
d˜
, x
τ˜−1χnr(τ˜ )−1
1 , . . . , x
τ˜−1χnr(τ˜)−1
d˜−1
].
Since xi ∈ IL/K(χ
nr) = (L̂×0 )
d for i = 1, . . . , d˜, we can always substitute τ˜ by τ˜ |L0 =
FL and FM by FM |L0 = F
d˜
L. Setting x = xd˜ and comparing all the components in
the above equality, except for the first one, we obtain
[x1, x2, . . . , xd˜] = [x
F d˜−1L χ
nr(FL)
d˜−1
, xF
d˜−2
L χ
nr(FL)
d˜−2
, . . . , x].
Therefore we have proved that
[x1, x2, . . . , xd˜] = ιM/L(x).
For the opposite inclusion we take x ∈ IL/K(χ
nr) and have to show that y :=
ιM/L(x) is fixed by all σ ∈ Gal(M/L). As before we let τ˜ ∈ Gal(M0/L) denote an
element such that τ˜ |L0 = FL and set τ := τ˜ |M ∈ Gal(M/L). Then
(1× τ−1)y = (F d × 1)(F−d × τ−1)[xF
d˜−1
L χ
nr(FL)
d˜−1
, xF
d˜−2
L χ
nr(FL)
d˜−2
, . . . , x]
= (F d × 1)[xF
d˜−2
L χ
nr(FL)
d˜−2
, xF
d˜−3
L χ
nr(FL)
d˜−3
, . . . , xF
−1
L χ
nr(FL)
−1
]
= [xF
−1
L χ
nr(FL)
−1FMχ
nr(FM ), xF
d˜−2
L χ
nr(FL)
d˜M−2 , . . . , x]
= ιM/L(x) = y.
Let now σ ∈ Gal(M/L) be arbitrary. Then there exists i ∈ Z such that στ i|M∩L0 =
id. We then have (1× στ i)y = y and the result follows from the above computation
and (1× σ) = (1× στ i)(1× τ−i).
From Lemma 4.2.6 it is immediate that(
lim−→
L
IL/K(χ
nr)
)GN
= IN/K(χ
nr), (23)
where the direct limit is taken over all finite Galois extensions L/K. From now on,
we will mainly be interested in the case χnr|GN 6= 1, since the corresponding results
for the case χnr|GN = 1 are known. Under the assumption χ
nr|GN 6= 1, we see that
(Qp(χ
nr))GN = 0. (24)
Lemma 4.2.7. The GK-modules lim−→L IL/K(χ
nr) and Qp(χ
nr) are acyclic with respect
to the fixed point functor A 7→ AGN .
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Proof. By [NSW08, Prop. 1.5.1] we have for i > 0
H i(N, lim−→
L
IL/K(χ
nr)) = lim−→
L
H i(Gal(L/N), IL/K(χ
nr))
which is trivial by Lemma 4.1.2. The module Qp(χ
nr) is cohomologically trivial since
it is divisible (see [NSW08, Prop. 1.6.2]).
We can now state and prove the main result of this subsection.
Theorem 4.2.8. If χnr|GN 6= 1, then the complex
C•N,F :=
[
IN/K(χ
nr)
(F−1)×1
−−−−−→ IN/K(χ
nr)
]
with non-trivial modules in degree 0 and 1 represents RΓ(N,F).
Proof. We write X• for the standard resolution (as defined in [NSW08, Sec. 1.2])
and I• for an injective resolution of lim−→L(L̂
×
0 (χ
nr))Gal(L0/L). Let C• be the complex
lim−→
L
IL/K(χ
nr)
(F−1)×1
−−−−−→ lim−→
L
IL/K(χ
nr) −→ Qp(χ
nr)
or the complex
lim−→
L
IL/K(χ
nr)
(F−1)×1
−−−−−→ lim−→
L
IL/K(χ
nr),
according to whether χnr becomes trivial for some GL or not.
The G-modules Map(Gn, lim−→L(L̂
×
0 (χ
nr))Gal(L0/L)) appearing in X• are induced
in the sense of [NSW08, Sec. 1.3]. By Proposition 1.3.7 of loc.cit. the standard
resolution consists therefore of acyclic modules with respect to the fixed point functor.
By [Lan02, Th. XX.6.2] there exists a morphism of complexes X• −→ I• inducing
the identity on lim−→L(L̂
×
0 (χ
nr))Gal(L0/L) and isomorphisms on cohomology. By Lemma
4.2.5 and 4.2.7 we may apply [Lan02, Th. XX.6.2] once again and obtain a morphism
of complexes C• −→ I•, also inducing the identity on lim−→L(L̂
×
0 (χ
nr))Gal(L0/L) and
isomorphisms on cohomology. By Lemma 4.1.1,(
lim−→
L
(L̂×0 (χ
nr))Gal(L0/L)
)GN
∼= (N̂×0 (χ
nr))Gal(N0/N) ∼= F(pN).
Therefore applying the GN -fixed point functor together with (23) and (24) shows
that C•N,F = (C
•)GN is quasi-isomorphic to RΓ(N,F).
Corollary 4.2.9. With the assumptions of Theorem 4.2.8 we have
H i(N,F) =

F(pN) if i = 0
(Z/pωZ)(χnr) if i = 1
0 if i 6= 0, 1.
Proof. This is an immediate consequence of Theorems 4.2.3 and 4.2.8.
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In the sequel we always identify RΓ(N,F) and C•N,F . We again put G :=
Gal(N/K) and recall that a complex is said to be Zp[G]-perfect, if it is quasi-
isomorphic to a bounded complex of finitely generated Zp[G]-projectives.
Corollary 4.2.10. If χnr|GN 6= 1, then the complex RΓ(N,F) is Zp[G]-perfect. More
precisely, there exists a complex
P • := [P−1 −→ P 0 −→ P 1]
of finitely generated Zp[G]-projectives together with a quasi-isomorphism η : P
• −→
RΓ(N,F).
Proof. By [Lan02, Prop. XXI.1.1] and Theorem 4.2.8 there is a quasi-isomorphism
f : K• −→ RΓ(N,F), where K• := [A −→ B] is centered in degree 0 and 1 with B
a Zp[G]-projective module. As the cohomology groups H
i(N,F) are finitely gener-
ated, the proof of [Lan02, Prop. XXI.1.1] actually shows that we can assume that
A and B are both finitely generated. By our Lemma 4.1.2 the module IN/K(χ
nr)
is cohomologically trivial. We hence apply [Lan02, Prop. XXI.1.2] with F being
the family of cohomologically trivial modules. We obtain that A is cohomologically
trivial and hence has a two term resolution 0 −→ P−1 −→ P 0 −→ A −→ 0 with
finitely generated projective Zp[G]-modules P
−1 and P 0. It follows that RΓ(N,F)
is quasi-isomorphic to [P−1 −→ P 0 −→ P 1] with P 1 = B.
4.3 From RΓ(N,F) to RΓ(N, T )
If C• is a complex and p ∈ Z, then C•[p] denotes the shifted complex, that is
C i[p] = C i+p. In this subsection we will show that the complex P •[−1] of Corollary
4.2.10 is quasi-isomorphic to RΓ(N, T ). Together with Theorem 4.2.8 this will prove
Theorem 2 whose formulation we recall once again.
Theorem 4.3.1. The complex
C•N,T :=
[
IN/K(χ
nr)
(F−1)×1
−−−−−→ IN/K(χ
nr)
]
with non-trivial modules in degree 1 and 2 represents RΓ(N, T ).
Remark 4.3.2. Theorem 4.3.1 combines with Theorem 4.2.3 to give a new proof of
Lemma 3.2.1, part (a).
In the following we adapt the argument used to prove [Bre04a, Th. 4.20]. We will
need the following Lemma.
Lemma 4.3.3. Let h : Y • −→ W • be a map of cochain complexes. Suppose h = 0 in
D(Zp[G]). Suppose also that Y
• is bounded from above, comprising only projectives.
Then h is homotopic to zero.
Proof. By [Wei94, Coroll. 10.3.9], there exists a quasi-isomorphism t : Z• −→ Y •
such that ht : Z• −→ W • is null homotopic. By the dual of [Wei94, Lemma 10.4.6]
there exists s : Y • −→ Z• such that ts is homotopy equivalent to the identity. Hence
hts is both homotopic to 0 and to h.
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Lemma 4.3.4. There exist quasi-isomorphisms of complexes
ϕn : P
•/pn −→ RΓ(N,F [pn])[1]
which are compatible with the inverse systems.
Proof. The proof proceeds in two steps. First we construct morphisms of complexes
ϕn, and then in a second step we modify the definition in such a way that the ϕn are
compatible with the inverse systems.
By Kummer theory and [NSW08, Exercise I.3.1] we have a short exact sequence
of complexes
0 −→ RΓ(N,F [pn]) −→ RΓ(N,F)
pn
−→ RΓ(N,F) −→ 0.
As a consequence of [Wei94, Example 10.4.9] we obtain an exact triangle
RΓ(N,F [pn]) −→ RΓ(N,F)
pn
−→ RΓ(N,F) −→ .
Analogously we see that
P •
pn
−→ P • −→ P •/pn −→
is an exact triangle.
Let η : P • −→ RΓ(N,F) be the quasi-isomorphism of Corollary 4.2.10. Then we
obtain a commutative diagram in D(Zp[G]) of the following form
P •
pn
//
η

P •
πn
//
η

P •/pn //
RΓ(N,F)
pn
// RΓ(N,F)
λn
// RΓ(N,F [pn])[1] // .
For clarity we use dotted arrows for morphisms in D(Zp[G]) which are not actual
maps of complexes. As it is common we use
∼
−→ to indicate a quasi-isomorphism. By
the definition of a morphism in the derived category there exists a complex Z• such
that
RΓ(N,F)
∼
←− Z• −→ RΓ(N,F [pn])[1].
By [Mil80, Lemma VI.8.17] we construct a morphism of complexes
ψn : P
• −→ RΓ(N,F [pn])[1],
which makes the following diagram
P •
pn
//
η

P •
ψn
((◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
πn
//
η

P •/pn //
RΓ(N,F)
pn
// RΓ(N,F)
λn
// RΓ(N,F [pn])[1] //
commutative inD(Zp[G]). As RΓ(N,F [pn]) is pn-torsion, the map ψn factors through
P •/pn and we obtain morphisms ϕn of complexes such that
23
P •
pn
//
η

P •
ψn
((◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
πn
//
η

P •/pn
ϕn

//
RΓ(N,F)
pn
// RΓ(N,F)
λn
// RΓ(N,F [pn])[1] //
(25)
commutes. We want to show that (25) is actually a morphism of triangles. To that
end we have to show that in
P •
pn
//
η

P •
πn
//
η

P •/pn
ϕn

ω
// P •[1]
η[1]

RΓ(N,F)
pn
// RΓ(N,F)
λn
// RΓ(N,F [pn])[1] ν // RΓ(N,F)[1]
the right hand rectangle commutes. Since P •
πn−→ P •/pn is surjective it suffices to
show that η[1] ◦ω ◦πn = ν ◦ϕn ◦πn. By the commutativity of the central square this
is equivalent to η[1] ◦ω ◦πn = ν ◦λn ◦ η which holds true by [Wei94, Sec. 10.2, TR3].
We can therefore apply the 5-Lemma ([Wei94, Exercise 10.2.2]) and derive that
the morphism ϕn is a quasi-isomorphism.
In a second step we now show that the maps ϕn can be chosen so that they are
compatible with the inverse systems. We recall the identification C•N,F = RΓ(N,F)
and we set Q•n := RΓ(N,F [p
n])[1]. We write πQn : Q
•
n −→ Q
•
n−1 for the canonical map
induced by the epimorphism F [pn] −→ F [pn−1]. Note that by [NSW08, Exercise
I.3.1] each πQn is an epimorphism. We also write π
P
n : P
•/pn −→ P •/pn−1 for the
canonical projection.
We proceed by induction on n. We have the following diagram in D(Zp[G])
P •
pn
//
p

η
!!❉
❉❉
❉❉
❉❉
❉❉
P •
=

πn
//
η
!!❉
❉❉
❉❉
❉❉
❉❉
P •/pn
πPn

ϕn
$$❏
❏❏
❏❏
❏❏
❏❏
❏
C•N,F
p

pn
// C•N,F
=

// Q•n
πQn

P •
pn−1
//
η
!!❉
❉❉
❉❉
❉❉
❉❉
P • πn−1
//
η
!!❉
❉❉
❉❉
❉❉
❉❉
P •/pn−1
ϕn−1
$$❏
❏❏
❏❏
❏❏
❏❏
❏
C•N,F
pn−1
// C•N,F
// Q•n−1
and want to show that we can modify ϕn so that the square on the right commutes.
By a diagram chase we can show that
(ϕn−1π
P
n − π
Q
n ϕn)πn = 0
in D(Zp[G]). By Lemma 4.3.3 we obtain a homotopy
h˜n : P
• −→ Q•n−1[−1]
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such that
(ϕin−1π
P,i
n − π
Q,i
n ϕ
i
n)π
i
n = d
i−1
Qn−1
h˜in + h˜
i+1
n d
i
P,n.
Since Q•n−1[−1] = RΓ(N,F [p
n−1]) is pn−1-torsion, h˜n induces a homotopy
hn : P
•/pn −→ Q•n−1[−1]
such that h˜n = hnπn. Hence we obtain
(ϕin−1π
P,i
n − π
Q,i
n ϕ
i
n)π
i
n = d
i−1
Qn−1
hinπ
i
n + h
i+1
n π
i+1
n d
i
P,n = d
i−1
Qn−1
hinπ
i
n + h
i+1
n d
i
P,nπ
i
n,
where diP,n is the differential of P
•/pn. Since πin is surjective, we deduce that
ϕin−1π
P,i
n − π
Q,i
n ϕ
i
n = d
i−1
Qn−1
hin + h
i+1
n d
i
P,n.
We are now precisely in the situation of [BF98, page 1367]. For the sake of com-
pleteness we recall the argument.
We view P i/pn, Qi−1n and Q
i−1
n−1 as Z/p
nZ[G]-modules and observe that P i/pn is
Z/pnZ[G]-projective. Hence there exists a lift ˜˜hin of h
i
n such that
P i/pn
˜˜hin

hin
''❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
Qi−1n
πQ,i−1n
// Qi−1n−1 // 0
commutes. We now replace each ϕin by
ϕin + d
i−1
Qn
˜˜hin +
˜˜hi+1n d
i
P,n.
Since we have only changed ϕn by a homotopy the diagram (25) still commutes in
D(Zp[G]). By a straightforward computation we see that π
Q
n ϕn = ϕn−1π
P
n . This
concludes the proof of the inductive step.
We now provide the proof of Theorem 4.3.1.
Proof. From Lemma 4.3.4 we obtain a map ϕ := lim←−n ϕn of complexes,
ϕ : P • −→ RΓ(N, T )[1].
Here we have naturally identified lim←−n P
•/pn with P • and lim←−nRΓ(N,F [p
n]) with
RΓ(N, T ). Since each ϕn is a quasi-isomorphism we obtain for each i an isomorphism
H i(ϕ) : lim←−
n
H i(P •/pn) −→ lim←−
n
H i+1(N,F [pn]).
By [BF98, Lemma 9] we conclude that lim←−nH
i(P •/pn) = H i(P •) and also that
lim←−nH
i+1(N,F [pn]) = H i+1(N, T ), so that ϕ is a quasi-isomorphism.
5 The term Ucris
The term Ucris arises from the comparison of the trivialization β
′(N/K, V ) defined
in (12) and the trivialization λ used to define the refined Euler characteristic
CN/K = −χZp[G],BdR[G](M
•, λ−1)
in (15). In this section we will make this comparison explicit, and in the case χnr|GN =
1 also compare Ucris to the generalization of Breuning’s correction term MN/K .
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5.1 The computation of Ucris
We define Ucris by the equation
iZp[G],BdR[G](∆
na
EP (N/K, T ), β
′(N/K, V )) = CN/K + ∂
1
Zp[G],BdR[G]
(t) + Ucris, (26)
where iZp[G],BdR[G] denotes the natural isomorphism from (2).
Lemma 5.1.1. Conjecture 3.1.1 and Conjecture 3.2.4 are equivalent.
Proof. Since dimQp(V ) = 1 for V = Qp ⊗Zp T , the representation V is obviously
potentially semistable. Conjecture 3.1.1 states that
iZp[G],BdR[G]((∆
na
EP (N/K, T ), δ(N/K, V )))
becomes 0 in K0(Λ˜, BdR[G]), while Conjecture 3.2.4 states that R˜N/K becomes 0
in K0(Λ˜, BdR[G]). Recalling the definition of R˜N/K and Ucris Conjecture 3.2.4 is
therefore equivalent to the assertion that
iZp[G],BdR[G](∆
na
EP (N/K, T ), β
′(N/K, V )) + ∂1Zp[G],BdR[G](εD(N/K, V ))
becomes trivial. Recall that in our special situation we have Γ∗(V ) = 1. Hence the
definition of δ(N/K, V ) in (13) implies
δ(N/K, V ) = εD(N/K, V )β
′(N/K, V ).
The equivalence of the two conjectures follows easily.
We proceed now to explicitly compute Ucris.
We write H1e (N, V ) and H
1
f (N, V ) for the exponential and finite part of H
1(N, V )
as defined by Bloch and Kato. For basic properties as used in our context we refer
the reader to [BB08, §1.4].
For our calculation of Ucris we need to recall the fundamental exact sequences
from [BB08, (1.1) and (1.2)]:
0 −→ H0(N, V ) −→ DNcris(V )
φ=1 −→ tV (N)
expV−−−→ H1e (N, V ) −→ 0 (27)
and
0 −→ H0(N, V ) −→ DNcris(V )
1−φ
−−→ DNcris(V )⊕ tV (N)
εV−→ H1f (N, V ) −→ 0. (28)
Note that εV |tV (N) = expV . We will also need the dual of (28) with V
∗(1) in place
of V :
0→H1f (N, V
∗(1))∗→DNcris(V
∗(1))∗ ⊕ t∗V ∗(1)(N)→D
N
cris(V
∗(1))∗→H0(N, V ∗(1))∗→0.
(29)
By local duality we have
H0(N, V ∗(1))∗ ∼= H2(N, V ), H1f (N, V
∗(1))∗ ∼=
H1(N, V )
H1f (N, V )
. (30)
Splicing together (28) and (29) we obtain the fundamental 7-term exact sequence (5)
which induces the trivialization δ′(N/K, V ) from (9).
Recall that V = Qp(χ
nr)(1) and V ∗(1) = Qp((χ
nr)−1).
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Lemma 5.1.2. We have:
(a) tV ∗(1)(N) = 0.
(b) dimQp H
1
f (N, V
∗(1)) =
{
0 if χnr|GN 6= 1
1 if χnr|GN = 1.
(c) H1f (N, V ) = H
1
e (N, V )
∼=
{
H1(N, V ) if χnr|GN 6= 1
U
(1)
N (χ
nr)⊗Zp Qp if χ
nr|GN = 1.
(d) H1(N, V ) =
(
N̂×0 (χ
nr)
)Gal(N0/N)
⊗Zp Qp. In particular, if χ
nr|GN = 1, we have
H1(N, V ) = N̂×(χnr)⊗Zp Qp.
Proof. (a) By [FO10, page 148] or [IV, page 5] we have
tV ∗(1)(N) →֒ Cp((χ
nr)−1)(−1)GN = 0
and (a) follows.
(b) From [BK90, Coroll. 3.8.4] and local duality we have
dimQp H
1
f (N, V
∗(1)) = dimQp(tV ∗(1)(N)) + dimQp H
0(N, V ∗(1))
= dimQp H
0(N, V ∗(1))∗ = dimQp H
2(N, V )
so that (b) follows from Lemma 3.2.1.
(c) The proof of [IV, Lemma 6.3] shows that 1 − φ : DNcris(V ) −→ D
N
cris(V ) is
an isomorphism. Hence H1f (N, V ) = H
1
e (N, V ) is immediate from [BB08,
Lemma 1.3].
By [BK90, (3.8.5)] we have
dimQp H
1
f (N, V ) + dimQp H
1
f (N, V
∗(1)) = dimQp H
1(N, V ).
Combining this with (b) we obtain the equality H1f (N, V ) = H
1(N, V ) in the
case χnr|GN 6= 1. For χ
nr|GN = 1, the isomorphism H
1
f (N, V )
∼= U
(1)
N (χ
nr)⊗ZpQp
is well-known, see for example [BK90, Example 3.9].
(d) Immediate by Lemma 3.2.1.
5.2 Ucris in the case χ
nr|GN 6= 1
We start considering the case χnr|GN 6= 1.
By Lemma 5.1.2, Lemma 3.2.1 (a) and the duality results (30) the 7-term exact
sequence (5) degenerates into the two exact sequences
0 −→ DNcris(V )
1−φ
−−→ DNcris(V )⊕ tV (N) −→ H
1(N, V ) −→ 0
and
0 −→ DNcris(V
∗(1))∗
1−φ∗
−−−→ DNcris(V
∗(1))∗ −→ 0.
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By (27), Lemma 5.1.2 and the fact that εV |tV (N) = expV , the first sequence is split
by exp−1V . Recall the definition of iZp[G],BdR[G] and the definition of the trivialisation
in (3). If we compare the trivialisations κ = κ(M•, λ−1) and β ′(N/K, V ), then we
see that (26) holds, if and only if
Ucris = ∂
1
Zp[G],Qp[G](κ ◦ β
′−1)− ∂1Zp[G],BdR[G](t), (31)
where we interprete κ ◦ β ′−1 ∈ π1(V (Qp[G])) as an element in K1(Qp[G]). It follows
that
Ucris = ∂
1
Zp[G],Qp[G]([D
N
cris(V ), 1− φ])− ∂
1
Zp[G],Qp[G]([D
N
cris(V
∗(1))∗, 1− φ∗]). (32)
Note that the sign originates from the fact that the first term in the first sequence
is in odd degree whereas the first term in the second sequence is in even degree.
We introduce the following notation. If x ∈ Z(Qp[G]) we let
∗x ∈ Z(Qp[G])
×
denote the invertible element which on the Wedderburn decomposition Z(Qp[G]) =⊕r
i=1 Fi for suitable finite extensions Fi/Qp is given by (
∗xi) with
∗xi = 1 if xi = 0
and ∗xi = xi otherwise.
We now compute Ucris explicitly. Recall that F = FK = ϕ
dK .
Lemma 5.2.1. If χnr|GN 6= 1, the endomorphism 1 − φ
∗ of DNcris(V
∗(1))∗ is an
isomorphism. Furthermore we have
∂1Zp[G],Qp[G]([D
N
cris(V
∗(1))∗, 1−φ∗])= ∂ˆ1Zp[G],Qp[G](
∗((1−udKF−1)eI))∈K0(Zp[G],Qp[G]).
Proof. We let v∗ be a Qp-basis of V
∗(1). In particular, σv∗ = χnr(σ)−1v∗ for all
σ ∈ GK .
We consider the Zp-module
(
Znrp (χ
nr
Qp
)
)GQp
. For s ∈ Znrp one has
s ∈
(
Znrp (χ
nr
Qp
)
)GQp
⇐⇒ uϕ(s)− s = 0.
Adapting the proof of [Neu92, Lemma V.2.1] we construct tnr ∈ Znrp such that
(tnr)p−1 ≡ u−1 (mod p) and uϕ(tnr) = tnr. It follows that tnr ∈ Znrp
×
, and fur-
thermore, it is easy to show that
(
Znrp (χ
nr)
)GQp = Zptnr. Note that tnr is unique up
to multiplication by units of Zp.
By [FO10, Th. 6.14] we know that Znrp ⊆ Bcris, so that the element
e∗0 := (t
nr)−1 ⊗ v∗
is contained in Bcris ⊗Qp V
∗(1). Since σ(tnr) = χnrQp(σ)
−1tnr for all σ ∈ GQp we
derive that e∗0 ∈
(
Bcris ⊗Qp V
∗(1)
)GK ⊆ DNcris(V ∗(1)). Let N1 ⊆ N denote the
maximal unramified subextension of N/Qp. So we have [N1 : Qp] = dN . Since
dimN1 D
N
cris(V
∗(1)) ≤ dimQp(V
∗(1)) = 1, the element e∗0 generates D
N
cris(V
∗(1)) as an
N1-vector space, i.e., D
N
cris(V
∗(1)) = N1e
∗
0. By the ϕ-semilinearity of φ we obtain
φ(e∗0) = χ
nr
Qp
(ϕ)e∗0 = ue
∗
0.
We now fix a normal basis element θ of N1/Qp. Then wj := ϕ
−jθe∗0, j =
0, . . . , dK − 1, is a Qp[G/I]-basis of DNcris(V
∗(1)). Let ψl ∈ DNcris(V
∗(1))∗, l =
0, . . . , dK − 1, be the dual basis. Then
DNcris(V
∗(1))∗ =
dK−1⊕
l=0
Qp[G/I]ψl
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and for 0 < j < dK we have
φ∗(ψl)(F
iwj) = ψl(φ(F
iϕ−jθe∗0)) = ψl(uF
iϕ−j+1θe∗0) = uψl(F
iwj−1),
which is u for i = 0 and l = j − 1, 0 otherwise. For j = 0 we get
φ∗(ψl)(F
iw0) = ψl(φ(F
iθe∗0)) = ψl(uF
i+1ϕ−dK+1θe∗0) = uψl(F
i+1wdK−1),
which is u for i = −1 and l = dK − 1, 0 otherwise. Hence φ∗(ψl) = uψl+1 for
0 ≤ l < dK − 1 and φ∗(ψdK−1) = uF
−1ψ0.
With respect to the Qp[G/I]-basis ψ0, . . . , ψdK−1 the matrix associated to 1− φ
∗
is given by
A =

1 0 0 · · · 0 −uF−1
−u 1 0 · · · 0 0
0 −u 1 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · 1 0
0 0 0 · · · −u 1

.
Since det(A) = 1 − udKF−1 the lemma follows. Note that this is invertible if and
only if χnr|GN 6= 1.
Lemma 5.2.2. The endomorphism 1−φ of DNcris(V ) is an isomorphism and we have
∂1Zp[G],Qp[G]([D
N
cris(V ), 1−φ])= ∂ˆ
1
Zp[G],Qp[G](
∗((1−p−dKu−dKF )eI)) ∈ K0(Zp[G],Qp[G]).
Proof. The proof is analogous to the previous lemma, following the computations in
[IV, Lemma 6.3].
5.3 Ucris in the case χ
nr|GN = 1
We now study the case χnr|GN = 1.
By Lemma 5.1.2, Lemma 5.2.2 (note that this lemma holds also for χnr|GN = 1),
(27), (28), (29), (30) and Lemma 3.2.1 (b) the 7-term exact sequence (5) degenerates
to
0 −→ DNcris(V )
1−φ
−−→ DNcris(V ) −→ 0, (33)
0 −→ tV (N)
expV−−−→ H1(N, V ) −→
H1(N, V )
H1f (N, V )
−→ 0 (34)
and
0 −→
H1(N, V )
H1f (N, V )
−→ DNcris(V
∗(1))∗
1−φ∗
−−−→ DNcris(V
∗(1))∗ −→ H2(N, V ) −→ 0. (35)
In the case χnr|GN = 1 taking cohomology commutes with twisting, so that we
may and will assume that V = Qp(1) (see Remark 5.3.3 below). By [BK90, Ex-
ample 3.10.1] and Lemma 5.1.2 the short exact sequence (34) fits into the following
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diagram:
0 // tV (N)
expV
//

H1(N, V ) //
∂−1Ku

H1(N,V )
H1f (N,V )
//

0
0 // N
exp
//
=

N̂× ⊗Zp Qp //
=

N̂×⊗ZpQp
U
(1)
N ⊗ZpQp
//
νN

0
0 // N
exp
// N̂× ⊗Zp Qp
νN
// Qp // 0
(36)
where exp is induced by the p-adic exponential map and ∂Ku denotes the connect-
ing homomorphism induced by the Kummer sequence. We have a morphism γ1 in
V (Qp[G])
γ1 :
[
H1(N, V )
H1f (N, V )
]−1
Qp[G]
⊗
[
H2(N, V )
]
Qp[G]
→
[
H1(N, V )
H1f (N, V )
]−1
Qp[G]
⊗
[
DNcris(V
∗(1))∗
]
Qp[G]
⊗
[
DNcris(V
∗(1))∗
]−1
Qp[G]
⊗
[
H2(N, V )
]
Qp[G]
→ 1V (Qp[G])
where the last arrow is induced by the exact sequence (35). From Lemma 5.1.2
together with the isomorphism invN : H
2(N, V ) −→ Qp we deduce a morphism γ2 in
V (Qp[G])
γ2 :
[
H1(N, V )
H1f (N, V )
]−1
Qp[G]
⊗
[
H2(N, V )
]
Qp[G]
−→ 1V (Qp[G])
which is induced by the valuation map νN . We set γ := γ2 ◦ γ
−1
1 ∈ π1(V (Qp[G]))
∼=
K1(Qp[G]). The comparison of the trivializations κ = κ(M
•, λ−1) and β ′(N/K, V )
shows (as explained in some more detail in the appendix) that
Ucris = ∂
1
Zp[G],Qp[G]([D
N
cris(V ), 1− φ]) + ∂
1
Zp[G],Qp[G](γ). (37)
We now proceed to compute Ucris explicitly. The first summand is computed by
Lemma 5.2.2. For non-trivial characters the same computation as in the proof of
Lemma 5.2.1 shows that
∂1Zp[G],Qp[G]([(1− eG)D
N
cris(V
∗(1)), 1− φ∗]) = ∂ˆ1Zp[G],Qp[G](
∗((1− F−1)(eI − eG)))
= ∂ˆ1Zp[G],Qp[G](
∗((1− F−1)eI)).
It therefore remains to compute the trivial component of γ. For this we will need
some preparations.
We recall that the exact sequence (35) is derived by dualizing and then using
local duality from
0 −→ H0(N, V ∗(1))
ι
−→ DNcris(V
∗(1))
1−φ
−−→ DNcris(V
∗(1)) −→ H1f (N, V
∗(1)) −→ 0,
(38)
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which is (27) with V replaced by V ∗(1). Recall that N1 = N ∩Knr. The sequence
(38) is explicitly given by
0 −→ Qp
ι
−→ N1
1−ϕ
−−→ N1
ξ
−→ H1f (N, V
∗(1)) −→ 0,
where ξ is the connecting homomorphism. Explicitly, for x ∈ N1 and σ ∈ GN
we have ξx(σ) = σ(y) − y, if y ∈ N0 is such that (1 − ϕ)(y) = x. By [BK90,
Example 3.9] H1f (N, V
∗(1)) ⊆ Homcont(GN ,Qp) = H1(N, V ∗(1)) are the unramified
homomorphisms, hence
H1f (N, V
∗(1)) = Homcont(〈FN〉,Qp).
We will always identify H1f (N, V
∗(1)) with Qp via
µ : H1f (N, V
∗(1)) −→ Qp, η 7→ η(FN).
Recall that TN1/Qp denotes the trace map. Since
ξx(FN ) = FN(y)− y = ϕ
dN (y)− y
=
dN−1∑
i=0
(
ϕi+1(y)− ϕi(y)
)
= −
dN−1∑
i=0
ϕi(x) = −TN1/Qp(x),
we have the commutative diagram
0 // Qp
ι
//
=

N1
1−ϕ
//
=

N1
ξ
//
=

H1f (N, V
∗(1)) //
µ

0
0 // Qp
ι
// N1
1−ϕ
// N1
−TN1/Qp
// Qp // 0.
(39)
By dualizing we obtain
0 // Q∗p
(−TN1/Qp)
∗
//
µ∗

N∗1
(1−ϕ)∗
//
=

N∗1
ι∗
//
=

Q∗p
//
=

0
0 // H1f (N, V
∗(1))∗
ξ∗
//
s1

N∗1
(1−ϕ)∗
// N∗1
ι∗
// Q∗p
//
s2

0
H1(N, V )/H1f (N, V )
∼=

H2(N, V )
invN

N̂×⊗Qp
U
(1)
N ⊗Qp
νN
// Qp,
(40)
where s1 and s2 denote the duality maps from (30).
Lemma 5.3.1. (a) Let η1 ∈ Q∗p = HomQp(Qp,Qp) be defined by η1(1) = 1. Then
s1(µ
∗(η1)) = [πN ] where [πN ] denotes the class of πN in
N̂×⊗Qp
U
(1)
N ⊗Qp
.
(b) Let η2 ∈ Q∗p be defined by η2(1) = 1. Then invN(s2(η2)) = 1.
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Proof. (a) We want to prove that 〈πN , ·〉 = µ∗(η1), where
〈·, ·〉 : H1(N, V )×H1(N, V ∗(1)) −→ H2(N,Qp(1))
invN−−→ Qp (41)
denotes the duality pairing. As in the proof of Lemma 5.2.1 we let θ ∈ N1 be
a normal basis element. In addition, we require the property TN1/Qp(θ) = −1.
Since H1f (N, V
∗(1)) = Qpξθ, it is enough to prove that 〈πN , ξθ〉 = µ∗(η1)(ξθ).
By the defining property of θ we obtain
µ∗(η1)(ξθ) = η1(µ(ξθ)) = η1(−TN1/Qp(θ)) = η1(1) = 1.
By [NSW08, Coroll. 7.2.13] we obtain
〈πN , ξθ〉 = invN(πN ∪ ξθ) = ξθ(recN(πN)) = ξθ(FN) = −TN1/Qp(θ) = 1.
(b) If
〈·, ·〉 : H2(N, V )×H0(N, V ∗(1)) −→ H2(N,Qp(1))
invN−−→ Qp,
denotes the local duality pairing, then by definition 〈s2(η2), ·〉 = η2 and there-
fore
invN(s2(η2)) = 〈s2(η2), 1〉 = η2(1) = 1.
As explained in [BF01, Sec. 2.5] we can and will identify here V (Qp) with the
category of graded invertible modules with the commutativity constraint ψ as in
[BF01, (5)]. Explicitly, for objects (L, α) and (M,β) and l ∈ L, m ∈M one has
ψ(l ⊗m) = (−1)αβm⊗ l.
We also point out that for an object (L, α) we fix a right inverse by (L, α)−1 :=
(HomQp(L,Qp),−α), i.e. (L, α)⊗ (L, α)
−1 = (Qp, 0).
Lemma 5.3.2. Under our assumption that χnr = 1,
∂1Zp[G],Qp[G](γ) =
∗(dN/KeG)
∗((1− F−1)eI)
.
Proof. As already mentioned the computation of the (1−eG)-component is analogous
to the proof of Lemma 5.2.1.
For the computation of the trivial component, by Lemma 5.3.1 we can identify
η−11 ⊗η2 with [πN ]
−1⊗1, so that we need to compute γ1(η
−1
1 ⊗η2) and γ2([πN ]
−1⊗1),
where by abuse of notation we have denoted the eG-component of γ1 and γ2 again
by the same symbol.
Using the commutativity constraint we obtain
γ2([πN ]
−1 ⊗ 1) = −1. (42)
For the computation of the trivial component it remains by Lemma 5.3.1 to
compute the image of η−11 ⊗ η2 under the morphism γ1. By (42) we have to show
γ1(η
−1
1 ⊗ η2) = −
1
dN/K
.
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The eG-component of the top sequence in diagram (40) is given by
0 −→ Q∗p
(−TN1/Qp)
∗
−−−−−−−→ eGN
∗
1
(1−ϕ)∗
−−−−→ eGN
∗
1
ι∗
−→ Q∗p −→ 0.
The elements eGψ0, . . . , eGψdK−1 constitute a Qp-basis of eGN
∗
1 , where ψ1, . . . ψdK−1
are defined as in the proof of Lemma 5.2.1. We set
ψ′i := eGψi, i = 0, . . . , dK − 1.
Since (1− ϕ)∗(ψ′i) = ψ
′
i − ψ
′
i+1 we set zi := ψ
′
i − ψ
′
i+1, so that
Z := 〈z0, . . . , zdK−2〉Qp
is the image of (1− ϕ)∗. We consider the two short exact sequences
0 −→ Q∗p
(−TN1/Qp)
∗
−−−−−−−→ eGN
∗
1
(1−ϕ)∗
−−−−→ Z −→ 0 (43)
0 −→ Z
⊆
−→ eGN
∗
1
ι∗
−→ Q∗p −→ 0 (44)
and compute the image of η−11 ⊗ ψ
′ ⊗ (ψ′)−1 ⊗ η2 with ψ′ := ψ′0 ∧ . . . ∧ ψ
′
dK−1
under
the natural map
[Q∗p]
−1
Qp
⊗ [eGN
∗
1 ]Qp ⊗ [eGN
∗
1 ]
−1
Qp
⊗ [Q∗p]Qp −→ 1V (Qp),
which is induced by the top sequence of (40).
We express (−TN1/Qp)
∗(η1) in terms of the Qp-basis ψ0, . . . , ψdN−1 of N
∗
1 which is
dual to the basis w0, . . . , wdN−1 of N1 defined by wj = ϕ
−jθ. As usual θ is a normal
basis element with the additional property that TN/Qp(θ) = −1. One has
(−TN1/Qp)
∗(η1)(wi) = η1(−TN1/Qp(wi)) = η1(1) = 1
for all i = 0, . . . , dN − 1. We set b1 := (−TN1/Qp)
∗(η1) and obtain
b1 =
dN−1∑
i=0
ψi =
dN/K−1∑
j=0
ϕdKj
 dK−1∑
i=0
ψi = dN/K
dK−1∑
i=0
ψ′i.
Hence (b1, ψ
′
0, . . . , ψ
′
dK−2
) = (ψ′0, . . . , ψ
′
dK−1
)A with the matrix A ∈ GldK (Qp) given
by
A =

dN/K 1 0 · · · 0
dN/K 0 1 · · · 0
...
...
...
. . .
...
dN/K 0 0 · · · 1
dN/K 0 0 · · · 0
 .
A splitting τ of (1− ϕ)∗ is given by τ(zi) := ψ′i, i = 0, . . . , dK − 2. Therefore, under
the isomorphism
[eGN
∗
1 ]Qp
∼= [Q∗p]Qp ⊗ [Z]Qp
induced by (43) we obtain
ψ′ 7→ det(A)−1(η1 ⊗ z),
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where z := z0 ∧ . . . ∧ zdK−2.
We define
σ : Q∗p −→ N
∗
1 , η2 7→ −
1
dN
dN−1∑
i=0
ψi.
Then σ is a splitting of ι∗ because
ι∗(σ(η2))(1) = −
1
dN
dN−1∑
i=0
ψi(1) =
1
dN
dN−1∑
i=0
ψi
(
dN−1∑
j=0
wj
)
= 1.
We put b2 := σ(η2). Then
b2 = −
1
dN
dN−1∑
i=0
ψi = −
1
dK
dK−1∑
i=0
ψ′i.
Hence we have (z0, . . . , zdK−2, b2) = (ψ
′
0, . . . , ψ
′
dK−1
)B with the matrix B ∈ GldK (Qp)
given by
B =

1 0 · · · 0 0 − 1
dK
−1 1 · · · 0 0 − 1
dK
0 −1 · · · 0 0 − 1
dK
...
...
. . .
...
...
...
0 0 · · · −1 1 − 1
dK
0 0 · · · 0 −1 − 1
dK

.
Therefore
ψ′ 7→ det(B)−1(z ⊗ η2)
under the isomorphism induced by (44), respectively (ψ′)−1 7→ det(B)(η−12 ⊗ z
−1).
Note that
det(A) = (−1)dK+1dN/K , det(B) = −1.
Putting things together we obtain
η−11 ⊗ ψ
′ ⊗ (ψ′)−1 ⊗ η2
7→ (−1)dK+1
1
dN/K
(η−11 ⊗ (η1 ⊗ z)⊗ (ψ
′)−1 ⊗ η2)
7→ (−1)dK
1
dN/K
(z ⊗ (ψ′)−1 ⊗ η2)
7→ (−1)dK+1
1
dN/K
(z ⊗ (η−12 ⊗ z
−1)⊗ η2)
7→ (−1)dK+1+dK−1
1
dN/K
(z ⊗ z−1 ⊗ η−12 ⊗ η2)
7→
1
dN/K
(η−12 ⊗ η2)
7→ −
1
dN/K
.
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Remark 5.3.3. In the case χnr|GN = 1 but χ
nr 6= 1 the restriction of χnr to N defines
an abelian character of G = Gal(N/K). We write
eχnr =
1
|G|
∑
σ∈G
χnr(σ)σ−1
for the associated idempotent. The calculations in this case are basically the same
as in the case V = Qp(1). Diagram (39) becomes
0 // Qp((χ
nr)−1)
ι
//
=

N1((χ
nr)−1)
f
//
=

N1((χ
nr)−1)
ξ
//
=

H1f (N, V
∗(1)) //
µ

0
0 // Qp((χ
nr)−1) ι // N1((χ
nr)−1)
f
// N1((χ
nr)−1)
−TN1/Qp
// Qp((χ
nr)−1) // 0.
Note that the maps in (39) and also their splittings do not change: this is the
reason why we write f instead of 1− ϕ which otherwise could falsely be interpreted
as x 7→ x − χnr(ϕ)ϕ(x). For the rest of the proof of the second part of the next
proposition one just has to take into account that only the action of G on the modules
changes by the twist so that we obtain the non-trivial contribution from non-torsion
cohomology for the character χnr.
We summarize the main result of Section 5.
Proposition 5.3.4. a) If χnr|GN 6= 1, then Ucris = ∂(mN/K) with
mN/K =
∗((1− p−dKu−dKF )eI)
∗((1− udKF−1)eI)
.
b) If χnr|GN = 1, then Ucris = ∂(mN/K) with
mN/K =
∗((1− p−dKu−dKF )eI) · ∗(dN/Keχnr)
∗((1− udKF−1)eI)
.
Proof. Combine the equations (32) and (37) with Lemma 5.2.1, 5.2.2, 5.3.2 and
Remark 5.3.3.
Remark 5.3.5. In the case χnr = 1 we precisely recover the correction term MBreuN/K in
Breuning’s conjecture [Bre04b, Conj. 3.2].
6 Epsilon constants of Weil-Deligne representa-
tions
In this section we study the epsilon constant defined in [IV, Sec. 3] and in the
situation described in Subsection 3.2 we rewrite it in terms of Galois Gauß sums.
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6.1 Epsilon constants and Galois Gauß sums
If L/Qp is a finite extension and W is an Artin representation of GL, we let f(W )
denote the Artin conductor of W . Let ψ = ψξ be the standard additive character,
as defined in Subsection 3.1. By [IV, Lemma 3.1] we have
εD(N/K, V ) =
(
ε
(
IndK/Qp(χ),−ψ, µQp
)−1
χnrQp
(
f(IndK/Qp(Vχ))
−1
))
χ∈Irr(G)
. (45)
Here we view χnrQp as a character Q
×
p
rec
−→ GabQp
χnr
Qp
−−→ Q×p via the local reciprocity
map.
Remark 6.1.1. Contrary to the convention in [IV] we normalize reciprocity maps by
sending a uniformizer πL to the arithmetic Frobenius map FL.
Lemma 6.1.2. Assume that M/L is an abelian extension of p-adic number fields.
Let η be an irreducible character of Gal(M/L). Let DL = π
sL
L OL be the different of
L/Qp. Then
ε(η, ψ, µL) = p
dLsLτL(η),
where τL(η) is a Galois Gauß sum (for the definition see e.g. [PV13, page 1184]).
Proof. We will apply some of the properties listed in [BB08, Sec. 2.3]. If η is unram-
ified we derive from (1) of loc.cit. the equality
ε(η, ψ, µL) = η(π
−sL
L )p
dLsL.
We point out that we have η(π−sLL ) (and not η(π
sL
L ) as in [BB08] or [IV]) due to
our different normalization of the reciprocity map. By the definition of Galois Gauß
sums one has τL(η) = η(π
−sL
L ) and the lemma follows for unramified characters η.
Let now η be a ramified character. We write f(η) = π
mη
L OL for the conductor of
η. By (1) of loc.cit. and [Del73, (3.4.3.2)] we have
ε(η, ψ, µL) =
∫
{vL(x)=−sL−mη}
η(x)ψ(x)dµL
=
∫
x∈O×L
1
µL(p
sL+mη
L )
η
(
x
π
sL+mη
L
)
ψ
(
x
π
sL+mη
L
)
dµL
=
1
µL(p
sL+mη
L )
∫
x∈O×L
η
(
x
π
sL+mη
L
)
ψ
(
x
π
sL+mη
L
)
dµL
=
1
µL(p
sL+mη
L )
µL(U
(mη)
L )
∑
x∈UL/U
(mη)
L
η
(
x
π
sL+mη
L
)
ψ
(
x
π
sL+mη
L
)
=
µL(U
(mη)
L )
µL(p
sL+mη
L )
τL(η) = p
dLsLτL(η),
where the next-to-last equality results from the definition of Galois Gauß sums.
We will now use Brauer induction in degree 0 to deduce the following proposition.
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Proposition 6.1.3. Let χ be an arbitrary character of GQp with open kernel. Then
ε(χ, ψ, µQp) = τQp(χ).
Proof. By [Ser77, Exercise 10.6] there exist integers aφ such that
χ− χ(1)1GQp =
∑
φ
aφIndKφ/Qp(φ− 1)
with linear characters φ of GQp and Kφ = (Q
c
p)
ker(φ). We will again apply some of
the properties (1) - (6) listed in [BB08, Sec. 2.3]. By (2) of loc.cit. local constants
are additive and Lemma 6.1.2 applied for M = L = Qp together with the fact that
τK(1GQp ) = 1 shows that ε(1GQp , ψ, µQp) = 1. Therefore we conclude
ε(χ, ψ, µQp) = ε(χ− χ(1)1GQp , ψ, µQp)ε(1GQp , ψ, µQp)
χ(1)
= ε(χ− χ(1)1GQp , ψ, µQp).
We now use (2) and (4) of loc.cit. in order to derive
ε(χ, ψ, µQp) =
∏
φ
ε(IndKφ/Qp(φ− 1), ψ, µQp)
aφ
=
∏
φ
ε(φ− 1, ψφ, µKφ)
aφ ,
where we write ψφ : Kφ −→ (Qcp)
× for the standard additive character ofKφ. Because
of dim(IndKφ/Qp(φ−1)) = 0 the λ-constants which arise in (4) of loc.cit. do not show
up.
We again apply additivity followed by our Lemma 6.1.2 and obtain
ε(χ, ψ, µQp) =
∏
φ
ε(φ, ψφ, µKφ)
aφ ·
∏
φ
ε(1, ψφ, µKφ)
−aφ
=
∏
φ
(
pdKφsKφτKφ(φ)
)aφ
·
∏
φ
(
pdKφsKφτKφ(1)
)−aφ
=
∏
φ
(
τKφ(φ)τKφ(1)
−1
)aφ .
Now we recall from [Fro¨83] that Galois Gauß sums are additive, inductive in degree
zero and equal to 1 for the trivial character. It follows that
ε(χ, ψ, µQp) =
∏
φ
τKφ(φ− 1)
aφ =
∏
φ
τQp(IndKφ/Qp(φ− 1))
aφ
= τQp(χ− χ(1)1GQp ) = τQp(χ).
6.2 Epsilon constants for unramified twists
We apply the results of this section to unramified twists of Zp(1).
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Proposition 6.2.1. Assume that N/K is an arbitrary Galois extension of p-adic
number fields with Galois group G. Let χnrQp be as usual and χ
nr
Qp
(ϕ) = u. Let
χ ∈ Irr(G) and write f(χ) = π
mχ
K OK for the Artin conductor. Then
εD(N/K, V )χ =
(
det(IndK/Qpχ)
)
(−1) · u−dK(sKχ(1)+mχ) · τQp(IndK/Qp(χ))
−1.
Proof. By property (3) of [BB08, Sec. 2.3] we have
ε(IndK/Qp(χ),−ψ, µQp) = det
(
IndK/Qp(χ)
)
(−1) · ε(IndK/Qp(χ), ψ, µQp).
By Proposition 6.1.3 we conclude further
ε(IndK/Qp(χ),−ψ, µQp) = det
(
IndK/Qp(χ)
)
(−1) · τQp(IndK/Qp(χ)). (46)
Finally, by [Neu92, VII.11.7], we deduce
f(IndK/Qp(χ)) = d
χ(1)
K NK/Qp(f(χ)) = p
dKsKχ(1)pdKmχ ,
where dK denotes the discriminant of K/Qp. Since χ
nr
Qp
(p) = χnrQp(ϕ) = u we obtain
χnrQp(f(IndK/Qp(χ))) = u
dK(sKχ(1)+mχ). (47)
Combining (45), (46) and (47) the assertion of the proposition follows.
For later reference we record the following lemma.
Lemma 6.2.2. Assume that N/K is an arbitrary Galois extension of p-adic number
fields with Galois group G. If χ ∈ Irr(G), then
∂1Zp[G],Qp[G]
((
det(IndK/Qpχ)
)
(a)
)
= 0
for all a ∈ Q×p .
Proof. We write σ ∈ GQp for any lift of recQp(a) ∈ G
ab
Qp
. Let Ver : GabQp −→ G
ab
K
denote the transfer homomorphism, see e.g. [NSW08, Ch.I.5]. By [Del73, §1] we
have the rule
det(IndK/Qpχ) = det(χ) ◦ Ver.
Hence det(IndK/Qpχ)(a) = (det(χ))(τ) with τ := Ver(σ). The linear character
detχ factors through Gal(Kab ∩ N/K). If σ′ ∈ G denotes any lift of τ |Kab∩N ,
then (det(χ))(τ) = (det(χ))(σ′). It follows that det(IndK/Qpχ)(a) is the image of
σ′ ∈ K1(Zp[G]) under the canonical homomorphism K1(Zp[G]) −→ K1(Qp[G]). The
result follows now from the localisation sequence.
7 The computation of the cohomological term
This section contains the more technical part of the paper, concerning the compu-
tation of the cohomological term CN/K in the special case we are considering. This
will allow to prove Theorem 1 in the last section.
38
7.1 Some general results about CN/K
We start with some general results about the cohomological term, for which we do
not need the restrictive assumptions of Theorem 1. We will use these results to prove
the rationality of RN/K and the equivalence of Conjectures 3.1.1, 3.2.4 and 3.2.5 as
stated in Proposition 3.2.6. Furthermore we will show that Breuning’s conjecture
[Bre04b, Conj. 3.2] is a special case of Conjecture 3.2.5.
We recall that T = Zp(χ
nr)(1) with an unramified character χnr which is the
restriction to GK of an unramified character χ
nr
Qp
: GQp −→ Z
×
p . Then T
∼= TpF
where F is the Lubin-Tate formal group associated with π = up and u = χnrQp(ϕ).
Let L ⊆ ON be a full projective Zp[G]-sublattice such that the exponential map
expF : Ga −→ F converges on L. We first assume that χ
nr|GN 6= 1. We set X(L) :=
expF (L) and obtain in this way a full Zp[G]-projective sublattice of F(pN), which
by Lemma 3.2.1 (a) we identify with H1(N, T ). If χnr|GN = 1 we note that expGm =
exp−1 where exp denotes the p-adic exponential map. In this case we defineX(L) :=
exp(L) and obtain a full Zp[G]-projective sublattice of UN ⊆ N̂×. Recall that by
Lemma 3.2.1 (b) we identify H1(N, T ) with N̂×(χnr).
So in either case we have a natural embedding X(L) →֒ H1(N, T ). As in the proof
of Corollary 4.2.10 we fix once and for all a representative [A −→ B] of RΓ(N, T ),
i.e., A and B are finitely generated cohomologically trivial Zp[G]-modules centered
in degrees 1 and 2. In addition, we will always assume that B is Zp[G]-projective.
Thus we have a perfect 2-extension
0 −→ H1(N, T ) −→ A −→ B −→ H2(N, T ) −→ 0.
The embedding X(L) →֒ H1(N, T ) induces an injective map of complexes
X(L)[−1] −→M•,
where M• = RΓ(N, T )⊕ IndN/Qp(T )[0] was defined in (16).
We put
K•(L) := IndN/Qp(T )[0]⊕X(L)[−1],
M•(L) := [A/X(L) −→ B] with modules in degrees 1 and 2,
and have thus constructed an exact sequence of complexes
0 −→ K•(L) −→M• −→M•(L) −→ 0.
By the additivity of Euler characteristics (see [BB05, Th. 5.7]) and the definition of
CN/K in (15) we obtain
CN/K = −χZp[G],BdR[G](K
•(L), λ−11 )− χZp[G],BdR[G](M
•(L), λ−12 ) (48)
with λ1 = compV ◦ exp
−1
V and
λ2 :
(
H1(N, T )/X(L)
)
⊗Zp[G] BdR[G] −→ H
2(N, T )⊗Zp[G] BdR[G]
given by
λ2 =
{
νN if χ
nr|GN = 1
0 if χnr|GN 6= 1.
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From (4) we obtain
χZp[G],BdR[G](K
•(L), λ−11 )
= −χoldZp[G],BdR[G](K
•(L), λ1)− ∂
1
Zp[G],BdR[G]
((Bod(K•(L)),−id)).
(49)
By the definition of χold
Zp[G],BdR[G]
we derive
χoldZp[G],BdR[G](K
•(L), λ1) = [X(L), compV ◦ exp
−1
V , IndN/Qp(T )]. (50)
Furthermore, by [BB05, Lemma 6.3], we have
∂1Zp[G],BdR[G]((B
od(K•(L)),−id)) = ∂1Zp[G],BdR[G]((X(L)⊗Zp[G] BdR[G],−id)). (51)
Since X(L)⊗Zp[G] Qp[G]
∼= Qp[G]
[K:Qp] is a free Qp[G]-module, the right hand side is
trivial, so that we deduce from (48), (49), (50) and (51)
CN/K = [X(L), compV ◦ exp
−1
V , IndN/Qp(T )]− χZp[G],BdR[G](M
•(L), λ−12 ). (52)
Similarly, it can be shown that
χZp[G],BdR[G](M
•(L), λ−12 ) = −χ
old
Zp[G],BdR[G]
(M•(L), λ2). (53)
Remark 7.1.1. If pnN is Zp[G]-projective for some n ∈ N and n is large enough so that
expF converges on p
n
N , then we can use L = p
n
N . In this case we obtainX(L) = F(p
n
N)
resp. X(L) = U (n)N . For example, if N/K is at most tamely ramified, every ideal p
n
N
is Zp[G]-projective. If N/K is weakly ramified, then p
n
N is Zp[G]-projective, if and
only if n ≡ 1 (mod |G1|). Both properties are implied by [Ko¨c04, Th. (1.1)].
The computation of χZp[G],BdR[G](M
•(L), λ−12 ) in the special case of Theorem 1
will be postponed to the next subsections. For the purpose of this subsection we just
remark that
χZp[G],BdR[G](M
•(L), λ−12 ) ∈ K0(Zp[G],Qp[G]). (54)
The term [X(L), compV ◦ exp
−1
V , IndN/Qp(T )] can be made more explicit if we let
L be of the following special form. Let b ∈ N be a normal basis element of N/K, i.e.
N = K[G]b, and suppose that L = OK [G]b is such that expF converges on L. Let
θ = (θχ)χ∈Irr(G) ∈ Z(Q
c
p[G])
× =
∏
χ∈Irr(G)
(Qcp)
×
be defined by
θχ = d
χ(1)
K NK/Qp(b|χ),
where dK denotes the discriminant ofK/Qp andNK/Qp(b|χ) the usual norm resolvent,
see e.g. [PV13, Sec. 2.2].
Lemma 7.1.2. Let L = OK [G]b be as above. Then
[X(L), compV ◦ exp
−1
V , IndN/Qp(T )] + ∂
1
Zp[G],BdR[G]
(t) = ∂ˆ1Zp[G],BdR[G](θ)
in K0(Zp[G], BdR[G]).
Proof. The proof is similar to the proof of [IV, Lemma 6.1].
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Combining (52) and Lemma 7.1.2 we obtain
CN/K = −∂
1
Zp [G],BdR[G]
(t) + ∂1Zp[G],BdR[G](θ)− χZp[G],BdR[G](M
•(L), λ−12 ). (55)
We recall the basic properties of the so-called unramified term UN/K defined by
Breuning in [Bre04b, Prop. 2.12]. We write Otp for the ring of integers in the maximal
tamely ramified extension of Qp in Q
c
p. For subrings Zp[G] ⊆ Λ1 ⊆ Λ2 ⊆ Q
c
p[G] we
write jΛ1,Λ2 : K0(Λ1,Q
c
p[G]) −→ K0(Λ2,Q
c
p[G]) for the natural scalar extension map.
We write ι : K0(Zp[G],Q
c
p[G]) −→ K0(O
t
p[G],Q
c
p[G]) for jZp[G],Otp[G]. We recall that
by Taylor’s fixed point theorem the restriction of ι to the subgroup K0(Zp[G],Qp[G])
is injective.
Let Qabp be the maximal abelian extension of Qp inside Q
c
p. Then Q
ab
p = Q
nr
p Q
ram
p ,
where Qnrp denotes the maximal unramified extension of Qp and Q
ram
p := Qp(µp∞).
For each ω ∈ GQp we define elements ω
nr, ωram ∈ Gal(Qabp /Qp) by
ωnr|Qnrp = ω|Qnrp , ω
nr|Qramp = 1,
ωram|Qnrp = 1, ω
ram|Qramp = ω|Qramp .
Then UN/K is the unique element in K0(Zp[G],Q
c
p[G]) satisfying the following two
properties (see [Bre04b, Prop. 2.12])
(1) ι(UN/K) = 0.
(2) If (αχ)χ∈Irr(G) ∈
∏
χ∈Irr(G)
(
Qcp
)×
is any preimage of UN/K under ∂ˆ
1
Zp[G],Qcp[G]
,
then
ω(αω−1◦χ) = αχ detIndK/Qp(χ)(ω
nr) (56)
for all ω ∈ GQp.
Recall the definition of (17):
RN/K = CN/K + Ucris + ∂
1
Zp[G],BdR[G]
(t)− UN/K + ∂
1
Zp[G],BdR[G]
(εD(N/K, V )).
We are now able to prove the following result.
Proposition 7.1.3. The element RN/K is rational, i.e., RN/K ∈ K0(Zp[G],Qp[G]).
Proof. For elements x, y ∈ K0(Zp[G],Qcp[G]) we use the notation x ≡ y when x−y ∈
K0(Zp[G],Qp[G]). Since Ucris is rational, we derive from Proposition 6.2.1, (54) and
(55)
RN/K ≡ ∂
1
Zp[G],BdR[G]
(θ)− UN/K − TN/K ,
where TN/K := ∂
1
Zp[G],BdR[G]
(
τQp(IndK/Qp(χ))χ∈Irr(G)
)
is precisely the element defined
by Breuning in [Bre04b, Sec. 2.3].
By [Bre04b, Lemma 2.4] we obtain for all preimages (βχ)χ∈Irr(G) ∈
∏
χ∈Irr(G)
(
Qcp
)×
of TN/K under ∂ˆ
1
Zp[G],Qcp[G]
and all ω ∈ GQp
ω(αω−1◦χ) = βχ detIndK/Qp(χ)(ω
ram). (57)
From the proof of [Bre04b, Lemma 2.8] we derive
ω(θω−1◦χ) = θχ detIndK/Qp(χ)(ω). (58)
The result now follows by combining (56), (57) and (58).
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At last we provide the proof of Proposition 3.2.6. We have to show the equivalence
of the following assertions.
(i) jZp[G],Λ˜([∆
na
EP (N/K, T ), δ(N/K, V )]) = 0 in π0(V (Λ˜, Ω˜))
∼= K0(Λ˜, Ω˜).
(ii) R˜N/K = 0 in K0(Λ˜, Ω˜).
(iii) RN/K = 0 in K0(Zp[G], Ω˜).
Proof. By Taylor’s fixed point theorem the restriction of jZp[G],Λ˜ to K0(Zp[G],Qp[G])
is injective. In order to show the equivalence of (ii) and (iii) it suffices by Proposition
7.1.3 to show that jZp[G],Λ˜(RN/K) = R˜N/K . For this purpose we just remark that the
proof of [Bre04b, Prop. 2.12] actually shows that jZp[G],Λ˜(UN/K) = 0.
The equivalence of (i) and (ii) was already shown in Lemma 5.1.1.
To conclude this subsection we prove the following proposition.
Proposition 7.1.4. If T = Zp(1), then Conjecture 3.2.5 and [Bre04b, Conj. 3.2]
are equivalent.
Proof. [Bre04b, Conj. 3.2] states that
RBreuN/K = T
Breu
N/K + C
Breu
N/K + U
Breu
N/K −M
Breu
N/K = 0,
where we write the index Breu to refer to the terms defined by Breuning. The terms
UBreuN/K and UN/K are defined in the same way. By Remark 5.3.5, M
Breu
N/K = Ucris. By
Proposition 6.2.1 together with Lemma 6.2.2 we have
TBreuN/K = ∂
1
Zp[G],BdR[G]
τQp(IndK/Qp(χ)) = −∂
1
Zp[G],BdR[G]
εD(N/K, V )χ.
Recalling the definition of E(X) in [BB03, (19)], the proof of [BB03, Lemma 3.7]
and Equation (53), we see that
E(exp(L))p = χ
old
Zp[G],BdR[G]
(M•(L)[1], λ−12 ) = −χ
old
Zp[G],BdR[G]
(M•(L), λ2)
= χZp[G],BdR[G](M
•(L), λ−12 ).
(59)
Using [Bre04b, Prop. 2.6], [Bre04b, Lemma 2.7], (59), Lemma 7.1.2 and (52) we
obtain:
CBreuN/K = E(exp(L))p − [L, ρL, HL]
= χZp[G],BdR[G](M
•(L), λ−12 )− ∂ˆ
1
Λ˜,BdR[G]
(θ)
= χZp[G],BdR[G](M
•(L), λ−12 )−[X(L), compV ◦ exp
−1
V , IndN/Qp(T )]− ∂
1
Λ˜,BdR[G]
(t)
= −CN/K − ∂
1
Λ˜,BdR[G]
(t).
Substituting all those terms in RBreuN/K we get −RN/K .
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7.2 The computation of CN/K
Our aim now is to make Formula (55) more explicit by calculating the Euler charac-
teristic χZp[G],BdR[G](M
•(L), λ−12 ) in the special situation of Theorem 1. We will use
several preliminary results and constructions of [BC] and therefore stick closely to
the notations used there.
We will consider local field extensions as follows.
Nnr
❉❉
❉❉
❉❉
❉❉
⑤⑤
⑤⑤
⑤⑤
⑤⑤
N
❈❈
❈❈
❈❈
❈❈
⑥⑥
⑥⑥
⑥⑥
⑥⑥
Knr
②②
②②
②②
②②
M
p
❅❅
❅❅
❅❅
❅❅
K ′
d
⑤⑤
⑤⑤
⑤⑤
⑤⑤
❊❊
❊❊
❊❊
❊❊
❊
K
m
❆❆
❆❆
❆❆
❆❆
K˜ ′
③③
③③
③③
③③
③
Qp.
Here K/Qp is the unramified extension of degree m, hence dK = m = [K : Qp].
Furthermore, K ′/K is the maximal unramified subextension of N/K and we set
d := dN/K = [K
′ : K]. We assume throughout that (m, d) = 1. Finally, M/K is
a weakly and wildly ramified cyclic extension of degree p and N = MK ′. Since
(m, d) = 1, there exists K˜ ′/Qp of degree d such that K
′ = KK˜ ′.
Let F := FK ∈ Gal(Nnr/M) ∼= Gal(Knr/K) be the Frobenius automorphism; we
will keep the notation FN for the element F
d ∈ Gal(Nnr/N) ∼= Gal(Knr/K ′), which
in [BC] used to be called F0. We put q = p
m, b = F−1 and consider an element
a ∈ Gal(Nnr/K) such that Gal(M/K) = 〈a|M〉, a|Knr = 1. Since there will be no
ambiguity, we will denote by the same letters a, b their restrictions to N . Then
Gal(N/K) = 〈a, b〉 and ord(a) = p, ord(b) = d. We also define Ta :=
∑p−1
i=0 a
i.
Any irreducible character ψ of G decomposes as ψ = χφ where χ is an irreducible
character of 〈a〉 and φ an irreducible character of 〈b〉.
We will always identify K0(Zp[G],Q
c
p[G]) with Q
c
p[G]
×/Zp[G]
× where the iso-
morphism is induced by ∂ˆ1
Zp[G],Qcp[G]
. We say that α ∈ Qcp[G]
× represents c ∈
K0(Zp[G],Q
c
p[G]), if ∂ˆ
1
Zp[G],Qcp[G]
(α) = c.
If χnr|GN = 1 the Euler characteristic χZp[G],BdR[G](M
•(L), λ−12 ) is just a twist of
the element E(exp(L))p which we computed in [BC, Prop. 4.3.1].
From now on we assume that χnr|GN 6= 1. We will have to study separately the
cases ω = 0 and ω > 0, where ω = ωN = vp(1−χ
nr(FN)) is as in (14). We start with
some preliminary results and constructions which will be used in both cases.
Lemma 7.2.1. For n ≥ 2 one has
F(pnN) is Zp[G]-projective ⇐⇒ n ≡ 1 (mod p).
Moreover,
F(pN) is Zp[G]-projective ⇐⇒ ω = 0.
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Proof. For n ≥ 2 the formal logarithm induces an isomorphism F(pnN)
∼= pnN of
Zp[G]-modules by [Sil09, Th. IV.6.4]. Hence the first assertion follows from [Ko¨c04,
Th. 1.1 and Prop. 1.3].
We henceforth assume n = 1. By Lemma 4.1.1, Lemma 4.1.2 and Theorem 4.2.3
we already know that F(pN) is cohomologically trivial, if and only if ω = 0. Hence
it suffices to prove that if ω = 0 then F(pN) is torsionfree. By [Sil09, Th. IV.6.4]
logF converges on F(pN), so that we may set J := logF(F(pN)) ⊆ N . We consider
the commutative diagram
0 // F(p2N) //
logF

F(pN) //
logF

F(pN)/F(p
2
N)
//
λF

0
0 // p2N
// J // J/p2N
// 0,
where λF(x+F(p2N)) = logF (x)+ p
2
N . Recall that in Subsection 3.2 we introduced a
Lubin-Tate formal group F associated with π = up. By [Neu92, Sec. V.4, Aufgabe 4]
we may choose F such that
logF(x) =
∞∑
j=0
xp
j
πj
.
We recall that vN(π) = p. If vN (x) = 1, then
xp
π
is a unit and so is also x+ x
p
π
. Since
for j ≥ 2
vN
(
xp
j
πj
)
= pj − jp ≥ 2,
we deduce that vN(logF(x)) = 0 for x ∈ F(p) \ F(p
2), so that λF is injective. By
the snake lemma the middle vertical map is therefore also injective and we have an
isomorphism logF : F(pN) −→ J of Zp-modules. Obviously, J ⊆ N is torsionfree.
By the above lemma we can use L = pp+1N in our constructions (see also Remark
7.1.1). In this case we have X(L) = F(pp+1N ).
We recall now some results and constructions of [BC]. Let θ1 ∈ M be such that
OK [Gal(M/K)]θ1 = pM and TM/Kθ1 = p (see [BC], Lemma 3.1.2]). Let θ2 (resp.
A) be a normal integral basis generator of trace one for the extension K˜ ′/Qp (resp.
K/Qp). Such elements exist by [BC, Lemma 3.1.1].
Since a ∈ G1 \G2, where Gi is the i-th ramification group of G = Gal(N/K), we
know by [Ser79, Sec. IV.2, Prop. 5] that θa−11 ≡ 1 − α1θ1 (mod p
2
M) for some unit
α1 ∈ O
×
M . Since α1 can be replaced by any element in the same residue class in
OM/pM = OK/pK , we can assume that α1 ∈ O
×
K .
By our choice of A, we know that A,Aϕ, . . . Aϕ
m−1
is a basis of OK over Zp, where
ϕ denotes as before the Frobenius automorphism of Knr/Qp. Since 1 = TK/QpA =∑m−1
i=0 A
ϕi and α1 ∈ O
×
K it easily follows that also
α1, α2 = α1A, α3 = α1A
ϕ, . . . , αm = α1A
ϕm−2 (60)
constitute a basis of OK over Zp. In particular, we have the equality A =
α2
α1
.
We recall from [BC, Lemma 3.1.3] that the polynomial Xp − X + Aθ2 divides
Xq
d
−X +1 in OK ′/pK ′[X ]. As in [BC] we choose x2 ∈ OKnr such that
x2
α1
mod pK ′
is a root of Xp−X +Aθ2. The following lemma is analogous to [BC, Lemma 3.1.4].
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Lemma 7.2.2. Assume ω > 0. If we we consider 1 + x2θ1 as an element of N̂
×
0 ,
then
(1 + x2θ1)
χnr(FN )FN−1 ≡ θa−11 ≡ 1− α1θ1 (mod p
2
N0
).
Proof. From
(
x2
α1
)qd
− x2
α1
≡ −1 (mod pK ′) we obtain x
qd
2 − x2 ≡ −α1 (mod pN0).
Since ω > 0 we have udm ≡ 1 (mod p) and hence obtain
udmxq
d
2 − x2 ≡ −α1 (mod pN0). (61)
Recalling χnr(FN ) = u
dm ≡ 1 (mod p) and vN (θ1) = 1 we conclude
(1 + x2θ1)
χnr(FN )FN−1 = (1 + xFN2 θ1)
χnr(FN )(1 + x2θ1)
−1
≡ (1 + udmxq
d
2 θ1)(1− x2θ1) (mod p
2
N0
)
≡ 1 + udmxq
d
2 θ1 − x2θ1 (mod p
2
N0
)
≡ 1− α1θ1 (mod p
2
N0
),
where the last congruence follows from (61).
As in [BC, Lemma 3.1.5], we can use Lemma 4.1.3 to find an element γ ∈ U (1)N0
such that γχ
nr(FN )FN−1 = θa−11 . If ω > 0, using also Lemma 7.2.2, we can assume
that γ ≡ 1 + x2θ1 (mod p
2
N0
).
Let
W ′ = Zp[G]z1 ⊕ Zp[G]z2,
W≥n =
p−1⊕
j=n
m⊕
k=1
Zp[G]vk,j
and put
W = W≥0.
Note that these are the same as the p-completions of F ′, F≥n, F = F≥0 of [BC], but
here we prefer to change the notation to avoid confusion with the notation for the
Lubin-Tate formal group.
Note that the assignment vk,j 7→ αkwj induces an isomorphism
W
∼=
−→
p−1⊕
j=0
m⊕
k=1
Zp[G]αkwj =
p−1⊕
j=0
OK [G]wj (62)
of free Zp[G]-modules. We will always identify W with
⊕p−1
j=0
⊕m
k=1 Zp[G]αkwj.
We set
E =
{
1 if ω = 0∑dm−1
i=0 u
−i(Aθ2)
ϕi if ω > 0
(63)
and
u˜ =
{
1 if ω = 0
u if ω > 0.
(64)
Recall that in Lemma 4.1.1 we defined ε ∈ Znrp
×
such that u = εϕ−1.
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Lemma 7.2.3. We have E ∈ O×K ′ and E
ϕ ≡ u˜E (mod pOK ′). In particular, if
ω > 0 we can also assume ε ≡ E (mod pOK ′).
Proof. For ω = 0 there is nothing to prove. So let us assume ω > 0.
Since Aθ2 is an integral normal basis generator for the unramified extension
K ′/Qp, the elements (Aθ2)
ϕi are linearly independent modulo pOK ′. Hence E 6≡ 0
(mod pOK ′) and we deduce E ∈ O
×
K ′.
Moreover, we have
Eϕ = u
dm−1∑
i=0
u−(i+1)(Aθ2)
ϕi+1 ≡ uE (mod pOK ′)
because udm ≡ 1 (mod pOK ′) as a consequence of 0 < ω = vp(1 − χnr(FN)) and
χnr(FN ) = u
dm.
We define
f˜3,W : W −→ F(pN)
by
f˜3,W (vk,j) = Eαk(a− 1)
jθ
for all k and j, where θ = θ1θ2. We denote by f3,W the composition of f˜3,W with the
projection to F(pN)/F(p
p+1
N ).
The following lemma is the analogue of [BC, Lemma 4.1.3].
Lemma 7.2.4. The map f3,W is surjective. More precisely, for j ≥ 0,
f3,W (W≥j) = F(pN)
j+1/F(pp+1N ).
Proof. For j = p, W≥p = {0} and F(p
p+1
N )/F(p
p+1
N ) = {0}, so the result is trivial.
We assume the result for j+1 and proceed by descending induction. Recall that
by [BC, Lemma 3.2.6], pj+1N = (p, (a− 1)
j)θ. Hence if x ∈ F(pN)
j+1, then
E−1x ≡ µpθ + ν(a− 1)jθ (mod pj+2N )
for some µ, ν ∈ OK [G]. We write ν =
∑
k,ℓ νk,ℓa
kbℓ. Let ν˜ =
∑
k,ℓ u˜
mℓνk,ℓa
kbℓ. By
Lemma 7.2.3 we have
u˜mlakbl(E(a− 1)jθ) = u˜mlEϕ
−ml
· akbl(a− 1)jθ
≡ E · akbl(a− 1)jθ (mod pp+1N ).
Since µpθ ∈ pp+1N we conclude further
x ≡ Eν(a− 1)jθ ≡ ν˜E(a− 1)jθ (mod pp+1N ).
By the analogue of [BC, Lemma 4.1.7] we have ν˜E(a−1)jθ ≡ f˜3,W (ν˜wj) (mod p
j+2
N )
and thus x ≡ f˜3,W (ν˜wj) (mod p
j+2
N ). This means that π(x) is the sum of an element
in the image of W≥j and an element in F(pN)j+2/F(p
p+1
N ), which is by assumption
in the image of W≥j+1 ⊆ W≥j.
As in [BC] we will need to construct some particular elements in the kernel of
f3,W . We will proceed as in [BC, Lemma 4.2.4, 4.2.5, 4.2.6].
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Lemma 7.2.5. Let 0 ≤ j ≤ p − 1, 1 ≤ k ≤ m. Then there exists µj,k ∈ (W≥j+2)p
such that the element
sj,k = αk(a− 1)wj − αkwj+1 + µj,k
is in the kernel of f3,W . Here wp should be interpreted as 0.
Proof. The formal subtraction of X and Y takes the form
X −F Y = X − Y + AXY +BX
2 + CY 2 + deg ≥ 3
with A,B,C ∈ Zp. Taking Y = 0 we see that B = 0, taking X = Y we then get
C = −A. Hence
X −F Y = X − Y + AXY − AY
2 + deg ≥ 3.
For
x := Eαk(a− 1)
jaθ, y := Eαk(a− 1)
jθ, z := x− y = Eαk(a− 1)
j+1θ
we obtain from [BC, Lemma 3.2.5] and Lemma 7.2.3
vN (x) = vN(y) = j + 1, vN(z) = vN(x− y) ≥ j + 2.
In the following computation all congruences are modulo pj+3N .
x−F y −F z ≡ x− y + Axy − Ay
2 − z + A(x− y + Axy −Ay2)z −Az2
≡ z + Ayz − z + A(z + Ayz)z − Az2 ≡ 0.
Therefore
f˜3,W (αk(a− 1)wj − αkwj+1)
= Eαk(a− 1)
jaθ −F Eαk(a− 1)
jθ −F Eαk(a− 1)
j+1θ ≡ 0 (mod F(pj+3N )).
Using Lemma 7.2.4, by the same arguments as in the proof of [BC, Lemma 4.2.4]
the result follows.
Recall that (m, d) = 1. Let m˜ denote an integer such that mm˜ ≡ 1 (mod d).
The next lemma is the analogue of [BC, Lemma 4.2.5 and 4.2.6].
Lemma 7.2.6. The elements
r1 = α1Taw0 + (u
−1u˜1−mm˜b−m˜α1 − α1)wp−1,
rk = αkTaw0 + (u
−1u˜1−mm˜b−m˜αk+1 − αk)wp−1,
for 1 < k < m, and
rm = αmTaw0 +
(
u−1u˜1−mm˜b−m˜α1 − u
−1u˜1−mm˜b−m˜
m∑
i=2
αi − αm
)
wp−1
are in the kernel of f3,W .
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Proof. Recall the isomorphism
fF ,N : F(pN) −→
(
N̂×0 (χ
nr)
)Gal(N0/N)
from Lemma 4.1.1. By [Ser79, Prop. V.6.8], we know that NN0/K0U
(2)
N0
⊆ U (2)K0 ⊆
U
(2p)
N0
⊆ U (p+1)N0 . This implies that
NN0/K0(fF ,N(Eαkθ)) ≡ NN0/K0(1 + ε
−1Eαkθ) (mod p
p+1
N0
).
Now we calculate f˜3,W (αkTaw0), using the results and calculations of [BC] and the
fact that θp2 ≡ θ
pmm˜
2 ≡ θ
qm˜
2 ≡ θ
b−m˜
2 (mod pK˜ ′).
f˜3,W (αkTaw0) = Ta · Eαkθ = f
−1
F ,N(Ta · (fF ,N(Eαkθ)))
= f−1F ,N(NN0/K0(fF ,N(Eαkθ)))
≡ f−1F ,N(NN0/K0(1 + ε
−1Eαkθ)) (mod p
p+1
N0
)
≡ f−1F ,N
(
1 +
(
ε−1Eαkθ2
α1
−
(
ε−1Eαkθ2
α1
)p)
α1p
)
(mod pp+1N0 )
≡
(
αkθ2
α1
− ε1−pEp−1
(
αkθ2
α1
)p)
Eα1p (mod p
p+1
N0
)
≡
(
αkθ2 − u
−1u˜α1
(
αk
α1
)p
θb
−m˜
2
)
Ep (mod pp+1N0 ).
By (60) we have for 1 < k < m,(
αk
α1
)p
=
(
Aϕ
k−2
)p
≡ Ap
k−1
≡
αk+1
α1
(mod pK)
and (
αm
α1
)p
=
(
Aϕ
m−2
)p
≡ Aϕ
m−1
= 1−
m−2∑
i=0
Aϕ
i
= 1−
m−2∑
i=0
αi+2
α1
(mod pK).
Hence we obtain the following congruences modulo pp+1N :
f˜3,W (αkTaw0) ≡

(
α1θ2 − u
−1u˜α1θ
b−m˜
2
)
Ep if k = 1(
αkθ2 − u−1u˜αk+1θb
−m˜
2
)
Ep if 1 < k < m(
αmθ2 + u
−1u˜ (−α1 +
∑m
i=2 αi) θ
b−m˜
2
)
Ep if k = m.
Recalling Lemma 7.2.3 and [BC, Lemma 3.2.4], for 1 ≤ i ≤ m we calculate
f˜3,W (u
−1u˜1−mm˜b−m˜αiwp−1) = u
−1u˜1−mm˜b−m˜ · (Eαi(a− 1)
p−1θ)
= u−1u˜1−mm˜(Eb
−m˜
αb
−m˜
i (a− 1)
p−1θb
−m˜
)
= u−1u˜1−mm˜Eϕ
mm˜
αiθ
b−m˜
2 (a− 1)
p−1θ1
≡ u−1u˜Eαiθ
b−m˜
2 p (mod p
p+1
N )
and
f˜3,W (αiwp−1) = Eαi(a− 1)
p−1θ ≡ Eαiθ2p (mod p
p+1
N ).
For x, y ∈ ppN we see that x−F y ≡ x− y + Axy − Ay
2 ≡ x− y (mod pp+1N ) so that
we easily deduce the lemma by the above calculations.
From now on we will need to distinguish between the cases ω = 0 and ω > 0.
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7.3 The Euler characteristic when ω = 0
As already mentioned we use L = pp+1N and thus have X(L) = F(p
p+1
N ). Since
ω = 0 the second cohomology group of M•(L) vanishes and we have the short exact
sequence
0 −→ F(pN)/F(p
p+1
N ) −→ A/X(L) −→ B −→ 0.
Recall that for ω = 0 both F(pN) and F(p
p+1
N ) are Zp[G]-projective by Lemma 7.2.1.
Hence, recalling also (53), we derive
χZp[G],BdR[G](M
•(L), λ−12 ) = [F(p
p+1
N ), id,F(pN)].
By Lemma 7.2.4, the map f3,W : W −→ F(pN)/F(p
p+1
N ) is onto. Thus we obtain
the short exact sequence
0 −→ ker(f3,W ) −→W
f3,W
−−→ F(pN)/F(p
p+1
N ) −→ 0
which implies
[F(pp+1N ), id,F(pN)] = [ker(f3,W ), id,W ].
Recall the definition of the elements sj,k and rk in Lemmas 7.2.5 and 7.2.6.
Lemma 7.3.1. The pm elements rk, sj,k for 0 ≤ j ≤ p− 2, 1 ≤ k ≤ m constitute a
Zp[G]-basis of ker f3,W .
Proof. At the end we want to adapt the proofs of [BC, Lemmas 4.2.7 and 4.2.9], but
first we need some preparations. We write the coefficients of the αiwp−1-components,
i = 1, . . . , m, of the elements rj , j = 1, . . . , m, into the columns of an m×m matrix
which we call M,
M =

u−1b−m˜ − 1 0 0 · · · 0 0 u−1b−m˜
0 −1 0 · · · 0 0 −u−1b−m˜
0 u−1b−m˜ −1 · · · 0 0 −u−1b−m˜
0 0 u−1b−m˜ · · · 0 0 −u−1b−m˜
...
...
...
. . .
...
...
...
0 0 0 · · · u−1b−m˜ −1 −u−1b−m˜
0 0 0 · · · 0 u−1b−m˜ −1 − u−1b−m˜

.
By an easy induction argument we see that each n× n-matrix
MC,n =

−1 0 · · · 0 0 −C
C −1 · · · 0 0 −C
0 C · · · 0 0 −C
...
...
. . .
...
...
...
0 0 · · · C −1 −C
0 0 · · · 0 C −1 − C

has determinant (−1)n
∑n
i=0C
i. Setting C := u−1b−m˜ we obtain
detM = (u−1b−m˜ − 1)(−1)m−1
m−1∑
i=0
(u−1b−m˜)i
= (−1)m−1(u−mb−m˜m − 1) = (−1)m−1(u−mb−1 − 1).
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We claim that detM is a unit in Zp[G]. To that end it suffices to show that detM
is a unit in the maximal Zp-order Λ
′ in Qp[G] because (Λ
′)× ∩ Zp[G] = Zp[G]
×. For
any irreducible character ψ of G we have ψ(det(M)) = (−1)m−1(u−mζd−1) for some
d-th root of unity ζd (depending on ψ). If now ψ(detM) were not a unit, we would
conclude that udm = χnr(FN ) ≡ 1 (mod p) contradicting the assumption ω = 0.
We are now prepared to apply the arguments used to prove [BC, Lemmas 4.2.7
and 4.2.9]. Following the proof of Lemma 4.2.7 of loc.cit., we can demonstrate that
the pm + m elements rk, sj,k for 0 ≤ j ≤ p − 1, 1 ≤ k ≤ m generate ker f3,W as a
Zp[G]-module. Since the determinant ofM is a unit, it can be shown as in the proof
of Lemma 4.2.9 of loc.cit. that for k = 1, . . . , m we have sp−1,k ∈ 〈r1, r2, . . . , rm〉Zp[G].
Therefore the elements listed in the statement of our lemma generate ker f3,W . We
actually have a basis since ker(f3,W ) is free of Zp[G]-rank rkZp[G](W ) = pm.
Proposition 7.3.2. Assume that ω = 0. For L = pp+1N the element
χZp[G],BdR[G](M
•(L), λ−12 ) ∈ K0(Zp[G], BdR[G])
is contained in K0(Zp[G],Qp[G]) and represented by ε ∈ Qp[G]
× where
εχφ =
{
pm if χ = χ0
(−1)m−1(u−mφ(b)−1 − 1)(χ(a)− 1)m(p−1) if χ 6= χ0.
Proof. We choose the elements rk and sj,k of Lemma 7.3.1 as a Zp[G]-basis of
ker(f3,W ) and fix the canonical Zp[G]-basis of W . Then χZp[G],BdR[G](M
•(L), λ−12 ) =
[ker(f3,W ), id,W ] is represented by the determinant of
M =

TaI (a− 1)I 0 · · · 0 0
0 −I (a− 1)I · · · 0 0
0 ∗ −I · · · 0 0
...
...
...
. . .
...
...
0 ∗ ∗ · · · −I (a− 1)I
M ∗ ∗ · · · ∗ −I

.
Recalling that p is odd, we get:
det(χφ(M)) =
{
pm(−1)m(p−1) if χ = χ0
(−1)m
2(p−1) det(χφ(M))(χ(a)− 1)m(p−1) if χ 6= χ0
=
{
pm if χ = χ0
(−1)m−1(u−mφ(b)−1 − 1)(χ(a)− 1)m(p−1) if χ 6= χ0.
7.4 The Euler characteristic when ω > 0
Recall the definition of E and u˜ in (63) and (64) respectively.
Lemma 7.4.1. There is a commutative diagram of Zp[G]-modules with exact rows
0 // X(2)⊕W //
f˜4

W ′ ⊕W
δ2
//
f˜3

Zp[G]z0
π
//
f˜2

Zp/p
ωZp(χ
nr) //
=

0
0 // F(pN)
fF,N
// IN/K(χ
nr)
(F−1)×1
// IN/K(χ
nr) // Zp/p
ωZp(χ
nr) // 0
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where
δ2(z1) = (u
mb− 1)z0,
δ2(z2) = (a− 1)z0,
δ2(vj,k) = 0 for all k and j,
f˜2(z0) = [θ1, 1, . . . , 1],
f˜3(z1) = [θ1, 1, . . . , 1],
f˜3(z2) = [γ, . . . , γ],
f˜3(vk,j) = fF ,N(f˜3,W (vk,j)),
π(z0) = 1.
Further, X(2) = ker(δ2|W ′) and f˜4 is the restriction of f˜3 to X(2)⊕W .
Proof. We first remark that the natural G-structure on IN/K(χnr) given by the inclu-
sion G →֒ Gal(Knr/K) × G induces on Zp/pωZp(χnr) the G-structure characterized
by
a · 1 = 1, b · 1 = χnr(F−1).
Note that this is well-defined because χnr(F )d = χnr(FN) ≡ 1 (mod pω) by the
definition of ω.
The exactness of the bottom 2-extension is shown in Theorem 4.2.3. For the
exactness of the top row we have to verify exactness at Zp[G]z0; the rest is clear
by the definitions. If we set H := 〈(a − 1)z0, (umb − 1)z0〉, then we must prove
H = ker(π). The inclusion H ⊆ ker(π) is implied by
π((a− 1)z0) = (a− 1) · 1 = 0,
π((umb− 1)z0) = (χ
nr(F )b− 1) · 1 = 0.
Let λz0 ∈ ker(π) with λ ∈ Zp[G]. Then clearly λz0 ≡ xz0 (mod H) for some x ∈ Zp
with vp(x) ≥ ω. Since ω = vp(1 − χnr(FN)) and χnr(FN) = udm, we can write
x = (udm − 1)y with y ∈ Zp. Hence xz0 = ((umb)d − 1)yz0 ∈ H .
The proof of commutativity is straightforward using θa−11 = γ
χnr(FN )FN−1 which
holds by the definition of γ. For the convenience of the reader we give the computa-
tions
f˜2(δ2(z1)) = f˜2((χ
nr(F )b− 1)z0) =
(F × 1)(F−1 × b)[θχ
nr(F )
1 , 1, 1, . . . , 1]
[θ1, 1, . . . , 1]
=
(F × 1)[θ1, 1, 1, . . . , 1]
[θ1, 1, . . . , 1]
= ((F − 1)× 1)f˜3(z1),
f˜2(δ2(z2)) = f˜2((a− 1)z0) =
(1× a)[θ1, 1, 1, . . . , 1]
[θ1, 1, 1, . . . , 1]
= [θa−11 , 1, 1, . . . , 1]
= [γχ
nr(FN )FN−1, 1, 1, . . . , 1] =
[γχ
nr(FN )FN , γ, γ, . . . , γ]
[γ, γ, . . . , γ]
= ((F − 1)× 1)[γ, γ, . . . , γ] = ((F − 1)× 1)f˜3(z2).
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We let f4 : X(2) ⊕W −→ F(pN)/F(p
p+1
N ) denote the composite of f˜4 with the
canonical projection.
Lemma 7.4.2. The complex
F • := [ker f4 −→W
′ ⊕W −→ Zp[G]z0]
with modules in degrees 0, 1 and 2 is a representative of M•(L) for L = pp+1N .
Proof. By Lemma 7.4.1 and Lemma 7.2.4 we have a quasi-isomorphism of complexes
F • −→
[
IN/K(χ
nr)/fF ,N(F(p
p+1
N )) −→ IN/K(χ
nr)
]
.
By Theorem 4.3.1 the right hand side represents M•(L).
Our aim is to use Lemma 7.4.2 to compute the Euler characteristic
χZp[G],BdR[G](M
•(L), λ−12 ).
We therefore must compute ker f4 explicitly. A first step in this direction is the
following lemma which is similar to [BC, Lemma 4.1.5].
Lemma 7.4.3. We have
X(2) = 〈Taz2, (a− 1)z1 − (u
mb− 1)z2〉Zp[G].
Proof. The inclusion ”⊇” is clear from the definition of δ2. For the inverse inclusion
we let
x =
p−1∑
i=0
d−1∑
j=0
αi,ja
ibjz1 +
p−1∑
i=0
d−1∑
j=0
βi,ja
ibjz2
be an element in X(2) with αi,j, βi,j ∈ Zp. From δ2(x) = 0 we derive
umαi,j−1 − αi,j + βi−1,j − βi,j = 0 (65)
for all 0 ≤ i < p and 0 ≤ j < d. Here and in the following we regard all indices as
integers modulo p and d respectively.
Taking the sum over the index i we deduce
um
p−1∑
i=0
αi,j−1 =
p−1∑
i=0
αi,j (66)
for all 0 ≤ j < d. Applying (66) repeatedly we get
p−1∑
i=0
αi,0 = u
m
p−1∑
i=0
αi,d−1 = . . . = u
dm
p−1∑
i=0
αi,0.
Since udm = χnr(FN) 6= 1 by assumption, we obtain
∑p−1
i=0 αi,0 = 0. Using (66) again,
it follows that
p−1∑
i=0
αi,j = 0 (67)
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for all 0 ≤ j < d. So in particular the above sum does not depend on the choice
of j, so that we can continue our proof exactly as in [BC, Lemma 4.1.5]. Note that
with the notations of [BC] we would obtain µ0 = 0, so that in the present situation
two generators are enough. We include the computations for the convenience of the
reader.
We want to find γi,j and νj in Zp such that
x =
p−1∑
i=0
d−1∑
j=0
γi,ja
ibj((a− 1)z1 − (u
mb− 1)z2)) +
d−1∑
j=0
νjb
jTaz2
=
p−1∑
i=0
d−1∑
j=0
(γi−1,j − γi,j)a
ibjz1 +
p−1∑
i=0
d−1∑
j=0
(−umγi,j−1 + γi,j + νj)a
ibjz2.
So we need to solve
γi−1,j − γi,j = αi,j (68)
and
− umγi,j−1 + γi,j + νj = βi,j. (69)
We set γi,j := −
∑
1≤ℓ≤i αℓ,j and νj = β0,j . Then equation (68) is clearly satisfied
for i = 1, . . . , p− 1 and for i = 0 it is immediately implied by (67). Equality (69) is
proved by an easy induction on i using (65).
Still following the conventions in [BC] we use the notation [x] to denote the
element [x, x, . . . , x] ∈ IN/K(χ
nr) or even in IN/K(χ
nr)/fF ,N(F(p
p+1
N )).
Now we need to evaluate f4 (or equivalently f˜3) at the generators of W (2) deter-
mined in the previous lemma, as we did in [BC, Lemma 4.1.6].
Lemma 7.4.4. We have
f˜3((a− 1)z1 − (u
mb− 1)z2) = [γ
1−b],
f˜3(Taz2) = [γ
Ta ].
Proof. Using (19), (20), θa−11 = γ
χnr(FN )FN−1, θb1 = θ1 and χ
nr(F−1) = u−m we obtain
f˜3((a− 1)z1 − (u
mb− 1)z2) =
[θa−11 , 1, . . . , 1][γ, . . . , γ]
(F × 1)(F−1 × b)[γum , . . . , γum]
=
[θa−11 γ, γ, . . . , γ]
(F × 1)[γb, . . . , γb]
=
[θa−11 γ, γ, . . . , γ]
[γχnr(FN )FN b, γb, . . . , γb]
=
[θa−11 γ, γ, . . . , γ]
[θ
(a−1)b
1 γ
b, γb, . . . , γb]
= [γ1−b, . . . , γ1−b].
The second equality is obvious by the definitions.
The following results are the analogues of [BC, Lemma 4.2.1 and Lemma 4.2.2].
Lemma 7.4.5. Let m˜ be an integer such that mm˜ ≡ 1 (mod d). Set
t˜1 := (a− 1)z1 − (u
mb− 1)z2 +
(
m∑
i=2
αi(u
mb)1−(i−2)m˜ +
(
α1 −
m∑
i=2
αi
)
(umb)m˜
)
w0.
Then there exists y1 ∈ W≥1, such that t1 := t˜1 + y1 ∈ ker(f4).
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Proof. Recalling that γ has been chosen such that γ ≡ 1 + x2θ1 (mod p2N0) and
following the calculations in the proof of [BC, Lemma 4.2.1] we obtain
γ1−b ≡ (1 + x2θ1)
1−b = 1−
m∑
i=2
αiθ
b1−(i−2)m˜ − α1θ
bm˜ +
m∑
i=2
αiθ
bm˜ (mod p2N0).
By Lemma 4.1.1 and Lemma 7.2.3
fF ,N(X) ≡ 1 + E
−1X + deg ≥ 2 (mod pOK ′) (70)
and so by Lemma 7.4.4 we deduce
f˜4((a−1)z1−(u
mb−1)z2) ≡ −
m∑
i=2
αiEθ
b1−(i−2)m˜−α1Eθ
bm˜+
m∑
i=2
αiEθ
bm˜ (mod p2N0).
Since by Lemma 7.2.3, for any integer i,
(umb)i · (Eθ) = umiEb
i
θb
i
≡ umiu−miEθb
i
≡ Eθb
i
(mod p2N0),
we have
f˜4
(
m∑
i=2
αi(u
mb)1−(i−2)m˜ +
(
α1 −
m∑
i=2
αi
)
(umb)m˜
)
w0
≡
(
m∑
i=2
αi(u
mb)1−(i−2)m˜ +
(
α1 −
m∑
i=2
αi
)
(umb)m˜
)
· (Eθ) (mod p2N0)
≡
m∑
i=2
αiEθ
b1−(i−2)m˜ + α1Eθ
bm˜ −
m∑
i=2
αiEθ
bm˜ (mod p2N0)
and we can conclude that f˜4(t˜1) ≡ 0 (mod p2N0). Therefore f4(t˜1) ∈ F(p
2
N)/F(p
p+1
N )
and by Lemma 7.2.4 there exists y1 ∈ W≥1 such that f4(−y1) = f4(t˜1), i.e. t˜1 + y1 ∈
ker(f4).
Note that t1 is not exactly the same as in [BC] since there is a u
m factor which
appears at all the occurrences of b.
Lemma 7.4.6. The element
t2 := Taz2 − βwp−1 with β =
{
α1 if m = 1
α2 if m > 1
is in the kernel of f4.
Proof. As for the previous lemma, we can follow the calculations in the proof of [BC,
Lemma 4.2.2]:
γTa ≡ NNnr/Knr(1 + x2θ1) ≡ 1 + x2p− x
p
2α
1−p
1 p ≡ 1 + βθ2p (mod p
p+1
N0
).
As in the proof of the previous lemma, we deduce that
f˜4(Taz2) ≡ Eβθ2p (mod p
p+1
N0
).
Next using [BC, Lemma 3.2.4] we calculate
f˜4(βwp−1) ≡ Eβ(a− 1)
p−1θ ≡ Eβθ2p (mod p
p+1
N0
).
Hence we easily conclude since F(ppN0)/F(p
p+1
N0
) ∼= p
p
N0
/pp+1N0 .
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Lemma 7.4.7. The element
r1 = Tat1 + (u
mb− 1)t2
belongs to ker f4 ∩W and its α1w0-component is (umb)m˜Ta.
Proof. Straightforward calculations as in the proof of [BC, Lemma 4.2.5].
Following the strategy in [BC] we consider the αiwp−1-components, i = 1, . . . , m,
of t2 and r2, . . . , rm. We write these components as the columns of a m×m-matrix
M. If m > 1, then we obtain
M =

0 0 0 · · · 0 0 (umb)−m˜
−1 −1 0 · · · 0 0 −(umb)−m˜
0 (umb)−m˜ −1 · · · 0 0 −(umb)−m˜
0 0 (umb)−m˜ · · · 0 0 −(umb)−m˜
...
...
...
. . .
...
...
...
0 0 0 · · · (umb)−m˜ −1 −(umb)−m˜
0 0 0 · · · 0 (umb)−m˜ −1 − (umb)−m˜

.
If m = 1, then the matrix is determined by t2 and recalling the definition from
Lemma 7.4.6 we get M = (−1).
Lemma 7.4.8. The determinant of M is (−1)m(umb)−m˜(m−1).
Proof. This is an easy calculation.
The next proposition is the analogue of [BC, Prop. 4.2.10].
Lemma 7.4.9. The pm+1 elements t1, t2, rk, for k = 2, . . . , m, sj,k for 0 ≤ j ≤ p−2,
1 ≤ k ≤ m constitute a Zp[G]-basis of ker f4.
Proof. We first note that sp−1,k ∈ 〈t2, r2, . . . , rm〉Zp[G] which follows as in the proof of
[BC, Lemma 4.2.9]. The main input here is the fact that the matrixM is invertible.
Moreover, by Lemma 7.4.3, t1 and t2 generate (X(2) +W )/W , which therefore
must coincide with (ker f4 +W )/W , and the same proof as for [BC, Lemma 4.2.7]
shows that the elements rk and sj,k, 0 ≤ j ≤ p−1, 1 ≤ k ≤ m, generate ker(f4)∩W .
We can thus argue as in the proof of [BC, Prop. 4.2.10].
By Lemma 7.4.2 we have the equality
χZp[G],BdR[G](M
•(L), 0) = χZp[G],BdR[G](F
•, 0).
Since all cohomology groups are torsion we have a short exact sequence of Qp[G]-
spaces
0 −→ (ker f4)Qp[G]
ι
−→ (W ′ ⊕W )Qp[G]
δ2−→ Qp[G]z0 −→ 0,
where ι denotes the inclusion. By the definition of the (old) refined Euler character-
istic we have
χoldZp[G],BdR[G](F
•[1], 0) = [ker f4 ⊕ Zp[G]z0, ι⊕ σ,W
′ ⊕W ],
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where σ is a Qp[G]-equivariant splitting of δ2. By (4) we obtain
χZp[G],BdR[G](F
•[1], 0) = −χoldZp[G],BdR[G](F
•[1], 0)− ∂1Zp[G],BdR[G](B
od(F •[1]BdR[G]),−id).
Note that F •[1] has non-trivial cohomology only in degrees 0 and 1 and both coho-
mology groups are torsion. By [BB05, Lemma 6.3] we therefore obtain
∂1Zp[G],BdR[G](B
od(F •[1]BdR[G]),−id) = ∂
1
Zp[G],BdR[G]
(H1(F •[1])BdR[G],−id) = 0.
Furthermore, we recall that χZp[G],BdR[G](F
•, 0) = −χZp[G],BdR[G](F
•[1], 0). In conclu-
sion, we have derived the equality
χZp[G],BdR[G](F
•, 0) = [ker f4 ⊕ Zp[G]z0, ι⊕ σ,W
′ ⊕W ].
Taking the Zp[G]-basis of ker f4 determined in Lemma 7.4.9 and the obvious
Zp[G]-basis of W
′ ⊕W we can represent the inclusion ι by the following matrix:
M =

a− 1 0 0 0 0 · · · 0 0
1− umb Ta 0 0 0 · · · 0 0
v 0 TaI˜ (a− 1)I 0 · · · 0 0
∗ 0 0 −I (a− 1)I · · · 0 0
∗ 0 0 ∗ −I · · · 0 0
...
...
...
...
...
. . .
...
...
∗ 0 0 ∗ ∗ · · · −I (a− 1)I
∗ M1 M˜ ∗ ∗ · · · ∗ −I

,
where M˜ is the matrixM without the first columnM1 (which in the case m > 1 is
just −e2), I˜ is defined analogously from the identity matrix I and v is a vector whose
first component is (umb)m˜. Note that this looks very similar to the corresponding
matrix in [BC], up to some twists by powers of u. Next we need to choose a σ. We
set
σ(z0) =
1
udm − 1
(
d−1∑
i=0
(umb)i
)
z1,
and easily check that δ2 ◦ σ = id.
By the above discussion the refined Euler characteristic χZp[G],BdR[G](M
•(L), 0)
is represented by the determinant of the matrix (w,M) ∈ Glmp+2(Qp[G]) which
represents the Qp[G]-equivariant map ι + σ with respect to the chosen Zp[G]-basis.
Here w is the column vector
w =
(∑d−1
i=0 (u
mb)i
udm − 1
, 0, . . . , 0
)t
.
We get
(w,M) =

∑d−1
i=0 (u
mb)i
udm−1 a− 1 0 0 0 0 · · · 0 0
0 1− umb Ta 0 0 0 · · · 0 0
0 v 0 TaI˜ (a− 1)I 0 · · · 0 0
0 ∗ 0 0 −I (a− 1)I · · · 0 0
0 ∗ 0 0 ∗ −I · · · 0 0
...
...
...
...
...
...
. . .
...
...
0 ∗ 0 0 ∗ ∗ · · · −I (a− 1)I
0 ∗ M1 M˜ ∗ ∗ · · · ∗ −I

.
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We recall that every irreducible character ψ of G = Gal(N/K) decomposes as ψ = φχ
where χ is an irreducible character of 〈a〉 and φ an irreducible character of 〈b〉. We
first compute
χφ
(∑d−1
i=0 (u
mb)i
udm − 1
)
=
udm − 1
(umχφ(b)− 1)(udm − 1)
=
1
umχφ(b)− 1
,
and note that umχφ(b) 6= 1 because otherwise we would have χnr(FN ) = udm = 1.
For the computation of the determinant we distinguish two cases.
Case 1: χ = 1.
Here (χφ)((w,M)) = φ((w,M)) is of the form
1
umφ(b)−1
0 0 0 0 0 · · · 0 0
0 1− umφ(b) p 0 0 0 · · · 0 0
0 φ(v) 0 pI˜ 0 0 · · · 0 0
0 ∗ 0 0 −I 0 · · · 0 0
0 ∗ 0 0 ∗ −I · · · 0 0
...
...
...
...
...
...
. . .
...
...
0 ∗ 0 0 ∗ ∗ · · · −I 0
0 ∗ φ(M1) φ(M˜) ∗ ∗ · · · ∗ −I

,
where we recall that the first component of the vector v is (umb)m˜. The determinant
is
−umm˜φ(b)m˜pm(−1)m(p−1)
umφ(b)− 1
=
−umm˜φ(b)m˜pm
umφ(b)− 1
.
Case 2: χ 6= 1.
The matrix (χφ)((w,M)) is here given by
1
umφ(b)−1 χ(a)− 1 0 0 0 · · · 0 0
0 1− umφ(b) 0 0 0 · · · 0 0
0 χφ(v) 0 (χ(a)− 1)I 0 · · · 0 0
0 ∗ 0 −I (χ(a)− 1)I · · · 0 0
0 ∗ 0 ∗ −I · · · 0 0
...
...
...
...
...
. . .
...
...
0 ∗ 0 ∗ ∗ · · · −I (χ(a)− 1)I
0 ∗ χφ(M) ∗ ∗ · · · ∗ −I

.
Using Lemma 7.4.8 we compute for the determinant
1− umφ(b)
umφ(b)− 1
(−1)(p−1)m
2
det(χφ(M))(χ(a)− 1)m(p−1)
= (−1)m−1(umφ(b))−m˜(m−1)(χ(a)− 1)m(p−1).
We summarize the above discussion in
Proposition 7.4.10. Assume that ω > 0. For L = pp+1N the element
χZp[G],BdR[G](M
•(L), λ−12 ) ∈ K0(Zp[G], BdR[G])
is contained in K0(Zp[G],Qp[G]) and represented by ε ∈ Qp[G]
× where
εχφ =
{
−umm˜φ(b)m˜pm
umφ(b)−1
if χ = χ0
(−1)m−1(umφ(b))−m˜(m−1)(χ(a)− 1)m(p−1) if χ 6= χ0.
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8 Proof of Theorem 1
We have to show that the element
R˜N/K = CN/K + Ucris + ∂
1
Zp[G],BdR[G]
(t) + ∂1Zp[G],BdR[G](εD(N/K, V )) ∈ K0(Zp[G], Ω˜)
becomes trivial in K0(Λ˜, Ω˜). By (55) we get
R˜N/K = Ucris+∂
1
Zp[G],BdR[G]
(θ)+∂1Zp[G],BdR[G](εD(N/K, V ))−χZp[G],BdR[G](M
•(L), λ−12 ).
By Proposition 6.2.1 together with Lemma 6.2.2 the element(
u−mmχφ · τQp(IndK/Qpχφ)
−1
)
χφ
with
mχφ =
{
0 if χ = χ0
2 if χ 6= χ0
is a representative of ∂1
Zp[G],BdR[G]
(εD(N/K, V )). We note that by the proof of [BC,
Prop. 5.2.1] we obtain τQp(IndK/Qpχφ) = τK(χφ). Since we intend to apply [BC,
Prop. 5.1.5] we will use the integral normal basis generator p2αMθ2 of L = p
p+1
N
which we constructed in [BC, Sec. 5.1]. Then Proposition 5.2.1 of loc.cit. implies
that ∂Zp[G],BdR[G](θ) + ∂Zp[G],BdR[G](εD(N/K, V )) is represented by
θχu
−mmχφ
τK(χφ)
=
{
d
1/2
K NK/Qp(θ2|φ)p
2m if χ = χ0
d
1/2
K NK/Qp(θ2|φ)p
mχ(4)φ(b−2)u−2m if χ 6= χ0.
We want to point out that this is a crucial step in the proof and relies on one of
the main results of [PV13] which was basic for the proof of [BC, Prop. 5.1.5]. Note
that this is the inverse of the result in [BC, Prop. 5.2.1] after substituting φ(b) with
uφ(b) everywhere.
If χnr|GN = 1 then the calculation of χZp[G],BdR[G](M
•(L), λ−12 ) corresponds to the
calculation of E(exp(L))p in [BC]: the representative of the local fundamental class
has to be twisted by χnr, then starting from [BC, Lemma 4.1.2] one has to substitute
b with umb everywhere. Since also Ucris corresponds to MN/K , just substituting b
with umb, the same calculations of [BC, Sec. 6] can be used to prove Theorem 1
in the case χnr|GN = 1. So the interesting case is when χ
nr|GN 6= 1, which we will
assume from now on.
By Proposition 5.3.4 the element Ucris is represented by ucris ∈ Qp[G]
× where
ucris,χφ =
{
1−p−mu−mφ(b)−1
1−umφ(b) if χ = χ0
1 if χ 6= χ0.
We first deal with the case ω = 0. Inserting the result of Proposition 7.3.2 we
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obtain that R˜N/K is represented by r˜ ∈ Ω˜ where
r˜χφ =

d
1/2
K NK/Qp(θ2|φ)p
2m(1−p−mu−mφ(b−1))
pm(1−umφ(b))
if χ = χ0
d
1/2
K NK/Qp(θ2|φ)p
mχ(4)φ(b)−2u−2m
(−1)m−1(u−mφ(b)−1−1)(χ(a)−1)m(p−1)
if χ 6= χ0
=
d
1/2
K NK/Qp(θ2|φ)u
−mφ(b−1) (p
mumφ(b)−1)
(1−umφ(b)) if χ = χ0
−d1/2K NK/Qp(θ2|φ)
(
−p
(χ(a)−1)p−1
)m
χ(4)φ(b)−2u−2m
1−umφ(b) u
mφ(b) if χ 6= χ0
=
−
d
1/2
K NK/Qp(θ2|φ)
1−umφ(b) u
−mφ(b)−1(1− pmumφ(b)) if χ = χ0
−
d
1/2
K NK/Qp(θ2|φ)
1−umφ(b) u
−mφ(b)−1
(
−p
(χ(a)−1)p−1
)m
χ(4) if χ 6= χ0.
Similarly to [BC, Proof of Theorem 1], we define Wθ2 ∈ O
t
p[G] ∈ Z
nr
p [G]
× by
χφ(Wθ2) = d
1/2
K NK/Qp(θ2|φ).
By a straightforward computation (see [BC, Lemma 3.2.3]) there exists a unit
u˜ ∈ Zp[a] such that p(1 − ea) = (a − 1)
p−1u˜(1 − ea) and the augmentation of u˜ is
(p− 1)! ≡ −1 (mod p). Evaluating at χ 6= χ0 we get p = (χ(a)− 1)p−1χ(u˜).
Then by the above calculations we have
r˜ = −
Wθ2u
−mb−1
1− umb
((1− pmumb)ea + (−u˜)
mσ4(1− ea)) .
By [Fro¨83, Sec.I, Prop. 4.3] the element Wθ2 is a unit. Furthermore, recalling that
vp(1− u
mdN/K) = ω = 0,
1
1− umb
=
1 + umb+ · · ·+ um(dN/K−1)bdN/K−1
1− umdN/K
∈ Znrp [G].
Since its inverse 1− umb is also in Znrp [G], it is a unit. So we just need to consider
˜˜r = (1− pmumb)ea + (−u˜)
mσ4(1− ea).
We first show that ˜˜r is contained in Znrp [G], which is true if and only if
ea + (−u˜)
mσ4(1− ea)
is in Znrp [G]. This is equivalent to
1 ≡ (−χ(u˜))mχ(σ4) (mod 1− ζp)
for any non-trivial character χ, which is straightforward since χ(u˜) ≡ −1 (mod 1−ζp)
and χ(σ4) ≡ 1 (mod 1 − ζp). Note that in the present situation this is not enough
to conclude the proof of our theorem as it was in [BC], since the conjecture we are
considering is not known to be true over maximal orders. Therefore we need to prove
also that ˜˜r−1 has integral coefficients. Note that
1
1− pmumφ(b)
=
1 + pmumφ(b) + · · ·+ (pmumφ(b))dN/K−1
1− (pmum)dN/K
.
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Therefore we have
˜˜r−1 =
1 + pmumb+ · · ·+ (pmumb)dN/K−1
1− (pmum)dN/K
ea + (−u˜)
−mσ−14 (1− ea).
The integrality of this term is obviously equivalent to the integrality of
1
1− (pmum)dN/K
ea + (−u˜)
−mσ−14 (1− ea),
which, in turn, is equivalent to the congruence
1
1− (pmum)dN/K
≡ (−χ(u˜))−mχ(σ4)
−1 (mod 1− ζp).
This is true since both sides are congruent to 1. This concludes our proof in the case
ω = 0.
In the case ω > 0 we insert the result of Proposition 7.4.10 in the formula for r˜
and, with the same notation as in the case ω = 0, we obtain
r˜χφ =

d
1/2
K NK/Qp(θ2|φ)p
2m(umφ(b)−1)(1−p−mu−mφ(b−1))
−umm˜φ(b)m˜pm(1−umφ(b))
if χ = χ0
d
1/2
K NK/Qp(θ2|φ)p
mχ(4)φ(b)−2u−2m
(−1)m−1(umφ(b))−m˜(m−1)(χ(a)−1)m(p−1)
if χ 6= χ0
=
d
1/2
K NK/Qp(θ2|φ)u
−mφ(b−1) (p
mumφ(b)−1)
umm˜φ(b)m˜
if χ = χ0
−d1/2K NK/Qp(θ2|φ)
(
−p
(χ(a)−1)p−1
)m
χ(4)φ(b)−2u−2m
(umφ(b))−m˜(m−1)
if χ 6= χ0
=
{
−χφ(Wθ2)φ(b)
−1−m˜u−m−mm˜(1− pmumφ(b)) if χ = χ0
−χφ(Wθ2)φ(b)
−1−m˜u−m−mm˜
(
−p
(χ(a)−1)p−1
)m
χ(4)um
2m˜−m if χ 6= χ0.
Hence we have
r˜ = Wθ2b
1−m˜u−m−mm˜
(
(1− pmumb)ea + (−u˜)
mσ4u
m2m˜−m(1− ea)
)
.
As above we have to prove that
˜˜r = (1− pmumb)ea + (−u˜)
mσ4u
m2m˜−m(1− ea)
is a unit. Note that this is the same as the element we got in the case ω > 0, up to
the factor um
2m˜−m in the 1− ea-component. Since we are in the case ω > 0 we have
udm ≡ 1 (mod 1 − ζp). Furthermore, since mm˜ ≡ 1 (mod d) we derive um
2m˜ ≡ um
(mod 1 − ζp), i.e. um
2m˜−m ≡ 1 (mod 1 − ζp). Using this fact, the proof for ω = 0 is
given by the same calculations as for ω > 0.
A A more detailed computation of Ucris
The aim of this appendix is to give some more details for the computation of Ucris.
By (31) we need to compare β ′ and κ. In the definition of both trivialisations one
starts with the same isomorphism
∆naEP (N/K, V ) = [RΓ(N, V )]⊗ [IndN/Qp(V )]
−→ [H1(N, V )]−1 ⊗ [H2(N, V )]⊗ [IndN/Qp(V )].
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We set
A = [DNcris(V )]⊗ [D
N
cris(V )]
−1,
B = [H1(N, V )]−1 ⊗ [tV (N)]⊗ [H
1(N/V )/H1f (N, V )],
C = [H1(N/V )/H1f (N, V )]
−1 ⊗ [DNcris(V
∗(1))]⊗ [DNcris(V
∗(1))]−1 ⊗ [H2(N, V )],
D = [tV (N)
−1]⊗ [DNdR(V )],
E = [DNdR(V )]
−1 ⊗ [IndN/Qp(V )].
Then there is a natural isomorphism
[H1(N, V )]−1 ⊗ [H2(N, V )]⊗ [IndN/Qp(V )]→ A⊗ B ⊗ C ⊗D ⊗ E,
where we used the defining property of right inverses and the commutativity con-
straint to identify [tV (N)]
−1 ⊗ [H2(N, V )] with [H2(N, V )]⊗ [tV (N)]−1. Up to now
all the calculations are in common for β ′ and κ. Now we can compare the two
trivialisations term by term:
A→ 1: This is determined by 1− φ in β ′ and by 1 in κ.
B → 1: In both cases this isomorphism comes from the exponential map expV , see for
example the exact sequence (34).
C → 1: For β ′ we use (35), while for κ we first identify C with [H1(N/V )/H1f (N, V )]
−1⊗
[H2(N, V )] and then consider the valuation map νN .
D → 1: This comes from (6), recalling Lemma 5.1.2.
E → 1: This comes from the compV map, for both β
′ and κ, but in the definition of β ′
there also appears a multiplication by ttH (V ) = t.
So the difference between β ′ and κ lies in A→ 1 and C → 1 and in the multiplication
by t in E → 1 and leads to (32) when χnr|GN 6= 1 and (37) when χ
nr|GN = 1.
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