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1 Introduction
The demand and volume of data containing sensible information on persons or en-
terprises have increased significantly over the last several years. At the same time,
privacy protection principles and regulations have imposed restrictions on the access
and use of individual data. Synthetic data that mimics characteristics from the original
data without exposing the real data can be useful when privacy protection is import-
ant. This report is part of the early efforts to build capacity and investigate the usabil-
ity of synthetic data for statistical and analytical purposes in Statistics Norway (SSB)
and in the Norwegian public sector in general. Some theoretical (Langsrud, 2019) and
application-oriented (Heldal and Iancu, 2019) work has already been done at Statistics
Norway. The latter is about a special form of synthetic data that involves sampling
from registers.
Note that synthetic data can be viewed as an alternative or a supplement to remote
access systems where the microdata is hidden from the user. Although, synthetic data
might also be generated within such a system. Statistics Norway and the Norwegian
Centre for Research Data have established a system for easy remote access to some
Norwegian registers with confidentiality on the fly. The system is called microdata.no
(Heldal et al., 2019).
There has been an increased interest in developing systems that generate synthetic
data in the public sector (Kaloskampis et al., 2019). The on-going digitalisation of the
public sector requires and expects more data sharing, while there is a need for proper
privacy protection. Also, the general developments and improvements in computer
science technology have increased the demand for access to data on the micro level.
The national statistical institutes gather valuable information on many different as-
pects of society. An important role for these institutes is to provide and communic-
ate official statistics related to the society, population and economy. To stimulate to
research and developments in official statistics, broad access to data from theses insti-
tutes is desirable (see, i.e., Nowok et al., 2016; U.S. Census Bureau, 2018).
Different statistical disclosure control (SDC) methods are used by national statistical
institutes to control and limit the risk of re-identification and attribute disclosure of
datasets (Elliot and Domingo-Ferrer, 2018). Traditional techniques for protecting con-
fidentiality are, amongst others, perturbations, categorising, noise obfuscation, en-
cryption and masking (Hundepool et al., 2014, 2012; Templ et al., 2015) . However,
synthetic data and other SDC methods are only one step in preserving privacy in a
service, a system or a database. Other important tasks for privacy preserving can be
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access control, data curation and management.
The goal of synthetic data is to generate a useful data set whilst protecting data con-
fidentiality. The usefulness of the data depends on what the synthetic data is used for
and in which setting these data is applied. Replicating underlying patterns in the real
dataset will be necessary if the synthetic dataset is used for analytical purposes, whilst
a simpler routine may be used for generating synthetic data when testing code and
information systems.
However, even for testing information systems, rich, representative and realistic syn-
thetic data might be important in order to take the full advantage of such data. One
example is the ongoing modernisation process of The Norwegian National Registry
(Behjati et al., 2019; Tan et al., 2019). An important step in this process is building a
test environment with a synthetic population, to integrate information-system testing
across organisations and consumers of the Norwegian National Registry. The goal is to
make a synthetic population representative of the Norwegian population, that takes
the dynamics of events that may happen to individuals in the real populations into
account. Also simulations of inter-personal relations, such as marital and parental re-
lations, are essential to simulate realistic scenarios. An unrepresentative dataset, with
a relatively small number of combinations of personal data-attributes, is likely to fail
to find results matching different needs of queries from the approximately 2 000 users
of this system (Tan et al., 2019).
As of today, there is no tradition of synthesising data at SSB. Nor are there any guidelines
on how to apply it and in which context it is an appropriate methodology. Synthesising
the data could be a way that satisfies both the requirements of preserving informa-
tion value and privacy, which is necessary to enable efficient and safe data sharing.
Providing methodologically sound guidance of standards and working solutions for
synthetic data may prepare SSB for sharing data and knowledge.
Collecting and recording microdata, in which each record contains several variables
concerning a person or an organisation, is an important part of the national statistical
institutes activities. Thus, before describing the state of the art for synthetic data, we
will briefly discuss microdata in the context of traditionally methods for SDC within
official statistics.
1.1 Microdata and disclosure risk
Microdata are individual data on persons, establishments and enterprises, that Stat-
istics Norway and other national statistical agencies are mandated to collect from sur-
veys and registers. The primary objective of this section is to briefly describe the tra-
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ditional SDC methods most commonly used on microdata and to link synthetic data
generation in the context of SDC.
In a typical microdata set, the variables are classified as:
• Identifiers: Variables that unambiguously identify the person or organization (e.g.
passport number).
• Key variables (quasi-identifiers): Variables which identify the person or organization
with some degree of ambiguity (e.g. name, gender, age).
• Confidential variables: Variables containing (private or sensitive) information not
available in external sources.
Before release of a microdata set, the identifiers are removed. The SDC methods for mi-
crodata deals with the key variables and the confidential variables. These two variable
types are related to the two main risks of disclosure that need to be controlled.
• Identity disclosure: In combination the key variables allow linkage with external
information to disclose the identity of some records.
• Attribute disclosure: An intruder can determine a confidential variable of a specific
person or organization.
It should also be emphasised that SDC is only one step of the process of releasing data.
These disclosure risks depend on its intended applications and must be considered
within the whole context of the data release framework.
Table 1 summarises commonly used SDC methods applied to microdata, where the
main methods are divided into two main categories, non-perturbative and perturbat-
ive methods. The non-perterbative methods involve information reduction and coarsen-
ing data, while the other change the data. Different SDC methods are used for different
types of disclosure control.
Traditionally, the perturbative methods are grouped into two categories:
• Perturbative masking: A modified version of the microdata set is made.
• Synthetic microdata generation: The data are randomly drawn from a statistical
model.
In addition, we have hybrid synthetic data generators, which generate data by com-
bining the original and synthetic data.
An overview of classical perturbative masking methods within the above categories is
given in Table 1. A formal distinction between synthetic generators and perturbative
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masking methods is impossible, even under a classical definition of synthetic data
(Table 1). More about SDC methods for microdata can be found in official statistics
literature, such as Hundepool et al. (2012) and Templ (2017). In some examples in the
literature, data synthesis is not viewed as an SDC method. Anyway, the goal is the
same: to release useful data whilst maintaining confidentiality.
1.2 Overview
In the following, we give a literature review and a summary of important references,
relevant for SSB and other national statistics institutes, that will support the work on
establishing guidelines on generating synthetic data for statistical purposes. This in-
cludes statistical metrics for measuring similarity between the synthetic and the real
dataset and methods for testing the disclosure risk of synthetic dataset. We end this
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Table 1. Statistical disclosure control (SDC) methods for microdata with a classical definition of
synthetic data.
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2 A literature review of methods for synthetic
data
Originally, Rubin (1993) viewed the synthesised data generation as an example of mul-
tiple imputation (MI), where the synthetic populations were generated from their pos-
terior predictive distribution. As opposed to fully synthetic data, the term partially
synthetic data is used when only some parts of the data set, usually the sensitive vari-
ables, are synthesised (Little, 1993; Reiter, 2003). I addition, the term hybrid synthetic
data is used when data are generated in such a way that the result lies between (par-
tially) synthetic data and original data. The first approaches for generating synthetic
data were based on parametric modelling. During the 2000s, non-parametric machine-
learning methods, such as tree based methods and support vector machines, became
more popular (see, e.g. Drechsler and Reiter (2011)).
Recently, more involved machine-learning techniques, such as deep-learning, has been
used. In a recent work, a generative adverserial neural network (GAN) was applied for
synthesising a clinical trial dataset (Beaulieu-Jones et al., 2019). A research team from
the Data Science Campus has used several deep-learning techniques such as GAN,
autoencoders and synthetic minority over-sampling (Joshi et al., 2019; Kaloskampis
et al., 2019). Other work using deep-learning techniques to generate synthetic data
includes Xu et al. (2019) and Behjati et al. (2019).
In addition, Goncalves et al. (2020) compare systematically several methods for gener-
ating synthetic patient data that handles multivariate categorical data, such as Bayesian
network, mixture of multinomial products, categorical latent Gaussian process and
(modified versions of) GAN. For evaluating the synthetic data, they use different cri-
teria that addresses accuracy on individual sample and population level, in addition
to metrics measuring disclosure risk. Note that this study focuses on categorical vari-
ables and does not include continuous or ordinal variables.
The interest in developing systems for generating synthetic data across the public sec-
tor is increasing. The Office for National Statistic (ONS) in the UK published their find-
ings on a pilot study regarding demands and requirements for synthetic data. They
included advantages and disadvantages for some open-source available software for
generating synthetic data, applied on microdata from the Labour Force Survey (Bates
et al., 2018). According to Kaloskampis et al. (2019), the best hope is probably to gen-
erate customised synthetic datasets in the future and not relying on a universal design
tool, due to the complexity and varied nature of the different datasets.
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Making correct and realistic inference based on synthetic data might be very difficult,
or even impossible, as the model producing the synthetic data will not be the true
mechanism generating the true data (Bates et al., 2018). One approach is to release
synthetic products for use in an initial and exploratory analysis of the data, while
the final analysis is carried out on the real data set in a safe setting controlled by the
“data owner institution” or national statistics agencies (see, e.g., Jarmin et al., 2014;
U.S. Census Bureau, 2018). Within such a setting, the synthetic data need to be useful
and as close to the real data as possible, but they will never be used in the final analysis.
Since 2007, the US Census Bureau has published a publicly available synthetic version
of the dataset Survey Income and Program Participation (SIPP), called SIPP Synthetic
Beta (U.S. Census Bureau, 2018). This synthetic dataset has been updated regularly,
mainly by adding new, synthesised variables and modelling improvements since its
first release. All variables in the dataset are synthesised sequentially by drawing vari-
ables from their conditional marginal posterior predictive distributions, using normal
linear regression, logistic regression or Bayesian boostrap models depending on the
type of variables. Their approach also take familial linkages into account.
synthpop is a freely available R package (Nowok et al., 2016). It has been developed by
three longitudinal studies in UK (Raab et al., 2018). synthpop also synthesise the data-
set sequentially (Drechsler, 2011), preserving their conditional distributions approxim-
ately, using non-parametric (classification and regression trees) or parametric methods
(regression methods such as linear or logistic) in addition to random sampling with re-
placement (Nowok et al., 2016). To prevent synthesising nonsense data, specific rules
can be implemented. synthpop has an option for applying statistical disclosure con-
trol to the synthesised data, such as top and bottom coding and removing any unique
cases that are identical to unique individuals in the real data (with the sdc() function).
The Office of National Statistics in the UK (ONS) categories the synthetic data into
six data spectrums according to their disclosure risk and analytic value (Bates et al.,
2018). The more the synthetic data resembles the real data, the higher the analytic
value and the disclosure risk of the synthetic data are. The findings of Bates et al. on
data spectrums are summarised in Figure 1.
Microdata often include time to event data (i.e., longitudinal studies), where both the
event itself and the time of that event occurred are of interest. Thus, the synthesised
data might have to resemble realistic realisations of events and the time aspect of these
events, including censoring of events that occurs when subjects or records do not ex-
perience the event of interest during the follow-up time. To deal with time to event
data, Raab et al. (2018) synthesised an event indicator first and then the follow-up
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Figure 1. Description data spectrum by the Office of National statistics in the UK.
time was synthesised separately for each type of event.
How to preserve string or text data is, however, less well documented than numeric
data (Bates et al., 2018). Such information may be of interest to those whose aims in-
clude data linkage, although preserving specific names or addresses in itself is not the
main focus.
Data sets in general usually consist of a mix of different types (i.e., categorical, or-
dinal and continuous). Whether the data are continuous or categorical has important
implications for the generation of synthetic data. For some models it is easy to gen-
erate synthetic data that preserves all sufficient statistics exactly. For categorical data,
this is generally more problematic (Burridge, 2003) . For synthetic continuous data,
all numbers generated will be different (before rounding) and none of the numbers
will be equal to any numbers in the original data. Measures of risk must therefore be
calculated in a different way. For example, risk measures based on exact matches are
meaningless for continuous data. Thus, distance measurements and intervals must be
used.
Bates et al. (2018) mention verification servers as a solution for the analyst to get feed-
back on the accuracy of the synthetic dataset. The verification servers have access to
both the real and synthetic data and can verify specific results requested by the analyst
of the synthetic data. However, such systems can have a potential to leak confidential
information. One way of limiting risk of disclosure, is to put restrictions on type of
queries and giving only coarse responses to user queries (Bates et al., 2018).
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Synthetic data are often used for testing it systems within production-like test envir-
onments. Patki et al. (2016) proposed a general synthetic data generator, which they
named the Synthetic Data Vault, to synthesise complete tables of a relational database.
With the aim to resemble the data both statistically and structurally, they used a com-
bination of parametric statistical models and a Gaussian Copula.
A relational database with a synthetic Norwegian population is important in the work
on modernisation of the Norwegian National Registry (Behjati et al., 2019; Tan et al.,
2019). Their approach for generating the synthetic population is based on techniques
from natural language processing, by training Recurrents Neural Network (RNNs) to
predict the next state or event for a synthetic person (Behjati et al., 2019).
Finally, generating synthetic populations has been used for simulating scenarios of
future populations under varying constraints and profiles, such as within transport
modelling (see, i.e., Borysov et al 2019) or for simulating tax policies in Luxembourg
(Soltana et al, 2019).
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3 Measuring the quality of synthetic datasets
The users of synthetic data would in many cases like the synthetic data to be as close
to the real data as possible. However, there will always be a balance between the dis-
closure risk and the need for realistic synthetic data that have the same characteristics
and properties as the original data. A proper evaluation of synthetic data should in-
clude a combined assessment of quantitative measures of both utility and disclosure
risk (Raab et al., 2018).
3.1 Utility measures
According to Raab et al. (2018), analysis and inference based on the synthetic dataset
will never produce exactly the same results as those found using the real data. Al-
though there are exceptions (Burridge, 2003; Langsrud, 2019), it is generally important
to quantify how well the synthetic data resembles the original data.
Bates et al. (2018) recommend to evaluate the validity of the synthetic data first, and
then to compare the key statistical properties of the synthetic data to the original data
to determine how well they are preserved. Here, “validity “ means that format and
data types are preserved and that the combinations of variables are plausible accord-
ing to the original data (see the data spectrum 2 in Figure 1). As a minimum, before
releasing synthetic data, Raab et al. (2018) recommend to visually inspect the marginal
distribution of the synthetic data against the observed data.
The synthetic data are said to have high utility if inference on the synthetic and original
data agrees. Sometimes synthetic data utility measures have been classified into gen-
eral and specific measures of utility (see, e.g. Snoke et al. (2018)). The latter, also noted
as narrow measures, compare differences in specific models between original and re-
leased data, such as comparing data summaries and the estimates of models fitted to
synthetic data with those from the original data. The general or broad measures com-
pare general differences between the original and synthesised data, such as Propensity
Score Measures (Snoke et al., 2018) or distances between distributions (e.g., Kullback-
Leibler or Hellinger distance). The specific type measures are more commonly used in
the literature than the general ones.
Simple methods of evaluating synthetic data against original data include visual com-
parisons of univariate distributions of each variable, for example by comparing their
histograms, cumulative frequency functions or box-plots. Also, summarising the dis-
tribution of continuous variables by its mean, median, different quantiles, outliers or
extremes (such as top or bottom 5 % of values) and measures of variability, may be
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used for comparing synthetic and original data, for example by computing the rel-
ative or absolute differences between the pairs of these summarising measures. For
categorical data, inspections of relevant tabular data such as cell counts may be ap-
plied (Raab et al., 2018). An alternative approach is to examine if confidence intervals
of points estimates (for example of the total population in a survey) based on synthetic
data agrees with the corresponding confidence intervals based on real data.
In many cases it might be important to preserve correlations and important multivari-
ate structures in the synthetic data. Such relations can be examined by a pairwise scat-
ter plot between the variables in the synthetic dataset (such as gender and age), where
the same plot is repeated for the original data, to visualise the difference between the
real and the synthetic datasets (Kaloskampis et al., 2019). Also, the pairwise Pearson
correlation in the real and synthetic data may be used to investigate the differences
between those two correlation matrices, for example by plotting a heatmap or com-
puting an overall mean of the correlation differences (Beaulieu-Jones et al., 2019).
A model-based approach for checking multivariate distributions can be applied to
both categorical (such as logistic regression) and continuous variables (such as mul-
tiple regression). The regression coefficients estimated based on synthetic and real data
can be compared by inspecting (absolute or relative) differences or degree of overlap-
ping confidence intervals. Bates et al. (2018) point out that only the important vari-
ables of interest should be included for large data sets, due to the risk of overfitting
and computational difficulties if the entire multivariate structure should retain.
Data reduction techniques can be used to determine whether the same important fea-
tures and patterns in the original and synthetic data have been preserved. Popular
data reduction techniques are principal component analysis (PCA) (Abdi and Willi-
ams, 2010), t-Distribution Stochastic Neighbor Embedding (t-SNE) (Maaten and Hin-
ton, 2008) and multiple correspondence analysis (MCA) (Greenacre and Blasius, 2006).
MCA applies to categorical data and allows one to analyse the pattern of relationships
of several categorical dependent variables.
Patterns in categorical variables may be inspected by frequency tables or contingency
coefficients, and by evaluating the (relative or absolute) differences in the frequency
estimates in each cell (pairs or groups) between the original or synthetic data. Alternat-
ively, we may test the differences in the contingency coefficients using z-scores based
on the relative size of a given category between the observed and synthetic data. A
final measure of fit by computing the sum of squared z-scores gives a chi-squared
measure of fit for the contingency table. Such calculations can verify whether the rela-
tionship between variables have been maintained in the synthetic dataset (Bates et al.,
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2018).
Alternatively, the quality of synthetic data can be quantified by training a set of clas-
sifier on the synthetically generated dataset and testing their performance on a test
set from the real dataset (Joshi et al., 2019). The results can be summarised by some
proper dimension reduction plot (such as t-SNE or PCA) or by computing the average
classification accuracy of the classifiers. Similarly, the performance of the chosen set of
classifiers can be trained on the real dataset and validated on the synthetic test dataset.
3.2 Measures for disclosure risk
The disclosure risk associated with synthetic data, as with all other data released from
statistical agencies, must be taken seriously. There is most likely a disclosure risk, in
particular if the synthetic data are constructed with accurate representation of rela-
tionships and structure in the original data. Traditionally, the agencies have released
their data in the form of cross-tabulation or by other summaries and aggregations.
The literature for assessing disclosure risk for such data is vast, however, the disclos-
ure risk measures for synthetic data and other microdata in general, are less developed
to handle complexities of a real dataset.
Traditionally, synthetic data are viewed as an alternative to controlling confidentiality
risk through SDC methods. Therefore, the risk is often neglected. But the fact that the
data are synthetic does not mean that it is not possible to reveal private information
from the data.
Reiter and Mitra (2009) consider identification disclosure risks in partially synthetic
data, by computing the probabilities of identification conditional on the released data.
When generating fully synthetic dataset, the disclosure risk is different than a partial
synthetic dataset, as the records do not relate to original record in terms of 1-to-1 cor-
respondence. However, attribute disclosure can happen by for example by using prior
knowledge and matching relevant variables, without uniquely identifying the records
of a target person in the data sets.
Recently, there have been some work on measuring attribute disclosure risks for cat-
egorical data. Elliot and Taub (2019) introduces an adaptation based on previous lit-
erature called targeted correct attribution probability. A similar measure is introduced
by Raab (2019) and is called correct relative attribution probability. Hittmeir et al. (2020)
describe a generalized method based on the concept of correct attribution probability.
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4 Discussion
4.1 Synthetic methods vs masking methods
As mentioned in Section 1.1, perturbative methods are grouped into masking methods
and synthetic methods. Classical masking methods, such as swapping and PRAM, can
make a huge change to original data. On the other hand, it is possible to generate syn-
thetic data in such a way that they are very similar to the original data. This depends
on how complicated the model is. A broad class of masking methods falls into the
category of matrix masking. As described by Langsrud (2019), the classical synthetic
method described by Burridge (2003) can be written as matrix masking. Thus, the dis-
tinction between masking and synthesising disappears. Another example that makes
the definition of synthetic data problematic, is the method synthetic reconstruction
implemented in the R package simPop (Templ et al., 2017). A part of the method is to
ensure closeness to expected frequencies from the log-linear model. However, classical
synthetic data is about drawing data from the model so that the variation around ex-
pected frequencies follows the statistic laws. Such a log-linear method is implemented
in the R package synthpop (Nowok et al., 2016).
In the modern machine learning literature, synthetic data is also defined without men-
tioning sampling from a statistical model. Denman et al. (2020) defines synthetic data
like this: Synthetic datasets should replicate original datasets in a private yet coherent manner
such that the synthetic datasets preserve the privacy of the users but retain the crucial aspects
of the original dataset. Such a loose definition is necessary for general machine learning
methods to be included. The conclusion from this is that it is not possible to make a
precise definition of synthetic data which at the same time distinguishes this from per-
turbative masking methods. What matters is the properties of the method in terms of
utility and privacy and not the name of the method.
4.2 Statistical inference from synthetic data
With a classical definition, synthetic data needs to be drawn according to a model.
Under a parametric model, parameters can be estimated from the original data. The
parameter estimates are functions of the sufficient statistics and this gives rise to two
approaches to data generation. 1) One approach is exact conditional simulation. Then,
the entire dataset is simulated conditioned on the sufficient statistics so that these are
preserved exactly. With regression models and under normality assumptions, such
simulations can be performed relatively easily (Burridge, 2003; Langsrud, 2019). This
approach ensures that statistical inference from original and synthetic data gives the
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same results. 2) With other models, data records are generated instead as independent
random draws using estimated parameters as true parameters. Then, the sufficient
statistics will not be preserved exactly and the statistical inference will produce di-
vergent results. Multiple simulation (or multiple imputation) can be used for more
precise inference. This approach is implemented in the R package synthpop (Nowok
et al., 2016). With advanced models, it can be problematic to draw entire records jointly
from a distribution.
However, the problem of drawing from a k-variate distribution can be replaced by
drawing k times from conditionally specified univariate distributions. This is a prac-
tical and popular approach to synthetic data (Drechsler, 2011) and is also implemented
in synthpop. Precise inference may not be the main aim of synthetic data. It may be that
some statistics are preserved or that the data set is very similar to the original data in
other ways. The measure of utility can be tailored as needed and the data can be gen-
erated in such a way that this purpose is achieved as far as possible. Machine learning
methods are well suited for such tailoring.
4.3 Differential Privacy
A disadvantage of traditional risk assessment is that assumptions about an intruder’s
knowledge are made. An alternative that avoids this is differential privacy (Dwork
and Roth, 2014). The aim of differential privacy is to make sure that, by looking at the
released statistics/data, it is not possible to see if any individual’s data was included
in the original dataset or not. Formally, the privacy guarantee is quite technical and
formulated in terms of probabilities. To fulfil the privacy guarantee, random noise
must be added to all published statistics. The US Census Bureau is now aiming for
differential privacy and they call it the new gold standard in data privacy protection
(U.S. Census Bureau, 2020). Differentially private data products from the 2020 Census
will be released in March 2021.
It is possible to generate synthetic data in a differentially private way. Then, a differ-
ential privacy mechanism must be integrated into the algorithm. One way to achieve
this is to add noise to the estimated sufficient statistics (Raab, 2019). Competitions have
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