A fourth-order multi-exponential scheme is proposed for the Zakharov-Shabat system. The scheme represents a product of 13 exponential operators. The construction of the scheme is based on a fourth-order three-exponential scheme, which contains only one exponent with a spectral parameter. This exponent is factorized to the fourth-order with the Suzuki formula of 11 exponents. The obtained scheme allows the use of a fast algorithm in calculating the initial problem for a large number of spectral parameters and conserves the quadratic invariant exactly for real spectral parameters.
Introduction
In 1971, Zakharov and Shabat (ZS) showed that the nonlinear Schrödinger equation (NLSE)
can be integrated by the inverse problem method (or so-called nonlinear Fourier transform -NFT) previously applied to the Korteweg de Vries equation [1] . After that, interest in the NLSE arose in all areas of physics connected with wave systems, because the NLSE describes the envelope for narrow wave beams. In 1973, Hasegawa and Tappert numerically investigated the NLSE in respect to the propagation of light pulses in optical fibers [2] . They proposed using solitons as an information carrier for fiber lines with anomalous dispersion at σ = 1. For normal dispersion at σ = −1, solitons do not exist, as is well known.
Since that time, the study of the NLSE and its generalizations to describe the propagation of light pulses in optical fibers has begun. Analytical and numerical studies were carried out, as well as work on the development of numerical methods for integrating NLSE. Currently, the most popular and effective method is splitting into physical processes, the so-called split-step Fourier method (SSFM) [3] .
On the other hand, attempts to create fast numerical algorithms for solving the inverse scattering problem for the NLSE have not stopped. Such methods are combined under the general name Fast Nonlinear Fourier Transform (FNFT) [4, 5, 6, 7] .
In this paper, we propose a special fourth-order numerical method for solving the direct ZS problem (ZSP) and a fast algorithm for its numerical implementation. The main advantage of the presented scheme is the conservation of the quadratic invariant for real spectral parameters, even in the fast version. This is the first proposed fast scheme with such property for the best of our knowledge. 
Direct spectral ZS problem
Direct spectral ZS problem for the NLSE (1) with the complex spectral parameter ζ can be rewritten as an evolutionary system
where q = q(t, z 0 ) is the initial field for the NLSE at the point z 0 , which is the potential in the ZS problem, and
Here z 0 plays the role of the parameter and we will omit it. For details, we refer to the numerous literature, in particular, [10] . Moreover, the system (2) can be written in the gradient form
where H = (Ψ * , DΨ),
For real ζ = ξ the matrix K before the gradient becomes anti-Hermitian K = −K † for any σ = ±1 and, therefore, the system (2) will conserve the quantity H.
Assuming that q(t) decays rapidly when t → ±∞, the specific solutions (Jost functions) for ZSP (2) can be derived as
and
Then we obtain the Jost scattering coefficients a(ξ) and b(ξ) as
The functions a(ξ) and b(ξ) can be extended to the upper half-plane ξ → ζ, where ζ is a complex number with the positive imaginary part η = Imζ > 0. The spectral data of ZSP (2) are determined by a(ζ) and b(ζ) in the following way:
(1) zeros of a(ζ) = 0 define the discrete spectrum {ζ k }, k = 1, ..., K of ZSP (2) and phase coefficients
(2) the continuous spectrum is determined by the reflection coefficient
These spectral data were defined using the "left" boundary condition (5) . Both conditions (5) and (6) can be used to calculate the coefficient b(ζ k ) of the discrete spectrum with the relation
For real values of the spectral parameter ζ = ξ, we have the quadratic invariant H = |ψ 1 | 2 + σ|ψ 2 | 2 . Taking into account the boundary conditions (5), we get the same condition H = 1 for σ = ±1.
Computational features of ZS system
We solve a linear system of the form (2) with the matrix Q(t) linearly dependent on the complex function q(t). The numerical implementation of the continuous function q(t) is a discrete function q n = q(t n ), which is defined at the integer nodes t n of the uniform grid with the step τ . Since we are considering a finite time interval, we will solve the problem on the interval [−L, L] with the total number of points equal to M + 1, the grid step in this case is τ = 2L/M and t n = −L + τ n, where n = 0, ..., M .
The main features of the discrete problem are the following:
1. The matrix of the system Q is given on a uniform grid with a step τ , therefore the unknown function Ψ must also be calculated on a uniform grid with a step τ . One cannot use Runge-Kutta methods on such grid. If, for example, an explicit 4th-order RC scheme is used, then it is necessary to take the computational grid with a double step. In this case, the values of Q n will enter unequally.
2.
For small values of the potential |q(t)| << |ζ| and Im ζ > 0, the ZS system contains exponentially increasing and decreasing solutions therefore A-stability of difference methods is required [11] . Dalquist's Second Barrier restricts multistep methods.This barrier says that there are no explicit A-stable multistep methods. 2nd order of convergence is maximum for implicit multi-step methods [12] .
3. The ZS system has a second-order matrix; therefore, inverse matrices and the exponent of the matrix are easily calculated. This allows us to include almost any functions of the matrix Q in difference schemes.
4.
To calculate the spectral data, it is required to solve the ZS system for a large number of spectral parameter values ζ with the fixed potential q(t). If possible, this should be taken into account when implementing the algorithms.
Scheme
Previously, we found the necessary conditions for the existence of a one-step fourth-order scheme Ψ(t n + τ /2) = T n Ψ(t n − τ /2) in the form of the Taylor series for the transition matrix T n . We obtained several fourth-order schemes that exactly conserve the quadratic invariant H. However, only one scheme in the form of three exponentials is convenient for the fast computation [10] :
here Q n = Q(t n ) and Q (k) n , k = 1, 2, are the k-th derivative of the matrix Q approximated by central finite differences of the second order.
To construct the fast algorithm, we must express exp(τ Q), where Q = A + B, and
in the form of a polynomial in exponentials of A and B with rational weights. For example, one can use the expansions for exp(τ Q) suggested in [13] . However, representing the sum of the product of exponentials does not guarantee the exact conservation of the invariant H. In order for the scheme to be suitable for the fast algorithm and conserve the invariant H, it suffices to represent the matrix exp(τ Q) as the product of exponentials of A and B with real rational coefficients. Since for σ = 1 the matrices A and B are Hermitian, then, in this case, each exponent will be unitary and the resulting scheme will conserve the quadratic invariant H. Conserving H also takes place for σ = −1. Details can be found in [10] . The rationality condition for weight coefficients provides an opportunity to represent the transition matrix in the form of the ratio of two polynomials in exp(A).
Suzuki factorization
Since the scheme (8) has a fourth order of accuracy in τ , it is necessary to have factorization of the same order. In addition, factorization should be suitable for a fast algorithm, i.e. have rational ratios. An example of such factorization is given in [14] : We introduce the notation Z = exp(− i 3 τ ζ), then the three exponents participating in this expansion take the form
Thus, the right-hand side of Eq. (10) is a rational function
where S(Z) is a polynomial not higher than 14 degrees in Z. Since Z is included only in the square, it is possible to introduce the variable W = Z 2 , then (13) takes the form
whereŜ(W ) is a polynomial of degree 7 or less in W . The denominator is taken out and calculated independently. It should be noted, that except of factorization (10) the symmetrical representation can be applied, when the matrices A and B are interchanged. Such factorization leads to the polynomialŜ(W ) of degree 52, which is more computationally difficult and is less accurate, thus it is not considered here.
Numerical examples
The presented scheme implementation was based on FNFT software library [15] . It was compared with Boffetta-Osborne scheme (BO) [16] and the triple-exponential scheme with not factorized exponential (8) (TES4). All these algorithms conserve the quadratic invariant H for real spectral parameters ξ. We do not compare our scheme with other fast algorithms (see, for example, [13, 15, 17] ), due to the theoretical lack of such property among them. We have considered both variants of the scheme with Suzuki factorization: conventional (TES4SB) and fast (FTES4SB). The last letter in the scheme name denotes the decomposition type: TES4SA denotes the scheme with the exponential with matrix A at the edges of Suzuki decomposition, while TES4SB is referred to the scheme (10).
A model signal was considered in the form of a chirped hyperbolic secant
with the following parameters: A = 5.2, C = 4 for both anomalous and normal dispersion. The detailed analytical expressions of the spectral data for this type of potentials can be found in [10] .
We present the numerical errors of calculating the spectral data for continuous spectrum only, because of focusing on the conservation of the invariant H for real spectral parameters ξ. To find the calculation errors of the continuous spectrum energy E c the following formula was used
For the continuous spectrum we calculated the root mean squared error
where φ can represent a(ξ), b(ξ), r(ξ) or |H comp (ξ)−H exact (ξ)|. Here we assume the spectral parameter ξ ∈ [−20, 20] with the total number of points N = 1025. The efficiency of the schemes is compared in figures 3 and 4. The fast variant of the proposed algorithm FTES4SB demonstrated the best speed when getting the desired error value across all considered schemes for both signs of dispersion. Of course, due to an asymptotic complexity of fast methods [4] , one can determine the temporal grid size M for a fixed number of spectral parameter values N when the speed and efficiency of the fast scheme FTES4SB become comparable with conventional algorithms, which is demonstrated by Figure 5 . We should note here that the execution times of all methods don't depend on the signs of dispersion.
The conservation properties of the schemes are considered in Figures 6 and 7 . All algorithms demonstrated good conservation of the quadratic invariant H for the anomalous dispersion, but in case of normal dispersion, an error sufficiently increases. This is caused by the subtraction of large modulo quantities. All conventional schemes are comparable in the magnitude of the error. The accuracy of the proposed scheme in a fast variant (FTES4SB) reaches close value, though the fast computational technique caused an increase in error by two orders of magnitude for the normal dispersion. 
Conclusion
In conclusion, we have developed a new multi-exponential scheme based on our three-exponential scheme and Suzuki decomposition, which allows fast computation and conserves the quadratic invariant for the real spectral parameter. The scheme consists of 13 matrix exponentials and has the 4th order of approximation. Also, it works for uniform grids, what together with the quadratic invariant conservation makes the proposed scheme attractive for telecommunication problems.
