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NEGLIGIBILITY OF HAPTOTAXIS EFFECT IN A
CHEMOTAXIS-HAPTOTAXIS MODEL
HAI-YANG JIN AND TIAN XIANG∗
Abstract. In this work, we study chemotaxis effect vs. haptotaxis effect on boundedness,
blow-up and asymptotical behavior of solutions for the following chemotaxis-haptotaxis model


ut = ∆u− χ∇ · (u∇v) − ξ∇ · (u∇w), x ∈ Ω, t > 0,
τvt = ∆v − v + u, x ∈ Ω, t > 0,
wt = −vw + ηw(1 −w), x ∈ Ω, t > 0
(∗)
in a smooth bounded domain Ω ⊂ R2 with χ, ξ > 0, η ≥ 0, τ ∈ {0, 1}, nonnegative initial
data (u0, τv0, w0) and no flux boundary data. In this setup, it is well-known that the corre-
sponding Keller-Segel chemotaxis-only model obtained by setting w ≡ 0 possesses a striking
feature of critical mass blow-up phenomenon, namely, subcritical mass (
∫
Ω
u0 <
4π
χ
) ensures
boundedness, whereas, supercritical mass (
∫
Ω
u0 >
4π
χ
) induces the existence of blow-ups.
Herein, for some positive number η0, we show that this critical mass blow-up phenomenon
stays almost the same in the full chemotaxis-haptotaxis model (∗) in the case of η < η0.
Specifically, when
∫
Ω u0 <
4π
χ
, we first show global existence of classical solutions to (∗) for
any η and, then we show uniform-in-time boundedness of those solutions for η < η0; on the
contrary, for any given m > 4π
χ
but not an integer multiple of 4π
χ
, we detect ‘almost’ blow-
up in (∗) for any w0: more precisely, for any ǫ > 0, we construct a sequence of initial data
(uǫ0, τvǫ0, w0) with
∫
Ω uǫ0 = m such that their corresponding solutions (u
ǫ, vǫ, wǫ) satisfy
either (A) or (B); here (A) means, for some ǫ0 > 0, the corresponding solution (uǫ0 , vǫ0 , wǫ0)
blows up in finite or infinite time, and (B) means ‘almost’ (approximate) blow-up in the sense,
for all ǫ > 0, that the resulting solutions (uǫ, vǫ, wǫ) exist globally and are uniformly bounded
in time but
lim inf
ǫ→0+
min
{
‖uǫ‖L∞(Ω×(0,∞)) , ‖v
ǫ‖L∞(Ω×(0,∞)) , ‖u
ǫvǫ‖L∞((0,∞);L1(Ω))
}
− ln ǫ
≥
(mχ− 4π)(η0 − η)
χξ
O(1)
with some positive and bounded quantity O(1) which can be made explicit. As a result, in
the limiting case of ξ = 0, the alternative (A) must happen, coinciding with the well-known
supercritical mass blow-up in the chemotaxis-only setting. Also, as a byproduct, in the limiting
case of χ = 0, no finite time blow-up can occur for any mass and any η.
For negligibility of haptotaxis on asymptotical behavior, we show that any global-in-time
w solution component vanishes exponentially as t→∞ and any global bounded (u, v) solution
component converges exponentially to that of chemotaxis-only model in a global sense for
suitably large χ and in the usual sense for suitably small χ.
Therefore, the aforementioned critical mass blow-up phenomenon for the Keller-Segel chemotaxis-
only model is almost undestroyed even with arbitrary introduction of w into (∗), showing al-
most negligibility of haptotaxis effect compared to chemotaxis effect in terms of boundedness,
blow-up and long time behavior in the chemotaxis-haptotaxis model (∗).
1. Introduction and main results
Chemotaxis, the oriented movement of cells (or organisms) toward higher concentrations of
diffusible chemical substances secreted by cells themselves, has received great attentions both in
biological and mathematical communities. In 1970s, Keller and Segel introduced a celebrated
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minimal mathematical partial differential system to describe the collective behavior of cells under
the influence of chemotaxis ([16]), which reads as
ut = ∆u− χ∇ · (u∇v), x ∈ Ω, t > 0,
τvt = ∆v − v + u, x ∈ Ω, t > 0,
∂u
∂ν =
∂v
∂ν = 0, x ∈ ∂Ω, t > 0,
u(x, 0) = u0(x), τv(x, 0) = τv0(x), x ∈ Ω,
(1.1)
where χ > 0, τ ∈ {0, 1}, u and v are respectively the cell density and the chemical concentration,
Ω ⊂ Rn(n ≥ 1) is a bounded domain with the smooth boundary ∂Ω, and, ∂∂ν means the outward
normal derivative on ∂Ω. The seminal Keller-Segel (KS) minimal model (1.1) and its numerous
variants have been widely investigated since 1970. The striking feature of KS type models is
the possibility of blow-up of solutions in a finite/infinite time, which strongly depends on the
space dimension. A finite/infinite time blow-up never occurs in 1D [27], a critical mass blow-up
occurs in 2D: when the initial mass ‖u0‖L1 < 4πχ , solutions exist globally and are uniformly
bounded, whereas, when ‖u0‖L1 > 4πχ , there exist solutions blowing up in finite or infinite time,
cf. [9, 11, 24, 25, 29], and even small initial mass can result in blow-ups in ≥ 3D [44, 46]. See
[1, 12, 44, 46] for more surveys on the classical KS model and its variants.
It is now well-known that such chemotactic aggregation will be prevented by suitable intro-
duction of logistic source of the form au− bu2(a ∈ R, b > 0) into the u-equation in (1.1):{
ut = ∆u− χ∇ · (u∇v) + au− bu2, x ∈ Ω, t > 0,
τvt = ∆v − v + u, x ∈ Ω, t > 0.
(1.2)
Indeed, for n ≤ 2, any b > 0 will be sufficient to rule out any blow-up, cf. [27, 26, 41, 48]. A recent
subtle study from [50] further shows that the chemotactic aggregation can be even prevented by
a sub-logistic source like au − bu2lnγ(u+1) or au − bu
2
ln(ln(u+e)) for some a ∈ R, b > 0, γ ∈ (0, 1).
These results convey to us, for n ≤ 2, that blow-up is fully precluded as long as a logistic or sub-
logistic source presents, and, in this case, the blow-up phenomenon possessed by (1.1) completely
disappears.
For n ≥ 3, the blow-up prevention in (1.2) by logistic source becomes increasingly intricate,
and it has been explored qualitatively and quantitatively in a series of works [45, 49, 51]. In
summary, it is only known thus far that properly strong logistic damping in (1.2) can prevent
blow-up driven by the chemotactic cross-diffusion in (1.1). More precisely, in the parabolic-elliptic
case τ = 0, the logistic damping outweighs chemotactic aggregation when b ≥ (n−2)n χ [41, 52].
In the fully parabolic case τ = 1, the issue becomes even more delicate: for n ≥ 4, sufficiently
strong logistic damping can prevent blow-up [45], and, in the case of n = 3 or in convex domains,
explicit smallness of χµ on boundedness and convergence is available [45, 49]. We would add
that, in 3D bounded, smooth and convex domains, even through logistic damping guarantees
global existence of weak solutions [18], weak damping sources may fail to suppress blow-up for
(1.1). Indeed, for n ≥ 3, radially symmetrical blow-up has been observed in a parabolic-elliptic
simplification of (1.1) under a proper sub-quadratic damping source [47]. For more dynamical
properties like mass persistence and long time behavior etc, one can consult [38, 49] for instance.
Besides chemotaxis influence, cells are observed to direct their movement also towards higher
concentration of certain non-diffusible substance, known widely as haptotaxis. Such an impor-
tant extension of chemotaxis to a more complex cell migration mechanism has been introduced
by Chaplain and Lolas [3, 4] to describe processes of cancer invasion into surrounding healthy
tissue. In that process, cancer invasion is associated with the degradation of the extracellular
matrix (ECM) with density w, which is degraded by matrix degrading enzymes (MDEs) with
density v secreted by tumor cells with density u. Besides random motion, the migration of
invasive cells is oriented both by a chemotaxis mechanism and by a haptotaxis mechanism (cel-
lular locomotion directed in response to a concentration gradient of the non-diffusible adhesive
molecules within ECM). In this way, the evolution of (u, v, w) satisfies the following combined
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chemotaxis-haptotaxis model with logistic source:

ut = ∆u− χ∇ · (u∇v)− ξ∇ · (u∇w) + µu(1− u− w), x ∈ Ω, t > 0,
τvt = ∆v − v + u, x ∈ Ω, t > 0,
wt = −vw, x ∈ Ω, t > 0,
(1.3)
where the newly introduced parameters ξ, µ > 0. In the past decades, the global solvability,
boundedness and asymptotic behavior for the corresponding no-flux or homogeneous Neumann
boundary and initial value problem (1.3) and its numerous variants have been widely investigated
for certain smooth initial data. To get a clear picture for comparison between (1.3) and (1.2), we
here try our best to collect the most relevant available results about (1.3). First, for haptotaxis-
only models, i.e., χ = 0 in ≤ 3D: the local existence and uniqueness of classical solutions for
µ = 0 is shown in [22], boundedness of weak solutions for a similar model (where +u in the
second equation in (1.3) is replaced with +uw) is proved in [23] and asymptotic behavior of
solutions is examined in [21], global existence of classical solutions is studied in [40] and [42],
boundedness and of solution is studied in [30] with µ > ηξ. Next, for combined chemotaxis-
haptotaxis model: for τ = 0, the global existence and boundedness of classical solutions to (1.3)
is established in [33] for any µ > 0 in 2D, and for large enough µ > 0 in 3D; later on, global
boundedness is further subsequently studied under the condition µ > χ [37] and µ > (n−2)
+
n χ
(cf. non-borderline boundedness for the chemotaxis-only system (1.2))[36, 39], and also the
exponential decay of w under smallness of w0 and largeness of
µ
χ2 is also discussed; for τ = 1,
global existence and boundedness of classical solutions are established for any χ > 0 in 1D in [32]
and [10] with asymptomatic behavior, and first for large µχ [32] and then for any µ > 0 in 2D [31];
very recently, instead of requiring logistic damping in (1.3), implicitly small initial mass of u0 or
weaker damping sub-logistic source like u(1−w− ulnγ (u+1) ) with γ ∈ (0, 1) or u(1−w− uln(ln(u+e)) )
is demonstrated to guarantee boundedness for (1.3) in 2D [53]. In 3D and higher dimensions,
similar to chemotaxis-only systems, global boundedness [2, 19] and convergence to constant
equilibrium [43, 55] are ensured for sufficiently large µχ .
Finally, we are aware there exists a vast literature concerning mathematical analysis for dy-
namical properties of solutions to a general framework of (1.3) with more complex mechanisms
like nonlinear diffusion, porous medium slow diffusion, remodeling effects and generalized logis-
tic source etc, cf. [14, 15, 20, 34, 35, 28, 54, 55, 56] and the references therein. While, upon
comparison, we observe that available results on chemotaxis-/haptotaxis systems (especially, for
the minimal case like (1.2) and (1.3)) are fully analogous to their corresponding chemotaxis-only
systems obtained upon setting w ≡ 0; phenomenologically, any presence of (even sub-)logistic
source is enough to prevent blow-up in ≤ 2D and suitably strong logistic damping prevents blow-
up in ≥ 3D and further strong logistic damping ensures stabilization to constant equilibrium.
Even through the interaction with the non-diffusive w brings a couple of mathematical difficul-
ties, existing results indicate to us that haptotaxis seems to be overbalanced by chemotaxis and
it does not have essential influences in chemotaxis-haptotaxis models. Hence, in this paper, as
an initiative, we shall take a close and rigorous way to examine haptotaxis effect on global ex-
istence, boundedness, blow-up and asymptotical behavior in the minimal chemotaxis-haptotaxis
model (1.3) in 2D bounded domains without proliferation of cancer cells, i.e., µ ≡ 0, but with
remodelling of ECM of the form wt = −vw + ηw(1−w) as originally incorporated in the model
by Chaplain and Lolas [3] as follows:

ut = ∆u− χ∇ · (u∇v)− ξ∇ · (u∇w), x ∈ Ω, t > 0,
τvt = ∆v − v + u, x ∈ Ω, t > 0,
wt = −vw + ηw(1 − w), x ∈ Ω, t > 0,
∂u
∂ν − χu ∂v∂ν − ξu∂w∂ν = ∂v∂ν = 0, x ∈ ∂Ω, t > 0,
u(x, 0) = u0(x), τv(x, 0) = τv0(x), w(x, 0) = w0(x), x ∈ Ω,
(1.4)
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where and below, χ, ξ,> 0, τ ∈ {0, 1} and η ≥ 0, as for the initial data (u0, τv0, w0), for
convenience, we assume, for some θ ∈ (0, 1), that
(u0, τv0, w0) ∈ C(Ω¯)×W 1,∞(Ω)×C2+θ(Ω¯) with u0 ≥, 6≡ 0, τv0 ≥ 0 w0 ≥ 0, ∂w0
∂ν
|∂Ω = 0. (1.5)
Although haptotaxis may have some influence on the properties of the underlying system on short
or intermediate time scales [4], our next main findings manifest, for small η, that haptotaxis effect
is almost negligible in terms of global existence, boundedness, blow-up and long time behavior.
Theorem 1.1 (Negligibility of haptotaxis in the chemotaxis-haptotaxis model (1.4)).
Let Ω ⊂ R2 be a bounded smooth domain, the initial data (u0, τv0, w0) satisfy (1.5) and the
parameters χ, ξ > 0, τ ∈ {0, 1} and η ≥ 0.
(B1) [Negligibility of haptotaxis on global existence for arbitrary η] Assume
m := ‖u0‖L1 <
4π
χ
. (1.6)
Then the corresponding chemotaxis-haptotaxis model (1.4) possesses a unique global-in-
time, positive and classical solution which is locally bounded in time.
(B2) [Negligibility of haptotaxis on boundedness for small η] Besides the subcritical
mass condition (1.6), assume further that
η < vm∞ := m
∫ ∞
0
1
4πs
e
−
(
s+
(diam (Ω))2
4s
)
ds. (1.7)
Then the global solution of (1.4) obtained in (B1) is uniformly bounded in time in the
sense there exists C1 = C1(u0, τv0, w0,Ω) > 0 such that
‖u(t)‖L∞ + ‖v(t)‖W 1,∞ + ‖w(t)‖W 1,∞ ≤ C1, ∀t ≥ 0. (1.8)
(B3) [Almost negligibility of haptotaxis on blow-up for small η] For ǫ > 0, m > 0 and
x0 ∈ ∂Ω, we define (Uǫ, Vǫ) ∈ [C(Ω¯)×W 1,∞(Ω)]2 as follows:
Vǫ(x) =
1
χ
[
ln
(
ǫ2
(ǫ2 + π|x− x0|2)2
)
− 1|Ω|
∫
Ω
ln
(
ǫ2
(ǫ2 + π|x − x0|2)2
)]
and
Uǫ(x) =
meχVǫ(x)∫
Ω
eχVǫ(x)
.
Then, if m is supercritical and η is small in the sense that
m >
4π
χ
, m 6∈ {4πl
χ
: l ∈ N+} and η < vm∞, (1.9)
the corresponding solution (uǫ, vǫ, wǫ) of (1.4) with (u0, τv0, w0) = (Uǫ, τVǫ−τ infΩ Vǫ, w0)
fulfills either (A) or (B); here (A) means, for some ǫ0 > 0, the corresponding solution
(uǫ0 , vǫ0 , wǫ0) blows up in finite or infinite time, and (B) means ‘almost’ (approximate)
blow-up in the sense, for all ǫ > 0, that the resulting solutions (uǫ, vǫ, wǫ) exist globally
and are uniformly bounded in time but
lim inf
ǫ→0+
‖uǫvǫ‖L∞((0,∞);L1(Ω))
− ln ǫ ≥
4 (mχ− 4π) (vm∞ − η)
Kχξ [2 + (vm∞ − η) δ]
(1.10)
and
lim inf
ǫ→0+
min
{
‖uǫ‖L∞(Ω×(0,∞)) , ‖vǫ‖L∞(Ω×(0,∞))
}
− ln ǫ ≥
4 (mχ− 4π) (vm∞ − η)
mKχξ [2 + (vm∞ − η) δ]
, (1.11)
where K = max{1, ‖w0‖L∞} and (due to (1.7) and (1.9)) δ is uniquely determined by
m
∫ δ
0
1
4πs
e
−
(
s+ (diam (Ω))
2
4s
)
ds =
η + vm∞
2
. (1.12)
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(B4) [Convergence of chemotaxis-haptotaxis model (1.4) to chemotaxis-only model
(1.1) in a global sense] Under (1.7), any global-in-time w vanishes exponentially in
the sense for any λ ∈ (0, vm∞ − η), there exists C2 = C2(u0, τv0, w0, λ,Ω) > 0 such that
‖w(t)‖L∞ ≤ C2e−λt, ∀t ≥ 0. (1.13)
Under (1.7),any global bounded solution (u, v, w) satisfying (1.8) of (1.4) converges
exponentially to that of chemotaxis-only model (1.1) in a global sense: for any ρ ∈
(0,min {λ1, vm∞ − η}), there exists C3 = C3(u0, τv0, w0, ρ,Ω) > 0 such that
‖u(t)− φ(t;u, v)‖L∞ ≤ C3ξe−ρt, ∀t ≥ 0; (1.14)
the v solution component satisfies v(t) = ψ(t;u, v) for all t ≥ 0 and, finally, for any
κ ∈ (0, vm∞ − η), there exists C4 = C4(u0, τv0, w0, κ,Ω) > 0 such that
‖w(t)‖W 1,∞ ≤ C4e−κt, ∀t ≥ 0. (1.15)
(B5) [Convergence of solutions of chemotaxis-haptotaxis model (1.4) to chemotaxis-
only model (1.1) in the usual sense] Under (1.7), there exists χ0 ∈ (0, 4π‖u0‖L1 ) such
that, whenever χ ≤ χ0, the w solution component vanishes exponentially as in (1.15) and
the solution component (u, v) of the chemotaxis-haptotaxis model (1.4) converges expo-
nentially to the solution (u0, v0) of chemotaxis-only model (1.1) in the usual sense: for
any λ ∈ (0, min {λ1, vm∞ − η}), there exists C5 = C5(u0, v0, w0, λ,Ω) > 0 such that∥∥u(t)− u0(t)∥∥
L∞
+
∥∥v(t)− v0(t)∥∥
L∞
≤ C5e−λt, ∀t ≥ 0. (1.16)
Here and below, λ1(> 0) is the first nonzero eigenvalue of −∆ under homogeneous Neumann
boundary condition. The symbols φ and ψ are solution operator for (1.1) via variation-of-
constants formula:
φ(t;u, v) = et∆u0 − χ
∫ t
0
e(t−s)∆∇ · ((u∇v)(s))ds
and ψ(t;u, v) = (−∆+ 1)−1 u(t) if τ = 0, and, if τ = 1,
ψ(t;u, v) = et(∆−1)v0 +
∫ t
0
e(t−s)(∆−1)u(s)ds.
We adopt commonly abbreviated notations: for instance, for a function f ,
‖f(t)‖Lp = ‖f(·, t)‖Lp(Ω) =
(∫
Ω
|f(x, t)|pdx
) 1
p
, ‖f‖Lq(0,T ;Lp(Ω)) =
(∫ T
0
‖f(t)‖qLpdt
) 1
q
.
Remark 1.2. [Comments on negligibility of haptotaxis vs. chemotaxis in (1.4)]
(R1) In light of (B1) and (B2), cf. details in Section 3, in the limiting case of χ = 0, any
solution to the resulting haptotaxis-only system (1.4) exists globally for all η, and, more-
over, when η < vm∞ or {η = vm∞, τ = 0}, then the solution is uniformly bounded as in
(1.8) and w decays exponentially or algebraically. This again shows the negligibility of
haptotaxis on global existence, boundedness, blow-up and long time behavior.
(R2) In view of (1.10) and (1.11), in the limiting case of ξ = 0, the alternative (A) must
happen. This together with (B1) and (B2) recover exactly the well-known 2D critical
mass blow-up phenomenon in the chemotaxis-only setting [11, 12, 25].
(R3) By (1.10) and Remark 3.11, a control of ‖u(t)v(t)‖L∞(0,Tm;L1(Ω)) in time or initial data
is crucial to derive boundedness vs blow-up. This gives a different (perhaps equivalent)
criterion than the widely known L
n
2+-criterion in the chemotaxis-only systems, cf. [1, 48].
(R4) We comment that (B4) (more general, every maximal solution of (1.4) is comparable
to that of (1.1) in this sense, cf. Lemma 5.1) merely says solutions of (1.4) converge
exponentially to that of (1.1) in the solution operator (global) sense, cf. [10]. But, under
a further smallness of χ, this convergence can be lifted to the usual sense that solutions
of (1.4) converge exponentially to that of (1.1) in accordance with (1.13) and (1.16).
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Theorem 1.1 indicates rigorously the negligibility of haptotaxis versus chemotaxis in (1.4) on
global existence, boundedness, blow-up and long time behavior within (1.7). This opens up new
directions for us to explore haptotaixs effect in more complex chemotaxis-haptotaxis settings.
In the rest of this section, we outline the plan of this work, which comprises five main sections.
In the present section, we observe from existing literature empirically that haptotaxis plays
little role in chemotaxis models, which motivate us to study rigorously the haptotaxis effect in our
chosen chemotaxis-haptotaxis model (1.4). Finally, we state the negligibility of haptotaxis versus
chemotaxis in Theorem 1.1 on global existence, boundedness, blow-up and long time behavior.
In Section 2, we first state the local existence and a convenient extensibility of smooth solutions
to the IBVP (1.4). Afterwards, we obtain a standard W 1,q-estimate for an inhomogeneous
heat/elliptic equation, cf. Lemma 2.3, and then, we develop important a-priori estimates on v
and w in Lemmas 2.4, 2.5 and 2.6, in particular, the explicit lower bound of v and the exponential
decay of w for suitably small η. Finally, for convenience of reference, we state the widely-used
2D Gagliardo-Nirenberg inequality [6] and a consequence of the Trudinger-Moser inequality [25],
cf. Lemmas 2.7 and 2.8.
To make our presentation more smooth, we divide Section 3 into three subsections to show
the negligibility of haptotaxis in (1.4) on global existence (cf. Subsect. 3.1) and boundedness
(cf. Subsect. 3.2). As an added result, we also exhibit in Subsect. 3.3 the negligibility of pure
haptotaxis effect by showing that the system (1.4) with χ = 0 always has a global-in-time classical
solution for any mass ‖u0‖L1 , which becomes uniformly bounded for η < vm∞ or {η = vm∞, τ = 0}.
Our analysis starts with an important identity associated with (1.4), cf. Lemma 3.1, which along
with smallness of ‖u0‖L1 or smallness of η enables us to apply the Trudinger-Moser inequality
in Lemma 2.8 to derive two integral-type Gronwall inequalities. As a result, we obtain the
key improved L1- bound of u lnu rather than L1-bound of u. Then, using quite known testing
procedure and semi-group estimates [34, 35, 48, 50, 53], we conclude the desired global existence
and global boundedness in respective cases, cf. Lemmas 3.5, 3.8 and 3.10.
In Section 4, we shall illustrate the almost negligibility of haptotaxis in (1.4) on blow-up as
detailed in (B3). We observe, if η < v∞, the stationary problem of (1.4) is the same as that of
the minimal chemotaxis-only model. Making use of this observation and based on the existing
knowledge on the minimal chemotaxis-only system, cf. [11, 9], we essentially build our almost
blow-up argument on the use of the energy identity provided in Lemma 3.1 to an equivalent
system (4.16) with initial data (Uǫ, τVǫ − τ infΩ Vǫ, w0) of (1.4). Under the conditions in (1.9)
and assuming that the resulting solution exists globally and is uniformly bounded, we can show
that the functional acted on our stationary problem both has a finite lower bound and an explicit
upper bound involving L∞(0,∞;L1(Ω))-norm of U ǫ (V ǫ)+, cf. Lemma 4.3 and its proof. Finally,
upon simple translations via the link (4.15), we readily recover our almost blow-up for our original
system as in (B3).
In Section 5, we shall show the negligibility of haptotaxis in (1.4) on long time behavior as
detailed in (B4) and (B5), which indeed are direct consequences of our more general results
provided in Lemmas 5.1 and 5.2. The proofs are shown conveniently via Neumann semigroup
type arguments and the key ingredient relies on the fact that v has a positive lower bound and
that solutions to the haptotaxis-only system (1.4) with χ = 0 are uniformly-in-time bounded (cf.
Lemma 3.10) under the smallness on η in (1.7).
2. Preliminary knowledge and a priori estimates
For convenience and completeness, we begin with the local well-posedness and a convenient
extendibility of classical solutions to the chemotaxis-hapotataxis system (1.4), which are well-
established via a proper fixed-point framework and parabolic regularity theory.
Lemma 2.1. Let χ, ξ, τ, η ≥ 0, Ω ⊂ Rn(n ≥ 1) be a bounded and smooth domain and let the
initial data (u0, τv0, w0) satisfy (1.5). Then there exist a maximal existence time Tm ∈ (0,∞]
and a unique triple (u, v, w) of functions from [C0(Ω¯× [0, Tm)) ∩C2,1(Ω¯× (0, Tm))]3 solving the
IBVP (1.4) classically on Ω× (0, Tm) and such that
0 < u, 0 < v, 0 ≤ w ≤ max{1, ‖w0‖L∞(Ω)} := K. (2.1)
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Moreover, the following convenient extensibility criterion holds:
either Tm = +∞ or lim sup
t→Tm−
(‖u(t)‖L∞ + ‖v(t)‖W 1,∞) = +∞. (2.2)
Proof. By well-developed fixed point arguments based on the Banach contraction principle and
the standard parabolic regularity theory, cf. [14, 20, 22, 34, 41, 35, 37, 45] for detailed discussions,
one can readily derive the local existence and uniqueness of classical solutions as well as the
following extensibility criterion:
either Tm = +∞ or lim sup
t→Tm−
(‖u(t)‖L∞ + ‖v(t)‖W 1,∞ + ‖∇w(t)‖L4) = +∞. (2.3)
Then the positivity of solution components (u, v, w) in (2.1) follows from the (strong) maximum
principle since u0 ≥, 6≡ 0. Next, we show that the extensibility criterion (2.2) is equivalent to
(2.3). To this end, for any p ≥ 2, we compute from the w-equation in (1.4) and use (2.1) and
Young’s inequality to deduce that
1
p
d
dt
∫
Ω
|∇w|p = −
∫
Ω
w|∇w|p−2∇v · ∇w +
∫
Ω
(η − v − 2ηw) |∇w|p
≤ (1 + η)
∫
Ω
|∇w|p + K
p
p
∫
Ω
|∇v|p, ∀t ∈ (0, Tm).
(2.4)
Solving this Gronwall inequality directly, we find, for t ∈ (0, Tm), that
‖∇w(t)‖pLp ≤
[
‖∇w0‖pLp +Kp sup
s∈(0,t)
‖∇v(s)‖pLp
]
e(1+η)pt. (2.5)
Based on this, it follows easily that the criterion (2.2) is equivalent to (2.3). 
Henceforth, we shall assume that the basic conditions in Lemma 2.1 are satisfied. C, Ci
(numbering within lemmas or theorems) and Cǫ etc will denote some generic constants which
may vary line-by-line.
Thanks to the no-flux boundary condition, the following L1-information follows easily.
Lemma 2.2. The local-in-time classical solution (u, v, w) of system (1.4) satisfies
‖u(t)‖L1 = ‖u0‖L1 := m, ∀t ∈ (0, Tm) (2.6)
and
‖v(t)‖L1 = ‖u0‖L1 +
0, if τ = 0,(‖v0‖L1 − ‖u0‖L1) e−t, if τ = 1, , ∀t ∈ (0, Tm). (2.7)
Proof. A direct integration of the u-equation in (1.4) and a use of the no-flux boundary condition
yield (2.6). Then, an integration of the v-equation entails
τ
d
dt
∫
Ω
v +
∫
Ω
v =
∫
Ω
u =
∫
Ω
u0, (2.8)
which directly gives rise to (2.7). 
The following widely used reciprocal bounds, turning information on u into control on v, are
derived by using the elliptic regularity if τ = 0 or the variation-of-constants formula for v and
Lp-Lq-estimates for the heat semigroup {et}t≥0 in Ω if τ > 0.
Lemma 2.3. Let Ω ⊂ R2 be a bounded and smooth domain and let{
q ∈ [1, 2p2−p ), if 1 ≤ p ≤ 2,
q ∈ [1,∞], if p > 2. (2.9)
Then there exists C1 = C1(p, q, τv0,Ω) > 0 such that the unique local-in-time classical solution
(u, v, w) of the IBVP (1.4) verifies
‖v(t)‖W 1,q ≤ C1
(
1 + sup
s∈(0,t)
‖u(s)‖Lp
)
, ∀t ∈ (0, Tm). (2.10)
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In particular, for any q ∈ [1, 2), there exists C2 = C2(q, τv0,Ω) > 0 such that
‖v(t)‖
L
2q
2−q
+ ‖v(t)‖W 1,q ≤ C2, ∀t ∈ (0, Tm). (2.11)
Proof. In the case of τ = 1, by the variation-of-constants formula, it follows that
v(t) = e−tet∆v0 +
∫ t
0
e−(t−s)e(t−s)∆u(s)ds. (2.12)
Then using the widely known smoothing Lp-Lq estimates of the Neumann heat semigroup
{et∆}t≥0 in Ω, see, e.g. [13, 44] and applying those estimates to (2.12), one can easily de-
rive (2.10), cf. [13, 48]. In the case of τ = 0, the standard well-known W 2,p- or W 1,q-elliptic
theory readily entails (2.10). Due to the mass conservations of u in (2.6), we first take p = 1
in (2.9), and then from (2.10) and the Sobolev embedding W 1,q →֒ L 2q2−q for q < 2, we readily
obtain the desired estimate (2.11). 
By the ODE satisfied by w in (1.4), we get more detailed information about w in terms of v.
Lemma 2.4. Let (u, v, w) be the solution of system (1.4) obtained in Lemma 2.1. Then for any
t ∈ (0, Tm), the unique solution component w of (1.4) is given by
w(x, t) =
w0(x)e
−
∫
t
0
[v(x,r)−η]dr
1 + ηw0(x)
∫ t
0 e
−
∫
s
0
[v(x,r)−η]drds
, (2.13)
which satisfies 0 ≤ w(x, t) ≤ max{1, ‖w0‖L∞} and
w0(x)
1 + w0(x) (eηt − 1)e
−
∫
t
0
[v(x,r)−η]dr ≤ w(x, t) ≤ w0(x)e−
∫
t
0
[v(x,r)−η]dr. (2.14)
Proof. When w 6= 0, upon dividing the w-equation in (1.4) by w2 and then multiplying an
integrating factor and rearranging, we rewrite the w-equation as
d
ds
(
1
w(x, s)
e−
∫
s
0
[v(x,r)−η]dr
)
= ηe−
∫
s
0
[v(x,r)−η]dr,
which, upon being integrated from s = 0 to t and being rearranged, gives (2.13). Next, by (2.13),
we can readily derive the lower bound for w in (2.14). We further use the nonnegativity of v to
obtain
w(x, t) =
w0(x)e
ηte−
∫
t
0
v(x,r)dr
1 + ηw0(x)
∫ t
0 e
ηse−
∫
s
0
v(x,r)drds
≤ w0(x)e
ηte−
∫
t
0
v(x,r)dr
1 + w0(x) (eηt − 1) e−
∫
t
0
v(x,r)dr
≤ max{1, w0(x)},
which gives the upper bound of w and hence completes the proof of this lemma. 
From the expression of w in (2.13), one can compute its gradient (cf. (5.7) with τα replaced
by 0) and then find, if ∂w0∂ν = 0 on ∂Ω, the no flux boundary conditions in (1.4) are equivalent
to the homogeneous Neumann boundary conditions:
∂u
∂ν
=
∂v
∂ν
=
∂w
∂ν
= 0 on ∂Ω× (0,∞).
Indeed, only in a couple of convenient places involving Neumann heat semigroup for instance, we
shall use these facts tacitly, cf. (3.32), (5.10) and (5.14).
By the well-known point-wise lower bound for the Neumann heat semigroup {et∆}t≥0 in 2D,
we know, for all 0 ≤ z ∈ C(Ω¯), that
et∆z(x) ≥ 1
4πt
e−
(diam (Ω))2
4t
∫
Ω
z for all x ∈ Ω, t > 0, (2.15)
which together with the mass conservation of u in (2.6) and the second equation in (1.4) gives
rise to an explicit uniform positive lower bound for v (cf. [7, 8, 10]). This plays a crucial role in
our upcoming analysis.
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Lemma 2.5. For any given σ ∈ (0, Tm), the local solution component v of (1.4) fulfills
v(x, t) ≥ vmσ :=
mζ(∞), ∀(x, t) ∈ Ω× (0, Tm) , if τ = 0,mζ(σ), ∀(x, t) ∈ Ω× (σ, Tm) , if τ = 1, (2.16)
where the function ζ is defined by
ζ(t) =
∫ t
0
1
4πs
e
−
(
s+ (diam (Ω))
2
4s
)
ds. (2.17)
Therefore, the local solution component w of (1.4) satisfies
(vmσ − η)w(x, σ)
vmσ − η + ηw(x, σ)
[
1− e−(vmσ −η)(t−σ)]e− ∫ tσ(v(x,r)−η)dr
≤ w(x, t) ≤ Ke−(vmσ −η)(t−σ), ∀(x, t) ∈ Ω× (σ, Tm) .
(2.18)
Moreover, in the case of τ = 0 and η = vm∞, the local solution w of (1.4) satisfies
w(x, t) ≤ K
1 + ηt
, ∀(x, t) ∈ Ω× (0, Tm) . (2.19)
Proof. The key idea is to employ the point-wise lower bound in (2.15) and the representation of
the v-equation in (1.4). In the case of τ = 0, see details in [8, Lemma 2.1 with n = 2]. When
τ = 1, one simply utilizes the point-wise lower bound in (2.15) to (2.12) and then uses the order
property of (et∆)t≥0 by the the maximum principle and (2.6) to obtain readily (2.16), cf. [10].
Then applying the lower bound of v in (2.16) to (2.13) or alternatively solving the differential
inequality wt ≤ −(vmσ −η)w on (σ, Tm) and finally using the estimates in (2.1), we easily conclude
the right inequality in (2.18). To obtain its left inequality, we first note from (2.13) that
w(x, t) =
w(x, σ)e−
∫
t
σ
[v(x,r)−η]dr
1 + ηw(x, σ)
∫ t
σ
e−
∫
s
σ
[v(x,r)−η]drds
, t ∈ [σ, Tm) (2.20)
and then we apply the lower bound of v in (2.16) to (2.20).
When τ = 0 and η = vm∞, since v ≥ vm∞ and w ≥ 0 on Ω × (0, Tm), we see from the third
equation in (1.4) that wt ≤ −ηw2 for t ∈ (0, Tm), which along with definition of K in (2.1)
implies
w(x, t) ≤ w0(x)
1 + ηw0(x)t
≤ K
1 + ηt
, ∀(x, t) ∈ Ω× (0, Tm),
yielding the algebraic decay in (2.19). 
Lemma 2.6. Given σ ∈ (0, Tm) and given p > 1, for any ǫ > 0, there exists C = C(p, ǫ, σ, τv0) >
0 such that the local solution of (1.4) verifies, for t ∈ (σ, Tm),∫
Ω
|∇w(t)|p ≤ e−p(vmσ −η−ǫ)(t−σ)
∫
Ω
|∇w(σ)|p
+Kpǫ−(p−1)
∫ t
σ
e−p(v
m
σ −η−ǫ)(t−s)
∫
Ω
|∇v(s)|pds.
(2.21)
Proof. For any ǫ > 0 and t ∈ (σ, Tm), we use the lower bound of v provided by Lemma 2.5 and
Young’s inequality with epsilon to refine (2.4) as
1
p
d
dt
∫
Ω
|∇w|p = −
∫
Ω
w|∇w|p−2∇v · ∇w +
∫
Ω
(η − v − 2ηw) |∇w|p
≤ − (vmσ − η − ǫ)
∫
Ω
|∇w|p + K
p
pǫp−1
∫
Ω
|∇v|p.
(2.22)
Solving this Gronwall inequality, we quickly infer (2.21). 
The properties of w provided in Lemmas 2.5 and 2.6 will be very important in deriving global
boundedness of solutions in Section 3.2. Next, for convenience of reference, we collect the widely
known 2D Gagliardo-Nirenberg interpolation inequality for direct use in the sequel.
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Lemma 2.7 ([6, 20]). Let Ω ⊂ R2 be a bounded smooth domain and let p ≥ 1, q ∈ (0, p) and
r > 0. Then there exists a positive constant CGN = C(p, q, r,Ω) such that
‖w‖Lp ≤ CGN
(
‖∇w‖1−
q
p
L2 ‖w‖
q
p
Lq + ‖w‖Lr
)
, ∀w ∈ H1(Ω) ∩ Lq(Ω).
Finally, we present a consequence of a frequently used Trudinger-Moser inequality from [25],
which will be employed in our subsequent boundedness analysis.
Lemma 2.8. Let Ω ⊂ R2 be a bounded and smooth domain. Then, for any ǫ > 0, there exists a
positive constant Cǫ = C(ǫ,Ω) > 0 such that
a
∫
Ω
fg ≤
∫
Ω
f ln f + (
1
8π
+ ǫ)a2‖f‖L1‖∇g‖2L2 +
2|a|
|Ω| ‖f‖L1‖g‖L1
+ ‖f‖L1 ln
Cǫ
‖f‖L1
, ∀a ∈ R, 0 < f ∈ L1(Ω), g ∈ H1(Ω).
(2.23)
Proof. Notice that ln z is a concave function in z and
∫
Ω
f
‖f‖L1
= 1; then a simple use of Jensen’s
inequality implies that
ln
(
1
‖f‖L1
∫
Ω
eag
)
= ln
∫
Ω
eag
f
f
‖f‖L1
≥ 1‖f‖L1
∫
Ω
f ln
eag
f
.
Now, for any ǫ > 0, we apply the Trudinger-Morser inequality [25] to find a positive constant
Cǫ = C(ǫ,Ω) > 0 such that∫
Ω
f ln
eag
f
≤ ‖f‖L1 ln
(
1
‖f‖L1
∫
Ω
eag
)
≤ ‖f‖L1
[
ln
Cǫ
‖f‖L1
+ (
1
8π
+ ǫ)a2‖∇g‖2L2 +
2|a|
|Ω| ‖g‖L1
]
,
which easily yields the desired estimate (2.23). 
3. Negligibility of haptotaxis on global existence and Boundedness
In this section, using the subcritical mass condition ‖u0‖L1 < 4πχ for model (1.1), we shall
demonstrate (B1) and (B2) by showing that global existence of classical solutions to (1.4) for
any η ≥ 0 and uniform-in-time boundedness for small η, indicating that the haptotaxis effect on
global existence and boundedness in 2-D is negligible. Our purposes are based on the following
evolution identity, which along with subcritical mass ‖u0‖L1 enables us to derive an integral-type
Gronwal inequality. As a result, we can improve the L1-bound information on u to the L1-bound
of u lnu, which is the key step to establish the global existence of solutions to the system (1.4).
Lemma 3.1. The local-in-time classical solution (u, v, w) of (1.4) fulfills
F ′(t) + τχ
∫
Ω
v2t +
∫
Ω
u |∇ (lnu− χv − ξw)|2
= ξ
∫
Ω
uvw + ηξ
∫
Ω
uw(w − 1), ∀t ∈ (0, Tm),
(3.1)
where F(t) is defined by
F(u, v, w)(t) =
∫
Ω
u lnu− χ
∫
Ω
uv − ξ
∫
Ω
uw +
χ
2
∫
Ω
(
v2 + |∇v|2) , ∀t ∈ (0, Tm). (3.2)
Proof. Multiplying the first equation in (1.4) by lnu− χv − ξw, integrating by parts over Ω via
the no-flux boundary condition, we derive upon noticing
∫
Ω ut = 0 that
−
∫
Ω
u|∇(lnu− χv − ξw)|2 =
∫
Ω
ut(lnu− χv − ξw)
=
d
dt
∫
Ω
(u lnu− χuv − ξuw) + χ
∫
Ω
uvt + ξ
∫
Ω
uwt.
(3.3)
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Next, from the facts that u = τvt−∆v+ v and wt = −vw+ ηw(1−w) because of (1.4), we infer
from integration by parts that∫
Ω
uvt =
∫
Ω
(τvt −∆v + v)vt = τ
∫
Ω
v2t +
1
2
d
dt
∫
Ω
(
v2 + |∇v|2) , (3.4)
and ∫
Ω
uwt = −
∫
Ω
uvw + η
∫
Ω
uw(1− w). (3.5)
Finally, substituting (3.4) and (3.5) into (3.3) and then applying simple manipulations, we readily
conclude (3.1) with F(t) given by (3.2). 
3.1. Global existence without restriction on η. With the help of Lemma 3.1, we now use
the subcritical mass condition ‖u0‖L1 < 4πχ to derive an integral-type Gronwall inequality and
then to obtain a time-dependent bound for ‖u lnu‖L1, which is indeed sufficient for us to perform
the bootstrap argument to conclude global existence.
Lemma 3.2. Under the subcritical mass condition m := ‖u0‖L1 < 4πχ in (1.6), there exists
C = C(u0, τv0, w0,Ω) > 0 such that
‖(u lnu)(t)‖L1 + ‖v(t)‖2H1 ≤ Ce
ξK
γ
t, ∀t ∈ (0, Tm), (3.6)
where K and γ are defined by (2.1) and (3.9) below, respectively.
Proof. First, we apply the estimates in (2.1) and (2.6) to (3.1) to discover that
F ′(t) + τχ
∫
Ω
v2t +
∫
Ω
u |∇ (lnu− χv − ξw)|2 ≤ ξK
∫
Ω
uv + ηmξK(K − 1), t ∈ (0, Tm), (3.7)
which, upon being integrated from 0 to t, yields simply that
F(t) ≤ F(0) + ξK
∫ t
0
∫
Ω
uv +mηξK(K − 1)t, t ∈ (0, Tm). (3.8)
For our later purpose, since mχ < 4π, we first select positive constants ǫ and γ as follows:
ǫ = 4π−mχ16πmχ > 0,
γ =
(√
2π
4π+mχ − 12
)
χ = (4π−mχ)χ
2
[
4π+mχ+2
√
2π(4π+mχ)
] > 0. (3.9)
Then by straightforward computations, we see that
A :=
χ
2
−m( 1
8π
+ ǫ)(χ+ γ)2
=
(4π +mχ)χ
16π
(√
2π
4π +mχ
− 1
2
)(
3
√
2π
4π +mχ
+
1
2
)
> 0.
(3.10)
By the definition of F(t) in (3.2), we use (2.1) and (2.6) to deduce that
F(t) =
∫
Ω
u lnu− (χ+ γ)
∫
Ω
uv − ξ
∫
Ω
uw + γ
∫
Ω
uv +
χ
2
∫
Ω
(
v2 + |∇v|2)
≥
∫
Ω
u lnu− (χ+ γ)
∫
Ω
uv −mξK + γ
∫
Ω
uv +
χ
2
∫
Ω
(
v2 + |∇v|2) . (3.11)
Next, for ǫ, γ as specified in (3.9), we apply the consequence of Trudinger-Morser inequality
(2.23) with (a, f, g) = (χ+ γ, u, v) along with the L1-boundedness of v in (2.7) to find a positive
constant C1 = C1(Ω) > 0 such that∫
Ω
u lnu− (χ+ γ)
∫
Ω
uv ≥ −m( 1
8π
+ ǫ)(χ+ γ)2
∫
Ω
|∇v|2 − C2, (3.12)
where C2 is a finite number and is defined by
C2 = m
[
ln
C1
m
+
2(χ+ γ)
|Ω| max {‖u0‖L1 , τ‖v0‖L1}
]
.
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Plugging (3.12) into (3.11) and employing (3.10), we infer that
F(t) +mξK + C2 ≥ γ
∫
Ω
uv +
χ
2
∫
Ω
v2 +A
∫
Ω
|∇v|2, ∀t ∈ (0, Tm). (3.13)
Combining (3.8) and (3.13) and observing A > 0 due to (3.10), we conclude an integral type
Gronwall inequality as follows:
γ
∫
Ω
uv ≤ ξK
∫ t
0
∫
Ω
uv +mηξK(K − 1)t+ C3, ∀t ∈ (0, Tm). (3.14)
where C3 = F(0)+mξK+C2 is a finite number. Here and below, we have assumed for convenience
that u0 lnu0 belongs to L
1(Ω) for convenience. Otherwise, we replace the initial time t = 0 by
t = σ ∈ (0, Tm) so that u(σ) lnu(σ) belongs to L1(Ω) since u(σ) ∈ C(Ω¯) and u(σ) > 0 in Ω¯.
Solving the integral-type Gronwall inequality (3.14) via integrating factor method, we infer
that ∫
Ω
uv +
∫ t
0
∫
Ω
uv ≤ C4e
ξK
γ
t, ∀t ∈ (0, Tm). (3.15)
Then by (3.8), one can simply deduce that F(t) grows no great than exponentially as well:
F(t) ≤ C5e
ξK
γ
t, ∀t ∈ (0, Tm). (3.16)
Similarly, this along with (3.13) shows that ‖v‖2H1 grows no great than exponentially:∫
Ω
v2 +
∫
Ω
|∇v|2 ≤ C6e
ξK
γ
t, ∀t ∈ (0, Tm). (3.17)
Finally, in view of (3.2), (3.15) and (3.16) and the fact −s ln s ≤ e−1 for s > 0, we conclude that∫
Ω
|u lnu| =
∫
Ω
u lnu− 2
∫
{u≤1}
u lnu
≤ F(t) + χ
∫
Ω
uv + ξ
∫
Ω
uw − 2
∫
{u≤1}
u lnu
≤ F(t) + χ
∫
Ω
uv +mξK + 2e−1|Ω|
≤ C7e
ξK
γ
t, ∀t ∈ (0, Tm),
which together with (3.17) yields precisely our desired estimate (3.6). 
Next, we wish to raise the regularity of u based on our obtained local L1-boundedness of u lnu.
Lemma 3.3. Under the condition m < 4πχ in (1.6), for any T ∈ (0, Tm), there exists C(T ) =
C(u0, τv0, w0, T ) > 0 such that the local solution (u, v, w) of the IBVP (1.4) verifies that
‖u(t)‖L2 + τ‖∇v(t)‖L4 + ‖∇w(t)‖L6 ≤ C(T ), ∀t ∈ (0, T ]. (3.18)
Moreover, for any q ∈ (1,∞), there exists Cq(T ) = C(q, u0, τv0, w0, T ) > 0 such that
‖v(t)‖W 1,q + ‖w(t)‖W 1,q ≤ Cq(T ), ∀t ∈ (0, T ]. (3.19)
Proof. Testing the u-equation by u and then integrating over Ω by parts, we find that
d
dt
∫
Ω
u2 + 2
∫
Ω
|∇u|2 = 2χ
∫
Ω
u∇u · ∇v + 2ξ
∫
Ω
u∇u · ∇w. (3.20)
For the v-equation, we first take gradient of the v-equation and then multiply it by ∇v|∇v|2 and,
finally integrate by parts and note the fact 2∇v · ∇∆v = ∆|∇v|2 − 2|D2v|2 to see that
τ
d
dt
∫
Ω
|∇v|4 + 2
∫
Ω
|∇|∇v|2|2 + 4
∫
Ω
|∇v|2|D2v|2 + 4
∫
Ω
|∇v|4
= −4
∫
Ω
u∆v|∇v|2 − 4
∫
Ω
u∇v · ∇|∇v|2 + 2
∫
∂Ω
|∇v|2 ∂
∂ν
|∇v|2.
(3.21)
By the ODE for w, we set p = 6 in (2.4) to discover
d
dt
∫
Ω
|∇w|6 + 6
∫
Ω
(v − η + 2ηw) |∇w|6 = −6
∫
Ω
w|∇w|4∇v · ∇w. (3.22)
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Then the combinations of (3.20), (3.21) and (3.22) gives
d
dt
∫
Ω
(
u2 + τ |∇v|4 + |∇w|6)+ 2 ∫
Ω
|∇u|2 + 2
∫
Ω
|∇|∇v|2|2
+ 4
∫
Ω
|∇v|2|D2v|2 + 4
∫
Ω
|∇v|4 + 6
∫
Ω
(v − η + 2ηw) |∇w|6
=2χ
∫
Ω
u∇u · ∇v + 2ξ
∫
Ω
u∇u · ∇w − 4
∫
Ω
u∆v|∇v|2 − 4
∫
Ω
u∇v · ∇|∇v|2
+ 2
∫
∂Ω
|∇v|2 ∂|∇v|
2
∂ν
− 6
∫
Ω
w|∇w|4∇v · ∇w, t ∈ (0, T ).
(3.23)
Next, we use similar ideas in [50, 53] to bound the terms on the right-hand side of (3.23) in terms
of the dissipation terms on its left-hand side. First, using Young’s inequality with epsilon and
the facts that |∆v| ≤ √2|D2v| and 0 ≤ w ≤ K thanks to (2.1), we estimate, for any ǫ1 > 0, that
2χ
∫
Ω
u∇u · ∇v + 2ξ
∫
Ω
u∇u · ∇w − 4
∫
Ω
u∆v|∇v|2
− 4
∫
Ω
u∇v · ∇|∇v|2 − 6
∫
Ω
w|∇w|4∇v · ∇w
≤
∫
Ω
|∇u|2 + 2(3 + χ2)
∫
Ω
u2|∇v|2 + 2ξ2
∫
Ω
u2|∇w|2
+ 4
∫
Ω
|∇v|2|D2v|2 +
∫
Ω
|∇|∇v|2|2 + 6Kǫ1
∫
Ω
|∇v|6 + 5K
(6ǫ1)
1
5
∫
Ω
|∇w|6
≤
∫
Ω
|∇u|2 + 4
∫
Ω
|∇v|2|D2v|2 +
∫
Ω
|∇|∇v|2|2 + 4(3 + χ
2 + ξ2)
3(3ǫ1)
1
2
∫
Ω
u3
+ 2
(
3 + χ2 + 3K
)
ǫ1
∫
Ω
|∇v|6 +
[
5K
(6ǫ1)
1
5
+ 2ξ2ǫ1
]∫
Ω
|∇w|6.
(3.24)
As for the boundary integral in (3.23), one can use (cf. [49, 50, 51]) the boundary trace embedding
to bound it in terms of the boundedness of ‖∇v‖2L2 in (3.17) to conclude, for any ǫ2 > 0, that∫
∂Ω
|∇v|2 ∂
∂ν
|∇v|2 ≤ ǫ2
∫
Ω
|∇|∇v|2|2 + Cǫ2
( ∫
Ω
|∇v|2
)2
≤ ǫ2
∫
Ω
|∇|∇v|2|2 + Cǫ2e
2ξK
γ
T , ∀t ∈ (0, T ).
(3.25)
The 2D G-N interpolation inequality in Lemma 2.7 along with the local boundedness of ‖∇v‖2L2
in (3.17) allows us to derive that∫
Ω
|∇v|6 = ‖|∇v|2‖3L3 ≤ C1‖∇|∇v|2‖2L2‖|∇v|2‖L1 + C1‖|∇v|2‖3L1
≤ C2e
ξK
γ
T
∫
Ω
|∇|∇v|2 + C2e
3ξK
γ
T , ∀t ∈ (0, T ).
(3.26)
For the integral involving
∫
Ω u
3 appearing in (3.24), based on the boundedness of ‖u‖L1 +
‖u lnu‖L1 (see (2.6) and (3.6) for details), we readily use the 2D Gaglarido-Nirenberg inequality
involving logarithmic functions from [35, 53] to infer, for any ǫ3 > 0, that∫
Ω
u3 ≤ ǫ3
C
‖∇u‖2L2‖u lnu‖L1 + C3‖u‖3L1 + Cǫ3
≤ ǫ3e
ξK
γ
T
∫
Ω
|∇u|2 + C3m3 + Cǫ3 , ∀t ∈ (0, T ).
(3.27)
Now, choosing ǫi > 0 in (3.24), (3.25), (3.26) and (3.27) small enough such that
2
(
3 + χ2 + 3K
)
C2e
ξK
γ
T ǫ1 =
1
4
, ǫ2 =
1
8
,
4(3 + χ2 + ξ2)
3(3ǫ1)
1
2
e
ξK
γ
T ǫ3 =
1
4
,
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we derive from (3.23) an important ODI as follows: for any t ∈ (0, T ),
d
dt
∫
Ω
(
u2 + τ |∇v|4 + |∇w|6) ≤ C4(T )∫
Ω
(
u2 + τ |∇v|4 + |∇w|6)+ C5(T ), (3.28)
where C4(T ) = 6η + 5K(6ǫ1)
− 15 + 2ξ2ǫ1.
Solving the ODI (3.28), we trivially obtain the following local boundedness:∫
Ω
(
u2 + τ |∇v|4 + |∇w|6) ≤ [C5(T )
C4(T )
+
∫
Ω
(
u20 + τ |∇v0|4 + |∇w0|6
)]
etC4(T ), ∀t ∈ (0, T ),
from which (3.18) follows immediately. Then taking p = 2 in Lemma 2.3 and using (2.5) and the
fact that 0 ≤ w ≤ K, we arrive at our desired estimate (3.19). 
With the L2-local boundedness information in Lemma 3.3 at hand, we further raise the regu-
larity of solutions as follows:
Lemma 3.4. Under the condition m < 4πχ in (1.6), for any T ∈ (0, Tm), there exists C(T ) =
C(u0, τv0, w0, T ) > 0 such that the local solution (u, v, w) of the IBVP (1.4) satisfies that
‖u(t)‖L3 + ‖v(t)‖W 1,∞ + ‖w(t)‖W 1,∞ ≤ C(T ), ∀t ∈ (0, T ]. (3.29)
Proof. Multiplying both sides of the u equation in (1.4) by 3u2, integrating over Ω by parts and
applying the boundedness information in Lemma 3.3, Young’s inequality with epsilon and the
2D G-N inequality, we estimate, for t ∈ (0, T ), that
d
dt
∫
Ω
u3 + 6
∫
Ω
u|∇u|2 =6χ
∫
Ω
u2∇u · ∇v + 6ξ
∫
Ω
u2∇u · ∇w
≤2
∫
Ω
u|∇u|2 + 9χ2
∫
Ω
u3|∇v|2 + 9ξ2
∫
Ω
u3|∇w|2
≤2
∫
Ω
u|∇u|2 + 9χ2
∫
Ω
u4 +
35χ2
44
∫
Ω
|∇v|8 + 9ξ2
∫
Ω
u4 +
35ξ2
44
∫
Ω
|∇w|8
≤2
∫
Ω
u|∇u|2 + 9(χ2 + ξ2)‖u 32 ‖
8
3
L
8
3
+ C1(T )
≤2
∫
Ω
u|∇u|2 + 9(χ2 + ξ2)C2
(
‖∇u 32 ‖
4
3
L2‖u
3
2 ‖
4
3
L
4
3
+ ‖u 32 ‖
8
3
L
4
3
)
+ C1(T )
≤2
∫
Ω
u|∇u|2 + 9(χ2 + ξ2)C3(T )‖∇u 32 ‖
4
3
L2 + C4(T )
≤3
∫
Ω
u|∇u|2 + C5(T ),
this, upon being integrated from 0 to t, shows the local boundedness of ‖u‖L3. Then an applica-
tion of Lemma 2.3 with p = 3 yields that
‖u(t)‖L3 + ‖v(t)‖W 1,∞ ≤ C6(T ), ∀t ∈ (0, T ). (3.30)
We thus infer from (2.5), for any p ∈ (1,∞) and t ∈ (0, T ), that
‖∇w(t)‖Lp ≤ max{|Ω|, 1}
[
‖∇w0‖L∞ +K sup
s∈(0,t)
‖∇v(s)‖L∞
]
e(1+η)t,
which, upon taking p → ∞, entails the local boundedness of ‖∇w‖L∞ since Ω is bounded.
Recalling that 0 ≤ w ≤ K due to (2.1), we obtain our claimed local boundedness (3.29). 
Now, based on the combined boundedness in (3.29), it is quite standard and relatively easy
to obtain local L∞-boundedness of u and thus global existence via either Moser iteration or
Neumann semigroup method, shown widely in the literature, c.f. [20, 34, 35, 43, 48, 50, 53] etc.
Lemma 3.5. Under the condition m < 4πχ in (1.6), for any T ∈ (0, Tm), there exists C(T ) =
C(u0, τv0, w0, T ) > 0 such that the local solution (u, v, w) of the IBVP (1.4) fulfills that
‖u(t)‖L∞ + ‖v(t)‖W 1,∞ + ‖w(t)‖W 1,∞ ≤ C(T ), ∀t ∈ (0, T ]. (3.31)
Thus, Tm =∞ and (u, v, w) of (1.4) exists globally in time and is locally bounded.
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Proof. By the variation-of-constants formula for the u-equation in (1.4) and the well-known
smoothing Lp-Lq-estimates for the Neumann heat semigroup {et∆}t≥0 (c.f. [13, 44]), we utilize
the local boundedness provided in (3.29) to infer, for t ∈ (0, T ), that
‖u(t)‖L∞ ≤ ‖et∆u0‖L∞ + χ
∫ t
0
∥∥∥e(t−s)∆∇ · ((u∇v)(s))∥∥∥
L∞
ds
+ ξ
∫ t
0
∥∥∥e(t−s)∆∇ · ((u∇w)(s))∥∥∥
L∞
ds
≤‖u0‖L∞ + C1χ
∫ t
0
(
1 + (t− s)− 12− 13
)
e−λ1(t−s) ‖(u∇v)(s)‖L3 ds
+ C2ξ
∫ t
0
(
1 + (t− s)− 12− 13
)
e−λ1(t−s) ‖(u∇w)(s)‖L3 ds
≤‖u0‖L∞ + C1χ
∫ t
0
(
1 + (t− s)− 12− 13
)
e−λ1(t−s) ‖u‖L3 ‖∇v‖L∞ ds
+ C2ξ
∫ t
0
(
1 + (t− s)− 12− 13
)
e−λ1(t−s) ‖u‖L3 ‖∇w‖L∞ ds
≤‖u0‖L∞ + C3(T )(χ+ ξ)
[∫ 1
0
(
1 + z−
5
6
)
dz + 2
∫ ∞
1
e−λ1zdz
]
≤‖u0‖L∞ + C3(T )(χ+ ξ)
(
7 +
2
λ1
)
.
(3.32)
Here, λ1(> 0) is the first nonzero eigenvalue of −∆ under homogeneous Neumann boundary
condition. Then the desired local boundedness (3.31) follows directly from (3.29) and (3.32).
Hence, by the extensibility criterion (2.2) in Lemma 2.1, we must have that Tm =∞, that is, the
classical solution (u, v, w) of (1.4) exists globally in time and is locally bounded as in (3.31). 
3.2. Uniform boundedness under a smallness on η. With the aid of the energy identity in
Lemma 3.1, in the sequel, besides the condition ‖u0‖L1 < 4πχ , we impose the smallness condition
η < vm∞ in (1.7) to derive a weighted Gronwal inequality of integral form and then to obtain a
time-independent bound for ‖u lnu‖L1, which is indeed sufficient for us to perform the bootstrap
argument to conclude uniform boundedness.
Lemma 3.6. Assume that both the condition m < 4πχ in (1.6) and the condition η < v
m
∞ in (1.7)
hold. Then there exists C = C(u0, τv0, w0,Ω) > 0 such that
‖(u lnu)(t)‖L1 + ‖v(t)‖2H1
≤ C
(
1 +
1
(4π −mχ)χ
)(
1 +
ξK
vm∞ − η
)
e
CξK
(4π−mχ)(vm∞−η)χ , ∀t ≥ δ, (3.33)
where δ > 0 is determined by (1.12).
Proof. Recalling we have shown in Subsection 3.1 that Tm = ∞, we thus need only to show
boundedness. First, by η < vm∞ in (1.7) and the definition of δ in (1.12), we deduce from Lemma
2.5 that
η <
η + vm∞
2
= m
∫ δ
0
1
4πs
e
−
(
s+ (diam (Ω))
2
4s
)
ds := vmδ ≤ v on Ω× [δ,∞), (3.34)
which entails the exponential decay of w in (2.18) of Lemma 2.5 as
w ≤ Ke− (v
m
∞−η)
2 (t−δ) on Ω× [δ,∞). (3.35)
Now, substituting the estimates (2.1), (2.6) and (3.35) into (3.1), we have
F ′(t) + τχ
∫
Ω
v2t +
∫
Ω
u |∇ (lnu− χv − ξw)|2
≤ ξKe− (v
m
∞−η)
2 (t−δ)
∫
Ω
uv + ηmξK(K − 1)e− (v
m
∞−η)
2 (t−δ), t ≥ δ,
(3.36)
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which, upon being integrated from δ to t, shows trivially that
F(t) ≤ F(δ) + ξK
∫ t
δ
e−
(vm∞−η)
2 (s−δ)
∫
Ω
uv +
2mηξK(K − 1)
vm∞ − η
, t ≥ δ. (3.37)
Under the subcritical mass condition m < 4πχ , we still have exactly the same lower bound of F(t)
as in (3.13) and hence
γ
∫
Ω
uv ≤ F(t) +mξK + C2 ∀t ∈ (0, Tm),
which, combined with (3.37) and a weighted integral form of Gronwall inequality, gives
γ
∫
Ω
uv ≤ ξK
∫ t
δ
e−
(vm∞−η)
2 (s−δ)
∫
Ω
uv +B, t ≥ δ, (3.38)
where, since η < vm∞ in (1.7) and (3.13), B is a positive finite number and is given by
B = F(δ) +mξK + C2 + 2mηξK(K − 1)
vm∞ − η
= O(1)
(
1 +
ξK
vm∞ − η
)
. (3.39)
In the case of ξ > 0, setting
y(t) =
∫ t
δ
e−
(vm∞−η)
2 (s−δ)
∫
Ω
uv, (3.40)
then rewriting (3.38) and multiplying an integrating factor, we find, for t ≥ δ, that
γ
B
y(t)e−
2ξK
γ(vm∞−η)
[
1−e−
(vm∞−η)
2
(t−δ)
]
′
≤ e
−
(vm∞−η)
2 (t−δ)−
2ξK
γ(vm∞−η)
[
1−e−
(vm∞−η)
2
(t−δ)
]
,
which, upon integration from δ to t and rearrangement, shows that
ξK
B
y(t) ≤ e
2ξK
γ(vm∞−η)
[
1−e−
(vm∞−η)
2
(t−δ)
]
− 1 ≤ e
2ξK
γ(vm∞−η) − 1, t ≥ δ. (3.41)
Using (3.40) and substituting (3.41) into (3.38) and (3.37), we respectively conclude that∫
Ω
uv ≤ B
γ
e
2ξK
γ(vm∞−η) , t ≥ δ (3.42)
and
F(t) ≤ Be
2ξK
γ(vm∞−η) , t ≥ δ. (3.43)
The latter along with the lower bound of F in (3.13) shows that∫
Ω
v2 +
∫
Ω
|∇v|2 ≤ B
min{χ2 , A}
e
2ξK
γ(vm∞−η) , t ≥ δ. (3.44)
Finally, in view of (3.2), (3.42) and (3.43), we finally conclude that∫
Ω
|u lnu| =
∫
Ω
u lnu− 2
∫
{u≤1}
u lnu
≤ F(t) + χ
∫
Ω
uv + ξ
∫
Ω
uw − 2
∫
{u≤1}
u lnu
≤ F(t) + χ
∫
Ω
uv +mξK + 2e−1|Ω|
≤ Be
2ξK
γ(vm∞−η)
(
1 +
χ
γ
)
++mξK + 2e−1|Ω|, t ≥ δ.
which together with (3.44) and the bounds for B, γ and A respectively in (3.39), (3.9) and (3.10)
yields our desired estimate (3.33). 
Next, we again use the exponential decay property of w in (2.18) to refine the arguments in
(3.3) to obtain time-independent bound for the terms on the left hand-side of (3.18).
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Lemma 3.7. If m < 4πχ and η < v
m
∞, then there exist k ≥ 1 and C(k) = C(u0, τv0, w0, k) > 0
such that the global classical and positive solution (u, v, w) of (1.4) verifies that
‖u(t)‖L2 + τ‖∇v(t)‖L4 + ‖∇w(t)‖L6 ≤ C(k), ∀t ≥ kδ; (3.45)
and, for any q ∈ (1,∞), there exists Cq(k) = C(q, u0, τv0, w0, k) > 0 such that
‖v(t)‖W 1,q + ‖w(t)‖W 1,q ≤ Cq(k), ∀t ≥ kδ, (3.46)
where δ > 0 is determined by (1.12).
Proof. Observing, besides 0 ≤ w ≤ K, that w decays exponentially as in (3.35) on Ω × (δ,∞),
we then can easily refine (3.24) as follows: for any ǫ1 > 0 and t ≥ δ,
2χ
∫
Ω
u∇u · ∇v + 2ξ
∫
Ω
u∇u · ∇w − 4
∫
Ω
u∆v|∇v|2
− 4
∫
Ω
u∇v · ∇|∇v|2 − 6
∫
Ω
w|∇w|4∇v · ∇w
≤
∫
Ω
|∇u|2 + 4
∫
Ω
|∇v|2|D2v|2 +
∫
Ω
|∇|∇v|2|2 + 4(3 + χ
2 + ξ2)
3(3ǫ1)
1
2
∫
Ω
u3
+ 2
(
3 + χ2 + 3K
)
ǫ1
∫
Ω
|∇v|6 +
[
5K
(6ǫ1)
1
5
e−
(vm∞−η)
2 (t−δ) + 2ξ2ǫ1
]∫
Ω
|∇w|6.
(3.47)
Since we have shown the uniform boundedness of ‖u lnu‖L1 + ‖∇v‖L2 in (3.33), applying the
2D G-N inequality and using the same arguments used to show (3.25), (3.26) and (3.27), we can
readily improve them in the following manners, for t ≥ δ:
2
∫
∂Ω
|∇v|2 ∂∂ν |∇v|2 ≤
∫
Ω
|∇|∇v|2|2 + C1,∫
Ω |∇v|6 ≤ C2
∫
Ω |∇|∇v|2 + C2,∫
Ω u
2 +
∫
Ω u
3 ≤ ǫ2
∫
Ω |∇u|2 + Cǫ2 .
(3.48)
Now, fixing ǫi > 0 in accordance with
2
(
3 + χ2 + 3K
)
C2ǫ1 ≤ 1, 2ξ2ǫ1 ≤ vm∞ − η,
[
4(3 + χ2 + ξ2)
3(3ǫ1)
1
2
+ 4
]
ǫ2 ≤ 1,
then inserting (3.47) and (3.48) into (3.23) and noting the lower bound of v in (3.34), we conclude,
for t ≥ δ, that
d
dt
∫
Ω
(
u2 + τ |∇v|4 + |∇w|6)+ 4 ∫
Ω
u2 + 4
∫
Ω
|∇v|4 + 3 (vm∞ − η)
∫
Ω
|∇w|6
≤
[
5K
(6ǫ1)
1
5
e−
(vm∞−η)
2 (t−δ) + 2ξ2ǫ1
] ∫
Ω
|∇w|6 + Cǫ1,ǫ2 .
(3.49)
The choice of ǫ1 allows us further to fix k ≥ 1 in such a way that
5K
(6ǫ1)
1
5
e−
(vm∞−η)
2 (t−δ) + 2ξ2ǫ1 ≤ 2(vm∞ − η), ∀t ≥ kδ.
Finally, substituting the estimate above into (3.49), we end up with
d
dt
∫
Ω
(
u2 + τ |∇v|4 + |∇w|6)
+min {4, 4, (vm∞ − η)}
∫
Ω
(
u2 + τ |∇v|4 + |∇w|6) ≤ C3, t ≥ kδ. (3.50)
which quickly entails the uniform boundedness information:∫
Ω
(
u2 + τ |∇v|4 + |∇w|6) (t)
≤
∫
Ω
(
u2 + τ |∇v|4 + |∇w|6) (kδ) + C3
min {4, 4, (vm∞ − η)}
, ∀t ≥ kδ,
(3.51)
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from which (3.45) follows easily. On the other hand, taking σ = δ, noting vmδ = (v
m
∞ + η)/2 > η
in (3.34) and choosing ǫ = (vm∞ − η)/4 in Lemma 2.6, we derive from (2.21), for any p > 1, that
‖∇w(t)‖Lp ≤ ‖∇w(δ)‖Lp + 4K
vm∞ − η
sup
s∈(δ,t)
‖∇v(s)‖Lp , ∀t ≥ δ. (3.52)
Finally, based on (3.51), we first take p = 2 in Lemma 2.3 to obtain the uniformW 1,q-boundedness
of v for any q ∈ (1,∞), which combined with (3.52) gives our desired estimate (3.46). 
Armed with the uniform boundedness in Lemma 3.7, one can easily adapt the arguments done
in Lemmas 3.4 and 3.5 to obtain first uniform (L3,W 1,∞,W 1,∞)-global boundedness of (u, v, w)
thanks to Lemma 2.3 and (3.52), and then uniform L∞-boundedness of u. Finally, we obtain the
following desired uniform boundedness.
Lemma 3.8. Under the subcritical condition m < 4πχ in (1.6) and the condition η < v
m
∞ in (1.7),
the global solution (u, v, w) of the IBVP (1.4) is uniformly bounded according to (1.8).
3.3. Haptotaxis-only (χ = 0) is unable to induce finite time blow-up in (1.4). From
the crucial starting boundedness provided in Lemmas 3.2 and 3.6, one can easily see that the
obtained bounds become unbounded when χ = 0. Will haptotaxis induce finite blow-up in (1.4)
with χ = 0? In the sequel, we indeed shall give a negative answer by showing that all classical
solutions to the IBVP (1.4) exists globally-in-time and is uniformly bounded if η ≥ 0 is small.
Lemma 3.9. There exists C = C(u0, τv0, w0,Ω) > 0 such that the local-in-time classical solution
(u, v, w) of the IBVP (1.4) with χ = 0 fulfills
‖(u lnu)(t)‖L1 + ‖v(t)‖2H1 ≤ C, ∀t ∈ (0, Tm). (3.53)
Proof. It follows from (3.1) with χ = 0, for t ∈ (0, Tm), that
d
dt
∫
Ω
u(lnu− ξw) +
∫
Ω
u |∇ (lnu− ξw)|2 = ξ
∫
Ω
uvw + ηξ
∫
Ω
uw(w − 1). (3.54)
Now, setting ρ =
√
ue−
ξw
2 , by the facts 0 ≤ w ≤ K and ∫
Ω
u = m from (2.1) and (2.6), we see
that ‖ρ‖2L2 ≤ ‖u‖L1 = m. Then using the L3-boundedness of v ensured by (2.11) with q = 65 ,
Young’s inequality and the 2D G-N interpolation inequality, from (3.54) one has
2
d
dt
∫
Ω
eξwρ2 ln ρ+ 4
∫
Ω
|∇ρ|2 + 2
∫
Ω
eξwρ2 ln ρ
≤ KξeξK
∫
Ω
vρ2 + 2eξK
∫
Ω
ρ2 ln ρ+ ηξmK(K − 1)
≤ 1
3
K3ξ3eξK
∫
Ω
v3 +
2
3
eξK
∫
Ω
ρ3 + 2eξK
∫
Ω
ρ3 + ηξmK(K − 1)
≤ C1 + 8
3
eξK
(
C2‖∇ρ‖L2‖ρ‖2L2 + C2‖ρ‖3L2
)
≤ ‖∇ρ‖2L2 + C3,
(3.55)
which gives
d
dt
∫
Ω
eξwρ2 ln ρ+
∫
Ω
eξwρ2 ln ρ ≤ C3
2
. (3.56)
Solving the Gronwall differential inequality (3.56) and recalling the facts that 0 ≤ w ≤ K and
‖u‖L1 = m, we readily infer that∫
Ω
ρ2| ln ρ| ≤
∫
Ω
ρ2 ln ρ− 2
∫
{0<ρ<1}
ρ2 ln ρ ≤
∫
Ω
eξwρ2 ln ρ+ e−1|Ω| ≤ C4, ∀t ∈ (0, Tm) (3.57)
and ∫
Ω
u| lnu| =
∫
Ω
u lnu− 2
∫
{0<u<1}
u lnu
= 2
∫
Ω
eξwρ2 ln ρ+ ξ
∫
Ω
uw − 2
∫
{0<u<1}
u lnu
≤ 2C4 +Kξm+ 2e−1|Ω|, ∀t ∈ (0, Tm).
(3.58)
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In the case of τ = 0, we integrate the v-equation in (1.4) by part to see∫
Ω
|∇v|2 +
∫
Ω
v2 =
∫
Ω
uv. (3.59)
To bound the term on the right, we employ (2.23) with (a, ǫ, f, g) = (1, 18π ,
mu
2π ,
2πv
m ) and use the
L1-boundedness of v in (2.7) and (3.58) to deduce that∫
Ω
uv ≤
∫
Ω
mu
2π
ln(
mu
2π
) +
1
2
‖∇v‖2L2 +
2m
|Ω| ‖v‖L1 + ‖
mu
2π
‖L1 ln
C5
‖mu2π ‖L1
≤ C6 + 1
2
‖∇v‖2L2 .
Inserting this into (3.59), we quickly get the H1-boundedness of v:
‖v(t)‖2H1 ≤ C7, ∀t ∈ (0, Tm). (3.60)
In the case of τ > 0, upon integration by part from the v-equation in (1.4) and a use of Young’s
inequality, we find that
τ
d
dt
∫
Ω
|∇v|2 + 2
∫
Ω
|∇v|2 +
∫
Ω
|∆v|2 ≤
∫
Ω
u2 ≤ e2Kξ
∫
Ω
ρ4. (3.61)
Due to the uniform L1-boundedness of ρ2 ln ρ in (3.57), the 2D G-N inequality involving loga-
rithmic functions in [35, Lemma A.5] or [53, Lemma 3.4] entails that
e2Kξ
∫
Ω
ρ4 ≤
∫
Ω
|∇ρ|2 + C8.
Substituting this into (3.61) and combining (3.55), we obtain an ODI as follows:
d
dt
∫
Ω
(
2eξwρ2 ln ρ+ τ |∇v|2)+min{1, 2
τ
}∫
Ω
(
2eξwρ2 ln ρ+ τ |∇v|2) ≤ C9.
Solving this ODI and noting (3.57), we get the L2-boundedness of ∇v and then by (2.11) we
obtain the H1-boundedness of v. This along with (3.60) and (3.58) gives rise to (3.53). 
Lemma 3.10. The unique classical solution (u, v, w) of the IBVP (1.4) with χ = 0 exists globally
in time. Moreover, when η < vm∞ if τ > 0 and η ≤ vm∞ if τ = 0 with vm∞ defined in (1.7), then
the solution is uniformly bounded as in (1.8).
Proof. In light of the key boundednes in Lemma 3.9, global existence follows easily from Lemmas
3.3, 3.4 and 3.5. When η < vm∞, we first see from (2.18) of Lemma 2.5 that w decays exponentially
on Ω× (δ,∞), and then we easily follow Lemmas 3.7 and 3.8 to derive the desired global bound-
edness. When η = vm∞ and τ = 0, we get from (2.19) of Lemma 2.5 that w decays algebraically
on Ω× (0,∞), and then (3.47) correspondingly becomes: for any ǫ1 > 0 and t ≥ 0,
2ξ
∫
Ω
u∇u · ∇w − 4
∫
Ω
u∆v|∇v|2 − 4
∫
Ω
u∇v · ∇|∇v|2 − 6
∫
Ω
w|∇w|4∇v · ∇w
≤
∫
Ω
|∇u|2 + 4
∫
Ω
|∇v|2|D2v|2 +
∫
Ω
|∇|∇v|2|2 + 4(3 + ξ
2)
3(3ǫ1)
1
2
∫
Ω
u3
+ 2 (3 + 3K) ǫ1
∫
Ω
|∇v|6 +
[
5K
(6ǫ1)
1
5 (1 + ηt)
+ 2ξ2ǫ1
]∫
Ω
|∇w|6.
With these preparations at hand, one can easily adapt the arguments in Lemmas 3.7 and 3.8 to
derive the desired global boundedness. 
Remark 3.11. Rechecking our arguments, we can easily find a critical global existence criterion
for (1.4), namely, if
‖u(t)v(t)‖L∞(0,Tm;L1(Ω)) := sup
t∈(0,Tm)
∫
Ω
u(t)v(t) <∞, (3.62)
then Tm = ∞, and, in addition, if η < vm∞, then the corresponding solution is still uniformly
bounded in t ∈ (0,∞). This serves as a different (perhaps equivalent) criterion than the widely
known L
n
2+-criterion in the chemotaxis-only systems, cf. [1, 48].
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4. Almost negligibility of haptotaxis on blow-up
In preceding sections, we have shown the negligibility of haptotaxis on global existence, bound-
edness and convergence for subcritical mass (i.e.,
∫
Ω u0 <
4π
χ ). In this section, for supercritical
mass (i.e.,
∫
Ω
u0 >
4π
χ ) and η < v
m
∞, we shall show the almost negligibility of haptotaxis on blow-
up by proving (B3). Our blow-up argument is essentially built on the use of an energy identity
as in (4.3). We proceed mainly the case τ = 1, since the case τ = 0 can be done similarly.
To start with, by the fact m =
∫
Ω u from Lemma 2.2, we see that the steady state system of
(1.4) reads as follows: 
0 = ∆u− χ∇ · (u∇v)− ξ∇ · (u∇w), x ∈ Ω,
0 = ∆v − v + u, x ∈ Ω,
0 = vw − ηw(1 − w), x ∈ Ω,
∂u
∂ν − χu ∂v∂ν − ξw ∂w∂ν = ∂v∂ν = 0, x ∈ ∂Ω,∫
Ω
u =
∫
Ω
v = m.
(4.1)
By the nonnegativity of u, the strong maximum principle and the integral constraint
∫
Ω
u = m >
0, it follows readily that u is positive on Ω¯ (cf. also [5]). Then multiplying the first equation by
(lnu− χv − ξw), integrating over Ω by parts and using the no-flux boundary condition, we find
u =
meχv+ξw∫
Ω e
χv+ξw
.
Applying (2.16) and (2.17) of Lemma 2.5 to the second equation in (4.1) and using the notation
from (1.7), we discover v ≥ vm∞ and hence w = 0 due to w(v − η + ηw) = 0 and η < vm∞.
Consequently, the stationary system (4.1) can be further reduced to
−∆v + v = u, x ∈ Ω,
u = me
χv∫
Ω
eχv
, x ∈ Ω,
∂u
∂ν = 0 =
∂v
∂ν , x ∈ ∂Ω,∫
Ω u = m =
∫
Ω v.
(U,V )=(u,v−v¯)⇐⇒

−∆V + V = U − m|Ω| , x ∈ Ω,
U = me
χV∫
Ω
eχV
, x ∈ Ω,
∂U
∂ν = 0 =
∂V
∂ν , x ∈ ∂Ω,∫
Ω U = m,
∫
Ω V = 0.
(4.2)
We point out, even through, the steady state problem (4.2) is the same as that of the chemotaxis-
only model (1.1), while, the functional (not a Lyapunov functional) associated with our chemotaxis-
haptotaxis model (1.4) is more complex; indeed, by (3.2), the functional reads as
F(u, v, w) := Fks(u, v)− ξ
∫
Ω
uw, Fks(u, v) =
∫
Ω
u lnu− χ
∫
Ω
uv +
χ
2
∫
Ω
(
v2 + |∇v|2) ; (4.3)
the latter is a Lyapunov functional of the chemotaxis-only system (4.2). First, by the arguments
in [11, (2.1) and Lemma 3.5], we obtain a lower bound for Fks when
∫
Ω
u0 6= 4πlχ for any l ∈ N+.
Lemma 4.1. Suppose m =
∫
Ω
u0 6= 4πlχ for all l ∈ N+. Then, with Fks defined by (4.3), it
follows that
M = − inf {Fks(U, V ) : (U, V ) is a solution of the stationary system (4.2)} ∈ (0, ∞). (4.4)
Next, for convenience, for ǫ > 0, m > 0 and x0 ∈ ∂Ω, we redefine (Uǫ, Vǫ) as follows:
Vǫ(x) =
1
χ
[
ln
(
ǫ2
(ǫ2 + π|x− x0|2)2
)
− 1|Ω|
∫
Ω
ln
(
ǫ2
(ǫ2 + π|x − x0|2)2
)]
(4.5)
and
Uǫ(x) =
meχVǫ(x)∫
Ω
eχVǫ(x)
. (4.6)
Lemma 4.2. Let (Uǫ, Vǫ)ǫ>0 be defined by (4.5) and (4.6). Then Uǫ, Vǫ) ∈
[
C(Ω¯) ∩W 1,∞(Ω)]2,∫
Ω Vǫ = 0,
∫
Ω Uǫ = m and the infimum of Vǫ is uniformly bounded in ǫ and it is given by
− inf
x∈Ω
Vǫ(x) =
2
χ
[
ln
[
ǫ2 + π(diam Ω)2
]− 1|Ω|
∫
Ω
ln
(
ǫ2 + π|x− x0|2
)]
. (4.7)
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In addition, we also have
Fks(Uǫ, Vǫ) ≤ −4
(
m− 4π
χ
)
ln
1
ǫ
+Rǫ, (4.8)
where Rǫ is defined in (4.14) below and |Rǫ| is uniformly bounded in ǫ.
Proof. By direct computations, the first three assertions follow. Simple calculations along with
the integrability of ln |x − x0| on Ω yield the uniform boundedness for infΩ Vǫ and (4.7). In the
sequel, we shall show (4.8) by assuming x0 = 0 for convenience. By the definition of Uǫ in (4.6),
we compute∫
Ω
Uǫ lnUǫ − χ
∫
Ω
UǫVǫ =
m∫
Ω
eχVǫ
∫
Ω
eχVǫ
[
lnm+ χVǫ − ln
(∫
Ω
eχVǫ
)]
− χm∫
Ω
eχVǫ
∫
Ω
eχVǫVǫ
= m lnm−m ln
(∫
Ω
eχVǫ
)
,
which, together with the definition of Fks in (4.3), allows us to deduce that
Fks(Uǫ, Vǫ) = m lnm−m ln
(∫
Ω
eχVǫ
)
+
χ
2
∫
Ω
|∇Vǫ|2 + χ
2
∫
Ω
V 2ǫ . (4.9)
Next, we estimate the terms on the right. Using the definition of Vǫ in (4.5), we compute that
−m ln
(∫
Ω
eχVǫ
)
= −m
[
ln
(∫
Ω
ǫ2
(ǫ2 + π|x|2)2
)
− 1|Ω|
∫
Ω
ln
(
ǫ2
(ǫ2 + π|x|2)2
)]
= 2m ln ǫ− m|Ω|
∫
Ω
ln(ǫ2 + π|x|2)2 −m ln
(∫
Ω
ǫ2
(ǫ2 + π|x|2)2
)
.
(4.10)
Noting Ω ⊂ B(0, R) with R being the maximum distance between x0 = 0 and ∂Ω, we further get
|Ω|ǫ2
(ǫ2 + πR2)2
≤
∫
Ω
ǫ2
(ǫ2 + π|x|2)2 ≤ 2πǫ
2
∫ R
0
r
(ǫ2 + πr2)2
dr = 1− ǫ
2
ǫ2 + πR2
as well as
χ
2
∫
Ω
|∇Vǫ|2 = 8π
2
χ
∫
Ω
|x|2
(ǫ2 + π|x|2)2 ≤
16π3
χ
∫ R
0
r3
(ǫ2 + πr2)2
dr
=
8π
χ
[
ln
(
ǫ2 + πR2
)− 2 ln ǫ+ ǫ2
ǫ2 + πR2
− 1
]
.
(4.11)
Moreover, after some direct calculations, we obtain
χ2
4
V 2ǫ =
[
ln(ǫ2 + π|x|2)− 1|Ω|
∫
Ω
ln(ǫ2 + π|x|2)
]2
= ln2(ǫ2 + π|x|2)− 2|Ω| ln(ǫ
2 + π|x|2)
∫
Ω
ln(ǫ2 + π|x|2) + 1|Ω|2
(∫
Ω
ln(ǫ2 + π|x|2)
)2
,
which enables us to infer that
χ
2
∫
Ω
V 2ǫ =
1
2χ
∫
Ω
ln2(ǫ2 + π|x|2)2 − 1
2χ|Ω|
(∫
Ω
ln(ǫ2 + π|x|2)2
)2
. (4.12)
Finally, we substitute (4.10), (4.11) and (4.12) into (4.9) to conclude that
Fks(Uǫ, Vǫ) ≤ −4
(
m− 4π
χ
)
ln
1
ǫ
+Rǫ, (4.13)
where
Rǫ =m lnm− m|Ω|
∫
Ω
ln(ǫ2 + π|x|2)2 −m ln |Ω|
(ǫ2 + πR2)
2
+
8π
χ
[
ln(ǫ2 + πR2) +
ǫ2
ǫ2 + πR2
− 1
]
+
1
2χ
∫
Ω
ln2(ǫ2 + π|x|2)2 − 1
2χ|Ω|
(∫
Ω
ln(ǫ2 + π|x|2)2
)2
.
(4.14)
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By the integrability of ln |x| on Ω, it follows that |Rǫ| is uniformly bounded in ǫ→ 0. Therefore,
the desired estimate (4.8) follows from (4.13) and (4.14). 
Thanks to the properties of (Uǫ, Vǫ) provided in Lemma 4.2, we can set (u0, v0, w0) = (Uǫ, Vǫ−
infΩ Vǫ, w0) in our original system (1.4). In the sequel, we study the unboundedness of such
emanating solutions, denoted by, (uǫ, vǫ, wǫ) . To that purpose, we use the following change of
variables
U = u, V = v − v¯ = v −
[
−
(
inf
Ω
Vǫ +
m
|Ω|
)
e−t +
m
|Ω|
]
, W = w on Ω¯× [0, T ǫm) (4.15)
to transform our original chemotaxis-haptotaxis system (1.4) equivalently as
Ut = ∆U − χ∇ · (U∇V )− ξ∇ · (U∇W ), x ∈ Ω, t > 0,
Vt = ∆V − V + U − m|Ω| , x ∈ Ω, t > 0,
Wt = −
[
V −
(
infΩ Vǫ +
m
|Ω|
)
e−t + m|Ω|
]
W + ηW (1 −W ), x ∈ Ω, t > 0,
∂U
∂ν − χU ∂V∂ν − ξU ∂W∂ν = ∂V∂ν = 0, x ∈ ∂Ω, t > 0,
U(x, 0) = Uǫ(x), V (x, 0) = Vǫ(x), W (x, 0) = w0(x), x ∈ Ω.
(4.16)
Let us denote the resulting solution of (4.16) by (U ǫ, V ǫ,W ǫ). Then it follows from (4.15) that
U ǫ = uǫ, V ǫ = vǫ −
[
−
(
inf
Ω
Vǫ +
m
|Ω|
)
e−t +
m
|Ω|
]
, W ǫ = wǫ on Ω¯× [0, T ǫm). (4.17)
Because of this relation, we only need to focus on the existence of blowup solutions to (4.16)
under supercritical mass condition m > 4πχ .
To start off, using the functional F(t) defined in (4.3), performing the same computations as
in Lemma 3.1 to the transformed system (4.16), we find the resulting differential equality that
F ′(U ǫ, V ǫ,W ǫ)(t) + χ
∫
Ω
(V ǫt )
2
+
∫
Ω
U ǫ |∇ (lnU ǫ − χV ǫ − ξW ǫ)|2
= ξ
∫
Ω
U ǫV ǫW ǫ + ηξ
∫
Ω
U ǫ (W ǫ)
2
+ ξ
[
−
(
inf
Ω
Vǫ +
m
|Ω|
)
e−t +
m
|Ω| − η
] ∫
Ω
U ǫW ǫ.
(4.18)
Lemma 4.3. Let η < vm∞ with v
m
∞ defined in (1.7). For given m > 0 and for any ǫ > 0, suppose
that (U ǫ, V ǫ,W ǫ) is a global and uniformly bounded-in-time solution of (4.16). Then there exists
a subsequence of times tǫk → ∞ such that (U ǫ, V ǫ,W ǫ)(tk) → (U ǫ∞, V ǫ∞, 0) in [C2(Ω¯)]2 for some
functions (U ǫ∞, V
ǫ
∞) ∈ [C2(Ω¯)]2. Furthermore, (U ǫ∞, V ǫ∞) is a solution of (4.2) and
F(U ǫ∞, V ǫ∞, 0) ≤ F(Uǫ, Vǫ, w0) +mKξ
[
Kη +max
{
m
|Ω| , − infΩ Vǫ
}](
δ +
2
vm∞ − η
)
+Kξ
(
δ +
2
vm∞ − η
)∥∥∥U ǫ (V ǫ)+∥∥∥
L∞(0,∞;L1(Ω))
,
(4.19)
where K = max{1, ‖w0‖L∞}, δ is a positive and finite number defined by (1.12) and − infΩ Vǫ is
defined in (4.7) of Lemma 4.2 and it is uniformly bounded in ǫ.
Proof. For ǫ > 0, notice from (4.17) that (uǫ, vǫ, wǫ) is a global and bounded classical solution
to the system (1.4) with (u0, v0, w0) = (Uǫ, Vǫ − infΩ Vǫ, w0). Then we first use the standard
bootstrap arguments involving interior and boundary parabolic (Schauder) regularity theory [17]
to the second equation in (1.4) to infer the C2+θ,1+θ/2-estimate for vǫ. Then we use the formula
for w in (2.13) to infer the same type estimate for wǫ. Finally, we derive the same type estimate
for uǫ from the first equation in (1.4). Turning back to (U ǫ, V ǫ,W ǫ) via (4.17), we altogether
have, for some θ ∈ (0, 1), that
‖ (U ǫ, V ǫ, W ǫ) ‖
C2+θ,1+
θ
2 (Ω¯×[t,t+1])
≤ C1(ǫ), ∀t ≥ 1. (4.20)
This along with the Areza`–Ascoli compactness theorem shows that {(U ǫ, V ǫ,W ǫ)(t)}t≥1 is rela-
tively compact in [C2(Ω¯)]3, and then it follows that F defined in (4.3) is bounded for t ≥ 1. Hence,
by the exponential decay of W ǫ in (2.18) of Lemma 2.17, there exists a subsequence tǫk → ∞
such that(U ǫ, V ǫ,W ǫ)(tǫk)→ (U ǫ∞, V ǫ∞, 0) in
(
C2(Ω¯)
)3
for some functions U ǫ∞, V
ǫ
∞ ∈ C2(Ω¯). This
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immediately shows that (U ǫ∞, V
ǫ
∞) verifies the last two lines in (4.2). Moreover, it further follows
from (4.3) that
F(U ǫ, V ǫ,W ǫ)(tǫk)→ F(U ǫ∞, V ǫ∞, 0) as tǫk →∞, (4.21)
By η < vm∞ in (1.7) and the definition of δ in (1.12), we use (2.16) of Lemma 2.5 to conclude
vǫ ≥ η+vm∞2 on Ω¯× [δ,∞). Finally, we use (2.18) of Lemma 2.5 (cf. (3.34) and (3.35)) to see that
W ǫ = wǫ ≤ max{1, ‖w0‖L∞}e−
(vm∞−η)
2 (t−δ) := Ke−
(vm∞−η)
2 (t−δ) on Ω¯× [δ,∞). (4.22)
Now, integrating (4.18) from 0 to t, using the nonnegativity of U ǫ,W ǫ and the fact
∫
Ω U
ǫ = m
as well as the bound 0 ≤W ǫ ≤ K, we conclude, for t > δ, that
F(U ǫ, V ǫ,W ǫ)(t) + χ
∫ t
0
∫
Ω
(V ǫt )
2
+
∫ t
0
∫
Ω
U ǫ |∇ (lnU ǫ − χV ǫ − ξW ǫ)|2
= F(Uǫ, Vǫ, w0) + ξ
∫ t
0
∫
Ω
U ǫV ǫW ǫ + ηξ
∫ t
0
∫
Ω
U ǫ (W ǫ)
2
+ ξ
∫ t
0
[
−
(
inf
Ω
Vǫ +
m
|Ω|
)
e−s +
m
|Ω| − η
]∫
Ω
U ǫW ǫ
≤ F(Uǫ, Vǫ, w0) + ξ
∫ δ
0
∫
Ω
U ǫV ǫW ǫ + ηξ
∫ δ
0
∫
Ω
U ǫ (W ǫ)
2
+Kξ
∥∥∥U ǫ (V ǫ)+∥∥∥
L∞(δ,t;L1(Ω))
∫ t
δ
e−
(vm∞−η)
2 (s−δ)ds+mK2ηξ
∫ t
δ
e−(v
m
∞−η)(s−δ)ds
+ ξmax
{
m
|Ω| , − infΩ Vǫ
}(∫ δ
0
∫
Ω
U ǫW ǫ +mK
∫ t
δ
e−
(vm∞−η)
2 (s−δ)ds
)
≤ F(Uǫ, Vǫ, w0) +Kξ
(
δ +
2
vm∞ − η
)∥∥∥U ǫ (V ǫ)+∥∥∥
L∞(0,∞;L1(Ω))
+mK2ξη
(
δ +
1
vm∞ − η
)
+mKξmax
{
m
|Ω| , − infΩ Vǫ
}(
δ +
2
vm∞ − η
)
,
which, upon an obvious use of (4.21), trivially implies (4.19), and
χ
∫ ∞
1
∫
Ω
(V ǫt )
2
+
∫ ∞
1
∫
Ω
U ǫ |∇ (lnU ǫ − χV ǫ − ξW ǫ)|2 ≤ C2(ǫ). (4.23)
Furthermore, we employ (4.20), (4.22) and (4.23) to extract a further subsequence, still denoted
(tǫk)k≥1 for convenience, such that∫
Ω
(V ǫt )
2 (tǫk)→ 0 as tǫk →∞ (4.24)
and ∫
Ω
U ǫ(tǫk)|∇(lnU ǫ(tǫk)− χV ǫ(tǫk))|2 → 0 as tǫk →∞. (4.25)
Then using (4.24), we evaluate the second equation in (4.16) at t = tǫk and send k →∞ to infer
−∆V ǫ∞ + V ǫ∞ = U ǫ∞ −
m
|Ω| . (4.26)
By a connectedness argument, one gets U ǫ∞ > 0 (c.f [44, Lemma 3.1]). Then we send k →∞ in
(4.25) to obtain |∇(lnU ǫ∞ − χV ǫ∞)|2 = 0 in Ω¯, which gives rise to
U ǫ∞ =
meχV
ǫ
∞∫
Ω
eχV
ǫ
∞
. (4.27)
Finally, collecting (4.26) and (4.27), we know that (U ǫ∞, V
ǫ
∞) is a solution of (4.2). 
Lemma 4.4. Let η < vm∞ with v
m
∞ defined in (1.7) and let m >
4π
χ and m 6∈ { 4πlχ : l ∈ N+}.
Then either (I): for some ǫ0 > 0, the corresponding solution (U
ǫ0 , V ǫ0 ,W ǫ0) of (4.16) blows up
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in finite or infinite time, or (II): for all ǫ > 0, the resulting solutions (U ǫ, V ǫ,W ǫ) of (4.16) exist
globally and are uniformly bounded in time but
lim inf
ǫ→0+
∥∥∥U ǫ (V ǫ)+∥∥∥
L∞((0,∞);L1(Ω))
− ln ǫ ≥
4 (mχ− 4π) (vm∞ − η)
Kχξ [2 + (vm∞ − η) δ]
(4.28)
and
lim inf
ǫ→0+
min
{
‖U ǫ‖L∞(Ω×(0,∞)) ,
∥∥∥(V ǫ)+∥∥∥
L∞(Ω×(0,∞))
}
− ln ǫ ≥
4 (mχ− 4π) (vm∞ − η)
mKχξ [2 + (vm∞ − η) δ]
, (4.29)
where K = max{1, ‖w0‖L∞}, vm∞ and δ are defined by (1.7) and (1.12), respectively.
Proof. Let us proceed to assume that (I) is not true. Then, for all ǫ > 0, (U ǫ, V ǫ,W ǫ) exist
globally and are uniformly bounded in time. Then, in light of Lemma 4.3, there exists a subse-
quence of times tǫk →∞ such that (U ǫ, V ǫ,W ǫ)(tǫk)→ (U ǫ∞, V ǫ∞, 0) in [C2(Ω¯)]3 for some functions
(U ǫ∞, V
ǫ
∞) ∈ [C2(Ω¯)]2. Furthermore, (U ǫ∞, V ǫ∞) is a solution of (4.2) and it satisfies (4.19).
Since m > 4πχ and ξ, Uǫ, w0 ≥ 0, by the definition of F in (4.3) and (4.8) of Lemma 4.2, we
conclude that
F(Uǫ, Vǫ, w0) = Fks(Uǫ, Uǫ)− ξ
∫
Ω
Uǫw0 ≤ −4
(
m− 4π
χ
)
ln
1
ǫ
+Rǫ. (4.30)
Since m 6∈ { 4πlχ : l ∈ N+}, the definition of F in (4.3) and (4.4) of Lemma 4.1 simply show that
F(U ǫ∞, V ǫ∞, 0) = Fks(U ǫ∞, V ǫ∞) ≥ −M. (4.31)
Inserting (4.31) and (4.30) into (4.19), we obtain, for all ǫ > 0, that
−M ≤ −4
(
m− 4π
χ
)
ln
1
ǫ
+Rǫ +mKξ
[
Kη +max
{
m
|Ω| , − infΩ Vǫ
}](
δ +
2
vm∞ − η
)
+Kξ
(
δ +
2
vm∞ − η
)∥∥∥U ǫ (V ǫ)+∥∥∥
L∞(0,∞;L1(Ω))
,
which in conjunction with the boundedness of Rǫ and infΩ Vǫ in Lemma 4.2 yields readily (4.28).
Next, we deduce easily from the fact
∫
Ω
U ǫ = m that∥∥∥U ǫ (V ǫ)+∥∥∥
L∞(0,∞;L1(Ω))
≤ m
∥∥∥(V ǫ)+∥∥∥
L∞(Ω×(0,∞))
. (4.32)
Moreover, we use the relation in (4.17) to get first (V ǫ)
+ ≤ vǫ on Ω× (0,∞), and then we apply
the maximum principle to the second equation in (1.4) and use (4.17) again to infer∥∥∥(V ǫ)+∥∥∥
L∞(Ω×(0,∞))
≤ ‖vǫ‖L∞(Ω×(0,∞)) ≤ ‖U ǫ‖L∞(Ω×(0,∞)) . (4.33)
Combining (4.32) and (4.33) with (4.28), we end up with (4.29). 
Proof of the almost negligibility of haptotaxis on blow-up for small η in (B3). By the relation (4.17),
it follows again that
U ǫ = uǫ, (V ǫ)
+ ≤ vǫ,
∫
Ω
U ǫ (V ǫ)
+ ≤
∫
Ω
uǫvǫ on Ω× [0, T ǫm).
Hence, the lower bound estimates (1.10) and (1.11) follow simply from (4.28) and (4.29). 
5. Negligibility of haptotaxis on long time behavior
In this section, we first show that any local-in-time classical solution of (1.4) is comparable to
that of (1.1) in the solution operator sense, from which (B4) follows. Moreover, we show that any
solution of chemotaxis-haptotaxis model (1.4) converges exponentially to that of chemotaxis-only
model (1.1) in the sense of (B5) for small χ.
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Lemma 5.1. Let (u, v, w) denote the maximal classical solution of the IBVP (1.4) defined on
(0, Tm). Assume that
η < ηm := ‖u0‖L1
∫ Tm
τ
0
1
4πs
e
−
(
s+ (diam (Ω))
2
4s
)
ds, (5.1)
where Tmτ is understood as ∞ if τ = 0 or Tm = ∞. Then, for any λ ∈ (0, ηm − η), there exist
positive constants Ki = Ki(u0, τv0, w0, λ,Ω) > 0 such that, for any t ∈ [0, Tm),w ≤ K1e
−λt,
‖∇w(t)‖L∞ ≤ K2
[
1 + t sups∈[0,t) ‖∇v(s)‖L∞
] (
1 + ηλ
)
e−λt.
(5.2)
Moreover, with ψ given in (B5) of Theorem 1.1, it follows v(t) = ψ(t;u, v) for all t ∈ (0, Tm)
and, for any µ ∈ (0, min {λ1, ηm − η}), there exists K3 = K3(u0, τv0, w0, µ,Ω) > 0 such that,
for any t ∈ [0, Tm),∥∥∥∥u(t)− et∆u0 + χ ∫ t
0
e(t−s)∆∇ · (u(s)∇v(s)) ds
∥∥∥∥
L∞
≤ K3ξ sup
s∈[0,t]
‖u(s)‖L∞
[
1 + t sup
s∈[0,t]
‖∇v(s)‖L∞
](
1 +
η
µ
)
e−µt.
(5.3)
Proof. By (5.1) and the fact λ ∈ (0, ηm − η), we first fix a unique α ∈ (0, Tm) according to
‖u0‖L1
∫ α
0
1
4πs
e
−
(
s+ (diam (Ω))
2
4s
)
ds = η + λ < ηm. (5.4)
It then follows from Lemma 2.5 that
v ≥ η + λ on Ω× [τα, Tm) and w ≤ Ke−λ(t−τα) on Ω× [τα, Tm). (5.5)
Recalling from the expression of w in (2.20), we have, for t ∈ [τα, Tm), that
w(t) =
w(τα)e−
∫
t
τα
[v(r)−η]dr
1 + ηw(τα)
∫ t
τα
e−
∫
s
τα
[v(r)−η]drds
. (5.6)
Thus, for t ∈ [τα, Tm), we compute from (5.6) that
(∇w) e
∫
t
τα
[v(r)−η]dr
=
∇w(τα) − w(τα) ∫ t
τα
∇v(r)dr
1 + ηw(τα)
∫ t
τα
e−
∫
s
τα
[v(r)−η]drds
− ηw(τα)
∫ t
τα
e−
∫
s
τα
[v(r)−η]dr
[∇w(τα) − w(τα) ∫ s
τα
∇v(r)dr] ds
[1 + ηw(τα)
∫ t
τα e
−
∫
s
τα
[v(r)−η]drds]2
.
(5.7)
Now, for t ∈ [τα, Tm), we estimate from (5.5), (5.6) and (5.7) that
‖∇w(t)‖L∞
≤
[
‖∇w(τα)‖L∞ +K (t− τα) sup
r∈[τα,t]
‖∇v(r)‖L∞
](
1 +
Kη
λ
)
e−λ(t−τα).
(5.8)
The exponential decay estimate of w in (5.2) then follows from (5.5) and (5.8) upon taking
suitably large positive constants Ki.
Since the equations for v in the chemotaxis-haptotaxis model (1.4) and in the chemotaxis-only
model (1.1) are identical, they have the same solution operator ψ, and so v(t) = ψ(t;u, v).
Next, we utilize the variation-of-constants formula to the u-equation in (1.4) to get
u(t) = et∆u0 − χ
∫ t
0
e(t−s)∆∇ · (u(s)∇v(s)) ds− ξ
∫ t
0
e(t−s)∆∇ · (u(s)∇w(s)) ds. (5.9)
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Therefore, we use the smoothing Lp-Lq-estimates for {et∆}t≥0 (c.f. [13, 44]) to bound, for any
µ ∈ (0, min {λ1, ηm − η}), that∥∥∥∥u(t)− et∆u0 + χ ∫ t
0
e(t−s)∆∇ · (u(s)∇v(s)) ds
∥∥∥∥
L∞
≤ ξ
∫ t
0
∥∥∥e(t−s)∆∇ · (u(s)∇w(s))∥∥∥
L∞
ds
≤ C1ξ
∫ t
0
(
1 + (t− s)− 12
)
e−λ1(t−s) ‖u(s)∇w(s)‖L∞ ds
≤ C2ξ
∫ t
0
(
1 + (t− s)− 12
)
e−λ1(t−s)e−µsds
= C2ξe
−µt
∫ t
0
(
1 + z−
1
2
)
e−(λ1−µ)zdz
≤ C3ξe−µt, ∀t ∈ [0, Tm),
(5.10)
where we have applied (5.2) with λ = µ, the fact µ < min {λ1, ηm − η} and C2 is given by
C2 = C1K2 sup
s∈[0,t]
‖u(s)‖L∞
[
1 + t sup
s∈[0,t]
‖∇v(s)‖L∞
](
1 +
η
µ
)
. (5.11)
The desired estimate (5.3) follows trivially from (5.10) and (5.11). 
Lemma 5.2. Let η < vm∞ with v
m
∞ defined in (1.7) (or (5.1) with Tm/τ replace by∞). Then there
exists χ0 ∈ (0, 4π‖u0‖L1 ) such that, whenever χ ≤ χ0, the global solution component (u, v) of the
chemotaxis-haptotaxis model (1.4) converges exponentially to the solution (u0, v0) of chemotaxis-
only model (1.1) in the sense, for any λ ∈ (0, min {λ1, ηm − η}), there exists a positive constant
K4 = K4(u0, τv0, w0, λ,Ω) > 0 such that∥∥u(t)− u0(t)∥∥
L∞
+
∥∥v(t)− v0(t)∥∥
L∞
≤ K4e−λt, ∀t ≥ 0. (5.12)
Proof. From the chemotaxis-haptotaxis model (1.4) and chemotaixs-only model (1.1), we first
observe that the differences ρ := u− u0 and c := v − v0 solve the following system:
ρt = ∆ρ− χ∇ · (ρ∇v0)− χ∇ · (u∇c)− ξ∇ · (u∇w), x ∈ Ω, t > 0,
τct = ∆c− c+ ρ, x ∈ Ω, t > 0,
∂ρ
∂ν − ξu∂w∂ν = ∂v
0
∂ν =
∂c
∂ν = 0, x ∈ ∂Ω, t > 0,
ρ(x, 0) = 0, τc(x, 0) = 0, w(x, 0) = w0(x), x ∈ Ω.
(5.13)
Henceforth, we shall assume χ ∈ [0, 4π‖u0‖L1 ); by Section 3 on global existence and boundedness,
we see that u, v, w, ρ, c exist globally-in-time and are uniformly bounded in the sense of (1.8).
To proceed, we apply the variation-of-constants formula to the first equation in (5.13) to
estimate ρ as
‖ρ(t)‖L∞ ≤ χ
∫ t
0
∥∥∥e(t−s)∆∇ · (ρ(s)∇v0(s))∥∥∥
L∞
ds
+ χ
∫ t
0
∥∥∥e(t−s)∆∇ · (u(s)∇c(s))∥∥∥
L∞
ds+ ξ
∫ t
0
∥∥∥e(t−s)∆∇ · (u(s)∇w(s))∥∥∥
L∞
ds
:= I1 + I2 + I3.
(5.14)
By the choice of λ ∈ (0, min {λ1, ηm − η}), we see
µ =
λ+min {λ1, ηm − η}
2
=⇒ µ ∈ (λ,min {λ1, ηm − η}) .
Recalling that, for such µ, we have indeed estimated I3 in (5.10) and (5.11) as
I3 ≤ C1‖u‖L∞(Ω∞)
(
1 + t ‖∇v‖L∞(Ω∞)
)(
1 +
η
µ
)
ξe−µt
≤ M̂e−λt, t > 0,
(5.15)
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where Ω∞ = Ω× (0,∞), the fact µ > λ is used, M̂ is finite and it is given by
M̂ = C1 sup
t>0
(
‖u‖L∞(Ω∞)
(
1 + t ‖∇v‖L∞(Ω∞)
)(
1 +
η
µ
)
ξe−
(min{λ1, ηm−η}−λ)t
2
)
<∞. (5.16)
We note that M̂ depends only on u0, τv0, w0, λ,Ω; for M > M̂ to be determined below as in
(5.21), let us define
T = sup
{
T̂ > 0 : ‖ρ(t)‖L∞ ≤Me−λt, ∀t ∈ (0, T̂ )
}
. (5.17)
By continuity of ρ and the fact ρ(0) = 0, it follows that T is well-defined and T > 0. In the
sequel, we shall (via connectedness argument) show that T =∞. To this purpose, in the case of
τ = 1, we use the variation-of-constants formula for c in (5.13)
c(t) =
∫ t
0
e(t−s)(∆−1)ρ(s)ds
and use the smoothing Lp-Lq-estimates for {et∆}t≥0 (c.f. [13, 44]) to estimate
‖∇c(t)‖L∞ ≤
∫ t
0
∥∥∥∇e(t−s)(∆−1)ρ(s)∥∥∥
L∞
ds
≤ C2
∫ t
0
(
1 + (t− s)− 12
)
e−(λ1+1)(t−s) ‖ρ(s)‖L∞ ds
≤ C2M
∫ t
0
(
1 + (t− s)− 12
)
e−(λ1+1)(t−s)e−λsds
= C2Me
−λt
∫ t
0
(
1 + z−
1
2
)
e−(λ1+1−λ)zdz ≤ C3Me−λt, ∀t ∈ [0, T ),
(5.18)
where we have applied (5.17) and the fact λ < λ1 < λ1 + 1 in the last line. In the case of τ = 0,
the estimate (5.18) follows readily by W 2,p-elliptic estimate and Sobolev embedding.
Now, we employ the semi-group properties, (5.17) and (5.18) to bound I1 + I2 in (5.14) as
I1 + I2 ≤ C4χ
∥∥∇v0∥∥
L∞(Ω∞)
∫ t
0
(
1 + (t− s)− 12
)
e−λ1(t−s)‖ρ(s)‖L∞ds
+ C4χ ‖u‖L∞(Ω∞)
∫ t
0
(
1 + (t− s)− 12
)
e−λ1(t−s)‖∇c(s)‖L∞ds
≤ C4Mχ
∥∥∇v0∥∥
L∞(Ω∞)
∫ t
0
(
1 + (t− s)− 12
)
e−λ1(t−s)e−λsds
+ C3C4Mχ ‖u‖L∞(Ω∞)
∫ t
0
(
1 + (t− s)− 12
)
e−λ1(t−s)e−λsds
≤ C5Mχ
(∥∥∇v0∥∥
L∞(Ω∞)
+ ‖u‖L∞(Ω∞)
)
e−λt, ∀t ∈ [0, T ).
(5.19)
Recalling from Subsection 3.3 that the solution of (1.4) is uniformly bounded in χ ∈ [0, 4π‖u0‖L1 ).
Therefore, by continuity, we first choose a (perhaps small) χ0 ∈ (0, 4π‖u0‖L1 ) fulfilling
C5χ0
(∥∥∇v0∥∥
L∞(Ω∞)
+ ‖u‖L∞(Ω∞)
)
< 1, (5.20)
and then we fix M > M̂ in (5.17) according to
M = 2M̂
[
1− C5χ0
(∥∥∇v0∥∥
L∞(Ω∞)
+ ‖u‖L∞(Ω∞)
)]−1
. (5.21)
Finally, substituting (5.15) and (5.19) into (5.14) and using (5.21), for any χ ≤ χ0, we infer that
‖ρ(t)‖L∞ ≤ C5Mχ0C5χ0
(∥∥∇v0∥∥
L∞(Ω∞)
+ ‖u‖L∞(Ω∞)
)
e−λt + M̂e−λt
=
1
2
[
1 + C5χ0
(∥∥∇v0∥∥
L∞(Ω∞)
+ ‖u‖L∞(Ω∞)
)]
Me−λt, ∀t ∈ [0, T ).
(5.22)
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Given the fact in (5.20), comparing (5.22) and (5.17), one can easily conclude from the maximality
of T (or the nonempty set (0, T ) is both open and closed) that T =∞. Therefore,∥∥u(t)− u0(t)∥∥
L∞
= ‖ρ(t)‖L∞ ≤Me−λt, ∀t ≥ 0. (5.23)
Then the maximum principle applied to the second equation in (5.13) yields easily∥∥v(t)− v0(t)∥∥
L∞
= ‖c(t)‖L∞ ≤ ‖ρ(t)‖L∞ ≤Me−λt, ∀t ≥ 0. (5.24)
The desired convergence estimate (5.12) follows directly from (5.23) and (5.24). 
Proof of negligibility of haptotaxis on long time behavior in (B4) and (B5). When Tm =∞, upon
identifying ηm = v
m
∞, the exponential decay in (1.13) is merely the first estimate in (5.2). The
exponential decay in (1.16) is simply (5.12). To see (1.15), for any κ ∈ (0, vm∞ − η), taking
λ =
(κ+ vm∞ − η)
2
= κ+
(vm∞ − η − κ)
2
and noticing, since (u, v, w) is assumed to bounded according to (1.8), that
sup
t>0
{
K2
[
1 + t sup
s∈[0,t)
‖∇v(s)‖L∞
](
1 +
η
λ
)
e−
(vm∞−η−κ)
2 t
}
<∞,
we readily conclude the W 1,∞-exponential decay of w in (1.15) from (5.2). Similarly, for any
ρ ∈ (0, min {λ1, ηm − η}), taking
µ =
(ρ+min {λ1, ηm − η})
2
= ρ+
(min {λ1, ηm − η} − ρ)
2
and observing by the boundedness of (u, v, w) in (1.8) that
sup
t>0
{
K3 sup
s∈[0,t]
‖u(s)‖L∞
[
1 + t sup
s∈[0,t)
‖∇v(s)‖L∞
](
1 +
η
λ
)
e−
(min{λ1, ηm−η}−ρ)
2 t
}
<∞,
we quickly derive the desired exponential decay in (1.14) from (5.3). 
Acknowledgement. The research of H.Y. Jin was supported by the NSF of China (No.
11871226), Guangdong Basic and Applied Basic Research Foundation (No. 2020A1515010140
and 2020B1515310015), Guangzhou Science and Technology Program (No. 202002030363) and
the Fundamental Research Funds for the Central Universities. The research of T. Xiang was
funded by the NSF of China (No. 12071476 and 11871226) and the Research Funds of Renmin
University of China (No. 2018030199).
References
[1] N. Bellomo, A. Bellouquid, Y. Tao and M. Winkler, Toward a mathematical theory of Keller-Segel models of
pattern formation in biological tissues, Math. Models Methods Appl. Sci., 25 (2015), 1663–1763.
[2] X. Cao, Boundedness in a three-dimensional chemotaxis-haptotaxis model, Z. Angew. Math. Phys., 67 (2016),
Art. 11, 13 pp.
[3] M. Chaplain and G. Lolas, Mathematical modelling of cancer invasion of tissue: The role of the urokinase
plasminogen activation system, Math. Models Methods Appl. Sci., 11 (2005), 1685–1734.
[4] M. Chaplain and G. Lolas, Mathematical modelling of cancer invasion of tissue: dynamic heterogeneity, Net.
Hetero. Med., 1 (2006), 399–439.
[5] E. Feireisl, P. Laurenco¸t and H. Petzeltova, On convergence to equilibria for the Keller-Segel chemotaxis
model, J. Diff. Eqns., 236 (2007), 551–569.
[6] A. Friedman, Partial differential equations. Holt, Rinehart and Winston, New York-Montreal, Que.-London,
1969.
[7] K. Fujie, M. Winkler and T. Yokota, Blow-up prevention by logistic sources in a parabolic-elliptic Keller-Segel
system with singular sensitivity, Nonlinear Anal., 109 (2014), 56–71.
[8] K. Fujie, M. Winkler and T. Yokota, Boundedness of solutions to parabolic-elliptic Keller-Segel systems with
signal-dependent sensitivity, Math. Methods Appl. Sci., 38 (2015), 1212–1224.
[9] H. Gajewski and K. Zacharias, Global behaviour of a reaction-diffusion system modelling chemotaxis, Math.
Nachr., 195 (1998), 77–114.
[10] T. Hillen, K.J. Painter and M. Winkler, Convergence of a cancer invasion model to a logistic chemotaxis
model, Math. Models Methods Appl. Sci., 23 (2013), 165–198.
[11] D. Horstmann and G. Wang, Blow-up in a chemotaxis model without symmetry assumptions, European J.
Appl. Math., 12 (2001), 159–177.
NEGLIGIBILITY OF HAPTOTAXIS, CHEMOTAXIS-HAPTOTAXIS, BOUNDEDNESS, BLOW-UP 29
[12] D. Horstmann, From 1970 until now: the Keller-Segal model in chaemotaxis and its consequence I, Jahresber
DMV, 105 (2003), 103–165.
[13] D. Horstmann and M. Winkler, Boundedness vs. blow-up in a chemotaxis system, J. Diff. Eqns., 215 (2005),
52–107.
[14] C. Jin, Global classical solution and boundedness to a chemotaxis-haptotaxis model with reestablishment
mechanisms, Bull. Lond. Math. Soc., 50(4) (2018), 598–618.
[15] Y. Ke and J. Zheng, A note for global existence of a two-dimensional chemotaxis-haptotaxis model with
remodeling of non-diffusible attractant, Nonlinearity, 31 (2018), 4602–4620.
[16] E. Keller and L. Segel, Initiation of slime mold aggregation viewed as an instability, J. Theoret Biol., 26
(1970), 399–415.
[17] O. Ladyzhenskaya, S. Solonnikov and N. Uralceva, Linear and Quasilinear Equations of Parabolic Type
Providence, RI: American Mathematical Society, 1968.
[18] J. Lankeit, Eventual smoothness and asymptotics in a three-dimensional chemotaxis system with logistic
source, J. Differential Equations, 258 (2015), 1158–1191.
[19] D. Li, C. Mu and H. Yi, Global boundedness in a three-dimensional chemotaxis-haptotaxis model, Comput.
Math. Appl., 77 (2019), 2447–2462.
[20] Y. Li and J. Lankeit, Boundedness in a chemotaxis-haptotaxis model with nonlinear diffusion, Nonlinearity,
29 (2016), 1564–1595.
[21] G. Lit¸canu and C. Morales-Rodrigo, Asymptotic behavior of global solutions to a model of cell invasion,
Math. Models Methods Appl. Sci., 20 (2010), 1721–1758.
[22] C. Morales-Rodrigo, Local existence and uniqueness of regular solutions in a model of tissue invasion by solid
tumours, Math Comput. Modelling, 47 (2008), 604–613.
[23] A. Marciniak-Czochra and M. Ptashnyk, Boundedness of solutions of a haptotaxis model, Math. Models
Methods Appl. Sci., 20 (2010), 449–476.
[24] T. Nagai, Blowup of nonradial solutions to parabolic-elliptic systems modeling chemotaxis in two-dimensional
domains, J. Inequal. Appl., 6 (2001), 37–55.
[25] T. Nagai, T. Senba and K. Yoshida, Application of the Trudinger-Moser inequality to a parabolic system of
chemotaxis, Funkcial. Ekvac., 40 (1997), 411–433.
[26] K. Osaki,T. Tsujikawa, A. Yagi, M. Mimura, Exponential attractor for a chemotaxis-growth system of equa-
tions, Nonlinear Anal., 51, 119-144 (2002).
[27] K. Osaki and A. Yagi, Finite dimensional attractor for one-dimensional Keller-Segel equations, Funkcial.
Ekvac., 44 (2001), 441–469.
[28] P. Pang and Y. Wang, Global boundedness of solutions to a chemotaxis-haptotaxis model with tissue remod-
eling, Math. Models Methods Appl. Sci., 28 (2018), 2211–2235
[29] T. Senba and T. Suzuki, Parabolic system of chemotaxis: blowup in a finite and the infinite time, Methods
Appl. Anal., 8 (2001), 349–367.
[30] Y. Tao, Global existence for a haptotaxis model of cancer invasion with tissue remodeling, Nonlinear Anal.
Real World Appl., 12 (2011), 418–435.
[31] Y. Tao, Boundedness in a two-dimensional chemotaxis-haptotaxis system, Jornal of Oceanography, 70 (2014),
165–174.
[32] Y. Tao and M. Wang, Global solution for a chemotactic–haptotactic model of cancer invasion, Nonlinearity,
21 (2008), 2221–2238.
[33] Y. Tao and M. Wang, A combined chemotaxis–haptotaxis system: The role of logistic source, SIAM J. Math.
Anal., 41 (2009), 1533–1558.
[34] Y. Tao and M. Winkler, A chemotaxis–haptotaxis model: the roles of nonlinear diffusion and logistic source,
SIAM J. Math. Anal., 43 (2011), 685–704.
[35] Y. Tao and M. Winkler, Energy-type estimates and global solvability in a two-dimensional chemotaxis–
haptotaxis model with remodeling of non-diffusible attractant, J. Diff. Eqns., 257 (2014), 784–815.
[36] Y. Tao and M. Winkler, Dominance of chemotaxis in a chemotaxis–haptotaxis model, Nonlinearity, 27 (2014),
1225–1239.
[37] Y. Tao and M. Winkler, Boundedness and stabilization in a multi-dimensional chemotaxis–haptotaxis model,
Proc. Roy. Soc. Edinburgh, Sect. A, 144 (2014), 1067–1084.
[38] Y. Tao and M. Winkler, Persistence of mass in a chemotaxis system with logistic source, J. Diff. Eqns., 259
(2015), 6142–6161.
[39] Y. Tao and M. Winkler, Large time behavior in a multidimensional chemotaxis–haptotaxis model with slow
signal diffusion, SIAM J. Math. Anal., 47 (2015), 4229–4250.
[40] Y. Tao and G. Zhu, Global solution to a model of tumor invasion, Appl. Math. Sci., 1 (2007), 2385–2398.
[41] J. Tello and M. Winkler, A chemotaxis system with logistic source, Comm. Partial Differential Equations, 32
(2007), 849–877.
[42] C. Walker and G. Webb, Global existence of classical solutions for a haptotaxis model, SIAM J. Math. Anal.,
38 (2006/07), 1694–1713.
[43] Y. Wang and Y. Ke, Large time behavior of solution to a fully parabolic chemotaxis-haptotaxis model in
higher dimensions, J. Diff. Eqns., 260 (2016), 6960–6988.
[44] M. Winkler, Aggregation vs. global diffusive behavior in the higher-dimensional Keller-Segel model, J. Diff.
Eqns., 248 (2010), 2889–2905.
30 HAI-YANG JIN AND TIAN XIANG∗
[45] M. Winkler, Boundedness in the higher-dimensional parabolic-parabolic chemotaxis system with logistic
source, Comm. Partial Differential Equations, 35 (2010), 1516–1537.
[46] M. Winkler, Finite-time blow-up in the higher-dimensional parabolic-parabolic Keller-Segel system, J. Math.
Pures Appl., 100 (2013), 748–767.
[47] M. Winkler, Finite-time blow-up in low-dimensional Keller-Segel systems with logistic-type superlinear degra-
dation, Z. Angew. Math. Phys., 69 (2018), Art. 69, 40 pp.
[48] T. Xiang, Boundedness and global existence in the higher-dimensional parabolic-parabolic chemotaxis system
with/without growth source, J. Diff. Eqns., 258 (2015), 4275–4323.
[49] T. Xiang, How strong a logistic damping can prevent blow-up for the minimal Keller-Segel chemotaxis system?
J. Math. Anal. Appl., 459 (2018), 1172–1200.
[50] T. Xiang, Sub-logistic source can prevent blow-up in the 2D minimal Keller-Segel chemotaxis system, J.
Math. Phys., 59 (2018), 081502, 11 pp.
[51] T. Xiang, Chemotactic aggregation versus logistic damping on boundedness in the 3D minimal Keller-Segel
model, SIAM J. Appl. Math., 78 (2018), 2420–2438.
[52] T. Xiang, Dynamics in a parabolic-elliptic chemotaxis system with growth source and nonlinear secretion,
Communi. Pure Appl. Anal., 18 (2019), 255–284.
[53] T. Xiang and J. Zheng, A new result for 2D boundedness of solutions to a chemotaxis–haptotaxis model
with/without sub-logistic source, Nonlinearity, 32 (2019), 4890–4911.
[54] J. Zheng, Boundedness of solution of a higher-dimensional parabolic-ODE-parabolic chemotaxis–haptotaxis
model with generalized logistic source, Nonlinearity, 30 (2017), 1987–2009.
[55] J. Zheng and Y. Ke, Large time behavior of solutions to a fully parabolic chemotaxis–haptotaxis model in N
dimensions, J. Diff. Eqns., 266 (2019), 1969–2018.
[56] L. Liu, J. Zheng, Y. Li and W. Yan, A new (and optimal) result for the boundedness of a solution of a
quasilinear chemotaxis-haptotaxis model (with a logistic source), J. Math. Anal. Appl., 491 (2020), 124231,
28 pp.
School of Mathematics, South China University of Technology, Guangzhou 510640, China
E-mail address: mahyjin@scut.edu.cn
Institute for Mathematical Sciences, Renmin University of China, Bejing, 100872, China
E-mail address: txiang@ruc.edu.cn
