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Abstract
With the aim to model the surface growth of Ti-Ag system over realistic time scales,
two interatomic potential mixing rules for the Ti-Ag system were first investigated based
on the embedded-atom method (EAM) elemental potentials. First principles calculations
were performed using SIESTA for various configurations of the Ti-Ag system to see which
model best fitted the ab initio results. The results showed that the surface energies, es-
pecially that of Ti, were not well fitted by either model and the surface binding energies
differed from the ab initio calculations. As a result, the modified embedded-atom method
(MEAM) was investigated. In contrast to the other models, surface energies for pure
Ti calculated by MEAM were in good agreement with the experimental data and the ab
initio results. The MEAM mixing rule was used to investigate Ag adatoms on Ti and
Ti adatoms on Ag. The results showed good agreement with SIESTA after parameter
optimisation.
Simulations of thin film growth in the Ag-Ti system are presented using an adaptive kinetic
Monte Carlo method (AKMC). For the growth of Ti on Ag (100) and Ag (111) surfaces,
the Ti adatoms prefer to exchange with the original surface layer atoms creating a mixed
Ag/Ti surface. On a silver substrate, up to four mixed layers need to be formed before a
pure Ti layer is obtained when the deposition energy is less than 20 eV. Conversely, the
simulations of Ag on the Ti (0001) plane showed that the Ag adatoms repel each other
on the Ti basal plane, before a complete first layer of Ag was obtained in a face-centred
cubic structure. The implementations of a super-basin method within the adaptive ki-
netic Monte Carlo method has allowed the simulation of 0.4s of surface growth on the Ag
i
ii
substrates.
This work also compared two long time scale dynamics methods, namely AKMC and
Parallel Trajectory Splicing (ParSplice) simulations. For these two configurations are
considered on the Ag (111) substrate. The transitions and the associated energy barriers
are identical for single atom diffusion but the diffusion rates differ. In the case of an
adatom on an island, a super-basin system was created. The exit transitions found by a
transition search algorithm and ParSplice were again the same whilst the mean exit time
differed by a factor of two due to inaccurate prefactor calculations. The distribution of
basin-exit times is also examined which obeys an exponential distribution.
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Chapter 1
Introduction and Background
1.1 Low-E Coatings
Multilayer thin films are used in the glass industry to produce low emissivity (low-E)
coatings. The coating can block the infra red radiation from the outside in summer and
also keep the heat inside the room in winter. Silver-based low-E coatings are widely used
due to the high conductivity and good optical properties such as higher transmittance and
lower absorption of silver [1].
The basic stack of a low-E coating is shown in Fig. 1.1 containing a seed layer, silver
and blocker layers [2]. Typically the materials for the seed layer are metallic oxides, for
example, ZnO, TiO2 and NiCr [3]. The aim of the blocker layer is to protect the Ag, and
one of the potential materials to be used for this purpose is Ti. It is the Ag-Ti interface
that is the focus of this thesis. However, a different material could also be used depending
on its mechanical and chemical properties.
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Figure 1.1: A diagram showing the basic stack of Low-Emissivity coating on glass. Silver
is grown on the seed layer and a blocker layer is used to protect the silver.
1.2 Experimental Deposition Techniques
Chemical vapour deposition (CVD) and Physical vapour deposition (PVD) [4] are cate-
gories of vapour deposition used in the industry to form thin films. In CVD, chemical
reactions are involved in depositing thin films while in the PVD process the material to be
deposited goes from a condensed phase to a vapour phase and then back to a condensed
phase. Sputtering and evaporation are two common methods of PVD used in the glass in-
dustry. Our simulations model the process of magnetron sputtering [5], in which a plasma
is created and positively charged ions from the plasma are accelerated towards the target
material causing sputtering towards the substrate.
The basic components of a magnetron sputtering system (Fig. 1.2) consist of a target, a
substrate and a plasma including electrons and argon ions. The system works when the
material to be deposited is bombarded with ions, normally argon (Ar+). Then these ions
collide with a target in order to eject the target atoms. The target atoms then move to
the substrate and condense onto a film. Layers of thin films can be formed when different
atoms come to the substrate.
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Figure 1.2: Components of a magnetron sputtering system.
1.3 Simulation Techniques
Modelling materials using computer simulations is becoming increasingly important as a
predictive tool. It can not only examine the interactions between individual particles, but
also provide insight into structures on the atomic scale. With the increase of computing
power and the development of new techniques, computer simulations have gained pop-
ularity over recent years. Several simulation methods are used in this project with the
accessible time and the length scales presented in Fig. 1.3.
Ab initio techniques are based solely on quantum mechanics which solve the electronic
equations in a many-body system [6]. Density functional theory (DFT) [7] is the method
of choice for ab initio methods when the exchange correlation functional is based on con-
straints. In our project we use DFT to fit a classical potential so that larger systems can
be analysed for growth simulations [8]. Although it is possible to undertake dynamical
simulations with ab initio methods, in this thesis only classical Molecular Dynamics (MD)
simulations are undertaken so that larger time and length scales can be reached.
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MD methods solve Newton’s equations of motion to update forces and velocities numer-
ically. As such MD requires interatomic potential functions to describe the interactions
of particles. The time scales that the method can reach is limited to microseconds at
best (see Fig. 1.3 and 1.4). In this thesis we couple MD with another method described
below to access even longer time scales. Over the years several Accelerated Molecular
Figure 1.3: Time scale and length scale that different simulation methods can reach.
Dynamics (AMD) methods have been proposed [9] such as: hyperdynamics [10], Rarallel
replica (ParRep) [11], Temperature accelerated dynamics (TAD) [12] and Parallel trajec-
tory splicing (ParSplice) [13]. A detailed description of these methods as given in Chapter
3.
Fig. 1.4 shows a relationship between the number of atoms and the time scale of a conven-
tional MD simulation. The number of atoms MD can model is around 1012 with current
computing power. However, by using the AMD method, time scales can be extended (Fig.
1.5). Nowadays, with speculatively parallelized TAD (SpecTAD) or combining SpecTAD
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and ParRep even longer time scales can be reached [14, 15].
The main results described in the thesis are obtained using a hybrid method which com-
Figure 1.4: The number of atoms and the time scale that conventional MD can model. The
dark blue area is the system size and time that MD can achieve with current computing
capability.
bines MD with an Adaptive kinetic Monte Carlo (AKMC) method to simulate the long
time scale simulation of thin film growth discussed in Chapter 6. We also compare the
AKMC and ParSplice methods and present the results in Chapter 7.
1.4 Previous Work
Thin films of Ag on TiO2 or TiO have been the topic of investigation both theoretically
and experimentally [16, 17, 18] over a number of years, because of their practical applica-
tions. First principles calculations [19] indicated that Ag adatoms have strong interactions
with oxygen on the TiO2 (110) surface. Atrei et al. [20] showed that the growth of TiO2
on Ag (100) has the rutile (110) structure by both experiments and DFT calculations.
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(a) Hyperdynamics (b) TAD
(c) ParRep (d) ParSplice
(e) specTAD
Figure 1.5: The system size vs. time scale that various AMD methods can extend. The
y-axis stands for the system size and x-axis means the time scale these methods can
reach. The blue area in each figure stands for the number of atoms and the time scale a
conventional MD can reach which is shown in Fig. 1.4 . The red area in each stands for
the gap that each AMD method can fill. Image taken from [14].
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The electrical behaviour of Ti-Ag thin films was studied at different temperatures [21]
which indicated that the electrical resistivity was increased with an increase of the vapour
flux angle. There has been work carried out on Ag-Ti interface where the Ti structures on
Ag were studied experimentally [22], by depositing Ag nano particles onto a Ti substrate.
Sonmez et al. [23] investigated the structural, electrical, optical and morphological proper-
ties of Ag films deposited on a seed layer by magnetron sputtering. The candidates for the
seed layer consisted of Ti, Nb, Ni, Cr, Mo, Pt and Cu. The Ti seed layer turned out pro-
viding the best growth conditions of Ag thin films in terms of smoothness and coalescence.
There are many different types of growth mechanisms in thin film growth. The three main
growth mechanisms are layer-by-layer, island or layer plus island [24]. The added material
does not always deposit directly onto the surface and when the deposited material has
a higher surface energy that the substrate material, the deposited atoms can prefer to
exchange with the outermost layer atoms [25].
Research into the growth of Ag atoms has been conducted using MD and AKMC by
Blackwell [26] and Lloyd [27]. Blackwell simulated pure Ag surface growth investigating
the deposition processes of evaporation, ion-beam assisted evaporation and magnetron
sputtering at different impact energies. Lloyd modelled Ag growth on a ZnO substrate.
This illustrated that the Ag adatoms have a preference to grow in islands.. He also
developed an on-lattice AKMC method which model a large surface area [27].
1.5 Research Aims
The motivation for the work is to investigate the interface between the Ag and the blocker
layer in a multilayer thin film coating, such a blocker layer could be Ti. In the company
AGC this is done by magnetron sputtering. From simulating the growth process in the
Ti-Ag system, we can determine the structures and growth mechanisms. An ultimate
purpose is to find the best conditions that optimise the growth process and produce a
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high quality film.
With increasing computing power, large systems can be modelled over even longer time
scales. Multiple parameters can be changed in modelling more easily than in experiments
and so observations from simulations can also be used to explain the phenomenon noticed
in experiments and to guide experiments. To develop a set of simulation input parameters
for the growth of Ti-Ag system and by running simulations instead of experimenting,
research costs and time can be reduced.
1.6 Lattice Structure
The main purpose of this project is to investigate the interface of silver and titanium on
various surfaces. The most stable form of solid Ag is the face-centred cubic (fcc) crystal
and solid Ti is energetically favourable with a hexagonal close-packed (hcp) structure. Fig.
1.6 illustrates the unit cell for fcc and hcp. In this work 2 orientations (100) and (111) are
considered for Ag and the (0001) orientation for Ti is investigated.
(a) fcc cell (b) hcp cell
Figure 1.6: Schematic diagram of (a) fcc unit cell and (b) hcp unit cell.
The difference between fcc (111) and hcp (0001) is the stacking sequence. As shown in
Fig. 1.7, the ABA leads to an hcp crystal structure and an ABC stacking makes the fcc
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crystal structure. In the growth simulations of Ag on Ti (0001) and Ti on Ag (111) if we
consider the subsurface layer of the substrate as A and surface layer of B, if the deposited
atom resides directly above the A layer, it leads to and ABA stacking; if the atom sits on
a C site (see Fig. 1.7(b)), it makes an ABC stacking.
(a) ABA (b) ABC
Figure 1.7: Schematic diagram of ABA stacking and ABC stacking.
1.7 Thesis Layout
Chapters 2 and 3 discuss the methodology used in the project. Chapter 2 gives an in-
troduction to MD and several existing interatomic potentials for the Ag-Ti system. In
Chapter 3, several AMD methods are discussed and the AKMC method is presented in
detail. The techniques used in the AKMC approach, including an overview of search
methods, cluster analysis and a super-basin method are described.
The next four chapters present the simulation results. Chapter 4 discusses why a new
potential for Ag and Ti binary system is needed and how it is fitted. DFT calculations
are carried out for crystal structures and various surface configurations. New parameters
for Ag-Ti using a Modified Embedded-Atom method (MEAM) form are optimised based
on existing elemental potentials for pure Ag and pure Ti. Single point depositions in
10 CHAPTER 1. INTRODUCTION AND BACKGROUND
the Ti-Ag system using different potentials are given in Chapter 5. In Chapter 6 growth
simulations are modelled on both Ag and Ti substrates using the newly fitted potential.
Some high rate MD only depositions are described to compare with the results from AKMC
simulations. The AKMC and ParSplice methods are also compared in terms of transitions
and associated transition rates for two configurations created on the Ag (111) substrate
in Chapter 7. Chapter 8 summarises all the results and discussed possible directions for
future work.
Chapter 2
Methodology I: Molecular Dynamics
2.1 Introduction
Molecular dynamics (MD) simulations are used to describe the movement of particles. For
a system of N particles with positions ri, i = 1, ..., N , the force acting on particle i is often
given as the gradient of an interatomic potential V i.e.:
Fi = −∂V (r1, ..., rN)
∂ri
. (2.1.1)
Based on Newton’s second law Fi = miai, for each particle with mass mi the equation of
motion can be described as:
mi
d2ri
dt2
= mi
dvi
dt
= −∂V (r1, ..., rN)
∂ri
, (2.1.2)
where vi(t) is the velocity of particle i at time t.
2.2 Time Integration
The Verlet algorithm [28] is usually adopted to integrate numerically the motion equations
and find the trajectories of particles in the system. Assume that the position r, velocities
11
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v and accelerations a can be expressed by Taylor expansions:
r(t+ ∆t) ≈ r(t) + v(t)∆t+ 12a(t)∆t
2,
v(t+ ∆t) ≈ v(t) + a(t)∆t+ 12b(t)∆t
2,
a(t+ ∆t) ≈ a(t) + b(t)∆t,
(2.2.1)
where b is the first derivative of acceleration a. Then we can write:
r(t+ ∆t) = r(t) + v(t)∆t+ 12a(t)∆t
2,
r(t−∆t) = r(t)− v(t)∆t+ 12a(t)∆t
2.
(2.2.2)
By adding the two expressions above we obtain:
r(t+ ∆t) = 2r(t)− r(t−∆t) + a∆t2. (2.2.3)
By using b(t) = a(t+∆t)−a(∆t)∆t , the second equation in Equation 2.2.1 can then be written
as:
v(t+ ∆t) = v(t) + 12(a(t+ ∆t) + a(∆t))∆t. (2.2.4)
The first equation in Equation 2.2.1 and Equation 2.2.4 constitute the velocity Verlet
algorithm. When at time t the positions r and the velocities v are known, with a = F (r)
m
,
the new positions and velocities at time t+ ∆t can be computed.
2.3 Interatomic Potential
The critical problem within simulations of particles is to have a good model of the forces
acting on them. Therefore, how the potential energy between particles is modelled has
a significant influence on the results of MD simulations. The interaction potentials are
in the form of mathematical functions to calculate the potential energy of the atoms
[29]. The pair potentials and many-body potentials are two common classes. The pair
potential is a two-body term, the interaction of any two particles depends only on the
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separations and is not affected by the surrounding particles. The interaction between two
particles are effected by the other partilces. Interatomic potentials can be expressed in
a variety of forms. The Lennard-Jones potential [30], Morse potential [31], Buckingham
pair potential [32], Coulomb potential [33] are some common pair potentials. The ZBL
potential [34] is often used for short range interactions. The embedded-atom method
[35, 36] and Stillinger-Weber potential [37] are two widely-used many-body potentials.
2.3.1 Lennard-Jones Potential
The Leannard-Jones potential is a pairwise additive potential. There are both attractive
and repulsive forces in a solid which pull atoms together but prevent them getting too close
to each other. Based on this idea, the Lennard-Jones (L-J) potential [30] was presented
with two parts: attractive and repulsive terms. It is written as:
V (r) = 4
[(
σ
r
)12
−
(
σ
r
)6]
, (2.3.1)
where r is the distance between two particles,  is the depth of the potential well (energy
constant) and σ the finite distance at which the inter-particle potential is zero. Though
first developed to represent the potentials within noble gases, the L-J potential has been
used to fit bulk crystal properties [38].
2.3.2 Morse Potential
First proposed by Philip M. Morse in 1929 [31], the Morse potential was initially used to
interpret vibrational spectra. It has also been used to represent the properties of metals
[39]. With also a short-range repulsive term and a long-range attractive term, the energy
function is normally expressed as:
V (r) = De(e−2a(r−re) − 2e−a(r−re)), (2.3.2)
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where r is the distance between two particles, re is the equilibrium atomic distance, De
is the well depth and a controls the range of the potential. However the Morse potential
cannot present correctly some elastic properties of crystals.
2.3.3 Ziegler-Biersack-Littmark Potential
The ZBL potential [34] is nowadays widely used to represent short-range repulsion between
atomic nuclei. It was developed by J. F Ziegler, J. P. Biersack and U. Littmark in 1985.
It has the following form:
V (rij) =
1
4pi0
ZiZje
2
rij
φ(rij
a
), (2.3.3)
where rij is the distance between the nuclei, 0 is the permittivity of vacuum, Zi and
Zj are the atomic number, e is the electron charge, a is the screening parameter and φ
is a screening function with φ(r) → 1 when r → 0. The screening parameters and the
screening function have the following form:
a = 0.8854a0
Z0.231 + Z0.232
, (2.3.4)
φ(x) = 0.1818e−3.2x + 0.5099e−0.9423x + 0.2802e−0.4029x + 0.02817e−0.2016x, (2.3.5)
where a0 = 0.530 A˚ is the Bohr atomic radius.
2.3.4 Embedded Atom Method
The pair-potential is useful for some materials but when it comes to the potential between
metallic atoms, some problems arise. The first is that, the Cauchy relation of two elastic
constants C12 = C44 is not satisfied for real metals; generally the face centred cubic (fcc)
metals have the ratio C12 : C44 close to 2 [40]. The second problem is that the ratio be-
tween the vacancy formation energy and cohesive energy is approximately one third [36]
for metals in experiments while in a pairwise model the ratio is closer to one. For these
reasons, the Embedded-Atom method (EAM) was developed.
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The EAM is based on the idea that a metal consists of atoms embedded in a sea of
relatively freely moving electrons and for pure metals was first introduced by Daw and
Baskes in 1984 [40, 35]. Also in that year, Finnis and Sinclair [36] proposed a similar
way of describing the potentials. These potentials consists of two parts: the many body
term and a conventional pair-potential term. The generic form of the potential can be
expressed as:
Etol =
1
2
∑
i 6=j
φ(rij) +
∑
i
Fi(ρi), (2.3.6)
where φij is the pairwise interaction energy between atoms i and j with the separation
of rij, and Fi is the embedding energy of atom i. ρi is the electron density at the site of
atom i. It is usually calculated by:
ρi =
∑
j,i6=j
fj(rij), (2.3.7)
where fj(rij) is the contribution to electron density at site i caused by atom j at a sepa-
ration of rij.
Upon taking the potential in the form above, the key challenge lies in finding the analytical
forms of φ, f and F . These should be fitted based on the material properties such as
lattice constant, cohesive energy, elastic constants, vacancy formation energy, etc. Ackland
calculated parameters for several noble metals [41] and transitions metals [42]. In recent
years, many others have proposed EAM potentials for other pure metals and combined
systems. Zope and Mishin [43] developed EAM elemental potentials for both pure titanium
and pure aluminium. Also they developed a potential for the Ti-Al combined system within
the embedded atom method.
There are many different forms for the pairwise term of EAM. Wadley et. al. [44] provided
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a Morse potential as the pairwise potential:
φ(r) = Ae
−α( r
re
−1)
1 + ( r
re
− κ)20 −
Be−β(
r
re
−1)
1 + ( r
re
− λ)20 , (2.3.8)
where A, B, α, β are constants fitted to various materials, re is the equilibrium distance
with κ and λ act as the cutoff parameters and r is the distance between two atoms. The
electron density function is:
f(r) = fe · e
−β( r
re
−1)
1 + ( r
re
− λ)20 . (2.3.9)
The pair interaction term consists of two parts: a short-range repulsive exponential and a
long-range attractive exponential and the embedding function is a segmented function:
F (ρ) =
3∑
i=0
Fni(
ρ
ρn
− 1)i, ρ < ρn, ρn = 0.85ρe,
F (ρ) =
3∑
i=0
Fi(
ρ
ρe
− 1)i, ρn 6 ρ < ρ0, ρ0 = 1.15ρe,
F (ρ) = Fe
[
1− ln
(
ρ
ρs
)η](
ρ
ρs
)η
, ρ0 6 ρ.
(2.3.10)
The values of the various parameters are given in [45] for Cu, Ag, Au, Ni, etc.
2.3.5 Modified Embedded-atom Method
First proposed by Baskes [46] in 1992 as a modification to the EAM, the MEAM has been
applied to many pure materials and parameters for some binary and ternary systems have
also been developed. The total energy of a system is expressed as :
Etol =
∑
i
[
Fi(ρi) +
1
2
∑
j(6=i)
Sijφ(rij)
]
, (2.3.11)
where Sij is a many body screening function between i and j and is calculated as the
product of the screening factors Sikj. Screening parameters in the pair interaction and
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background electron density are used. Ellipses are constructed of the form:
x2 + 1
Cikj
y2 =
(1
2rij
)2
. (2.3.12)
The value of Cikj is computed as:
Cikj =
2((Xik +Xkj)− ((Xik −Xkj)2 − 1
1− (Xik −Xkj)2 , (2.3.13)
where Xik =
(
rik
rij
)2
, Xkj =
(
rkj
rij
)2
and
Sikj = fc
[
Cikj − Cmin
Cmax − Cmin
]
. (2.3.14)
Here Cmin and Cmax are limiting values of Cikj as shown in Fig. 2.1. The smooth cutoff
function is defined as:
fc(x) =

1 if x ≥ 1
[1− (1− x)4]2 if 0 < x < 1
0 if x ≤ 0
(2.3.15)
The interpretation is that if in any (i − k − j) interaction, an atom k lies outside of the
ellipse defined by Cmax then atom k does not give any effect on the i − j interaction.
If atom k lies within the ellipse defined by Cmin then the i− j interaction is completely
screened.
There is a fixed form for the embedding function:
F (ρ) = AEc
(
ρ
ρ0
)
ln
(
ρ
ρ0
)
, (2.3.16)
where A is an adjustable parameter, Ec is the sublimation energy and ρ0 is the background
electron density for a reference structure. The MEAM potential is angular-dependent,
which means that the computation of background electron density considers the direction
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Figure 2.1: The two ellipses defined by Equation 2.3.12 using Cmin and Cmax and separation
of atoms i − j. When atom k lies in the blue area, the i− j interaction is screened and
when j lies outside the grey area, then it is also screened.
of the bonding. The background density function ρi is computed as:
ρ¯i = ρ(0)i ·
2
1 + e−Γi , (2.3.17)
where
Γi =
3∑
h=1
t(h)
ρ(h)i
ρ
(0)
i
2 , (2.3.18)
t(h) are adjustable parameters, ρ(0)i is a spherically partial electron density, ρ
(1)
i , ρ
(2)
i and
ρ
(3)
i are angular contributions. There is no specific functional expression for φ(r) but this
can be computed as the sum of total energy per atom. The value of total energy per atom
is calculated from the zero-temperature universal equation of state by Rose et al [47]:
Eu(r) = −Ec(1 + a∗ + da∗3)e−a∗ , (2.3.19)
where d is an adjustable parameter and,
a∗ = α
(
r
re
− 1
)
, (2.3.20)
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and,
α =
(
9BΩ
Ec
) 1
2
. (2.3.21)
Here B is the bulk modulus, Ω is the equilibrium atomic volume and re is the nearest
neighbour in the equilibrium reference structure. Since in a given reference structure the
bonding directions among different atoms are fixed, the energy per atom can then be
written as:
Eu(r) = F
[
ρ0(r)
]
+
(
Z1
2
)
φ(r), (2.3.22)
where Z1 is the number of nearest neighbour atoms and φ(r) is a pairwise potential.
The original MEAM [46], only considered the first-nearest neighbours in the embedding
function so that the screening effect was very strong. However, some stability problems
occurred for the cubic and hexagonal closed pack (hcp) structures. Later the second and
the third nearest neighbours are partially considered in order to overcome these shortcom-
ings [48]. Therefore the screening effects are reduced and less severe. Hence the energy
per atom is modified to:
Eu(r) = F
[
ρ0(r)
]
+ (Z12 )φ(r) + (
Z2S
2 )φ(ar), (2.3.23)
where Z2 is the number of second nearest-neighbour atoms and a is the ratio between the
second and first nearest neighbour distances.
2.4 Mixing Rules
Once the EAM elemental potentials are determined for pure systems., it is necessary to
find a proper mixing rule for the combined system. In our case, a mixing rule for the
Ti-Ag binary system is required. Here two mixing rules from the literature are described
[44].
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Johnson
Alloy potentials were developed by Foiles [49] and Johnson [50] after the EAM was pro-
posed. Johnson provided a generic form of pair potential between two different species
which is based on the pair interactions (φαα and φββ) and electron densities (fα and fβ):
φαβ(r) = 12
[
fβ(r)
fα(r)φ
αα(r) + f
α(r)
fβ(r)φ
ββ(r)
]
. (2.4.1)
fα and fβ are the only two electron density functions needed in the EAM alloy model,
while the Finnis-Sinclair model requires four other functions fαα, fαβ, fβα and fββ.
Ward
Ward et. al. [51] developed a Finnis-Sinclair formation mixing rule for a variety of metals.
In a binary system α − β, three pair interaction functions (φαα, φαβ, φββ), four electron
density functions (fαα, fαβ, fβα, fββ) and two embedding functions (Fα, Fβ) are needed.
They use Wadley’s EAM potential [52] as the bases, the pair interaction function is in the
form of a Morse function:
φαβ = E1[e(−2α(r−r0)) − 2e(−α(r−r0))], (2.4.2)
where E1, α and r0 are three parameters for fitting. Transformations were applied to
ensure the smoothness of the pair function and the first derivative as it approaches the
cutoff distance:
φαβ(r)smooth = φαβ(r)− φαβ(rc) + rc
m
[
1−
(
r
rc
)m](dφαβ
dr
)
r=rc
, (2.4.3)
here rc is the cutoff distance and m is set to be a constant.
The embedding functions are obtained by the invariant transformation for both α and β.
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The electron density functions are expressed as the scales of the original functions:
fαβ = sαfαα(r), (2.4.4)
fβα = sβfββ(r), (2.4.5)
where the scaling factors sα and sβ are determined by fitting the lattice constants, mixing
enthalpies and bulk moduli for different structures of the alloy.
2.5 Cut-off Functions
In MD simulations of systems of n particles if the range of the interactions is infinite
the computation became O(n2). When a cut-off range is introduced to each interatomic
potential the problem can be reduced to O(n). A cosine function is often used to take the
potential energy smoothly to 0 between rcut and rcut-off:
Vcut-off(rij) =

1
2(1 + cos(pi · x(rij))) · VPot(rij) if rcut < rij < rcutoff,
0 if rij > rcutoff
(2.5.1)
where VPot is the potential function and
x(rij) =
rij − rcut
rcut-off − rcut . (2.5.2)
2.6 Optimisation Methods
For energy relaxation, three methods have been used in the thesis to determine local
minimum energy configuration. These are all methods where the gradient of the potential
function can be easily calculated.
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Conjugate Gradient
The conjugate gradient method [53] is an optimisation method to find the local minimum
of a function. It uses a set of nonzero vectors which are called conjugacy to compute the
directions to the minimum.
Steepest descent
Steepest descent method starts at a point x0 and tries to find a path from xi to xi+1 with
the direction of −∇f(xi). By Taylor expansion, we have:
f(xk + αkdk) = f(xk) + αkg(xk)Tdk +O(α2k), (2.6.1)
where g(xk) is the gradient at point xk, dk = −g(xk) is in a “downhill” or “descent”
direction at xk and αk is the stepsize.
L-BFGS-S
The Broyden-Fletcher-Goldfarb-Shanno (BFGS) method is the most popular quasi-Newton
algorithm. It approximates the Hessian matrix iteratively an has very effective self-
corrective properties [53]. With a starting point x0, inverse Hessian matrix H0 and the
direction p0 we can compute the minima of f(x):
H0p0 = −∇f(x0). (2.6.2)
At each step a new direction pk is computed by Hessian matrix Hk and ∇f(xk). The
L-BFGS-S (Limited-memory BFGS-S) is a method to solve the nonlinear optimisation
problems with constraints. At each step it first identifies the fixed and free variables
and applies the L-BFGS method on the unconstrained variables in order to obtain higher
accuracy.
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2.7 Boundary Conditions
Three types of boundary conditions are considered in MD simulations: free boundaries,
fixed boundaries and periodic boundaries. Free boundaries are used to model surfaces,
fixed boundaries are used to prevent motion of the system and periodic boundary condi-
tions (PBCs) are used to emulate a larger system.
The use of PBCs is shown schematically in Fig. 2.2. During the simulation, only the
changes of the particles in the original box are recorded and a particle leaving the box
through one side is insertecd into the box at the opposite side with the same velocity.
Figure 2.2: The original (centre cell) and images of particles in a system with periodic
boundary conditions
2.8 Thermostats
In simulations, a thermostat is introduced to maintain the temperature of the system for
example when energy is added by particle impacts on a surface. There is a link between
the temperature T and the average atomic kinetic energy Ek of the system:
T = 23
Ek
nkB
, (2.8.1)
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where kB is the Boltzmann constant and n is the number of particles in the system. Two
of the thermostats are considered in our MD package, Berendsen [54] and Nose´-Hoover
[55, 56].
The Berendsen thermostat is also called a proportional thermostat. In order to reach a
temperature T , the velocity of atoms is multiplied by λ such that the temperature can
change dynamically to the desired temperature:
λ =
[
1 + ∆t
τT
(T0
T
− 1)
] 1
2
, (2.8.2)
where T is the current temperature, T0 is the required temperature, ∆t is the integration
time step and τ is the coupling parameter between the thermostat and the system. In
our simulations this method is chosen since it generally reaches equilibrium smoother and
faster than the Nose´-Hoover thermostat.
2.9 Visualisation
Atomistic simulations involve processing large amounts of data. A visualisation tool is
therefore required to show the interactions and help to understand the evolution of the
modelled system. In our project, the Atoman - analysis and visualisation of atomic simu-
lations [57] software developed by C.D.J. Scott was used. Atoman can not only show static
images but also create movies. Different colour schemes are optional for users: coloured
e.g. by species, height and coordination number. Various defects can be visualised and
the displacements of each atom can be calculated. Fig. 2.3 shows the user interface of
Atoman for Ag system. It is used throughout the AKMC simulations of Ag-Ti system in
our project.
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Figure 2.3: The user interface of the visualiser Atoman. Eight Ag adatoms placed on an Ag
(111) substrate are shown. The image can be rotated, sliced and otherwise manipulated.
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Chapter 3
Methodology II: Long Time Scale
Dynamics
As mentioned in Chapter 2, the time scale that MD simulations can reach computationally
by the small integration timestep used to solve the equations of motion is limited. Since
many atomistic events take a long time to happen, to model the growth of a system requires
a different approach. Accelerated molecular dynamics (AMD) can be a good solution but
these methods require large computing power. One other long time scale dynamics (LTSD)
method is adaptive kinetic Monte Carlo (AKMC) which can run in parallel and can be
less computationally expensive. We will introduce our AKMC method, the super-basin
method implemented to deal with the low-barrier problems and will describe some other
long time scale techniques.
3.1 Transition State Theory
Transition state theory (TST) was developed by Eyring and Polany in 1935 [58, 59, 60]. In
3N-dimensional surface, a transition state is the state that forms a high-energy activation
complex for going from an initial state to a final state. TST is also called a saddle state
(see Fig. 3.1). The rates of transition can be computed by activated complexes near the
saddle state of a potential energy surface. TST can approximate the rates for surface or
27
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bulk diffusions but requires the knowledge of how different states of the system would
evolve and the saddle states in advance.
Figure 3.1: Schematic illustration of a system showing the transition state theory rate
from the initial state A to the final state B. The energy barrier Eb is the energy difference
between the saddle state and the initial state A.
3.2 Harmonic Transition State Theory
Harmonic transition state theory (hTST) [61, 62] is an approximation of TST based on the
assumptions that the vibrational modes are harmonic. When a saddle point is identified
for a transition, the Arrhenius equation can be used to describe the transition rate:
R = νe−Eb/kBT , (3.2.1)
where T is the system temperature, ν is the transition prefactor, Eb is the transition barrier
and kB is the Boltzmann constant. A method to approximate the transition prefactors is
described in the next section.
3.3 Prefactor
The prefactors for the Arrhenius equation can be calculated by the Vineyard equation
[62]:
ν =
∏N
j=1 νj∏N−1
j=1 ν
∗
j
, (3.3.1)
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where νi and ν∗j are normal mode frequencies at the initial states (local minimum) and
saddle states respectively. They are calculated as:
νi =
√
λi
2pi , (3.3.2)
where λi is an eigenvalue of the Hessian matrix. In our code we do not calculate the second
derivatives of the potential but evaluate them numerically so that the i-j th element of
the Hessian is expressed as:
Hi,j =
1
2√mimj
(
F j+i − F j−i
2δ +
F i+j − F i−j
2δ
)
, (3.3.3)
where δ = 0.001 A˚ is the usual displacement chosen, mi and mj are the atomic masses
and F j+i is the force acting on atom i due to the j-th component’s positive displacement
(‘−’ stands for the negative displacement). The transition prefactor usually is between
∼ 1010 and ∼ 1014 s−1. We often set it to be 1013 as this is a typical value calculated for
surface effects [63]. Because the prefactor is expensive to calculate we use a fixed value
rather than calculate the value directly. In addition there can be convergence problems
for some systems. Some discussions on the accuracy of this approach is discussed later in
Section 7.2.2.
3.4 Transition Search Method
The dynamics of molecular simulations show that a system of particles can exist in more
than one metastable state. Hence calculating the energy barriers between these different
states is fundamental in the understanding of long time scale dynamics. One of the most
important feature of AKMC is that it uses methods that search for transitions on-the-fly
so that a pre-defined event table is not needed. The pathway for the transitions, known
as the minimum energy path (MEP) can be determined using various search methods.
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3.4.1 Single-ended Search Methods
When there is only one starting state, a local minimum or a specific transition state is
known. To find all the possible transitions from this state, a single-ended method is
adopted. With this method, the saddle state and the final state can be obtained. Two
such methods that our AKMC code uses are described below.
3.4.1.1 Dimer Method
The Dimer method was introduced by Henkelman and Jo´nsson [64] in 1999. It is an
efficient method for finding the transitions and saddle points. It uses two images of the
system which are offset the same distance from the original system. Each step includes
dimer rotation and dimer translation. It defines a dimer, consisting of two points R1 and
R2 in 3N (N is the number of atoms in the system) dimensional space, whose energies
and forces are E1, E2, F1 and F2 respectively. The distance between the two points is
2∆R, with ∆R a fixed value. R is the midpoint of R1 and R2 (shown in Fig. 3.2). The
dimer energy is defined as E = E1 + E2. The direction Nˆ is defined as:
Nˆ = R2 −R1|R2 −R1| . (3.4.1)
Figure 3.2: Illustration of the Dimer method. Two points R1 and R2 are offset from R
and the forces are decomposed into two parts along and perpendicular to a direction Nˆ .
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Rotational Minimisation
We decompose the forces on R1 and R2 parallel and perpendicular to the direction Nˆ so
that the rotational force acting on R is:
F⊥ = F1⊥ − F2⊥, (3.4.2)
where Fi⊥ = Fi − (Fi · Nˆ ) · Nˆ , i = 1, 2. The real force acting on the dimer is calculated
as:
F = F1 + F2. (3.4.3)
The curvature C of the potential energy surface is approximated by:
C = (F2 − F1) · Nˆ2∆R . (3.4.4)
By minimising the rotational force F⊥, the dimer energy E is minimised. Fig. 3.3 shows
the rotation of Dimer method. A new unit vector Θ, which is perpendicular to Nˆ and
parallel to F⊥ is defined and the dimer rotates through a small angle δθ first. After a
rotation through δθ, a new vector Θ∗ is produced which is perpendicular to the modified
force F ∗. The modified rotational force F ∗⊥ is obtained correspondingly. A finite difference
approximation to derivatives of the rotational force is used:
F ′ = dF
dθ
≈
∣∣∣∣∣F ∗ · Θˆ∗ − F · Θˆδθ
∣∣∣∣∣
θ=dθ/2
. (3.4.5)
In our work we approximate the rotational force by:
F (θ) = A sin 2(θ − θ0), (3.4.6)
where θ0 is the angle needed to minimise the rotational force. Take the derivative of the
above function to get:
F ′(θ) = 2A cos 2(θ − θ0). (3.4.7)
32 CHAPTER 3. METHODOLOGY II: LONG TIME SCALE DYNAMICS
Figure 3.3: Illustration of rotation in the Dimer method. It rotates δθ in the direction Θ
first and then ∆θ by calculation.
Divide two sides of Equations 3.4.6 and 3.4.7 respectively we can obtain the approximation
of angle:
∆θ ≈ θ0 =
∣∣∣∣−12 arctan 2FF ′
∣∣∣∣
θ=0
. (3.4.8)
The value of ∆θ is then used to minimise the dimer energy so that the dimer is orientated
to the local lowest curvature mode (Fig. 3.3).
Translation
After the rotational minimisation, the dimer is orientated along the local lowest curvature
mode and in the translation step, the dimer moves along the modified force direction at a
fixed step size ∆t:
Rnew = R+ Fmod ·∆t, (3.4.9)
where the modified force Fmod is given by
Fmod =

−F‖ if C > 0,
F − 2F‖ if C < 0.
(3.4.10)
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Here the minimum curvature value C is calculated by Equation 3.4.4, F‖ is the component
of force parallel to the vector Nˆ and F is the real acting force, see Fig. 3.2. The dimer
can finally locate at the local saddle point depending on the value of C: if the curvature
C is positive, the dimer can move out of the region by big steps; otherwise the dimer is
close to the saddle point and can only move in small steps. In the region where all modes
have positive curvature (C > 0), the dimer follows the first part in Equation 3.4.10 up the
potential until C becomes negative.
3.4.1.2 Activation-Relaxation Technique (ART)
The Activation-Relaxation Technique (ART) was developed by Barkema and Mousseau
[65, 66]. It consists of two stages: activation and relaxation. In the activation step, the
system moves from a local minimum at R0 to a local saddle point and the relaxation stage
pushes the system over the local saddle point and locates to a new local minimum. The
ART method can deal with ‘choppy’ potential surfaces.
In Fig. 3.4, R0 is the initial system state and R1 is the current system state. The force
F on the current system is decomposed into perpendicular part F⊥ and the parallel part
F‖. ∆X is a unit vector pointing from R0 to R1. At each step in the ART method a new
force G is constructed from the original force F of the system:
G = F − (1 + α)(F ·∆X)∆X. (3.4.11)
Here α is a positive small number. The value of α controls the speed of climbing. The
bigger α, the more rapidly is the movement away from the minimum but a large value
may lead to poor convergence. The suggested value of α is 0.15/|R1 −R0| [65].
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Figure 3.4: Schematic illustration of ART method. R0 represents the initial system state
and R1 is the current system state. F is decomposed into the perpendicular part F⊥ and
the parallel part F‖ and G is the new force.
3.4.2 Double-ended Search Methods
In a double-ended search, the initial and final states (two local minima) are known. Two
methods will be introduced here: Nudged elastic band (NEB) and the String method
[67, 68]. These are both used in our AKMC code.
3.4.2.1 Nudged Elastic Band Method
Developed by Jo´nsson and Henkelman [69, 70], the NEB method can not only calculate
the energy barrier between two states but also provide the MEP. The basic idea of this
method is to find a pathway with a number of intermediate images between the two
states. Firstly n images are placed evenly between the initial and final states so that there
are n − 1 vectors joining each point. The images can be initially calculated either by
linear interpolation or using the image dependent pair potential (IDPP) technique [71].
The IDPP method can improve the efficiency of finding transitions for some cases; for
example, if the atoms are extremely close to each other or join an unfavourable path by
linear interpolation. Its initial images are generated by creating a simple pair potential
which only takes the distance between atoms into account.
dkij = dαij + k(d
β
ij − dαij)/n, k = 1, ..., n− 1, (3.4.12)
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where k is the index of the image and dij =
√∑
σ(ri,σ − rj,σ)2 with σ = x, y, and z is the
distance between atoms i and j. ri,σ is the coordinate of atom i at σ direction. α and
β are the initial and final states respectively. Then a potential energy function for each
image k is created as the sum of the squared deviations of pair distances:
V IDPPk (r) =
N∑
i
N∑
j>i
ω(dij)
(
dkij − dij
)2
, (3.4.13)
where ω is a weight function which takes the value ω(d) = 1/d4 and N is number of atoms
in the system. This is minimised using the NEB method. Once minimised, the NEB
method is applied to the original potential energy functions.
Figure 3.5: Schematic illustration of the nudged elastic band method (NEB) and a min-
imum energy path (MEP). Each image has real force Fi and a newly constructed NEB
force F NEBi . Image taken from [72].
Either using the modified potential method or starting from linear interpolation the NEB
method proceeds as follows. At each image i, the real force vector Fi is decomposed into
two parts: the parallel force component F ‖i and the perpendicular force component F⊥i
with respect to a tangent vector τi as shown in Fig. 3.5. A spring interaction is used
between the adjacent images to control their spacings to each other.
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With the spring constant κ, the spring force is defined as:
F
s‖
i = κ(|Ri+1 −Ri| − |Ri −Ri−1|)τi, (3.4.14)
where Ri is the 3D coordinates of the particles in the system. The tangent of image i is
usually defined by:
τi =

Ri+1 −Ri if Vi−1 ≤ Vi ≤ Vi+1
Ri −Ri−1 if Vi+1 ≤ Vi ≤ Vi−1
(Ri+1 −Ri)∆V maxi + (Ri − ri−1)∆V mini if Vi ≤ Vi−1 ≤ Vi+1
(Ri+1 −Ri)∆V mini + (Ri − ri−1)∆V maxi if Vi ≤ Vi+1 ≤ Vi−1
(3.4.15)
where
∆V maxi = max(|Vi+1 − Vi|, |Vi−1 − Vi|),
∆V mini = min(|Vi+1 − Vi|, |Vi−1 − Vi|).
(3.4.16)
The latter two parts in Equation 3.4.15 are better approximations near the maximum
along the path. Therefore the total force can be expressed as a sum of the perpendicular
component of the potential force and the tangential spring force (see Fig. 3.5):
F NEBi = F⊥i + F
s‖
i . (3.4.17)
Then we use the conjugate gradient method to minimise the total force on each image
iteratively until the images converge to the MEP which means the tangential force on
each image is the same. The climbing image NEB is used after several relaxation steps to
obtain the saddle point value more accurately so that the highest energy image can move
up the potential energy surface towards the saddle point where the spring force is ignored:
Fimax = Fi − 2Fiτ . (3.4.18)
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3.4.2.2 String Method
The String method can calculate the energy barrier given the initial and final states and
provide the MEP like NEB. It was initially introduced by Ren and Vanden-Eijnden [67]
in 2002 and later a simplified version was developed [68, 73]. There are two important
steps in the simplified String method: evolution and reparametrisation. The first is to
guide the pathway to MEP and the second is to reparametrise the path when the points
are too close to each other. Using the same definition of projection of force as with the
NEB method, the String method does not define a spring, but instead it makes the images
distribute evenly along the paths to keep the same spacing between the images at each
iteration.
3.5 Accelerated Molecular Dynamics
In MD the timestep is normally 1 fs or less in order to accurately integrate the equations
of motion. Hence MD cannot access experimental time scales and cannot model slow
processes. To overcome this problem, AMD techniques can be used when the system
evolution is governed by a series of transitions from one metastable state to another.
3.5.1 Hyperdynamics
The hyperdynamics method was introduced by Voter [10] in 1997. In the hyperdynamics
a non-negative bias potential ∆Vb(r) is introduced to the potential energy surface (PES)
V (r) and then the system evolves on the modified energy surface V (r) + ∆Vb(r) (Fig.
3.6).
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Figure 3.6: Schematic representation of hyperdynamics. Bias potential (dotted lines) is
added to the original potential surface (solid lines).
However, the choice of the bias potential has some restrictions: it should be zero at the
saddle points of the original PES and the new potential should also obey transition state
theory [59]. The advantage is that the system can escape much more easily from the basin
states and still keep the correct relative rates of the evolution. Suppose the timestep is
∆tMD in a normal MD simulation, then by hyperdynamics after ntot equal timesteps the
total time that the system advances is:
tb =
ntot∑
i=1
∆tbi , ∆tbi = ∆tMDe∆Vb(r(ti))/kBT . (3.5.1)
Though the speed up of hyperdynamics can be large, the main obstacle is how to find a
good bias potential to the PES. The bond boost method described in [74] is one of the
most successful ways to achieve this.
3.5.2 Temperature Accelerated Dynamics
The temperature accelerated dynamics (TAD) method was introduced by Voter [75] in
2000. TAD raises the system temperature from Tl and the transition is selected at the
high temperature Th. It is based on harmonic transition state theory (hTST) [58]. The
Arrhenius equation (Equation 3.2.1) indicates that the higher the temperature is, the
higher the transition rate is.
Therefore by raising the temperature of the system, the transitions of high energy barriers
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can be achieved faster. Whenever a transition happens, the energy barrier of the transition
E is found using NEB and the trajectory is reflected back to the low temperature. When
a transition is detected at high temperature Th with time th, the time for this transition
to happen at low temperature Tl can then be calculated as:
tl = theE(1/kBTl−1/kBTh). (3.5.2)
There is a correction for events occurring in the wrong order at Th compared to Tl. TAD
has been used for thin film growth calculations [76]. Recently speculatively parallel TAD
(SpecTAD) [77] has been developed which can significantly accelerate the TAD simula-
tions.
3.5.3 Parallel Replica Dynamics
Voter proposed the parallel replica (ParRep) method [11] in 1998. The basic idea of
ParRep is that it replicates the system into N copies and then runs MD simulations for
each of them independently until a transition is detected. The only assumption is that
the time t for a transition at a certain state follows an exponential distribution:
p(t) = re−rt, (3.5.3)
where r is a constant for a certain transition which can be calculated. An illustration of
the ParRep process in shown in Fig. 3.7. The process of ParRep is as follows:
• Step A - Replicate the system into N copies;
• Step B - Atoms in each replica are given random velocities;
• Step C - Each copy runs MD independently until one of them detects a transition;
• Step D - Continuation of the transitioning trajectory to allow for the correlated
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events and advance the system clock by the accumulated simulation time; replicate
the resulting configuration, go to Step A.
Figure 3.7: Schematic representation of the parallel replica method. Image taken from
[78].
3.5.4 Parallel Trajectory Splicing
Proposed by Perez in 2015, parallel trajectory splicing (ParSplice) is a generalisation of
ParRep that can deal with the low-barrier problem since many of the methods previously
described do not give sufficient speed up when energy barriers between states are low.
It can reuse the segments and transitions found previously and also predict the future
states to work on. If there is no revisit to the states during the simulation and no pre-
diction of the future state, ParSplice would have the same speedup as the ParRep method.
Consider a Markovian limit where the conditional probability distribution of future states
only depends on the present:
P (Xt+1 = a|Xt = b,Xt−1 = c, ..) = P (Xt+1 = a|Xt = b). (3.5.4)
This means that we need only consider some short trajectories and then add them together
if their end states are the beginning of other states. Also we can generate trajectories inde-
pendently so as to make simulations be parallel in time. Consider a Fokker-Planck operator
with absorbing boundary conditions around a state. Let λ1 be the quasi-stationary inter-
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state transition rate and λ2 be the slowest intra-state relaxation rate, then the first escape
is approximately Markovian after a time τc:
τc > 1/(λ2 − λ1), (3.5.5)
which means that when the time a system stays in a state is longer than τc, the system
loses its memory of the past. The short trajectories are called “segments” when (a) the
simulation spends at least τc before or after a transition; (b) at least τc if there is no
transition in the short trajectory. Fig. 3.8 illustrates the segments generated in ParSplice.
Figure 3.8: Schematic representation of segments generated in ParSplice. The y axis
denotes three different states. τc is the correlation time. Image taken from [13].
The correlation time τc is normally taken to be 1 ps or 2 ps which works for most atomic
systems. When there are available segments stored in the database, they will be spliced
into a long trajectory (see Fig. 3.9).
The “Nauty” (see Section 3.9.1) software is used to label the state and the segments are
stored in the database for query. By using the Message Passing Interface (MPI), multiple
processes can run at the same time. At least four cores are needed to run the ParSplice
simulations. The architecture of ParSplice is:
In our version the workers run normal MD simulations using the Large-scale Atomic/Molecular
Massively Parallel Simulator (LAMMPS) package [79] but in principle any MD package
could be used. Once segments are generated they will be sent to the work managers. The
work managers send segments to the database and also the statistics to the Splicer. The
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Figure 3.9: Illustration of splicing segments in ParSplice. Three MD simulations are
running on three cores. Segments are generated and spliced together. Image taken from
[13].
Figure 3.10: Illustration of architecture of ParSplice. Multiple processes are run simulta-
neously on different cores. Different cores can communicate with each other and transfer
messages.
3.6. DEFINING DEFECTS 43
statistics include the number of transitions and segments that have been obtained to each
state so far. The number of work managers can vary depending on the system modelled.
The Splicer works to splice the segments to make the long trajectory. Once one segment is
spliced, it is deleted from the database and the Splicer always picks the very first segment
from the database. The kinetic Monte Carlo (KMC) function in the Splicer plays a role
of predicting the next state for the workers to work on. In the KMC function, different
weights are assigned to the states based on the transitions and segments found by MD
and the predictor will decide on the state(s) for workers.
The ideal speedup of ParSplice is the number of workers. However, this is typically
impossible to reach in computer simulations. When there is a high number of revisits, the
speedup will be close to the ideal speedup (the number of MD runs).
3.6 Defining Defects
One feature of the AKMC method developed at Loughborough is that the transition
searches are carried out on subsystems rather than on the whole system. One method is
to use a “reference” lattice for comparison. It is often a perfect crystalline structure. For
example, for the surface growth simulations on a crystal the “reference” lattice is a perfect
substrate. If we start with an adatom, the defect compared to the “reference” structure is
an interstitial. However, as more atoms are deposited onto the substrate, the number of
defects would always increase. Since saddle point searches are confined for speed to the
“defective regions”, the simulation slows down as more atoms are added.
Another way of defining a defect is based on the coordination number of each atom in the
system. For each atom in the system, its coordination number and for any atom whose
coordination number differs from that in the reference structure (an input parameter in
AKMC), is classified as a defect. Saddle point searches can then be carried out within
“defect volumes” surrounding such atoms.
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An example of a system with defects is shown in Fig. 3.11. By the first method, there are
two point defects in the example, one antisite (the small green atom) and one interstitial
(the atom coloured red). While with the second method, there is only one defect (the
atom coloured red) since the coordination number of it is 4 and other atoms are not
under-coordinated. However, the coordination number method may not work in some
cases. For example, in the Ag (100) system, an Ag surface atom in a perfect crystal can
hop up to become an adatom with an activation energy of 0.5 eV. If we ignore these possible
transitions, the simulation of the system may not proceed correctly. Each method has its
own advantage, we have to gain some preliminary knowledge to decide which method to
use. The second method is more efficient than the first one in the growth simulations
described later in the thesis since the deposited atoms and the activation energy for fully-
coordinated surface atoms to become adatoms is very high.
Figure 3.11: An example showing defects used to illustrate the difference between the two
methods (see text for details). The atoms are coloured by height. The big spheres are
atom specie 1 and the small sphere is atom specie 2.
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3.7 Atom Lists and Volumes
In this section some parameters are introduced which define search regions - we call such
a region a defect volume (DV). It is also computationally expensive to undertake saddle
point searches that include all atoms in the system, so searches are conducted locally
around “defects”. A suitable choice of these parameters can save much of the computation
time in transition searches. The atoms included for these parameters are shown in Fig.
3.12.
• Initial search radius - the atoms within this radius are included in the initial
search and if two defects are within this distance, they are classified as belonging in
one defect cluster. The second purpose is to have a list of atoms that are used for
transition searches. This parameter is typically set to the second nearest neighbour
distance (2NN) in the perfect crystal;
• Graph radius - this is used to calculate the connectivity of atoms in the subsys-
tem by the use of “Nauty” software (“Nauty” is discussed later in Section 3.9.1) and
therefore the “hashkey” of the subsystem. Transitions found in the previous searches
are stored to the hashkey of the defect volume; this is often the third nearest neigh-
bour distance in the perfect crystal. When two defects are within this distance, a
“combined volume” is constructed to ensure that atoms can move across the two
DVs and therefore not miss any possible transition. The advantage of the “hashkey”
classification is that new saddle point searches need not be conducted if the system
is in a state that has previously been investigated;
• Search move radius - the distance within which the atoms are included for single-
ended search; a typical value is the fourth nearest neighbour distance;
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Figure 3.12: Schematic illustration of different volumes included in an fcc crystal. The
yellow atoms define the defect. The initial search volume consists of yellow and dark blue
atoms. The graph volume is made up of all atoms in the initial search volume and the
light blue atoms. The search move atoms are all the atoms shown in the figure.
3.8 Transition Search Algorithm
In AKMC, to search for the transitions in the system configuration and build the event
list, the following procedure is adopted:
• Initial displacement - at the beginning an atom in the initial search volume is
chosen randomly with the initial displacement;
• Saddle Search - a single-ended search algorithm is used (Dimer method in our
project) to find a saddle state through the MEP;
• Construct the final state - the Dimer method pushes the system over the saddle
to find a final state;
• Check uniqueness - a uniqueness check is used to compare the saddle with the ones
found previously. If their separation is less than a certain value, they are considered
as duplicates and the transition is discarded;
• Saddle refinement - apply NEB to refine the saddle state which gives a more
accurate energy barrier than the Dimer method and the MEP between the initial
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and final states;
• Rate calculation - the Arrhenius equation (Equation 3.2.1) is applied to each
transition. The prefactor can either be calculated (in Section 3.7) or be a fixed value
10−13 s−1;
3.9 Reuse of Transitions
One way to speed up AKMC is to store transitions previously found in the simulation in
memory so that they can be reused later. This can save a great amount of computation
time since the method spends most of its time on transition searches. To be able to bypass
unnecessary transition searches, we need to find an accurate way to label the DVs such that
similar or revisited configurations that may occur in a simulation can make use of stored
transitions. The location of a DV in the system is defined by its centre of mass, which
has to be calculated in a correct way when uses periodic boundary conditions. The reuse
of the transitions found previously is named “refinement of transitions”. When reusing
transitions, slight variations in atomic positions can alter the transition barrier. Thus,
each reused transition is refined by relaxing the MEP for the current system.
3.9.1 Nauty
“Nauty” (No AUTomorphisms, Yes?) was introduced by McKay [80, 81] in 1981 and
has been further developed since then. “Nauty” is used in our code to determine the
automorphism groups of graphs. It can be used to check that two DVs are identical and
compute the isomorphism between them. In “Nauty”, a hex number (named a “hash key”)
is produced and used to label DVs, so that if two graphs share the same number, they are
considered as being isomorphic.
The illustration of how “Nauty” works for a Fe system is shown in Fig. 3.13. The
square box in the figure represents a vacancy of a Fe atom in a bcc lattice. Based on the
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connectivity of each atom, a graph is created for the DV and then a hash key is generated.
Figure 3.13: Schematic illustration of how Nauty works. (a) atoms in a DV, (b) compute
the connectivity between atoms, (c) a graph created based on the connectivity, (d) generate
a “hash key”. Image taken from [82].
3.9.2 Centre of Mass with Periodic Boundaries
When the periodic boundary conditions are applied, we cannot use the standard method to
calculate the centre of mass (COM). Bai and Breen developed a different way to calculate
the COM [83] in a system with periodicity. It treats each atom coordinate as if it was on
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a circle rather than a line. For point j in the ν (ν = x, y or z) direction the angle is
θi = 2pi
νi
νmax
, (3.9.1)
where νmax is the length of the simulation box in the ν direction and νi ∈ [0, νmax). Then
two values (ξi, ζi) are generated:
ξi = cos(θi),
ζi = sin(θi),
(3.9.2)
Defining:
θ¯ = atan2(−ξ¯,−ζ¯) + pi, (3.9.3)
where ξ¯ and ζ¯ are the average value over all points. Here atan2(y, x) is the arc tangent
function of y/x used in most computational softwares. The COM in the ν direction is
then obtained by:
νCOM = νmax
θ¯
2pi . (3.9.4)
3.9.3 Removing PBCs for Refinement
Once a DV has been constructed, the centre of mass and the moment can then be calcu-
lated for that DV; they are later used in the refinement of transitions and within the basin
method (described later in Section 3.12). In our atomistic simulations periodic boundary
conditions are usually applied. When the atoms in one DV cross the periodic boundary,
the conventional method to calculate the centre of mass will give incorrect result. In our
code we calculate the centre of mass taking into account periodic boundary conditions.
Fig. 3.14 shows a 2D example of wrapping a DV over a simulation box. The periodic
boundary conditions are applied to the directions x and z. The original defect cluster
consists of part A and B.
The method described here is used as a way to “remove” PBCs to determine the COM
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of the DV in our AKMC code. We modify the atom positions by adding or subtracting
the box size in that direction and a new DV is obtained (area A + B′ in Fig. 3.14). The
correct COM is the red star in the figure.
Figure 3.14: Schematic representation of defect volume wrapper in 2D. The DV crosses the
simulation box and the small part is added to the large part by modifying atom positions.
The green star is obtained by taking the average of atom positions and the red star is the
new COM.
Moreover, when the DV wraps around the boundaries, it becomes a ‘continuous’ DV in one
or more directions when PBCs are applied to these directions. This means that essentially
a centre of mass or moment cannot be calculated. In this case we consider the DV as not
having periodic boundary conditions in the continuous directions for the purposes of reuse
only. This means that its reuse is limited to translations in non-contiguous directions,
mirror images or 180◦ degree rotations.
3.9.4 Transformation Matrix
To compare two systems with the same hash key, we need to transform the atom positions
between the two systems. The transformation includes rotation, reflection and scaling of
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atom positions. To this end, a transformation matrix A is calculated between the current
DV and the stored DV.
AX = X ′, (3.9.5)
where X is a vector of atom positions relative to its COM in the stored DV and X ′ is a
vector of atom positions in the current DV. It can also be written as:

a11 a12 a13
a21 a22 a23
a31 a32 a33


x
y
z
 =

x′
y′
z′
 (3.9.6)
To compute the transformation matrix A, an overdetermined linear equation system
(OLES) is generated by atom positions from both DVs.

x11 x12 x13
x21 x22 x23
. . . . . . . . .
xn1 xn2 xn3


ai1
ai2
ai3
 =

x′1i
x′2i
. . .
x′ni

, i = 1, 2, 3, (3.9.7)
where n is the number of atoms in the DV. aij is the element in the matrixA. (xk1, xk2, xk3)
stands for the k-th atom in the first DV and x′jq is the q-th coordinate of the j-th atom.
Three equations (Equation 3.9.7) are solved using the least squares method to obtain
the closest solution. By computing the isomorphism between the two DVs, the atom
numbering in X and X ′ are consistent.
3.9.5 Reuse Algorithm
When transition searches are carried out on a defect volume (DV) and a transition is
found, the positions of the initial, saddle and final states are saved to the DV. Later when
an isomorphic DV is recognised the transitions found previously can be applied to the
new DV. If any of the DVs lies across the boundaries (see Fig. 3.14), the atom positions
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are modified using the method described in Section 3.9.3. The reuse algorithm can be
described as follows:
• Step 1 - Calculate the transformation matrix between two defect volumes;
• Step 2 - Reuse the final state. The transformation matrix is applied to the atoms
positions of the final state;
• Step 3 - Reuse the saddle state. The transformation matrix is applied to the atoms
positions of the saddle state;
• Step 4 - Relax the final state to a local minimum;
• Step 5 - Refine the barrier height. The NEB method is used to calculate the energy
barrier accurately;
• Step 6 - Calculate the rate for the transition using Equation 3.2.1.
3.10 Kinetic Monte Carlo Method
The KMC method is a long time-scale simulation method and can reach time scales of
seconds or beyond. Instead of following the trajectory of every atom, it evolves the system
by a series of events. At each step in the KMC method the system is characterised by its
local energy minima, and multiple saddle searches are carried out on the fly and the rates
are calculated using hTST. Once an event list is obtained, one event will be chosen and
the clock advanced according to the hTST [61, 62].
It is the transition rates of energy barrier that plays a key role in KMC. The rates are
determined from the Arrhenius equation (Equation 3.2.1). To determine the rates for
each transition, the prefactor and the energy barriers are required. The methods used
to calculate the prefactor are described in Section 3.3. Before the simulations, it is a
must that all possible transitions during the simulation are already known and listed. The
following steps are used to conduct a KMC run:
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• Step 1 - Set simulation time t = 0;
• Step 2 - Produce all possible events for the given configuration;
• Step 3 - Calculate the transition rate ri for each transition barrier using the Arrhe-
nius equation, the total rate is R = ∑i ri;
• Step 4 - Generate a random number P between 0 and R;
• Step 5 - Cumulatively step through all possible transitions until P is exceeded to
find an event;
• Step 6 - Execute the selected event and move on to the next step;
• Step 7 - Update the simulation time by ∆t = − log u
R
, u is a random number between
0 and 1;
• Step 8 - Go back to Step 2.
3.11 Adaptive Kinetic Monte Carlo Method
Since the KMC method requires a pre-defined event list, its applications are restricted to
various configurations. The adaptive kinetic Monte Carlo (AKMC) [84] was then proposed
so at each step we can do searches on the fly using the single-ended search method. It
is necessary for our simulations since for growth simulations there is enormous number of
possible configurations, and it is impossible to pre define the entire event list for every
configuration of the system. In our simulations, we first use the Dimer method [64] to find
saddle points and then apply the NEB [70] to calculate the transition barriers and obtain
the minimum energy path.
The methods described in this chapter have been implemented into an AKMC code,
namely, the Loughborough Adaptive Kinetic Monte Carlo (LAKMC) package. This is used
in our simulations. Various parameters can be changed in order to model different systems.
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Both Loughborough Molecular Dynamics (LBOMD) and LAMMPS are implemented for
force calculations. Transition searches can be operated in parallel to speed up the code.
After all the searches are completed for each DV, a roulette table is created with all
possible transitions listed together with one external event. The external event can be
a deposition in the case of thin film growth or collision cascade when studying radiation
damage. Then either a transition or the external event will be chosen and the system will
evolve. The AKMC process is shown in Fig. 3.15.
3.12 Super-basin Method
The Arrhenius equation indicates that the transition rate depends inversely on the ac-
tivation energy. The higher the rate is, the more likely the transition would be chosen
during the simulation. Hence low-barrier transitions can dominate the simulation in such
situations and the system can become trapped in some states. In simulations, some states
are connected by low-barrier transitions whist the transitions to other states have much
higher energy barrier. A group of the states that are connected by low-barriers is called a
“basin”. The super-basin method is used to overcome this problem by modifying the rates
of the escaping (high energy barrier) transitions using the mean rate method [85], and by
blocking low barrier transitions within the basin, thus accelerating the simulation.
There are two kinds of states in the super-basin method: the transient states and the
escape states (see Fig. 3.16). The transient states are the states connected by the low-
barrier transitions and the escape states are the states which are the final states of the
escaping transitions. The basic idea of the super-basin method is that it modifies the rates
of the escaping transitions.
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Figure 3.15: Flowchart describing the AKMC technique. The super-basin method is
described in the next section.
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Figure 3.16: A one dimensional super-basin example. The energy barriers connecting
states 2, 3, 4 and are less than a super-basin threshold. State 1 is an absorbing state to
which the system escape from state 2.
3.12.1 Mean Rate Method
Introduced by Puchala, Falk and Garikipati in 2010 [85], the mean rate method (MRM)
is used to calculate the mean residence time for each state in the system. Later Be´land et
al. developed the basin-auto-constructing mean rate method (bac-MRM) [86] which can
build super-basins on-the-fly. A transition probability matrix T is constructed for all the
transient states in the system.
Tji =
Ri→j∑
k Ri→k
= τ 1i Ri→j (3.12.1)
τ 1i =
1∑
k Ri→k
(3.12.2)
where Ri→j is the rate from state i to state j, Ri→i = 0, the summation is over all states
in the super-basin. τ 1i is the mean residence time at state i which is modified each time it
is visited. Θ(m), the occupation probability vector represents the probability of residing
3.12. SUPER-BASIN METHOD 57
at any transient state after jump m and before jump m+ 1 is given by:
Θ(m) = TmΘ(0)
Θ(0) =

1 if state i is the initial state,
0 otherwise.
(3.12.3)
Adding up all occupation probabilities over all possible number of jumps gives:
Θsum =
∞∑
m=0
TmΘ(0) = (I − T )−1Θ(0). (3.12.4)
Hence before exiting the super-basin the mean residence time spent at state i is
τi = τ 1i θsumi , (3.12.5)
where θsumi is the i-th component of Θsum. Then the exit rate from transient state i to
exit state j is modified:
〈Ri→j〉 = τi∑
k τk
Ri→j, (3.12.6)
where k sums over all transient states. The total time to exit the super-basin is the sum
of the mean residence time at each transient state.
3.12.2 Local Superbasin KMC Method
Fichthorn developed a local superbasin KMC method in 2013 [87] which calculate the
mean escaping time for each escaping state. The Markov matrix M is created for all
states in the system:
Mij =

1 if i = j = absorbing
0 if i = j = transient,
τ 1i Ri→j if i 6= j
(3.12.7)
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where τ 1i is shown in Equation 3.12.2 and the Markov matrix can be written as
M =
I 0
R T
 (3.12.8)
where I is the identity matrix, 0 is a null matrix, R is the recurrent matrix and T is
the transient matrix which is the transpose of the transition probability matrix defined
by Equation 3.12.1. The elements in the recurrent matrix R are given by Rij = τ 1i Ri→j
where i is a transient state and j is an absorbing state. The time to exit the super-basin
is then calculated as:
〈texit〉 = Θ(0)T · (I − T )−1 · τ 1, (3.12.9)
In our code we can build local basin defect volumes and do searches on each of them instead
of creating the system as a large super-basin. These local super-basins are distinguished
by hash key, COM and moment. The moment is calculated as a function of the separation
of each atom from the COM. The super-basin method is used in our growth simulations of
the Ag-Ti system (details explained in Chapter 6) to escape the super-basin and achieve a
longer time scale than a pure AKMC method. A more detailed comparison of the improved
efficiency after using the super-basin method will be presented in Chapter 7.
Chapter 4
Development of a New MEAM
Potential for Ti-Ag
There are a few existing semi-empirical elemental potentials for Ti and Ag, based on
the embedded-atom method (EAM) or the modified embedded-atom method (MEAM).
To model binary systems, various mixing rules have been proposed. Using the EAM
approach, we examined two of these rules from Johnson [50] and Ward [51] using the
elemental potentials from Wadley [44]. We also examined EAM potentials by Ackland
[41, 42] and Mishin [88, 43] for pure Ag and Ti for the surface properties, but did not apply
the mixing rules on these. In the case of MEAM [46], the elemental potentials for Ti and
Ag are based on 2NN interactions. MEAM has its own built-in mixing rules but has various
free parameters which can be optimised. We developed a new MEAM potential for Ti-Ag,
where these parameters were optimised especially for the surface structures. For the Ti-Ag
system, we need to investigate the equations of state for Ag, Ti, intermetallics of Ti-Ag
and also surfaces. In [89] the calculations of Ag with four structures, body-centred cubic
(bcc), face-centred cubic (fcc), hexagonal close-packed (hcp) and simple cubic (sc) with
SIESTA [90] are given and these results are well reproduced by the elemental potentials.
Therefore, we undertake similar calculations for Ti using SIESTA.
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4.1 Methodology
Our first principles electronic structure calculations were performed using density func-
tional theory (DFT) with the SIESTA code [90] with the help from our collaborators from
the Univeristy of Mons, Belgium. We use the generalized gradient approximation (GGA)
with the Perdew, Burke and Ernzerhof (PBE) [91] approach for the exchange and corre-
lation functionals. The pseudopotential was that of the Trouiller-Martins [92] type with
4s23p63d2 orbitals together with the partial core corrections. The cutoff radii for 3p, 3d
and 4s are 5.7, 5.94 and 6.1 (in Bohr) respectively in the basis. The 3p and 3d orbitals are
of single-ζ type and the 4s orbital is polarized double-ζ with the second cutoff being 5.1
Bohr. The choice of parameters for SIESTA where influenced by previous work by Cornil
et al [93].
A 500 Ry grid cutoff is employed for the pure titanium structures (bcc, fcc and hcp) and
the Monkhorst-Pack k-point meshes are 16 × 16 × 16 and 12 × 12 × 12 for bcc and fcc
structures respectively. For the Ag and Ti surfaces, a 3 × 3× 1 k-point sampling is used
with a slightly smaller mesh cutoff 250 Ry, in order to save computation time. The cutoff
and k-point for for pure Ag were tested by Lloyd [89] and for pure titanium were tested to
match convergence. The Ag (100) surface consists of 18 atoms and the Ag (111) surface
has 20 atoms for each layer. The Ti basal plane has 20 atoms per layer.
4.2 Optimisation of Potential Parameters
A 2NN MEAM potential (see Section 2.3.5) for both Ti [94] and Ag [48] is chosen for the
elemental potentials. For our Ag-Ti binary system, the ordered bcc AgTi structure is first
chosen as a reference. The cohesive energy Ec, nearest-neighbour distance re and α (a
parameter in the MEAM method, see Equation 2.3.21) are determined from the cohesive
energy, bulk modulus and atomic volume calculated in SIESTA. In the original binary
MEAM, α is taken as an average of the elemental α values but here we fit it from the
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SIESTA calculations. For the combined system the screening parameters, Cmin, Cmax can
be used to optimise the potential properties along with electron density ratio between
individual elements ρ0. In previous fittings for the binary metallic system, the screening
parameters are determined based on the values of pure materials without taking the sur-
face structures into account.
From the Ag-Ti phase diagram [95], the two intermediate phases are AgTi and AgTi2
within the temperature 600 and 1200 K respectively. The structure of AgTi is b11 type,
which means that it is face-centred tetragonal such as γCuTi [96]. The structure of AgTi2
is c11b an example of which is MoSi2 [96]. We fitted nine parameters, explicitly α, Cmin
and Cmax to the surface binding energies of 21 different configurations with one adatom
and the distorted lattices (b11 AgTi and fcc AgTi3, see Fig. 4.1). The surface binding
energy is calculated as:
Ebinding = Etotal − Eslab. (4.2.1)
To optimise the parameters an objective function was defined as the sum of the weighted
squared deviation from the desired targets.
error =
∑
i
wi(f(xi)− targeti)2, (4.2.2)
where wi is the weighting coefficient to each configuration, targeti represents the binding
energies calculated using SIESTA and f(xi) is the binding energy computed using the
candidate screening parameters in MEAM. Different weighting coefficients were assigned
to give more prominence to the surface structures.
When developing the MEAM for the Ti-O system, Joost [97] suggested that the downhill
simplex method and the Powell method always trap the objective function in local minima.
Therefore in our study the simulated annealing method [98] was used first with multiple
different initial guesses and temperatures. After some sets of parameters were accepted, we
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used both the downhill simplex method and the Powell method to find the local minima of
these sets of values. The optimised parameters (Table 4.1) gives the least weighted error.
Table 4.1: MEAM parameters for the Ag-Ti system
Property Value
Ec(eV/atom) 3.80
re(A˚) 2.875
α 5.95
ρAg0 : ρT i0 1:1
Cmin(Ag-Ag-Ti) 0.67
Cmax(Ag-Ag-Ti) 2.39
Cmin(Ag-Ti-Ag) 0.3
Cmax(Ag-Ti-Ag) 2.15
Cmin(Ti-Ag-Ti) 1.44
Cmax(Ti-Ag-Ti) 2.80
Cmin(Ag-Ti-Ti) 0.37
Cmax(Ag-Ti-Ti) 0.54
(a) (b) (c)
Figure 4.1: Structures of b11 AgTi (a), AgTi3 (b) and c11b AgTi2 (c). The red spheres
stand for Ti and the grey spheres stand for Ag.
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4.3 Results
4.3.1 Equations of State
To make sure the results from SIESTA were consistent, we first studied the equations of
state for three structures of Ti and compare the results with experimental data, previous
DFT calculations and interatomic potentials (Mishin, Wadley and Ackland). In Table 4.2
we compare the lattice constants of three structures of Ti; we can conclude that they are
well reproduced. Moreover, in Fig. 4.2, the four graphs illustrate the orders of bcc, fcc
and hcp within three elemental potentials and the existing 2NN MEAM model.
Figure 4.2: Equations of state for Ti with structures bcc, fcc and hcp predicted by MEAM
and semiempirical potentials of Mishin, Wadley and Ackland.
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Table 4.2: Lattice constants for Ti predicted by SIESTA, previous DFT calculations,
MEAM and EAM potentials.
Structure bcc fcc hcp
a(A˚) a(A˚) a(A˚) c/a
Expt.[99] 3.26 4.10 2.95 1.588
SIESTA 3.31 4.19 2.98 1.599
DFT[100] - - 2.99 1.588
MEAM 3.27 4.13 2.945 1.592
Mishin 3.23 4.15 2.95 1.589
Wadley 3.29 4.16 2.94 1.622
Ackland 3.26 4.17 2.97 1.589
The lattice constants for b11 AgTi and c11b AgTi2 are presented in Table 4.3. In Table
4.3 the c value for c11b AgTi2 was underestimated by empirical potentials (Johnson, Ward
and MEAM). This indicates that the interlayer interactions are not correctly predicted
by the three potentials. From Tables 4.2 and 4.3 it is still hard to conclude which model
corresponds closer to the experimental results.
Table 4.3: Lattice constants for b11 AgTi and c11b AgTi2 predicted by SIESTA, EAM
and MEAM.
AgTi AgTi2
a(A˚) c(A˚) a(A˚) c(A˚)
Expt.[101] 4.10 4.08 4.19 11.85
SIESTA 4.16 4.20 3.33 10.43
MEAM 4.12 3.95 3.46 8.53
Ward 4.27 3.50 3.50 8.30
Johnson 4.21 4.25 3.63 8.65
4.3.2 Surface Energies
Surface energies for both Ti and Ag were calculated and compared to the experimental
results. These energies are shown in Table 4.4. For Ti, compared with previous models
the MEAM gives better agreement with SIESTA. This is important because the underesti-
mation of surface energy may lead to the wrong prediction of the positions of the adatoms
in the substrate.
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Table 4.4: Surface energies (J/m2) predicted by SIESTA, MEAM and EAM for Ag and
Ti (aRef[48], bRef[94], cRef[41], dRef[42], eRef[88], fRef[43]).
Ag (100) Ag (111) Ti (0001)
Expt.[102] 1.246 1.250 2.100
SIESTA 0.972 0.982 2.381
MEAM 0.966(0.983a) 0.832(0.842a) 2.153(2.156b)
Wadley 0.979 0.907 1.285
Ackland 0.759(0.759c) 0.621(0.620c) 0.987(0.993d)
Mishin 0.940(0.940e) 0.862(0.862e) 1.265(1.725f )
4.3.3 Surface Binding Energy
To calculate the surface binding energies, one Ag (or Ti) was added to the system at
various sites. The configurations include the adatom being on top of surface atoms, in
hollow sites on different surfaces, replacement with surface atoms and interstitials. The
structures used to fit are shown in Figs. 4.3, 4.4 and 4.5. The calculated surface binding
energies are shown in Fig. 4.6. From SIESTA we found that a Ti atom in the surface layer
of both Ag (100) and Ag (111), with a displaced Ag adatom, is energetically preferable
to a Ti adatom on the surface. However, on the Ti (0001) plane, the configuration with
the Ag adatom is more stable than the other case. The binding energies calculated by the
MEAM are in much better agreement with SIESTA than those from Johnson and Ward,
especially on the Ti surface. This is also true for Ag surfaces, when the Ti atom joins the
surface layer.
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(a) (b)
(c) (d)
(e) (f)
Figure 4.3: Top view of 6 structures on the Ag (100) surface used for fitting parameters
in MEAM. Atoms are coloured by species. The red sphere is Ti and grey spheres are Ag.
The configurations are: (a) Ti on top of an Ag surface atom; (b) Ti in a hollow site; (c)
Ti in a bridge site; (d) Ti exchanges with a silver atom with the Ag sitting next to Ti; (e)
Ti exchanges with a silver atom with the Ag sitting away from Ti; (f) Ti as an interstitial
beneath the surface. The green star indicates the position of the displaced Ag atom.
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(a) (b)
(c) (d)
(e) (f)
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(g) (h)
Figure 4.4: Top view of 8 structures on the Ag (111) surface used for fitting parameters
in MEAM. Atoms are coloured by species. The red sphere is Ti and grey spheres are Ag.
The configurations are: (a) Ti on top of Ag surface atom; (b) Ti in an ABA hollow site;
(c) Ti in an ABC hollow site; (d) Ti in a bridge site; (e) Ti exchanges with a Ag atom
with the Ag sitting in an ABA hollow site next to Ti; (f) Ti exchanges with an Ag atom
with the Ag sitting in ABC hollow site next to Ti; (g) Ti exchanges with a Ag atom with
the Ag sitting away from Ti; (h) Ti as an interstitial beneath the surface. The green star
indicates the position of the displaced Ag atom.
4.3. RESULTS 69
(a) (b) (c)
(d) (e)
(f) (g)
Figure 4.5: Top view of 7 structures on the Ti (0001) surface used for fitting parameters
in MEAM. Atoms are coloured by species. The red spheres are Ti and grey spheres are
Ag. The configurations are: (a) Ag on top of a Ti surface atom; (b) Ag in an ABA hollow
site; (c) Ag in an ABA hollow site; (d) Ag in a bridge site; (e) Ag exchanges with a Ti
atom with the Ti sitting in an ABA hollow site; (f) Ag exchanges with a Ti atom with
the Ti sitting in an ABC hollow site; (g) Ag as an interstitial beneath the surface. The
green star indicates the position of the displaced Ti atom.
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4.4 Conclusions
The surface energy for Ti is underestimated by the EAM potentials compared to exper-
iment and SIESTA calculations while the MEAM performs better. From the SIESTA
calculations, on the Ag (100) and (111) surfaces, the most favourable configuration is the
added Ti atom exchanges with one Ag surface atom. The replaced Ag atom prefers to sit
next to the Ti atom. On the Ti (0001) surface, the most stable configuration is the silver
adatom residing in hollow sites.
The binding energies of Ag on Ti (0001) are much smaller using Johnson’s and Ward’s
mixing rules and the orders of favourable configurations predicted by EAM is wrong.
A new MEAM potential has been developed based on the existing MEAM elemental
potentials for Ag and Ti which gives good agreement with the surface binding energies.
We will use the new MEAM potential to simulate the surface growth for the Ag-Ti system.
But before doing so in Chapter 5 we will carry out single point depositions using different
models. This can not only verify our new MEAM potential but also compare to the
existing potentials.
4.4. CONCLUSIONS 71
-6
.2
-5
.2
-4
.2
-3
.2
-2
.2
-1
.2
-0
.20.
8
Binding Energy (eV)
SI
ES
TA
M
EA
M
Jo
hn
so
n
W
ar
d
Ag
 (1
00
) s
ur
fa
ce
Ag
 (1
11
) s
ur
fa
ce
Ti
 (0
00
1)
 su
rfa
ce
Fi
g.
4.
3
(a
)
(b
)
(c
)
(d
)
(e
)
(f)
Fi
g.
4.
4
(a
)
(b
)
(c
)
(d
)
(e
)
(f)
(g
)
(h
)
Fi
g.
4.
5
(a
)
(b
)
(c
)
(d
)
(e
)
(f)
(g
)
Figure 4.6: Surface binding energies for various structures of one adatom predicted by
SIESTA, MEAM, Johnson and Ward.
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Chapter 5
Single Point Depositions
MD simulations were carried out using the in-house developed LBOMD package to model
the impact of single atoms onto different surfaces at different energies. All three potentials
(Johnson, Ward and MEAM) for the Ag-Ti system were used in order to gain insight into
the performance of different potentials and the newly fitted MEAM potential. The impact
of individual atoms at different energies and the resulting surface structures can give insight
into the optimum energy to use for the best growth conditions.
5.1 Methodology
The Ti substrate consisted of 10 layers with 100 atoms in each layer. For Ti impact onto
Ag (100), the substrate consisted of 14 layers with 98 atoms in each layer. The Ag (111)
substrate consisted of 12 layers with 88 atoms in each layer. In the simulation, 1000 uni-
formly generated grid points were used for the deposition area. The deposition area is
usually an irreducible symmetric zone of the underlying crystal surface (Fig. 5.2).
Single atoms were deposited onto the surfaces with kinetic energies of 0.1, 1, 3, 10 and
40 eV normally to the substrates (the y direction in Fig. 5.1) from the grid points of
the deposition area starting at a distance 10 A˚ beyond the cutoff of the potentials. The
simulation was run for 10 ps and a constant timestep of 1 fs was used. The bottom layer
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of the lattice was fixed and the second layer from the bottom kept heated to 300 K with
a Berendsen thermostat.
Figure 5.1: Illustration of directions and substrate used for single point depositions.
(a) Ti (0001) (b) Ag (100) (c) Ag (111)
Figure 5.2: Deposition areas chosen on the Ti (0001), Ag (100) and Ag (111) surfaces
when impacting single atoms.
5.2 Deposition Results
Before we analyze the results, a classification of final positions of the deposited atoms
is introduced. “Penetrate” means that the surface layer was penetrated by the impact
atom and “in surface layer” means the deposited atom became part of the surface layer.
“Adsorb” means the deposited atom was adsorbed on the first layer while “rebound” means
that the atom was reflected. These four categories are illustrated in Fig. 5.3:
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Figure 5.3: Categories of final locations of deposited atoms.
5.2.1 Ti (0001) Surface
The categories shown in Fig. 5.3 were determined for the different models with the results
shown in Fig. 5.4. There is considerable variance between the models. After the simulation
time of 10 ps, the positions of the Ag atoms on the Ti surface were scattered over the
surface as shown in Fig. 5.5. In the cases of 0.1 and 1 eV, almost all of the Ag atoms
were adsorbed on the Ti surface for Johnson’s model and most of Ag atoms finally located
in the hollow sites of the substrate. Ward’s model showed a different result with about
40% of Ag atoms joining the first layer at 0.1 eV. The percentage increased to 90% when
the impact energy is 1 eV. With the MEAM potential, when the impact energy is less
than 3 eV, all the deposited Ag atoms are adsorbed on the surface, but are not as mobile
as the Ag atoms in Johnson’s model. The Ag atoms reside mostly on the lattice sites
(ABA or ABC hollow sites) when using the MEAM potential. Although, from DFT, the
configuration of Ag adatoms residing on the surface layer is energetically favourable, there
is an energy barrier that has to be overcome to achieve this.
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Figure 5.4: Single atom impact results for the Ag atoms deposited onto the Ti (0001)
surface predicted by Johnson, Ward and MEAM models. Error bars are plotted.
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(a) 0.1 eV-Johnson (b) 3 eV-Johnson
(c) 0.1 eV-Ward (d) 3 eV-Ward
(e) 0.1 eV-MEAM (f) 3 eV-MEAM
Figure 5.5: Plots of final locations of deposited Ag atoms on the Ti (0001) surface after
10 ps. Green crosses indicate the final positions of Ag atoms and the blue rectangle is the
deposition area.
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5.2.2 Ag (100) Surface
Fig. 5.6 gives the categories for the Ag (100) surface. Johnson’s model and the MEAM
model give similar results at 3 eV, while with Ward’s model more than 80% of the Ti atoms
exchange with the surface Ag atoms. Since the Ti atoms are lighter than Ag atoms, when
the deposition energy is 40 eV, nearly half of them are reflected with MEAM model. The
DFT calculations show that the Ti atoms replacing the Ag surface atoms is preferable to
the Ti resting on the outermost layer, and this category increases with all models as the
energy increases. Fig. 5.7 shows the final resting places of the deposited Ti atoms relative
to the impact zone. There is considerable spreading indicating low barriers for diffusion.
However, the energy for diffusion was not calculated at this stage.
Figure 5.6: Single atom impact results for the Ti atoms deposited onto the Ag(100) surface
predicted by Johnson, Ward and MEAM. Error bars are plotted.
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(a) 0.1 eV-Johnson (b) 3 eV-Johnson
(c) 0.1 eV-Ward (d) 3 eV-Ward
(e) 0.1 eV-MEAM (f) 3 eV-MEAM
Figure 5.7: Plots of final locations of deposited Ti atoms on the Ag (100) surface after
10 ps. Green crosses indicate the final positions of Ti atoms and the blue rectangle is the
deposition area.
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5.2.3 Ag (111) Surface
Fig. 5.8 gives the categories for the Ag (111) surface. The results are quite different for
the surface with the two mixing rules. With Johnson’s model, all Ti atoms are adsorbed
on the surface, the same as for the Ag (100) surface. In Ward’s model, when the impact
energy is 0.1 eV, 75% of Ti atoms join the surface layer and an increase in energy leads to
more atoms joining the first layer. When the energy is high enough (40 eV), the surface is
penetrated. With MEAM, for low and median impact energies (< 40 eV), the Ti atoms
mostly sit on the surface layer with a small percentage of Ti atoms joining the surface
layer. Thus the Johnson’s mixing rule gives a similar predictions to the MEAM potential.
Fig. 5.9 shows the final resting places of the Ti atoms with respect to the impact zone.
Again there is a lot of spreading, indicating low energy barriers for diffusion.
Figure 5.8: Single atom impact results for the Ti atoms deposited onto the Ag(111) surface
predicted by Johnson, Ward and MEAM. Error bars are plotted.
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(a) 0.1 eV-Johnson (b) 3 eV-Johnson
(c) 0.1 eV-Ward (d) 3 eV-Ward
(e) 0.1 eV-MEAM (f) 3 eV-MEAM
Figure 5.9: Plots of final locations of deposited Ti atoms on the Ag (111) surface after
10 ps. Green crosses indicate the final positions of Ti atoms and the blue rectangle is the
deposition area.
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5.3 Conclusions
Three potentials for the Ti-Ag system have been used to simulate the single atom deposi-
tions of the Ti-Ag system. The interactions of Ti-Ag predicted by our newly fitted MEAM
potential indicated that the Ag atoms spread over the Ti basal plane. With the Johnson’s
and the Ward’s mixing rules, the Ag adatoms spread out more at low impact energy. The
MEAM showed a stronger interaction between the Ag adatoms and the Ti atoms.
Since the surface energy of Ti is far greater than that of Ag (see Chapter 4), an Ag adatom
is likely to exchange with the top layer Ti atoms. For the deposition of Ti onto the Ag
surfaces ((100) and (111)), Johnson’s mixing rule and MEAM showed similar results. We
have shown in Chapter 4 that the surface energies and the binding energies with our newly
fitted MEAM potential gave the best agreement with the SIESTA calculations. Although
the Johnson’s mixing rule gave results similar to MEAM, it cannot predict correct values
of binding energies, as shown in Chapter 4. We believe that results obtained with the
MEAM potential best describe the interactions of the Ti-Ag system.
To investigate the diffusion of Ag atoms on the Ti substrate and how easy it is for Ti
atoms to exchange with Ag surface atoms, we will need some methods to calculate the
energy barriers between different configurations. These calculations and further growth
results using AKMC are presented in Chapter 6.
Chapter 6
Growth Simulations in Ti-Ag System
In this chapter the growth in the Ti-Ag system will be investigated over long time scales.
This was achieved by the hybrid method which combined MD with the AKMC method
using the newly developed MEAM potential. By using transition search methods, energy
barriers can be calculated for various transitions in the Ti-Ag system ensuring that a
detailed investigation of interactions between Ti and Ag atoms can be presented. The
systems considered are Ti growth on Ag (100) and Ag (111) and Ag growth on Ti (0001).
6.1 Methodology
The deposition rate chosen is 10 monolayers per second with all added atoms incident nor-
mally. 200 to 2000 transition searches have been carried out depending on the size of the
system and the defect cluster. The Ag (100) substrate consists of 8 layers and 128 atoms
per layer. For this system size a deposition event can occur over a timescale equivalent
to a transition event with a barrier of ∼0.6 eV. The threshold chosen for the super-basin
method is 0.5 eV. The Ag (111) substrate has 6 layers with 132 atoms in each layer. There
are 10 layers and 100 atoms in each layer in the Ti (0001) substrate. For all substrates, the
bottom two layers were fixed and the next layer thermalised to 300 K with a Berendsen
thermostat. Periodic boundary conditions are applied in the x and z directions which
are parallel to the surface (Fig. 6.1). The max-coordination method (described in Sec-
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tion 3.6) was used to identify defects for simulations of Ti on Ag (111) and Ag on Ti (0001).
In our simulations, the Dimer method is first used to find the saddle states and then the
NEB method is used to calculate the transition barriers more accurately and also to obtain
the minimum energy path. The prefactor was set to be 1013 s−1 for all simulations in this
Chapter.
Figure 6.1: Illustration of directions and an Ag (111) substrate for surface growth simu-
lations.
6.2 Ti on Ag (100)
From the single point deposition results predicted by MEAM in Chapter 5, the surface layer
would be penetrated at impact energies of 20 eV or above. The Ti atoms reside subsurface
with Ag surface atoms being displaced as adatoms. This configuration is energetically
favourable according to the SIESTA results (shown in Chapter 4, Fig. 4.6). However, the
energy barriers and the reaction pathways were not calculated in SIESTA . We hereby first
run simulations with small clusters of Ti atoms on the Ag (100) substrate to determine
the possible transitions and the corresponding barriers.
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6.2.1 Transitions and Reaction Pathways
The first simulation considered is one Ti adatom placed in the hollow site on the Ag (100)
surface. This is the left hand image in Fig. 6.2(a). The concerted motion of two atoms,
one Ti atom and one Ag atom, is found in the simulations. The NEB calculations showed
that the energy barrier and the exchange pathway for the exchange of one Ti with one
Ag surface layer atom is 0.42 eV. The energy barrier for one of the atoms in Ti dimer to
replace one Ag atom is 0.30 eV (Fig. 6.2(b)). A Ti trimer makes the exchange easier to
happen with a barrier of 0.09 eV (Fig. 6.2(c)).
The barrier for one Ti hopping from one hollow site to the adjacent hollow site requires
0.71 eV via a bridge site. Hence it is more favourable for the deposited Ti atoms to ex-
change with the outermost layer Ag atoms. The replaced Ag atom tends to move around
the Ti with the energy barrier of 0.47 eV (Fig. 6.3(a)) while it requires 0.81 eV (Fig.
6.3(a)) for the Ag atom to hop to the other hollow sites.
In the initial stages of deposition, almost all deposited Ti adatoms exchange with the Ag
surface atoms, since the rate for the Ti exchange (8.3 × 105 s−1) is far greater than the
deposition rate (1280 s−1) and the surface diffusion rates (Table 6.1). Since there is a
factor of > 100 difference in these rates, the system will then be dominated by the motion
of the Ag atom around the subsurface Ti and the KMC clock will advance slowly. Fig. 6.4
presents more transitions on the Ag (100) surface. When there are two Ti atoms in the
subsurface, the barriers for Ag adatom is less than 0.3 eV. It is energetically favourable
for two adatoms (either Ag or Ti) to cluster together. With the transitions shown in Fig.
6.4, the probability of choosing a deposition event in the KMC routine is even lower.
6.2.2 Growth Results
As we can see from Table 6.1, transition 6.3(a) which allows an Ag atom to move around
the surface Ti has a rate which is 100 times that of the deposition rate. That means that
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(a)
(b)
(c)
Figure 6.2: Energy barriers and reverse barriers for the exchange of Ti with the Ag surface
atoms on the Ag (100) surface. Atoms are coloured by height. The big spheres are Ag
and small spheres are Ti. With more Ti adatoms placed on the surface in the form of a
small cluster, the energy barrier decreases from 0.42 eV to 0.09 eV.
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(a)
(b)
Figure 6.3: Energy barriers and reverse barriers for a single Ag atom diffuses on the Ag
(100) surface with one Ti in the surface layer. Atoms are coloured by height. The big
spheres are Ag and small spheres are Ti. Yellow arrows indicate the direction of transitions.
Table 6.1: Rates for deposition event and transitions in Fig. 6.3 on the Ag (100) substrate.
Event EB (eV) Rate (s−1)
Deposition 0.59 1.28× 103
Trans 6.3(a) 0.47 1.07× 105
Trans 6.3(b) 0.81 0.25
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(a)
(b)
(c)
(d)
Figure 6.4: Energy barriers and reverse barriers for the Ag atom to diffuse on the Ag
(100) surface with one or two Ti atoms in the surface layer. Atoms are coloured by height.
The big spheres are Ag and small spheres are Ti. Yellow arrows indicate the direction of
transitions.
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by normal AKMC routine, the deposition would be chosen on average every 100 KMC
steps. With more Ti atoms deposited, the system would then be dominated by the motion
of Ag atoms around the Ti. Using the super-basin method, the first deposition occurred
at KMC step 5 and we were able to simulate up to 230 Ti deposited on the Ag (100)
substrate. In Fig. 6.6 we present the final configuration of Ti onto Ag (100) by AKMC,
equivalent to 172 milliseconds of real time at a deposition energy of 1 eV. The simulation
took about one week to finish with 48 cores running in parallel. The results are shown in
Fig. 6.6.
Figure 6.5: Illustration of the final positions of Ti deposited onto the Ag (100) surface
with deposition energy at 3 eV using MD + AKMC. Atoms are coloured by height. The
big spheres are Ag and small spheres are Ti.
There are 128 atoms in a single Ag layer. Fig. 6.6 shows that the surface layer of the
substrate is nearly complete with only two vacancies, with the first new layer having three
vacancies. The percentage of Ti in the original surface layer is 60.3% and in the first new
layer the percentage is 48.8%. The third layer is about to form and we expect that with
more Ti atoms deposited, the Ag atoms will continue to exchange with the deposited Ti.
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Predicing how many mixed layers would be formed before we get a pure Ti layer would
require considerably more computational power since, as more ‘defect regions’ form, the
simulation also slows.
Another simulation in which the deposition energy is 3 eV, is shown in Fig. 6.5. This
simulation was run for 157 milliseconds with 169 Ti atoms deposited. The result indicated
that the second or further layer Ti atoms would stay on non-lattice sites when Ti atoms
are deposited at 3 eV. As the defect clusters are then very large and contain up to 200
atoms, the off-lattice AKMC could not be applied to investigate the further growth of
Ti on Ag (100) surface since it fails to find enough transitions that belong to the defect
volume for the results to be statistically meaningful. The 3 eV results show slightly fewer
atoms in the third layer compared to the 1 eV results, indicating that the slightly higher
energy can result in more compact films.
In order to try to determine the extent of the mixed region, we have conducted MD only
at enhanced deposition rates at different impact energies. The MD was run for 5 to 20
pico seconds and relaxed before the next deposition. A total of 400 atoms were added to
the system. We observed that up to four layers have to be formed when the impact energy
is less than 20 eV (Fig. 6.8) before a layer containing 100% Ti is formed.
We have compared the final structures using AKMC with MD only at the unrealistically
high deposition rate. The final structure using MD only is shown in Fig. 6.7. For this
system there is no real observable difference at each impact energy in the structure of the
first two added layers. Moreover, by using MD and relaxing the system after each depo-
sition we can model the growth of hundreds of atoms and investigate how many mixed
layers need to be formed. The single point depositions indicate that the higher the impact
energy is, the deeper Ag layer would be penetrated (Fig. 5.6). Thus as the energy of
deposition increases, more mixed layers are formed before we get a pure Ti layer. Though
in this simulation the high rate MD gives similar result with the hybrid AKMC + MD
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model, in other cases the high rate MD runs may not predict correct evolutions of the
atomistic system. In the growth of Ti on the Ag (100) and (111) surfaces, we can use the
high rate MD simulations to predict the final structures.
Fig. 6.8 illustrates the number of mixed layers and the percentage of Ag and Ti atoms in
each layer at deposition energies of 10 eV and 20 eV. The simulations at 1 eV and 3 eV
gave similar results as 10 eV. Hence we do not repeat there results. However at 20 eV up
to 8 mixed layers were formed and the original subsurface and surface layers have close
coverage of Ti.
6.3 Ti on Ag (111)
From the SIESTA results (Fig. 4.6) in Chapter 4, Ti atoms residing in the outermost
layer is energetically favourable compared to pure Ag (100). However the single point
depositions modelled by MEAM potential at 3 eV indicated that Ti atoms can spread out
over the Ag (111) surface (Fig. 5.9). Around 2.5% of deposited Ti atoms exchanged with
the Ag surface atoms (Fig. 5.4) at 3 eV. This may indicate that the energy barrier for the
exchange is higher than diffusion over the surface. In this section the energy barriers for
the transitions will be calculated and also the growth simulation of Ti deposited onto the
Ag (111) surface will be modelled using both AKMC and high rate MD.
6.3.1 Transitions and Reaction Pathways
The exchange mechanism of one Ti with Ag surface atoms involves three atoms (one Ti
and two Ag atoms), while only two atoms are involved on the Ag (100) surface. With one
Ti placed on the surface, the configuration was minimised and the Ti adatom resides on
the bridge site of two Ag surface atoms. The energy barrier is 0.45 eV for the exchange
mechanism of a single Ti atom, shown in Fig. 6.9(a). When a Ti-dimer is placed on the
surface, one of the Ti atoms exchanges with an Ag surface atom with barrier 0.26 eV (Fig.
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(a) surface layer (b) first layer
(c) second layer (d) third layer
(e) top view
Figure 6.6: Illustration of the final positions of Ti deposited onto the Ag (100) surface
at 1 eV using MD + AKMC. Atoms are coloured by height. The big spheres are Ag and
small spheres are Ti. Four mixed layers are shown separately from left to the right and
top to the bottom.
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(a) surface layer (b) first layer
(c) second layer (d) third layer
(e) top view
Figure 6.7: Illustration of final positions of Ti deposited onto the Ag (100) surface at 1
eV using high rate MD only. Atoms are coloured by height. The big spheres are Ag and
small spheres are Ti. Four mixed layers are shown separately from left to the right and
top to the bottom.
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(a) 10 eV
(b) 20 eV
Figure 6.8: The percentage of Ag and Ti in each layer of Ag (100) at impact energies (a)
10 eV and (b) 20 eV using the MD only model at enhanced deposition rate. 0 denotes
the surface layer of the substrate; positive numbers denote the newly formed layers and
negative numbers are layers below the surface layer. The lines are to guide the eye only.
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6.9(b)). The energy barrier for the diffusion of a Ti dimer on the silver (111) surface is
0.12 eV. The Ag-Ti dimer has a higher barrier of 0.25 eV. The barrier is 0.20 eV when an
atom from a Ti trimer joins the outermost layer, displacing an Ag atom onto the surface
(Fig. 6.9(c)).
(a)
(b)
(c)
Figure 6.9: Energy barriers for the exchange of Ti with the surface atom on the Ag (111)
surface. Atoms are coloured by height. The big spheres are Ag and small spheres are Ti.
Yellow arrows indicate the direction of transitions.
The Ag adatom requires 0.31 eV to drop off the step edge with 0.52 eV as the reverse
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barrier (Fig. 6.10). It requires 0.51 eV for one Ti adatom moving down the step edge and
a much higher energy barrier to do the reverse, 1.15 eV. This indicates that it is easier for
Ag atoms to pop up than the Ti atoms.
(a)
(b)
Figure 6.10: Energy barriers and reverse barriers for Ag and Ti drop off the step edge of
an island on the Ag (111) surface.
6.3.2 Initial Growth of Ti on Ag (111)
Similar to Ag diffusion on Ag (111), the diffusion barrier for Ti on Ag (111) is about 0.05
eV predicted by the MEAM potential. The diffusion barrier of a Ti dimer is about 0.07
eV. Ti clusters are therefore mobile on the Ag (111) surface.
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(a)
(b)
Figure 6.11: Simulation of placing 12 Ti adatoms on the Ag (111) substrate as the start
configuration. Atoms are coloured by height. The big spheres are Ag and small spheres
are Ti. Two small clusters were formed. (a) is the initial configuration and (b) is the
configuration obtained after 1500 AKMC steps.
Hence with only one Ti adatom as the initial configuration, the AKMC simulation will
show that the Ti will diffuse across the surface for several hundred steps. Even applying
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the super-basin method cannot speed up the simulation since the created local super-
basins will be purged when the system moves to a different basin state.
We did a few tests running AKMC simulations by randomly placing 8 to 16 Ti atoms on
the Ag (111) substrate. Fig. 6.11 shows the simulations in which 12 Ti adatoms were
placed randomly on Ag (111) surface. A deposition event occurred after 1500 KMC steps
when two small clusters have been formed. The clusters are a mixture of Ti and Ag atoms
which are stable on the surface.
Figure 6.12: System state after MD simulation of 12 Ti atoms on Ag (111) run for 1 nano
second. Atoms are coloured by height. The big spheres are Ag and small spheres are Ti.
This state was used as the starting configuration for the AKMC runs.
The AKMC simulation shown in Fig. 6.11(b) reached a time scale of hundreds of micro
seconds. This can also be reached by MD alone. Hence, before we run the AKMC
simulation, we run MD for 1 nanosecond to create a starting configuration for AKMC by
placing 8 to 16 Ti adatoms randomly on the Ag substrate. The MD simulations showed
that the atoms clustered together in about 20 picoseconds with the clusters becoming
stable after around 50 picoseconds, as some Ti atoms exchange with the surface Ag atoms.
Thus we chose such a configuration as the starting point for our deposition simulations.
Such a starting configuration is shown in Fig. 6.12.
6.3. TI ON AG (111) 99
6.3.3 Growth Results
As mentioned in Section 3.9, the super-basin method can deal with multiple local super-
basins during atomistic simulations. Fig. 6.13 shows two local super-basins formed during
the growth of Ti on the Ag (111) substrate after the addition of 14 Ti atoms. The super-
basins are localised around the 2 separate clusters seen in Fig. 6.13. During the simulation,
each of the local super-basins is explored respectively and rates for the transitions are
modified using the meam rate method (see Section 3.9.1).
Figure 6.13: Two local super-basins created when depositing Ti atoms onto Ag (111)
substrate. Atoms are coloured by height. The big spheres are Ag and small spheres are
Ti. The searches are carried out to both of the DVs and rates for each transition are
modified.
Fig. 6.14 shows the system after the addition of 239 Ti atoms. There is one vacancy in
the surface layer and the first layer is almost complete only with three vacancies. The
simulations reached a time of 150 milliseconds. The growth of Ti on Ag (111) proceeds
by forming islands of Ag and Ti atoms up to 3 layers. Also, on the second new layer, the
Ti adatoms tend to cluster together.
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(a) surface layer (b) first layer
(c) second layer (d) third layer
(e) top view
Figure 6.14: Illustration of final positions of 239 Ti deposited onto the Ag (111) surface
at 3 eV using AKMC + MD simulation of 150 ms. Atoms are coloured by height. The
big spheres are Ag and small spheres are Ti. Four mixed layers are shown separately from
left to the right and top to the bottom.
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We also simulated Ti deposition on the Ag (111) in MD only runs. By depositing 600 Ti
atoms onto Ag (111) surface at high rate using MD only at 3 eV and run for 10 ps, the
structure for each layer is shown in Fig. 6.15.
(a) surface layer (b) first layer
(c) second layer (d) third layer
Figure 6.15: Illustration of final positions of Ti deposited onto Ag (111) surface at 3 eV
using MD only. Atoms are coloured by height. The big spheres are Ag and small spheres
are Ti. Four mixed layers are shown separately from left to the right and top to the
bottom.
The coverage of Ti in each layer of Ag (111) using AKMC + MD and the high rate MD
approach described earlier is shown in Fig. 6.16. By comparing the MD + AKMC coverage
of surface layer and the first 2 layers with the high rate MD approach we see that there
is no significant difference between them. It turns out that the coverage of Ti in each
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layer is different for the (100) and (111) surfaces. For the (111) surfaces, the percentage
of Ti increased gradually starting from the surface layer. While there was a dip for (100)
surface which showed that the percentage of Ti in the surface layer is greater than that in
the first new layer. The reason for this difference is that the Ti can go into the subsurface
layer for (111) while it was never observed in the (100) surface. Ag atoms can be present
up to the 3rd layer and after that pure Ti thin films is formed.
Figure 6.16: The percentage of Ti in each layer comparing AKMC + MD and high rate
MD runs. Ti atoms were deposited at 3 eV. 0 denotes the surface layer of the substrate.
The lines are to guide the eye only.
6.4 Ag on Ti (0001)
The single point depositions shown in Fig. 5.4 predicted by MEAM indicate that over
90% of Ag atoms reside on the Ti basal plane (Fig. 5.5) at 3 eV. Fig. 4.6 shows from
SIESTA calculations that this is the energetically preferred situation.
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6.4.1 Transitions
There are two types of hollow sites on the Ti surface: ABC sites and ABA sites shown
in Fig. 6.17. It requires 0.24 eV for an Ag adatom to move from the ABC hollow to the
ABA hollow and the reverse barrier is 0.13 eV. They are shown in Fig. 6.18. Hence the
ABC hollow is preferred over the ABA site.
Figure 6.17: The stacking on the Ti basal plane. The ABA stacking makes a hexagonal
close-packed (hcp) structure and the ABC stacking makes the face-centred cubic (fcc)
structure.
Figure 6.18: The diffusion barriers of Ag on the Ti basal plane. Atoms are coloured by
specie. The red spheres are Ti and the grey spheres are Ag. Yellow arrows indicate the
direction of transitions.
An important observation is that when Ag atoms are on a silver island, it is easy for the
second layer Ag atom to drop down the step edge to the Ti surface. Two transitions are
shown in Fig. 6.19 with corresponding energy barriers of 0.03 eV and 0.12 eV. Fig. 6.19(a)
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shows a concerted motion where the second layer Ag atom pushes one Ag atom to the
ABA hollow site and resides on another ABA site.
(a)
(b)
Figure 6.19: Energy barriers for Ag moving down a step edge from a silver island to a Ti
surface. Atoms are coloured by height. The big spheres are Ag and small spheres are Ti.
Yellow arrows indicate the direction of transitions.
6.4.2 Growth Results
As with the previous MD + AKMC model, we start the growth with a partially covered
surface. 25 Ag atoms were initially placed on Ti basal plane (Fig. 6.20(a)). In this case
the Ag atoms prefer to be separated rather than cluster. The lattice constants are 2.88 A˚
and 2.945 A˚ for Ag and Ti respectively. As more Ag are deposited, the silver atoms tend
to form chains. Later, a complete silver layer is formed on the Ti substrate with an ABC
stack (Fig. 6.20(b)(c)). The growth after a complete silver layer has formed indicates that
the second layer Ag atoms may not sit on perfect lattice sites (Fig. 6.20(d)). The energy
barrier for diffusion of a single Ag atom on this layer is only 0.06 eV so the atoms are very
mobile. As more atoms are added, the layers begin to form, indicating that islands do not
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form in the growth of the first two layers. After the first two new layers are complete the
Ag atoms grow in islands [26], since further growth is effectively Ag on Ag .
6.5 Conclusions
Initial surface growth has been simulated for the Ag-Ti system. The Ag on the Ti basal
plane forms a complete layer and the growth mechanism is different from that of Ti on
Ag. In the latter case the Ag surface layer is a mixed layer of Ag and Ti. Ti then grows in
islands on the Ag (111) surface. Deposited adatoms join an existing island and might ex-
change with the surface Ag atoms. The Ag atoms nucleate on the islands but detachment
from the islands has also been observed for Ti atoms. Mixing can occur over a region of
up to 5 layers for impact energies of 3 eV or less.
The basin method was applied to the simulations of Ti on both Ag (100) and Ag (111) for
different reasons. The motion of displaced Ag atoms around the Ti atoms on the (100)
surface occurs at a higher rate than the deposition rate which causes the AKMC model
to be slow without using the basin method. On the (111) surface, the diffusion barriers
of Ti and Ag adatoms are tiny so these would dominate the simulations. For Ti on
Ag deposition using MD at unrealistically high deposition rates shows growth structures
similar to those using the hybrid AKMC + MD method. This is not always the case and
care should always be taken to ensure that diffusion and rearrangement of surface atoms
between deposition events is correctly handled.
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(a)
(b)
6.5. CONCLUSIONS 107
(c)
(d)
Figure 6.20: Growth simulations of Ag on Ti basal plane. Atoms are coloured by height.
The big spheres are Ag and small spheres are Ti.
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Chapter 7
Comparing ParSplice and AKMC
7.1 Introduction
As mentioned in Chapter 3, AKMC and ParSplice are both techniques that can simulate
long time scales. Our current AKMC code can simulate up to seconds and the ParSplice
can achieve more than milliseconds if large computing power is available. As AKMC uses
the transition search methods to calculate the energy barriers and the transition rates,
we can compare the transitions and the associated rates with ParSplice. Moreover, when
the mean rate method is used with AKMC, we can check the distribution of basin-exiting
time with results from ParSplice. Therefore in this Chapter, we run ParSplice simulations
on an appropriate configuration and compare the results with AKMC.
7.2 System with a Single Adatom
The choice of a system and interatomic potentials for the material for comparison is very
important. In ParSplice, the correlation time is 1 or 2 picoseconds. If in the system the
time for the transition is too short compared to the correlation time, multiple transitions
will happen in a segment. Then it will be hard to analyse the average time for a given
transition. On the other hand, if the time for a transition is too long, e.g. more than
a few microseconds, it will take a long time for ParSplice to get enough transitions for
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the technique to work. From the previous studies, the energy barrier for one Ag adatom
diffusing on the Ag (111) surface ranges from 0.02 eV to 0.14 eV [103]. We start with a
simple configuration by only adding one silver adatom on the Ag (111) surface to compare
the two methods.
7.2.1 System Setup
The Ag (111) substrate consists of 6 layers with 132 atoms in each layer. The slab is 30 A˚
by 30 A˚ by 9.4 A˚. Initially, one silver adatom is placed on a ABC hollow site (Fig. 7.1) and
relaxed to a local minimum with the tolerance of 10−6 eV/A˚. For the AKMC simulations,
in order to test the convergence of the prefactor, some larger systems are also used. These
will be described later. The bottom layer is held fixed and periodic boundary conditions
are applied in the two directions parallel to the surface. Ackland’s EAM potential [41] for
silver was used for both ParSplice and AKMC simulations within the LAMMPS package.
Figure 7.1: The stacking arrangement on the Ag (111) surface. There are three layers
from bottom to the top named C, A, B. If one adatom is positioned directly above the C
layer atoms, it is named an ABC hollow site; if it is directly above the A layer atoms, it is
called an ABA hollow site. The expressions “A site” and “C site” refer to the “ABA site”
and “ABC site” respectively below.
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7.2.2 Results from AKMC
7.2.2.1 Transitions and Prefactor Calculations
The Dimer method was used first to locate saddle points and then the NEB method was
applied to obtain the energy barrier and the minimum energy path more accurately. The
experimental results using STM showed a prefactor of 2× 1011 s−1 and an energy barrier
of 0.097± 0.010 eV for the transition from the ABC site to the ABA site [104]. Table 7.1
shows some theoretical calculations carried out to compute the transition barrier and the
prefactor. Our calculations indicate that the transition for one silver adatom on (111) is
from the ABC hollow to the ABA hollow site (see Fig. 7.2), with a barrier of 0.120 eV
and a reverse barrier 0.105 eV.
Table 7.1: Energy barriers and prefactors for transition from ABC site to ABA site from
previous theoretical calculations.
Barrier (eV) Prefactor (s−1)
Cox at al. [105] 0.1 1.0× 1011
Rilling at al. [106] 0.058 1.4× 1012
Boisvert at al. [107] 0.055 2.29× 1012
Figure 7.2: Energy barriers of one silver adatom diffusing on the Ag (111) surface. Atoms
are coloured by height. The red atom is the adatom. The left image shows the Ag atom
sits in an ABC hollow site and in the right image the silver atom sittting in an ABA
hollow site. The black arrow indicates the direction that the atom moves.
Terms in the Hessian matrix are determined numerically, since the choice of displacement
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δ to calculate numerical derivatives in Equation 3.3.3 may have an impact on the accuracy
of prefactors. Calculations were implemented using various displacements in Table 7.2 at
a cutoff radius of 15 A˚. The displacement cannot be too small or too large since rounding
error may occur. Previous work has used 0.001 A˚ [82] but Table 7.2 indicates that 0.001
A˚is a good choice.
Table 7.2: Calculated prefactors and the associated rates at temperature 300 K as a
function of displacement for the transition from ABC site to ABA site shown in Fig. 7.2
with inclusion radius=15 A˚.
Displacement δ (A˚) Rate (s−1) Prefactor (s−1)
1.0× 10−7 1.30× 109 1.37× 1011
1.0× 10−6 6.83× 108 7.17× 1010
1.0× 10−5 6.07× 108 6.37× 1010
1.0× 10−4 5.54× 108 5.81× 1010
1.0× 10−3 6.62× 108 6.95× 1010
5.0× 10−3 1.69× 109 1.77× 1011
1.0× 10−2 3.06× 109 3.22× 1011
2.0× 10−2 6.38× 109 6.70× 1011
3.0× 10−2 1.00× 1010 1.05× 1012
4.0× 10−2 1.37× 1010 1.44× 1012
5.0× 10−2 1.71× 1010 1.80× 1012
1.0× 10−1 3.22× 1010 3.38× 1012
To gain more accurate rates for the transitions, we tested the convergence of the prefac-
tor at different cutoff radii. A large system with 20089 atoms was used for the prefactor
calculations. It consists of 12 layers with 1674 silver atoms on each layer. Here we only
consider the transition from the ABC site to the ABA site.
Table 7.3 presents the prefactors and the associated rates calculated using Equations 3.2.1
and 3.3.1 when varying the inclusion radius for a fixed displacement of 0.001 A˚. The table
indicates that the prefactor decreases as more atoms are included in the calculation. The
prefactor converges to a value 1.90 × 1010. However, large inclusion radii require more
computing time for the simulation, so we use a shorter cut-off distance for our further
calculations. For the smaller systems whose surface area is 30 A˚ by 30 A˚, we use 15 A˚
7.2. SYSTEM WITH A SINGLE ADATOM 113
for the prefactor calculations to avoid periodic overlap. However, what these calculations
show is that using numerical derivatives with various system sizes, the prefactor cannot
be accurately determined, with one significant digit accuracy at best. Thus the prefactor
calculations are unreliable and further work is needed (eg. analytic second derivatives) to
improve the methodology.
Table 7.3: Calculated prefactors and the associated rates at temperature 300 K as a
function of inclusion radius for the transition from ABC site to ABA site shown in Fig.
7.2.
Radius (A˚) Atoms Rate (s−1) Prefactor (s−1)
4.0 31 7.11× 109 7.47× 1011
6.0 83 2.72× 109 2.85× 1011
8.0 158 1.33× 109 1.40× 1011
10.0 239 8.34× 109 8.77× 1010
11.0 308 6.32× 108 6.64× 1010
13.0 477 4.22× 108 4.43× 1010
15.0 669 3.14× 108 3.30× 1010
17.0 930 2.61× 108 2.75× 1010
19.0 1276 2.20× 108 2.37× 1010
20.0 1429 2.25× 108 2.26× 1010
21.0 1609 2.09× 108 2.19× 1010
23.0 2104 1.96× 108 2.06× 1010
25.0 2587 1.89× 108 1.99× 1010
27.0 3248 1.84× 108 1.93× 1010
29.0 3911 1.78× 108 1.87× 1010
31.0 4751 1.78× 108 1.87× 1010
7.2.3 Transitions and Rates from ParSplice
ParSplice simulations were carried out on our HPC system using 20 cores for each simula-
tion. To obtain the rates and prefactors for diffusion of a single Ag atom on Ag (111), we
tried four temperatures: 250, 300, 350 and 400 K. We run each simulation for five hours
and for each temperature, 100 independent ParSplice runs were carried out.
The transitions of a single silver adatom on Ag (111) found by ParSplice are the hops
between ABA sites and ABC sites. This agrees with what we observed from AKMC.
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The average transition times from the ABC site to ABA site are calculated and shown in
Table 7.4. It is consistent with the Arrhenius equation (Equation 3.2.1) that the higher
the temperature, the faster the diffusion and more transitions occur. We plot the ln(1/t)
against 1/T in Fig. 7.3, where t is the mean transition time at each temperature and T
stands for the four temperatures we modelled. A linear fit in the form y = ax + b was
computed for the four points in Fig. 7.3. The coefficient of determination R2 for linear fit
is calculated as [108]:
R2 = 1−
∑n
i=1(yi − yˆi)2∑n
i=1(yi − y¯)2
, (7.2.1)
where yi stands for the value of the points, yˆi represents the calculated value of y using
the linear model and y¯ is the mean of the original data. R2 describes how well the model
predict the data and the higher the value of R2, the better the model is. We obtained
R2 = 0.999 for our fitting model which means that the four points have a good linear
relationship. Taking the logarithm of Equation 3.2.1 gives:
Table 7.4: Mean time for transitions in Fig. 7.2 at each temperature.
Temperature (K) Mean time (ps) Std error
250 42.97 0.618
300 17.31 0.095
350 9.24 0.089
400 6.05 0.027
ln(1/t) = −Eb
kb
(1/T ) + ln ν. (7.2.2)
The linear regression indicates that the relationship between ln(1/t) and 1/T is:
ln(1/t) = −1312.5(1/T ) + 28.037. (7.2.3)
Hence we can solve the Eb and ν in the above equation and obtained Eb = 0.1131 eV and
ν = 1.50×1012 s−1. The 95% confidence interval gives [−1422.6,−1202.3] and [27.68, 28.39]
for the slope and the intercept respectively. This corresponds to an interval for the energy
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barrier of [0.1036, 0.1226] eV. Since the energy barrier for transition ABC site to ABA site
is 0.1203 eV by AKMC, we can conclude that the ParSplice and AKMC predict similar
energy barriers for an Ag single adatom diffusion on the Ag (111) surface.
The prefactor we got from AKMC at a cutoff 15 A˚ is 3.30× 1010 s−1. This is two orders
of magnitude different from 1.50 × 1012 s−1 obtained by ParSplice. This is currently
an unsolved problem and more work needs to be done to understand the discrepancy.
Previous work on bulk systems has shown much better agreement.
Figure 7.3: A plot of ln(1/t) vs. 1/T with T=250, 300, 350 and 400 K using ParSplice of
the forward transition in Fig. 7.2. (t in seconds.) Four points are data from the ParSplice
runs. A linear least-squares fit (red line) was applied to the four points.
7.3 System with a Silver Island
One of the advantages of ParSplice is that it can deal with super-basin states and speed up
the simulation by assigning different weights for the state to work on. Since the super-basin
method has been implemented in our AKMC code, we can create a simple super-basin
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and compare the AKMC and ParSplice. The comparisons include the transitions, the as-
sociated rates and the exit time of super-basin states predicted by the mean rate method.
Previous AKMC calculations using Ackland’s EAM potential indicate that the second
layer silver atom requires 0.42 eV to drop off the island [109]. This is much higher than
the single atom hop (0.12 eV). Hence a system with a silver atom on the second layer can
be a good choice for a super-basin example.
7.3.1 System Setup
The Ag (111) substrate consists of 6 layers with 132 atoms in each layer. The slab is 30
A˚ by 30 A˚ by 9.4 A˚. To model a system with super-basin states, we add 8 silver atoms
on Ag (111) with 7 atoms on the first layer in a hexagonal shape and 1 atom on top of
the small island. The structure is presented in Fig. 7.4. Fixed boundary conditions are
applied to the bottom layer and periodic boundary condition are used in the other two
directions, with the surface layer being free.
Figure 7.4: Structure for a silver island on a Ag (111) substrate. 8 silver atoms are added
on Ag (111) with 7 atoms on the first layer in a hexagonal shape and 1 atom on top of
the small island. The structure was used for comparison of AKMC and ParSplice.
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7.3.2 AKMC Simulations
7.3.2.1 Transitions and Calculated Prefactors
The Dimer method was used first to find saddle points and then the NEB method was
applied to obtain the energy barrier and the minimum energy path. The transitions found
by AKMC can be categorised into two types. The first type is internal transitions (shown
in Fig. 7.5), which include transitions of the top Ag atom (red atom in Fig. 7.5) hopping
on the island between the ABA sites and the ABC sites. The energy barriers are 0.054
eV and 0.069 eV. The second type is escaping transitions where the top Ag atom drops
off the island. There are many different escaping paths for the top Ag atom either from
the ABA site or the ABC site but the barriers for these transitions are higher than the
internal transitions. Fig. 7.6 shows four possible escaping transitions. We group escaping
transitions into six classes based on the site from which the silver atom moves down and
how it moves down: “drop off A site”, “drop off C site”, “exchange with A site”, “ex-
change with C site”, “reconfigure from A site” and “reconfigure from C site”. Whenever
an escaping transition is chosen, a simulation is terminated.
Figure 7.5: Energy barriers of one silver adatom diffusing on an island on Ag (111). Atoms
are coloured by height. The left image represents the Ag atom sits on an ABA hollow
site and in the right image the silver atom sits on an ABC hollow site. The yellow arrow
indicates the direction that the atom moves.
The barriers, prefactors and rates for all possible transitions are listed in Table 7.5. The
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prefactors were calculated by numerical differentiation with a 15 A˚ cutoff and a displace-
ment of 0.001 A˚. Some double jumps containing two internal transitions are observed from
the AKMC simulations.
From the ratio of rates of internal transitions and escaping transitions, it would take
106 AKMC steps for the top silver atom to drop off the island. While we have found all
possible escaping transitions using AKMC, we can create a pre-defined event list to model
the evolution of the system. There are two tables created: one for the top Ag atom on the
ABC sites and the other one for it sitting in ABA sites. Hence the rates shown in Table
7.5 are included in the event lists and a Lat-AKMC (KMC on a lattice) simulation can be
carried out. The simplified Lat-AKMC takes 3 hours to run 1 million independent simu-
lations. In total we have 3 million KMC runs. The MRM was also used with the AKMC
and the internal rates were modified so that the system can escape from the super-basin
more easily. There are 1 million AKMC + MRM runs.
Table 7.5: Calculated prefactors and the associated rates for internal transitions in Fig.
7.5 and escaping transitions in Fig. 7.6.
Transitions Barrier (eV) Prefactor (s−1) Rate (s−1)
Internal A→C 0.0537 5.33× 1011 6.66× 1010
Internal C→A 0.0685 7.31× 1011 5.16× 1010
Drop off A site 0.411 1.87× 1012 2.30× 105
Drop off C site 0.412 4.62× 1012 5.56× 105
Exchange with A site 0.396 1.54× 1012 3.43× 105
Exchange with C site 0.412 1.97× 1012 2.50× 105
Reconfigure from A site 0.377 1.16× 1011 5.29× 104
Reconfigure from C site 0.392 1.25× 1011 3.26× 104
Fig. 7.7 illustrates a double jump from an A site to another ABA site through a ABC site.
Since the barriers for the transitions are tiny it is likely for the transition search algorithm
to find these double hops. However, in AKMC simulations, we need to filter out these
multiple jumps in order to update the system clock correctly.
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(a)
(b)
(c)
(d)
Figure 7.6: Energy barriers and reverse barriers for the escaping transitions off the island
on the Ag (111) surface. Atoms are coloured by height. The yellow arrows indicate the
direction that the atoms move. They can be described as (a) drop off from C site; (b)
drop off from A site; (c) exchange with C site; (d) reconfigure from C site.
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(a)
(b)
Figure 7.7: Double jumps found in AKMC. (a) labels 3 A sites and 3 C sites as basin states
in our model. (b) presents the barrier calculated by NEB from A1(initial point) to A2
or A3 (final point) site through C1 or C2 (saddle point) site. The red dots represent the
images in the NEB and the blue line is the line plot of images using stineman interpolation.
7.3.2.2 Sensitivity Tests of Mean Residence Time
During the whole simulation, the system is dominated by the internal transitions. Since
it is hard to tell how the rates of internal transitions affect the mean escaping time of
the super-basin, a sensitivity test was carried out using the MRM to calculate the mean
residence time of the super-basin when only changing the internal rates. A multiplier was
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applied to the internal rates and the rates for the escaping transitions were kept the same.
Fig. 7.8 shows a plot of mean residence time against the multiplier to the internal transition
rates. Even when the multiplier changes from 0.5 to 2.5, the mean residence time only
changes by less than 13 microseconds. Hence we can conclude that the main influence of
the mean residence time is on the rates for the escaping transitions.
Figure 7.8: Plot of mean residence time vs. multiplier to the internal transitions. x-axis
is the multiplier of internal transition rates in the basin. The lines are to guide the eye
only.
7.3.3 ParSplice Simulations
1000 independent ParSplice simulations were carried out on the system with a silver island.
140 cores were assigned for each simulation and the simulations were terminated whenever
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a transition other than the internal transition was detected. The chosen correlation time
was 1 ps. The escaping transitions observed from ParSplice runs were identical to those
from AKMC.
Multiple jumps were also observed in ParSplice. Tables 7.6 and 7.7 present the number
of transitions and the corresponding averaged transition time from A sites to other sites.
The data show that the number of transitions from an A site to adjacent C sites occur
about 24 times more often than transitions to other A sites. A tiny number of segments
contain 3 or more hops. Since in ParSplice only the initial and final states are stored, we
cannot extract more information from the segments containing multiple jumps. Even those
segments starting from A sites and ending up in adjacent C sites may contain multiple
jumps. When calculating the mean transition time from A sites to C sites, the segments
with multiple jumps are not included. So the mean transition time calculated for internal
transitions from A site to C site and from C site to A site are biased, which means that
the real time can be smaller than the time we obtained. However, we can still compare
the mean residence time even with multiple jumps in a single segments.
Table 7.8 gives a comparison of the mean time and rates for the internal rates by ParSplice
and AKMC approaches. It turns out that the ratio of the rates are close but the mean
time for both transitions predicted by AKMC is nearly twice of that from ParSplice. This
suggests that the prefactor we obtained from AKMC is smaller than what it should be.
This is consistent with our observation from the single adatom case.
Table 7.6: Number of transitions from ABA sites to ABC sites in Fig. 7.7 calculated from
ParSplice simulations.
No. of Trans C1 C2 C3 A1 A2 A3
A1 12,064,792 12,087,150 4,878 - 506,740 507,684
A2 12,013,951 4,797 12,070,480 507,259 - 508,352
A3 4,830 12,041,779 12,073,688 507,728 510,226 -
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Table 7.7: Mean transition time from ABA sites to ABC sites in Fig. 7.7 calculated from
ParSplice simulations.
Mean time (ps) C1 C2 C3 A1 A2 A3
A1 3.817 3.817 3.502 - 3.719 3.733
A2 3.817 3.532 3.813 3.729 - 3.727
A3 3.584 3.817 3.817 3.723 3.722 -
The mean residence time for the super-basin was calculated for each escaping path using
ParSplice, AKMC and AKMC + MRM approaches. Table 7.9 presents the mean time and
the standard error. The results also indicate a factor of two difference in the mean resi-
dence time for each escaping transition between AKMC and ParSplice. Since the inclusion
radius in prefactor calculations has a vital influence on the transition rate, we believe it
is the prefactors that are not very accurate.
Since in MD the transition times follow an exponential distribution (Equation 3.5.3),
same as in the KMC simulations, the distribution for the time spent in one state obeys an
exponential distribution. It would be useful to check that, when AKMC is used with the
MRM, the time distribution still stays the same. Fig. 7.9, 7.10 and 7.11 show the histogram
of time distribution of mean residence time for each escaping transition. The probability
density functions from AKMC + MRM are well shaped to exponential distributions.
Table 7.8: Average time and rate for transitions in Fig. 7.5 predicted by ParSplice and
AKMC.
ParSplice AKMC
A→C
mean time (ps) 3.816 7.510
Std error 0.227 0.0061
Rate (s−1) 2.620× 1011 1.332× 1011
C→A
mean time (ps) 5.066 9.853
Std error 0.290 0.0080
Rate (s−1) 1.974× 1011 1.015× 1011
Ratio of rates 1.328 1.312
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7.4 Conclusions
ParSplice and AKMC are compared in terms of transitions, energy barriers and transition
rates for two configurations on the Ag (111) surface. The prefactor calculations in the
AKMC approach indicate that a large inclusion radius (20 A˚) is needed for the conver-
gence of prefactors. The prefactors calculated from AKMC are two orders of magnitude
smaller than that from ParSplice for a single atom diffusion on the Ag (111) surface but
the energy barriers agree and are within a 95% confidence interval.
The configuration with a silver island added to the Ag (111) substrate creates a situa-
tion where the super-basin method can be applied. The transitions found by ParSplice
and transition search methods are identical. The mean time for internal transitions and
escaping transitions are greater than those from ParSplice which we also believe is due
to the inaccurate prefactors. The sensitivity test of internal transition rates using the
MRM indicates that the rates of escaping transitions play a significant role in the mean
resident time of super-basins. The time distribution for escaping transitions needs further
investigation.
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Figure 7.9: Histogram of probability density function v.s. mean residence time for each
basin-exit transition from ParSplice runs.
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Figure 7.10: Histogram of probability density function v.s. mean residence time for each
basin-exit transition from AKMC runs.
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Figure 7.11: Histogram of probability density function v.s. mean residence time for each
basin-exit transition from AKMC + MRM runs.
Chapter 8
Conclusions and Future Work
8.1 Conclusions
The main aim of this project was to model the surface growth of Ti-Ag system over realis-
tic time scales. Ag and Ti are used in window glass and the interface of Ag and Ti had not
been studied before on the atomistic scale. Thus, in this project a variety of simulation
techniques were used over a range of different timescales. The techniques include Den-
sity Functional Theory (DFT) used as a reliable tool for energy and force calculations,
Molecular Dynamics (MD) for depositions and adaptive kinetic Monte Carlo (AKMC)
to simulate surface growth. One of the accelerated MD techniques, parallel trajectory
splicing (ParSplice) was also used to compare with AKMC. Finally lattice-based AKMC
(LatAKMC) was compared with ParSplice.
It is the atomistic potentials that play a key role in atomistic simulations, as MD and
AKMC need to calculate energies and forces. Existing elemental potentials in the form of
the embedded atom method (EAM) for pure Ag and pure Ti were developed by Wadley
[45]. Two mixing rules, due to Johnson [50] and Ward [51] are available for the Ag-Ti
binary system. Neither of the mixing rules well reproduces the DFT results. The surface
energy for Ti is underestimated by the EAM compared to experimental results and ab
initio calculations, while the modified embedded-atom method (MEAM) performs better.
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A new MEAM potential was developed based on the existing MEAM elemental potentials
for Ag and Ti which gives good agreement with the surface binding energies. The newly
fitted MEAM potential was used for single point depositions and growth simulations for
Ag and Ti.
The results of the single point deposition using two different mixing rules differ with each
other. With Ward’s mixing rule, the Ti atoms reside in the surface layer with one sur-
face Ag atom popping up onto the first layer on both Ag (100) and (111) surfaces. With
Johnson’s mixing rule, the Ti atoms are adsorbed on the surface layer when the impact
energies are not high. The MEAM method indicates similar results to that of Johnson’s
model but the latter underestimates surface binding energies for all the configurations.
The surface growth for Ag on Ti basal planes using AKMC shows that the Ag adatoms
prefer initially to be well-separated from one another. The energy barrier for a second
layer Ag to drop off an Ag island is about 0.1 eV. With the deposition energy 3 eV, a
complete Ag layer can be formed. After that the growth will be similar to Ag on Ag which
has been investigated before.
For the growth of Ti on Ag (100) and (111) surfaces, a super-basin method is used with
the AKMC. The super-basin method is based on the mean rate method (MRM). A “basin”
is constructed of all states linked together via small barriers. This modifies the rate of
the low barrier transitions so that the system can escape from the “basin” easily and the
deposition event or other rare events can be chosen more often. On the Ag (100) surface,
the deposited Ti atom is more likely to exchange with one Ag surface atom rather than
diffuse on the surface. After the replacement, since the energy barrier (0.42 eV) for a
surface motion of Ag is much smaller than the equivalent deposition barrier (0.59 eV),
these transitions will dominate the simulation. The practice shows that the speed up with
the super-basin methods is at least one order of magnitude.
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Although on the Ag (111) surface a Ti adatom residing in the surface layer is energetically
more favourable than remaining as an adatom, an energy barrier of 0.45 eV needs to be
overcome for this transition to happen. Ti adatoms can easily diffuse over the surface,
with an energy barrier of only 0.05 eV. To deal with such small barrier transitions, the
super-basin method was used. This allowed around 200 Ti atoms to be deposited, which
allowed the simulation time to reach 150 milliseconds after three weeks running on 48
processes. Pure MD depositions at an enhanced deposition rate were carried out for Ag
deposited onto Ti basal planes and Ti deposited onto Ag (100) and (111) surfaces. The
high rate MD model indicates that the number of mixed layers of Ag and Ti on Ag (100)
and (111) substrates are at least four before a pure Ti layer is obtained.
Another topic in the project was to compare two long-time scale dynamics techniques -
AKMC and ParSplice. Since ParSplice is a modification of MD and has the advantage
of dealing easily with low energy barrier transitions, we can compare the MRM in the
AKMC code with ParSplice. Two configurations were used for comparison. One was a
single atom diffusion on the Ag (111) surface. Different temperatures were modelled by
ParSplice so that the energy barrier and transition prefactors could be calculated. The
transition search algorithms implemented in the AKMC code were used to compute the
barriers and prefactors. The energy barriers agree with each other while the prefactors
from AKMC are two orders of magnitude smaller than the experimental and ParSplice
results.
The other configuration investigated was a “basin” state with eight Ag atoms added onto
the Ag (111) surface. The main transition for the top Ag atom was to move around the
Ag island with an energy barrier of 0.06 eV. The barrier for the Ag to drop off the island
is 0.4 eV with the rate which is 10−6 that of the transitions on the island. By using
AKMC and ParSplice, the transitions observed were identical but the average time for
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those transitions differed by a factor of two due to inaccurate prefactor calculations.
8.2 Future Work
There are many aspects for further investigations. When we model the deposition of Ti
onto the Ag (111) surface, several titanium atoms are added to the system and MD sim-
ulation is run for 1 ps. The simulations indicate that the Ti atoms join together swiftly
and then exchange with the Ag atoms. It is of interest for us to investigate how quickly
the adatoms cluster and exchange with surface atoms on a much larger Ag (111) surface.
It would also be helpful to simulate the growth of Ag on TiO2 since the oxidation problems
are severe for Ti even at room temperature and, in any case, this interface often occurs in
multilayer stacks. The growth results from our AKMC simulations need to be compared
with experimental results since, so far, we have not been able to find any.
In the current AKMC code, the most expensive part is searching for transitions using both
single-ended and double-ended search methods. The current code uses a parallelisation
to carry out searches on multiple cores in order to save computation time. Another way
for large systems to accelerate the searches is to parallelise the searches in space which
means decomposing the defect volume into several parts and executing transition searches
on each part in parallel.
The timescale ParSplice can reach is limited to milliseconds with current computing power
and with expensive potentials and large systems the time is even shorter. So, work is re-
quired to improve the efficiency of ParSplice. Once the efficiency of ParSplice is improved,
it can then be used to model the initial growth and then compare to the results of AKMC.
A lot of effort has been spent on prefactor calculations in an attempt to ensure the cor-
rectness. We need to work on the prefactor calculations within the AKMC code to have
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much a closer result to ParSplice predictions.
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Appendix A
Single Point Deposition Data
Impact energy
Potential Final location 0.1 eV 1 eV 3 eV 10 eV 40 eV
Johnson
penerate 0.±0. 0.±0. 0.±0. 0.±0. 46.7±1.6
surface layer 0.±0. 0.±0. 0.±0. 71.8±1.4 48.7±1.6
adsorb 100.±0. 100.±0. 100.±0. 28.2±1.4 4.6±0.7
rebound 0.±0. 0.±0. 0.±0. 0.±0. 0.±0.
Ward
penerate 0.±0. 0.±0. 0.±0. 30.4±1.5 97.4±0.5
surface layer 40.6±0.3 90.5±1.6 89.4±1.0 50.3±1.6 2.6±0.5
adsorb 59.4±0.3 9.5±1.6 10.6±1.0 19.3±1.2 0.±0.
rebound 0.±0. 0.±0. 0.±0. 0.±0. 0.±0.
MEAM
penerate 0.±0. 0.±0. 0.±0. 0.±0. 32.2±1.5
surface layer 0.±0. 0.±0. 9.0±0.9 35.0±1.5 52.9±1.6
adsorb 100.±0. 100.±0. 91.0±0.9 65.0±1.5 14.9±1.1
rebound 0.±0. 0.±0. 0.±0. 0.±0. 0.±0.
Table A.1: Categories for the Ag atoms deposited onto the Ti (0001) surface (%)
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Impact energy
Potential Final location 0.1 eV 1 eV 3 eV 10 eV 40 eV
Johnson
penerate 0.±0. 0.±0. 0.±0. 0.±0. 34.3±1.5
surface layer 1.7±0.4 2.9±0.5 15.6±1.1 53.1±1.6 39.2±1.5
adsorb 98.3±0.4 97.1±0.5 84.4±1.1 46.9±1.6 4.4±0.6
rebound 0.±0. 0.±0. 0.±0. 0.±0. 22.1±1.3
Ward
penerate 0.±0. 0.±0. 0.±0. 61.4±1.5 80.0±1.3
surface layer 100.±0. 100.±0. 100.0±0. 38.6±1.5 16.6±1.2
adsorb 0.±0. 0.±0. 0.±0. 0.±0. 3.4±0.6
rebound 0.±0. 0.±0. 0.±0. 0.±0. 0.±0.
MEAM
penerate 0.±0. 0.±0. 0.±0. 0.±0. 15.9±1.2
surface layer 0.4±0.2 1.0±0.3 17.3±1.2 22.5±1.3 24.4±1.4
adsorb 99.6±0.2 99.0±0.3 82.7±1.2 72.5±1.4 13.3±1.1
rebound 0.±0. 0.±0. 0.±0. 5.0±0.7 46.4±1.6
Table A.2: Categories for the Ti atoms deposited onto the Ag (100) surface (%)
Impact energy
Potential Final location 0.1 eV 1 eV 3 eV 10 eV 40 eV
Johnson
penerate 0.±0. 0.±0. 0.±0. 0.±0. 0.5±1.6
surface layer 0.±0. 0.±0. 0.±0. 33.9±1.4 62.8±1.6
adsorb 100.±0. 100.±0. 100.±0. 66.1±1.4 7.8±0.7
rebound 0.±0. 0.±0. 0.±0. 0.±0. 28.9±0.3
Ward
penerate 0.±0. 0.±0. 0.±0. 0.6±0.2 62.3±1.5
surface layer 75.6±1.4 87.5±1.4 90.4±0.9 92.4±0.8 34.6±0.2
adsorb 24.4±1.4 12.5±1.4 9.6±0.9 7.0±0.8 0.6±0.2
rebound 0.±0. 0.±0. 0.±0. 0.±0. 2.5±0.5
MEAM
penerate 0.±0. 0.±0. 0.±0. 0.±0. 1.5±0.4
surface layer 0.8±0.3 0.4±0.2 2.5±0.5 5.6±0.7 49.1±1.6
adsorb 99.2±0.3 99.6±0.2 97.5±0.5 91.8±0.9 9.5±0.9
rebound 0.±0. 0.±0. 0.±0. 2.6±0.5 39.9±1.5
Table A.3: Categories for the Ti atoms deposited onto the Ag (111) surface (%)
