ABSTRACT Hybrid metaheuristics, explored in recent literature, are optimization methods that combine a global search metaheuristic with algorithms for refinement that in turn can be stochastic or deterministic. Although initially they were applied to combinatorial optimization, nowadays there are hybrid algorithms for a wide range of numerical problems: static or dynamic, mono or multi-objective, unconstrained or constrained, among others. In this paper a novel application of a hybrid method, MemMABC, is applied as a tool in a case study for the synthesis of an end effector presented as a constrained optimization problem, using a model for a two-finger gripper. The objective is to show the ability of hybrid metaheuristics as an alternative method for solving hard problems, specifically of numerical optimization. MemMABC is a memetic algorithm, that uses the modified artificial bee colony algorithm (MABC) for global searching and a version of random walk as local searcher, adapted to handle design constraints with an -constraint scheme. Grippers are end effectors used in a wide variety of robots, and are a good example of hard optimization problems. The simulation of results shows an accurate control of the gripping force along the opening range of the calculated mechanisms, suggesting that MemMABC can produce quality solutions for real-world engineering cases.
I. INTRODUCTION
Mathematically, an optimization problem can be defined as:
where x = [x 1 , x 2 , . . . , x n ] T is the solution vector and f m ( x) = [φ 1 , φ 2 , . . . , φ m ] T is the set of objective functions; if m = 1 the problem is mono-objective and if m > 1 it is multi-objective. In this last case, the search is for the best combination of solutions to the set of functions to minimize/maximize. Additionally, the problem is constrained if it is subject to Eqs. (2)/(3) as the p inequality and q equality constraints, respectively:
h k ( x) = 0, k = 1, 2, . . . , q
A search space S is defined by L n < x n < U n for each variable in the solution vector. If S is a discrete set the problem is combinatorial and if it is a continuous space the optimization is numerical [2] . The feasible region in the space S is the set of all solutions that satisfy every constraint.
There is a problem class, specifically in real-world applications, where it is impossible to find an optimal solution using a viable amount of resources when classic techniques such as numerical methods or graphic analysis are employed. These cases correspond to the hard optimization category and have a similar nature to the nondeterministic polynomial-time decision problems (NP), since they can not be solved in an optimal way or up to a guaranteed point using deterministic methods in a polynomial time. Metaheuristics are optimization algorithms designed to solve these kind of problems in an approximate way by techniques of trial and error, without requiring a deep adaptation for each case [3] .
A robot is a mechatronic system which can be programmed to perform individual jobs such as assembling, welding or drilling, among others. End effectors are used for performing these duties, and they consist of systems mounted at the farthest end from the base of the robot. Robotic work can be grouped into gross manipulation and fine manipulation, requiring specialized tools and grippers, respectively [4] . The control for the first group is achieved by regulating the motion trajectory of the end effector, while the second group uses more complex schemes, since it requires tactile information such as the force, pressure or opening. Gripper are designed to replicate human hands and they classified accordingly to the manipulation required, the characteristics of the objects to be handled, the implemented actuator, and the strength and dexterity to be achieved. Theoretically a gripper may contain any number of fingers with any number of links, but in real implementations the most common type is the two-finger gripper with one degree of freedom [5] . It consists on two opposed fingers that apply pressure externally or internally to the object, depending on the specific design.
Synthesis is defined in the context of mechanical engineering as the process for designing machines or mechanical systems [6] , and the purpose of a mechanism determines the type of synthesis to carry out. This work tackles the dimensional synthesis of a gripper in order to calculate both the length of the links for a specific opening range and the corresponding set of joint angles. Several papers in related literature describe the design and implementation of different types of grippers [7] - [9] , but only in few cases a mathematical model has been developed. Consequently, the optimization of these end effectors usually is not considered as a design issue. A two-finger robotic gripper for helping people with disabilities is designed in [10] , with emphasis on the paddles and the actuator; however, no optimization technique was applied to the synthesis of this prototype. Zhang made the dimensional synthesis of a flexible gripper based on a five-bar linkage modeled as a constrained numerical optimization problem (CNOP) [11] . A graphical method for determining the link dimensions of the effector was developed to avoid the complexity of computing an optimal solution.
A design procedure for a two-finger gripper is presented in [12] , considering it as a constrained multi-objective problem that is solved with the minimax routine of the Matlab Optimization Toolbox R , which in turn uses the deterministic method Sequential Quadratic Programming (SQP). A model for designing a micro-gripper with parallel fingers is established in [13] , and solved as a multi-objective problem using the Genetic Algorithm (GA). The design of a prototype robotic gripper is addressed in [14] ; in spite of a limited description, a consideration from an engineering point of view is taken as an optimization criteria: to reduce as much as possible both the weight of the gripper and the length of its fingers, to increase the acceleration and to avoid deflection while grasping, respectively. Chica et al. presented the dimensional synthesis of a two-finger gripper for handling bottles in a bottling machine [15] ; the modeling is based on a four-bar mechanism, and the established design problem was solved with Differential Evolution (DE), for calculating the size of the fourth bar.
Hybrid metaheuristics (HMs) are intended to upgrade the performance of metaheuristics by improving their functionality via combinations with other search methods. Talbi proposed a taxonomy for HMs considering how the combination is implemented [16] . In that classification, low-level teamwork hybridization (LTH) highlights because of its synergistic but yet simple design. Memetic algorithms (MAs) are LTH methods, first introduced by Moscato [17] with population-based metaheuristics incorporating local search strategies. In this paper MemMABC, a MA, is applied to a real-world design presented as a case study, in order to show the ability of hybrid metaheuristics as an alternative method for solving hard problems, specifically of numerical optimization. MemMABC combines the Modified Artificial Bee Colony algorithm and a version of the Random Walk algorithm, both modified for constraint handling by implementing an ε-constraint scheme with the feasibility rules of Deb. A model of a two-finger gripper is presented for its dimensional synthesis as the case study to the proposed algorithm, and the results are compared with those from other optimization methods, both deterministic and metaheuristic.
The work is organized as follows: Section II shows the basic model of hybrid algorithms and the implementation of local search stages; also the MemMABC algorithm is introduced, with an analysis of its global and local searchers. Section III describes the synthesis problem of the end effector, including an explanation of its kinematics. The optimization strategies are analyzed in Section IV and the case study is described. Section V presents the applied algorithm and its computational implementation. Section VI reports the experimental results, including a performance comparison between MemMABC and three other optimization algorithms: MABC, FA and SQP. Finally, conclusions are drawn in Section VII.
II. METAHEURISTICS
Metaheuristics are algorithms designed to solve in an approximate way a variety of hard optimization problems, using techniques of trial and error. Although in practice it is impossible to find the optimal value for every problem by using these methods, most cases produce solutions that are good enough to be implemented physically. The general characteristics of a metaheuristic are: it has stochastic components involving random variables, it is inspired on natural or artificial processes, and it requires a series of parameters that have to be tuned for the specific problem to solve [3] .
A. POPULATION-BASED ALGORITHMS
Population-based metaheuristics handle a set of individuals, each representing a possible solution; depending on the relation between the individuals, these methods are classified as evolutionary computation (EC) or swarm intelligence algorithms (SIAs). The metaheuristics of population are best suited for solving multimodal problems, because the vari-VOLUME 5, 2017 ety of proposed solutions covers the feasible zone with a better exploration than in the one-solution optimization algorithms. Differential Evolution (DE) is one of the most popular paradigms of EC, since it solves efficiently different types of problems: nonlinear, non-differentiable and multimodal [18] , [19] ; it starts with a set of randomly generated solutions, and in every generation test individuals are produced, applying reproduction operators over a parent and two or more additional random individuals. The fitness of each new individual is calculated in order to compete with the parent individual and so determine who will survive in the next generation.
Artificial Bee Colony (ABC) is a SIA developed by Karaboga, that is based on the behavior of bee hives in two natural processes: bee recruitment for exploiting food sources and the abandonment of exhausted sources [20] . In ABC, bees in a colony are divided in three groups: employees, onlookers and scouts. The number of employees equals that of sources so every employee is allocated to a source; from its source each bee calculates a new solution, keeping the best. The number of onlookers equals that of employees, and sources are assigned considering their production; onlookers calculate new solutions from their assigned source. If a source is not improved after a specific number of cycles it is abandoned and replaced by a new source generated by a scout bee.
Several versions of ABC have been developed; the modification proposed in [21] handles CNOPs with a selection of individuals based on an ε-constraint scheme complemented with the feasibility criteria of Deb, and a smart flight operator. The algorithm, called Modified Artificial Bee Colony, MABC, requires only three user-defined parameters: SN, the number of possible sources; MCN, the total number of cycles; and MaxLimit, the maximum number of trials for improving a source before it is substituted. The features of MABC can provide a great ability to solve real-world problems, since they combine a simple implementation with a high reconfigurability; for this reason MABC was selected as the basis for the development presented here.
B. HYBRID METAHEURISTICS
A recent tendency on metaheuristics is to combine them with other search methods, in order to upgrade their performance. This hybridization can be developed in several ways, and there are different taxonomies for its classification depending on the characteristics of the combination. The taxonomy proposed in [16] takes into account how the combination is implemented and the role of each participant; the low-level teamwork hybridization (LTH) highlights in that classification because of its synergistic but yet simple design.
The two stages in a population-based metaheuristic are diversification (exploration) and intensification (exploitation); generally these algorithms are good for exploring but deficient when exploiting [23] . Several alternatives have been developed in order to solve this weakness, and the hybrid metaheuristics stand out between them. Memetic algorithms (MAs) are LTH methods, introduced by Moscato [17] with population-based metaheuristics incorporating the refinement of other algorithms for local search (LS) [2] , [24] . The LS operator can be of any kind, from a metaheuristic to a deterministic method, and usually one-solution techniques are employed. Fig. 1 shows the block diagram of a basic population metaheuristic, showing the four points where a local search can be inserted in order to form a memetic method [25] , [26] . 
C. LOCAL SEARCH
The local search methods start with at least one solution generated randomly or by a specific algorithm, looking for transitions with the neighbors to each individual at a given time. The goal is to find a better population and convert it into the next generation, but maintaining the original population if no improvement is detected [27] . Vicinity is a fundamental concept for LS because it represents the search area for individual improvement; in combinatorial optimization this area is formed by the set of all solutions that can be reached by unitary changes to the current individual, while in continuous or numerical cases it is a dense set formed by an infinite number of points, and a modification technique is required to locate the neighbors [26] .
Finding a good balance between the global and local search components is one of the main design goals in a hybrid algorithm, and can be seen as an optimization process by itself, since both searches are interrelated and are not designed to act as independent stages [28] .
III. SYNTHESIS PROBLEM OF THE END EFFECTOR
Control of a robotic hand is facilitated through proper understanding and modeling of the associated system [4] , so in this section a basic gripper is described, in order to obtain its dimensional synthesis. In a rigid-body mechanism, a gripper with two fingers can be designed like a pair of pliers. Consider the end effector two-finger gripper-type shown in Fig. 2 , integrated by the following elements: base (1), lead screw and nut (2), extreme of the effector (3), and connecting rod (4). The model of the end effector considered for this work was first developed in [29] , and its operational principle is as follows: the minimum gripping position is reached when the displacement of the nut is almost zero. That is, if a reference coordinate system is fixed to the base piece then the value of the relative position of element (2) is minimum with respect to the origin of such system. In the same way, the maximum gripping position is reached when the distance between the nut and the reference system is maximum. Consequently, once the condition for the opening range is fulfilled the gripping force over the object must be constant.
A. KINEMATICS OF THE MECHANISM
This section addresses the direct and inverse kinematics of the proposed gripper. The direct kinematics calculates the position based on the joint angles and the bar lengths of the mechanism, while the inverse one produces the dimensional synthesis for a specific set of positions including the orientation. For this case study, once the dimensional synthesis is solved the inverse kinematics problem consists on finding the joint angles θ 1 and θ 4 for a given set of desired positions mapped as coordinate points (P x , P y ) and their corresponding orientation angle, θ 3 .
The schematic diagram of the mechanism for the end effector is presented in Fig. 3 , where the vector r i is related with the i-th link. The closed loop equation for the proposed mechanism can be established as
Applying polar notation to every term in Eq. (4), 
The relation of Euler can be used on Eq. (5), and after separating the real and imaginary parts the following equation system is obtained: Expressing the left side of the system (6) in terms of θ 4 , in order to find the angular position θ 3 ,
The compact form of the equation of Freudenstein [6] is obtained by squaring Eq. (7) and adding its terms,
where coeficients A, B, and C are given by Eqs. (9)/(11):
θ 3 is calculated as a function of A, B and C. This solution is obtained using tan (θ 3 /2) to express sinθ 3 and cosθ 3 as in Eq. (12),
A second-order lineal equation is produced by substitution of Eq. (12) in Eq. (8),
By solving Eq. (13), the angular position θ 3 is given by Eq. (14), 
Consequently, the angular position θ 4 is given by Eq. (19),
Thus, the position P of the extremes in the end effector can be calculated as indicated by Eqs. (20)/ (21): 3 (20)
Consequently, the inverse kinematics is applied as follows: Eqs. (20)/ (21) define the position and the grasping orientation considering the desired values of (P x , Py) and θ 3 in order to calculate the value of θ 1 ; then, Eqs. (16) 
B. FORCE ANALYSIS IN THE END EFFECTOR
As was mentioned earlier, one of the most important aspects to consider when designing an end effector is related to the gripping force or its transmission. Fig. 4 shows the force distribution in the mechanical elements of the end effector, where P represents the input force or impulsion of the system, F T is the gripping force applied by the effector over the specific object, and F kj corresponds to the force produced by the kth element over the jth element.
As is seen in Fig. 4 ,
In the same way, taking the force moment with respect to point A and considering M = 0,
IV. OPTIMIZATION STRATEGIES
Once that the kinematics and the dependence of the force with the geometrical relations of the mechanism have been properly established, a numerical optimization problem can be defined specifying the mathematical relations to evaluate the system performance and its restrictions. 
A. OBJECTIVE FUNCTION
In order to quantify the performance of the end effector, the gripping force is considered as constant along the work space.
As was established in the previous section, the position of the extreme of the effector depends on the position of the nut in the lead screw. Thus, the design objective is to keep constant the force in the extremes of the displacement. Consider the function in Eq. (27) ,
the value of this function has to be minimum in order to guarantee an almost constant force over the working space of the end effector, and in the ideal case this function must be zero. Consequently, the following parameters are necessary to define the work space of the end effector:
• Minimum and maximum dimension of the object, X min and X max .
• Maximum range of displacement for the extremes of the end effector, X G .
• Minimum and maximum nut position, r 2min and r 2max .
• Maximum range of variation of the nut position, R 2max ,
B. DESIGN CONSTRAINTS
Since the end effector is the interface between an automated system and the real world, the interaction between both domains has to be appropriate. So, a correct gripping is required for the minimum and maximum opening positions, as it is indicated in expressions (28) to (31):
If the object of interest has a spherical geometry, the coordinate P y in the extreme of the effector must be greater than the maximum dimension of the object plus the variation range of the lead screw and its nut, as expressed in Eq. (32),
(32)
C. DESIGN VARIABLES
As was established previously, this work carries out the optimal design for force transmission in an end effector; therefore, such system has to be parametrized. A wide possibility of reconfiguration can be achieved if the involved variables are described appropriately. Consider the design vector given by Eq. (33),
where the variables r 1 , r 3 , r 4 , r 0 , r f correspond to the lengths of the mechanism bars, r 2min y r 2max are the nut positions at minimum and maximum opening, and θ 1 is the angle of the base with respect to the coordinated-system origin.
D. CASE STUDY
The synthesis of the end effector for optimal force transmission is defined as a numerical optimization problem with the objective function described by Eq. (34),
subject to the inequality constraints in Eqs. (35) to (41),
In order to obtain a prototype that can be manufactured, the design in this case study is bounded by Eqs. 
X min = 20 (45)
This case study was selected because of its complexity, derived from the approach of concurrent design used for the modeling of the end-effector. Although it is a dimensional synthesis problem, the dynamic model employed includes an analysis of the forces involved in the mechanism, so the number of design considerations increases while the number of realizable solutions decreases drastically.
A measure for the complexity of a optimization problem is the ρ-parameter, corresponding to the relation between the feasible zone and the search space. It can be represented as the percentage of feasible solutions found in an arbitrarily large number of randomly-generated solutions [30] . One million random solutions were generated in order to evaluate ρ for this specific problem and only two of them resulted feasible. The main characteristics of the case study are summarized in Table 1 , where n is the number of design variables, c is the number of constraints and MaxEvs is the maximum number of evaluations of the objective function. 
V. OPTIMIZATION ALGORITHM
In this development a hybrid algorithm, MemMABC, was designed taking MABC as a base for global searching with the inclusion of a LS activated by time, measured in generations. Algorithm 1, A1, shows the corresponding pseudocode. The execution of MemMABC requires six userdefined parameters: SN , the number of food sources or possible solutions; MaxEvs, the maximum number of evaluations of the objective function; MCN , the maximum number of cycles; Frequency, the number of generations required for activating the local search; MaxCount, the depth or maximum number of evaluations of the objective function in the LS; and MaxLimit, the maximum number of consecutive trials for improving a source before it is replaced.
The process starts by the random generation and evaluation of the first set of solutions (lines 7/8, A1). Then begins a loop that contains three inner cycles, each corresponding to a replacement process. The first two stages (lines 10/19 and 20/28, A1, respectively) use a greedy selection between a given solution and the new one generated. In the third phase (lines 29/32, A1) the solutions that have not been improved after a specific number of attempts are replaced by new solutions randomly created.
The local search is applied to the best solution so far found by the global search at the end of the three stages (line 33, A1). The trigger for the LS is controlled by the variable Frequency, which indicates the period between events of LS in terms of a number of cycles or generations (line 41, A1). Although the iterations in original ABC are controlled by the VOLUME 5, 2017 [31] with other optimization methods, specifically with MABC, Firefly Algorithm (FA) and SQP for the purposes of this work, and also provides an indirect measure of time that is independent from the computational platform. Another modification was introduced in the original RW in order to reduce the computing effort and execution time, considering the complexity and dimensionality of some realworld problems. RW takes several additional iterations to find an accepted R when the problem increases its dimensionality, and it markedly slows down the process. This can be avoided if the elements on R are downsized when generated, using a constant divider (line 13, A2). Because this scaling, the resultant vector represents a valid search direction. A new solution is obtained by combining the best solution and R, in an exploitation process of the vicinity (lines 18/21, A2). Then both solutions are compared, and the best is taken as the base for the next cycle (line 24, A2). The LS depth or intensity is controlled by the parameter MaxCount, indicating the maximum number of evaluations for each activation.
A. CONSTRAINT HANDLING
Most optimization algorithms have been originally designed for solving unconstrained problems, so various strategies for handling CNOPs have been developed. In this work, the algorithms were complemented with an ε-scheme for handling constraints, taking as a base the method used in [33] . The scheme was implemented as follows:
1) The equality constraints are transformed into inequality expressions by means of ε, as shown in Eq. (50):
2) The Constraint-Violation Sum (CVS) is calculated using Eq. (51), with G j ( x) and H k ( x) being described by expressions (52) and (53), respectively.
3) Finally, an operator is applied whenever two different solutions are competing, using the rules of Deb [34] to choose the most feasible individual:
• Between two feasible solutions, take the best objective-function value.
• Between a feasible solution and another infeasible, select the feasible.
• Between two infeasible solutions, prefer the lowest constraint-violation sum.
The constraints of the case study presented include no equalities. So, its solution required the application of only the second and third stages of this ε-constraint scheme, although the complete method was implemented in the proposed algorithms.
B. COMPUTATIONAL IMPLEMENTATION
In order to show the adaptability of hybrid metaheuristics to solve different problems in the engineering design class, the proposed algorithm and the case study were implemented with a modular approach. There are subroutines for both the constraints and the objective function, in a flexible and simple scheme that can be used for other real world problems by changing these program blocks to the particularities of the new case studies. There is also a module for the local search, so a different method can be applied depending on the characteristics of the problem to solve. MATLAB R2013a R was used for implementing the proposed algorithm in a computational platform with a microprocessor Intel Core i7@2.6 GHZ, 8Gb RAM and Windows 8 Operating System. All the algorithm simulations were executed with the following parameter values: SN = 5, MaxEvs = 35, 000, Frequency = 1, 650, MCN = 2, 500, MaxCount = 8, 500, and MaxLimit = 40. The first five parameters were tuned manually after a serie of test simulations, while the last parameter was calculated using Eq. (54) with n as the number of design variables:
VI. ANALYSIS OF RESULTS
Thirty independent simulations of each algorithm were executed for the selected case study, applying MemMABC, MABC, FA and SQP. The algorithms were configured to stop if an optimum value OF = 0 has been reached or after a maximum of 35,000 objective-function evaluations, and programmed to generate OF = 1, 000 if in a specific run only non feasible solutions have been found. The results are shown in Table 2 , with a mark for the best value in each method; SQP was not included in the table since only their 8th and 23rd runs produced feasible results, obtaining 0.0021 and 9.83E-17 as minimum values, respectively. FA is a very efficient nature-inspired SIA algorithm, developed by Yang in 2010 [22] , that is derived from the flashing characteristics of fireflies for attracting each other. The applied version of FA uses a Lévy-flight based distribution in order to improve the balance between exploration and exploitation, avoiding stagnation on local optima and consequently a premature convergence. In this work FA was modified with the addition of the previously described ε-scheme for constraint handling. On the other hand, SQP is one of the most successful deterministic methods for the solution of CNOPs. It starts working from a single point and iteratively generates search directions, in order to find new neighbors for competition. For this case, SQP was implemented using the function fmincon of Matlab R , and the start VOLUME 5, 2017 points were randomly generated with every design variable inside its valid boundaries. Table 3 presents the solution vectors corresponding to the best result generated by each algorithm. Since this case study is an engineering application, quantities are represented with a precision of four decimal places although fourteen digits were considered for their calculation. Table 4 presents the performance of the implemented algorithms; the elements considered in this analysis are [30] :
A. PERFORMANCE MEASURES
• Feasible runs: number of simulations that produce at least one feasible solution after MaxEvs.
• Feasible rate: (feasible runs)/(total of runs).
• WSRT: Wilcoxon Signed-Rank Test [35] , in this case study a 95%-confidence one-tailed test, with α = 0.05 and using MABC as the base algorithm. It is shown in Table 4 that MemMABC, MABC and FA have a 100% feasible rate, because each of their simulations produced one or more feasible solutions. For this specific case study SQP presents a deficient performance, since it generated feasible solutions in just two simulations. Furthermore, its best value was far from compete against the results of the other algorithms. The main cause for this behavior is the sensibility of SQP to the starting point, specially if the problem presents a high complexity as in this case. The result of the Wilcoxon test also indicates that SQP presents the worst performance while MemMABC has the best behavior, improving the corresponding to MABC. For these reasons, the ciphers presented in the statistical analysis in Table 5 are based only in the results generated by MemMABC, MABC and FA. As can be seen the minimum value (OF = 0) was obtained with the three metaheuristics, but MemMABC had a better performance because it reached this value after 15,839 objective-function evaluations, approximately with 12% and 57% less than the required number for MABC and FA in their best simulations, respectively. The first six parameters shown in Table 5 are related to the objective function, and the last two with the number of evaluations. Since the variance measures the dispersion of a set of values in relation to their arithmetic mean, the statistical analysis shows a steady operation of the three algorithms. However, all the results and statistics for MemMABC are better than the corresponding values in MABC and FA, and were obtained with a minor average of objective function evaluations.
Finally, considering that MemMABC directly pretends to overcome the performance of MABC, the convergence curves for the best solution of both algorithms are shown in Fig. 5 . The graphic at the left, Fig. 5 .A, presents the feasible solutions per generation, while Fig. 5 .B corresponds to the value of the objective function vs. the number of evaluations. As can be seen, for these solutions the convergence is similar but the statistical analysis of the complete series demonstrates a steadier behavior of MemMABC. in both its maximum and minimum opening. The differences in the dimensional synthesis show the ability of the algorithm for exploiting the multimodal nature of this design problem, and for balancing both the exploration of the search area and the intensification by local refinement. Fig. 7 corresponds to the 3D prototype of the third solution shown in Fig. 6 , driven by a DC motor and controlled by an Arduino-type device.
VII. CONCLUSION
In this paper a novel proposal of a memetic algorithm is implemented for addressing real-world engineering design cases modeled as constrained optimization problems. It is important to establish that these methods are intended for those cases where the use of deterministic methods has been proved as inadequate, since classic techniques are always the first option. The algorithm, MemMABC, uses a combination of the algorithms Modified Artificial Bee Colony and Random Walk, and was applied to solve a two-finger gripper modeled as a constrained optimization problem. Although the specific example considered here is the dimensional synthesis of an end effector, the simplicity of the proposed algorithm facilitates its use for other types of designing cases. In this sense, it is fundamental an adequate interpretation and formulation of both the specific problem and its particular constraints.
The solutions generated by the proposed algorithm were compared against the results obtained with three other optimization methods: MABC, FA and SQP. In spite of its wellknown capability, for this specific case study SQP had a very poor performance; these results correspond to the No-Free Lunch theorem [36] , that states it is impossible to establish which is the best optimization algorithm without considering the specific problem class. From this perspective, there is a set of problems where MemMABC will produce bad solutions; however the purpose for its development is fulfilled since the results suggest that it is a valid option as an efficient tool for engineering design.
Considering the obtained results it can be established that: 1) MemMABC produces good solutions from the point of view of engineering design, because of their quality and the required number of evaluations of the objective function; 2) in this last criterium, it surpasses the performance of MABC, FA and SQP; 3) it is an algorithm with a synergistic assembly of elements since the combined effect is greater than the sum of their separate effects; and 4) in spite of the complexity of the case study presented in this work it was solved with an easy implementation of the proposed algorithm without requiring significant computing resources. It should be mentioned that wide ranges of values for the design variables were used for simulating solutions of the case study, so results can be improved if such ranges are bounded more closely, accordingly to real specifications.
The configuration of the algorithm requires special attention since fine-tuning can lead to better results, including the initial setup of parameters and also their control at execution time. Finally, the main future work for this development is its transformation from a canonical hybrid to an adaptive algorithm, with the capability to modify itself by incorporating knowledge in a process of self adaptation.
This transformation implies the application of new techniques for managing the local search, the use of different methods for its implementation depending on the characteristics of the problem to solve, and also to incorporate the intelligence required for the learning process. 
