The Yang-Feldman's method is generJ!,lizedin order to obtain a covariant Hamiltonian formulation of q~nti:zedfields withnon.lPcal· inte'-' .. ;tctions. The interaction Hamiltonian is constructed according to thl'pertll.t'bationtheqry .ip such a way that the equation . of motion in the interaction representation is i.llt.egt'able.ThecaJculations aN carrie,d . out actually up to the fourth O1'der approximation .
The calculations have been carried out actually up to the fourth order approximation. The S-matrix constructed from these Hamiltonians is obviously in agreement up to the third order with those obtained according to the theories of Kristensen- M~ller and Bloch since the in-and out-fields are defined by the same integral equations. In the fourth orde-t, however. our equations differ by one special term, which will show that S-matrix defined by them is in general not unitary.
We shall not investigate the convergence of the Hamiltonians as infinite series, which seems to have the same character as that of the S-matrix. Then, in our formalism the integrability condition for the equation of motion is -satisfied for any two points which lie not only on a space-like surface but also on a surface which can be -time-like in the finite demain of space-time. It is a characteristic of the fields with non-local interactions that the Hamiltonians can· not· be defined without such an extension. Indeed, in the local theories we have interaction Hamiltonians which consist of a finite number of terms and satisfy the integrability condition if surfaces a are restricted to the space-like ones, but if Hamiltonians are allowed to be infinite series a will not always have to be space-like. - If we choose flat surfaces we can obtain easily Hamiltonians in the Schrodinger ree presentation. In the, first approximation the results agree with those of recent Pauli's theory6). It seems to be possible that the degree of singularities of ,these Hamiltonians is low enough if we choose the form factor appropriately. This can be verified with the form factor of Kristensen-M¢ller for the first order Hamiltonian. In thi~ way, it will be _possible to treat the problems involving bounl states without divergence difficulties, for instance, according to the Tamm-Dancoff's theori). In another way, the Hamiltonian formalism will alp offer a basis to extend the Bethe-Salpeter equation~), 9) after Gell-Mann and L')w 10 ) such that its kernel is free from singularities due to the effect of ' the form factor. § 2. Method of quantization For the sake of simplicity, we shall consider charged scalar fields <j;,<j;* and a neutral scalar field 11 with non-local interactions of Kristensen (2) where tP(I, 2, 3) is a form factor satisfying the Hermitian condition (/)(1,2,3)=(/)*(3, 2, 1). Numbers 1,2,3; 1', 2',3' ;··-which denote points in space-time will always be used as variables of integration, and to simplify the expressions we shall write (/) (1, 2, 3) dld2d3=d (1, 2, 3) . (3) field equations are given by
The solutions of (4), which agree with those of the free fields in the limit g--'>O, will be described by the integral equations
Here we assume that ¢(x, 0') and 21 (x, 0'), being the independent variables which describe the motion of fields, satisfy the free field equations and commutation relations
and are connected by a unitary operator U (0', a') for any two surfaces 0' and 0"
a'). (8)
The additive terms SO .. (x, a) and ~}n(x, 0') should satisfy the free field equations
and should be determined successively. such that there exist the above unitary operator U (0', a') and consequently the interaction Hamiltonian.
It will be prescribed that they are expressed as integrals over space-time of products of Heisenberg operators ¢* (1) , u (2) ,¢(3), ¢*c'l'), ... and depend on the form of 0' explicitly. If they all vanish for both 0'=-00
the equations (5) for 0'= ± 00 agree with those of Kristensen-M¢ller 1 ) and Bloch 2 ) which define the incoming. and outgoing fields, with an obvious consequence that the same Smatrix as theirs is obtained from the Hamiltonian. As shown in. § 3, the conditions (10) can be satisfied up to the third order, but a particular term appears in S04(X, 0') which can not be made to vanish in general· for both 0' = -00 and + 00.
If the difference between (j and a' is infinitesimal, U (a, a') can be written with some
J at Then, we have from (8) and (5) 
where ajaa(x') means a functional derivative with respect to a which appears explicitly. Now, we write the solutions of (5) which are obtained by iteration as
and define H ( x j a) as a power series '" and 'lIHl (x, a) by solving these equations and this procedure proceeds to any .higher orders, it can be shown as follows that the Hamiltonian thus obtained satisfies the' integrability condition which is extended from that in the local theories in order to have a Hamiltonian formalism in the case of non-local interactions.
As seen from the form of equation (5) 3) , e(a, 1') ,... Only if surfaces a divide the whole space-time into two simply connected regions and are space-like at an infinite distance, these sign-functions have a well-defined meaning for a which is not always space-like. Accordingly, asmadte clear by considering equations ( 12) as a limit of coupled difference equations when the space-time is divided into small elements, the integrability conditions of (12) for, ¢(x, a) and u(.z,a), that they should be determined uniquely when their initial values ¢(x, iTo) and u(x, ao) are given for a specified surface ao, are for any two points x' and x" lying on a (we can not confine ourselves to the case where the distance between x' and x" is infinitesimal even if a is space-like)
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53 '7 or noting that so" (x, a) and 'l1,,(X:,a) are written in Heisenberg operators
If so,. 
where H'(x/a) is the one trahsformed from H(x/a) according to (18).
The only restriction imposed on the form facter d) (1, 2, 3) to perform the above program is that the integrals containing the form factor have a. well-defined meaning, which will be realized if we introduce a suitable damping factor. The essential effect of the form factor will appear in the convergence of the series. This problem will not be considered here. It can be said safely that our method gives at least the asymptotic solutions correctly which agree with those of free fields in the limit g-O. §3 
where a and b are real constants. Inserting (21) into (20) We have for the firstequa-
Returning 1£(2,0') and cjJ (3,a) back to the Heisenberg operators u(2) and cjJ (3) , where their orders are prescribed such that cjJ*, u and cjJ always stand from the left in this order, and using an integral
we . can integrate (22) and obtain
where C is a term independent of 0'. The condition (10) can be satisfi~d if we choose (:"=0 and
These restrictions are also necessary to have a correspondence to the local case where (24a)
should vanish for any 0'. In the same way, under the condition (10) we have (25) and
The arbitrariness of (21) within the limit of (25) (ii) Second order It will be convenient to add ~l(x.a) and ZJl(x, 17) obtained above to the sec:md terms in (5) .1(X-1)lt(2)CP{3)+~F"~,,(x,a),) 
Then, the second order equations of (12) are
.
CP&,?, a)= -J e(x-l)~e(/1, 123) .1(z-I)u(2, a)cp (3, 17) . )
In order that the second terms in (29) may be of the same form as the first terms, we must put
where c and d are real constants. Inserting (32) into (29) and using (30) we have for the. first equation
In order that the expression in the bracket on the right of ( 3 3 ) may have a form a jaa (x'), we must choose
Returning ¢* (1, a), ¢* (1', a),···back to the Heisenberg operators we have
where the integration constant is chosen such that ¥J2(X, a) vanishes Jor a= -co and + co under the restriction (25). In deriving (35a) the order of ¢(3') .and ¢ (3) is not determined. If we choose the reverse order in place of (3 5a), ¥J 4 (.t", a) and all terms higher than the fourth are affected. This alteration will correspond to making some unitary transformation, In the same way we have with (34) .
( a¥J.(x, 11\) = -J·L1(X-1) {!ti2, 11)¢(3, a)+ 1tl (2, n)¢l (3, a) aa(x') t + u(2, n)¢2(3, n)} a(x', 123) + ~ ]L1(X-1)D(2-2'){¢1*(1', n)¢(3', a)¢(3, 11)
2J .
(x') .
where we have introduced a new notation 
In the approximations higher than the third, it will be convenient to proceed as follows.
Terms on the right of (36) except the last one are all developed and graphically equivalent terms are grouped togeth~r by the interchanges of the integration variables. Each group is expressed as an integral of the products of definite propagation functions such as £1 (3 -1'), D(2'-2") •. ··, definite operators such as ¢* (1, a), u(2, a) ,'" and a factor consisting of sign-functions and a-functions. This factor is divided into two parts as simply as possible, one part having the form alaa(z') and the other having not. The Hamiltonian is chosen in such a way that the latter part is canceled by the last term in (36). For instance, we have as one of five graphIcally independent groups appearing in (36)
Th~ second aild the third terms in the bracket are canceled if we choose as ,one part of
We shall write the results alone since the actual calculations are lengthy and tedious.
In what follows some simplifications of expressions will be made. 
where we choose the integration constants such that 9'3(X, n) and 1'3 (x, n) vanish for n= -00 and + 00 with (25), noting that (x, y') ((y', %) vanishes for n = -,. 00 and + 00.
Our choice of ~(x'/n) as (38) has reduced the numbers of independent terms from five to four in (39a) and (39b).
(iv) Fourth order
We have fourteen and sixteen graphically independent groups in the fourth order equations of (12). In the equation for¥'4(x, n) some groups consist of .two members in which the orders of operators are different, and as the result of contraction we have hew terms, the last ones in (40) and (41a) below. Such a term does not appear invl%, n) and in the lower orders. The resuitsare, writing .simplyD(%-2), J(1-3'), D(2"-2"'),···, as (%-2), (1-3'), (2"-2"'),..·,respectively, (%,.11') as (%,y') and (%,y') (0",%)
as «x, y') ) ,
(40) term in (41 a) can not be made to vanish for both a = -'-'CO and + 00 by choosing the integration constant C appropriately. If we choose C such that S04(X, a) vanishes for a= -00 •. we have
In the local. limit
(42) vanishes, but in general it will not. From the examination of (42) 
r . e(x-2)-I
that if the in-fields <P(x, -co) and u(x. -:-co) satisfy the commutation relations (7) the out-fields <P(x, + co) and u(x, + co) also satisfy the same relations. His proof seems to be doubtful.
Indet"d, if we calculate directly, for instance, [<Pex, + co), <P(x', + co)] from (45) and' (46) with the commutation rela:tions of the in-fields, a term similar to (4~) remains in the fourth order
That is to say, in-fields and out-fields defined by (45) and (46) will not be connected by a unitary 5-matrix. If we retain, however, the term (42), (47) 
we have a Tomonaga-Schwinger equation
If the integrability condition (15) for the equalions (12), which is expressed in terms of
holds, the condition for (51) is also satisfied for a which is not always space-like since this condition is nothing other than the unitary transform of (52) with U(a, 11 0 ' . (59) snows that derivative couplings appear in the first order. In: the local limit, however, (60) all vanish except Fl (Xl' X 2• xs) which becomes F;(xjo X 2• Xg)~a(Xl-X2) (1(x2-xg) .
(61)
We shall examine the degrees of singularity in the form factors (60). For illustration we shall choose Fl (Xl' X 2• Xg) which has the highest singularity. Using the form factor given by Kris We can see by estimating the integral with respect to relative angle between l1 and l~ that (64) is less singular than (61). EspeciaUy, a value of (64) for X l =X 2 =X 3 =0 turns out to be P4/;'2 as compared with pro of (61), where P is the upper limit of III I and Ilsl. and 1/;'2 is the cut-off value of Ij2. These differences will be made more distinct if 
XI-X S '
In this wa.y, we shall have a possibility to treat the problems involving bound states without divergence difficulties according to the Tamm" Dancoff' s' theory7) .
In conclusion, the author would like to express his appreciations to Professor H. Yukawa and Dr. Y. Katayama for many valuable discussions.
