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ABSTRACT
Laboratory experiments were conducted to study the formation of layers and interfaces in a fluid strati-
fied with two scalars. Fluid with initially linear, diffusively stable temperature and salinity profiles was
stirred using an arrangement of horizontally oscillating, vertical rods. Layers occurred when the density
ratio, or the ratio of the contributions of temperature and salinity to the density gradient, was small, but they
did not form in similar conditions of turbulence intensity and stratification strength when the density ratio
was large. The difference in behavior is ascribed to differential diffusion, or the preferential transport of
temperature, which occurred in all of the experiments. Eddy diffusivities were linearly proportional to
a/N
2, where a is an averaged rate of dissipation of turbulent kinetic energy. The mixing efficiency,
computed as the ratio of potential energy change to work input to the system, increased with the density
ratio. As previous researchers have found, the Phillips–Posmentier mechanism describes the final layered
state but not the initial, evolving states of the system.
1. Introduction
A series of layers and interfaces can develop from
initially linear density profiles in strongly stratified
flows subjected to weak mixing. Understanding and
characterizing layering effects on the transport of sca-
lars and momentum can be important in ocean model-
ing, in which a detailed description of the small scales is
impractical. Double diffusion, in which either tempera-
ture or salinity is unstably stratified, can produce a
stepped density profile, but layers can also occur when
only one scalar is present (e.g., Ruddick et al. 1989). We
extend the latter case by performing laboratory experi-
ments with a fluid with stable distributions of both sa-
linity and temperature. In this case, differential diffu-
sion, or preferential transport of temperature, can af-
fect the formation of layers.
Laboratory experiments and theoretical models have
provided information on the conditions for layer for-
mation and layer characteristics. Layers form when the
Richardson number is large and the Reynolds number
is small (Park et al. 1994; Holford and Linden 1999),
where the dimensionless parameters are based on the
buoyancy frequency N and dimensions and velocity U
of the stirring device. After layers form initially, they
can merge and interfaces can decay (Park et al. 1994).
Park et al. (1994) and Holford and Linden (1999) found
the thickness of equilibrium layers to be a linear func-
tion of U/N, but the scaling of Wunsch (2000) and the
one-dimensional turbulence model of Wunsch and Ker-
stein (2001) predict that the layer thickness also de-
pends on viscosity, or Reynolds number.
The mechanism for the layering has been debated.
Phillips (1972) and Posmentier (1977) showed that lay-
ers would arise as an instability of the flow if the buoy-
ancy flux decreases with the local density gradient.
Measurements on the New England continental shelf
show that the flux can decrease with increasing density
gradient (or N) in the ocean (Duda and Rehmann
2002). Balmforth et al. (1998) proposed that the flux
must increase to a peak, decrease, and increase again to
obtain interfaces of finite thickness, as observed in ex-
periments. Ruddick et al. (1989) and Park et al. (1994)
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argued that their experimental observations support
the Phillips–Posmentier mechanism. However, Holford
and Linden (1999) found that the Phillips–Posmentier
mechanism described the flux–gradient relation only af-
ter the layers developed. They proposed that a vortex
instability caused layers to form and that no simple
expression for a flux–gradient relation describes the ini-
tial stages of layering.
A second, stably stratified scalar can change the con-
ditions for layer formation and the evolution of the
layers. Using measurements of Turner (1968) for en-
trainment in salt-stratified and temperature-stratified
two-layer systems, Jackson and Rehmann (2003a)
showed that when differential diffusion occurs the mix-
ing efficiency can depend on the density ratio R 
T/S, where T and S are the temperature and
salinity differences (taken as positive when stabilizing),
 is the thermal expansion coefficient, and  is the
saline contraction coefficient. In fact, experiments show
that above a certain value of Richardson number, the
mixing efficiency increases with density ratio (Jackson
and Rehmann 2003b). Jackson and Rehmann (2003a)
concluded that layering should be less likely to occur in
flows with a high density ratio.
Understanding the variations in scalar fluxes is cru-
cial for understanding the formation and evolution of
layers. Although previous work shows that vertical mix-
ing can depend on both the intensity of the turbulence
and the properties of the scalars, the details of the de-
pendence remain unclear. For example, at low values of
/N2, where  is the dissipation of turbulent kinetic
energy and  is the kinematic viscosity, eddy diffusivi-
ties depend on the Schmidt number Sc   /D (Barry
et al. 2001), where D is the molecular diffusivity of the
scalar , and at high values of /N2, effects of molecu-
lar diffusivity disappear (Barry et al. 2001; Jackson and
Rehmann 2003b; Rehmann and Koseff 2004). Using
data from numerical simulations and previous experi-
ments, Shih et al. (2005) proposed relationships for the
total scalar diffusivity (i.e., the sum of the molecular
and eddy diffusivities) in three regimes: a diffusive re-
gime (/N2 	 7) in which molecular diffusion controls
transport, an intermediate regime (7 	 /N2 	 100) in
which the scalar diffusivity follows the Osborn (1980)
relation, and an energetic regime (/N2 
 100) in
which the scalar diffusivity deviates from the Osborn
(1980) relation.
We use laboratory experiments to study layering in a
diffusively stable, two-scalar flow. Our experiments ex-
tend previous work on layering by considering flows
with two scalars, and they extend previous work on
mixing in stratified flows by considering the effects of
molecular diffusivity at smaller /N2. The experimen-
tal methods are described in section 2. Section 3 con-
tains results on the formation and characteristics of the
layers. Because layering depends on the properties of
the mixing, the eddy diffusivities, mixing efficiency, and
differential diffusion are discussed in section 4. The
main findings are summarized in section 5.
2. Experimental methods
The experiments consisted of using oscillating verti-
cal rods to stir fluid with initially linear stable tempera-
ture and salinity profiles. After each stirring period of
40–60 min, internal waves were allowed to decay for
20–30 min, and temperature and conductivity profiles
were measured. These profiles, along with the stirring
frequency and the stirring time, were used to calculate
mixing efficiency and eddy diffusivities.
The experimental facility was the same as that used
by Jackson and Rehmann (2003b). The tank was 2 m
long, 0.4 m wide, and 0.6 m deep, and the water depth
was 0.5 m for all the experiments. The double-bucket
method was used to fill the tank and obtain linear pro-
files of temperature and salinity. Some reversals of the
temperature profiles occurred near the water surface
when the water temperature differed substantially from
the ambient temperature. To reduce this effect, the
tank was preheated using water close to the highest
desired temperature. Even with this precaution, experi-
ments with a high density ratio had a mixed upper layer
that reduced the effective depth of the system. Well-
mixed layers also occurred near the bottom because of
the no-flux condition (Park et al. 1994).
Using temperature as a stratifying agent can intro-
duce experimental artifacts. The measured temperature
flux consists of fluxes in the water, fluxes in sidewall
boundary layers (Jackson and Rehmann 2003b), and
conduction through the rods and the tank. For these
experiments, fluxes in the sidewall boundary layers
were less than 4% of the fluxes caused by turbulence.
To estimate the importance of conduction, a stratified
system was allowed to diffuse without stirring. Conduc-
tion through the rods and tank was judged to be small
because the measured diffusion coefficient agreed with
the molecular diffusion coefficient. Heat losses from
the tank were another concern since they can appear as
vertical fluxes. To minimize heat losses, the tank was
built using Fiberglas-reinforced plastic with foam insu-
lation. Additional insulation was provided by covering
the tank exterior and lid with 4 cm of Styrofoam and by
covering the water surface with Styrofoam beads. The
sidewall heat loss coefficient estimated from integral
balances for our experiments agreed well with the value
of 1.2 W (m2 K)1 from the experiments of Jackson and
Rehmann (2003b). Heat losses were included as bound-
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ary conditions in calculating heat fluxes. However, they
were not included in calculating density and related
quantities such as the potential energy change; instead,
temperature and salinity were shifted to conserve mass.
The stirring mechanism consisted of 10 combs of ver-
tical rods that oscillated horizontally at a constant fre-
quency. Each comb had 13 square rods mounted 15 cm
apart. The side of the rod was 1.27 cm, and the spacing
M between combs was 4 cm across the width of the
tank. Neighboring combs oscillated out of phase to re-
duce mean flows in the tank. The work done on the
fluid was estimated from a polynomial regression be-
tween the stirring frequency and force measured with a
force transducer attached to one of the rods. Because
the transducer could not resolve small forces ad-
equately, a regression developed at Reynolds numbers
between 250 and 2500 was used for our experiments, in
which Reynolds numbers ranged from 215 to 360.
Salinity and temperature were measured with a
model 125 MicroScale Conductivity–Temperature In-
strument (MSCTI) from Precision Measurements En-
gineering, which consists of a Thermometrics FP07
thermistor and a four-electrode conductivity sensor.
The thermistor was calibrated only once during the ex-
periments because FP07 thermistors are very stable,
but the conductivity sensor was calibrated at least twice
during each experiment and more often during longer
experiments. The profiling velocity was 1 cm s1 in
most of the experiments; at higher speeds, differences
in the time response of the conductivity and tempera-
ture sensors caused fictitious unstable features (some-
times called knees) to appear at the interfaces. The
profiles were measured from about 10 to 15 mm from
the water surface and up to 5 mm from the tank bottom.
Salinity profiles were extrapolated to the boundaries
using a no-flux condition, and temperature profiles
were extended using the estimated heat loss coefficients
and the measured air temperature in the room. Because
of heat losses, shifts in the conductivity sensor calibra-
tion, evaporation, and other measurement errors, mean
values of temperature and salinity changed throughout
the experiment. The resulting changes in the mean den-
sity were corrected by shifting the profiles to conserve
mass. Profiles were not shifted only when heat fluxes
and their associated diffusivities were computed.
Heat and salt fluxes were computed by integrating
the corresponding conservation equation (Holford and
Linden 1999). For instance, for temperature the rela-
tion is
Cp
T
t
  · qH, 1
where Cp is the heat capacity coefficient and qH is the
heat flux vector expressed in dimensions of power per
area. Integrating over the three spatial coordinates
gives
qHz  qH0  
0
z
Cp
T
t
z 
P
BL 0
z
qlat dz,
2
where qH is the vertical component of the heat flux, z is
the vertical coordinate measured from the bottom of
the tank and B is the width, L is the length, and P is the
perimeter of the tank. The temporal derivative is then
approximated as the difference between consecutive
profiles divided by the stirring time Tstir, and the lateral
flux q
lat
is approximated using the same heat loss coef-
ficient as for the bottom. Then, the expression for the
heat flux is
qH
n12z  CwTair  T
n120
 
0
z
Cp
n12
Tn1  Tn
Tstir
dz

CwP
BL 0
z
Tair  T
n12 dz, 3
where Cw is the heat loss coefficient of the walls and
bottom, and values at time n  1/2 are calculated as the
mean of values at times n and n  1. A value of Cw 
1.2 W m2 K was used for all the experiments. In some
of the experiments, a condition of zero gradient oc-
curred within the measured region because of tempera-
ture reversals near the surface. While a measured zero
gradient after the stirring event cannot be considered
strictly as a no-flux condition throughout the stirring
period, it allowed Cw to be estimated dynamically. The
measured values of 0.5–1.8 W m2 K make Cw  1.2 W
m2 K a reasonable mean estimate. The salt flux was
calculated similarly but no-flux boundary conditions
were imposed. The vertical buoyancy flux was calcu-
lated from the heat and salinity fluxes:
qz  g
qH
Cp
 gqS. 4
Profiles of eddy diffusivities K for a scalar  (density,
salt, or temperature) were calculated from the vertical
flux q

with Fick’s law as
K  
q
z
, 5
where /z is the vertical gradient of the scalar. This
direct method of finding the eddy diffusivities had the
important advantage of resolving the profile of eddy
diffusivity rather than assuming a constant value over
the entire depth, as in Jackson and Rehmann (2003b),
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because a constant eddy diffusivity cannot describe a
layered system.
Uncertainties and errors in the eddy diffusivities oc-
cur for several reasons. Noise in the profiles, especially
in the temperature measurements, complicated the cal-
culation of mean scalar gradients. The gradient was ob-
tained as the slope of a polynomial interpolation
around the point of interest. The number of points used
in the interpolation represented a compromise between
reducing the noise and smoothing real features of the
profile. The method still failed where the gradient was
zero, and the diffusivities in these regions had to be
adjusted. Figure 1a shows an example of a diffusivity
profile computed with Eq. (5) and the adjustments near
the water surface. Although they differ near the bound-
aries, the calculated final temperature profile agrees
well with the measured profile in the region of inter-
est—the stratified interior of the water column (Fig.
1b). The error in the eddy diffusivities is estimated with
	Kz
finalz  calcz
2z2Ttot
 Kz
finalz  calcz
finalz  initialz
, 6
where Ttot is the time between measurements. The me-
dian value of Eq. (6) was considered as a representative
error estimate.
Parameters related to the energetics of the flow were
used to measure mixing and the strength of the turbu-
lence. Mixing efficiency is defined as the ratio of the
change of potential energy PE to the work W done on
the system:
Rf 
	PE
W
. 7
The change in potential energy between two sets of
density profiles is calculated as
	PE  gBL
0
H
zn1  n dz. 8
The work in the interval is estimated as the product of
the mean force F, the maximum velocity Um of the rod,
and the stirring time:
W  FUmTstir 
Nrr0Cddr
4
S3
3f3Tstir, 9
where the drag coefficient measured for the tank is
Cd  2.06  0.02, Nr is the number of rods, r is the
length of a rod, dr is the length of the side of a rod, S is
the stroke, and f is the frequency of oscillation. To ob-
tain a representative value of the mixing efficiency, a
method similar to that of Rehmann and Koseff (2004)
was used: the changes in potential energy from the mea-
surements were interpolated at regular intervals, and
the value of the slope at zero work input was consid-
ered equal to the initial mixing efficiency. The mixing
efficiency and work can also be used to compute an
average dissipation rate a. If heat losses are negligible,
an integral energy balance gives (Jackson and Reh-
mann 2003b)
a 
1
V V  dV  1  Rf0V dWdt . 10
Uncertainty and error in the initial mixing efficiency
came from evaluating the work input, calculating the
change in potential energy, and fitting a line to the data.
Uncertainty in the work input was assumed to be small
FIG. 1. Example calculation of the eddy diffusivity of tempera-
ture for experiment 5: (a) eddy diffusivity, where the dotted line
is computed from Eq. (5) and the solid line is the adjusted profile
used to compute the final temperature profile, and (b) tempera-
ture profiles, where the dashed line is the initial profile, the dotted
line is the measured final profile, and the solid line is the final
profile computed with the eddy diffusivity.
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in comparison with that from other sources (Rehmann
and Koseff 2004). Errors in the apparent total mass,
caused by drift in the calibration of the probe and heat
losses, were the main source of error, and even if they
were smaller than 0.01% for the initial stirring set in all
the cases, they could produce large errors in the change
of potential energy (up to 110% for one of the experi-
ments). Errors resulting from uncertainties in the ex-
trapolation to the initial value were estimated from val-
ues obtained by considering different numbers of points
for fitting the linear relation.
Estimates of the thickness of layers and interfaces
and representative values of the density gradient in
each region are necessary to compare results from dif-
ferent experiments. An error function accurately de-
scribes the profile around an interface in terms of four
parameters: the center position zc, found as the position
of the maximum value of the derivative /z; the mean
value of the scalar, ; the difference across the inter-
face, ; and the standard deviation . The function
z   
	
2
erfz  zc , 11
was fit to the profiles using a least squares method. The
thickness of the interface was estimated as 2, and the
thickness of the layers was estimated as the distance
between the centers of two neighboring interfaces.
Along with the density ratio and a/N
2, the experi-
ments are characterized by the Richardson and Reyn-
olds numbers:
Ri 
N2M2
uT
2 and 12
Re 
uTM

, 13
where u
T
 (aM)
1/3 is an estimate of the velocity scale
for the large eddies. The length scale of the large eddies
was estimated as the distance M between the oscillating
rods, which is comparable to the mesh size in grid tur-
bulence experiments. The length scale can also be esti-
mated as 2–3 times the rod diameter (Ruddick et al.
1989). In our case, the two length scale estimates are
similar.
The results for 10 experiments at moderate Reynolds
number (220 	 Re 	 350) and high initial Richardson
number (10 	 Ri0 	 25) are considered below. The
initial density ratio varied between 0 and 1.2. Table 1
shows the key for the symbols in the different plots for
each experiment as well as the initial parameters, and
Fig. 2 shows the experimental parameters in the a/
N2R0 plane.
3. Layering
a. Profile evolution and layer formation
The evolution of the density profile resembled that in
other experiments (e.g., Ruddick et al. 1989; Park et al.
1994; Holford and Linden 1999) for cases with and
without layers. In cases without layers, the profiles re-
sembled the solution of the diffusion equation with no-
flux boundary conditions (Fig. 3a, experiment 2). Fig-
ure 3b shows an example of a layered case in experi-
FIG. 2. Location of the experiments in the plane of the initial
density ratio and a/N
2. Points corresponding to the present ex-
periments are labeled with the experiment number; open circles
indicate experiments with no layers, while filled circles indicate
experiments with layers. For the experiments of Ruddick et al.
(1989), asterisks indicate parameters for which layers appeared,
while the square indicates parameters for which layers were de-
stroyed.
TABLE 1. Experimental parameters. The key for symbols for the
figures is also shown. Quantities related to temperature flux are
not presented for expt 10 because the temperature gradient was
small and unstable.
Expt Symbol f (Hz)
N
(rad s1) Re Ri0 R0 a/N
2
1  0.056 0.43 276 15.2 1.20 18.1
2  0.057 0.40 252 11.8 0.76 21.3
3  0.049 0.44 259 19.9 0.45 12.6
4 ● 0.069 0.47 360 10.3 0.41 33.8
5  0.066 0.68 308 25.8 0.21 11.8
6  0.066 0.69 219 25.9 0.04 8.4
7  0.081 0.59 289 12.7 0.04 22.6
8  0.066 0.64 228 22.6 0.02 10.0
9  0.066 0.69 230 25.9 0.00 8.9
10 ◊ 0.066 0.46 215 12.1 0.01 17.8
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ment 6. Because the flux vanishes at the boundaries,
well-mixed layers still developed near the top and bot-
tom of the tank, but the interior evolved differently
than in experiment 2. In particular, a series of interfaces
and well-mixed layers formed. The thickness of an in-
terface decreased as the interface formed and increased
as the interface disappeared because of decay or merg-
ing of the layers. Between these events, some layers
presented a quasi-steady state in which the thickness of
the interface was small and constant. Because of the
finite depth of the tank, the mixed layers eventually
eroded the interior region. Some internal modifications
of the layered pattern also occurred, such as the merg-
ing of two interfaces and the decay of an interface. The
latter event can be observed in Fig. 3b at z  0.25 m.
Effects of the density ratio on layering are illustrated
by comparing experiments 1 and 7. These experiments
have similar Ri0 and Re, but experiment 7 has a low
density ratio (R0  0.04), while experiment 1 has a
high density ratio (R0  1.20). For the low density ratio
case, interfaces appeared (Fig. 4). In terms of the buoy-
ancy frequency (or local Richardson number), inter-
faces correspond to narrow peaks. For the high density
ratio case, the profile did not sharpen noticeably. The
broad peak in experiment 1 (Fig. 4c) corresponds to the
stratified region remaining between the two mixed lay-
ers. Thus, even though the values of Re and Ri of ex-
periment 1 are slightly more favorable for layer forma-
tion, layers were observed only in the low density ratio
case.
In general, layers are less likely to form in flows with
high density ratio and high a/N
2 (Fig. 2). As an ex-
ample of the latter, at the same density ratio, layers
develop in a flow with a/N
2  12.6 (experiment 3),
while they do not develop in a flow with a/N
2  33.8
(experiment 4). Although more experiments would be
needed to delineate a stability boundary precisely, the
critical value of a/N
2 decreases with increasing den-
sity ratio. Previous experiments yield some estimates of
the critical value of a/N
2 for flows with only salt strati-
fication (R0  0). Estimates using Eqs. (9) and (10)
and data from Ruddick et al. (1989) give a critical value
between 13 and 32. A similar evaluation of the energy
budget with the data of Park et al. (1994) from their Fig.
3 [and not their Eq. (3.1)] gives a critical value of about
27 for the Reynolds numbers in our experiments. Both
Park et al. (1994) and Holford and Linden (1999) found
that the layering in a single-component stratification
depended on both a Richardson number and a Reyn-
olds number; while a/N
2 incorporates effects of buoy-
ancy and viscosity, a detailed mapping of the stability
boundary in the case of a two-component stratification
would require using the density ratio and any two of a
Richardson number, Reynolds number, and a/N
2.
Although mixed layers form near the top and bottom
of the density profile, boundary effects do not dominate
layering in the interior if the instability of the density
profile is large enough to create layers. Some effects of
heat losses and overturning at the top appear in the
initial profiles of experiments 1 and 7 (Fig. 4a) and
other experiments, but the density profiles still had a
significant central core of stratified fluid. In the case
with a low density ratio, interfaces appeared both in the
central region and near the boundaries (Figs. 4b and
4c). In the case with a high density ratio, the mixed
layers advanced faster (Fig. 4b) because of greater mix-
ing, and as they approached each other, the stratified
region between them eroded away. The lack of growth
of an instability in the central core for the high density
ratio case suggests that layers would not have formed
FIG. 3. Examples of density profile evolution: (a) a case without
layers (expt 2) and (b) a case with layers (expt 6). The density
profiles are each shifted 1 kg m3 in (a) and 2 kg m3 in (b). The
decay of an interface in the interior region can be observed at z 
0.25 m in (b).
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even if the stratified core had occupied more of the
tank.
The final evolution of the buoyancy frequency shows
even more striking differences between the two cases
(Fig. 5). The low density ratio system evolved into a
two-layered system; the interface between the layers
was well defined, and its thickness changed little. The
high density ratio system had a much thicker stratified
region, which was continuously eroded by the mixed
layers on the top and the bottom. The maximum value
of Ri at the interface for the high density ratio case was
always smaller that the initial value. Therefore, the pro-
cess of formation of layers through an instability lead-
ing to an increase of the gradient (e.g., Phillips 1972)
was either not present or unimportant. Significant
steepening of the interface occurred for the case with a
low density ratio; the maximum value of Ri at the in-
terface was 3–4 times the initial value.
Results in Figs. 4 and 5 suggest that layers cannot
develop in the case with a high density ratio. While this
FIG. 4. Evolution of profiles of N2 for expts 1 (dotted line) and
7 (solid line). The data are expressed as a local Richardson num-
ber. The initial values of the parameters were Re  276, Ri 
15.2, and R  1.2 for expt 1 and Re  289, Ri  12.7, and R 
0.04 for expt 7. The panels show (a) an early stage of the evolution
and then (b),(c) later stages of the evolution. The total work done
on each system increases from (a) to (c), and it is the same within
10% for the two curves in each plot.
FIG. 5. Final evolution of profiles of N2 for expts (a) 1 and (b)
7. The data are expressed as a local Ri and normalized by the
initial mean Richardson number Ri0.
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conclusion holds for the density profile, if temperature
and salinity are considered separately, the interpreta-
tion is more complex. Figure 6 shows the vertical de-
rivative profiles for both scalars normalized with a
mean initial gradient for each scalar. While the tem-
perature derivatives do not exhibit sharpening, incipi-
ent layers in the salinity gradient profile appear at the
edges of the boundary layer. The salinity gradient
sharpened and increased above the initial value, but
because the density ratio was relatively large in experi-
ment 1, the temperature flux controlled the evolution
and layers in the density profile did not develop. The
different behaviors of two scalars that experience the
same stirring and cause comparable density changes
demonstrate that the behavior depends on the proper-
ties of the scalar generating the stratification. This ob-
servation is discussed further in section 4a.
b. Layer characteristics
In all of the cases with layers, the thickness of the
layers was similar to that found in previous experi-
ments. The layer thickness  is usually characterized in
terms of a linear dependence on the buoyancy scale,
U/N0, where U is the velocity of the rods. For example,
Holford and Linden (1999) found that   3.07U/N0,
which was similar to the result from Park et al. (1994).
To compare with previous experiments, we took U 
fS. The average values of  (Fig. 7) are comparable to
those from Holford and Linden (1999) and Park et al.
(1994), but the range of U/N0 was not large enough to
obtain a representative dependence on U/N0. The num-
ber of layers in the present experiments was small, and
the layer sizes varied by up to 25% within one experi-
ment. Initial disturbances of the profile can determine
the location of interfaces (Balmforth et al. 1998), and
this effect can cause larger variation in the average
value of  if the system naturally develops few layers.
The average thickness S of the salinity interfaces
ranged between 1.0 and 1.9 cm, or 25% and 48% of the
comb spacing M (Table 2). These interface thicknesses
are comparable to those estimated from Fig. 11 of Park
et al. (1994). The thickness for the density interface was
comparable since the density ratio was small in experi-
ments with layers. The values of S /LT are smaller than
the values reported by Crapper and Linden (1974) for
their high Péclet number regime. Differences in the
results could correspond to differences in the stirring
methods or the definition of the length scale: Crapper
FIG. 6. Evolution of profiles of (a) temperature gradient and
(b) salinity gradient for expt 1. The gradients are normalized by
the mean initial value. Each curve is shifted by 1 unit. Incipient
interfaces can be observed in the salinity profiles at z/H  0.2
and 0.7.
FIG. 7. Average density layer thickness  as a function of U/N0.
The key for the symbols for the present experiments is given in
Table 1. Error bars denote the range of values. The solid line
corresponds to  3.07U/N0 found by Holford and Linden (1999)
for their experiments, and the dashed line corresponds to  
2.6U/N0  1 cm found by Park et al. (1994) for their experiments.
Crosses denote measurements from Park et al. (1994).
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and Linden (1974) stirred their two-layer system with
two horizontal grids oscillating at some distance from
the interface. They also estimated LT from measure-
ments of the integral scale in unstratified, oscillating-
grid experiments, while we estimated LT  M.
Temperature interfaces also appeared as a result of
the presence of salinity interfaces. In the later stages of
the experiments, when the interfaces were the most
stable, the thickness of the temperature interfaces was
4–7 times larger than the thickness of the salinity inter-
faces. This difference in thickness can be explained by
considering the conclusions of Crapper and Linden
(1974). They found that if the contribution of molecular
diffusion to the flux across the interface is negligible,
the thickness of the interface does not depend on Ri
and depends only weakly on Re. In contrast, the inter-
face thickness increased as the molecular contribution
to the flux increased. Although they considered systems
stratified with only one scalar, and the stirring mecha-
nism was different, their results are also relevant here.
In the present experiments, the contribution to the flux
from molecular diffusion at the interfaces was up to an
order of magnitude larger for temperature than for sa-
linity. Therefore, our observation of T 
 S is consis-
tent with the explanation of Crapper and Linden
(1974). This result is considered in more detail in sec-
tion 4a (see the discussion of Fig. 11).
4. Mixing
Because layering depends on the magnitude of the
vertical mixing and the dependence of the fluxes on the
properties of the scalars and the relative strengths of
the stratification and turbulence, eddy diffusivities and
mixing efficiency are discussed in detail in this section.
a. Eddy diffusivities
Initial eddy diffusivities for salinity ranged from 8 
108 m2 s1 to 5  107 m2 s1, and initial eddy diffu-
sivities for temperature ranged from 6.6  107 m2 s1
to 1.9  106 m2 s1 (Table 2). While these values are
4–13 times the molecular values, they are much smaller
than the values measured with more energetic stirring
in the same facility (Jackson and Rehmann 2003b).
Rehmann and Koseff (2004) also measured much larger
values in most of their towed-grid experiments, but KS
did reach O(108) m2 s1 in their cases with layered
density profiles.
The initial eddy diffusivities for temperature and sa-
linity depended linearly on a/N
2, and they also de-
pended on the molecular properties of the scalars (Fig.
8). For each scalar the data collapsed to a single curve
that can be approximated by a linear function:
K

 a
a
N2
 b. 14
The slopes were a
T
 0.078 and a
S
 0.023, and the
intercepts were close to zero: b
T
 0.23 and b
S
 0.10.
This linear dependence is consistent with observations
from previous work. For larger /N2, the eddy diffu-
sivity follows a power law with an exponent between
0.33 and 0.6 (Barry et al. 2001; Jackson and Rehmann
2003b; Rehmann and Koseff 2004: Shih et al. 2005).
However, the laboratory experiments of Barry et al.
(2001) show a linear dependence in the “weak turbu-
lence” regime (30 	 /N2 	 800), and for the range of
a/N
2 in the present experiments, simulations of
sheared, single-scalar flows (Shih et al. 2005) suggest
computing the diffusivity with 0.2a/N
2, which implies a
linear dependence on a/N
2.
Although the present experiments and previous stud-
ies agree on the dependence on a/N
2 in the range
considered, they disagree on the effects of the Schmidt
number. Our measurements, which cover only two val-
ues of Sc, yield a

 0.1Sc0.27. The relation of Barry et
al. (2001), which leads to a

 0.3Sc1/3, has a similar
dependence on Schmidt number, although it overpre-
TABLE 2. Initial eddy diffusivities, kinematic viscosities, and interface thicknesses. The average ratio of standard deviation and
mean interface thickness was 13% for salinity interfaces and 28% for temperature interfaces.
Diffusivity (107 m2 s1) Interface thickness (cm)
Expt  KS KT K S T
1 6.3 1.6  0.3 11.2  2.5 7.0  1.6 — —
2 7.2 2.9  0.5 11.1  3.0 7.2  1.6 — —
3 5.8 0.9  0.2 9.2  3.4 6.4  0.8 — —
4 6.1 4.8  0.6 18.8  3.8 8.2  1.4 — —
5 6.8 2.0  0.7 9.2  2.3 3.2  0.6 1.2 7.2
6 9.7 0.8  0.2 9.5  4.1 2.0  1.6 1.1 7.3
7 9.1 5.0  0.9 18.8  8.8 4.8  1.6 1.9 7.0
8 9.3 1.9  0.5 8.5  2.9 2.4  1.2 1.2 6.9
9 9.3 1.3  0.4 6.6  4.4 1.4  0.6 1.0 7.3
10 9.9 3.4  0.9 — 3.6  1.4 1.3 6.8
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dicts our measurements somewhat (Fig. 8). The recom-
mended formula of Shih et al. (2005), in which the slope
does not include the Schmidt number, overpredicts the
slope observed in the present experiments by a factor of
2.6 for temperature and 8.7 for salinity (Fig. 8). In fact,
Shih et al. (2005) found that including a factor of Sc1/5
collapsed the data in the intermediate range (see their
Fig. 4b). As Shih et al. (2005) discuss, any comparison
between experiments and simulations should also ac-
knowledge the differences in forcing, parameter values,
and methods to calculate diffusivities. In particular, the
cases from the simulations with Sc 	 1 may need to be
treated separately from the laboratory experiments,
which have Sc 
 1. When Sc 	 1, the scalar experiences
straining only from eddies in the energy cascade, while
when Sc 
 1, the scalar also experiences constant
straining at a rate proportional to (/)1/2 from eddies
smaller than the Kolmogorov scale (Rehmann 1995).
The eddy diffusivity for density depends on the den-
sity ratio as well as a/N
2. Substituting the definition of
the density gradient and an expression for the density
flux in terms of the eddy diffusion representation of the
salinity and temperature fluxes yields
K 
KTR  KS
1  R
. 15
The linear fits in Eq. (14) for K
T
and K
S
allow K to be
expressed as
K


1
1  R
RaT  aS a
N2
 RbT  bS.
16
Therefore, for fixed a/N
2 in the range for which the
linear fits are valid, the eddy diffusivity of the density
should increase and approach an asymptote as the den-
sity ratio increases. The eddy diffusivity computed with
Eq. (16) using the initial value of the density ratio will
not match the direct measurements with Eq. (5) when
the density ratio varies significantly with depth—for ex-
ample, after layers develop. However, since the eddy
diffusivities we present are initial values, Eq. (16) de-
scribes the measurements well: A curve computed with
a/N
2  20 is shown in Fig. 9 with the measured dif-
fusivities. Values for four experiments with a/N
2  20
lie on the curve, while except for the value for experi-
ment 3, the others lie above or below the curve accord-
ing to their value of a/N
2.
FIG. 9. Initial eddy diffusivity for density as a function of the
density ratio: filled circles (●), experiments with a/N
2  20
(expts 1, 2, 7, and 10); upward-pointing triangles (), experiments
with a/N
2 
 20; and downward-pointing triangles (), experi-
ments with a/N
2 	 20. Error bars are computed from the un-
certainty in the diffusivity. The dotted line is computed from Eq.
(16) with a/N
2  20.
FIG. 8. Initial eddy diffusivity for (a) salinity and (b) tempera-
ture. The key for the symbols is in Table 1. Values are means
corresponding to the central half of the profile, and they represent
the “total scalar diffusivity,” as defined by Shih et al. (2005). Error
bars are computed from the uncertainty in the diffusivities. Solid
lines are linear fits to the diffusivities, dashed lines are computed
with 0.3Sc1/3a/N
2 (Barry et al. 2001), and dotted lines are com-
puted with 0.2a/N
2 (Shih et al. 2005).
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The linear dependence of K on a/N
2 is also con-
sistent with the microstructure formula (Osborn 1980),
K

 
a
N2
, 17
when the rightmost term in Eq. (16) is small. Although
ocean studies have reported values from 0 to 0.4 (Rud-
dick et al. 1997), the dissipation coefficient  is often
taken as 0.2 in microstructure experiments and other
work. For example, Shih et al. (2005) recommend Eq.
(17) with   0.2 for the intermediate range of /N2.
Nevertheless, as found in other laboratory experiments,
Eq. (17) overestimates eddy diffusivity in our experi-
ments: over the range of R, the coefficient of a/N
2 in
Eq. (15) varies between 0.023 and 0.078.
A key feature of these experiments is the differential
diffusion. Values of the initial diffusivity ratio d  K
S
/
K
T
, which range from 0.07 to 0.3 (Fig. 10), are among
the lowest reported. The present data extend the curve
of Jackson and Rehmann (2003b), which was recalcu-
lated using the present method for obtaining the eddy
diffusivities, to lower a/N
2, and overall the diffusivity
ratio increases as a/N
2 increases from 8 to 2000. Gar-
gett et al. (2003) argued that differential diffusion re-
quires larger upgradient fluxes of salinity at high wave-
numbers, and Jackson et al. (2005) showed that a rapid
distortion model, which reproduces the timing and the
spectral distribution of upgradient fluxes, reproduces
the measurements of d in Fig. 10 well.
The preferential transport of temperature is funda-
mental in explaining the different behaviors of the sca-
lars regarding the formation of layers. In experiment 1,
in which R0  1.2, layers formed in the salinity profile
(Fig. 6) but not in the density profile, while in experi-
ment 7, which had a comparable value of a/N
2 but
small R0, layers formed in the density profile. In all
cases, K
T
was more than 3 times K
S
, and in fact both
diffusivities in experiment 7 exceeded the values in ex-
periment 1. However, because temperature differences
contributed more to the density gradient in experiment
1, the eddy diffusivity of the density was larger in ex-
periment 1 and no layers formed in the density profile.
Integrating the conservation equations in z allows
profiles of flux and eddy diffusivity to be examined. For
example, in experiment 5, which had three well-defined
layers after 15 stirring sets, K
T
and K
S
were approxi-
mately equal in the layers, where stratification was
weak (Fig. 11a). Near the interfaces, both eddy diffu-
sivities decreased, and K
T
was more than an order of
FIG. 10. Initial diffusivity ratio d  KS/KT as a function of
a/N
2. Data from Jackson and Rehmann (2003b) are shown for
comparison as asterisks; the data have been recalculated using the
present method. The key for the symbols is in Table 1. Error bars
are computed from the uncertainty in the diffusivities.
FIG. 11. Profiles of eddy diffusivity normalized by the (a) kine-
matic viscosity and (b) molecular diffusivity of the respective sca-
lars. In both (a) and (b), solid circles denote KS computed from
Eq. (5), solid lines denote KS as used to solve salinity evolution,
open circles denote KT computed from Eq. (5), and dashed lines
denote KT as used to solve temperature evolution. For salinity,
the profile corresponding to the best fit for the interface slope is
shown as a dotted line.
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magnitude larger than K
S
. The ratio of the eddy diffu-
sivity and the molecular diffusivity is larger for salt than
heat (Fig. 11b). Therefore, molecular diffusion can con-
tribute a larger fraction of the heat flux than the salt
flux, as discussed in the section on layer characteristics.
The trend in Fig. 11 was found in all of the experiments.
b. Mixing efficiency
Several features of the mixing efficiency are consis-
tent with previous observations (Fig. 12a). The effi-
ciency, which had a maximum of about 5%, is smaller
than the efficiency of flows with shear (e.g., Linden
1979) but comparable to the efficiency of flows with
similar stirring mechanisms (e.g., Park et al. 1994; Hol-
ford and Linden 1999; Jackson and Rehmann 2003b;
Rehmann and Koseff 2004). Because the Richardson
number is large, the efficiency varied less with Ri in the
present experiments than in the experiments of Jackson
and Rehmann (2003b). Some evidence of a decrease of
the mixing efficiency with Ri can be observed, as pre-
dicted by Linden (1979) and Rehmann (2004), but be-
cause of large uncertainties a constant value of the mix-
ing efficiency for large Richardson number cannot be
ruled out.
For the range of Ri considered, the efficiency de-
pends most strongly on the density ratio (Figs. 12a and
12b). As in Jackson and Rehmann (2003b), the mixing
efficiency increased with increasing R. Differential dif-
fusion causes greater potential energy change in flows
with higher density ratio, or more of the density gradi-
ent caused by temperature (Jackson and Rehmann
2003a). This effect occurs in both the layered and the
nonlayered cases for Ri 
 1. Using entrainment mea-
surements of Turner (1968), Jackson and Rehmann
(2003a) found that the mixing efficiency of a two-layer
flow stirred by oscillating grids should vary with Ri and
R as
Rf  ARi
n1
aRimn  R
1  R
, 18
where a depends on coefficients in the entrainment re-
lations, A is related to the parameters of the tank ge-
ometry and stirring, and n  0.95 and m  1.37
correspond to the power-law coefficients found by
Turner (1968) for entrainment of heat and salt, respec-
tively. We apply an expression of the form in Eq. (18)
to our results. Neglecting variations of Ri gives
Rf 
a  bR
1  R
, 19
and if the values a  0.02 and b  0.08 are chosen, Eq.
(19) fits the measurements well (Fig. 12b). The fit is
better at large R because at low R changes in Ri
should be also considered.
Along with the initial mixing efficiency, the experi-
ments allow the evolution of the flux–gradient relation-
ship and the validity of the Phillips–Posmentier mecha-
nism to be assessed. We present the flux–gradient re-
lationship in the form of   q /a plotted against a/
N2 (Fig. 13). The solid line represents a flux–gradient
relation like that assumed in the Phillips–Posmentier
mechanism. We constructed it from a polynomial fit to
values of N2 and the corresponding fluxes from layered
states; the low a/N
2 part of the curve comes from
interfaces, while the high a/N
2 part of the curve
comes from layers. Several features in the compilation
of individual flux measurements (dots in Fig. 13) can be
observed. The initial state (Fig. 13a), which had no lay-
ers, represented a transient state with higher flux than
FIG. 12. Mixing efficiency as a function of the (a) Richardson
number and (b) initial density ratio. Error bars (vertical lines) are
not included in (b) for clarity. Data from Jackson and Rehmann
(2003b) are shown in (a) for comparison: plus signs correspond to
low R, and asterisks correspond to high R. The dotted line in (b)
is Rf  (0.02  0.08 R)/(1  R) [Eq. (19)]. The key for the
symbols is in Table 1.
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in the layered case. Eventually layers formed, and flux
was constant throughout the layer (Fig. 13b). Interface
decay (Fig. 13c) produced a local increase of the flux,
and Fig. 13d shows the final three-layered state of the
system.
The Phillips–Posmentier mechanism assumes that for
a given Re a single curve of flux versus gradient de-
scribes the layered system. Holford and Linden (1999)
found that instead of following a single flux–gradient
relation, the initial buoyancy flux was smaller than the
final value. In our experiments the flux-gradient rela-
tion also evolved, although the initial flux was larger
than the final value. A possible reason for this differ-
ence is the contribution due to heat flux with a higher
mixing efficiency than that for salinity. In any case, like
the experiments of Holford and Linden (1999), our ex-
periments suggest the Phillips–Posmentier mechanism
is more a representation of the layered state than an
explanation for its occurrence.
5. Summary
We performed laboratory experiments to study lay-
ering in a flow with diffusively stable temperature and
salinity stratification. Differential diffusion occurred in
all of the experiments, and it inhibited layering when
the density ratio was large enough. That is, in cases with
the same Richardson and Reynolds numbers, layers oc-
curred only for low density ratios, or weak temperature
stratification. The temperature gradient never steep-
ened. Layer thicknesses were consistent with previous
experimental results, and the thicknesses of the tem-
perature interfaces exceeded the thicknesses of the sa-
linity interfaces because molecular diffusion contrib-
uted more to the temperature flux than to the salinity
flux.
The present experiments extend previous measure-
ments and predictions for the eddy diffusivity; for the
range of experimental parameters studied, the eddy dif-
fusivities followed a linear dependence on a/N
2, and
they depended on the Schmidt number. The mixing
efficiency was small, as observed in previous experi-
ments with similar stirring mechanisms. Within the ex-
perimental uncertainty, the mixing efficiency either de-
creased or remained constant with increasing Ri when
Ri was large. The efficiency increased with increasing
density ratio, as Jackson and Rehmann (2003a) pre-
dicted. Although the flux–gradient relation in the lay-
FIG. 13. Flux–gradient relation in the form of dissipation coefficient  as a function of a/N
2 for expt 5. Dots
represent individual flux measurements, and the solid curve, which is described in the text, represents a flux–
gradient relation like that assumed in the Phillips–Posmentier mechanism. Time increases from (a) to (d).
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ered state followed the shape required for the Phillips–
Posmentier mechanism, the flux–gradient relation dur-
ing the initial evolution of the system did not. Holford
and Linden (1999) reached a similar conclusion; in their
experiments the initial fluxes were smaller than the fi-
nal fluxes, while in our experiments, the fluxes were
initially larger, possibly because of differential diffu-
sion.
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