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Resumen
Esta l´ınea de investigacio´n se centra en los aspectos al-
gor´ıtmicos y de representacio´n de conocimiento y razo-
namiento asociados con los procesos de razonamiento
diale´ctico y dina´mica del conocimiento bajo incertidum-
bre probabil´ıstica. La investigacio´n es conducida por la
aplicacio´n de e´stos en entornos relacionados con ciberse-
guridad y ciberguerra; dada la aplicabilidad de los resul-
tados en datos provenientes del mundo real, la tratabili-
dad computacional es un tema central del proyecto.
Palabras clave: Representacio´n de conocimiento y ra-
zonamiento, Argumentacio´n, Revisio´n de creencias, Ra-
zonamiento bajo incertidumbre probabil´ıstica, Ciber se-
guridad.
1. Contexto
La presente l´ınea de investigacio´n se encuentra inserta en
el marco del proyecto PGI 24/N035 “Argumentacio´n y
Dina´mica de Creencias para mejorar las capacidades de
razonamiento y representacio´n de conocimiento de Sis-
temas Multi-Agente”, ﬁnanciado por la Universidad Na-
cional del Sur, y el proyecto PIP-CONICET 112-201101-
01000 “Combinacio´n de Revisio´n de Creencias y Argu-
mentacio´n para mejorar las capacidades de Razonamien-
to y modelado de la Dina´mica de Conocimiento en Sis-
temas Multi-agente”, ﬁnanciado por el Consejo Nacional
de Investigaciones Cient´ıﬁcas y Te´cnicas (CONICET),
ambos llevado a cabo dentro del Departamento de Cien-
cias e Ingenier´ıa de la Computacio´n, Universidad Nacio-
nal del Sur.
2. Introduccio´n
A continuacio´n haremos un breve relevamiento de las
a´reas ma´s cercanas a esta l´ınea de investigacio´n, en-
foca´ndonos en los trabajos que comparten en mayor me-
dida nuestros objetivos.
Sistemas argumentativos
Para los seres humanos, argumentar es una forma na-
tural de encontrar una base segura para las creencias;
es una manera de manejar racionalmente la informacio´n
contradictoria con el ﬁn de establecer que´ es posible creer
en el contexto de lo que ha sido ya aceptado. La activi-
dad humana de discutir, y la propia naturaleza de una
discusio´n, han sido objeto de intensa investigacio´n en Fi-
losof´ıa desde la antigu¨edad, y la Lo´gica nacio´ del esfuerzo
realizado para estructurar la presentacio´n de argumentos
y su intercambio. El proceso de argumentacio´n (tanto la
humana como la computacional) reﬂeja una forma de ra-
zonamiento en el cual tanto la conclusio´n como la forma
de llegar a ella pueden ser cuestionadas; es decir, se mo-
dela un proceso diale´ctico en el cual las partes proponen
argumentos a favor de sus puntos de vista o en contra
de los de la contraparte, y el proceso determina cua´l es
la posicio´n ganadora.
En la literatura se han propuesto muchas formas de
llevar a cabo este proceso, las cuales se dividen princi-
palmente en abstractas [Dun95] y concretas [GS04]; las
primeras se caracterizan por el ana´lisis de los argumentos
disponibles y la relacio´n de ataque entre ellos, mientras
que las u´ltimas asumen la disponibilidad de la estructura
interna de cada argumento. Esta a´rea de estudio es de
especial intere´s en el a´mbito de la Inteligencia Artiﬁcial,
principalmente porque permite razonar con informacio´n
incompleta e incierta, y permite manejar inconsistencias
en los sistemas basados en conocimiento. En las u´ltimas
dos de´cadas, la investigacio´n en argumentacio´n como me-
canismo de razonamiento se ha expandido enormemente,
y el campo esta´ produciendo un gran variedad de resul-
tados.
Es claro que este tipo de razonamiento puede ser u´til pa-
ra nuestros objetivos; como punto de partida para esta
investigacio´n se considerara´n tanto los sistemas de argu-
mentacio´n abstracta como los sistemas concretos basa-
dos en reglas. En particular, se tomara´ como referente a
tres sistemas concretos que han sido desarrollados en la
u´ltima de´cada: Defeasible Logic Programming (DeLP)
[GS04], ABA [DKT09] y ASPIC+ [Pra10], pero tambie´n
se tendra´ en cuenta la aproximacio´n abstracta, ya que
en general resulta u´til en las etapas iniciales de modela-






Las herramientas para llevar a cabo un proceso de razo-
namiento probabil´ıstico han sido estudiadas por mucho
tiempo y en muchas disciplinas, dado su amplio campo
de aplicacio´n. Para nuestros objetivos, utilizaremos he-
rramientas maduras que poseen implementaciones opti-
mizadas y mantenidas perio´dicamente; dos ejemplos son
las Redes Bayesianas [Pea14] y las Redes Lo´gicas de Mar-
kov [RD06], aunque se realizara´ un relevamiento comple-
to del campo para identiﬁcar otras posibilidades.
Revisio´n de creencias
El problema que se estudia en el a´rea de Revisio´n de
Creencias (Belief Revision, en ingle´s) es el de co´mo de-
ben cambiar los estados episte´micos de un agente ante
una nueva entrada episte´mica; en otras palabras, co´mo
deben revisarse las creencias ante la presencia de infor-
macio´n nueva que posiblemente contradice las creencias
establecidas hasta el momento. Tradicionalmente, los es-
tados episte´micos han tomado la forma o bien de conjun-
tos de creencias (conjuntos de fo´rmulas lo´gicas cerrados
bajo consecuencia) [AGM85, Ga¨r03] o bases de creencias
(conjuntos no cerrados) [Han94, Han97].
Es evidente que el problema de la revisio´n de creencias
aparece constantemente en el mundo real y, por lo tan-
to, cualquier sistema inteligente que funcione con datos
del mismo debera´ estar equipado con alguna forma de
revisio´n. La metodolog´ıa t´ıpica consiste en el desarrollo
de operadores que toman la base de conocimiento actual
y la entrada episte´mica, y producen una nueva base de
conocimiento que corresponde al resultado de revisar las
creencias. Estos operadores en general se caracterizan
por las propiedades que deben cumplir (expresadas en la
forma de postulados); luego se proponen construcciones
algor´ıtmicas y se demuestra formalmente que las dos ca-
racterizaciones son equivalentes; e´ste tipo de resultado
lleva el nombre de teorema de representacio´n.
De particular intere´s para esta l´ınea de investigacio´n
es la capacidad de hacer revisio´n de creencias en entornos
en los que se espera que haya intenciones de engan˜ar al
agente razonador (con informacio´n engan˜osa); por ejem-
plo, una persona o equipo que ejecuta un ciberataque
t´ıpicamente intenta dejar pistas falsas para que los in-
vestigadores pierdan el rastro del verdadero responsable.
A nuestro entender, no existen operadores de revisio´n de
creencias que se hayan desarrollado con esta caracter´ısti-
ca en mente. Por otra parte, tambie´n se explorara´n ope-
radores que sean especialmente propicios para funcionar
con aspectos cuantitativos; el u´nico trabajo en esta l´ınea
es la propuesta reciente de [SSF15].
3. L´ıneas de Investigacio´n,
Desarrollo e Innovacio´n
Los u´ltimos an˜os han visto una verdadera explosio´n en
el intere´s por el desarrollo y estudio de formalismos de
argumentacio´n probabil´ıstica. Si bien la mayor parte de
esta atencio´n ha estado enfocada hasta el momento en
sistemas de argumentacio´n abstracta [Hun12, Thi12].
existen tambie´n desarrollos con sistemas argumentati-
vos concretos; el primer trabajo en esta l´ınea fue el de
[HKL00]; desde entonces, los trabajos ma´s relevantes pa-
ra este plan han sido los de Hunter [Hun13] y Shakarian,
Simari y Falappa [SSF14].
La conexio´n entre la revisio´n de creencias y los sis-
temas argumentativos fue estudiada por primera vez en
[Doy79]; en [FGKIS11] se realiza un relevamiento hasta
la fecha de publicacio´n y adema´s se desarrollan operado-
res nuevos que explotan esta conexio´n. Los operadores
basados en explicaciones de [FKIS02] son tambie´n re-
levantes a la combinacio´n de estas dos a´reas, dado que
las explicaciones de por que´ una revisio´n se hace de una
manera particular pueden ser vistas como argumentos.
Por otra parte, la revisio´n de creencias probabil´ısti-
cas tambie´n ha recibido algo de atencio´n en la literatu-
ra, aunque menos que las discutidas anteriormente. Los
trabajos funcionales en la l´ınea de investigacio´n ma´s re-
levante para la nuestra — la que combina me´todos de
revisio´n cla´sicos con conocimiento probabil´ıstico -– son
los de [KIR04], que se centra en la fusio´n de informacio´n
probabil´ıstica, y [CD05], que utiliza adema´s evidencia in-
cierta como entrada episte´mica. Ma´s recientemente, en
[Dub11] se propone un tratamiento general que abarca
la revisio´n y fusio´n en entornos tanto cualitativos como
cuantitativos.
Por u´ltimo, la u´nica l´ınea de investigacio´n de la que
tenemos conocimiento que combina las tres a´reas es la
iniciada recientemente por Shakarian, Simari, Falappa y
otros [SSM+15, SSF14, SSMP15, SSF15]. Estos trabajos
plantean un formalismo general para realizar revisio´n de
creencias en un lenguaje basado en DeLP extendido con
presuposiciones [MGS12] y anotaciones probabil´ısticas.
El modelo consiste de una base de conocimiento bipar-
tita: el modelo anal´ıtico es un programa DeLP que in-
cluye los datos y reglas que aplican al dominio en cues-
tio´n, mientras que el modelo del entorno es una base
de conocimiento probabil´ıstica. Por u´ltimo, una funcio´n
de etiquetado relaciona ambas partes al asociar fo´rmulas
compuestas por combinaciones de eventos ba´sicos prove-
nientes del modelo del entorno. En la Figura 1 se mues-
tra un ejemplo de predicados que podr´ıan utilizarse para
modelar un dominio de ciberseguridad; una funcio´n de
etiquetado podr´ıa por ejemplo asociar motivo(X,Y ) con
el evento probabil´ıstico enConf(X,Y ), denotando que se
puede concluir que X tiene motivo de atacar a Y cuando
e´stos esta´n en conﬂicto entre ellos.
Si bien los autores estudian operadores de revisio´n
para este modelo, no han estudiado formas de hacerlos
computacionalmente tratables, no se han enfocado en la
revisio´n de informacio´n potencialmente producida con la
intencio´n de engan˜ar, ni han estudiado su aplicacio´n a
datos provenientes del mundo real. En nuestra l´ınea de
investigacio´n trabajaremos con este grupo en estos as-
pectos, no so´lo enfocados en sus desarrollos anteriores,
sino abriendo tambie´n la bu´squeda a otros formalismos.
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PEM: origIP(M,X) El malware M origino´ de una direccio´n de IP perteneciente a X.
malwOp(M,O) El malware M fue usado en la ciber-operacio´n O.
malwPista(M,X) El malware M contiene una pista de que fue creado por X.
idiomaComp(M, I) El malware M fue compilado en un sistema que usa el idioma I.
idiomaNat(X, I) I es el idioma nativo de X.
enConf(X,Y ) X e Y esta´n en conﬂicto entre ellos.
numInstMCI(X,N) En el pa´ıs X hay al menos N instituciones de primer nivel en
matema´tica, ciencias e ingenier´ıa.
infSisGob(X,M) Sistemas de gobierno de X fueron infectados con el malware M .
edadCapCib(X,N) X has tenido capacidades de ciber-guerra por N an˜os o menos.
capCibGob(X) X tiene un laboratorio gubernamental de ciber-seguridad.
PAM: condOp(X,O) X condujo la ciber-operacio´n O.
evidencia(X,O) Hay evidencia de que X condujo la ciber-operacio´n O.
motivo(X,Y ) X tiene un motivo para lanzar un ciber-ataque en contra de Y .
esCapaz(X,O) X es capaz de conducir una ciber-operacio´n O.
objetivo(X,O) X fue el objetivo de la ciber-operacio´n O.
invMCI(X) X tiene inversiones signiﬁcativas en educacio´n en matema´tica, ciencia e ingenier´ıa.
expCib(X) X tiene experiencia en la conduccio´n de ciber-operaciones.
Figura 1: Un ejemplo muy sencillo de un conjunto de predicados que podr´ıan utilizarse para modelar un dominio de
ciber-guerra. PEM corresponden al modelo de entorno (probabil´ıstico), mientras que PAM contiene los predicados
del modelo anal´ıtico (de argumentacio´n).
4. Resultados y objetivos
El objetivo general de este plan de trabajo es investigar
los aspectos tanto de representacio´n de conocimiento co-
mo algor´ıtmicos asociados con los procesos de razona-
miento diale´ctico y dina´mica del conocimiento bajo in-
certidumbre probabil´ıstica. El enfoque particular sera´ en
su aplicacio´n en entornos relacionados con ciberseguri-
dad y ciberguerra; dado que se quieren aplicar los resul-
tados en datos provenientes del mundo real, la tratabili-
dad computacional debera´ ser tenida en cuenta a lo lar-
go de todo el proyecto. Uno de los problemas principales
que ocurre en ciberseguridad y ciberguerra es el llama-
do “problema de la atribucio´n”, que busca encontrar la
parte culpable de un acto de intere´s en el ciberespacio
(como, por ejemplo, un acceso no autorizado a una base
de datos) [Tsa12, SSR13].
El objetivo particular posee dos partes principales:
1. El desarrollo de herramientas que combinen forma-
lismos de argumentacio´n estructurada con modelos
probabil´ısticos, con especial enfoque en la capacidad
de considerar mu´ltiples fuentes de informacio´n que
pueden contener informacio´n elaborada por enemi-
gos con la meta de engan˜ar al agente razonador; de
ahora en ma´s, nos referiremos a e´sta como “informa-
cio´n engan˜osa” (deceptive information, en ingle´s).
Para ello, se evaluara´n – entre otras opciones – di-
ferentes aproximaciones a la revisio´n de creencias
no priorizada. Este objetivo incluye el ana´lisis de
las propiedades teo´ricas de los resultados obtenidos,
tales como su complejidad computacional en tiempo
y espacio.
2. La evaluacio´n experimental de las herramientas ob-
tenidas en el objetivo (a); habra´ dos enfoques parti-
culares: (i) su capacidad para representar informa-
cio´n que ocurre en escenarios del mundo real; y (ii)
escalabilidad: que el sistema sea capaz de funcionar
con una gran cantidad de informacio´n en un tiempo
razonable; dado que la meta es resolver problemas
complejos (tales como la decisio´n de quienes son res-
ponsables por un ataque); un “tiempo razonable”,
en este contexto, puede ser unas pocas horas. Re-
saltamos la diferencia entre este tipo de problemas
y otros que suelen requerir una respuesta casi in-
mediata, como una consulta a una base de datos.
Los dos objetivos particulares se inﬂuenciara´n en-
tre s´ı; el primero se enfoca en los aspectos teo´ricos,
mientras que el segundo se encarga de probar co´mo
funcionan los desarrollos teo´ricos en la pra´ctica.
Los pasos iniciales en este proyecto involucran el es-
tudio profundo de sistemas argumentativos y modelos
probabil´ısticos, que son las componentes ba´sicas de los
formalismos a desarrollar. A su vez, se estudian las dife-
rentes formas de hacer revisio´n de creencias, identiﬁcan-
do aproximaciones innovadoras que sean propicias para:
(i) el modelado de problemas que incluyen informacio´n
engan˜osa, y (ii) entornos en los cuales es necesario razo-
nar con incertidumbre probabil´ıstica.
5. Formacio´n de Recursos
Humanos
Dentro de esta l´ınea de investigacio´n se lleva a cabo la te-
sis de Doctor en Ciencias de la Computacio´n de Jose´ Pa-
redes, bajo la direccio´n de Marcelo A. Falappa y Gerardo
I. Simari, en desarrollo dentro del Laboratorio de Inves-
tigacio´n y Desarrollo en Inteligencia Artiﬁcial (LIDIA)
de la Universidad Nacional del Sur. Actualmente, el LI-
DIA cuenta con investigadores, becarios y estudiantes de
posgrado trabajando intensamente en las a´reas de Ra-
zonamiento bajo Incertidumbre e Inconsistencia, Web
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Sema´ntica, Razonamiento sobre Preferencias, Robo´tica
Cognitiva, Argumentacio´n Rebatible, Revisio´n de Creen-
cias y Sistemas Multi-agente.
Los directores propuestos han llevado a cabo diferentes
proyectos de investigacio´n sobre Sistemas Argumentati-
vos Basados en Reglas y su aplicacio´n en a´reas tales como
Toma de Decisiones, Robo´tica Cognitiva y Web Sema´nti-
ca (entre otras). Dentro de estos proyectos se desa-
rrollo´ una implementacio´n conocida como DeLP (por sus
siglas en Ingle´s de Defeasible Logic Programming)[GS04]
y hoy cuenta con una versio´n disponible que permite el
uso del sistema a trave´s de la Web1. Se ha desarrollado
tambie´n una versio´n llamada DeLP-Server que provee
un servicio de razonamiento para sistemas multi-agentes
donde diferentes agentes en host remotos pueden ha-
cer uso de este servicio de razonamiento argumentativo
[GRTS07]. Por u´ltimo, el director propuesto posee v´ıncu-
los estrechos con el grupo de investigacio´n del Dr. Paulo
Shakarian (Arizona State University, EE.UU.), experto
no so´lo en temas de ciberseguridad y ciberguerra (es ex-
oﬁcial del eje´rcito estadounidense, incluyendo tareas de
analista de inteligencia), sino tambie´n en formalismos de
razonamiento bajo incertidumbre en general.
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