This chapter aims to address the challenging and demanding issue of solving a continuous nonlinear constrained global optimization problem. We propose four stochastic methods that rely on a population of points to diversify the search for a global solution: genetic algorithm, differential evolution, artificial fish swarm algorithm and electromagnetism-like mechanism. The performance of different variants of these algorithms is analyzed using a benchmark set of problems. Three different strategies to handle the equality and inequality constraints of the problem are addressed. An augmented Lagrangian-based technique, the tournament selection based on feasibility and dominance rules, and a strategy based on ranking objective and constraint violation are presented and tested. Numerical experiments are reported showing the effectiveness of our suggestions. Two well-known engineering design problems are successfully solved by the proposed methods.
Introduction
The problem that is addressed in this chapter is a continuous nonlinear constrained global optimization problem with the general form min x∈Ω f (x), subject to h(x) = 0 , g(x) ≤ 0 ,
where some of the functions f : R n → R, h : R n → R m and g : R n → R p are nonlinear and Ω = {x ∈ R n : l ≤ x ≤ u}. The function f (x) is the objective function, the equa-tions h j (x) = 0, j = 1, . . . , m and the inequalities g j (x) ≤ 0, j = 1, . . . , p define the equality and inequality constraints of the problem, respectively. The vectors l and u are the lower and upper bounds, respectively, on the continuous decision variables x, and n represents the number of variables. The feasible region of the problem is the set F = {x ∈ R n : h(x) = 0, g(x) ≤ 0, l ≤ x ≤ u}. A point x is a feasible point if x ∈ F . If the function f is not assumed to be convex then the problem (1) may have many minima in the feasible region. In this chapter, we look for a minimizer, x * ∈ F , such that f (x * ) ≤ f (x) for all feasible points x ̸ = x * . This class of global optimization problem arises frequently in real-world applications of different fields. Specially for large-scale problems and non-smooth problems, derivative-free and stochastic methods are the most appropriate methods. Some well-known derivativefree methods like the deterministic pattern search method [35, 36] cannot guarantee convergence to the global minimum. Stochastic algorithms based on a point-to-point search, like the simulated annealing [28] , and on a population of points, like particle swarm optimization [42] , evolutionary algorithm [57] , genetic algorithm [20, 25] , differential evolution [4, 6, 38, 54] , electromagnetism-like mechanism [2, 50] and artificial fish swarm algorithm [51] are available in the literature. Global optimization algorithms are usually divided into two main classes, the deterministic and the stochastic one. Deterministic methods provide a theoretical guarantee of locating the global minimizer, or at least an approximate global minimizer to within a prescribed tolerance, in a finite number of steps. The DIviding RECTangles based method [32] , branch-and-bound based methods [10, 29] and interval analysis based techniques [27, 29, 59] are the most known in the literature. Stochastic methods, on the other hand, incorporate probabilistic (stochastic) elements, either in the problem data, for instance in the objective function and constraints, or in the algorithm itself, or in both. The convergence proofs for this type of methods involve the use of probability theory [51] . Stochastic algorithms are guaranteed to converge in infinite steps with probability one, but in practice there is no guarantee that the obtained solution will actually be the global optimum, or by how far the algorithm has failed to locate the true global optimum. Because global optimization problems are undecidable on unbounded search spaces and NP-hard on bounded spaces, there may exist practical limits during the solution process. For example, methods based on analytic transformations lead to transformed problems of exponentially increasing size, while the branch-and-bound method may split the problem into an exponential number of subproblems. Usually, stochastic methods are faster in locating a global optimum than deterministic ones. For the study herein presented, four well-known stochastic methods were chosen. They are population-based methods and mainly inspired by evolutionary and swarm intelligence theories. In most global optimization algorithms (both deterministic and stochastic) it is possible to identify two separate phases. The exhaustive exploration of the search space is delegated to the global phase and most advanced techniques use stochastic methods to search for promising regions where global minima do exist. Then, the algorithms employ deterministic methods to exploit locally the promising regions found so far. This is known as the local phase of the algorithms.
While addressing the issue of solving global optimization problems we will analyze the practical behavior of the chosen solution methods and compare results with others in the literature. A set of benchmark simple bound constrained problems and another one with general constrained problems are used in the comparisons.
This chapter is structured in five sections. Section 2 aims at describing some popular and interesting population-based stochastic methods for simple bound constrained global optimization: (i) genetic algorithm; (ii) differential evolution; (iii) artificial fish swarm algorithm; (iv) electromagnetism-like mechanism. Section 3 is devoted to describing and discussing approaches for effective constraint-handling, namely: augmented Lagrangian-based techniques, tournament selection based on feasibility and dominance rules, and the ranking of objective function and constraint violation. A numerical comparison with other methods available in the literature, when solving two well-known engineering design problems, is shown in Section 4. We conclude the chapter in Section 5.
Population-Based Methods for Bound Constrained Problems
In population-based methods, a set (population) of candidate solutions (points) is randomly generated at the first iteration and is manipulated throughout the iterative process by means of a class of operations. The used operations depend on the theoretical principles that define the algorithmic structure, for example, they may use nature-inspired principles, copy physical processes and follow swarm intelligence principles. Although they may be computationally demanding, they are the most capable of performing the exploration of the search space for global minima, when compared with point-to-point search methods.
In the remaining part of the chapter, the following notation is used: x i ∈ R n denotes the ith point of a population; x best is the point that has the least objective function value, when compared with all the other points in the set F ; x i j ∈ R is the jth ( j = 1, . . . , n) component of the point x i of the population and p size is the number of points in the population. Hereafter PI represents the set of indices {1, 2, . . . , p size } and a random number ξ uniformly distributed between 0 and 1 is represented by ξ ∼ U[0, 1]. In the iterative processes k represents the iteration counter.
Genetic algorithm
A Genetic Algorithm (GA) is a population-based algorithm that uses techniques inspired by evolutionary biology such as inheritance, selection, crossover and mutation [26] . GAs start from a population of points of size p size . Traditionally, the potential optimal solutions to the optimization problem are represented as binary strings, but other encodings are also possible such as real representation of solutions for continuous problems. In this implementation, a real instead of a binary representation is used since it is more suitable for continuous problems. Therefore, each point of the population x i , for i ∈ PI, is an n dimensional vector. The initial population is randomly generated. A fitness function is defined in order to compare the points of the population (in terms of the objective function value alone if the problem is unconstrained and in terms of objective function value and constraint violation when the problem has equality and inequality constraints). A stochastic selection is implemented, guaranteeing that better points are more likely to be selected. New points in the search space are generated by the application of genetic operators -crossover and mutation -to the selected points from the population. Mutation introduces diversity in the population since crossover, exclusively, could not assure the exploration of new regions of the search space. Elitism is implemented by maintaining, during the search, a given number e, of the best points in the population.
Crossover combines two points in order to generate new ones. A Simulated Binary Crossover (SBX) [17] , that simulates the working principle of single-point crossover operator for binary strings, is implemented. Two points, x r 1 and x r 2 , are randomly selected from the pool, i.e., indices r 1 , r 2 are randomly chosen from the set of indices that contains the remaining p size − e points, mutually different, and with probability p cross , two new points, w r 1 and w r 2 , are generated according to
for j = 1, . . . , n, where ξ j ∼ U[0, 1] and η cross > 0 is an external parameter of the distribution of β j . This procedure is repeated until the number of generated points equals the number of points in the pool.
A Polynomial Mutation is applied, with a probability p mut , to the points produced by the crossover operator. This operator guarantees that the probability of creating a new point v i , closer to the previous one w i (i ∈ PI) is greater than the probability of creating one away from it. It can be componentwise expressed by:
for j = 1, . . . , n, where ξ j ∼ U[0, 1] and η mut > 0 is an external parameter of the distribution of ι j and l j and u j are the bounds of the decision variables (l j ≤ x j ≤ u j ). The GA proceeds according to Algorithm 1.
Modified GA with diversity preserving mechanism. Maintaining diversity among solutions in population is an important task, which will allow a crossover operator to constantly search for better solutions. There exist a number of ways to maintain and promote diversity in a population such as the niching methods or sharing mechanisms [18] and the mutation [26] . In this experiment, we introduce a niching method to preserve diversity among the solutions in the population. A simple niching stra-Algorithm 1 Genetic algorithm 1: Randomly generate x i ∈ Ω , for i ∈ PI; set k = 0; set parameters 2: While the stopping condition is not met do 2.1 evaluate the population and select the best e points 2.2 select by tournaments p size − e points from the population 2.3 apply SBX crossover to p size − e points 2.4 apply mutation to p size − e points 2.5 replace the worst p size − e points 2.6 set k = k + 1 tegy is implemented in the tournament selection operator. When comparing two solutions, x i 1 and x i 2 , a normalized distance d i 1 ,i 2 is measured between them. If this distance is smaller than a critical distance σ , the solutions are compared with their objective function values. Otherwise, they are not compared and another solution x i 3 is checked. If a specified number (n t ) of solutions are checked and none of them satisfy the critical distance, the i 1 th solution is declared as winner. The normalized distance is calculated in the variable space by d i 1 
) 1/2 , where l and u are the bounds of the decision variables. Thus, the solutions that are far away from each other are not compared and diversity among solutions in population is preserved.
Benchmark problems. We use three classical and well-known nonlinear optimization benchmark problems [21] (see Table 1 ) to compare the performance of various solution methods. The table reports the name of the problem, the objective function f (x), the number of variables 'n', the default set Ω , the known (global) optimal solution ' f opt ', the global minimizer and the number of local minima. To observe the consistency of the outcome due to the stochastic nature of the algorithms, we run each problem 30 times. Each run uses a different seed to randomly generate the starting points of the population in the set Ω . Population size is set to be dependent on the dimension of the problem p size = min{100, 10n}.
Stopping condition. All the algorithms presented hereafter in this section stop when the best solution, f (x best ), is within 0.01% accuracy of the known optimal solution f opt , in relative terms, or the number of function evaluations exceeds a limit n f max , i.e., when
holds, where n f eval is the number of function evaluations required to reach the optimal solution with a specified tolerance. In this section, we set ε * to 10 −4 and n f max = 50000. Based on this stopping condition, a comparison of several solution methods may be performed using the three criteria:
• 'accuracy', which measures how close the method gets to the known optimal solution;
• 'efficiency', which is measured by the required number of function evaluations to reach the optimal solution; • 'reliability', which is measured by the number of successful runs.
Here, a run is called a 'success' if the best solution obtained by the algorithm is within 0.01% accuracy of the known optimal solution.
Results. The results presented in subsequent tables refer to the best of the best function values obtained in the 30 runs, ' f best ', the average value of the best solutions in the 30 runs, ' f avg ', the standard deviation of the best solutions, 'st. dev.', and the average number of function evaluations obtained over the 30 runs, 'n f e avg '. Table 1 Selected test problems for bound constrained optimization.
Problem
Goldstein and Price f (x) = (1 + ( 12, 5.12 ] n , f opt = 0, global at (0, . . . , 0), > 50 locals Table 2 shows the results obtained by a basic GA framework, as outlined in Algorithm 1, as well as those obtained by the modified GA with diversity preserving mechanism. The values set to the parameters of the algorithms are displayed at the bottom row of the table. We may observe that both GA reached the 50000 function evaluations in all 30 runs (0% of successful runs) with the problem RA-10, but solved the remaining problems GP, MHB, RA-2 and RA-5 with 100% of successful runs. The modified GA needs in general less function evaluations to achieve the required accuracy.
To show the evolution of the population of solutions throughout the iterative process and how they converge to the global minimum, Fig. 1 shows three plots relative to the problem RA-2. For a better view, the population here has only twenty points. The plot on the left, shows the population spread all over the set [−5.12, 5.12] 2 at the initial iteration; the plot in the center shows the population at iteration 40 and the plot on the right presents the population at iteration 80 converging to the optimal solution. Parameter values: e = 0.1p size , p cross = 0.9, η cross = 20, p mut = 1 n , η mut = 20, σ = 1 √ n , n t = 0.5p size 
Differential evolution
Differential evolution (DE) is a simple yet powerful evolutionary algorithm proposed by Storn and Price [56] for global optimization problems with simple bounds. DE is a floating point encoding that creates a new candidate point by combining the current point and several other points of the same population. DE has three parameters: amplification factor of the differential variation M, crossover control parameter CR, and population size p size . The initial population is generated randomly and should cover the entire search space Ω . Let x i k represent a point at iteration k, herein denoted by target point. DE follows three operations to generate the population for the next iteration. It performs mutation to create the mutant points v i k+1 , i = 1, . . . , p size , each relative to the corresponding target point x i k . The most commonly used mutation, refereed as DE/rand/1, is
with indices r 1 , r 2 , r 3 randomly chosen from the set PI, mutually different and different from the running index i, so that p size must be greater or equal to four to allow for this condition. M is a real and constant parameter of the set [0, 2] which controls the amplification of the differential variation (x r 2 k − x r 3 k ). x r 1 k is called the base point. There are other frequently used mutation strategies available in the literature [15, 43, 56, 60] . In order to increase the diversity, crossover is introduced. A trial point u i k+1 is componentwise formed by
In (4), the random number ξ j ∼ U[0, 1], and aims to perform the mixing of jth component of the points. Further, CR ∈ [0, 1] is a constant parameter for crossover which has to be determined by the user, and uniformly chosen random index s i from the set {1, 2, . . . , n} ensures that u i k+1 gets at least one component from v i k+1 . When generating the mutant point, some components can be generated outside the domain Ω . So, the components of each point are checked and if required they are projected onto the boundary of the search space Ω .
Finally, a selection is performed. The trial point replaces the target point for the next iteration only if it has better or equal fitness. The above three operations are repeated until a stopping condition is verified. It is not an easy task to set appropriate values for the parameters since these depend on the nature and size of the optimization problems. DE performance depends on the amplification factor of differential variation and crossover control parameter. Hence adaptive control parameters have been implemented in DE in order to obtain a competitive algorithm. The self-adaptive technique proposed by [11] for parameters M and CR generates a different set M i ,CR i for each point in the population:
where M l and M u are the lower and upper bounds of M, respectively, 0 < τ 1 , τ 2 < 1 and each ξ j ∼ U[0, 1], j = 1, . . . , 4. The values of CR are generated randomly from [0, 1].
Modified DE with mixing mutation. The most commonly used mutation (3) has an exploratory effect but it slows down the convergence of DE. In this context several modifications have been proposed for an effective DE for global optimization problems [11, 15, 33, 43, 60] . In a population-based solution method, it is very important to obtain optimal solutions in a minimum time period. The DE algorithm should be capable of exploring the whole search space as well as exploiting around the neighborhood of a reference point (this can be the best point). With these arguments, other modifications in DE are proposed. The new modified DE, 'mDE', uses: (i) a combination of two mutation strategies with a weight factor ω; (ii) a cyclical usage of the overall best point as base point in mutation; (iii) self-adaptive techniques for parameters M, CR, as well as for the weight ω. Hence, two intermediate mutant points, v i,1 k+1 and v i,2 k+1 , are generated and combined using a scalar weight factor ω ∈ [0, 1] to form actual
where ω i k+1 is a self-adaptive weight factor, which aims to balance the combination of the two intermediate mutant points, randomly generated from [0, 1] in a way similar to that described in (5) for parameter CR, and
The indices r 1 , r 2 , r 3 are randomly chosen from the set PI, mutually different and also different from the running index i and r 1 is the index of the best point among the three. Indices r 4 , r 5 , r 6 are also randomly chosen from PI, mutually different and also different from i. Furthermore, at every R iterations, the mutant point is alternatively generated by
where the best point found so far is used as the base point and the other two points for the differential variation are randomly chosen as previously described. Algorithm 2 below contains the main steps of this mDE. Algorithm 2 Modified differential evolution algorithm 1: Randomly generate x i ∈ Ω , for i ∈ PI; set k = 0; set parameters 2: Evaluate the population and select x best 3: While the stopping condition is not met do (6) and (7) compute trial point u i by crossover evaluate new population perform selection and select x best 3.2 set k = k + 1
Experimental results. Table 3 shows the results obtained by our proposal of a DE framework, presented in Algorithm 2, as well as those obtained by the variant of DE method proposed in [11] , usually denoted by 'jDE', when solving the above described set of problems in Table 1 . The algorithms stop when the stopping condition (2) is satisfied. Both algorithms stopped with successful runs for all problems except jDE that did not stop successfully for problem RA-10 in all 30 runs. It is shown that mDE is more efficient and reliable than jDE. mDE is able to reach the optimal solutions with the proposed accuracy requiring less function evaluations than jDE.
We include Fig. 2 to show the progress of average of the best objective function values of RA-10 with respect to number of function evaluations, after 30 runs. To analyze the progress of both mDE and jDE, we run the algorithms until the number of function evaluations reaches n f max = 50000. We observe that the progress towards f opt by mDE is better than that of jDE where mDE converged to the best solution before n f max reached in all 30 runs. The value of f avg obtained here by mDE was 3.50 × 10 −9 whereas by jDE it was 5.58 × 10 −3 . Parameter values: 
Artificial fish swarm algorithm
The artificial fish swarm algorithm is a recent and easy to implement artificial life computing algorithm that simulates fish swarm behaviors inside water [58] . Fishes desire to stay close to the swarm, protecting themselves from predators and looking for food, and to avoid collisions within the group. Fish behaviors inside water can be summarized as follows [31] : (i) random behavior -fish swims randomly in water looking for food and other companions; (ii) searching behavior -fish tends directly and quickly to regions with more food, by vision or sense; (iii) swarming behavior -fish naturally assembles in groups which is a living habit in order to guarantee the existence of the swarm and avoid dangers; (iv) chasing behavior -fish finds the food dangling quickly after a fish, or a group of fishes, in the swarm that discovered food;
(v) leaping behavior -fish leaps to look for food in other regions when it stagnates in a region.
The environment in which the artificial fish moves, searching for the minimum, is the feasible search space Ω of the minimization problem (1) . The position of an artificial fish in the solution space is herein denoted by a point x (a vector in R n ).
The artificial fish swarm (AFS) algorithm uses a population of points to identify promising regions looking for a global solution [58] .
The crucial issue of the artificial fish swarm algorithm is the 'visual scope' of each point x i . This represents a closed neighborhood centered at x i with a positive radius defined by v = ς max j∈{1,...,n} (u j − l j ), where ς is a positive visual parameter. In general, this parameter is maintained fixed over the iterative process. However, experiments show that a slow reduction accelerates the convergence to the solution [50] . The following update
Let I i be the set of indices of the points inside the 'visual scope' of x i (i / ∈ I i and I i ⊂ PI) and n i p be the number of points in the 'visual scope'. If the condition n i p /p size ≤ θ holds, where θ ∈ (0, 1] is the crowd parameter, the 'visual scope' of x i is said to be not crowded. Depending on the relative positions of the points in the population, three possible situations may occur:
• when n i p = 0, the 'visual scope' is empty, and the point x i , with no other points in its neighborhood to follow, has a random behavior moving randomly inside the 'visual scope';
• when the 'visual scope' is crowded, the point has some difficulty in following any particular point, and has a searching behavior choosing randomly another point (from the 'visual scope') and moving towards it; • when the 'visual scope' is not crowded, the point is able either to swarm moving towards the central point of the 'visual scope', or to chase moving towards the best point of the 'visual scope'. The algorithm simulates both movements and chooses the best in the sense that a better objective function value is obtained.
The swarming behavior is characterized by a movement towards the central point in the 'visual scope' of x i , defined by c = ∑ j∈I i x j /n i p . However, the swarming behavior is activated only if the central point has a better objective function value than that of x i . Otherwise, the point x i follows the searching behavior. In the searching behavior, a point is randomly chosen inside the 'visual scope', x rand , and a movement towards it is carried out if the random point improves over x i . Otherwise, the point has a random behavior.
The chasing behavior is carried out when a point, denoted by x min , with the minimum objective function value inside the 'visual scope' of
However, if this last condition is not satisfied then the point activates the searching behavior.
Finally, when the best point of the population, x best , does not change for a certain number of iterations, the algorithm may have fallen into a local minimum. To be able to overcome this 'stagnation' and try to converge to the global minimum, the leaping behavior is implemented. At every L iterations, a point is randomly selected from the population and a random movement is carried inside the set Ω . We refer to [50, 58] for details.
Priority-based modified AFS. New heuristics have been incorporated into the AFS algorithm aiming to improve accuracy and reduce computational costs. They are mainly focused on: (i) a priority-based AFS strategy, aiming to speed convergence; (ii) a selection behavior aiming to define the population for the next iteration; (iii) a local search, aiming to refine the search around x best , at the end of each iteration.
The proposed priority-based strategy is implemented only when the 'visual scope' of a point x i is not crowded. Instead of simulating both swarming and chasing behaviors at the same time, it tries one behavior at each time. Ranking the chasing behavior with highest priority, the movement in direction to x min is carried out first if f (x min ) < f (x i ). Otherwise, the swarming behavior will be the alternative. So, the movement in direction to c is then carried out if f (c) < f (x i ). However, if the latter condition does not hold then the point has a searching behavior. Algorithm 3 contains the main steps of this modified AFS algorithm, herein denoted by 'mAFS-P'. We remark that this modified AFS algorithm has been devised to consider the bound constraints of the problem, i.e., all movements are maintained inside Ω . Thus, each point movement, either towards the central c, the x min or x rand , defines a trial point, herein denoted by y i , that is defined componentwise by y i j = x i j + ξ d i j , j = 1, . . . , n, where d i represents the vector with the direction of movement and ξ is a uniformly distributed real value from the interval [0, 1]. Then any point's component outside the bounds, is projected onto Ω . At the end of each iteration, the algorithm implements a selection operation aiming to accept the trial point y i only if it improves over the current point x i . Details of these new proposals can be found in [50, 51] .
After defining the population for the next iteration, the best point is selected and a local search procedure is used to refine locally the search around x best . We propose the well-known Hooke and Jeeves pattern search algorithm [30] . This is a derivativefree deterministic method that exploits the neighborhood of a point for a better approximation using two types of moves: the exploratory move and the pattern move. It is a variant of the well-known coordinate search method (a search along the coordinate axes) and it incorporates a pattern move to accelerate the progress of the algorithm, by exploiting information obtained from the search in previous successful iterations. Experimental results. To assess the performance of the modified AFS algorithm, Algorithm 3 is tested with the previously described set of problems (see Table 1 ) and compared with the basic version of AFS. when solving the above described set of problems in Table 1 . The stopping condition (2) is used once more to terminate the algorithms. The results are displayed in Table 4 . We observe that mAFS-P was able to solve the problems GP, MHB, RA-2 and RA-5 with 100% of successful runs, and the problem RA-10 with 38% of successful runs, while the basic AFS reached the 50000 function evaluations in all 30 runs (0% of successful runs) with the problems RA-5 and RA-10. Parameter values: initial ς = n, ς min = 10 −6 , µ ς = 0.9, V = n, θ = 0.8, L = p size
To complement our study, we show the profiles of the relative performance of the two algorithms/solvers (AFS and mAFS-P) in comparison, when solving a set of problems, as proposed by Dolan and Moré [22] . The profiles are generated considering a set of 25 bound constrained problems selected from the benchmark set presented in Appendix B of [3] . These profiles plot the values of the cumulative distribution function ρ(τ), for each value τ ∈ R, of the ratios r j , which for j = 1, 2 are given by: 1 + m p j − min{m p 1 , m p 2 }, if min{m p 1 , m p 2 } < 0.00001, or m p j / min{m p 1 , m p 2 }, otherwise, where m p 1 and m p 2 represent the metric of solver 1 and solver 2 respectively. The value of ρ j (1) gives the probability that the solver j will win over the other in comparison. The higher the ρ the better the solver is. Figure 3 contains the profiles that correspond to the metrics f best (plot on the left) and f avg (plot on the right). The plot on the left shows that mAFS-P outperforms AFS in 92% of the tested problems. This means that in 92% of the problems the values of f best obtained by mAFS-P are smaller than or equal to those obtained by AFS, while in 76%, AFS gives values of f best smaller than or equal to those of mAFS-P. When the metric f avg is considered (plot on the right) we can also conclude that mAFS-P outperforms AFS. Fig. 3 Comparison between AFS and mAFS-P based on performance profiles.
Electromagnetism-like mechanism
The electromagnetism-like mechanism (EM) is a stochastic population-based algorithm that mimics the behavior of electrically charged particles and is specifically designed for solving bound constrained problems. In other words, a set of points is sampled from the feasible region Ω and these points imitate the role of the charged particles in basic electromagnetism theory [9] . The EM algorithm starts with a population of randomly generated points from the feasible region and, analogous to electromagnetism theory, each sample point of the population is considered as a charged particle that is released to the space. The charge of each point is related to its objective function value and determines the magnitude of attraction or repulsion of the point over the sample population. The charge of point x i is then computed by
) . This way the points that have smaller objective function values possess higher charges. Different approaches to evaluate the charges could be found in [2, 19, 33, 45] . The charges are then used to find a direction to move the points in the population. The direction is evaluated as a combination of the forces exerted on a particular point via other points. Like the electromagnetic forces, this force is calculated by adding vectorially the forces from each of the other points calculated separately. Hence,
for i = 1, 2, . . . , p size . Note that the force computation (9) is based on the Coulomb's law of the electromagnetism theory that states that the total force exerted on a point via other points is inversely proportional to the square of the distance between the points and directly proportional to the product of their charges. Then, each point x i is moved according to the direction of the total force F i by a random step length. To maintain feasibility, the force exerted on each point is normalized and scaled by the allowed range of movement towards the lower bound l j , or the upper bound u j , of the set Ω , for each component j. Thus, for i ∈ PI but i ̸ = best
The random step length ξ is assumed to be uniformly distributed between 0 and 1.
Finally the EM algorithm also performs a local refinement that is applied to the best point of the population. x best is componentwise assigned to a temporary point y. Then a random movement of maximum length σ max j (u j − l j ), where σ > 0, is carried out and if a better position is obtained within M local iterations, x best is replaced by y, the search ends for that component and proceeds to another one. In [9] it is shown that this simple random local search improves accuracy at a reduced computational cost. More sophisticated local search procedures have been implemented to enhance the EM algorithm: a deterministic local search procedure [47] and a stochastic one [48] . The formal description of the EM algorithm is depicted in Algorithm 4 below.
Algorithm 4 Electromagnetism-like mechanism algorithm 1: Randomly generate x i ∈ Ω , for i ∈ PI; set k = 0; set parameters 2: Evaluate the population and select x best 3: While the stopping condition is not met do 3.1 compute the charges c i , i ∈ PI 3.2 compute the total forces F i , i ∈ PI 3.3 move the points except x best 3.4 evaluate the new population and select x best 3.5 apply a local search to x best 3.6 set k = k + 1
Modified EM based on memory force vector. In order to improve its search ability and efficiency and to extend to larger dimensional problems, a simple modification has been introduced in the original EM algorithm. The force F i , used to move the point x i as outlined in (10), is a linear combination of the force exerted on that point at the current iteration k, F i k , with the total force of the previous iteration, F i k−1 , as follows:
where β is a positive memory constant which adjusts the change in the movement force vector. The point can memorize the previous force and adjust the current force to move the point. Further, the Hooke and Jeeves (HJ) pattern search algorithm [30, 35] is used to refine the best point of the population instead of the random line search of the original EM. This is a derivative-free method that searches in the neighborhood of x best for a better approximation using two types of moves: the exploratory move and the pattern move. We refer to [47] for details concerning the use of HJ in the EM context.
To analyze the influence of the parameter β to the final results, we use the mean absolute error MAE = | f opt − f avg |/n, a scaled distance between the average performance and the optimal value [39] , that aims to measure the accuracy of the solutions found by the algorithm, and tested three values of β : 0.1, 0.5 and 0.9. Figure 4 is a 100% stacked column chart for the values of MAE obtained by the selected β values. For each problem, we can compare the percentage that each β value contributes to the total. The smaller the percentage is the better. Overall, the area of the bars corresponding to β = 0.1 is smaller than the others -13% in contrast with 42% (for β = 0.5) and 45% (for β = 0.9). This indicates that 0.1 is a better choice for β . Experimental results. The numerical experiments carried out with both EM algorithms are summarized in Table 5 . The set of tested problems is described in Table 1 .
As previously referred, the values set to the parameters are displayed at the bottom row of the table. The results show that the modified EM based on the HJ local search algorithm performs well and has 100% of successful runs with all the tested problems, according to the stopping condition in (2) . When solving the problems RA-5 and RA-10, the EM algorithm (in Algorithm 4) only stops when the maximum number of function evaluations is reached in all 30 runs.
Constraint-Handling Techniques
Most stochastic methods for global optimization are primarily developed for unconstrained or simple bound constrained problems. After that, they are extended to more general constrained problems by modifying the solution procedures or by applying Parameter values: σ = 0.001, M local = 10, β = 0.1 penalty function methods. The penalty technique is by far the most used strategy, but others deserve attention for their efficiency [40] . The four main categories of constraint-handling techniques are: (i) methods based on penalty functions -where the constraint violation is combined with the objective function to define the penalty function that aims at penalizing infeasible solutions [7, 14, 25, 39, 42, 49, 51] ; (ii) methods based on multiobjective optimization concepts -where both constraint violation and objective function are goals to be minimized separately [1, 2, 28] ; (iii) methods based on biasing feasible over infeasible solutions -where constraint violation and objective function are used separately and optimized by some sort of order being the violation the most important [4, 16, 44, 52, 53] ; (iv) methods based on preserving feasibility of solutions -where infeasible points are discarded or repaired [12] . Three classes of challenging constraint-handling techniques are herein described and tested.
Augmented Lagrangian-based techniques
Methods based on penalty functions transform the constrained problem into a sequence of unconstrained subproblems by adding a weighted constraint violation term to the objective function. This term is known as penalty term and the main goal is to penalize the objective function when constraints are violated. The penalty function is the objective to be minimized in the unconstrained subproblem. It depends on a positive penalty parameter that should be updated throughout the iterative process, so that the sequence of the solutions of the unconstrained subproblems converges to the solution of the constrained problem. With most penalty functions, the solution of the constrained problem is reached for an infinite value of the penalty [8] . In fact, the penalty parameter aims at balancing objective and constraint violation. Small values of the penalty can produce almost optimal but infeasible solutions, whereas large values can give feasible solutions although an optimal solution at the boundary may not be found. Different penalties may emerge depending on the way the penalty parameter varies throughout the iterative process. The most used are an-nealing penalties, dynamic penalties and adaptive penalties [7, 39, 54] . Annealing penalties use an annealing criterion to attenuate the fitness of infeasible solutions. With dynamic penalties, a penalty parameter changes over time and depends on the iteration counter. The updating formula may even depend on user defined constants.
On the other hand, in the adaptive penalty strategy, the user does not need to specify any constant value to tune the penalty updating formula. This formula depends on information gathered from the population, for instance the level of constraint violation and the mean objective function values. We are interested in a particular class of penalty functions known as augmented Lagrangian functions to handle the equality and inequality constraints of the problem (1) . An augmented Lagrangian is a more sophisticated penalty function for which a finite penalty parameter value is sufficient to yield convergence to the solution of the constrained problem [8] , avoiding the side-effects associated with illconditioning of simpler penalty functions.
Augmented Lagrangian functions. Augmented Lagrangian functions depend on a penalty parameter as well as on the Lagrange multiplier vectors associated with the constraints of the problem. With augmented Lagrangian functions, the estimation of the multiplier vectors ought to be considered during the iterative process. Augmented Lagrangians are quite common in deterministic type methods [10, 13, 23, 24, 36] in both local and global optimization contexts, but more rare and only recently applied to heuristics that rely on a population of points to converge to an approximate solution of the subproblems [14, 25, 49, 51] . Conn et al. [13] proposed an augmented Lagrangian method for nonconvex optimization with equality constraints and proved global convergence results. Lewis and Torczon [36] extended the algorithm with the augmented Lagrangian
to derivative-free pattern search methods where µ > 0 is the penalty parameter and λ ∈ R m is the multiplier vector associated with the constraints h(x) = 0. It is expected that as iterations proceed µ increases and the sequence of minimizers of (11) converges to the solution of the constrained problem [8] . The choice of values for the sequence of penalty parameters is a nontrivial issue. If the algorithm is struggling to generate feasible solutions, it is convenient to increase the penalty parameter. However, very large values can cause a slow convergence. This augmented Lagrangian framework may be extended to the more general problem like (1) adding to (11) the term related with the inequality constraint violation [8, 23, 24] :
where δ ∈ R p is the multiplier vector associated with the constraints g(x) ≤ 0. The main drawback of L a,1 (x) is that the function is not twice continuously differentiable. Thus derivative-free methods are the most appropriate for computing the se-quence of minimizers of the objective function L a,1 (x) for a sequence of µ values. The estimation of the multiplier vectors λ and δ in this iterative process may follow the well-known first-order updating formulae: λ j,k+1 = λ j,k + µ k h j (x k+1 ) for j = 1, . . . , m and δ j,k+1 = max { 0, δ j,k + µ k g j (x k+1 ) } for j = 1, . . . , p, where a safeguarded scheme is used to maintain the multiplier vectors bounded throughout the process, λ j,k ∈ [λ − , λ + ] for j = 1, . . . , m and δ j,k ∈ [0, δ + ] ( j = 1, . . . , p) , for all k. Other papers available in the global optimization area consider the Powell-Hestenes-Rockafellar (PHR) augmented Lagrangian function
where, as previously stated, λ j , j = 1, . . . , m and δ j , j = 1, . . . , p are the multipliers that are tuned according to the previously described updating formulae (see [10] ). Birgin et al. [10] combine an augmented Lagrangian approach with the deterministic global αBB optimization method and its convex α-underestimation. A stochastic population-based method has also been implemented in the PHR augmented Lagrangian context [50] when computing the minimizers of (13) . We remark that traditional augmented Lagrangian methods are locally convergent if the subproblems are solved within a prescribed tolerance, yielding ε k -approximate global minimizers of the subproblems, and the sequence of tolerances converges to zero as k → ∞ [8, 36] .
In this type of augmented Lagrangian penalty algorithm, the penalty parameter is usually increased when the constraint violation has not been reduced, otherwise it is not changed. Algorithm 5 describes the main steps of the herein implemented augmented Lagrangian algorithm. Since equality constraints are the most difficult to be satisfied, a common procedure in stochastic methods for global optimization is to convert the equality constraints of the problem into inequality constraints: |h j (x)| ≤ ζ , where ζ is a positive relaxation parameter. In general, the relaxation parameter is fixed over the entire iterative process. Typically, 10 −3 , 10 −4 and 10 −5 are common values in the literature. This strategy directly affects the accuracy of the computed solution. The smaller the ζ value the more difficult the problem is. The vector of the mp = m + p inequality constraints is then defined by G(x) = (|h 1 (x)| − ζ , . . . , |h m (x)| − ζ , g 1 (x), . . . , g p (x)) T , the corresponding multipliers vector is represented by ∆ ∈ R mp and the augmented Lagrangian has the form
The augmented Lagrangian algorithm to be implemented with the function (14) is similar to the Algorithm 5 considering appropriate modifications relative to the multiplier vector. We refer the reader to [49, 51] for details.
Benchmark problems. For the numerical experiments presented in this section we consider 13 benchmark constrained nonlinear programming problems described in full detail in [37, 52] . The problems are known as g01-g13 (the 'g' suit). Some characteristics of these test problems are shown in Table 6 including the best known optimal solutions f opt [37] .
Stopping condition. Let ϑ (x) = ∑ m j=1 h j (x) + ∑ p j=1 max{0, g j (x)} be the herein used measure of constraint violation. The numerical results obtained with each one of the constraint-handling techniques presented in this section are based on the following stopping condition. The algorithms stop when
is true, where ε * is set to 10 −6 and the maximum number of function evaluations, n f max , is set to 300000.
Results. We run Algorithm 5, using GA (based on Algorithm 1) with the augmented Lagrangian (12), using EM (based on the Algorithm 4) with the Lagrangian (13) and using the AFS algorithm with the Lagrangian (14) to solve the bound constrained subproblems in Step 3.1 of the algorithm. Table 7 presents a synthesis of the computational results: f best and f avg for the problems g01-g13. The values set to the parameters of the algorithms are displayed in the bottom row of the table. From the table, we may conclude that the results obtained by EM-L a,2 for the set g01-g13 are slightly better than the others in comparison.
Tournament selection based on feasibility and dominance rules
Taking into consideration that evolutionary algorithms are based on a population of points, Deb [16] proposed a penalization scheme that ensures that an infeasible solution can never be better than a feasible one. The technique has been widely used in the context of differential evolution, genetic algorithm, particle swarm optimization, artificial bee colony and electromagnetism-like mechanism [5, 16, 46] . This technique is appropriate to tackle inequality constraints. In order to deal with equality Parameter values: µ 0 = 1, ε 0 =0.1, λ − = −10 12 , λ + = δ + = 10 12 , ζ = 10 −5 , In GA: λ 0 =δ 0 =1; in AFS and EM: λ 0 =δ 0 =0 (componentwise) constraints a reformulation into inequality constraints should be considered, as previously explained in this section. Hence, based on the vector of constraints, G(x), constraint violation is measured by ϑ G (x) = ∑ mp j=1 max{0, G j (x)}. A fitness function for a comparison between points that uses constraint violation for infeasible solutions is proposed. The tournament based constraint method to handle inequality constraints is based on a penalty function which does not require any penalty parameter. Further, another important advantage of this approach is that it does not require the computation of the objective function value for infeasible points. The fitness function then considers the constraint violation to assess infeasible points and is expressed by:
where f max is the objective function value of the worst feasible solution in the population. When all points are infeasible then its value is set to zero. Here, a point is considered feasible if ϑ G (x) ≤ 10 −6 . Thus, the fitness of an infeasible point depends not only on the constraint violation, but also on the population of points at hand. Figure 5 depicts the behavior of a typical fitness F(x) in both feasible and infeasible regions. To handle simple bound constraints, a projection technique is im- plemented, i.e., each generated point is componentwise projected onto the boundary of the set Ω . To select the best solution, a tournament selection is exploited to make sure that: (i) when two feasible solutions are compared, the one with better objective function value is chosen; (ii) when one feasible and one infeasible solutions are compared, the feasible solution is chosen; (iii) when two infeasible solutions are compared, the one with smaller constraint violation is chosen.
Experimental results. The tournament selection technique based on the feasibility and dominance rules was implemented in the GA, DE and EM algorithms context. To simplify the notation, these solvers are herein denoted by 'GA-f&d', 'DE-f&d' and 'EM-f&d' respectively. The results obtained when solving the problems g01-g13 are listed in Table 8 . The results show that DE-f&d outperforms GA-f&d and EM-f&d.
Ranking the objective function and constraint violation
Using the relationship between the objective function and constraint violation, a stochastic ranking (SR) for constraint-handling in global optimization is proposed in [52] . This ranking ensures that the good feasible points as well as promising infeasible ones are ranked in the top of the population. A probability p f of using only the objective function for comparison in ranking in the infeasible regions of the search space is introduced. Thus, given any pair of two adjacent points, the probability of comparing them (to see which one is fitter) according to the objective function is 1 if both individuals are feasible; otherwise it is p f . Runarsson and Yao [53] proposed another constraint-handling technique for constrained problems in order to find the right balance between the objective function and the constraint violation. This method is called global competitive ranking and is herein denoted by 'GcR'. In this method, a point is ranked by comparing it against all other points of the population. This is different from the stochastic ranking where two adjacent points compete for a given rank. In this ranking method, ϑ (x) measures constraint violation of a point x. We consider an individual point as a feasible one if ϑ (x) ≤ 10 −6 . After calculating f and ϑ for all points in the population, they are sorted separately in ascending order (since we consider the minimization problem) and given ranks. Special consideration is given to tied values. In the case of tied values the same higher rank will be given. For example, in these eight individuals, already in ascending order, ⟨6, (5, 8), 1, (2, 4, 7), 3⟩ (individuals in parentheses have the same value) the corresponding ranks are r(6) = 1, r(5) = r(8) = 2, r(1) = 4, r(2) = r(4) = r(7) = 5, r(3) = 8. After the ranking of all the points based on the objective function f and the constraint violation ϑ , separately, the fitness function of each point x i is given by
where F GcR means fitness based on the global competitive ranking, and r i, f and r i,ϑ are the ranks of point x i based on the objective function and constraint violation, respectively. p f indicates the probability that the fitness is calculated based on the rank of objective function. It is clear from the above that p f can be used easily to bias the calculation of fitness according to the objective function or the constraint violation. The probability should take a value 0.0 < p f < 0.5 in order to guarantee that a feasible solution may be found. From (16) , the fitness of a point is a value between 0 and 1, and the best point in a population has the lowest fitness value.
Implementation within DE. When implementing the global competitive ranking technique in the differential evolution framework, the selection operation relies on the fitness (16) . Thus, when evaluating the points at the current iteration k (x i k ), and additionally the trial points for iteration k + 1 (u i k+1 ), all of them are ranked together as above and their corresponding fitness F GcR are calculated. Then, to decide which will be the points for the new population (at iteration k + 1), a selection based on their calculated fitness is performed
After performing selection, the best point, x best , is chosen based on the lowest fitness function of the new points. See [4, 5] for details concerning GcR implementation in a DE context.
Experimental results. To analyze the performance of the GcR technique we solved the previously referred 13 constrained nonlinear programming problems using the differential evolution technique, as described in Algorithm 2. The solver is hereafter denoted by 'DE-GcR'. For comparative purposes, Table 9 shows the results obtained by DE-GcR and those obtained by an evolutionary strategy combined with the stochastic ranking and global competitive ranking techniques, denoted by 'ES-SR' [52] and 'ES-GcR' [53] respectively. The values of f best and f avg in the second and third columns of the table are obtained using the stopping condition (15) . The fourth column contains the values of f best obtained with DE-GcR using the stopping condition suggested in [52, 53] , as registered in the bottom row of the table. The values used for k max are 175 for g12 and 1750 for the remaining problems. We may conclude that DE-GcR performs better than the other two in comparison. Based on the stopping condition (15), we may conclude that the strategy GcR is more effective in reaching a good solution than DE-f&d, when implemented in a DE context (see second and third columns of Table 9 versus fourth and fifth columns of Table 8 ).
Engineering Design Problems
This section is devoted to presenting a comparative study of the previously described stochastic algorithms combined with the presented constraint-handling approaches, when solving two well-known engineering design problems. First, a non-smooth problem is considered. It belongs to a class of economic dispatch problems. Then, 
A non-smooth economic dispatch problem
The objective of the economic dispatch problem is to find the optimal combination of power dispatches from different power generating units in a given time period to minimize the total generation cost while satisfying the specified load demands and the generating units operating conditions. Generally, the cost function for each generating unit can be represented by a quadratic function, but due to valve-point loading effects the resulting cost function has additional nondifferentiable terms. We consider and solve the following nonsmooth economic dispatch problem to verify the effectiveness of the proposed solution methods. The problem has three generating units and the hourly power demand is equal to 850 (see other data in [55] ):
x i = 850 and x i,min ≤ x i ≤ x i,max , i = 1, 2, 3.
We run Algorithm 1 combined with the technique based on the feasibility and dominance rules, denoted by 'GA-f&d', Algorithm 2 combined with the feasibility and dominance rules -'DE-f&d' -and combined with the global competitive ranking technique as well -'DE-GcR', Algorithm 3 combined with the augmented Lagrangian technique, herein denoted by 'AFS-L a,3 ' and Algorithm 4 combined with the feasibility and dominance rules denoted by 'EM-f&d'. Values listed in the Table 10 correspond to: (i) optimal values for the design variables; (ii) the optimal objective function value obtained from the best run, ' f best '. In the tables, '-' means unavailable information. The algorithms are allowed to run until the number of function evaluations reaches n f max = 15 000. Our results are compared with the results listed in [41] and those obtained by two well-known solvers available through NEOS server (http://www.neos-server.org/neos) -LINDO is a global solver and IPOPT is a local one. The results achieved by the herein proposed population-based algorithms are competitive with those of the literature. GA-f&d is able to achieve the least value of all. 
Pressure vessel design problem
This example corresponds to the design of a cylindrical pressure vessel with both ends capped with a hemispherical head [28, 34] . The problem consists of minimizing the total cost of the material, forming and welding of the cylindrical vessel, and has four design variables subject to four inequality constraints. The herein denoted variables x 1 and x 2 are integer multiples of 0.0625. We then consider x i = 0.0625n i and work with the integer variables n 1 and n 2 . The heuristic herein implemented to deal with the integer variables can be summarized as follows. Whenever new trial points are evaluated, the components that correspond to integer variables are rounded to the nearest integer. Then, the corresponding constraint violation and objective function values are computed, since they are crucial to evaluate fitness for comparative purposes. All the other procedures inside the algorithms proceed as if those variables were continuous. The results obtained with the 'GA-f&d', 'DE-f&d', 'DE-GcR' and 'EM-f&d', when solving the pressure vessel design problem, are reported in Table 11 . The results available in [28, 34] are also listed. When solving this problem, the algorithms are allowed to run until the number of function evaluations reaches n f max = 50 000. The reported solutions are competitive with others available in the literature. Between the four algorithms herein tested, GA-f&d gives the least value of f . The proposed methods are able to solve a difficult nonlinear constrained optimization problem using a simple heuristic to tackle integer variables. 
Conclusions
To address the solving of nonlinear constrained global optimization problems, this chapter is organized into three parts, excluding the Introduction and this section. The first part consists of Section 2 where global optimization problems with only simple bound constraints are analyzed. The second part includes the Section 3 where general constrained problems are addressed and the final part resumes to the Section 4 where two engineering design problems are presented and solved.
Constraint-handling involving population-based algorithms is a challenging issue. This study describes and tests three strategies. Our selection contains: the technique based on augmented Lagrangian functions, the tournament selection based on feasibility and dominance rules and a technique that relies on ranking the objective function and constraint violation (in Section 3). These methodologies are combined with four population-based stochastic methods. Two of them are inspired by evolutionary theories, namely the genetic algorithm and the differential evolution, the other uses swarm intelligence approaches, namely the artificial fish swarm algorithm, and another is based on basic electromagnetism theory, known as electromagnetism-like mechanism. Besides introducing the basic ideas behind these well-known stochastic methods, other novel and recent variants are presented, analyzed and compared (in Section 2). For each of these sections, we selected a set of benchmark problems which are solved with all the proposed strategies. The reported numerical results show that our choices are effective in solving typical global optimization problems. FEDER COMPETE, Programa Operacional Fatores de Competitividade (Operational Programme Thematic Factors of Competitiveness) and FCT for the financial support under project grant: FCOMP-01-0124-FEDER-022674.
