It is becoming increasingly impractical to indefinitely store raw sequencing data for later processing in an uncompressed state. In this paper, we describe a scalable compressive framework, Read-Quality-Sparsifier (RQS), which substantially outperforms the compression ratio and speed of other de novo quality score compression methods while maintaining SNP-calling accuracy. Surprisingly, RQS also improves the SNP-calling accuracy on a gold-standard, real-life sequencing dataset (NA12878) using a k-mer density profile constructed from 77 other individuals from the 1000 Genomes Project. This improvement in downstream accuracy emerges from the observation that quality score values within NGS datasets are inherently encoded in the k-mer landscape of the genomic sequences. To our knowledge, RQS is the first scalable sequence based quality compression method that can efficiently compress quality scores of terabyte-sized and larger sequencing datasets.
Introduction
In the past two decades, genomic sequencing capabilities have increased exponentially, outstripping advances in computing power and storage [1, 2] . Capitalizing on this deluge of data is heavily dependent on the ability to efficiently store, process and extract meaningful biological insights from sequencing datasets, which is becoming correspondingly more difficult as more data is generated.
Early studies on compressing NGS datasets have mainly focused on compressing sequence data itself, aiming to leverage the inherent redundancy present in read sequences to reduce the space needed for storing 'raw' reads [3] [4] [5] [6] [7] . Furthermore, Loh et al. [8] demonstrated that it is possible to further exploit this redundancy through the use of succinct data structures that allow us to operate directly on the compressed data, saving CPU time as well as space.
That said, the Phred quality scores encoding the "base-calling confidence" take up more than twice the space on disk as the read sequence itself (∼ 2.3x − 2.8x for Illumina reads).
Furthermore, it is more challenging to compress the quality scores [9] , as they not only have a larger alphabet size (ranging from 63 to 94 characters depending on the sequencing technology), but also have limited repetitive patterns as well as little direct correlation with the bases sequenced.
Computational methods for NGS quality compression fall into two main camps: lossless compression methods that include general-purpose text-compressors, such as GZIP, BZIP2 or 7zip, as well as methods specialized to exploit the local similarity of quality values for further compression [7, 10, 11] ; and lossy compression methods that aim to achieve further compression by sacrificing the ability to reconstruct the original quality values [9, 12, 13] .
A recent area of investigation in quality score compression is exploiting sequence read information within NGS datasets in order to boost the compression of quality scores. Most of these methods need to compute expensive whole-genome alignments of the NGS read dataset, then use additional position and coverage information obtained from the alignments to compress quality values [4, 6, 14] . However, it has been shown that alignment-agnostic methods can also utilize sequence data to achieve better compression of quality values [15] , but again require costly operations (e.g. BWT) to be run on the entire read dataset. Thus far neither approach has been able to truly address the scalability problem of quality score compression for terabyte-sized or larger NGS datasets.
In this paper, we introduce a highly efficient, scalable, and alignment-free k-mer based algorithm, "Read-Quality-Sparsifier" (RQS), which sparsifies quality score values by smoothing a large fraction of quality score values based on the k-mer neighborhood of their corresponding positions in the read sequences. In particular, RQS constructs a comprehensive database, or dictionary, of commonly occurring k-mers throughout a population-sized read dataset. Once this database is constructed it can be used to compress any given read dataset by identifying k-mers within each read that have a small Hamming distance from the database; assuming that any divergent base in a k-mer likely corresponds to a SNP or machine error, we preserve quality scores for probable variant locations and discard the rest.
Our "coarse" representation of quality scores leads to great savings in storage. Throwing away this much information significantly improves the compression ratios, allowing us on average to store quality scores at roughly 0.4 bits per value (from the original size of 6 -7 bits). The scalability of our method arises from the fact that the k-mer database needs to be constructed only once for any given species, and the quality sparsification stage is very efficient. As a surprising result, our quality sparsification method not only significantly outperforms other de novo quality compression methods based on efficiency and compression ratio, but is also able to improve downstream variant calling accuracy. The improvement in downstream SNP-calling accuracy of the compressed dataset emerges from the fact that base calling confidences within NGS datasets are inherently encoded in the kmer landscape of genomic sequences. Notably, supported by experimental results on annotated real data, our study demonstrates that k-mer density profiles of read sequences are more informative on average than ∼95% of the quality score information.
We validate RQS on real NGS exome and genome read datasets taken from 1000 Genomes Project Phase 1 [16] . Specifically, we demonstrate the superior compression ratio and efficiency of our method on Illumina read sequences of 77 British individuals (see Appendix B), comparing the variant call accuracy to other de novo quality compression methods. We also give preliminary results showing that, compared to a ground truth genotype annotation of NA12878, RQS compression achieves better downstream SNP-call accuracy compared to the uncompressed quality values.
While lossy compression of quality scores has not been widely adopted by biologists due to loss of precision [6] , our RQS method remediates this effect by improving the accuracy of downstream genotyping applications. It does so by capitalizing on the k-mer landscape of a read dataset. The usefulness of k-mer frequencies for inferring knowledge about the error content of a read sequence has been studied [17] [18] [19] -in fact, many sequence-correction and assembly methods directly or indirectly make use of this phenomenon [20] [21] [22] [23] ; however, to our knowledge, RQS is the first such method to traverse the k-mer landscape for quality score compression, thereby improving efficiency, compression-ratio, and accuracy.
Methods
At a high level, RQS is divided into two separate stages (Figure 1 ). In the first preprocessing stage, we generate a dictionary, D, of all k-mers that appear with high multiplicity in a representative collection (corpus) of reads. In the second sparsification stage, we look at the k-mers in a read. k-mers that are close to our dictionary (as measured by Hamming distance) have nearly all of their quality scores discarded. RQS keeps only the low quality scores for bases where the k-mer differs from the dictionary.
More precisely, with NGS read data, we are given a corpus C of reads with depth coverage t of some consensus sequence G. We will assume an independent accuracy rate of p for each base call, and let q = 1 − p be the variation rate (whether caused by machine error or by a SNP). As usual, we identify reverse complements together. Let γ k be the multiset of all kmers that appear in a read γ, counting multiplicity. Similarly, let G k and C k be respectively the multiset of all k-mers that appear in G and the reads of C. Let Δ (x, y) be the Hamming distance between two k-mers x and y, and let Δ(x, D) be the minimum Hamming distance from x to any k-mer in D. Then we generate a dictionary of all k-mers that appear at least r times in C k , which approximates G k for r, k and p sufficiently large. These "good" k-mers are then used to identify high confidence base calls in reads: if a k-mer is within Hamming distance 1 from D, we assign high confidence to all locations where there is concordance among it and all its Hamming neighbors in D. Each read can be covered by overlapping k-mers, allowing us to identify high confidence base calls in that case as well.
The sparsification procedure then consists of two separate steps. First, we discard quality values for all high confidence base calls. Then, we discard quality values for all base calls above some threshold value . In our implementation, for later downstream analysis, we replace all discarded values with .
Below we present pseudocode for a simplified version of RQS (an efficient implementation is described in appendix A). DICT(C, k, r) (alg. 1) takes the corpus of reads C and returns a list D of all k-mers that appear at least r times. Using Hamming distance from D, MARK_KMER(x, D) (alg. 2) generates a boolean vector marking each position in a k-mer x that corresponds to a high-confidence call. MARK_READ(γ, D) (alg. 3) then repeatedly calls MARK_KMER to generate the vector of high-confidence calls in read γ. SPARSIFY_RQ(γ, Q, D, ) (alg. 4) calls MARK_READ to locate high-confidence calls and then discards both the corresponding quality scores and quality scores above a cut-off threshold .
Generates a dictionary of all k-mers that appear at least r times in a corpus C of reads
Algorithm 2. MARK_KMER(x, D): Marks high confidence locations in a k-mer x using a dictionary D
Input: Cover γ by k-mers {x a 1 ,… , x a n }. 
Theoretical Guarantees
For completeness, we present an analysis of the composition of D, showing that under certain conditions, D ≈ G k . Let Σ = {A, C, G, T} ≅ ℤ/4ℤ be the alphabet, and let G ∈ Σ N be the consensus sequence-note, we will assume that we are not given G. Let the multiset counting multiplicity of all k-length substrings of G be denoted by G k .
We construct an idealized variation model combining both machine error in the base call and the presence of SNPs. Let p ∈ [0, 1] and q = 1 − p. Let the random variable σ : [0, 1] → Σ be defined by (1) Thus ∀l ∈ Σ, l + σ = l with probability p. This is to say that a base is read correctly with probability p and incorrectly with probability q. Given x ∈ Σ k , define x i as the ith letter (base) of x. For all x ∈ Σ k , define independently the Σ k -valued random variables R x by ∀i, , where σ i ,… ,σ k are i.i.d. copies of σ. Thus, R x can be thought of as a read of x, including machine errors and SNPs. Let Ĝ k ≡ {R x | x ∈ G k }. Ĝ k thus corresponds to a version of G k with noise.
We are given t independent noisy copies Ĝ k,1 ,…, Ĝ k, t of G k , but with a low error rate q > 0.
This assumption corresponds to being given reasonably accurate reads covering the target genome t times and counting all k-mers. We want to recover a dictionary D r approximating G k (without multiplicity) from the collection Ḡ k = Ĝ k,1 ,…, Ĝ k, t . Let C k be the multiset defined as the disjoint union of Ĝ k,1 , … , Ĝ k, t . We will construct the dictionary by simply taking all k-mers that appear in C k at least r times, where r is an adjustable parameter. Intuitively, this process should work because provided the variation rate q is small, R x = x often so there will be many exact copies of x in C k if x ∈ G k ; however, then R x = y only rarely for x ∈ G k and y ∉ G k , so there will not be many copies of y in C k . Let Δ(x, y) be the Hamming distance between x, y ∈ Σ k . Let Δ(x, G k ) = min y∈G k Δ (x, y). Let α(x) = |{i : ∈ Ĝ k, i }|, the number of times x appears in C k . Let us denote the i.i.d. copies of R x in Ĝ k,1 ,…, Ĝ k, t by R x,1 , … , R x, t . Then for x ∈ G k , (2) which is just the chance that a noise-free version of x was stored in Ĝ k, j . Let 1 x ∈ Ĝ k, j be an indicator variable for the event {x ∈ Ĝ k, j }. Then (3) Furthermore, by applying a Chernoff bound, for any δ 1 > 0, (4) Recall that we defined our dictionary D r ≡ {x ∈ C k |α(x) ≥ r}, which consists of all members of C k with multiplicity at least r. Then, (5) where unique(G k ) is the k-mer set obtained by discarding multiplicity of k-mers in G k . So long as tp k is reasonably large and (1 -δ 1 ) is not very big, most of G k is expected to fall in D tp k(1−δ 1 ).
We also want to be able to say that most elements not in G k do not fall in D r . For simplicity of analysis, let us assume that all G k is well-separated and sparse in Σ k (NB: this assumption does not hold for repetitive regions in the genome) so that for x, y ∈ G k , ℙ(R x = R y |x ≠ y) is negligible. Then we can separately consider for each x ∈ G k , the number of collisions among R x,1 ,…, R x, t .
. If kq < 1, the probability mass decreases and is spread thinner for higher d, so it is sufficient to bound collisions conditional upon all the probability mass staying within Hamming distance 1. Note that this assumption also implies that |unique(G k )| = |G k |.
By symmetry, under these conditions, since there are 3k possible positions for R x to go. Let 1 R x =y be an indicator variable. Then for every y, (6) By again applying Chernoff, for any δ 2 > 0,
Putting it all together, (8) Thus, equation 8 shows that as read multiplicity r increases D r contains exponentially fewer k-mers that are not in G k . Additionally, equation 5 shows that if r is small compared tp k , D r contains nearly all of G k . Whether or not there exists a value of r that makes D r sufficiently close to G k for our purposes is of course dependent on the exact parameters k, q, and t.
However, because the simplifying assumptions we made do not perfectly reflect real data, instead of attempting to compute r, we swept over different values of r in our results section. These bounds do however show that as coverage t grows, there are parameters for which D r asymptotically approaches G k . As we demonstrate in the results, we are close enough to that regime for accurate and effective compression.
Results and Discussion
RQS performs impressively in terms of both compression rates and effects on downstream variant calling. In the first experiments, we demonstrate that RQS' performance is superior to existing methods in a more careful analysis of effects on downstream variant calling on chromosome 21 using the gold standard of NA12878. Most interestingly, RQS improves downstream variant calling, despite throwing away most of the quality scores. The second experiment demonstrates RQS' ability to successfully scale to the whole human genome by using a sampling algorithm for generating the dictionary.
Datasets
We generated our dictionary from a subset of the reads from the genomes of 77 British individuals with data taken from the 1000 Genomes Project, Phase 1 (see Appendix B for details). Read lengths ranged from 50-110bp, and there was a total depth coverage of 460 across all 77 individuals. Variant calling was performed using samtools [24] , and BZIP2 was used to further compress the sparsified quality scores. For chromosome 21 analyses, we first filtered the reads in our corpus by those mapping to chromosome 21 using BWA [25] in combination with GATK [26] . For the whole human genome, we again used the same 77 British individuals and considered all reads mapping to any chromosome using a sampling approach.
Parameters
We chose k = 32 for two reasons. Importantly, 32-mers can be stored efficiently in 64-bit numbers, facilitating both ease of implementation and runtime. Additionally, our theoretical results were dependent on k-mers from our corpus being sparse; thus, k needs to be sufficiently large. We chose = 40 as 40 was close to the average quality score in the corpus.
Choice of read multiplicity r for inclusion in the dictionary is highly dependent on read depth of the corpus. Additionally, our theoretical guarantees assume random distribution of k-mers in the corpus, which is not necessarily true for repetitive regions of the human genome. Thus, we used several different values of r in our experiments. For our last analysis though, we sweep over k-mer multiplicity r = 25, 50, 100, 200, 350, 550 to provide some guidance as to the trade-offs involved.
RQS Out-Performs Existing Compression Methods
Here we show that our method offers a reduction in size over state-of-the-art lossless algorithms currently available and performs at least as well as lossy algorithms we have encountered in the literature. We measured the performance of several different compressors on the quality scores of HG02215, chromosome 21. General purpose lossless text compressors naturally have perfect fidelity for downstream variant calling, but also are unable on their own to achieve compression levels better than roughly 3.6 bits per quality score, which is only just over a 50% reduction in space. Of the three general purpose compressors we used, 7zip (PPMd) outperformed both BZIP2 and GZIP.
Read-Quality-Sparsifier, as implemented in this paper, only makes use of redundancy by replacing scores with the constant threshold value , and so must be paired with one of the general purpose compressors to compress the modified scores. Surprisingly, the relative efficacy of compression after preprocessing with RQS with r = 50 (see Section 3.4 for choice of read multiplicity parameter) did not match that of the original scores; indeed, RQS + BZIP2 was by far the most effective combination, using only 0.2540 bits per quality value for storage.
In addition to the usual general purpose compressors, we also compared our compressive framework to QualComp [27] , which features a tuning parameter to specify the number of bits needed for quality scores per read. We chose to sweep the QualComp parameter, bits per read, to match RQS' compression level and accuracy. As displayed in Table 1 , RQS performs considerably better on accuracy than QualComp when a comparable compression level was chosen. Indeed, for QualComp to match the F-measure of RQS, QualComp needed over 6 times the space.
Lastly, we compared against the method of Janin et al, 2013 [15] , which uses a computationintensive Burrows-Wheeler transform and least-common-prefixes table to smooth highconfidence reads. To ensure comparability, we display in Table 1 best-in-class parameters taken from those used in their paper. Although one set of parameters did have slightly higher accuracy than RQS, it came at the cost of needing over 10 times the disk space. Even at 5 times less compression, their method was not as accurate at variant calling, as measured by the balanced F-measure.
Comparison of Effects on Genotyping Accuracy by RQS, QualComp, and Janin et al
In the previous section, we considered any differences from the genotype information obtained from the original uncompressed data to be errors. In this section we show preliminary results suggesting that the differences between the SNP-calls of the RQScompressed data and uncompressed data do not necessarily indicate errors, but actually some of them are corrections of the false positive and false negative SNP-calls obtained using the uncompressed data, improving the overall area-under-curve (AUC) of the SNPcalls. To demonstrate this, we tested our compressive framework on NA12878 genome, an extensively studied individual within the 1000 Genomes Project, for which a high-quality trio-validated genotype annotation is available [28] .
In order to compress the quality scores of NGS reads of NA12878 chromosome 21, we reused the dictionary generated from the set of 77 British individuals, of which NA12878 is not a member. Table 2 shows the read length, coverage and sequence type of the NGS datasets used for this experiment.
For each read set, we used samtools to call SNPs over the uncompressed dataset and computed the ROC curve using annotated variant locations in chromosome 21. Then the same test was performed after compressing the quality scores. As it is demonstrated in Figure 2 , even though the ROC curves occasionally cross, AUC values favor the RQScompressed data. Because the exome dataset was much smaller, it was more tractable for multiple comparisons with other compression tools. Thus, for the exome dataset specifically, we also compare the ROC curves of Qualcomp and Janin et al. at comparable compression levels. Unlike the other methods, RQS does not decrease AUC when compared to that of the uncompressed SNP calls. Furthermore, it is also demonstrably faster.
Compressing Large-Scale Whole-Genome Sequencing Datasets with RQS
We demonstrate that RQS scales to the whole genome using a probabilistic dictionary construction algorithm, as counting the exact number of appearances in the corpus of k-mers of a large whole-genome NGS dataset of 77 individuals is computation and memory intensive. Our sampling-based dictionary construction method identifies 32-mers that in expectation appear at least 500 times in the original corpus-by taking only 32-mers that appear at least 5 times in a randomly-chosen 1% of the reads.
Compressing the sampled reads using this method resulted in an average compression of 1.934 bits per quality score. Compressing all the reads-both sampled and unsampled-of HG02215 (one representative genome from the corpus) resulted in an average compression of 1.8406 bits/score. As is shown in the next section, these compression levels are better than the rates achieved with r = 350 or r = 550 when analyzing just chromosome 21 (Figure 3 ).
These preliminary results indicate that we can effectively perform dictionary generation with a probabilistic sampling scheme and also larger (and potentially more redundant) genome sequences can facilitate better compression.
Effect of Read Multiplicity on Compression and Accuracy
We have used several different values for read multiplicity r. Here, we apply RQS to the chromosome 21 reads in the corpus itself while sweeping over r to demonstrate the effect on compression and accuracy of variant calling; F-measure, precision, and recall are measured against the variant calls generated from the uncompressed data. Note that it is the ratio of read multiplicity to total depth coverage (here, 460) that matters, rather than absolute read multiplicity. However, since each read is independently compressed, once the dictionary is generated from the corpus, read coverage no longer affects the compression ratio.
As depicted in Figure 3 , across multiple r values, RQS is able to maintain high fidelity with respect to the variants called in the uncompressed dataset. Furthermore, note that the loss of fidelity at r < 200 is not necessarily negative, as the improvements in accuracy shown in Figure 2 naturally require that the SNP-calls after compression differ from those for the uncompressed quality scores. However, we observe that compression rates become dramatically worse with r values higher than 200. This indicates that, for r > 200, our dictionary becomes too sparse to achieve high compression ratios.
Conclusions
Here we have shown that our RQS compressive framework capitalizes on the redundancies in the k-mer landscape of NGS read data to discard and sparsify nearly all quality scores, while at the same time enhancing compression ratio, speed, and downstream genotyping accuracy.
A Experimental Setup and Implementation of RQS
In the Results section, in order to perform an in-depth comparison between the performance of RQS and other compression methods on NGS reads from a large number of individuals, we reduced the domain of the genome to chromosome 21 (∼ 1.5% of whole genome in size).
In sections 3.1 and 3.2, read alignments were generated using BWA [25] in combination with GATK (Genome Analysis Toolkit) [26] . After chromosome 21 alignments were extracted, positional alignment information within mappings were removed before running RQS and other compression schemes.
In section 3.3, we used the reads aligned to the whole genome (instead of only chromosome 21), again removing all positional information from the alignments. Due to the large number of possible k-mers, it was not possible to fit the entire hash table into memory during dictionary generation. Though it is possible to compute exact k-mer frequencies using a parallelization approach, here we designed a less computation and memory intensive sampling-based dictionary construction method and demonstrated that the quality of the constructed dictionary is not affected.
In the RQS implementation, the dictionary generation from the corpus of reads was implemented using an unordered set data type in C++. For detecting all reads within Hamming distance 1 to the dictionary D; we stored D in a Boost multi-index hash table with 4 keys. Each key covers 24 out of 32 bases and each base of the 32-mer is covered exactly by 3 keys. Defining the key in this way allows us to aggressively prune most 32-mers within the dictionary, guaranteeing that each matching key implies a close match Δ(x, D) ≤ 8. If the total number of matches is < 96, we check the remaining nucleotides to verify that the matching 32-mers are within Hamming distance of 1. Otherwise, we enumerate all 96 neighboring 32-mers of the query 32-mer and check whether any of these exist in the dictionary.
During the sparsification step of our experiments, we chose , the replacement quality value for discarded and smoothed positions, to be "40". Although this is a user-defined parameter within our implementation, we selected this value as it was close to the average quality score value in our dataset.
After the sparsification step was completed, as a rough measure of entropy, we ran the quality scores through BZIP2 and recorded the number of bits per quality score required for storage. Although a production implementation would probably use a custom file format storing only a subset of the quality scores, using a modification of the standard SAM file format allowed for easy input into downstream analysis tools.
As a lossy compression method, there are two separate criteria upon which we can compare different methods: (1) the compression ratio and (2) the accuracy of downstream analysis. For the comparison between compression ratios, we fixed an F-measure threshold of 0.99 and searched for the best compression ratio of different tools across a range of input parameters, satisfying the minimum accuracy threshold. For fixed accuracy-level, RQS displayed superior compression rates compared to other methods (see Table 1 ). For the comparison between downstream variant call accuracies, we fixed a compression rate of 25× and searched for the best downstream variant call accuracy (with respect to the uncompressed data) of different tools across a range of parameters, satisfying minimum compression rate. For each fixed compression-level, RQS gave the most accurate F-measure values.
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Corpus from 1000 Genomes Project Phase 1:   HG00096 HG00100 HG00103 HG00106 HG00108 HG00111 HG00112 HG00114  HG00115 HG00116 HG00117 HG00118 HG00119 HG00120 HG00122 HG00123  HG00124 HG00125 HG00126 HG00127 HG00131 HG00133 HG00136 HG00137 HG00138 HG00139 HG00140 HG00141 HG00142 HG00143 HG00145 HG00146  HG00148 HG00149 HG00150 HG00151 HG00152 HG00154 HG00155 HG00156  HG00157 HG00158 HG00159 HG00160 HG00231 HG00232 HG00233 HG00236  HG00237 HG00239 HG00242 HG00243 HG00244 HG00245 HG00246 HG00247  HG00249 HG00250 HG00251 HG00252 HG00253 HG00254 HG00256 HG00257  HG00258 HG00259 HG00260 HG00261 HG00262 HG00263 HG00264 HG00265  HG01334 HG01789 HG01790 HG01791 (a) A dictionary of k-mers that appear at least r times in a corpus of NGS reads is generated. Sparsification. R is a read sequence and Q is a corresponding quality score string. R i, j is a k-mer within R i starting at position j. (b) We choose multiple k-mers to cover the read sequence. If a particular k-mer is within Hamming distance 1 of a k-mer in the dictionary, then we can sparsify the quality scores that correspond to the positions in the k-mer. (c) R 1 , 1 ,R 1 , 4 , and R 1 , 7 are exactly distance 1 from the dictionary. We mark the locations where they do not match the dictionary k-mer and smooth all the other quality scores. Note that although R 1 , 4 has a mismatch, that location is still smoothed because the location is covered by R 1,1 , which does not have a corresponding mismatch at the same position in the read. (d) Only R 2,1 is within Hamming distance 1 of the dictionary. However, it has two Hamming neighbors in the dictionary. We only smooth the quality scores where there is concord among all Hamming neighbors and R 2,1 . Neither R 2,4 nor R 2,7 contribute because they are too far away from the dictionary. (e) Last, we smooth all quality scores above a threshold. ROC curves of genotype calls made from the NA12878 dataset, both before and after compression, for exome reads of length 76bp, genome reads of length 36bp and 76bp. For the exome dataset (top), we also compared genotype call accuracies to QualComp and Janin et al. AUC values are included, integrated up to the largest of the maximum false positive rates to ensure comparability. To our knowledge, RQS is unique in improving accuracy, as measured by AUC, through compression. Note that the maximum true positive rate in the exome dataset is limited by the total fraction of variants covered by exome reads. Table 1 Relative compression rates of different compressors on the HG02215, chromosome 21 dataset. For each method, best results with respect to F-measure are bolded. Note that QualComp has its own quality storage format, whereas for Janin et al, we used 7zip (PPMd) to postprocess the smoothed quality scores (as this gave the best results for their method). Table 2 Depth-of-coverage and read length information for datasets used in Figure 2 Dataset Read depth-of coverage Read length 
