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FREE SEMIGROUPOID ALGEBRAS
DAVID W. KRIBS AND STEPHEN C. POWER
Abstract. Every countable directed graph generates a Fock space
Hilbert space and a family of partial isometries. These operators
also arise from the left regular representations of free semigroupoids
derived from directed graphs. We develop a structure theory for
the weak operator topology closed algebras generated by these rep-
resentations, which we call free semigroupoid algebras. We charac-
terize semisimplicity in terms of the graph and show explicitly in
the case of finite graphs how the Jacobson radical is determined.
We provide a diverse collection of examples including; algebras
with free behaviour, and examples which can be represented as
matrix function algebras. We show how these algebras can be pre-
sented and decomposed in terms of amalgamated free products. We
determine the commutant, consider invariant subspaces, obtain a
Beurling theorem for them, conduct an eigenvalue analysis, give
an elementary proof of reflexivity, and discuss hyper-reflexivity.
Our main theorem shows the graph to be a complete unitary in-
variant for the algebra. This classification theorem makes use of
an analysis of unitarily implemented automorphisms. We give a
graph-theoretic description of when these algebras are partly free,
in the sense that they contain a copy of a free semigroup algebra.
1. Introduction
We initiate the study of a new class of operator algebras which we
call free semigroupoid algebras. These algebras include, as special cases,
the space H∞ realized as the analytic Toeplitz algebra [13, 16] and the
prototypical free semigroup algebras Ln of Popescu, Davidson and Pitts
(see [1, 8, 9, 10, 25, 30, 31]). However our context also embraces
finite-dimensional operator algebras (inflation algebras), finite and infi-
nite matrix function algebras, as well as operator algebras with free or
partly free structure. Thus we have a unifying framework for the free
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semigroup algebras which includes the classical analytic Toeplitz alge-
bra as part of a general class, rather than as an exceptional case. The
framework also includes various nest algebras and finite dimensional
digraph algebras but in a represented form wherein the commutant
algebras have a similar character.
The generators of these algebras are families of partial isometries and
projections which arise from countable directed graphs. Each graph G
naturally determines a generalized Fock space Hilbert space and partial
creation operators which act on the space. Alternatively, these opera-
tors come from the left regular representation of the free semigroupoid
derived from the directed graph, thus giving further credence to the
terminology.
The norm closed versions of these algebras, in the case of finite
graphs, were considered by Muhly [28] with particular reference to
commutant lifting, the Shilov boundary and the C∗-envelope. Subse-
quent work with Solel [29] on more general (norm-closed) tensor al-
gebras addressed the structure of ideals, Wold decompositions and a
Beurling type invariant subspace theorem. There is some overlap here
with our development which we point out in Sections 4 and 8.
Presently there is considerable interest in C∗-algebras generated by
families of partial isometries associated with directed graphs and how
these algebras relate to the Elliott classification programme. The set of
generators in this case is sometimes referred to as a Cuntz-Krieger E-
family (for instance see [3, 26, 27]). On the other hand, our generators
are of Cuntz-Krieger-Toeplitz type and we shall see that it is natural
to include the initial projections. Moreover, our analysis is thorough-
goingly non-selfadjoint and spatial: we consider one-sided generalized
Fourier expansions, the Jacobson radical, invariant subspaces, spatially
implemented automorphisms, reflexivity and Beurling type theorems.
Much of this analysis goes into the proof of our main classification
theorem, that the algebras are unitarily equivalent if and only if their
directed graphs are isomorphic.
Note added in proof. This paper has motivated a number of recent
papers on non-selfadjoint graph algebras and related topics including
[14, 17, 18, 19, 20, 21, 22, 23, 33].
2. Main Results
In this section we outline the main results of the paper. Every count-
able directed graph G generates in a recursive way a tree graph and
an associated Hilbert space HG. On this Hilbert space, which can be
viewed as a generalized Fock space, there are natural ‘partial creation
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operators’ {Le}, one for each directed edge, and projections {Lx}, one
for each vertex [28]. Alternatively, the family {Le, Lx} arises through
the left regular representation λG of what we term the free semigroupoid
of G determined by the directed paths and vertices in G. We develop a
structure theory for the wot-closed algebras LG generated by families
{Le, Lx}, which we call free semigroupoid algebras.
There is also a natural right regular representation ρG determined by
G. This yields partial isometries and projections {Re, Rx} onHG which
commute with {Le, Lx}. In fact, the wot-closed algebra RG generated
by {Re, Rx} coincides with the commutant L′G = RG. Furthermore,
R′G = LG and hence LG is its own second commutant. We establish
this by first observing that LG is unitarily equivalent to RGt , where G
t
is the transpose graph with directed graph obtained from G simply by
reversing the directions of all edges. In general, the algebras RG and
RGt can be different and so this is a departure from the free semigroup
case, where Ln and Rn are unitarily equivalent just by symmetry. The
methods here provide Fourier expansions for all elements of LG, giving
us a key technical device.
The question of semisimplicity is considered in Section 5 and we
prove LG is semisimple precisely when G is transitive in each compo-
nent; that is, every edge lies on a cycle. Also we show for a finite graph
G that the Jacobson radical of LG is wot-closed, nilpotent and equal
to the ideal generated by the Le which correspond to edges e ∈ E(G)
which do not lie on a cycle in G. Further, we show there is a block ma-
trix decomposition of B(HG) such that the radical is the off-diagonal
component of LG in this decomposition.
In Section 6 we discuss several examples illustrating the diversity
of the algebras LG. In particular, a matrix function representation
is obtained in the case of the graphs which are a single directed cy-
cle. Also we indicate how amalgamations of graphs correspond to the
(wot-closed) free product with amalgamation of the associated free
semigroupoid algebras.
We begin the analysis of the invariant subspace structure in Sec-
tion 7. We first prove LG is reflexive by considering some obvious
invariant subspaces associated with RG. Next the eigenvalues and
eigenvectors for L∗G are computed. In Section 8 we prove an invari-
ant subspace theorem of Beurling type [5, 9, 29, 30]. Every invariant
subspace of LG is generated by a wandering subspace for the algebra,
and is the orthogonal direct sum of cyclic subspaces which are mini-
mal in the sense that the cyclic vector is supported by some projection
Lx. Each of these minimal cyclic invariant subspaces is the range of a
partial isometry in RG, and the choice of partial isometry is unique up
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to a scalar multiple. We then use the Beurling Theorem to derive an
explicit characterization of partial isometries in LG, and this yields an
inner-outer factorization [13, 9, 16, 31] for elements of LG.
We resolve the classification problem for these algebras in Section 9
by proving G to be a complete unitary invariant of LG. In fact, there are
simple dimension formulae through which one can calculate the graph
structure from the algebra and the ideal L0G generated by the Le. How-
ever, this ideal is not necessarily preserved under unitary equivalence
and to correct for this we analyze the unitarily implemented automor-
phisms of LG. In particular, we show that these automorphisms act
transitively on sets of eigenvectors for L∗G.
In the final section we introduce the notion of a partly free wot-
closed operator algebra. Meaning that the algebra contains a copy
of the free semigroup algebra L2. In spirit, this is a non-selfadjoint
analogue of the requirement that a C∗-algebra contains a copy of the
Cuntz algebra O2. In the finite vertex case we prove the algebras LG
are partly free precisely when G contains a double-cycle. We also con-
sider the stronger notion of a unitally partly free wot-closed operator
algebra. In this case there is a unital injection of L2 into the alge-
bra, and so it contains a pair of isometries with mutually orthogonal
ranges. For the algebras LG we prove this happens exactly when G
satisfies a graph theoretic condition determined by its double-cycles.
We conclude the paper by discussing hyper-reflexivity for LG.
3. Free Semigroupoid Algebras
Let G be a finite or countably infinite directed graph with edge set
E(G) and vertex set V (G). Let F+(G) be the free semigroupoid deter-
mined by G. By this we mean that F+(G) consists of the set of vertices
x of G and the finite paths w of edges e in G, together with the natural
operation of concatenation of allowable paths. (This is also called the
path space of G.) We view each vertex as a degenerate path. Given a
path w in F+(G) we write w = ywx when the initial and final vertices
of w are, respectively, x and y. We shall use the range and source maps
r and s to indicate this, so that s(w) = x and r(w) = y. At times it
will be convenient to use the transition matrix A = (ayx) associated
with G, where ayx is the number of directed edges in G from vertex x
to vertex y.
We note that the terminology ‘free’ is appropriate as all paths are ad-
missable elements of F+(G) and there are no relations amongst words,
that is, there are no reducible products in F+(G) other than trivial
reductions involving units. Furthermore, there is clearly a natural
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groupoid, an inverse semigroup in fact (which deserves to be called
the free groupoid of G) which contains F+(G) as a semigroupoid, just
as in the free group case.
Let HG = ℓ2(F+(G)) be the Hilbert space with orthonormal ba-
sis {ξw : w ∈ F+(G)} indexed by elements of F+(G). For each edge
e ∈ E(G) and vertex x ∈ V (G), we may define partial isometries and
projections on HG by:
Leξw =
{
ξew if r(w) = s(e)
0 if r(w) 6= s(e)
and
Lxξw =
{
ξxw = ξw if r(w) = x
0 if r(w) 6= x
We shall use the convention ξew = 0 if r(w) 6= s(e). The family {Le, Lx}
also arises [28] through the left regular representation λG : F
+(G) →
B(HG), with λG(e) = Le, and λG(x) = Lx.
Remark 3.1. From the C∗-algebra perspective, the partial isome-
tries {Le} are of Cuntz-Krieger-Toeplitz type in the sense that the
C∗-algebra generated by {Le}e∈E(G) is generally the extension by the
compact operators of a Cuntz-Krieger C∗-algebra [3, 26, 27].
As we see in later examples, there is a useful interpretation of the
actions of the operators Le (and the companion operators Re) in terms
of the natural tree graph whose nodes are labelled by the paths w.
This tree is generated recursively from the ‘tree top graph’ consisting
of the edges of G directed down from the vertices of G. The nodes
w correspond to the basis vectors ξw and the operators Le and Re
correspond to visualizable partial bijections of the tree structure. The
tree perspective is also useful in the analysis of eigenvectors for L∗G in
Section 7.
Definition 3.2. The free semigroupoid algebra determined by G is the
weak operator topology closed algebra generated by {Le, Lx},
LG = wot− Alg {Le, Lx : e ∈ E(G), x ∈ V (G)}
= wot− Alg {λG(w) : w ∈ F
+(G)}.
Finally we define LG, up to unitary equivalence, in terms of gen-
erators and relations together with a spatial condition. This leads
naturally into the topic of representation theory of LG which we will
not pursue in this paper. Nevertheless, we introduce the basic idea of
a free partial isometry representation π of a directed graph G, which
in turn gives rise to an operator algebra Lpi which one might refer to
as a free semigroupoid algebra. In the purely atomic case, which is
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also characterized by a simple spatial condition, the algebras Lpi are all
naturally isomorphic to LG.
Definition 3.3. Let G be a countable directed graph and let H be a
separable Hilbert space. A free partial isometry representation π of G
is a pair of maps
π : V (G) −→ Proj(H), π : E(G) −→ Pisom(H),
denoted x→ Px and e→ Se respectively, such that
(i) given s(e) = x, the initial projection S∗eSe = Px 6= 0,
(ii) the projections Px have pairwise orthogonal ranges and sum to
the identity operator I,
(iii) the projections {SeS∗e : e ∈ E(G)} are pairwise orthogonal and
for each x ∈ V (G),
Ex = Px −
∑
r(e)=x
SeS
∗
e ≥ 0.
Such a partial isometry representation of G is indeed free in the sense
that for each word w in F+(G) the corresponding operator π(w) (defined
as the natural product) is a non-zero partial isometry and so we obtain
a faithful representation of F+(G). We write Lpi for the weak operator
topology closed algebra generated by {π(e), π(x) : e ∈ E(G), x ∈
V (G)}. Let us further define a purely atomic free partial isometry
representation to be one for which each of the vacuum projections Ex
is non-zero, and the set of final projections π(w)Exπ(w)
∗, for x in
V (G) and w ∈ F+(G), sum to the identity. Then we have the following
proposition.
Proposition 3.4. If π is a purely atomic free partial isometry repre-
sentation of the directed graph G, then Lpi is naturally isometrically
isomorphic to LG by an isomorphism which is wot−wot continuous.
If the vacuum projections Ex, x ∈ V (G), are each of rank one, then Lpi
and LG are unitarily equivalent.
Proof. If the vacuum projections each have rank one, then it follows
that for a choice of unit vacuum vectors ηx with Exηx = ηx, the vectors
ηw = π(w)ηx, for wx = w, make up an orthonormal basis. The cor-
respondence ηw → ξw gives the desired unitary equivalence of Lpi and
LG. If the vacuum projections are of infinite rank, then π is unitarily
equivalent to the free partial isometry representation λ
(∞)
G . Thus we
have the natural isomorphisms Lpi ≃ L
(∞)
pi ≃ L
(∞)
G ≃ LG. 
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4. Commutant and Basic Properties
Let G be a directed graph, perhaps with a countable number of
edges or vertices. Given w = eik · · · ei1 ∈ F
+(G), let Lw be the partial
isometry Lw = Leik · · ·Lei1 . We shall also use the notation Px ≡ Lx
for vertex projections, or Pi ≡ Lxi if V (G) = {x1, x2, . . .} has been
enumerated. Observe that Lw = Pr(w)LwPs(w). Define another family
{Re, Rx} of partial isometries and projections on HG by the equations
Reξw = ξwe and Rxξw = ξwx. These operators also come from the right
regular representation ρG : F
+(G) −→ B(HG), which yields partial
isometries ρG(w) ≡ Rw′ for w ∈ F
+(G) acting on HG by the equations
Rw′ξv = ξvw, where w
′ is the word w in reverse order. Observe that
Rv′Lw = LwRv′ for all v, w ∈ F+(G). In fact, in this section we show
the algebra
RG = wot− Alg {Re, Rx : e ∈ E(G), x ∈ V (G)}
= wot− Alg {ρG(w) : w ∈ F
+(G)}
coincides with the commutant L′G = RG. We shall use notation Qx ≡
Rx for the vertex projections in RG. Thus Qx is the projection onto the
subspace spanned by all ξw with s(w) = x. Let G
t denote the transpose
graph of G. This is the directed graph obtained from G simply by
reversing directions of all directed edges. If v = ei1 · · · eik is a product
of edges in E(G), then we let vt be the product vt = etik · · · e
t
i1
, where et
is the directed edge in Gt which is ei with direction reversed. Further
define xt = x for x ∈ V (G) = V (Gt).
Lemma 4.1. The algebras LG and RGt are unitarily equivalent via the
map W : HGt →HG defined by Wξvt = ξv.
Proof. The map W is easily seen to be a unitary operator. Given
v ∈ F+(G) and e ∈ E(G),
(W ∗LeW )ξvt = W
∗Leξv = W
∗ξev = Retξvt .
Hence W ∗LeW = Ret for e ∈ E(G), and similarly W ∗LxW = Rxt for
x ∈ V (G). Thus we have W ∗LGW = RGt . 
As in the free semigroup case [9], we can consider the Cesaro oper-
ators associated with the partition I = E0 + E1 + . . . where Ek is the
projection onto span{ξw : |w| = k, w ∈ F+(G)}, the subspace spanned
by basis vectors from paths of length k. These operators are given by
Σk(A) =
∑
|j|<k
(
1−
|j|
k
)
Φj(A),
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where the operators Φj(A) =
∑
k≥max{0,−j}EkAEk+j are the diagonals
of A with respect to this block decomposition, and Σk(A) converges to
A in the strong operator topology for all A ∈ B(HG).
We mention that as a consequence of Lemma 4.1 one sees that the
following result is a generalization of Proposition 5.4 from [29] where
the commutant was shown to be determined by the algebra associated
with the transpose graph.
Theorem 4.2. The commutant of RG coincides with LG.
Proof. We have observed above that LG is contained in R
′
G. To see
the converse, fix A ∈ R′G. We show that Ax ≡ APx belongs to LG for
all x ∈ V (G). Let Aξx = QxAxξx =
∑
s(w)=x awξw. Define operators in
LG by
pk(Ax) =
∑
|w|<k;s(w)=x
(
1−
|w|
k
)
awLw.
We claim that Ax = sot–limk→∞ pk(Ax). This will be proved by show-
ing that pk(Ax) = Σk(Ax). First observe that Φj(Ax) ∈ R′G for all j.
Indeed, this operator commutes with the Re since Ax belongs toR
′
G and
Ek+1Re = ReEk for all k, while Φj(Ax) commutes with each Qy since
QyEk = EkQy is the projection onto span{ξw : |w| = k, s(w) = y} for
all k. It follows that Σk(Ax) belongs to R
′
G for k ≥ 1.
Now it is enough to show that Σk(Ax)ξx = pk(Ax)ξx. If this is the
case, then for w = xw in F+(G)
Σk(Ax)ξw = RwΣk(Ax)ξx = Rwpk(Ax)ξx = pk(Ax)ξw,
Whereas for w = yw with y 6= x we have
Σk(Ax)ξw = Σk(Ax)PxPyξw = 0 = pk(Ax)Pyξw = pk(Ax)ξw,
since Px commutes with each El. However, observe that Φ0(Ax)ξx =
E0(Ax)E0ξx = axξx, and Φj(Ax)ξx = 0 for j > 0. Further, for j < 0 we
have
Φj(Ax)ξx = (E−jAx)ξx = E−j
∑
s(w)=x
awξw =
∑
s(w)=x; |w|=−j
awξw.
Hence it follows that
Σk(Ax)ξx =
∑
|w|<k; s(w)=x
(
1−
|w|
k
)
awξw = pk(Ax)ξx.
We have established that each Ax = APx belongs to LG. This com-
pletes the proof since A =
∑
x∈V (G)APx, the sum converging in the
strong operator topology when V (G) is infinite. 
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Remark 4.3. From the proof of this theorem elements of LG can be
seen to have Fourier expansions. In particular, if A belongs to LG
with Aξx = APxξx = Qx(APx)ξx =
∑
s(w)=x awξw for x ∈ V (G), then
Aξv = RvAξx =
∑
s(w)=x awξwv for v = xv ∈ F
+(G), and it follows that
the Cesaro partial sums associated with the series A ∼
∑
w∈F+(G) awLw
converge in the strong operator topology to A.
Corollary 4.4. The commutant of LG coincides with RG.
Proof. If W is the unitary from Lemma 4.1, we have
R
′
Gt = (W
∗
LGW )
′ =W ∗L′GW.
On the other hand, it also follows from the lemma and the definition
of W that RG = WLGtW
∗. But the theorem tells us LGt = R
′
Gt and
hence RG =WR
′
GtW
∗ = L′G. 
The following are simple consequences of the previous two results.
Corollary 4.5. Let G be a countable directed graph.
(i) LG is its own second commutant, LG = L
′′
G.
(ii) LG is inverse closed.
We can also describe the self-adjoint part of these algebras.
Corollary 4.6. The set of normal elements in LG is precisely the span
of {Px : x ∈ V (G)}. Similarly, the normal elements in RG belong to
the span of {Qx : x ∈ V (G)}.
Proof. The operators belonging to the span of the Px are normal
elements since the Px are projections with pairwise orthogonal ranges.
Let A be a normal element of LG and put αx = (Aξx, ξx) for x ∈ V (G).
Clearly ξx is an eigenvector for L
∗
G, since it is an eigenvector for each
of the generators, hence A∗ξx = αxξx and by normality Aξx = αxξx.
However, recall that Ran(Px) = span{ξw : r(w) = x} = span{Rwξx :
r(w) = x}. Thus, as A commutes with RG we have
Aξw = RwAξx = αxξw for w = xw ∈ F
+(G).
In other words, APx = αxPx and it follows that A =
∑
x∈V (G) αxPx. 
5. The Radical
In this section we determine when LG is semisimple and in the case
of finite graphs we show how to compute the Jacobson radical of LG
strictly in terms of the graph structure. In particular, there is a block
matrix decomposition of LG in which the radical is the off-diagonal
part.
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A directed graph G is transitive if there are paths in both directions
between every pair of vertices in G. A (connected) component of G is
given by a maximal collection of vertices and edges which are joined in
the undirected graph determined by G. By a cycle, we mean a path in
G with the same initial and final vertices. It is not hard to see that G
is transitive in each component precisely when every directed edge in
G lies on a cycle. Let B(G) ⊆ E(G) be the collection of edges e ∈ E(G)
which do not lie on a cycle. The set B(G) is empty precisely when G is
transitive in each component. The Jacobson radical is determined by
these edges.
Theorem 5.1. LG is semisimple if and only if G is transitive in each
component. When G has finitely many vertices, |V (G)| = M <∞, the
radical is nilpotent of degree at most M and is equal to the wot-closed
two-sided ideal generated by {Le : e ∈ B(G)}.
We begin by proving one of the implications in the theorem.
Lemma 5.2. If G is transitive in each component, then LG is semisim-
ple. In particular, for every non-zero A in LG, there is a path w ∈
F+(G) such that LwA is not quasinilpotent.
Proof. By Theorem 4.2, the Fourier expansion of A ∈ LG is determined
by the vectors {Aξx : x ∈ V (G)}. If A is non-zero, then some Aξx =∑
s(w)=x awξw is non-zero and there is a path v of minimal length such
that av 6= 0. As G is transitive in each component, there is a path
u ∈ F+(G) such that uv is a cycle. Hence the paths (uv)k for k ≥ 1 are
cycles in F+(G). Thus for k ≥ 1, the expansion for LuA gives us
(LuA)
kξx = (LuA)
k−1
∑
s(w)=x
awξuw = a
k
vξ(uv)k +
∑
w 6=(uv)k
bwξw.
Thus for k ≥ 1 we have
||(LuA)
k||1/k ≥
∣∣((LuA)kξx, ξ(uv)k)∣∣1/k = |av| > 0,
so the operator LuA has positive spectral radius and is not quasinilpo-
tent. But recall the radical radLG is equal to the largest quasinilpotent
ideal in LG. Thus radLG = {0} when G is transitive in each compo-
nent. 
Towards the converse implication we obtain the following description
of edges not lying on cycles.
Lemma 5.3. The following assertions are equivalent for e ∈ E(G).
(i) Le ∈ radLG.
(ii) e ∈ B(G).
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(iii) (ALe)
2 = 0 for all A ∈ LG.
Proof. By considering Fourier expansions, the last two conditions are
easily seen to be equivalent to the requirement L2w = Lw2 = 0 whenever
w ∈ F+(G) is a path which includes e as an edge. The characterization
of radLG used in the previous proof shows that (iii) ⇒ (i). Finally,
if (ii) fails, then there is a path u ∈ F+(G) such that (ue)k is a cycle
for k ≥ 1, and we may argue as in the previous proof to show that (i)
fails. 
Proof of Theorem 5.1. The algebra LG is semisimple when G is transi-
tive in each component by Lemma 5.2. On the other hand, if there is a
component in G which is not transitive, then the set B(G) is nonempty
and Lemma 5.3 gives an edge e ∈ B(G) with Le ∈ radLG. Thus LG has
non-zero radical in this case. It remains to show the radical is nilpo-
tent of degree at most M and equal to the wot-closed ideal generated
by {Le : e ∈ B(G)} when the cardinality of the vertex set V (G) is
M <∞.
Let J be the wot-closed two-sided ideal in LG generated by {Le :
e ∈ B(G)}. We first observe that the radical contains this ideal. For
this we may use the following block matrix decomposition of LG. We
say that a subset H of edges and vertices of G is maximally transitive
if: there are directed paths in both directions between every pair of
vertices in H ; the initial and final vertices of every edge in H belong
to H ; each edge between every pair of vertices in H also belongs to H ;
and H is maximal with respect to these properties. Let {Gi}i∈I be the
maximally transitive components of G, and let {Si}i∈I be the projec-
tions Si =
∑
x∈V (Gi)
Px. Then I =
(∑
i∈I ⊕Si
)
⊕
(∑
x/∈∪i∈IV (Gi)
⊕Px
)
and we may consider the block matrix form of LG with respect to this
spatial decomposition. By considering Fourier expansions for elements
of LG, it is not hard to see that the ideal J is given by the off-diagonal
entries of LG in this decomposition. It follows that JM = {0}, and for
all X ∈ LG and A ∈ J we have (XA)M = 0. Hence J is contained in
radLG and is nilpotent of degree at most M .
For the converse inclusion, suppose A belongs to radLG with expan-
sion scalars {aw}w∈F+(G). We claim that a coefficient aw is non-zero only
if the path w includes an edge e ∈ B(G). This will complete the proof,
since the Cesaro sums for A would then belong to J , and they converge
in the strong operator topology to A. Suppose by way of contradiction
that there is a path v with av 6= 0 which includes no edges from B(G),
and assume v is a path of minimal length with this property. Since ev-
ery path in G which includes no edge from B(G) must be part of some
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cycle, we may choose a path u ∈ F+(G) such that uv = x(uv)x is a
cycle in G. Hence (uv)k belongs to F+(G) for k ≥ 1. But it is clear that
(uv)M is a path of minimal length amongst the paths in the expansion
of (LuA)
M with non-zero coefficients. Further, the coefficient of L(uv)M
in this expansion is (av)
M . Thus we have ||(LuA)Mk||1/k ≥ |av|M > 0
for k ≥ 1. Hence (LuA)
M = ((LuA)
M−1Lu)A has positive spectral ra-
dius and is not quasinilpotent. This is a contradiction since A belongs
to radLG, and the result follows. 
Remark 5.4. From the block matrix decomposition of LG used in the
proof of Theorem 5.1 for the finite vertex case, we see the ideal radLG
is given by the wot-closed ideal determined by the off-diagonal entries
in this decomposition, which in turn is the wot-closed two-sided ideal
generated by {Le : e ∈ B(G)}. This point is discussed further in the
next section. We also mention that the general ideal structure of LG
has been characterized in [19].
6. Examples and Amalgamated Free Products
We now examine several simple examples of graphs G and their oper-
ator algebras LG. Some of these algebras admit natural representations
as algebras of matrices or as subalgebras of (possibly infinite) matrix
algebras over H∞. In this case some of their algebraic features such as
the Jacobson radical and the structure of ideals become more apparent.
The examples will also be used to illustrate the discussion at the end of
this section where we consider the structure of LG as an amalgamated
free product.
Example 6.1. We first consider the single vertex cases. The algebra
generated by the graph with a single vertex x and single loop edge
e = xex is unitarily equivalent to the classical analytic Toeplitz algebra
H∞ [13, 16]. Indeed, HG in this case may be naturally identified with
the Hardy space H2, and under this identification Le is easily seen to
be unitarily equivalent to the unilateral shift U+.
The noncommutative analytic Toeplitz algebras Ln, n ≥ 2 [1, 8,
9, 10, 25, 30, 31], the fundamental free semigroup algebras, arise
from the graphs with a single vertex and n distinct loop edges. For
instance, in the case n = 2 with loop edges e = xex 6= f = xfx,
the space HG is identified with unrestricted 2-variable Fock space H2.
Under this identification, the operators Le, Lf are unitarily equivalent
to the natural creation operators on H2 which are the canonical Cuntz-
Toeplitz isometries. Further, Px = I, and thus LG ≃ L2.
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Example 6.2. If G is a finite directed graph with no directed cycles,
then the Fock space HG is finite dimensional and so too is LG. For
example, consider the graph with three vertices and two edges, labelled
x1, x2, x3, e, f where e = x2ex1, f = x3fx1. Then the Fock space is
spanned by the vectors {ξx1, ξx2, ξx3, ξe, ξf} and a little reflection reveals
that with this basis the general operator αLx1+βLx2+γLx3+λLe+µLf
in LG is represented by the matrix
α
β
γ
λ β
µ γ

(unmarked entries are zero). Alternatively one can reorder the basis to
view LG as a subalgebra of M5(C) consisting of matrices of the form[
α 0
λ β
]
⊕
[
α 0
µ γ
]
⊕
[
β
]
⊕
[
γ
]
.
Algebraically, LG is isometrically isomorphic to the so-called digraph
algebra in M3(C) consisting of the matricesα 0 0λ β 0
µ 0 γ
 .
Recall that a digraph algebra A(H) is a unital subalgebra ofMn(C)
which is spanned by some of the standard matrix units ofMn(C). The
graph H is transitive and reflexive and is such that the edges of H
naturally label the relevant matrix units. If we take H to be the aug-
mentation of our graph G by loops at the vertices, then we can view
LG as a faithful representation of A(H). Notably this representation
is not a star extendible isomorphism since A(H) and LG generate dif-
ferent C∗-algebras. In general, for a finite cycle-less graph G, LG is
isometrically isomorphic to A(G˜) where G˜ is the transitive completion
of G with vertex loops added.
The commutant of LG is best understood through Theorem 4.2.
However, one can confirm directly that the commutant of LG for this
example consists of the matrices
a
b
c
λ a
µ a

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with a, b, c, λ, µ in C. These matrices in fact correspond to the operators
aRx1 + bRx2 + cRx3 +λRe+µRf which are the typical elements of RG.
In the terminology of the second author [32] the operator algebras
LG are finitely acting, since they act on finite dimensional Hilbert
spaces. (This is a stronger notion than finite dimensionality for an
operator algebra.) Also the discussion above shows that the opera-
tor algebras LG are the so-called inflation algebras of digraph algebras
given in [32].
Example 6.3. For a simple matrix function algebra, we may consider
the graph G with vertices x, y and edges e = xex, f = yex. Then LG
is generated by {Le, Lf , Px, Py}. If we make the natural identifications
HG = PxHG ⊕ PyHG ≃ H2 ⊕H2 (respecting word length), then
Le ≃
[
U+ 0
0 0
]
Lf ≃
[
0 0
U+ 0
]
Px ≃
[
I 0
0 0
]
Py ≃
[
0 0
0 I
]
.
Thus, LG is unitarily equivalent to
LG ≃
[
H∞ 0
H∞0 CI
]
where H∞0 is the subalgebra of H
∞ functions h with h(0) = 0. With
this representation of LG, it is clear that radLG is nilpotent of degree 2
and is given by the wot-closed ideal generated by Lf . The commutant
structure is less evident in this representation, nonetheless, we know
it is generated by {Re, Rf , Qx, Qy} where Qy = ξy ⊗ ξ
∗
y , Qx = I − Qy,
Rf = ξf ⊗ ξ∗y and Re = RePx = PxRe.
By simply adding a directed edge g = xgy to the previous graph we
obtain a very different algebra LG′ . Indeed, LG′ is unitarily equivalent
to its commutant L′G′ = RG′ ≃ L(G′)t since (G
′)t ≃ G′. Furthermore,
LG′ is unitally partly free in the sense of Section 10 because it contains
isometries with mutually orthogonal ranges, for instance, U = L2e +
LfLg and V = LeLg+LgLe are isometries which satisfy U
∗V = 0. The
algebra LG′ will be discussed further in the context of amalgamated
free products below.
Example 6.4. For an example of an infinite matrix function algebra,
let G be the directed graph with transition matrix A = [ 1 10 1 ], and let
e = xex, f = yfx and g = ygy be the directed edges of G. Notice that
this graph is obtained from the graph G of the previous example by
adding the edge g. Then LG is generated by three partial isometries Le,
Lf , Lg and their initial projections P1 = L
∗
eLe = L
∗
fLf and P2 = L
∗
gLg.
These operators act on the Fock space HG with basis indexed by the
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following tree:
•
• y
g
• g2
• g3
...
• f
• gf
• g2f
...
•
•x
e
•e2
•e3
...
• fe
• gfe
...
•fe2
...
◗
◗
◗
◗
◗
◗
◗
◗
◗◗
❅
❅
❅
❅
❆
❆
❆
Identify the Hardy space H2 of the unit disc with each of the follow-
ing ‘diagonal spaces’; H1 = He = span
{
ξx, ξe, ξe2, . . .
}
,
H2 = LfHe, H3 = LgLfHe, . . . ,Hn = L
n−2
g LfHe, . . .
Also identify the space Hg, similarly defined, with H2. With respect to
the decomposition H =
(
⊕n≥1Hn
)
⊕Hg, the operator λLe+µLf+νLg
has block matrix form
λTz 0
µI 0 0
νI 0 0
νI
. . .
. . .
. . .
 ⊕
[
νTz
]
,
while αL∗eLe + βL
∗
gLg = αPx + βPy has the form
αI
βI
βI
. . .
 ⊕ [βI] .
It follows readily that LG is naturally unitarily equivalent to the oper-
ator algebra of matrix functions
h1(z)
h2(z) hˆ(0)
h3(z) hˆ(1) hˆ(0)
h4(z) hˆ(2) hˆ(1) hˆ(0)
...
...
...
. . .
 ⊕
[
h(z)
]
16 D.W.KRIBS AND S.C.POWER
where hk ∈ H∞ with
∑
k≥1 ||hk||
2 finite, and where h ∈ H∞ with
Fourier coefficients hˆ(k).
With such an explicit matrix representation, one can examine the
ideal structure and other algebraic aspects in a direct manner. It is
clear, for example, that the Jacobson radical of LG is given by the
subspace for which h1 = h = 0, and that the quotient by the radical
is isomorphic to H∞ ⊕H∞. Less evident is the structure of invariant
subspaces for LG which, we shall see, are generated by partial isometries
in the commutant of LG.
Example 6.5. The following algebras play a role in the analysis of Sec-
tion 10. Consider the cycle graph Cn which has n vertices {x1, . . . , xn}
and n edges
{
e1 = x2e1x1, . . . , en−1 = xnen−1xn−1, en = x1enxn
}
. Let
H ≡ HCn = H1 ⊕ . . . ⊕ Hn be the decomposition of Fock space cor-
responding to the tree components (n infinite stalks in this case), so
that Hi = QiH ≡ QxiH for each i, and let Hi,k = L
∗
ek
LekHi = PkQiH,
for 1 ≤ i, k ≤ n. Thus each subspace Hi breaks up into the direct sum
of n subspaces {Hi,k : 1 ≤ k ≤ n}. With the natural (top down) basis
ordering we have the identification of each space Hi,k with H
2. With
this identification note that the operator
Lei : Hi,k → Hi,k+1
(with Hi,n+1 = Hi,1) is the identity operator from H2 to H2 unless
k = i+ 1 (modn) in which case the operator is the unilateral shift Tz.
It follows that LCn is realized as a subalgebra of the n-fold direct sum
of matrix algebras Mn(H∞)⊕ . . .⊕Mn(H∞).
For example, when n = 3, with respect to the spatial decomposition
H =
3∑
i=1
⊕QiH =
(
3∑
k=1
⊕H1,k
)
⊕
(
3∑
k=1
⊕H2,k
)
⊕
(
3∑
k=1
⊕H3,k
)
the operator λLe1 + µLe2 + νLe3 has operator matrix of the form 0 0 νTzλI 0 0
0 µI 0
 ⊕
 0 0 νIλTz 0 0
0 µI 0
 ⊕
 0 0 νIλI 0 0
0 µTz 0

while αL∗e1Le1 + βL
∗
e2
Le2 + γL
∗
e3
Le3 = αP1 + βP2 + γP3 has the formαI 0 00 βI 0
0 0 γI
 ⊕
αI 0 00 βI 0
0 0 γI
 ⊕
αI 0 00 βI 0
0 0 γI
 .
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It follows that LC3 can be identified with the matrix function algebrah11 zh12 zh13h21 h22 zh23
h31 h32 h33
 ⊕
 h11 h12 h13zh21 h22 zh23
zh31 h32 h33
 ⊕
 h11 zh12 h13h21 h22 h23
zh31 zh32 h33

where hij ∈ H
∞ for 1 ≤ i, j ≤ 3.
Once again, one can consider this explicit matrix function alge-
bra representation in the analysis of the ideals of LCn . For example
there is a unique maximal ideal, whose intersection with the centre of
LCn identifies with zH
∞, such that the quotient is not isomorphic to
M3(C). This exceptional quotient is isomorphic to the matrix algebra
in M3(C)⊕M3(C)⊕M3(C) consisting of the scalar matricesa 0 0d b 0
f e c
 ⊕
a h i0 b 0
0 e c
 ⊕
a 0 id b j
0 0 c
 .
Also one can verify readily that LG is semisimple.
There is an alternative more succinct identification of the cycle alge-
bras LCn which makes a connection with semicrossed product algebras.
To see this identify LxiH with H
2 for each i in the natural way (re-
specting word length). Then H = Lx1H⊕ . . .⊕ LxnH ≃ C
n ⊗H2 and
the operator α1Le1 + . . .+αnLen is identified with the operator matrix
0 αnTz
α1Tz 0
α2Tz 0
. . .
. . .
αn−1Tz 0
 .
Writing H∞(zn) for the subalgebra of H∞ arising from functions of
the form h(zn) with h in H∞, the algebra LCn is readily identified with
the matrix function algebra
H∞(zn) zn−1H∞(zn) . . . zH∞(zn)
zH∞(zn) H∞(zn)
...
...
. . .
zn−1H∞(zn) . . . H∞(zn)
 .
If H∞ is replaced with the disc algebra, this algebra becomes the
matrix function realization of the semicrossed product Cn ×β Z+ for
the cyclic shift automorphism of Cn. See De Alba and Peters [12]
for details. It follows that LCn is identifiable with the wot-closed
semicrossed product algebra Cn ×σβ Z+.
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Example 6.6. Let C∞ be the infinite directed graph C∞ = (Z, E)
where the edge set E = {(n, n + 1) : n ∈ Z}, and hence the tree
components for C∞ give the two-way infinite graph generalization of the
previous example. We have the decomposition of Fock space H ≡ HC∞
into a direct sum of spaces Hk, k ∈ Z, where Hk = L∗ekLekH = PkH is
naturally identified with H2. Pictorially, the basis elements of Hk are
diagonally distributed to the south east of vertex xk. With respect to
the decomposition H =
∑
k∈Z⊕Hk = ℓ
2(Z)⊗H2, the partial isometry
Lek has the representation ek+1,k ⊗ Tz, where {eij : i, j ∈ Z} is the
standard matrix unit system for the standard basis of ℓ2(Z). Since
L∗ekLek has the form ek,k ⊗ I it follows that LC∞ is unitarily equivalent
to the operator algebra of matrices(
aijT
j−i
z
)∞
i,j=−∞
where (aij) is the standard matrix of an operator in TZ, the nest algebra
on ℓ2(Z) for the nest subspaces span{ej : j ≤ k}, k ∈ Z. Once again
the algebraic structure of LC∞ becomes clear in this representation
since LC∞ is isomorphic to TZ by a wot-wot-continuous isometric
isomorphism. In particular, the Jacobson radical of LC∞ is determined
by Ringrose’s criterion [11] and the radical is not closed in the weak
operator topology.
On the other hand, as before, it is less clear in this representation how
to describe the commutant of LC∞ and other spatial structure of the
algebra. Our earlier Fock space arguments show that the commutant
is unitarily equivalent to LG where G is the transpose of C∞, and so,
as with the cycle algebras LCn , the algebra LC∞ is isomorphic to its
commutant.
6.1. Amalgamated Free Products. We now describe how free semi-
groupoid algebras may be presented and decomposed in terms of free
products and amalgamated free products. The discussion here is inde-
pendent of the rest of the paper. However, the gauge automorphisms
of LG are of interest in their own right and in the case of Ln we use
the gauge automorphisms in the proof of Theorem 7.1.
Let G be a countable directed graph. It is convenient now to identify
the Fock space elements ξei1 ···eik with tensor products ηei1 ⊗ . . . ⊗ ηeik
where {ηei1 , . . . , ηein} is a fixed orthonormal basis for C
n. This allows
us to define certain automorphisms of LG in a succinct manner in terms
of their action on these admissable tensors. Thus, suppose that for each
vertex pair xi, xj we have a complex unitary matrix Ui,j of size aij×aij
where, as before, aij is the number of edges in G from xj to xi. We
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view Ui,j as a unitary on
C
aij = span{ηe : e = xiexj}.
Now we may define a unitary U =
∑
⊕Uij on Cn where Uηe = Uijηe
if e = xiexj . For convenience write Ue for Uij for any edge (there may
be several) with e = xiexj . By linear extension there is an associated
operator U˜ on the Fock space HG for G which fixes vacuum vectors
such that
U˜η =
(
Ue1ηe1
)
⊗ . . .⊗
(
Uekηek
)
for all admissable tensors ηe1 ⊗ . . . ⊗ ηek . Note, of course, that in
the expansion of the tensor U˜η one obtains a linear combination of
admissable tensors and hence U˜ is well defined as a unitary on HG.
In the free semigroup case the unitaries U˜ correspond to the so-called
gauge unitaries in the formulation of quantum mechanics. The new
aspect here is that gauge unitaries are also available for non-loop edges.
Plainly the gauge unitaries U˜ respect the natural grading of Fock space.
Moreover, one can verify, by considering actions on the generators Le,
that the map ΘU on LG defined by ΘU(A) = U˜
∗AU˜ yields an injective
endomorphism of LG. Since U is unitary this endomorphism is in fact
an automorphism which we refer to as a gauge automorphism of LG.
The tensor presentation of Fock space above is a simple variation
of the well known presentation of Fock space for the free semigroup
algebra Ln in the form Hn = Cξ⊕
(⊕
N≥1K
⊗N
)
. where K is a Hilbert
space with basis {ηei1 , . . . , ηein} indexed by the loop edges for the single
vertex graph for Ln. In general we can write the Fock space for G as
HG =
( ∑
x∈V (G)
⊕Cξx
)
⊕
(⊕
N≥1
K(N)
)
where K(N) is spanned by the admissable tensors of length N .
On the other hand, Hn can also be viewed as an n-fold free prod-
uct of the Hilbert space of functions H2, with distinguished vector 1.
In fact, in general, if (Hi, ξi) is a family of Hilbert spaces with dis-
tinguished unit vectors, then their Hilbert space free product (H, ξ),
denoted ∗i∈I(Hi, ξi), has the form
H = Cξ ⊕
⊕
N≥1
( ⊕
i1 6=i2 6=...6=iN
◦
Hi1 ⊗ . . .⊗
◦
HiN
)
where
◦
Hi= H ⊕ Cξi. Such a free product Hilbert space allows for
the construction of a faithful representation π = ∗i∈Iπi : ∗i∈I Ai →
B(H) of an (algebraic) free product of unital operator algebras Ai,
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each represented on a Hilbert space Hi by a faithful representation πi.
Viewing the operator algebras Ai as represented on Hi we suppress the
notation πi and define ∗i∈I Ai in the category of wot-closed operator
algebras to be the wot-closure of the algebraic free product in the
representation π. For more details see [15]. In this way we can define
the wot-closed algebra ∗i∈{1,...,n}H
∞, where H∞ is represented on H2
with distinguished vector 1, and this can be shown to coincide with Ln.
However, in the special case of free products of the operator algebras
Ln one may take a slightly more explicit approach: Let K = K1 ⊕
K2 = Cn1 ⊕ Cn2 be a decomposition associated with a partition of
the basis {ηei1 , . . . , ηein}, where n = n1 + n2. Then Ln acts on the
unrestricted Fock spaceHn, which can be recognized as the free product(
Hn1 , ξ
)
∗
(
Hn2, ξ
)
defined above. (This is a special case of (1) below.)
Plainly Ln1 and Ln2 are naturally represented on this space by viewing
each Le as an appropriate creation operator. One can check that this
representation agrees with our general free product representation π,
and it follows that Ln1 ∗ Ln2 is unitarily equivalent to Ln.
Suppose now that G1 and G2 are finite directed graphs with a single
identified vertex x say, and let G = G1⊔xG2 be the amalgamated graph.
We want to identify LG with a wot-closed amalgamated free product
LG1 ∗CPx LG2 , where CPx is the common subalgebra. Rather than
placing this construction in a general context, let us take advantage of
the explicit nature of the algebras LG, as defined by creation operators,
to give a direct definition of LG1 ∗CPx LG2 . This definition, as before,
relies on specifying an appropriate Hilbert space on which to represent
LG1 and LG2 . The construction is similar to the free semigroup case
except that only admissable tensors corresponding to finite paths are
considered. Thus we have
HG1 = span{ξxi} ⊕
⊕
N≥1
K(N)1 and HG2 = span{ξyj} ⊕
⊕
N≥1
K(N)2 .
With x1 = y1 = x understood we write K
(N)
1 ⊗x K
(M)
2 to denote the
Hilbert space spanned by basis elements(
ηei1 ⊗ . . .⊗ ηeiN
)
⊗
(
ηfj1 ⊗ . . .⊗ ηfjM
)
where eiN = eiNx and fj1 = xfj1 . Now we may define
H = HG1 ∗x HG2 ≡ span{ξxi, ξyj} ⊕
⊕
N≥1
(1)
( ⊕
i1 6=i2 6=...6=iN
([
⊕p1≥1 K
(p1)
i1
]
⊗x . . .⊗x
[
⊕pN≥1 K
(pN )
iN
]))
.
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There are natural representations πi : LGi → B(H), which agree on the
common projection Px and we define LG1 ∗CPx LG2 to be the generated
wot-closed operator algebra. By simple manipulations as in the free
semigroup case, we can identify this operator algebra with LG. Thus
we have the following.
Theorem 6.7. Let G1 and G2 be finite directed graphs with a single
identified vertex x and let G = G1 ⊔x G2 be the amalgamated graph.
Then LG is naturally unitarily equivalent to the amalgamated free prod-
uct algebra LG1 ∗CPx LG2.
One can also view LG1∗CPxLG2 as arising from the amalgamation over
x of the left regular representations λG1, λG2 of the free semigroupoids
F+(G1), F
+(G2). That is, from λG1∗xλG2 , appropriately defined, where
x is an identified unit of G1 and G2. As in the group case (see [15])
λG1 ∗x λG2 identifies naturally with λG1⊔xG2 = λG. We can now revisit
the LG′ of Example 6.3 and see that it is unitarily equivalent toH
∞∗CPx
LC2 . More generally, if G is the graph formed by joining Cn and Cm at
a single vertex x then
LG ≃
(
C
n ×σβ Z+
)
∗CPx
(
C
m ×σβ Z+
)
.
7. Reflexivity and Eigenvectors
We first give an elementary proof that the algebras LG are reflexive.
Recall that given an operator algebra A and a collection of subspaces
L, the subspace lattice LatA consists of those subspaces left invariant
by every member of A, and the algebra AlgL consists of all operators
which leave every subspace of L invariant. Every algebra satisfies A ⊆
Alg LatA and an algebra is reflexive if A = Alg LatA.
Theorem 7.1. LG is reflexive.
Proof. Let A ∈ Alg Lat(LG). Then A(RHG) ⊆ RHG for all R ∈ RG
since LG = R
′
G. Suppose that A = APx for some x ∈ V (G). For
u = yu ∈ F+(G), the subspace RuHG is the set of vectors in HG
of the form
∑
s(w)=y βwξwu. Hence Aξu = ARuξy = ARuPxξy = 0
when x 6= y, and otherwise Aξu has expansion
∑
s(w)=x α
u
wξwu when
r(u) = x. We claim that the scalars αuw are independent of u; that is,
if r(u) = x = r(v), then αuw = α
v
w for all w = wx.
Assume the claim holds for the moment. Then there are scalars
{αw}w∈F+(G), where αw = 0 for s(w) 6= x, with Aξu =
∑
s(w)=x αwξwu
for all u = xu ∈ F+(G) and Aξu = 0 otherwise. For such an operator, it
is easy to check that A belongs to R′G = LG. In the general case, given
A ∈ Alg Lat(LG) we may write A =
∑
x∈V (G)APx, the sum converging
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in the strong operator topology for the infinite vertex case. Then the
above argument can be applied to show each APx belongs to R
′
G = LG,
and hence A is in LG as required. Thus, we will prove the theorem by
verifying the claim.
There are two cases to consider. For the first case let us suppose
that there is an edge v with v = xvy and y 6= x. Then the rangeM of
Rx + Rv is spanned by the set of vectors {ξwx + ξwv : s(w) = x} and
the vectors in this set are pairwise orthogonal. Since M ∈ LatLG it
follows that
A(ξx + ξv) = A(Rx +Rv)ξx =
∑
s(w)=x
hw(ξwx + ξwv)
for some choice of scalars hw. But Aξx and Aξv are given in terms of the
coefficients αxw, α
v
w respectively and we conclude that α
x
w = hw = α
v
w
for all w.
For the remaining case we have u = xu only if u = xux and we
see that the compression algebra PxLG|PxHG is unitarily equivalent to
LH where H is a single vertex subgraph of G. Thus LH is unitarily
equivalent to Ln for some n ≥ 1 or LH is unitarily equivalent to C, and
these algebras are known to be reflexive. We may assume then that
H 6= G and also that αvw = α
x
w for all words v, w with r(v) = x = r(w).
Suppose that w′ = yw′x with y 6= x. It remains to show that αvw′ = α
x
w′.
Suppose first that w′ is not of the form w1h where h is a path in
H with |h| ≥ 1. Consider the restriction operator Aw′ = L∗w′A|HH .
We show that Aw′ is in LH . To this end, let M ∈ LatLH and define
M˜ =
∨
s(w)=x LwM in LatLG. Then
Aw′M = L
∗
w′AM⊆ L
∗
w′M˜.
In view of our assumption on w′ we have that L∗w′Lw is non-zero only
if w = w′h with h a path in H . Thus
L∗w′M˜ ⊆
∨
w=xwx
LwM⊆M.
We have shown that Aw′ ∈ Alg LatLH and so Aw′ ∈ LH . Hence there
are scalars αh such that
Aw′ξv =
( ∑
h=xhx
αhLh
)
ξv
FREE SEMIGROUPOID ALGEBRAS 23
for all paths v in H . Thus we have∑
h
αhξw′hv = Lw′
(
Aw′ξv
)
= Lw′L
∗
w′Aξv
= Lw′L
∗
w′
(∑
w
αvwξwv
)
=
∑
h
αvw′hξw′hv.
This shows that αvw′h = αh for all h = xhx. In particular, we obtain
αvw = α
x
w for all words w with w = ywx, y 6= x, as desired. 
We next compute the eigenvalues for L∗G, by which we mean, with
modest abuse of terminology, the values λ = (λe)e∈E(G) in C
n, where n
is the cardinality of E(G), for which there is a unit vector ξ in H such
that L∗eξ = λeξ for all e ∈ E(G). Since the Le are partial isometries
with pairwise orthogonal final projections, we have∑
e∈E(G)
|λe|
2 =
∑
e∈E(G)
(LeL
∗
eξ, ξ) ≤ ||ξ||
2 = 1.
In the free semigroup case, the open unit n-ball
Bn =
{
λ = (λe)e∈E(G) :
∑
e∈E(G)
|λe|
2 < 1
}
forms the set of eigenvalues for L∗n [1, 9]. In general the eigenvalues for
L∗G form a proper subset of the unit n-ball, with structure determined
by lower dimensional unit balls.
The set of eigenvalues for L∗G will be described explicitly in terms
of G. We begin by pointing out a special case which is quite different
from the semigroup case.
Proposition 7.2. If G has no loop edges, axx = 0 for all x in V (G),
then λ = ~0 ∈ Cn is the only eigenvalue for L∗G.
Proof. In this case L2e = Le2 = 0 for all e ∈ E(G), as no words of the
form e2w belong to F+(G). As every eigenvalue λ = (λe)e∈E(G) ∈ Cn
for L∗G is determined by equations L
∗
eξ = λeξ, it follows that λ = ~0. 
We require some extra notation to state the following theorem. We
shall say the ‘tree top graph’ associated with a directed graph G (the
top two levels of the tree components forHG) has a standard ordering if
the saturation Gx (the set of all paths which start at x) at every vertex
x in V (G) has all its edges which finish at x lying to the left of all other
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edges in Gx. Also, we shall use the notation 0k = ~0 ∈ Ck. Further,
we will assume the vertices of G are given by x1, . . . , xM . Recall that
A = (axixj) ≡ (aij) is the transition matrix associated with G, where
aij is the number of directed edges from vertex xj to vertex xi. Finally,
write Wi for the set of all words in edges which are loops at vertex xi,
and put Pi = Pxi, Qi = Qxi.
Theorem 7.3. Let G be a countable directed graph with tree top graph
having a standard edge ordering. Let A = (aij) be the transition matrix
for the graph, and let ki =
∑M
j=1 aij for 1 ≤ i ≤M . Then
(i) Every eigenvector for L∗G belongs to PiHG for some 1 ≤ i ≤M .
(ii) The unit eigenvectors supported on PiHG are scalar multiples
of the vectors
νλ,i = (1− ||λ||
2
2)
1/2
∑
w∈Wi
w(λ)ξw
where λ = (λe)e∈E(G) ∈ Cn, belongs to the set
BGxi
≡ (0k1 , . . . , 0ki−1,Di, 0ki+1, . . . , 0kM ) ∈ C
n,
where Di ≡ (Baii , 0ki−aii) ∈ C
ki. Also,
νλ,i = (1− ||λ||
2
2)
1/2
(
I −
∑
e=xiexi
λeLe
)−1
ξxi.
(iii) The eigenvectors νλ,i are supported on QiPiHG and are QiHG-
cyclic for LG. They satisfy
L∗eνλ,i = λeνλ,i
and if LG is the n-tuple LG = (Le)e∈E(G), then (p(LG)νλ,i, νλ,i) =
p(λ) for every polynomial p =
∑
w aww in the semigroupoid al-
gebra CF+(G). This extends to the map ϕλ,i(A) = (Aνλ,i, νλ,i),
which is a wot-continuous multiplicative linear functional on
LG.
Proof. Let ν be an eigenvector for L∗G. Then ν is an eigenvector for
the projections P1, . . . , PM , but the only eigenvalues for a projection
are 0 or 1. Thus, as the Pi have pairwise orthogonal ranges summing
to the identity, there is a unique i with ν = Piν ∈ PiHG.
There are scalars λe such that L
∗
eν = λeν for all e. If ν =
∑
w awξw,
then ∑
w
λeawξw = λeν = L
∗
eν =
∑
w=ev
aevξv
and so λeaw = aew, and thus aw = w(λ). However, there will typically
be λe equal to zero. If e is an edge with distinct initial and final
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vertices, then L2e = 0 because there are no words in F
+(G) of the form
e2w. Hence for such edges we have λe = 0. Further, let e be an edge in
G with initial vertex distinct from xi; that is, e = exj for j 6= i. Then
Le = LePj , and
Pi(λeν) = λeν = L
∗
eν = PjL
∗
eν = Pj(λeν),
which can only happen if λe = 0. Therefore we have shown that the
eigenvalues corresponding to eigenvectors supported on PiHG must be-
long to the set BGi (As ν has finite norm, it follows that ||λ|| < 1), and
the vectors are supported on span{ξw : w ∈ Wi}.
Now given λ = (λe)e∈E(G) in BGi , we have∣∣∣∣∣∣ ∑
e∈Wi
λeLe
∣∣∣∣∣∣2 = ∣∣∣∣∣∣ ∑
e∈Wi
|λe|
2L∗eLe
∣∣∣∣∣∣ ≤∑
e
|λe|
2 = ||λ||2 < 1,
so that I −
∑
e λeLe is invertible, and its inverse is given by the power
series (
I −
∑
e
λeLe
)−1
=
∑
k≥0
(∑
e
λeLe
)k
=
∑
r(w)=xi
w(λ)Lw.
Thus the second identity for νλ,i follows, and from this it is clear that
νλ,i is QiHG-cyclic for LG.
The vectors µλ,i = (1− ||λ||2)−1/2νλ,i satisfy
L∗eµλ,i = L
∗
e
∑
r(w)=xi
(ew)(λ)ξew = λe
∑
r(w)=xi
w(λ)ξw = λeµλ,i,
and we also have (Lwνλ,i, νλ,i) = w(λ)||νλ,i||2 = w(λ), which easily
extends to polynomials by linearity. It is clear that ϕλ,i is multiplicative
and wot-continuous. 
Remark 7.4. There is an analogous version of this result for the eigen-
vectors of R∗G, with the operators {Re, Qx} in place of {Le, Px}. This
fact is used in the proof of Theorem 9.4. Observe that the form of
non-vacuum eigenvectors νλ,x = PxQxνλ,x for R
∗
G are also determined
by the axx loop edges over vertex x.
8. Beurling Theorem and Partial Isometries
In this section we establish a Beurling-type invariant subspace theo-
rem for LG. As a consequence we obtain a structure theorem for partial
isometries in LG, and an inner-outer factorization for elements of LG.
We will say that a non-zero subspace W of H is wandering for LG
if the subspaces LwW are pairwise orthogonal for distinct w in F
+(G).
26 D.W.KRIBS AND S.C.POWER
Observe that the partial isometries Lw with w ∈ F+(G) include the
vertex projections Px = Lx. Further, since the Le are partial isometries
we cannot ‘peel off’ Le’s when comparing the subspaces LwW, as is
done in the case of isometries with orthogonal ranges. Nonetheless,
equations such as L∗wLw = Ps(w) give us a computational device for
this comparison process.
Every wandering subspace W generates an LG-invariant subspace
LG[W] =
∑
w∈F+(G)
⊕LwW.
Every LG-wandering vector ζ generates the cyclic invariant subspace
LG[ζ ]. We will say LG[ζ ] is a minimal cyclic subspace if Pxζ = ζ for
some x ∈ V (G). It is easy to see that given a wandering vector ζ , each
vector Pxζ which is non-zero is wandering as well.
Theorem 8.1. Every invariant subspace of LG is generated by a wan-
dering subspace, and is the direct sum of minimal cyclic subspaces gen-
erated by wandering vectors. Every minimal cyclic invariant subspace
generated by a wandering vector is the range of a partial isometry in
RG, and the choice of partial isometry is unique up to a scalar multiple.
Proof. Let M be a non-zero invariant subspace for LG and form the
subspace
W =M⊖
 ∑
e∈E(G)
⊕LeM
 .
First note that W is a wandering subspace for LG. To see this, let ξ
and η be vectors in W and let v, w belong to F+(G). Consider the
inner product (Lwξ, Lvη). This is clearly zero if v and w are distinct
units in V (G). If w = x is a unit and |v| ≥ 1, then (Pxξ, Lvη) = 0 if
r(v) 6= x, and otherwise (ξ, Lvη) = 0 by the definition of W. If v and
w are non-units with differing left most letters, then (Lwξ, Lvη) = 0.
Otherwise we would have w = ew1 and v = ev1 so that (Lwξ, Lvη) =
((L∗eLe)Lw1ξ, Lv1η). Since L
∗
eLe = Px for some x, we may repeat this
argument to show this inner product is always zero.
We claim thatM = LG[W]. Let N be the orthogonal complement of
LG[W] insideM. Let η ∈ N and let ξ =
∑
w Lwζw, with each ζw ∈ W,
belong to LG[W]. Then for all e = ex in E(G) we have
(Leη, ξ) =
∑
w
(Leη, Lwζw) =
∑
u∈F+(G)
(η, PxLuζw) = 0,
from the definition of N . Further, (Pxη, ξ) = (η, Pxξ) = 0 since Pxξ ∈
LG[W]. Thus it follows that N is invariant for LG. Now let η belong
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to the orthogonal complement of
∑
e⊕LeN inside N . As η belongs
to N , we know that (η, Leξ) = 0 for all ξ ∈ LG[W] ⊆ M. It follows
that η belongs to W. Indeed, let ζ ∈ M and put ζ = ζ1 + ζ2 with
ζ1 ∈ N and ζ2 ∈ LG[W]. Then Leζ1 ∈ N and Leζ2 ∈ LG[W] so that
(η, Leζ) = (η, Leζ1) + (η, Leζ2) = 0. Thus we have established that η is
a vector in N which is also inW ⊆ (N )⊥, whence η = 0. In particular,
we have N =
∑
e⊕LeN . Finally, assume that N 6= {0} and let k0 be
minimal with Ek0N 6= {0}. Then
Ek0N ⊆
∑
e
Ek0LeN =
∑
e
LeEk0−1N = 0.
This contradiction yields N = {0}, and henceM = LG[W] as claimed.
Next we observe that M is the direct sum of cyclic subspaces. First
note that PxW ⊆ W for all x ∈ V (G) as noted in the discussion
preceding the theorem. For each x, let {ζx,kx} be an orthonormal basis
for PxW ⊆W =
∑
x∈V (G)⊕PxW. Then
LG[W] =
∑
x
∑
kx
⊕LG[ζx,kx].
The right-hand side of this identity is contained in M = LG[W] by
LG-invariance. On the other hand, note that for distinct wandering
vectors ζx,kx and ζy,ly in W (with x and y not necessarily distinct), the
cyclic subspaces LG[ζx,kx] and LG[ζy,ly ] are perpendicular. Lastly, it is
clear that vectors in LG[W] belong to the sum on the right side.
The subspaceM is minimal cyclic if and only ifW is one-dimensional
and there is an x with PxW = W and PyW = 0 for y 6= x. Consider
M = LG[ζ ], where Pxζ = ζ is a unit LG-wandering vector. Define a lin-
ear transformation Rζ on HG by the rule Rζξw = Lwζ for w ∈ F+(G).
Then for w 6= v in F+(G) we have (Rζξw, Rζξv) = (Lwζ, Lvζ) = 0
because ζ is wandering. Further, when L∗wLw 6= Px a similar compu-
tation shows that ||Rζξw||2 = 0. Moreover, if L∗wLw = Px we see that
||Rζξw||2 = ||Pxζ ||2 = 1. Thus it follows that the operator Rζ is a par-
tial isometry with range equal to M by design. Finally, observe that
for each edge e and w in F+(G)
RζLeξw = Rζξew = Lewζ = LeRζξw.
Similarly, RζPyξw = Lywζ = PyRζξw and we have Rζ ∈ L′G = RG as
required.
To verify the uniqueness assertion, suppose Pxζ = ζ is a unit LG-
wandering vector and M = LG[ζ ] = RζHG = RHG is the range of
another partial isometry R in RG. We claim that R = λRζ for some
|λ| = 1. First observe that the vectors Rξw = LwRξx, where s(w) = x,
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form an orthonormal basis for M = RHG. This follows from Corol-
lary 8.6 since the initial projection R∗R = Qx. (Note that Corollary 8.6
relies on Theorem 8.5, which in turn uses part of the proof of this the-
orem, but that there is no circular logic. The proof of Theorem 8.5
does not use the uniqueness from this theorem.) In particular, clearly
Rξx belongs to the wandering subspace W = PxW = span{ζ}, and
hence Rξx = λζ = λRζξx for some |λ| = 1. Thus for w = wx we have
Rξw = LwRξx = λRζξw, and it follows that R = RQx = λRζQx = λRζ .

Remark 8.2. There is obviously an analogue of this result for the
invariant subspaces ofRG, where the notion of wandering is determined
by the Re and Qx. This is used in Theorem 9.4 and Section 10. We
also note that Theorem 8.1 parallels the Beurling Theorem from [29],
and gives a slight improvement for these algebras. Indeed, we have
identified the minimal cyclic subspaces as ranges of partial isometries in
the commutant algebraRG, and shown that the decomposition in terms
of minimal invariant subspaces is unique. Further, in Theorem 8.5 we
prove that all such operators have a standard form.
The range of every partial isometry R in RG is cyclic since RHG =
RLGξφ = LGRξφ, where ξφ =
∑
xk∈V (G)
1
k
ξxk . However, we observe
through the next example that these subspaces are not necessarily min-
imal cyclic. This is different from the free semigroup case [9, 31], where
ranges of isometries are minimal cyclic subspaces. The basic difference
here is that partial isometries in the commutant can ‘cross-over’ be-
tween distinct tree components.
Example 8.3. Let G be the directed graph with transition matrix
A = [ 1 11 0 ]. Let V (G) = {x1, x2} and let e1 = x1e1x1, e2 = x2e2x1 and
e3 = x1e3x2. Let R ∈ RG be the isometry defined by R = Re1 + Re2.
It is an isometry because Re1Q2 = 0 = Re2Q1, whereas the ranges of
Re1Q1 = Re1 and Re2Q2 = Re2 are orthogonal. The range of R is a
cyclic subspace given by
M = RHG = span{ξwe1 + ξwe2 : w ∈ F
+(G)} = LG[ξe1 + ξe2].
Thus, LeM = span{ξewe1+ξewe2 : w ∈ F
+(G)} for e ∈ E(G), and hence
W =M⊖
(∑
e
⊕LeM
)
= span{ξe1, ξe2}.
Thus W is two-dimensional here with PiW spanned by ξei for i = 1, 2.
In particular, from the proof of Theorem 8.1, we see that M is the
direct sum of two minimal cyclic subspaces M = LG[ξe1]⊕ LG[ξe2 ].
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We next derive an explicit characterization of partial isometries in
LG. We begin with a computational lemma.
Lemma 8.4. For A ∈ LG, we have
R∗fA− AR
∗
f =
(
R∗fAξx
)
⊗ ξ∗x where s(f) = x.(2)
Proof. Let A ∈ LG. Then
A = AI = A
 ∑
x∈V (G)
Qx
 = A
∑
x
(
ξx ⊗ ξ
∗
x +
∑
s(e)=x
ReR
∗
e
) .
Hence for f ∈ E(G),
R∗fA =
∑
x
(
R∗fAξx
)
⊗ ξ∗x +
∑
x
∑
s(e)=x
R∗fAReR
∗
e ,
=
∑
x
(
R∗fAξx
)
⊗ ξ∗x + AR
∗
f ,
since R∗fAReR
∗
e = R
∗
fReAR
∗
e = δf,eAR
∗
f . Further, Aξx = QxAξx so
that R∗fAξx = 0 when s(f) 6= x. The identity (2) follows. 
Theorem 8.5. Let V be a partial isometry in LG. Then
V =
∑
i∈I
⊕Lηi
where {ηi}i∈I are unit wandering vectors for RG supported on distinct
QxHG, and where the series converges in the strong operator topology
if I is an infinite set.
Proof. Let η1, η2, . . . be an orthonormal basis for the RG-wandering
subspace W of M = VHG, where each ηi belongs to some QxHG, as
in the proof of the RG version of Theorem 8.1. (In fact, it follows
that the set {ηi}i∈I is equal to the set of non-zero vectors amongst
{V ξx : x ∈ V (G)}.) We show that Bi = L∗ηiV belongs to LG by
showing RfBi − BiRf = 0 for all f ∈ E(G) and RxBi − BiRx = 0 for
all vertices x ∈ V (G). From the previous lemma, if s(f) = x, then
R∗fLη =
(
R∗fLηξx
)
⊗ ξ∗x + LηR
∗
f ,
and so
RfL
∗
η = −ξx ⊗
(
R∗fLηξx
)∗
+ L∗ηRf .
Consequently,
RfBi − BiRf = RfL
∗
ηi
V − L∗ηiV Rf =
(
RfL
∗
ηi
− L∗ηiRf
)
V
=
(
− ξx ⊗
(
R∗fLηiξx
)∗)
V = −ξx ⊗
(
V ∗R∗fLηiξx
)∗
.
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As each ηi belongs toMx = QxM for some x, we have Lηiξx = 0 if ηi
is not inMx. On the other hand, if ηi ∈Mx, then Lηiξx = ηi and this
vector is orthogonal to RfVHG for each edge f . Hence V
∗R∗fLηiξx = 0
in this case. So we obtain RfBi − BiRf = 0 for all f . Similarly,
RxBi − BiRx = 0 for all x since Bi = L∗ηiV is a product of operators
which commute with the projections Rx = Qx. It follows that Bi ∈ LG.
We now have L∗ηiV = Bi with Bi ∈ LG. Also, since the range of Lηi is
contained in the range of V , it follows that Bi is a partial isometry with
range equal to the range of L∗ηi . But this range is the initial space of
Lηi , which is easily seen to be Px when ηi ∈Mx. Thus PxBi = Bi ∈ LG
is a partial isometry with ξx ∈ Ran(Bi). We claim that Bi = λPx for
some |λ| = 1. Indeed, there is a vector ξ = B∗iBiξ, ||ξ|| = 1, such that
Biξ = ξx and by considering the Fourier expansion for Bi ∈ LG we can
see that ξ = B∗i ξx = λ ξx where λ = (Biξx, ξx).
Therefore Biξx = λξx so that Biξw = RwBiξx = λξw for w = xw
and hence BiPx = λPx. But BiPy = PxBiPy = 0 for y 6= x, because
Bi is a partial isometry and otherwise we would have ||B∗i Px|| > 1 (a
contradiction since B∗i Px = λPx). The claim now follows because
Bi = BiI = Bi
( ∑
y∈V (G)
Py
)
= BiPx = λPx.
Evidently
(
LηiL
∗
ηi
)
V = λLηi = Lη′i where η
′
i = ληi. As the projec-
tions LηiL
∗
ηi
are orthogonal and sum to V V ∗ it follows that
V = V V ∗V =
∑
i
LηiL
∗
ηi
V =
∑
i
Lη′i .
Finally, each vector η′i is supported on some QxHG from the Beurling
Theorem. But Lη′iξx = Qxη
′
i by definition. Thus, as V =
∑
i Lη′i is
a partial isometry it follows that the vectors {η′i} are supported on
distinct QxHG. 
As an immediate consequence we obtain the following simple descrip-
tion of initial projections. This result will be useful in Section 10.
Corollary 8.6. If V is a partial isometry in LG, then the initial pro-
jection of V is given by
V ∗V =
∑
x∈I
Px where I =
{
x ∈ V (G) : V ξx 6= 0
}
.
Lastly, we obtain an inner-outer factorization for elements of LG
which generalizes the H∞ [13, 16] and Ln cases [9, 31]. Given a
subset S ⊆ V (G) of vertices, define the S-inner elements of LG to be
the partial isometries with initial projection
∑
x∈S Px. Also define the
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S-outer elements to be those elements of LG with range dense inside∑
x∈S PxHG.
Corollary 8.7. Every A in LG factors as A = V B where V is an S-
inner element of LG and B is S-outer inside LG with S = {x ∈ V (G) :
Aξx 6= 0}.
Proof. LetM = Ran(A) = ARGξφ = RGAξφ and let S = {x ∈ V (G) :
Aξx 6= 0}. Then there are unit RG-wandering vectors ηx = Qxηx for
x ∈ S such that M =
∑
x∈S ⊕LηxHG. Let V =
∑
x∈S ⊕Lηx and
observe that V ∗V =
∑
x∈S L
∗
ηxLηx =
∑
x∈S Px. Let Bx = L
∗
ηxA for
x ∈ S and put B = V ∗A =
∑
x∈S Bx. It is clear that A = V B, and
that each Bx has dense range in PxHG. Further, since the Lηx have
pairwise orthogonal ranges which span M, it follows that B has range
dense inside
∑
x∈S PxHG. To complete the proof it suffices to show that
each Bx belongs to R
′
G = LG, and for this we may employ Lemma 8.4
as in the proof of Theorem 8.5.
We mention there is also a uniqueness associated with the factoriza-
tion A = V B =
∑
x∈S LηxBx. The factors Lηx and Bx of Ax = LηxBx
are unique up to a scalar multiple since the wandering vectors η ∈
Qx
(
M⊖
∑
e⊕ReM
)
, x ∈ S, are unique up to a scalar. 
9. Classification and Automorphisms
In this section we establish a classification theorem for the algebras
LG by showing that G is a complete unitary invariant for LG. Our anal-
ysis also yields a large class of unitarily implemented automorphisms
of the algebras which act transitively on sets of eigenvectors of L∗G.
Theorem 9.1. Let G and G′ be countable directed graphs. Then the
following assertions are equivalent.
(i) G and G′ are isomorphic.
(ii) LG and LG′ are unitarily equivalent.
The proof relies on properties of LG which are interesting in their
own right. We begin by showing that the family of vertex projections
is a unitary invariant. For k ≥ 0, recall that Ek is the projection onto
span{ξw : |w| = k}. Hence E0 is the projection onto the vacuum space
span{ξx : x ∈ V (G)}, and it is clear that
E0 =
∑
x∈V (G)
ξx ⊗ ξ
∗
x = I −
∑
e∈E(G)
LeL
∗
e.(3)
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Hence the rank one projections ξx⊗ ξ∗x are obtained by compressing to
QxHG
ξx ⊗ ξ
∗
x = Qx −
∑
e∈E(G)
LeL
∗
eQx,(4)
since the projections {Qx : x ∈ V (G)} are reducing for LG. The fami-
lies {Re : e ∈ E(G)} and {Px : x ∈ V (G)} have a similar relationship.
Lemma 9.2. The projections {Qx : x ∈ V (G)} form the unique max-
imal family of non-zero pairwise orthogonal irreducible projections for
LG. The projections {Px : x ∈ V (G)} play the same role for RG.
Proof. As I =
∑
x⊕Qx, the projections {Qx} form a maximal family
of pairwise orthogonal reducing projections for LG. To see minimality
suppose 0 6= Q ≤ Qx is an LG-reducing projection. From equation
(4) above, Q commutes with ξx ⊗ ξ∗x so the vector ξx either belongs to
QHG or is orthogonal to it. However, by the L∗G-invariance of Q 6= 0
there is clearly a ξ = Qξ such that (ξ, ξx) 6= 0. Hence ξx ∈ QHG, and
LG-invariance gives Q = Qx. Thus each Qx is an irreducible projection.
To observe uniqueness of the family, suppose projections {Qj} form
another maximal such family. The Qj are non-zero projections in
L′G = RG, hence by Corollary 4.6 each Qj belongs to the linear span of
the family {Qx}. Thus Qj is equal to the sum of a subset of these pro-
jections, and by the irreducibility of Qj , it follows that in fact Qj = Qx
for some x. Maximality of the Qj family ensures every Qx is obtained
in this manner. It follows that the family of projections Qj must actu-
ally be the family of Qx. The same proof works for RG and the family
{Px}. 
Our next step is to show how the number of directed edges between
pairs of vertices in G can be computed in terms of LG and the vacuum
vectors. Let L0G be the wot-closed two-sided ideal of LG generated by
the Le;
L
0
G = 〈Le : e ∈ E(G)〉 .
Consideration of Fourier expansions in LG shows that every A ∈ L0G
satisfies (Aξx, ξx) = 0 for each x, and in fact this condition characterizes
L0G. This ideal helps to identify the directed graph structure of G from
the algebra LG.
Lemma 9.3. Let ayx be the number of directed edges e = yex in G
from vertex x to vertex y. Then
ayx = rank(PyE1Qx) = dim
[
Py
(
L
0
Gξx ⊖ (L
0
G)
2ξx
)]
.(5)
FREE SEMIGROUPOID ALGEBRAS 33
Furthermore, the ideal L0G may be computed as the set
L
0
G =
{
A ∈ LG : A
∗ξx = 0 for x ∈ V (G)
}
.
Proof. The family {Py, E1, Qx} is mutually commuting, hence the pro-
jection PyE1Qx acts on basis vectors by PyE1Qxξw = E1ξywx. Thus it
is the range projection for the subspace
PyE1QxHG = span{ξe : e = yex}.
This yields the identity ayx = rank(PyE1Qx). From the preceding dis-
cussion, every A ∈ L0G has an expansion of the form A ∼
∑
|w|≥1 awLw,
and acts on basis vectors by Aξv =
∑
|w|≥1 awξwv. It follows that the
subspace
L
0
Gξx = span{ξw : s(w) = x and |w| ≥ 1},
whereas
(L0G)
2ξx = span{ξw : s(w) = x and |w| ≥ 2}.
Therefore we have the subspace equalities
Py
(
L
0
Gξx ⊖ (L
0
G)
2ξx
)
= span{ξw : w = ywx and |w| = 1}
= PyE1QxHG.
To see the alternate description of L0G in terms of vacuum vectors,
notice that if A ∼
∑
|w|≥1 awLw belongs to L
0
G, then clearly A
∗ξx = 0
for x ∈ V (G). On the other hand, if A ∼
∑
w awLw belongs to LG and
A∗ annihilates each vacuum vector, then
0 = (ξx, A
∗ξx) = (Aξx, ξx) = ax for x ∈ V (G),
and A belongs to L0G. 
We now prove the classification theorem. The proof makes use of
Theorem 9.4, which we present below because of its independent in-
terest. But notice that this theorem is not needed for the special case
of graphs with no loop edges at vertices; in this case Proposition 7.2
shows that the ideal L0G is invariant under unitary isomorphism.
Proof of Theorem 9.1. If G and G′ are isomorphic, then there is a
relabelling map between the vertices and edges of the graphs which
clearly induces a unitary operator between HG and HG′ . This unitary
intertwines the generators {Le, Px} of LG with the generators {Le′, P ′x}
of LG′ , and a fortiori the algebras LG and LG′ are unitarily equivalent.
Conversely, suppose there is a unitary operator U : HG′ → HG for
which U∗LGU = LG′ . Without loss of generality, we may assume that
HG = HG′. By Lemma 9.2 the family {Px} is a unitary invariant of
LG, hence the number of vertices in G and G
′ is the same and we
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may assume, perhaps after reordering, that U∗PxU = P
′
x for each x in
V (G) = V (G′). Further, under this unitary equivalence the vacuum
vectors ξ′x for LG′ are mapped to eigenvectors for L
∗
G. But Theorem 9.4
shows that these vectors may be moved to the vacuum vectors ξx by a
unitary which implements an automorphism of LG. In particular, we
may also assume that Uξ′x = ξx for each x. It remains to show that the
number ayx of directed edges e = yex in G is equal to the number a
′
yx
of directed edges e′ = ye′x in G′, for all x, y ∈ V (G) = V (G′). This
readily follows from Lemma 9.3 and our above assumptions; indeed,
we have U∗L0GU = L
0
G′ and
a′yx = dim
[
P ′y
(
L
0
G′ξ
′
x ⊖ (L
0
G′)
2ξ′x
)]
= dim
[
U∗Py
(
L
0
Gξx ⊖ (L
0
G)
2ξx
)]
= ayx.
Therefore the directed graphs G and G′ are isomorphic. 
The proof of the classification theorem relies on the existence of cer-
tain unitarily implemented automorphisms of LG which we now discuss.
Let ν = νλ,x = PxQxνλ,x be an eigenvector for the algebra R
∗
G, as given
in the RG version of Theorem 7.3 (see Remark 7.4). We show there is
an automorphism of LG which is implemented by a unitary which maps
νλ,x to ν0,x = ξx. This transitive action of unitary automorphisms was
obtained for free semigroup algebras by Davidson and Pitts [10] and
our proof is an elaboration and generalization of their analysis.
Recall first that in the case of the free semigroup algebra Ln and its
commutant algebra Rn, with eigenvector η for R
∗
n, the Rn-wandering
subspace M for the Rn-invariant subspace {η}⊥ has an orthonormal
basis consisting of n vectors {η1, . . . , ηn} say. Also recall that if a vector
η is Rn-wandering then one can define the isometry Lη in LG by the
specification Lηξw = Rwη for all words w. The desired automorphism
in this case is in fact effected by the correspondence Lei → Lηi , for
1 ≤ i ≤ n, where e1, . . . , en are the n loop edges of the free semigroup
graph. Using only the fact that the wandering space for M is n-
dimensional, we shall develop a similar argument from first principles to
define the desired automorphism of LG. There are some complications
in the new setting. In particular, to capture all the generators we must
consider more than the wandering subspace for {ν}⊥.
For the next theorem we use the following notation. The set Wx
is the collection of words in the loop edges at vertex x, and Hx is
the closed span of the basis vectors ξw for w in Wx. Also we identify
Hx with the Fock space for Ln and identify the generators L1, . . . , Ln
(respectively R1, . . . , Rn) of Ln (respectively Rn) with the restrictions
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Le|Hx (respectively Re|Hx) for the n edges e with xex = e. In particular,
from our earlier notation we have n = axx.
Theorem 9.4. Let G be a countable directed graph, and let ν = νλ,x =
QxPxνλ,x be an eigenvector for R
∗
G.
(i) The subspace
M = {ν}⊥
⋂(
∩y 6=x {ξy}
⊥
)
is RG-invariant with wandering subspace basis {ηe : e ∈ E(G)}
where ηe = ξe if r(e) 6= x, where ηe = Reν if r(e) = x and
s(e) 6= x, and where {ηe : xex = e} is a basis for the Rn-
wandering subspace of
{ν}⊥ ∩Hx for {Rj} = {Re|Hx : xex = e}.
(ii) The correspondence e→ Lηe , and x→ Lx gives a purely atomic
free partial isometry representation of G satisfying the mul-
tiplicity one condition at each vertex, and the correspondence
Le → Lηe extends to an automorphism of LG.
(iii) Let Se = Lηe, for e ∈ E(G), and Sy = Ly for y ∈ V (G). Then
there is a unitary operator W defined by
Wξw =
{
w(S)ν if s(w) = x
w(S)ξy if s(w) = y, y 6= x.
Furthermore, AdW (Le) = WLeW
∗ = Se for e ∈ E(G) and
AdW is the automorphism of LG given in (ii).
Proof. Choose ηe1 , . . . , ηem to be an orthonormal basis (possibly count-
ably infinite) for the Rn-wandering subspace of {ν}⊥ ∩Hx, and let ηe,
for the other edges of G, be specified as in (i). We claim this basis
spans the RG-wandering subspace forM which isM⊖
(∑
e⊕ReM
)
.
Indeed, from the definition ofM it is easy to see that each of the three
types of basis vector belong to this wandering subspace. On the other
hand, by the choice of ηe for e with e = xex it is not hard to see that
all the non-zero vectors of the form Rwηe give rise to an orthonormal
basis for M. Thus the wandering subspace for M has orthonormal
basis {ηe : e ∈ E(G)}. Further, each ηe is supported on a particular
Qx, hence the decomposition M =
∑
e∈E(G)⊕RG[ηe] really is the de-
composition of M into minimal cyclic subspaces indicated in the RG
version of Theorem 8.1 (see Remark 8.2).
We establish (ii) and (iii) together. The operators Se = Lηe have the
defining property Seξw = Rwηe, for all w in F
+(G). It follows that Se is
a partial isometry with initial projection Py = Ly where s(e) = y since
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ηe = Qyηe. Moreover, the final projection of Se is the space RG[ηe] by
design and so, by our construction of the basis it is clear that∑
r(e)=y
SeS
∗
e = Py − ξy ⊗ ξ
∗
y , for y 6= x,∑
r(e)=x
SeS
∗
e = Px − ν ⊗ ν
∗.
It now follows that the map e → Se, y → Sy = Ly gives a free partial
isometry representation of G satisfying the multiplicity one condition
considered in Proposition 3.4 and that the generators {Se, Ly} are mu-
tually unitarily equivalent to the generators {Le, Ly} by the unitary
W .
It remains to show that the unitary automorphism AdW (X) =
WXW ∗ satisfies AdW (LG) = LG, that is, that the unitary automor-
phism AdW of B(H) restricts to an automorphism of LG rather than
an endomorphism. Using the gauge automorphisms of Section 6, at this
point in the proof we can easily follow the free semigroup approach (see
[10], Remark 4.13). Indeed, the algebra A = AdW (LG) is contained
in LG, and hence ν0,x = ξx is an eigenvector for A
∗. Since A is unitarily
equivalent to LG, there is a non-zero µ such that Wνµ,x = ξx. Hence
we can apply the above argument again to obtain another unitary W ′
for which AdW ′W (Le) = S
′
e, where the S
′
e are determined as above
by an orthonormal basis B for the wandering subspace of the subspace
∩x{ξx}⊥. Let U be a unitary in Um which intertwines the orthonormal
set {ξe : e ∈ E(G)} with the vectors of B, in such a way that UPy = Py
for each y. Then it follows that AdW ′W = θU , the gauge automor-
phism of LG determined by U . Consequently, the two endomorphisms
of LG must actually be automorphisms. 
We can immediately deduce the corresponding classification of the
norm-closed algebras generated by the generators of LG. Let us denote
this algebra, which is a non-commutative version of the disc algebra,
as AG. In the case of a finite directed graph this algebra was studied
in the general framework of tensor algebras over correspondences by
Muhly and Solel [28, 29], but the basic classification question was not
considered. Recall that AG and AG′ are star-extendibly isomorphic
if there is an isomorphism AG → AG′ which is the restriction of a
(necessarily unique) C∗-algebra isomorphism C∗(AG)→ C∗(AG′).
Corollary 9.5. Let G, G′ be countable directed graphs. Then the fol-
lowing assertions are equivalent.
(i) G and G′ are isomorphic.
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(ii) AG and AG′ are unitarily equivalent.
Also, if each vertex of G, G′ has finite degree then a star-extendible
isomorphism between AG and AH is unitarily implemented.
Proof. If AG and AG′ are unitarily equivalent, then so are their wot-
closures and so the equivalence of (i) and (ii) follows from Theorem 9.1.
For the final assertion note that C∗(AG) contains the collection of com-
pact operators K ∈ B(H) such that KQx = QxK for all vertices x.
Indeed, for x ∈ V (G) and words v = vx, w = wx in F+(G), equation
(3) shows that the rank one projection
ξv ⊗ ξ
∗
w = Lv (ξx ⊗ ξ
∗
x)Lw
= LvPx
I − ∑
e∈E(G)
LeL
∗
e
PxLw
= LvPxLw −
∑
e∈E(G)
LvPxLeL
∗
ePxLw
belongs to C∗(AG). Note that the summation here is finite. Thus
it follows that the isomorphism C∗(AG)→ C
∗(AG′) is unitarily imple-
mented, and hence the restriction to AG produces a unitary equivalence
with AG′. 
We finish this section with an example which may clarify some of
the subtleties of Theorem 9.4.
Example 9.6. Let G be the directed graph with vertex set V (G) =
{x1, x2} and edges ei = x1eix1 for i = 1, 2, e3 = x2e3x1, and e4 =
x1e4x2. Let ν = νλ,1 = P1Q1νλ,1 be an eigenvector for R
∗
G. In this
case M = {ν}⊥
⋂
{ξ2}⊥. The orthonormal basis for the wandering
space of M from the theorem is given by ηe3 = ξe3 since e3 = x2e3,
ηe4 = Re4ν since e4 = x1e4x2, and {ηe1 , ηe2} is a basis for the R2-
wandering subspace of {ν}⊥ ∩ H1, where H1 = span{ξw : w ∈ W1} is
identified with the Fock space for L2 and R2, and W1 the set of words
in e1, e2. Thus, as in the theorem we have M =
∑5
i=1⊕RG[ηei].
The basis B in the proof will form an orthonormal basis for the
wandering space of {ξ1}⊥ ∩ {ξ2}⊥, which is span{ξe : e ∈ E(G)}. From
the construction outlined in the statement of the theorem, this basis
will also have each of its vectors fully supported on some Pj . A gauge
unitary U˜ of the type used in the proof will be determined here by a
unitary U ∈ U4 which fixes ξe3 and ξe4 and is allowed to scramble the
subspace span{ξe1, ξe2}.
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10. Partly Free Algebras
We now determine in graph-theoretic terms when an operator alge-
bra LG contains the free semigroup algebra L2 as a subalgebra. More
generally, let us say that a wot-closed operator algebra A is partly free
if it contains the free semigroup algebra L2 as a subalgebra in the sense
of the following definition.
Definition 10.1. A wot-closed algebra A is partly free if there is an
inclusion map L2 →֒ A which is the restriction of an injection between
the generated von Neumann algebras. If the map can be chosen to be
unital, then A is said to be unitally partly free.
These notions parallel somewhat the requirement that a C∗-algebra
contain O2, or that a discrete group contain a free group. Theo-
rems 10.5 and 10.6 determine when the algebras LG are partly free
and unitally partly free. We first set aside two results which have
intrinsic interest.
Lemma 10.2. Let η ∈ QxHG be a unit RG-wandering vector. Suppose
that LηL
∗
η ≤ L
∗
ηLη. Then η =
∑
u auξu and for each u 6= xux, au = 0.
That is, η is supported on basis vectors corresponding to words forming
cycles at the vertex x in G.
Proof. Since η belongs to QxHG, it follows that L∗ηLη = Px, whence
η = Lηξx ∈ Px by assumption. Further, the non-zero vectors among
Lηξu form an orthonormal set, hence
1 =
∑
u
|au|
2 = ||η||2 = ||Lηη||
2 =
∑
u
|au|
2||Lηξu||
2.
Thus if au 6= 0 then ||Lηξu||
2 = 1. In particular, ξu belongs to the
initial space of Lη which is L
∗
ηLηHG = PxHG. Thus r(u) = x, but
since η =
∑
u auξu is in QxHG we also have s(u) = x when au 6= 0. It
follows that u = xux for all u with au 6= 0. 
The cycle algebras LCn from Example 6.5 give the motivational sub-
class of infinite-dimensional algebras which are not partly free.
Lemma 10.3. The cycle algebras LCn, 1 ≤ n < ∞, do not contain
pairs of partial isometries U , V which satisfy condition (iii) of Theo-
rem 10.5.
Proof. This readily follows from the matrix function theory description
of the cycle algebras LCn since a similar fact holds in the algebras
H∞⊗Mn and their direct sums. This in turn follows from elementary
Toeplitz operator theory, or from the fact that these algebras possess
a natural faithful trace. 
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We now define the graph-theoretic notions we require. Recall that
a cycle in a directed graph is minimal if it is not a power of another
cycle.
Definition 10.4. We say G has the double-cycle property if there are
distinct minimal cycles w = xwx, w′ = xw′x over the same vertex x in
G. We say G has the strong double-cycle property if for every vertex x
in G there is a directed path from x to a vertex lying on a double-cycle.
Theorem 10.5. The following assertions are equivalent for a countable
directed graph G with a finite number of vertices.
(i) G has the double-cycle property.
(ii) LG is partly free.
(iii) There are non-zero partial isometries U , V in LG with
U∗U = V ∗V, UU∗ ≤ U∗U, V V ∗ ≤ V ∗V, U∗V = 0.
Proof. For (i)⇒ (ii), observe that if w, w′ are cycles of minimal length
at vertex x, and w 6= w′, then we may take U = Lw, V = Lw′ to define
an injection of L2 into LG. Since (ii) clearly implies (iii), it remains
to establish the implication (iii)⇒ (i).
By Theorem 8.5 we have the initial projection U∗U = V ∗V equal to
the sum of certain Pi ≡ Pxi. Without loss of generality let us assume
U∗U = V ∗V = P1 + . . .+ Pk.(6)
We establish (i) by induction on k.
For k = 1, observe that Lemma 10.2 gives a double-cycle over x1
when U∗U = V ∗V = P1. Indeed, suppose by way of contradiction,
that G fails to have the double-cycle property. As k = 1, Theorem 8.5
gives U = Lη and V = Lη′ . (Observe that there is at least a single loop
edge over x1 since U and V are non-zero.) By Lemma 10.2 we deduce
that for some minimal cycle w (possibly a single loop edge) both η and
η′ belong to the subspace
Hw = span{ξx, ξwm : m = 1, 2, . . .}.
But Hw can be identified with H2, and Lw is then identified with the
unilateral shift on H2. Consider the subspaces
Hη = span{R
m
w η : m ≥ 0} and Hη′ = span{R
m
w η
′ : m ≥ 0}.
Since these are non-zero invariant subspaces for the multiplicity-one
unilateral shift Lw|Hw , it follows from the classical Beurling theorem
for H2 that they have non-empty intersection. This contradicts the
hypothesis, since Hη ⊆ Ran(Lη) and Hη′ ⊆ Ran(Lη′).
Let k ≥ 2 and assume (iii) ⇒ (i) holds for m = 1, . . . , k − 1; that
is, G contains a double-cycle whenever LG contains a U ,V satisfying
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(iii) for which U∗U = V ∗V is a sum of at most k − 1 projections Pi.
Let S = {x1, . . . , xk} be the vertices corresponding to the projections
Pi in (6). We may assume that every vertex x ∈ S has the property
that a directed path in G leaves it for another vertex in S. For if
x ∈ S was a vertex without this property, then UPx = PxUPx and
V Px = PxV Px would be non-zero partial isometries in LG with pair-
wise orthogonal ranges and initial projection Px containing their final
projections. Thus, by the k = 1 case, G would contain a double-cycle.
Now fix x ∈ S for the moment and consider a directed path w in
G that has initial vertex x and final vertex in S, and passes through
a maximal number of vertices in S without going through the same
vertex in S twice. Let y ∈ S be the final vertex of w = ywx. We know
there is a path from y to another vertex z in S, but by maximality w
must pass through z. Consequently, there is a subset A ⊆ S of vertices
which lie on a cycle. Let us assume this cycle does not cross itself, and
further assume there are no paths in G outside the cycle which have
both initial and final vertices belonging to the set of vertices which
form the cycle (otherwise G would clearly contain a double-cycle).
Then A is a proper subset of S. To see this, suppose A = S, and
let P be the projection which is the sum of all Px for which x is a
vertex on the cycle. Then by the assumptions on A in the previous
paragraph, the algebra PLGP will consist of operators in LG which
have non-zero Fourier coefficients only for basis vectors corresponding
to words whose letters are edges in the cycle. Let P0 =
∑
x∈A Px ≤ P .
Then evidently PLG|PHG is unitarily equivalent to LCn for some n,
and PU |PHG = P0UP0|PHG = U |PHG , PV |PHG = P0V P0|PHG = V |PHG
would yield a pair of partial isometries in LCn satisfying condition (iii).
But this cannot happen by Lemma 10.3. Thus A must in fact be a
proper subset of S.
Let B, C, D be the subsets of S which make up the complement of A
consisting of respectively: final vertices of paths with initial vertices in
A; vertices for which there is a path that leaves it and ends at a vertex
in A; and vertices in S for which there are no paths to or from vertices
in A. Thus S\A = B∪C∪D. We can assume that B is non-empty. For
otherwise, there would be no edges which emerge from the cycle graph
of A and the above reduction argument can be applied, together with
the fact that the cycle algebras are not partly free, to view U and V as
elements of LH where H is the graph obtained when the sink vertex set
B is removed. But from the definition of D, there are no directed paths
from a vertex in B to a vertex in D. Further, there are no paths from
B to C by the assumptions on A. Thus there are no paths in G from
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B to any of A, C, or D. Let P =
∑
x∈B Px be the sum of projections
corresponding to vertices in B. Then UP = PUP , V P = PV P are
non-zero and P is the sum of strictly less than k of the Px’s. Hence by
induction G has a double-cycle.
Therefore we conclude that G does indeed contain a double-cycle
when condition (iii) holds, and this completes the proof. 
We next establish the unital version of the previous theorem.
Theorem 10.6. The following assertions are equivalent for a countable
directed graph G with a finite number of vertices.
(i) G has the strong double-cycle property.
(ii) LG is unitally partly free.
(iii) There are isometries U , V in LG with
U∗V = 0.
Proof. Condition (ii) clearly implies (iii). For (iii) ⇒ (i), notice
that in the proof of Theorem 10.5 we actually showed that from every
vertex x ∈ V (G) with Px ≤ U∗U = V ∗V , there is a directed path into a
double-cycle. Thus, in this case, we may apply this argument to every
vertex in G since U∗U = V ∗V = I =
∑
x∈V (G) Px. In particular, G
satisfies the strong double-cycle property when (iii) holds.
We next establish (i)⇒ (iii) and (i)⇒ (ii) together. Thus suppose
G satisfies the strong double-cycle property. Fix a double-cycle in G
and let B be the (maximal) collection of all vertices which lie on paths
going into or on this double-cycle. Let x be a vertex in B which belongs
to the given double-cycle. Then there are minimal cycles w1 = xw1x 6=
w2 = xw2x. Let F
+
2 (w1, w2) be the set of all words in the generators
w1, w2 and consider the subspace
Hw1,w2 = span
{
ξx, ξw : w ∈ F
+
2 (w1, w2)
}
.
Fix a positive integer k such that 2k ≥ 2|B|. Amongst the 2k words
of length k in F+2 (w1, w2), choose a set of cardinality 2|B| and label
elements of this set by {u(i)y : y ∈ B, i = 1, 2}. For every y ∈ B there
is a path vy such that vy = xvyy. For y ∈ B and i = 1, 2 let w
(i)
y
be the path w
(i)
y = u
(i)
y vy. Observe that each of the partial isometries
L
w
(i)
y
has initial projection L∗
w
(i)
y
L
w
(i)
y
= Py. Further, the entire family
of operators {L
w
(i)
y
: y ∈ B, i = 1, 2} have pairwise orthogonal ranges
by design. Thus it follows that the operators
UB =
∑
y∈B
⊕L
w
(1)
y
and VB =
∑
y∈B
⊕L
w
(2)
y
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are partial isometries in LG with mutually orthogonal ranges contained
in Hw1,w2 and initial projections satisfying
U∗B UB =
∑
y∈B
Py = V
∗
B VB.
Now let B1, . . . ,Bd be a maximal family of disjoint sets of vertices of
G, where each of these sets is obtained in the same manner as the above
set B. (Choose B1 as B was chosen, then obtain B2 in a similar manner
from V (G) \ B1, et cetera.) Since the strong double-cycle property
holds for G, the disjoint union ∪iBi = V (G). Let UB1 , . . . , UBd and
VB1, . . . , VBd be partial isometries obtained as in the construction of
the previous paragraph. Then the operators {UBi , VBj : 1 ≤ i, j ≤ d}
have pairwise orthogonal ranges with initial projections satisfying
U∗BiUBi =
∑
y∈Bi
Py = V
∗
Bi
VBi for 1 ≤ i ≤ d.
Therefore it follows that the operators U =
∑d
i=1⊕UBi and V =∑d
i=1⊕VBi are isometries in LG which have mutually orthogonal ranges,
and hence condition (iii) holds. Finally, the map which sends the two
generators of L2 to U and V induces an injection of L2 into LG, and
(ii) holds. This completes the proof. 
Remark 10.7. In the finite graph case it is clear from the proof of
Theorem 10.6 that the family of paths which determine the partial
isometries Lw in the sums defining U and V can be chosen so that
they all have the same length. Hence it follows that G has the strong
double-cycle property precisely when the transpose graph Gt satisfies
the entrance condition from [29] (c.f. Definition 5.8), used as a con-
dition which guarantees the existence of isometries with mutually or-
thogonal ranges in the commutant. Thus in the finite graph case of
Theorem 10.6 we have proved this entrance condition on Gt is actu-
ally equivalent to the existence of isometries with mutually orthogonal
ranges in the commutant.
We finish with a brief discussion of hyper-reflexivity. Given an op-
erator algebra A, a measure of the distance to A is given by
βA(X) = sup
L∈LatA
||P⊥LXPL||,
where PL is the projection onto the subspace L and LatA is the lattice
of invariant subspaces for A. Evidently, βA(X) ≤ dist(X,A), and the
algebra A is said to be hyper-reflexive if there is a constant C such that
dist(X,A) ≤ CβA(X) for all X .
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The list of known hyper-reflexive algebras is short, but growing. See
[2, 4, 6, 7, 9] for examples appearing in the literature. For the algebras
Ln, hyper-reflexivity was established by Davidson for L1 = H
∞ [7], and
by Davidson and Pitts for the free semigroup algebras n ≥ 2 [9]. In [4]
Bercovici introduced a general method motivated by the Ln case, and
lowered the upper bound for the Ln distant constant. In particular,
he proved that an algebra is hyper-reflexive with distant constant no
greater than 3 whenever its commutant contains a pair of isometries
with orthogonal ranges.
Corollary 10.8. Let G be a countable directed graph with finitely many
vertices for which the transpose graph Gt satisfies the strong double-
cycle property. Then LG is hyper-reflexive with distant constant at
most 3.
Proof. From Lemma 4.1 the commutant L′G = RG is unitarily equiva-
lent to LGt , which contains a pair of isometries with pairwise orthogonal
ranges by the previous theorem. Thus the result follows from a direct
application of Bercovici’s result. 
Remark 10.9. Using Corollary 10.8 and separate arguments for graphs
without the double cycle property in the transpose graph it can be
shown that LG is hyper-reflexive for every finite graph [17]. It would
be interesting to have a characterization of general ‘hyper-reflexive
graphs’, although this is likely to be a deep problem.
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