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1 Introduction
The Caputo and Riemann-Liouville fractional derivatives are the two main
approaches for generalizing the integer order derivatives. When 0 < α < 1 the
Caputo and Riemann-Liouville derivatives with a lower limit at the point zero
are defined as
y(α)(x) = Dαy(x) =
1
Γ (1− α)
∫ x
0
y′(t)
(x− t)α
dt,
DαRLy(x) =
1
Γ (1− α)
d
dx
∫ x
0
y(t)
(x − t)α
dt.
The Caputo and Riemann-Liouville derivatives are related as
DαRLy(x) = D
αy(x) +
y(0)
Γ (1− α)xα
.
The Caputo derivative is a suitable choice for a fractional derivative in frac-
tional differential equations. Fractional differential equations is a growing field
of mathematics with applications in finance, bioengineering, control theory,
quantum mechanics (Magin 2004; Wang ang Xu 2007; Monje et al. 2010; Zhang
et al. 2016). The finite difference schemes for numerical solution of fractional
differential equations involve approximations for the fractional derivative. Let
h = x/N and yβ = y(βh) for 0 ≤ β ≤ N . The Gru¨nwald-Letnikov difference
approximation is a first-order approximation of the Riemann-Liouville deriva-
tive, when y ∈ C1[0, x] and it is a first-order approximation of the Caputo
derivative when the function y satisfies the condition y(0) = 0:
AGLN [y(x)] =
1
hα
N−1∑
k=0
(−1)k
(
α
k
)
y(x− kh) = y(α)(x) +O(h).
When the function y ∈ C2[0, x] and satisfies the condition y(0) = y′(0) = 0,
the Gru¨nwald-Letnikov approximation is a second-order approximation for the
Caputo derivative at the point x− αh/2:
1
hα
N−1∑
k=0
(−1)k
(
α
k
)
y(x− kh) = y(α)(x− αh/2) +O
(
h2
)
. (1)
The weights w
(α)
k = (−1)
k
(
α
k
)
of the Gru¨nwald-Letnikov approximation involve
the binomial coefficients defined as:(
α
k
)
=
Γ (α+ 1)
Γ (k + 1)Γ (α− k + 1)
=
α(α− 1) · · · (α− k + 1)
k!
.
The binomial coefficients satisfy the identities
(−1)k
(
α
k
)
=
(
k − α− 1
k
)
=
Γ (k − α)
Γ (k + 1)Γ (−α)
,
(
α− 1
k − 1
)
+
(
α− 1
k
)
=
(
α
k
)
,
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and the gamma function satisfies the asymptotic formula (Podlubny 1999)
kb−a
Γ (k + a)
Γ (k + b)
= 1 +O
(
k−1
)
.
The weights of the Gru¨nwald-Letnikov approximation are the coefficients of
the binomial series of the function (1 − x)α and the coefficients of the right
endpoint asymptotic expansion of the Gru¨nwald-Letnikov approximation are
equal to the coefficients of the series expansion of the function (1− e−x)α/xα
at the point x = 0: (
1− e−x
x
)α
=
∞∑
k=0
B
(−α)
k (−α)
k!
xk,
where B
(−α)
k (x) are the generalized Bernoulli polynomials.When the function
y ∈ Cm[0, x] and satisfies the condition y(k)(0) = 0, for k = 0, 1, . . . ,m, the
Gru¨nwald-Letnikov approximation has an asymptotic expansion of order m:
1
hα
N−1∑
k=0
(−1)k
(
α
k
)
y(x−kh) = y(α)(x)+
m−1∑
k=1
B
(−α)
k (−α)
k!
y(k+α)(x)hk+O (hm) ,
where y(k+α)(x) is the Caputo derivative of order k + α of the function y
y(k+α)(x) =
1
Γ (1− α)
∫ x
0
y(k+1)(t)
(x− t)α
dt.
The asymptotic expansion formula of the Gru¨nwald-Letnikov approximation is
obtained from the series expansion of the Fourier transform of the approxima-
tion. Lubich (1986) constructs higher-order approximations of the fractional
derivative which are derived from the Fourier transform of the approximation
and the properties of the generating function. Second-order and trird-order
approximations of the Caputo and Riemann-Louville fractional derivatives
related to the Gru¨nwald-Letnikov difference approximation and their appli-
cations for numerical solution of fractional differential equations are studied
in (Tadjeran et al. 2006; Dimitrov 2014; Vong and Wang 2014; Tian et al.
2015; Gao et al. 2015; Ren and Wang 2017). High-order approximations of
the fractional derivative whose generating function is related to the generat-
ing function of the Gru¨nwald-Letnikov approximation are discussed in (Chen
and Deng 2014, Ding and Li 2016, 2017). Another approach for construct-
ing approximations of the Caputo derivative uses Lagrange interpolation of
the function and computation of the fractional integrals on the stencils of the
grid. The L1 approximation is an important and commonly used approxima-
tion of the Caputo derivative (Zhuang and Liu 2006; Lin and Xu 2007; Jin et
al. 2016).
1
hα
N∑
n=0
σ(α)n y(x− nh) = y
(α)(x) +O
(
h2−α
)
, (2)
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where σ
(α)
0 = 1/Γ (2− α), σ
(α)
N =
(
(N − 1)1−α −N1−α
)
/Γ (2− α) and
σ
(α)
k =
(k − 1)1−α − 2k1−α + (k + 1)1−α
Γ (2− α)
, (k = 1, 2, . . . , N − 1).
When the function y ∈ C2[0, x], the L1 approximation of the Caputo derivative
has an accuracy O
(
h2−α
)
. In (Dimitrov 2016) we obtain the second-order
asymptotic expansion formula of the L1 approximation
1
hα
N∑
k=0
σ
(α)
k y(x− kh) = y
(α)(x) +
ζ(α− 1)
Γ (2− α)
y′′(x)h2−α +O
(
h2
)
(3)
and a second-order approximation of the Caputo derivative
1
hα
N∑
n=0
δ
(α)
k y(x− kh) = y
(α)(x) +O
(
h2
)
, (4)
where δ
(α)
k = σ
(α)
k for 3 ≤ k ≤ N and
δ
(α)
0 = σ
(α)
0 −
ζ(α − 1)
Γ (2− α)
, δ
(α)
1 = σ
(α)
1 +
2ζ(α− 1)
Γ (2− α)
, δ
(α)
2 = σ
(α)
2 −
ζ(α− 1)
Γ (2− α)
.
When k > 2, the weights δ
(α)
k of approximation (4) are equal to the weights of
the L1 approximation and the first three weights are modified with the value
of the zeta function at the point α − 1. The asymptotic expansions of order
2 + α of the weights of the Gru¨nwald-Letnikov and the L1 approximations of
the Caputo derivative are obtained from the binomial series expansion formula
and the asymptotic formula for the gamma function:
w
(α)
k ∼
1
Γ (−α)k1+α
, σ
(α)
k ∼
1
Γ (−α)k1+α
.
The L1 approximation is constructed by approximating the first derivative by
its value at the midpoint of an uniform grid. Gao et al. (2014) and Alikhanov
(2015) construct L1− 2 and L2− 1σ approximations of the Caputo derivative
which have accuracy O
(
h3−α
)
. Higher-order approximations of the Caputo
derivative, related to the construction of the L1 approximation are studied in
(Li et al. 2011; Yan et al. 2014; Zheng et al. 2017). In the last two decades many
of the methods used for numerical solution of ordinary and partial differen-
tial equations have been applied for numerical solution of fractional differential
equation; which include spline collocations methods (Pedas and Tamme 2014),
Petrov-Galerkin spectral methods (Zayernouri and Karniadakis 2014), orthog-
onal Legandre and Laguerre polynomials (Bhrawy et al. 2015, Ezz-Eldien et al.
2017), Adomian decomposition methods (El-Borai et al. 2015). In the present
paper we study the asymptotic properties of the weights of the Gru¨nwald-
Letnikov difference approximation and approximations of the Caputo deriva-
tive related to the Gru¨nwald-Letnikov approximation. The approximations
discussed in the paper are applied for construction of finite-difference schemes
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for numerical solution of ordinary fractional differential equations. The paper is
organized as follows. In section 2 and section 3 we construct approximations of
the Caputo derivative which are obtained from the shifted Gru¨nwald-Letnikov
approximation and the L1 approximation of the Caputo derivative by replac-
ing the weights whose index is greater than ⌈N/5⌉ with the first two terms of
their asymptotic expansions formulas In section 4 we obtain the second-order
shifted approximation of the Caputo derivative:
1
hα
n∑
k=0
γ
(α)
k yn−k = y
(α)
n−α/2 +O
(
h2
)
, (5)
where γ
(α)
k = (−1)
k
(
α
k
)
for 0 ≤ k ≤ n− 2 and
γ
(α)
n−1 = (−1)
n−2
(
α− 2
n− 2
)
n− 2α
1 + α− n
+
(n− α/2)1−α
Γ (2− α)
,
γ(α)n = (−1)
n−2
(
α− 2
n− 2
)
−
(n− α/2)1−α
Γ (2− α)
.
Approximation (5) is obtained from the Gru¨nwald-Letnikov approximation by
modifying the last two weights. While the Gru¨nwald-Letnikov approximation is
a second-order shifted approximation of the Caputo derivative for the functions
y ∈ C2[0, xn] which satisfy the condition y(0) = y
′(0) = 0, approximation (5) is
a second-order approximation of the Caputo derivative y
(α)
n−α/2 for all function
y ∈ C2[0, xn]. In section 5 we derive the expansion formulas of order 2 + α of
the weights γ
(α)
n−1 and γ
(α)
n of approximation (5).
2 Asymptotic expansion formula for binomial coefficients and
shifted approximations for the Caputo derivative
The asymptotic expansion formula for the ratio of gamma functions is studied
in (Tricomi and Erde´lyi 1951). The ratio of gamma functions satisfies:
Γ (k + t)
Γ (k + s)
= kt−s
∞∑
m=0
(−1)mB
(t−s+1)
m (t)(s− t)(m)
m!
1
km
. (6)
The generalized Bernoulli polynomials B
(α)
m (x) are defined as the coefficients
of the series expansion of the function exttα/(et − 1)α
ext
(
t
et − 1
)α
=
∞∑
m=0
B(α)m (x)
tm
m!
.
From (6) with t := −α, s := 1 we obtain the asymptotic expansion formula for
the weights of the Gru¨nwald-Letnikov approximation (Elezovic´ 2005)
w
(α)
k = (−1)
k
(
α
k
)
=
1
Γ (−α)
∞∑
m=0
(−1)mB
(−α)
m (−α)(α + 1)(m)
m!km+α+1
,
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where (α+ 1)(m) is the rising factorial
(α+ 1)(m) = (α + 1)(α+ 2) · · · (α+m).
The generalized Bernoulli polynomial B
(−α)
0 (−α) = 1 and
B
(−α)
1 (−α) = −
α
2
, B
(−α)
2 (−α) =
1
12
α(1 + 3α), B
(−α)
3 (−α) = −
1
8
α2(1 + α).
When α = 1 the generalized Bernoulli polynomials are equal to the Bernoulli
polynomials. The gamma function satisfies the identity Γ (x+1) = xΓ (x) and
(−1)m(α+1)(m)/Γ (−α) = 1/Γ (−m−α). The weights w
(α)
k of the Gru¨nwald-
Letnikov approximation have an asymptotic expansion of order M + α+ 2
w
(α)
k = (−1)
k
(
α
k
)
=
M∑
m=0
B
(−α)
m (−α)
m!Γ (−m− α)
1
km+α+1
+O
(
1
kM+α+2
)
. (7)
From (7) with M = 2 we obtain the asymptotic expansion of order 4 + α of
the weights of the Gru¨nwald-Letnikov approximation:
w
(α)
k =
1
Γ (−α)k1+α
−
α
2Γ (−1− α)k2+α
+
α(3α+ 1)
24Γ (−2− α)k3+α
+O
(
1
k4+α
)
.
(8)
Now we construct a second-order shifted approximation of the Caputo deriva-
tive by replacing the weights of the Gru¨nwald-Letnikov approximation which
have an index k > ⌈N/5⌉ with the first two terms of expansion formula (8).
w¯
(α)
k =
 (−1)
k
(
α
k
)
, 0 ≤ k ≤ ⌈N/5⌉
1
Γ (−α)k1+α
−
α
2Γ (−1− α)k2+α
, ⌈N/5⌉+ 1 ≤ k ≤ N − 1
In Theorem 1 we show that the approximation with weights w¯
(α)
k is a second-
order shifted approximation of the Caputo derivative.
Theorem 1 Let y ∈ C2[0, x] and y(0) = y′(0) = 0. Then
1
hα
N∑
k=0
w¯
(α)
k y(x− kh) = y
(α)(x− αh/2) +O
(
h2
)
. (9)
Proof Let M = maxt∈[0,x] |y(t)| and C > 0, such that when k > ⌈N/5⌉∣∣∣∣(−1)k(αk
)
−
(
1
Γ (−α)k1+α
−
α
2Γ (−1− α)k2+α
)∣∣∣∣ < Ck3+α .
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The difference EN [y(x)] between approximation (9) and the Gru¨nwald-Letnikov
approximation satisfies the estimate:
EN [y(x)] =
∣∣∣∣∣ 1hα
N−1∑
k=0
w¯
(α)
k y(x− kh)−
1
hα
N−1∑
k=0
(−1)k
(
α
k
)
y(x− kh)
∣∣∣∣∣ ≤
1
hα
N−1∑
k=⌈N/5⌉+1
∣∣∣∣w¯(α)k − (−1)k(αk
)∣∣∣∣ |y(x− kh)| < CMhα
N∑
k=⌈N/5⌉+1
1
k3+α
.
The function 1/x3+α is decreasing and
∞∑
k=⌈N/5⌉+1
1
k3+α
<
∫ ∞
⌈N/5⌉
1
x3+α
dx =
[
−
1
(2 + α)x2+α
]∞
⌈N/5⌉
<
1
⌈N/5⌉
2+α .
Let C1 = CM (5/x)
2+α. Then
EN [y(x)] ≤
CM
hα
1
(N/5)2+α
=
CM
hα
52+α
N2+α
= C1h
2. (10)
From the triangle inequality∣∣∣∣∣ 1hα
N−1∑
k=0
w¯
(α)
k y(x− αh/2)− y
(α)(x − kh)
∣∣∣∣∣ <∣∣∣AGLN [y(x)] − y(α)(x− αh/2)∣∣∣+ EN [y(x)].
From (1) and (10)
1
hα
N−1∑
k=0
w¯
(α)
k y(x− kh) = y
(α)(x− αh/2) +O
(
h2
)
.
⊓⊔
The result of Theorem 1 can be generalized to the approximations for the
Caputo derivative which are obtained from any approximation by modifying
the weights which have an index greater than ⌈N/p⌉ with the first terms of
their expansion formulas, where p is a positive number. When the function
y ∈ C2[0, xn] and satisfies the condition y(0) = y
′(0) = 0 the Gru¨nwald-
Letnikov approximation has a second-order expansion formula:
1
hα
n−1∑
k=0
(−1)k
(
α
k
)
yn−k = y
(α)
n −
α
2
y(1+α)n h+O
(
h2
)
= y
(α)
n−α/2+O
(
h2
)
. (11)
In (Dimitrov 2018) we derive the expansion formula for the right endpoint of
the approximation for the Caputo derivative which has weights k−1−α/Γ (−α).
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When the function y ∈ C2[0, x] and satisfies the condition y(0) = y′(0) = 0,
the approximation has an asymptotic expansion of order 3− α
1
hα
n−1∑
k=1
yn−k
Γ (−α)k1+α
= y(α)n +
ζ(α+ 1)
Γ (−α)
ynh
−α− (12)
ζ(α)
Γ (−α)
y′nh
1−α +
ζ(α − 1)
2Γ (−α)
y′′nh
2−α +O
(
h3−α
)
.
Expansion formula (12) is obtained by applying formal integration by parts to
the fractional integral in the definition of the Caputo derivative and a Fourier
transform to the approximation. The expansion formula for the left endpoint
of approximation (12) is obtained from the Euler-Mclaurin formula for the
function y(t)/(x− t)1+α. By substituting α := α+ 1 in (12) we obtain
1
h1+α
n−1∑
k=1
yn−k
Γ (−1− α)k2+α
= y(1+α)n +
ζ(α+ 2)
Γ (−1− α)
ynh
−1−α−
ζ(1 + α)
Γ (−1− α)
y′nh
−α +
ζ(α)
2Γ (−1− α)
y′′nh
1−α +O
(
h2−α
)
,
1
hα
n−1∑
k=1
yn−k
Γ (−1− α)k2+α
= hy(1+α)n +
ζ(α+ 2)
Γ (−1− α)
ynh
−α− (13)
ζ(1 + α)
Γ (−1− α)
y′nh
1−α +
ζ(α)
2Γ (−1− α)
y′′nh
2−α +O
(
h3−α
)
.
By multiplying (13) by −α/2 and adding to (12) we obtain
1
hα
n−1∑
k=1
(
1
Γ (−α)k1+α
−
α
2Γ (−1− α)k2+α
)
yn−k = y
(α)
n −
αh
2
y(1+α)n +(
ζ(α + 1)
Γ (−α)
−
αζ(α + 2)
2Γ (−1− α)
)
ynh
−α −
(
ζ(α)
Γ (−α)
−
αζ(α + 1)
2Γ (−1− α)
)
y′nh
1−α+
1
2
(
ζ(α− 1)
Γ (−α)
−
αζ(α)
2Γ (−1− α)
)
y′′nh
2−α +O
(
h3−α
)
. (14)
By substituting y′n = (yn − yn−1)/h+O (h) in (14) we obtain
1
hα
n−1∑
k=1
(
1
Γ (−α)k1+α
−
α
2Γ (−1− α)k2+α
)
yn−k = y
(α)
n −
αh
2
y(1+α)n −
1
hα
(
ζ(α)
Γ (−α)
−
αζ(α + 1)
2Γ (−1− α)
)
(yn − yn−1)+ (15)
1
hα
(
ζ(α + 1)
Γ (−α)
−
αζ(α + 2)
2Γ (−1− α)
)
yn +O
(
h2−α
)
.
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From (15) we obtain the shifted approximation for the Caputo derivative of
order 2− α:
1
hα
n−1∑
k=0
w˜
(α)
k yn−k = y
(α)
n −
α
2
y(1+α)n h+O
(
h2−α
)
= y
(α)
n−α/2 +O
(
h2−α
)
. (16)
where
w˜
(α)
0 =
1
Γ (−α)
(
ζ(α) +
1
2
(α− 1)(α+ 2)ζ(α+ 1)−
1
2
α(α+ 1)ζ(α + 2)
)
,
w˜
(α)
1 =
1
Γ (−α)
(
1
2
(α2 + α+ 2)− ζ(α) −
1
2
α(α+ 1)ζ(α + 1)
)
,
w˜
(α)
k =
1
Γ (−α)k1+α
−
α
2Γ (−1− α)k2+α
, (k = 2, . . . , n− 1).
When the function y ∈ C2[0, xn] and satisfies the condition y(0) = y
′(0) = 0
approximation (16) an approximation for y
(α)
n−α/2 with an accuracy O
(
h2−α
)
.
The weights of approximation (16) are equal to the first two terms in the
asymptotic expansion formula of the weights of the Gru¨nwald-Letnikov ap-
proximation (−1)k
(
α
k
)
, when k ≥ 2. The first two terms of the second-order
expansion of the Gru¨nwald-Letnikov approximation and the expansion formula
of order 2− α of approximation (16) are equal.
By substituting y′′n =
1
h2
(yn − 2yn−1 + yn−2) /h
2 +O (h) and
y′n =
1
h
(
3
2
yn − 2yn−1 +
1
2
yn−2
)
+O
(
h2
)
,
in (14) we obtain the shifted approximation for the Caputo derivative:
1
hα
n−1∑
k=0
ŵ
(α)
k yn−k = y
(α)
n−α/2 +O
(
h2
)
= y(α)n −
α
2
y(1+α)n h+O
(
h3−α
)
, (17)
where
ŵ
(α)
0 = −
1
4Γ (−α)
(2ζ(−1+α) + (α + 3)(α− 2)ζ(α)−
(3α2 + 3α− 4)ζ(α+ 1) + 2α(α+ 1)ζ(2 + α)),
ŵ
(α)
1 =
1
2Γ (−α)
(2 + α+ α2 + 2ζ(−1 + α)+(
α+ α2 − 4
)
ζ(α) − 2α(α+ 1)ζ(1 + α)),
ŵ
(α)
2 =
1
4Γ (−α)
(4 + α+ α2
21+α
− 2ζ(−1 + α)−(
α2 + α− 2
)
ζ(α) + α(1 + α)ζ(1 + α)
)
,
10 Y. Dimitrov et al.
ŵ
(α)
k =
1
Γ (−α)k1+α
−
α
2Γ (−1− α)k2+α
, (k = 3, . . . , n− 1).
When the function y ∈ C2[0, xn] and satisfies the condition y(0) = y
′(0) = 0
approximation (17) is a second-order approximation for the Caputo derivative
at the point xn − αh/2. The weights of approximation (17) are equal to the
first two terms in the expansion formula of (−1)k
(
α
k
)
for k ≥ 3. The first two
terms of the second-order asymptotic expansion of the Gru¨nwald-Letnikov
approximation are equal to the first two terms of the expansion of order 3−α
of approximation (17).
3 Expansion formula for the weights of the L1 approximation
From the binomial formula:
(k + 1)1−α = k1−α
(
1 +
1
k
)1−α
= n1−α
(
5∑
m=0
(
1− α
m
)
1
km
+O
(
1
k6
))
,
(k + 1)1−α = k1−α +
5∑
m=1
(
1− α
m
)
1
km+α−1
+O
(
1
k5+α
)
. (18)
Similarly
(k − 1)1−α = k1−α +
5∑
m=1
(−1)m
(
1− α
m
)
1
km+α−1
+O
(
1
k5+α
)
. (19)
From (18) and (19)
(k−1)1−α−2k1−α+(k+1)1−α = 2
(
1− α
2
)
1
k1+α
+2
(
1− α
4
)
1
k3+α
+O
(
1
k5+α
)
,
Γ (2− α)σ
(α)
k = −
(1− α)α
k1+α
+
(1 − α)(−α)(−α − 1)(−α− 2)
12k3+α
+O
(
1
k5+α
)
.
The weights σ
(α)
k of the L1 approximation have an asymptotic expansion of
order 5 + α, for 1 ≤ k ≤ n− 1
σ
(α)
k =
1
Γ (−α)k1+α
+
1
12Γ (−2− α)k3+α
+O
(
1
k5+α
)
. (20)
The last weight σ
(α)
n of the L1 approximation (2) satisfies
Γ (2− α)σ(α)n = (n− 1)
1−α − n1−α.
From (19)
Γ (2−α)σ(α)n = −
(
1− α
1
)
1
nα
+
(
1− α
2
)
1
n1+α
−
(
1− α
3
)
1
n2+α
+O
(
1
n3+α
)
,
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σ(α)n = −
1
Γ (1− α)nα
+
1
2Γ (−α)n1+α
−
1
6Γ (−1− α)n2+α
+O
(
1
n3+α
)
. (21)
Similarly to the construction of approximation (9) we use asymptotic expan-
sion formulas (20) and (21) to obtain approximations of the Caputo derivative
by modifying the weights σ
(α)
k of the L1 approximation and the second order
approximation (4) when k > ⌈N/5⌉.
1
hα
n∑
k=0
σ¯
(α)
k yn−k = y
(α)
n +O
(
h2−α
)
, (22)
where σ¯
(α)
0 = 1/Γ (2− α) and
σ¯
(α)
k =

(k − 1)1−α − 2k1−α + (k + 1)1−α
Γ (2− α)
, 1 ≤ k ≤ ⌈N/5⌉ ,
1
Γ (−α)k1+α
+
α
12Γ (−2− α)k3+α
, ⌈N/5⌉ < k ≤ N − 1.
(23)
When n ≤ ⌈N/5⌉ the last weight σ¯
(α)
n of approximation (22) is equal to the
last weight σ
(α)
n of the L1 approximation. When n > ⌈N/5⌉ the value of the
weight σ¯
(α)
n is equal to the terms of expansion formula (21) of σ
(α)
n .
σ¯(α)n =

σ
(α)
n =
(n− 1)1−α − n1−α
Γ (2− α)
, n ≤ ⌈N/5⌉ ,
−
n−α
Γ (1− α)
+
n−α−1
2Γ (−α)
−
n−α−2
6Γ (−1− α)
, n > ⌈N/5⌉ .
(24)
From approximation (4) we obtain the second-order approximation of the Ca-
puto derivative
1
hα
n∑
k=0
δ¯
(α)
k yn−k = y
(α)
n +O
(
h2
)
, (25)
where the weights δ¯
(α)
k = σ¯
(α)
k for k ≥ 3 are defined with (23), (24) and
δ¯
(α)
k = δ
(α)
k for k = 0, 1, 2: δ¯
(α)
0 = (1 − ζ(α− 1))/Γ (2− α),
δ¯
(α)
1 =
2− 21−α + 2ζ(α− 1)
Γ (2− α)
, δ¯
(α)
2 =
31−α − 2−α + 1− ζ(α− 1)
Γ (2− α)
.
When the function y ∈ C2[0, xn], approximations (22)and (25) have accuracy
O
(
h2−α
)
and O
(
h2
)
. The proof is similar to the proof of Theorem 1.
The fractional integral of order α > 0 is defined as
Iαy(x) = y(−α)(x) =
∫ x
0
(x − t)α−1y(t)dt.
12 Y. Dimitrov et al.
The fractional integral Iαy(x) is the fractional derivative of the function
y(x) of order −α. The Riemann sum approximation of the fractional integral
has an expansion of order 1 + α
hα
n−1∑
k=1
yn−k
Γ (α)k1−α
= y(−α)n +
ζ(1 − α)
Γ (α)
ynh
α +O
(
h1+α
)
,
when y(0) = 0. From the approximations discussed in the paper and other
approximations for the fractional derivatives and integrals we observe that
the weights of the approximation h−α
∑n
k=0 w
(α)
k y(x − kh) of the fractional
derivative y(α)(x) satisfy w
(α)
k ∼
ck
k1+α
and weights of the approximations of
the definite integral satisfy w
(−1)
k ∼ ck. This property holds for the trape-
zoidal approximation, Simpson’s approximation, and the quadrature formulas
discussed in (Dimitrov, Miryanov and Todorov 2017).
4 Shifted Gru¨nwald-Letnikov difference approximation
In this section we use the method from (Dimitrov 2018) to derive an approx-
imation (5) for the Caputo derivative, which is obtained from the Gru¨nwald-
Letnikov approximation by modifying the last two weights. Approximation (5)
is a second-order shifted approximation for the Caputo derivative y
(α)
n−α/2 for
all functions y ∈ C2[0, xn]. Let y0 = y(0), y
′
0 = y
′(0) and
y(x) = y0 + y
′
0x+ z(x).
The function z(x) satisfies the condition z(0) = z′(0) = 0.
AGLN [y(x)] = y0A
GL
N [1] + y
′
0A
GL
N [x] +A
GL
N [z(x)],
AGLN [y(x)] = y0A
GL
N [1] + y
′
0A
GL
N [x] + z
(α) (x− αh/2) +O
(
h2
)
.
The Caputo derivative of the functions y and z satisfies
y(α) (x− αh/2) =
y′0
Γ (2− α)
(x− αh/2)1−α + z(α) (x− αh/2) .
Then
AGLN [y(x)] = y0A
GL
h [1]+y
′
0A
GL
h [x]−
y′0(x− αh/2)
1−α
Γ (2− α)
+y(α) (x− αh/2)+O
(
h2
)
,
AGLN [y(x)] = y0A
GL
N [1]+
(
AGLN [x]−
(x− αh/2)1−α
Γ (2− α)
)
y′0+ (26)
y(α) (x− αh/2) +O
(
h2
)
.
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Denote W 0N = h
αAGLN [1] =
∑N−1
k=0 w
(α)
k and
W 1N =
1
h1−α
(
AGLh [x]−
(x− αh/2)1−α
Γ (2− α)
)
,
W 1N =
1
h1−α
(
1
hα
N−1∑
k=0
w
(α)
k (x− kh)−
h1−α
Γ (2− α)
(N − α/2)1−α
)
,
W 1N = NW
0
N −
N−1∑
k=0
kw
(α)
k −
(N − α/2)1−α
Γ (2− α)
. (27)
In Lemma 2 we show thatW 1N = O
(
h1+α
)
. From (26), the Gru¨nwald-Letnikov
approximation satisfies:
AGLN [y(x)] = y
(α) (x− αh/2) +
1
hα
(
W 0Ny0 +W
1
Ny
′
0h
)
+O
(
h2
)
.
By substituting hy′0 = y1 − y0 +O
(
h2
)
we obtain
AGLN [y(x)] = y
(α) (x− αh/2) +
1
hα
(
W 0Ny0 +W
1
N (y1 − y0)
)
+O
(
h2
)
.
Denote by A¯GLN [y(x)] the approximation of the Caputo derivative
A¯GLN [y(x)] = A
GL
N [y(x)] −
1
hα
(
W 0Ny0 +W
1
N (y1 − y0)
)
.
Approximation A¯GLN [y(x)] is obtained from the Gru¨nwald-Letnikov approxi-
mation by modifying the last two weights.
A¯GLN [y(x)] =
1
hα
N∑
k=0
γ
(α)
k y(x− kh) = y
(α)(x− αh/2) +O
(
h2
)
,
where γ
(α)
k = w
(α)
k = (−1)
k
(
α
k
)
for k = 0, 1, . . . , N − 2 and
γ
(α)
N−1 = w
(α)
N−1−W
1
N = (−1)
N−1
(
α
N − 1
)
−
N−1∑
k=0
(N−k)w
(α)
k +
(N − α/2)1−α
Γ (2− α)
,
γ
(α)
N−1 = −
N−2∑
k=0
(−1)k(N − k)
(
α
k
)
+
(N − α/2)1−α
Γ (2− α)
,
γ
(α)
N =W
1
N −W
0
N =
N−2∑
k=0
(N − k − 1)w
(α)
k −
(N − α/2)1−α
Γ (2− α)
− w
(α)
N−1.
By induction we can show that the weights of the Gru¨nwald-Letnikov approx-
imation satisfy the identities (Podlubny 1999)
W 0N =
N−1∑
k=0
w
(α)
k =
N−1∑
k=0
(−1)k
(
α
k
)
= (−1)N−1
(
α− 1
N − 1
)
= w
(α−1)
N−1 , (28)
14 Y. Dimitrov et al.
N−1∑
k=1
(−1)kk
(
α
k
)
= −α
N−1∑
k=1
(−1)k−1
(
α− 1
k − 1
)
= −αw
(α−2)
N−2 . (29)
From (27), (28) and (29)
W 1N = Nw
(α−1)
N−1 + αw
(α−2)
N−2 −
(N − α/2)1−α
Γ (2− α)
,
Nw
(α−1)
N−1 + αw
(α−2)
N−2 = N(−1)
N−1
(
α− 1
N − 1
)
+ α(−1)N−2
(
α− 2
N − 2
)
=
(−1)N−2
(
−
N(α− 1)
N − 1
(
α− 2
N − 2
)
+ α
(
α− 2
N − 2
))
=
(−1)N−2
(
α− 2
N − 2
)
N − α
N − 1
= w
(α−2)
N−1 .
Hence
W 1N = w
(α−2)
N−1 −
(N − α/2)1−α
Γ (2− α)
.
The weight γ
(α)
N of satisfies
γ
(α)
N =W
1
N −W
0
N = w
(α−2)
N−1 − w
(α−1)
N−1 −
(N − α/2)1−α
Γ (2− α)
.
From the properties of the binomial coefficients
w
(α−2)
N−1 − w
(α−1)
N−1 = (−1)
N−1
((
α− 2
N − 1
)
−
(
α− 1
N − 1
))
= (−1)N−2
(
α− 2
N − 2
)
.
Hence
γ
(α)
N = w
(α−2)
N−2 −
(N − α/2)1−α
Γ (2− α)
.
The weight γ
(α)
N−1 satisfies
γ
(α)
N−1 = w
(α)
N−1 −W
1
N = w
(α)
N−1 − w
(α−2)
N−1 +
(N − α/2)1−α
Γ (2− α)
,
w
(α)
N−1−w
(α−2)
N−1 = (−1)
N−1
((
α
N − 1
)
−
(
α− 2
N − 1
))
=
(−1)N−1
((
α− 2
N − 2
)
α(α − 1)
(N − 1)(α−N + 1)
−
(
α− 2
N − 1
)
α−N
N − 1
)
=
(−1)N−2
(
α− 2
N − 2
)
N − 2α
1 + α−N
.
Hence
γ
(α)
N−1 =
N − 2α
1 + α−N
w
(α−2)
N−2 +
(N − α/2)1−α
Γ (2− α)
.
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Approximation A¯GLn [y(x)] is a second-order shifted approximation for the Ca-
puto derivative, when the function y ∈ C2[0, xn]:
1
hα
n∑
k=0
γ
(α)
k yn−k = y
(α)
n−α/2 +O
(
h2
)
, (30)
where γ
(α)
k = w
(α)
k = (−1)
k
(
α
k
)
for 0 ≤ k ≤ n− 2 and
γ
(α)
n−1 =
n− 2α
1 + α− n
w
(α−2)
n−2 +
(n− α/2)1−α
Γ (2− α)
, γ(α)n = w
(α−2)
n−2 −
(n− α/2)1−α
Γ (2− α)
.
5 Asymptotic expansion formulas
In this section we obtain the asymptotic expansions of W 0n = w
(α−1)
n−1 ,W
1
n and
the last two weights γ
(α)
n−1 and γ
(α)
n of approximation (30), and we construct
an approximation of the Caputo derivative by modifying the weights of ap-
proximation (30) which have an index greater than ⌈N/5⌉ with the first terms
of their asymptotic expansions.
Lemma 2
W 0n =
1
Γ (1− α)nα
−
α+ 1
2Γ (−α)n1+α
+
(2 + α)(1 + 3α)
24Γ (−1− α)n2+α
+O
(
1
n3+α
)
.
W 1n =
α− 2
24Γ (−α)n1+α
+O
(
1
n2+α
)
.
Proof From expansion formula (8) for w
(α−1)
n with α := α− 1
w
(α−1)
n−1 =
1
Γ (1− α)(n− 1)α
−
α− 1
2Γ (−α)(n− 1)1+α
+ (31)
(α − 1)(3α− 2)
24Γ (−1− α)n2+α
+O
(
1
n3+α
)
.
From the binomial formula
1
(n− 1)α
= n−α
(
1−
1
n
)−α
=
1
nα
+
α
n1+α
+
α(α + 1)α
2n2+α
+O
(
1
n3+α
)
. (32)
By substituting α := α+ 1 and α := α+ 2 in (32) we obtain
1
(n− 1)1+α
=
1
n1+α
+
1 + α
n2+α
+O
(
1
n3+α
)
,
1
(n− 1)2+α
=
1
n2+α
+O
(
1
n3+α
)
.
(33)
From (31), (32) and (33) the weight w
(α−1)
n−1 =W
0
n has an asymptotic expansion
w
(α−1)
n−1 =
1
Γ (1− α)nα
+
(
α
Γ (1− α)
−
α− 1
2Γ (−α)
)
1
n1+α
+
S
n2+α
+O
(
1
n3+α
)
,
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where
S = −
α(α + 1)
2Γ (1− α)
−
(α− 1)(α+ 1)
2Γ (−α)
−
(α+ 1)(2 + α)
24Γ (−1− α)
=
(α + 2)(3α+ 1)
24Γ (−1− α)
.
Hence
w
(α−1)
n−1 =
1
Γ (1− α)nα
−
1 + α
2Γ (−α)n1+α
+
(α+ 2)(3α+ 1)
24Γ (−1− α)n2+α
+O
(
1
n3+α
)
.
(34)
From the binomial formula(
n−
α
2
)1−α
= n1−α
(
1−
α
2n
)1−α
= n1−α
(
2∑
k=0
(
1− α
k
)( α
2n
)k
+O
(
1
n3
))
,
(n− α/2)
1−α
Γ (2− α)
=
1
Γ (2− α)nα−1
+
1
2Γ (−α)nα
+
α2
8Γ (−α)nα+1
+O
(
1
n2+α
)
.
From (34) with α := α− 1
w
(α−2)
n−1 =
1
Γ (2− α)nα−1
−
α
2Γ (1− α)nα
+
(α + 1)(3α− 2)
24Γ (−α)n1+α
+O
(
1
n2+α
)
.
Hence
W 1n = w
(α−2)
n−1 −
(n− α/2)1−α
Γ (2− α)
=
α− 2
24Γ (−α)n1+α
+O
(
1
n2+α
)
.
⊓⊔
In the Lemma 3 we use the expansion formulas of W 0n and W
1
n to obtain the
expansions of order 2 + α of the weights γ
(α)
n−1 and γ
(α)
n of approximation (5).
Lemma 3
γ
(α)
n−1 =
26− α
24Γ (−α)n1+α
+O
(
1
n2+α
)
, (35)
γ(α)n = −
1
Γ (1− α)nα
+
13α+ 10
24Γ (−α)n1+α
+O
(
1
n2+α
)
. (36)
Proof
γ(α)n =W
1
n−W
0
n = −
1
Γ (1− α)nα
+
(
α+ 1
2
+
α− 2
24
)
1
Γ (−α)n1+α
+O
(
1
n2+α
)
,
γ(α)n = −
1
Γ (1− α)nα
+
13α+ 10
24Γ (−α)n1+α
+O
(
1
n2+α
)
.
From (8) with n := n− 1
w
(α)
n−1 = (−1)
n
(
α
n− 1
)
=
1
Γ (−α)(n− 1)1+α
+O
(
1
(n− 1)2+α
)
,
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w
(α)
n−1 =
1
Γ (−α)n1+α
+O
(
1
n2+α
)
.
Therefore
γ
(α)
n−1 = w
(α)
n−1 −W
1
n =
1
Γ (−α)n1+α
−
α− 2
24Γ (−α)n1+α
+O
(
1
n2+α
)
,
γ
(α)
n−1 =
26− α
24Γ (−α)n1+α
+O
(
1
n2+α
)
.
⊓⊔
Now we construct a second-order approximation of the Caputo derivative at
the point xn−αh/2 by replacing the weights γ
(α)
k of approximation (30) which
have an index k > ⌈N/5⌉ with the first terms of their expansion formulas (8),
(35) and (36):
1
hα
n∑
k=0
γ¯
(α)
k yn−k = y
(α)
n−α/2 +O
(
h2
)
. (37)
When n ≤ ⌈N/5⌉ the weights of approximation (37) are equal to the weights
of approximation (30): γ¯
(α)
k = w
(α)
k = (−1)
k
(
α
k
)
for 0 ≤ k ≤ n− 2 and
γ¯
(α)
n−1 =
n− 2α
1 + α− n
w
(α−2)
n−2 +
(n− α/2)1−α
Γ (2− α)
, γ¯(α)n = w
(α−2)
n−2 −
(n− α/2)1−α
Γ (2− α)
.
When n > ⌈N/5⌉ the weights γ¯
(α)
k of approximation (37) satisfy
γ¯
(α)
k =

w
(α)
k = (−1)
k
(
α
k
)
, 0 ≤ k ≤ ⌈N/5⌉ ,
1
Γ (−α)k1+α
−
α
2Γ (−1− α)k2+α
, ⌈N/5⌉ < k = n− 2,
γ¯
(α)
n−1 =
26− α
24Γ (−α)n1+α
, γ¯(α)n = −
1
24Γ (1− α)nα
+
13α+ 10
24Γ (−α)n1+α
.
6 Numerical results
The fractional relaxation equation is a two-term ordinary fractional differential
equation, where 0 < α < 1:
y(α)(x) + Ly(x) = f(x), y(0) = y0. (38)
From (2) with n = 1 we obtain an approximation of order 2−α for the Caputo
derivative at the point at x = h:
y(α)(h) =
y(h)− y(0)
Γ (2− α)hα
+O
(
h2−α
)
. (39)
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By approximating the Caputo derivative in equation (38) with (39) we obtain
y(h)− y(0)
Γ (2− α)hα
+ Ly(h) = f(h) +O
(
h2−α
)
,
y˜1 =
y(0) + Γ (2− α)hαf(h)
1 + Γ (2− α)Lhα
= y(h) +O
(
h2
)
.
The number y˜1 is a second order approximation for the value of the solution
of equation (38) at x = h. Suppose that
1
hα
n∑
k=0
λ
(α)
k yn−k = y
(α)
n +O
(
hβ
)
(*)
is an approximation of the Caputo derivative of order β, where β ≤ 2. In
(Dimitrov 2016) we obtain the numerical solution of equation (38) on the
interval [0, 1] which uses approximation (*) for the Caputo derivative.
un =
1
λ
(α)
0 + Lh
α
(
hαfn −
n−1∑
k=1
λ
(α)
k un−k
)
, u0 = y0, u1 = y˜1 (NS1(*))
Suppose that
1
hα
n∑
k=0
λ
(α)
k yn−k = y
(α)
n−α/2 +O
(
h2
)
(**)
is a second-order shifted approximation of the Caputo derivative with a shift
parameter −αh/2. In (Dimitrov 2014) we show that the numerical solution
of equation (38) which uses approximation (**) of the Caputo derivative is
computed with u0 = y0, u1 = y˜1 and
un =
1
λ
(α)
0 + L
(
1− α2
)
hα
(
hαfn −
αLhα
2
un−1 −
n−1∑
k=1
λ
(α)
k un−k
)
.
(NS2(**))
Example 1:
y(α)(x) + y(x) = 2x2+α + Γ (3 + α)x2, y(0) = 0, (40)
Equation (40) has the solution y(x) = 2x2+α. The solution of equation (40)
satisfies the condition y(0) = y′(0) = 0. The numerical results for the error
and the order of second-order numerical solution NS2(9) of equation (40) are
presented in Table 1. The numerical results for the error and the order of
numerical solution NS2(16) of order 2 − α and the second-order numerical
solution NS2(17) of equation (40) are presented in Table 2 and Table 3. The
exponential function has a Caputo derivative Dαex = x1−αE1,2−α(x), where
Ea,b(x) is the Mittag-Leffler function Ea,b =
∑∞
n=0
xn
Γ (an+ b)
. The sine and
cosine functions have Caputo derivatives
Dα sinx = x1−αE2,2−α
(
−x2
)
, Dα cosx = −x2−αE2,3−α
(
−x2
)
.
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Table 1 Maximum error and order of numerical solution NS2(9) of equation (40) when
α = 0.2, α = 0.5 and α = 0.9.
h
α = 0.2 α = 0.5 α = 0.9
Error Order Error Order Error Order
0.00625 6.9× 10−6 1.9868 0.00002911 1.9742 0.00004546 1.9774
0.003125 1.7× 10−6 1.9934 7.3× 10−6 1.9871 0.00001145 1.9889
0.0015625 4.4× 10−7 1.9967 1.8× 10−6 1.9936 2.8× 10−6 1.9945
0.00078125 1.1× 10−7 1.9983 4.6× 10−7 1.9968 7.2× 10−7 1.9973
Table 2 Maximum error and order of numerical solution NS2(16) of equation (40) when
α = 0.2, α = 0.5 and α = 0.9.
h
α = 0.2 α = 0.5 α = 0.9
Error Order Error Order Error Order
0.00625 7.9× 10−6 1.9092 0.00007985 1.5675 0.00044332 1.1490
0.003125 2.1× 10−6 1.9031 0.00002728 1.5494 0.00020323 1.1252
0.0015625 5.7× 10−7 1.8965 9.4× 10−6 1.5358 0.00009398 1.1127
0.00078125 1.5× 10−7 1.8897 3.3× 10−6 1.5257 0.00004365 1.1063
Table 3 Maximum error and order of numerical solution NS2(17) of equation (40) when
α = 0.2, α = 0.5 and α = 0.9.
h
α = 0.2 α = 0.5 α = 0.9
Error Order Error Order Error Order
0.00625 4.3× 10−6 1.9993 9.3× 10−6 2.0239 0.00001743 2.1067
0.003125 1.1× 10−6 1.9998 2.3× 10−6 2.0188 4.0× 10−6 2.1181
0.0015625 2.7× 10−7 2.0000 5.7× 10−7 2.0143 9.2× 10−7 2.1256
0.00078125 6.7× 10−8 2.0000 1.4× 10−7 2.0106 2.1× 10−7 2.1313
The digamma function is the logarithmic derivative of the gamma function
ψ(x) =
d
dx
lnΓ (x) =
Γ ′(x)
Γ (x)
.
The digamma function satisfies:
ψ(1) = −γ, ψ(n) = Hn−1 − γ, ψ(x + 1) = ψ(x) +
1
x
,
where Hn =
∑n
k=1
1
k is the n-th harmonic number and γ = 0.5772 . . . is the
Euler-Mascheroni constant. The Caputo derivative of order α of the function
y(x) = x3 lnx satisfies
Dαx3 lnx =
Γ (4)x3−α
Γ (4− α)
(lnx+ ψ(4)− ψ(4− α)),
Dαx3 lnx =
x3−α
Γ (4− α)
(11 + 6 lnx− 6γ − 6ψ(4− α)).
Example 2:
y(α)(x) + y(x) = sinx+ cosx+ x3 lnx+ x1−αE2,2−α
(
−x2
)
− (41)
x2−αE2,3−α
(
−x2
)
+
x3−α
Γ (4− α)
(11 + 6 lnx− 6γ − 6ψ(4− α)), y(0) = 1.
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Equation (48) has an exact solution y(x) = sinx+cosx+x3 lnx. The solution
satisfies y(0) = y′(0) = 1. The numerical results for the error and the order
of numerical solution NS1(22) of order 2 − α and second-order numerical so-
lutions NS2(25), NS2(30), NS2(37) of equation (48) are presented in Table 4,
Table 5, Table 6 and Table 7.
Table 4 Maximum error and order of numerical solution NS1(22) of equation (41) when
α = 0.2, α = 0.5 and α = 0.9.
h
α = 0.2 α = 0.5 α = 0.9
Error Order Error Order Error Order
0.00625 0.00001516 1.8429 0.00009894 1.5343 0.00115363 1.0966
0.003125 4.2× 10−6 1.8429 0.00003438 1.5251 0.00053881 1.0983
0.0015625 1.2× 10−6 1.8395 0.00001201 1.5174 0.00025150 1.0992
0.00078125 3.3× 10−7 1.8332 4.4× 10−6 1.5029 0.00011736 1.0996
Table 5 Maximum error and order of numerical solution NS1(25) of equation (41) when
α = 0.2, α = 0.5 and α = 0.9.
h
α = 0.2 α = 0.5 α = 0.9
Error Order Error Order Error Order
0.00625 0.00001771 1.9405 0.00002919 1.8905 0.00002368 2.1213
0.003125 4.5× 10−6 1.9686 7.6× 10−6 1.9346 5.6× 10−6 2.0908
0.0015625 1.1× 10−6 1.9833 1.9× 10−6 1.9596 1.3× 10−6 2.0588
0.00078125 2.9× 10−7 1.9910 5.0× 10−7 1.9742 3.3× 10−7 2.0368
Table 6 Maximum error and order of numerical solution NS2(5) of equation (41) when
α = 0.2, α = 0.5 and α = 0.9.
h
α = 0.2 α = 0.5 α = 0.9
Error Order Error Order Error Order
0.00625 3.3× 10−6 1.9951 6.7× 10−6 2.0589 0.00001766 2.0905
0.003125 8.2× 10−7 1.9976 1.6× 10−6 2.0339 4.2× 10−6 2.0591
0.0015625 2.1× 10−7 1.9988 4.1× 10−7 2.0173 1.0× 10−6 2.0363
0.00078125 5.1× 10−8 1.9994 1.0× 10−7 2.0075 2.5× 10−7 2.0214
Table 7 Maximum error and order of numerical solution NS2(37) of equation (41) when
α = 0.2, α = 0.5 and α = 0.9.
h
α = 0.2 α = 0.5 α = 0.9
Error Order Error Order Error Order
0.00625 0.00009038 1.9180 0.00019044 1.9240 0.00013348 1.9553
0.003125 0.00002322 1.9603 0.00004891 1.9611 0.00003389 1.9776
0.0015625 5.9× 10−6 1.9787 0.00001239 1.9801 8.5× 10−6 1.9889
0.00078125 1.5× 10−6 1.9893 3.1× 10−6 1.9901 2.1× 10−6 1.9946
Asymptotic expansions and approximations for the Caputo derivative 21
The analytical solutions of the system of ordinary fractional differential
equations ∣∣∣∣ y(α)(x) +Ay(x) +Bz(x) = f(x),z(α)(x) + Cy(x) +Dz(x) = g(x), (42)
is in studied in (Ertu¨rk and Momani 2008; Diethlm et al. 2017). Now we
obtain the numerical solution NS3(*) of (42) which uses approximation (*) of
the Caputo derivative. By approximating the Caputo derivative of y(x) and
z(x) at the point xn = nh in both equations of (42) we obtain
1
hα
n∑
k=0
λ
(α)
k yn−k +Ayn +Bzn = fn +O
(
hβ
)
, (43)
1
hα
n∑
k=0
λ
(α)
k zn−k + Cyn +Dzn = gn +O
(
hβ
)
. (44)
Let {un}
N
n=0 and {vn}
N
n=0 be the numerical solutions of (42) on the net
{xn}
N
n=0, where un is an approximation of yn and v4 is an approximation
for the value of zn. From (43) and (44) the numbers un and vn satisfy the
following system of linear equations:∣∣∣∣∣∣
(
λ
(α)
0 +Ah
α
)
un +Bh
αvn = Sn,
Chαun +
(
λ
(α)
0 +Dh
α
)
vn = Qn,
(45)
where
Sn = h
αfn −
n∑
k=1
λ
(α)
k un−k, Qn = h
αgn −
n∑
k=1
λ
(α)
k vn−k.
Denote D˜ =
(
λ
(α)
0 +Ah
α
)(
λ
(α)
0 +Dh
α
)
− BCh2α. The numbers un and vn
are the solutions of (45)
un =
1
D˜
((
λ
(α)
0 +Dh
α
)
Sn −Bh
αQn
)
, (46)
vn =
1
D˜
(
−ChαSn +
(
λ
(α)
0 +Ah
α
)
Qn
)
. (47)
From (46) and (47) with n = 1 and approximation (39) for y
(α)
1 and z
(α)
1 we
obtain
u˜1 =
1
D˜
((
σ
(α)
0 +Dh
α
)(
hαf(h) + σ
(α)
0 y0
)
−Bhα
(
hαg(h) + σ
(α)
0 z0
))
,
v˜1 =
1
D˜
((
σ
(α)
0 +Ah
α
)(
hαg(h) + σ
(α)
0 z0
)
− Cha
(
hαf(h) + σ
(α)
0 y0
))
,
where σ
(α)
0 = 1/Γ (2 − α). The numbers u˜1 and v˜1 are second-order approxi-
mations for the values of the solutions y1 and z1 of (42). Numerical solution
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NS3(*) has initial conditions u0 = y0, u1 = u˜1, v0 = z0, v1 = v˜1 and and the
numbers un and vn, for 2 ≤ n ≤ N are computed with (46) and (47).
Example 3:∣∣∣∣ y(α)(x) + y(x) + 2z(x) = 2ex + e2x + 2αx1−αE1,2−α(2x),z(α)(x) + 3y(x) + 4z(x) = 4ex + 3e2x + x1−αE1,2−α(x). (48)
The solution of the sytem of equations (48) is y(x) = e2x, z(x) = ex. The
numerical results for the error and the order of numerical solution NS3(22) of
order 2 − α and the second-order numerical solution NS3(25) of the solution
y(x) = e2x of the system of fractional differential equations (48) are presented
in Table 8 and Table 9.
Now we obtain the numerical solution NS4(**) of (42) which uses the
second-order shifted approximation (**) of the Caputo derivative. By approx-
imating y
(α)
n−α/2 and z
(α)
n−α/2 with (**) we obtain
1
hα
n∑
k=0
λ
(α)
k yn−k +Ayn−α/2 +Bzn−α/2 = fn−α/2 +O
(
h2
)
, (49)
1
hα
n∑
k=0
λ
(α)
k zn−k + Cyn−α/2 +Dzn−α/2 = gn−α/2 +O
(
h2
)
. (50)
From (49) and (50) and the second order approximations
yn−α/2 =
α
2
yn−1+
(
1−
α
2
)
yn+O
(
h2
)
, zn−α/2 =
α
2
zn−1+
(
1−
α
2
)
zn+O
(
h2
)
,
we obtain the system of equations for un and vn∣∣∣∣∣∣
(
λ
(α)
0 +Ah
α
(
1−
α
2
))
un +Bh
α
(
1−
α
2
)
vn = Sn,
Chα
(
1−
α
2
)
un +
(
λ
(α)
0 +Dh
α
(
1−
α
2
))
vn = Qn,
where
Sn = h
α
(
fn−α/2 −
α
2
(Aun−1 +Bvn−1)
)
−
n∑
k=1
λ
(α)
k un−k,
Qn = h
α
(
gn−α/2 −
α
2
(Cun−1 +Dvn−1)
)
−
n∑
k=1
λ
(α)
k vn−k.
Denote
D̂ =
(
λ
(α)
0 + Ah
α
(
1−
α
2
))(
λ
(α)
0 +Dh
α
(
1−
α
2
))
−BC
(
1−
α
2
)2
h2α.
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Numerical solution NS4(**) of the system of fractional differential equations
(42) has initial conditions u0 = y0, u1 = u˜1, v0 = z0, v1 = v˜1. The numbers un
and vn are computed with:
un =
1
D̂
((
λ
(α)
0 +Dh
α
(
1−
α
2
))
Sn −Bh
α
(
1−
α
2
)
Qn
)
,
vn =
1
D̂
(
−Chα
(
1−
α
2
)
Sn +
(
λ
(α)
0 +Ah
α
(
1−
α
2
))
Qn
)
.
The numerical results for the error and the order of second-order numerical
solutions NS4(30) and NS4(37) of the solution y(x) of the system of fractional
differential equations (48) are presented in Table 10 and Table 11.
Table 8 Maximum error and order of numerical solution NS3(22) of the solution y(x) of
(48) when α = 0.2, α = 0.5 and α = 0.9.
h
α = 0.2 α = 0.5 α = 0.9
Error Order Error Order Error Order
0.00625 0.00023740 1.6637 0.00213254 1.4523 0.02108710 1.0981
0.003125 0.00007385 1.6846 0.00077199 1.4659 0.00984709 1.0986
0.0015625 0.00002267 1.7038 0.00027752 1.4761 0.00459682 1.0991
0.00078125 6.9× 10−6 1.7201 0.00009927 1.4831 0.00214536 1.0994
Table 9 Maximum error and order of numerical solution NS3(25) of the solution y(x) of
(48) when α = 0.2, α = 0.5 and α = 0.9.
h
α = 0.2 α = 0.5 α = 0.9
Error Order Error Order Error Order
0.00625 0.00003134 1.9964 0.00005672 2.0110 0.00008675 2.0370
0.003125 7.8× 10−6 1.9983 0.00001409 2.0086 0.00002119 2.0355
0.0015625 1.9× 10−6 1.9993 3.5× 10−6 2.0065 5.2× 10−6 2.0311
0.00078125 4.9× 10−6 1.9997 8.7× 10−7 2.0048 1.2× 10−6 2.0292
Table 10 Maximum error and order of numerical solution NS4(5) of the solution y(x) of
(48) when α = 0.2, α = 0.5 and α = 0.9.
h
α = 0.2 α = 0.5 α = 0.9
Error Order Error Order Error Order
0.00625 2.7× 10−6 1.9959 6.1× 10−6 1.9668 0.00001588 1.9937
0.003125 6.9× 10−7 1.9979 1.5× 10−6 1.9747 3.9× 10−6 1.9963
0.0015625 1.7× 10−7 1.9989 3.9× 10−7 1.9812 9.9× 10−7 1.9979
0.00078125 4.3× 10−8 1.9994 9.9× 10−8 1.9863 2.5× 10−7 1.9988
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Table 11 Maximum error and order of numerical solution NS4(37) of the solution y(x) of
(48) when α = 0.2, α = 0.5 and α = 0.9.
h
α = 0.2 α = 0.5 α = 0.9
Error Order Error Order Error Order
0.00625 0.00009952 2.0137 0.00020851 2.0089 0.00015518 1.9852
0.003125 0.00002479 2.0055 0.00005198 2.0042 0.00003900 1.9928
0.0015625 6.2× 10−6 2.0018 0.00001298 2.0019 9.8× 10−6 1.9960
0.00078125 1.5× 10−6 2.0009 3.2× 10−6 2.0009 2.4× 10−6 1.9979
7 Conclusions
In the present paper we showed that the properties of the approximations of the
Caputo derivative are preserved when the weights with an index greater than
⌈N/p⌉ are replaced by the first terms of their asymptotic expansions, where
p is a positive number. In section 4 we obtained an approximation (5) of the
Caputo derivative by modifying the last two weights of the Gru¨nwald-Letnikov
approximation. Approximation (5) is a second-order shifted approximation for
the Caputo derivative for all functions y ∈ C2[0, x]. In future work we are
going to apply the methods and the approximations of the Caputo derivative
discussed in the paper for numerical solution of fractional differential equations
with singular and non-singular solutions.
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