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1. INTRODUCTION
Over the last decade, several authors have employed polynomial methods in
circuit complexity [4]. One of the goals of this approach is that of showing that
Boolean functions computable by certain kinds of circuits can be represented by
polynomials of a given type, e.g. low-degree polynomials. These results have naturally
provided lower bound techniques.
In a recent paper [10], Smolensky has observed that the investigation on Boolean
function complexity can be brought into the framework of algebraic geometry. His
approach is as follows. A Boolean function f on n variables can be represented as
a real multivariate polynomial p(x1 , ..., xn) whose zero set corresponds to the set of
zeroes of f, together with the polynomials x2i &xi . Then the affine variety defined
by
v p(x1 , ..., xn)=0,
v x2i &x i=0, i=1, ..., n,
describes the zeroes of f, with the proper restrictions on the variables (i.e.,
xi # [0, 1], 1in).
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This variety can then be represented in terms of Gro bner bases and its dimension
investigated in terms of the Hilbert function, whose value can be used for com-
plexity purposes. More precisely, in [10] Smolensky shows that the values taken by
the Hilbert function are related to certain lower bounds that follow from the com-
parison of the dimension of the above variety with the dimension of the variety
defined by a low-degree polynomial.
Smolensky’s technique naturally applies to monotone functions, for whichas we
will see laterthe Hilbert function has a very simple interpretation.
Goals and structure of the paper. In this paper, we give a complete characteriza-
tion of the Hilbert functions of the ideals associated with symmetric Boolean
functions. We then apply this characterization to analyze the behavior of symmetric
functions that accept a constant fraction of points of the Boolean cube, thus generaliz-
ing the results in [10], and to derive some nontrivial structural properties of the
Hilbert function itself. We believe that these results can give additional insight
about the limit of the information content of the Hilbert function. As a by-product
of our analysis, we obtain some interesting information regarding the geometric
properties of the Boolean cube.
We also discuss the algebraic mapping from general Boolean functions to mono-
tone ones (noticed in [10]), based on the Gro bner bases associated with the zero
sets. We conjecture that some techniques developed in the paper could be used to
compute Gro bner bases for symmetric functions.
The paper is organized as follows. In Section 2 we recall the basic definitions
of Hilbert functions, fix some notation, and illustrate the algebraic geometric
approach to complexity theory with a brief, revisited exposition of Smolensky’s
results [10]. We also emphasize some elementary, yet important, invariance
properties of Hilbert functions. We give some preliminary results about Gro bner
bases of ideals associated with both monotone and nonmonotone Boolean func-
tions and discuss the algebraic mapping from [10].
Section 3 is devoted to the presentation of our main results: we determine the
values of the Hilbert function of the ideal associated with any symmetric Boolean
function. We derive this from a more general statement that we prove about the
dimension of the vector space of polynomials restricted to symmetric subsets of the
Boolean cube. In Section 4 we give a geometric interpretation of our results: we
discuss the implications they have on the usefulness of the techniques at issue and
view them in relation to the algebraic mapping from [10]. In Section 5 we use the
results obtained for the Hilbert functions of symmetric functions to start an analysis
of the behavior of (symmetric) functions that accept a constant fraction of points
of the Boolean cube.
Some concluding remarks, together with a framework for future research, are in
Section 6. In the Appendix we gathered, for completeness, some definitions and a
proof that we believe would burden the paper without enriching it.
2. ALGEBRAIC GEOMETRY AND COMPLEXITY THEORY
Let S/An be a subset of the n-dimensional affine space over a field k, and let
I(S)k[x1 , x2 , ..., xn] denote the ideal of polynomials that vanish on S. For any
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nonnegative integer m, let k[x1 , x2 , ..., xn]m denote the k-module of polynomials
of total degree m in k[x1 , x2 , ..., xn]. Similarly, let I(S)m denote the k-module
of polynomials of total degree m vanishing on S. The value of the Hilbert func-
tion computed at m, HI(S)(m), is the dimension as a vector space of the set of
polynomials of total degree at most m restricted to S. The space of polynomials
restricted to S is the quotient space of the space of all polynomials over k, over the
ideal I(S). Indeed two polynomials are distinct in the quotient space if and only if
they differ at some point of S. The quotient of the corresponding k-modules is
therefore the required set (and a k-module itself). More formally, we have the
following definition.
Definition 2.1 (Hilbert function). The Hilbert function of I(S) is the function
on the nonnegative integers m defined as the vector-space dimension of the quotient
k-module
HI(S)(m)=dim k[x1 , x2 , ..., xn] m I(S) m .
(For more details, the reader is encouraged to see [3, 5].)
With some abuse of terminology we often refer to the Hilbert function of the
ideal of polynomials vanishing on a set S as the Hilbert function of the set S (or
sometimes even as the Hilbert function of the function f, if S is the zero set of f ).
To simplify the notation, we also write HS(m), instead of HI(S)(m), whenever no
confusion can arise.
We always assume that k is a field of characteristic zero. (See the final section for
a brief discussion of the case of fields with nonzero characteristic.)
We will be dealing with finite sets of points, in particular subsets of the Boolean
cube [0, 1]n, i.e. zero sets of Boolean functions. Notice that for any finite set S,
HI(S)(m)|S| for all m0.
On the Boolean cube each monomial is equivalent to a multilinear one, since
x2i =xi for any 1in. Thus in the following when we talk about monomials, we
always intend multilinear monomials.
In [10] it was proven that the mth value of the Hilbert function of the set S of
the zeroes of a monotone Boolean function is simply given by the number of points
in S with one in at most m coordinates. This result is an immediate consequence
of the fact that the ideal I(S) turns out to be a monomial ideal (see Definition A.2
in the appendix), when S is the zero set of a monotone function. From this property
it becomes clear that, in the case of monotone functions, the information contained
in the Hilbert function consists of their correlation with the set of threshold func-
tions, Tm , m=0, ..., n, where
Tm(x1 , x2 , ..., xn)={
0
1
if :
i
xi<m,
if :
i
xim.
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Indeed, the mth value of the Hilbert function of a monotone function f can be
written as
HS(m)= :
w # [0, 1] n
(1& f (w))(1&Tm+1(w))
= :
m
j=0 \
n
j+&2np+ :w # [0, 1]n f (w) Tm+1(w), m=0, 1, ..., n,
where p=(12n) w f (w) and we set Tn+1=0.
Smolensky used these facts to prove a lower bound for the majority function (the
function that accepts strings with the majority of ones). We can restate his result
in more general terms according to the following theorem.
Theorem 2.2 (Smolensky, 1993). Let f be a monotone function of n variables.
Let S= f &1([0]) and Sk=[(w1 , w2 , ..., wn) # S | i wik]. Then the set S of the
nonzeroes of any polynomial of degree d is such that
E=|S&S ||S| \1&2 |S (n&d&1)2 ||S| + .
Proof. The proof follows from the characterization of the Hilbert functions
of the zero sets of monotone functions and from the fact, proven in [10], that
E2HS((n&d&1)2)&|S|. K
Note that the lower bound of Theorem 2.2 simply depends on the relationship
between the cardinality of the set of the zeroes of the function restricted to points
that have one in at least (n&d&1)2 coordinates and the cardinality of its whole
zero set. This means that a high value of the ((n&d&1)2)th value of the Hilbert
function translates into a high correlation with T(n&d&1)2 , thus showing that a
function with a high correlation with T(n&d&1)2 cannot be approximated by degree
d polynomials.
Invariance of the Hilbert function. Some elementary observations offer a preliminary
generalization of the results from [10]. They give us insight about the power of the
mathematical techniques we are studying, emphasizing some limits of the information
contained in the Hilbert functions of zero sets of Boolean functions.
Since the Hilbert function of a set depends on the relative positions of the points,
any transformation of the space that leaves unchanged the latter preserves the
values of the Hilbert function.
Isometries (e.g., rotations, reflections, translations, and the identity map) preserve
distances and therefore belong to the above class of transformations.
Definition 2.3 (Isometric equivalence). Two Boolean functions are isometri-
cally equivalent if they have the same zero set up to isometries.
This implies that by means of the Hilbert function it is not possible to distinguish
among functions that are isometrically equivalent.
As a simple application notice that if f is the negation of a monotone Boolean
function g, the value at m of its Hilbert function is the number of points in its zero
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set S with at least n&m ones in their coordinates. Indeed, the set of zeroes of f is
mapped by a suitable rotation of the space (that takes the point with all ones in
its coordinates to the origin) onto the set S$ of zeroes of the monotone function g,
so that each point in S with one in n&m coordinates is mapped to a point of S$
with one in m coordinates.
In the special case of symmetric functions, all isometries of their zero sets can be
obtained via rotations, as a direct consequence of symmetry. Precisely,
Lemma 2.4 (Isometric equivalence for symmetric functions). The set of zeroes of
a Boolean function f is the image of the zero set of a symmetric function under some
isometry if and only if there exists a selected vertex V of the cube, a nonnegative
integer l, and nonnegative integers m1 , ..., ml such that the zero set Z( f ) of f can be
described as the subset of the cube whose points have Hamming distance m i ( for each
i=1, ..., l) from V.
Proof. Let some vertex V be the image of the n-tuple of zeroes under any
isometry; then the n-tuples with mi ones in the coordinates are mapped by that
isometry to those that have Hamming distance mi from V. Vice versa, for each
vertex V of the cube there is a rotation that takes the n-tuple of zeroes to V. K
In particular, notice that for any function whose zero set is the image of the zero
set of a symmetric Boolean function under an isometry of the space, there exists a
symmetric Boolean function that has the same Hilbert function.
Smolensky’s mysterious mapping. We believe that one should study Gro bner
bases2 of Boolean functions in order to get stronger complexity results because they
have more information content than Hilbert functions. (Notice that we use the
phrase Gro bner basis of a function as a shortcut for Gro bner basis of the ideal
associated with the zero set of a function.) The ‘‘mysterious’’ algebraic mapping from
arbitrary Boolean functions to monotone ones, noticed in [10], is indeed defined
via Gro bner bases.
Let f : [0, 1]n  [0, 1] be a monotone Boolean function. We denote by PI( f ) the
set of its prime implicants. Since f is monotone, any prime implicant is given by a
product (conjunction) of positive literals; that is, any prime implicant is represented
by a monomial of the form xi1 xi2 } } } x ik . Following Smolensky (see [10]), we get the
following characterization for the Gro bner basis of f (throughout we use the
monomial ordering defined by the usual lexicographical order).
Lemma. 2.5 (Gro bner bases of monotone functions). Let f : [0, 1]n  [0, 1] be
a monotone function. The set of polynomials
G=PI( f ) _ [x2i &xi | xi  PI( f ), i=1, ..., n]
is the reduced Gro bner basis of the ideal I(S), where S= f &1([0]).
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2 We refer the reader to the Appendix for the definitions of Gro bner basis, monomial ordering,
lexicographical ordering, monomial ideal, and ideal leading terms, and for some classical results about
them.
Proof. We consider the Boolean cube [0, 1]n as the subset of the affine variety
An, consisting of points with coordinates 0 and 1. This restriction on the variables
is expressed by the polynomials x2i &xi , i=1, 2, ..., n. We then consider the set I
consisting of monomials associated with the ones of f: if w=(w1 , ..., wn) is such that
f (w)=1, then the associated monomial is >i: wi=1 xi .
By a simple characterization of Gro bner bases (see, e.g. Lemma 1 of [10]),
the set I, together with the polynomials x2i &xi , 1in, form a Gro bner basis
for I(S).
Starting from this basis, we now construct the reduced Gro bner basis. First of all,
note that the set I is in the ideal generated by the set PI( f ). Thus,
(PI( f ) _ [x2i &x i | i=1, ..., n])=(I _ [x
2
i &xi | i=1, ..., n]) .
Finally, since by definition a prime implicant cannot be further reduced, the
reduced Gro bner basis can be obtained simply by eliminating those polynomials
x2i &xi such that xi # PI( f ). K
Using the ideal of leading terms, a transformation that maps arbitrary Boolean
functions to monotone ones can be defined. This transformation, which we will
denote by T, preserves the value of the Hilbert function and could be a useful tool
for reducing some questions about general Boolean functions to questions about
monotone functions. Notice that T depends on the monomial ordering *.
Theorem 2.6 (The mysterious mapping, [10]). For any arbitrary Boolean func-
tion f, there is a monotone function g with the same number of zeroes |S(g)|=|S( f )|
and with the same Hilbert function, i.e.
HS( f )(m)=HS(g)(m) for all m0.
Proof. The polynomials in the reduced Gro bner basis of a nonmonotone func-
tion are multilinear (with the exception of the polynomials of the form x2i &xi).
Thus, for the set S( f ) of zeroes of a nonmonotone function f, the ideal of leading
terms is generated by some square-free monomials, together with the squares of all
variables. Hence, it coincides with the ideal of leading terms constructed for a
monotone function, say g, with the same number of zeroes; i.e., |S(g)|=|S( f )|.
Then, the proof follows from Macaulay’s theorem (see the Appendix for more
details); i.e.,
HI(S( f ))(m)=H(LT(I(S( f ))))(m)=H(LT(I(S(g))))(m)=HI(S(g))(m). K
By Lemma 2.5, we can give a characterization of the monotone function g
associated, via the transformation T, to a nonmonotone function f.
Proposition 2.7 (The mapping via Gro bner bases). The function g=T( f ) is
the monotone function whose prime implicants are the initial monomials of the
reduced Gro bner basis of f.
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By exploiting the above characterizations, it is possible to verify how the reduced
Gro bner basis of a monotone Boolean function is related to the monomials in its
standard polynomial representation, while Gro bner bases of nonmonotone func-
tions are related to the weak polynomial representation (see, for instance, [4] for
the definition of standard representation and [10] for that of weak representations).
It is very important to notice that, while two functions are indeed mapped to
the same monotone one if their reduced Gro bner bases have the same initial
monomials, we cannot reach the same conclusion if we only know that they have
the same Hilbert function. This is due to the fact that there exist different monotone
functions whose associated ideals have the same Hilbert function. For instance, the
monotone functions on four variables defined by the sets of prime implicants
[x1x2 , x2x3 , x1x3x4] and [x1 x2 , x3 x4], respectively, have the same Hilbert func-
tion. On the contrary, observe that no other monotone function can have the same
Hilbert function as a threshold one.
3. THE HILBERT FUNCTION OF SYMMETRIC FUNCTIONS
Many of the Boolean functions that are of interest to computer scientists are
symmetric, as for instance majority, Modq for q>2 (the functions that accept
strings with a number of ones not divisible by q), and parity (Mod2). Besides,
thanks to symmetry those functions are more manageable than general ones.
In order to compute Hilbert functions of symmetric functions we study the
dimensions of the vector spaces of polynomials restricted to symmetric subsets of
the Boolean cube. The analysis we present in this section is quite intricate but the
results have clear geometric interpretations, as they give information on the relative
positions and dependencies of points in the Boolean cube. The proofs are quite
cumbersome but they are interesting in that they expose nontrivial structural
properties of the dimensions of vector spaces restricted to symmetric subsets of
[0, 1]n. They use tools from linear algebra.
For ease of exposition let us agree on some terminology (the notation |w|
denotes the number of ones in the binary string w).
Definition 3.1 (Levels). We call level with c ones the set
Sc=[w # [0, 1]n | |w|=c].
Definition 3.2 (Families). We call family of degree $ the set M$ of all
monomials on n variables of degree $.
Moreover we denote with dS(m) the dimension of the vector space of the polyno-
mials of degree at most m restricted to S.
3.1. A Single Level
The following lemma provides the natural basis for the result for general sym-
metric subsets of the Boolean cube. In itself it is perhaps rather technical but its
proof is worthwhile. It shows how to reduce the estimate of the dimension of the
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vector space to two simpler cases. If read in terms of Hilbert functions, it proves the
claim reducing the computation of the Hilbert function of a function f to that of
two simpler functions. But this reduction can be applied to the general case only
with some caution. We postpone the discussion to Section 4, after we have proved
that we can apply to the zero sets a certain transformation without affecting the
values of the Hilbert function.
Lemma 3.3 (The dimension for a single level). Let Sc [0, 1]n be the level with
c ones (cf. Definition 3.1). Then the dimension of the vector space of polynomials of
degree at most m over Sc is
dSc(m)=min {\nc+ , \
n
m+= for all m0.
Proof. For mc the result follows by observing that the multilinear monomials
of degree c are independent over Sc , and that for all m the cardinality of the basis
cannot exceed ( nc)=|Sc |.
We prove the lemma by showing that the set of all monomials of degree m is a
basis for the space of polynomials of degree at most m on Sc for m<c.
Assume in the following that cwn2x. For c>wn2x the result is immediately
obtained from the case cwn2x by observing that there is an isometry that takes
the set Sc to the set Sn&c .
First notice that any monomial & of degree $<m on Sc can be obtained as a
linear combination of monomials +i of degree m, in which only the multiples of &
have nonzero coefficients:
&=
1
\ c&$m&$+
:
& | +i
+i
(wherever & vanishes, all its multiples vanish as well; elsewhere, exactly ( c&$m&$)
multiples of & of degree m take the value one).
We prove the independence of Mm over Sc by directly showing that the matrix
A(c, m)n of the system obtained evaluating
:
i
ai+ i=0 (1)
at all points of Sc has maximum rank. We use a double induction on n and on the
pair (c, m).
Notice that the ( nm) columns correspond to monomials while the (
n
c) rows
correspond to points and that ( nc)>(
n
m).
Consider the lower block-triangular matrix
A (c, m)n =\A
(c, m)
n&1
C
0
A (c&1, m&1)n&1 +
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obtained from A (c, m)n , moving all columns relative to monomials that contain xn to
the right and all rows whose nth bit is one to the bottom.
The null ( n&1c )_(
n&1
m&1) upper right submatrix corresponds to all the multiples of
xn of degree m computed at the points at which xn vanishes.
Notice that A (c&1, m&1)n&1 has more rows than columns and therefore by induction
hypothesis has maximum rank.
A (c, m)n&1 might still be rectangular, with more rows than columns, or it might
become square. The latter happens if m=n&1&c; in this case by invariance under
isometries we reduce this to the case m=c, dealt with in the first part of the proof.
If, on the other hand, it is rectangular, the result is granted by the induction
hypothesis.
If A(c&1, m&1)n&1 and A
(c, m)
n&1 have maximum rank, so has A
(c, m)
n .
The basis of the induction is provided on the one side by the case of a square
submatrix and on the other by the situation with m=0. K
3.2. The General Case
The analysis of the general case shows how the levels and the families are elemen-
tary entities in this framework in the sense that a basis can be built out of complete
families and that the construction depends on which levels of points are considered.
This could be seen already in the case of a single level, but it is much more
evident here, where the interplay of different levels can be observed, along with the
interdependencies of families of monomials.
In a way this is not too surprising since we are dealing precisely with zero sets
of functions that cannot distinguish one point of a level from any other, but it is
not straightforward from a geometrical point of view if one thinks of the implica-
tions it has on the structure of the cube.
It turns out to be natural to associate levels and families of points when thinking
about dependencies of monomials and sets of generators. In this way the general
problem is ultimately reduced to the case studied in the previous subsection. The
associations partly reflect obvious relations, so that if possible the family of a
certain degree $ is associated with the level with $ ones and, in general, is aimed
at maximizing the number of monomials of each family that are independent over
the associated level (the proofs will make clear how and why this is so).
We need some extra tools to express the mentioned associations,
lev: [$ | M$ M]  [c | Sc S],
fam: [c | Sc S]  [d | M$ M],
that associate levels of a symmetric set S to families of a set of monomials M and
vice versa.
We are going to give an explicit way to compute the dimension of vector spaces
of polynomials restricted to symmetric subsets of the Boolean cube.
Since the proof is quite involved, let us first illustrate it informally.
9HILBERT FUNCTION OF SYMMETRIC FUNCTIONS
We first choose a set of monomials which is, in general, larger than a basis, and
we prove that, indeed, it contains a basis. Then we show how to actually extract
a basis from it and to compute its cardinality.
Let S=Sc1 _ } } } _ Sck be a symmetric subset of [0, 1]
n, where 0c1<c2
< } } } <ckn and Sci is the level with ci ones. We use the structure of S as a
guideline to choose the mentioned set of monomials M, in the sense that we choose
a family of monomials for each level Sc of S. In the process we also keep track of
the way we associate levels of points with families of monomials. Let us build the
set M as follows, starting from the empty set:
v for each cim, we add to M the family Mci of all the monomials of degree
ci and record the fact that the family of degree ci is associated with the level with
ci ones by setting lev(ci)=ci ;
v then we consider all remaining ci ’s; let them be cim+1<cim+2< } } } <ck . We
take the ci ’s in increasing order and for each j add to M the family of monomials
M$ with the largest $m, which is not already in it, and set lev($)=ci . Formally,
let im be the largest index such that cimm. Let m0=m (we need m0 only for
uniformity in the definition of the mi ’s) and for i=1, ..., min[k&im , m&k+im+1],
mi=max[ j<mi&1 | j{c1 , ..., cim]. Then, for each i we add to M the family Mmi
and we set lev(mi)=cim+i and fam(cim+i)=m i .
Using the notation introduced in the above discussion, the following holds.
Theorem 3.4 (The vector space dimension for symmetric subsets).
dS(m)= :
im
i=1 \
n
ci++ :
k
i=im+1
min {\ nci+ , \
n
fam(ci)+= . (2)
It should be noticed that by the above construction M contains min[k, m+1]
families of monomials. Also notice that there exists an hmin[k, m+1] such that
M can be split into two non intersecting subsets (each one possibly empty):
v Mcons=Mm _ Mm&1 _ } } } _ Mm&h+1
v Mlow=Mc1 _ Mc2 _ } } } _ Mck&h
with ck&h<m&h+1.
We now start proving results that will be combined in the proof of Theorem 3.4.
Proposition 3.5 (Generators). The monomials in M generate all polynomials of
degree at most m on S.
Proof. The proof is in two steps. The core of it consists in showing that if M
is made of consecutive families (i.e. if M=Mcons), then it has the property stated.
But first we have to show how the general case can be reduced to the one mentioned.
Let Sc be the level with less ones in S. Notice that if M is not made of consecutive
families, then Sc is associated with the family of degree c, and M does not contain
families of degree smaller than c.
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All monomials in M"Mc vanish on Sc . If those monomials can generate all poly-
nomials of degree at most m on S"Sc , then it is easy to see that all M generate all
polynomials on S (for any polynomial p, let +1 be the linear combination of
monomials in Mc that generates p on Sc ; let +2 be the linear combination of
monomials in M"Mc that generates p&+1 on S"Sc ; then +1++2 generates p over
all of S).
Inductively, the statement holds, if it holds for a set M=Mcons .
Notice that, if m+1k, the result is trivial, because M contains all monomials
of degree at most m.
In the case k<m+1, it is sufficient to show that all monomials of degree less
than m&k+1 can be generated (where m&k+1 is the degree of the smallest
family in M).
Consider a generic monomial & of degree $<m&k+1. We claim that it can be
written as a linear combination of the monomials in M that are multiple of &, in
which monomials of a same degree have the same coefficient:
&=a0 :
&|+ i
m
+mi +a1 :
& | + i
m&1
+m&1i + } } } +ak&1 :
& | + i
m&k+1
+m&k+1i . (3)
Notice that at all points at which & vanishes, all the monomials it divides vanish as
well. On the other hand, at any point of a level with c ones, exactly ( c&$#&$)
monomials of degree #, all multiples of &, take the value one. Therefore it is suf-
ficient to pick one point from each one of the levels Sc1 , ..., Sck and show that the
coefficients of the linear combination (3) can be chosen so that (3) is one at those
points.
This gives rise to a system with k equations in k unknowns. The proof that the
matrix A(k) of the system has a nonzero determinant is rather technical and does
not seem to have a clear geometric content. It is an induction on k that uses a
transformation (based on properties of the binomial coefficients) that does not
change the rank of the matrix (see the appendix for details). K
Having proven that M contains a basis, the next step is determining one such
basis.
First of all, observe that once again we can dispose of the lower levels, along with
the families associated with them, and reduce the problem to the case in which M
consists of consecutive families. Consider as before the level Sc with the least num-
ber of ones in S, associated with the family of degree c. We claim that if BM"Mc
is a basis for the monomials of degree at most M on S"Sc , then B _ Mc is a basis
for the monomials of degree at most m over all of S. By the proof of Proposition
3.5, B _ Mc are generators. The independence follows from the independence of the
monomials in Mc over Sc (cf. Lemma 3.3), of the monomials in B over S"Sc , and
from the fact that all the monomials in B vanish over Sc .
Next let us examine the case of M=Mcons .
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Proposition 3.6 (Consecutive families). If M=Mcons=Mm _ } } } _ Mm&k+1 ,
dS(m)= :
k
i=1
dSlev (m&i+1)(m&i+1)
Proof. Consider the system of equations expressing the constraints that the
coefficients of a linear combination of monomials of M must obey in order to
generate a generic monomial +. We prove that the rank of the matrix of this system
can be computed using an induction on the number of pairs (family, level) of
families of monomials and levels associated with them.
Consider the matrix A (k, k)lev(m), m of the system, organized as a block matrix in which
each block is relative to a family of monomials on a level of points. Precisely, it
consists of k_k blocks, where the block (i, j) is the matrix A (1, 1)lev(m&i), m& j of dimen-
sion ( nlev(m&i))_(
n
m& j) relative to the family of monomials of degree m& j on the
points of the level with lev(m&i) ones.
Since the monomials of degree d+1 generate all the polynomials of degree at
most d+1 over any level that has more ones than their degree, we can subtract
from each column relative to a monomial of degree d, for d<m, the linear com-
bination of monomials of degree d+1 that generates that monomial over the level
with lev(m) ones. Let
A (k, k)lev(m), m=\ A
(1, 1)
lev(m), m
A (k&1, 1)lev(m&1), m
0
A (k&1, k&1)lev(m&1), m&1 +
be the matrix obtained with this transformation. It has the same rank as A(k, k)lev(m), m ,
since each column has been substituted by a linear combination that involves the
column itself. The effect that the transformation has on the matrix is to annihilate
the upper right submatrix A (1, k&1)lev(m), m&1 (precisely the one corresponding to the level
with lev(m) ones and to the families of degrees m&1 down to m&k+1). As for the
rest of the matrix, each row has been multiplied by some nonzero factor, depending
on the number of ones in the level that the row belongs to; the same holds for the
columns, except that the factor now depends on the degree of the family that the
column belongs to.
If m is larger than the number of ones in all the levels of S other than Slev(m) ,
then the matrix obtained above is even block-diagonal and therefore its rank equals
the sum of the ranks of the two submatrices on the diagonal. The lower right
matrix A (k&1, k&1)lev(m&1), m&1 is the matrix built as A
(k, k)
lev(m), m but for the monomials M"Mm
over the set S"Slev(m) , left and right multiplied by two nonnull block-diagonal
matrices. Since the multiplying matrices do not affect the rank of A (k&1, k&1)lev(m&1), m&1 , the
thesis follows in this case.
In the other cases we wish to transform the matrix, again without changing its
rank, to a block-diagonal one.
A (1, 1)lev(m), m is the submatrix of the family of degree m on the level associated with
it. If it is a square matrix or has more rows than columns, it has maximum rank
because a family of monomials M$ are independent over any (single) level with no
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less ones and no less points than $. Thus we can select enough rows (as many as
the columns of A (1, 1)lev(m), m) which form a basis for all the vectors of length (
n
m) and
subtract from each row of the submatrix
A (k&1, k)lev(m&1), m=(A
(k&1, 1)
lev(m&1), m A
(k&1, k&1)
lev(m&1), m&1)
a suitable linear combination of those selected rows (the submatrix
A (1, k)lev(m), m =(A
(1, 1)
lev(m), m 0)
remains unchanged). The matrix becomes block-diagonal and its rank does not
change. Besides, the lower right submatrix A (k&1, k&1)lev(m&1), m&1 is not affected by the
transformation because the relevant portions of the rows of A (1, k)lev(m), m involved are
zero. Thus the thesis follows also in these cases.
Now suppose that A (1, 1)lev(m), m has more columns than rows. Here, though, m<
lev(m), all levels of S that have less than m ones can be disregarded because the
monomials of degree m vanish on those points and by the construction of the set
M no other family has been associated with levels that have more than m, but less
than lev(m) ones. Thus, we only have to take care of levels that have more ones
than Slev(m) .
Let Sc be any such level. Let us say that a point Pc of Sc covers a point Plev(m)
of S lev(m) if each coordinate that is one in Plev(m) is one also in Pc . If a monomial
+ of degree m is zero at Pc so it is at all points of Slev(m) covered by Pc . If, on the
other hand, it is nonzero at Pc , it is nonzero at ( c&mlev(m)&m) points covered by Pc .
Since this is true for each monomial of degree m, we can subtract from the row
corresponding to Pc the sum of the rows corresponding to the points it covers
divided by ( c&mlev(m)&m). As above the matrix obtained is block-diagonal and the thesis
follows. K
We are now ready to put all the tiles of the puzzle together.
Proof of Theorem 3.4. The proof of Proposition 3.6 and the remark preceding
it show that a basis can be built in a modular fashion, focusing on a level at a time.
In other terms,
dS(m)= :
k&h
i=1
dSci (m)+ :
h
i=1
dSlev (m&i+1)(m&i+1),
where the first sum is relative to the monomials in Mlow and the second to those
in Mcons .
By Lemma 3.3, min[( nc), (
n
$)] monomials of degree $ are a basis for the mono-
mials of degree at most $ over Sc , and all of the ( n$) monomials of degree $ are a
basis for the monomials of degree at most m (for any m$) over S$ .
Therefore, the above expression for dS(m) can be rewritten as
dS(m)= :
k&h
i=1 \
n
ci++ :
h
i=1
min {\ nlev(m&i+1)+ , \
n
m&i+1+= .
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Define, for iim (recall that im is the largest index such that cimm), fam(ci)=ci ,
in agreement with the fact that for those i ’s lev(ci)=ci (we need this for the cim
such that Sci # Mcons). Then the summands in the second sum can be rewritten
considering that each corresponds to a level Sci with i>k&h:
dS(m)= :
k&h
i=1 \
n
ci++ :
k
i=k&h+1
min {\ nci + , \
n
fam(ci)+= .
For all ci in the second sum, such that fam(ci)=ci , the two binomials clearly coin-
cide; for all ciim this is indeed the case, and thus the relative summands can be
moved to the first sum to obtain
dS(m)= :
im
i=1 \
n
ci++ :
k
i=im+1
min {\ nci+ , \
n
fam(ci)+= ,
as required. K
The result just proven can be restated in terms of Hilbert functions, where now
S is the zero set of some symmetric Boolean function f :
Corollary 3.7 (The Hilbert function of symmetric functions).
HS(m)= :
im
i=1 \
n
ci++ :
k
i=im+1
min {\ nci+ , \
n
fam(ci)+= . (4)
4. CONSEQUENCES
The most immediate geometric consequence of Theorem 3.4 is that the dimension
of the vector space of polynomials restricted to a symmetric set does not change if
we interchange levels of the same cardinality. The Hilbert function cannot tell
whether in the zero set of a function the level with c ones is present or rather the
level with n&c ones is.
Corollary 4.1 (Reflections of levels). Let Scj be one of the levels of the sym-
metric set S and suppose that Sn&cj /3 S. Let S$=(S"Scj) _ Sn&cj . For every m0,
dS$(m)=dS(m) and, therefore, HS$(m)=HS(m).
Proof. Consider the set of monomials M and the associations level-family estab-
lished for the set S, as in Subsection 3.2. The different situations that can arise are:
1. both cj and n&cj are not greater than m;
2. both cj and n&cj are greater than m;
3. n&cj= fam(ch) and ch>cj ;
4. n&cj= fam(ch) and ch<cj ;
5. n&cj= fam(cj);
6. n&cj< fam(ck) (which in turn is smaller than fam(ci) for all i<k).
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As we switch to the set S$, the corresponding set of monomials M$ and, therefore,
the level-family associations may change. Let C be the set of levels that are affected
by the change (in the sense that they are no longer associated with the same
families). Let D be the set of families originally associated with the levels in C.
The fundamental property of the sets C and D is that in all cases either all the
levels in C are not smaller (in cardinality) than each family of D, or all of them are
not larger.
In the first case the thesis follows since numerically this corresponds to substitut-
ing in the sums in (2) ( nn&cj ) for (
n
cj ) and vice versa.
In the cases 25, the set of monomials M$ equals M although the level-family
associations change; in particular all the levels in C will be still associated with
families in D although in a different order. Notice that in these cases all the levels
in C contribute only to the second sum. By the fundamental property noted above,
the sum does not change.
In the case 6, n&cj is smaller than m and thus contributes to the first sum,
whereas cj would contribute to the second sum. But in this case all levels in C are
smaller than all families in D and thus the thesis follows. K
This invariance of the Hilbert function by ‘‘reflections’’ of levels implies, for
instance, that all the functions whose zero set can be taken to the zero set of the
same threshold function via reflections of levels, have the same Hilbert function.
Notice that the vice versa is not true; for instance, the two functions of seven
variables whose zero sets are respectively S1 _ S3 and S2 _ S5 have the same
Hilbert function but their zero sets are not equal modulo reflections of levels. On
the other hand it is easy to prove that if two symmetric functions have the same
Hilbert function, their zero sets must be made of the same number of levels.
The results proven in this section suggest a grading of symmetric functions based
on their Hilbert functions. In this grading functions whose zero set is a single level
are at one extreme, since their Hilbert functions are the smallest possible. The
threshold functions are at the opposite end, as the functions with the highest
possible values of the Hilbert function; recall that the idea of the Hilbert function
as a way to measure the distance (in some sense) of a function from a threshold
function was already suggested in Section 2.
Last but not least we wish to explore a very interesting aspect suggested by the
proof of Lemma 3.3. As was already observed, that proof presents a way to reduce
the computation of the Hilbert function of the zero set of a function f to the same
task for functions that in some sense are easier to deal with. More precisely,
HS( f )(m)=HS( f0 )(m)+HS( f1 )(m&1),
where f0 and f1 are the function f restricted to the points that have respectively a
0 and a 1 in the last coordinate. The caveat though is that this decomposition can
not be used always. In the proof of Lemma 3.3 itself, the reduction was used only
as long as the submatrices were rectangular. The case of square matrices corre-
sponds to functions for which the computation of the Hilbert function is trivial;
therefore it is acceptable that we do not try to further simplify that case, albeit
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perhaps mathematically not too satisfactory. When we turn to the general case, the
reduction works only for functions whose levels of zeroes are ‘‘as low as possible,’’
i.e. that have been reflected below wn2x whenever possible.
Experimental analysis (we used [2]) suggests that the reduction used in the
proof of Lemma 3.3, completed with reflections of levels, is the way to build the sets
of initial monomials of the Gro bner bases for the zero sets of symmetric functions.
Thus we conjecture that the reduction has stronger properties than those we have
used in the proof of Lemma 3.3. Of course, before embarking in such a study, one
should make sure that those sets are invariant under reflections of levels. Again
experimental analysis makes us rather confident that this is the case. In view of the
richer information content of Gro bner bases these aspects would be quite interest-
ing and might lead to some understanding of the mapping T.
5. AN APPLICATION
As an application of Corollary 3.7 we generalize the results of nonapproximabi-
lity given in [10] for majority, parity, and the Modl functions by studying the class
of symmetric functions that accept a constant fraction of points of the Boolean
cube. The technique at issue proves that any one of these functions is not well
approximated by any set of degree o(- n), only if the Hilbert function H(m) at
m=n2&o(- n) is significantly larger than half of the zero set of the function, or,
in other words if H(m) is a constant fraction of 2n&o(2n) (see Section 2 for more
details).
Therefore, we wish to characterize functions that have these properties.
First notice that, according to Corollary 3.7, 2H(m)&|S| is minimal for sets S of
the form
S= .
L
k=0
(Sc wn2x+k _ Sc wn2x&k),
for some Lwn2x (the levels Sci , i>m, contribute only in part to H(m)).
Therefore, we first look at substantially different sets S that do not consist of
contiguous levels symmetric around n2. The invariance of the Hilbert function by
reflections of levels and by rotations of the whole cube enables us to suppose that
if S contains Sck for k>n2, it also contains Sn&ck , and that it contains at most
1
2 |S|
points with more than n2 ones in their coordinates.
Let |S|=k } 2n+o(2n), and let S and S> denote the two sets:
S={w # S | |w|\n2= ,
S>={w # S | |w|>\n2= .
As we have already noticed, we can assume that |S ||S> |.
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Proposition 5.1. Let k1 and k2 be two constants such that 0k1<k2<1,
and let f : [0, 1]n  [0, 1] be a symmetric Boolean function whose zero set S, after
reflections of levels and possibly a rotation of the whole cube, is such that
|S |=(k2+o(1)) } 2n,
|S> |=(k1+o(1)) } 2n.
Then, the nonzero set of f cannot be approximated by any degree-o(- n) set with less
than a constant fraction of mistakes. Precisely,
E>(k2&k1) } 2n&o(2n).
Proof. First observe that, for m=n2&o(- n), HS(m)k2 } 2n&o(2n). This
estimate is based on Corollary 3.7 and on the consideration that any level between
Swn2x and Swn2x&o(- n) has o(2n) points, as follows from an approximation of ( nwn2x)
via Stirling’s formula. Hence, using Smolensky’s approximation we obtain
E2HS(m)&|S|
2(k2 } 2n&o(2n))&(k1+k2+o(1)) } 2n
=(k2&k1) } 2n&o(2n).
Since we have assumed that the two constants k1 and k2 are such that k2>k1 , the
above result implies that [0, 1]n"S cannot be approximated by any degree-o(- n)
set with less than a constant fraction of mistakes. K
Notice that this proposition applies to Maj, the majority function, and, if n is
odd, to parity (the function that accepts all strings with an odd number of ones),
which correspond to the case k2= 12 and k1=0. Proposition 5.1 also applies to the
functions Modl for l |3 n and to their negations, since their zero sets can be taken,
via reflections of levels, to subsets of majority. In particular, for the functions Modl
we have k2=1l and k1=0, while their negations correspond to the case k2= 12 and
k1= 12&1l.
As further examples of functions to which Proposition 5.1 applies, consider all
functions whose set of zeroes is the intersection of the set of zeroes of Maj and of
that of any symmetric function which rejects, among other points, 3(2n) points
with less than n2 ones in their coordinates. These functions have the same zero sets
and, therefore, the same Hilbert functions as the restrictions of Maj to symmetric
subsets of the Boolean cube. For instance, one can consider Majeven , the function
whose set of zeroes is the intersection of the set of zeroes of Maj and of that of
parity, and Majodd whose zero set is the intersection of the zero set of Maj and that
of the negation of parity. For all these functions we can apply Proposition 5.1 to
derive, over any field of zero characteristic, the same nonapproximability results
derived in [10] for Maj.
On the other hand, the complexity of the restrictions of Maj to general subsets
of the Boolean cube is an open problem that promises to give some better insight
on the difficulty of Boolean functions. Proposition 5.1 is significant only for Maj
restricted to subsets of the cube of cardinality 3(2n) because in that case it yields
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a constant relative error. Unfortunately, it would be more interesting to study Maj
restricted to subsets of the cube of cardinality o(2n).
In order to generalize the above nonapproximability results to all symmetric
functions that accept (and, hence, reject) a constant fraction of points of the
Boolean cube, we should study the case k2=k1 which corresponds to Boolean func-
tions whose zero set, after reflections of levels and rotations of the whole cube, is
such that
|S |=(k+o(1)) } 2n,
|S> |=(k+o(1)) } 2n.
At the moment we are able to settle some special cases, which include the Modl
functions when l | n and, therefore, also parity when n is even, and the negations of
these functions. The zero sets of these functions fall into two classes: for one class
the bound on the error of the approximation depends on the fact that the Hilbert
function at m=wn2x&o(- n) is HS(m)=|S|; for the other it follows from the fact
that the Hilbert function below and at m is maximal, in the sense that, for any S$
such that |S$|=|S|, HS$(r)=HS(r) for all rm.
Proposition 5.2. Let f : [0, 1]n  [0, 1] be a symmetric Boolean function
whose zero set S is such that
|S |=|S> |=(k+o(1)) } 2n,
with k<12. Furthermore, assume that
(*) if the sequence Sc , Sc+1 , ..., Sc+T&1 3 S, with c>0 and c+T&1m,
is maximal in the sense that Sc&1 , Sc+T S, then there are at most T
adjacent levels Sc&T&1 , Sc&T , ..., Sc&1 S.
Then the nonzero set of f cannot be approximated by any degree-o(- n) set with less
than a constant fraction of mistakes. Precisely,
E>2k } 2n\o(2n).
Proof. Let m=wn2x&o(- n). We can assume, without loss of generality, that
Sm , Sn&m 3 S. Indeed, the Hilbert function of any subset of S is bounded above by
the Hilbert function of S; thus, any lower bound for S"(Sm _ Sn&m) is a lower
bound for S.
Similarly, we disregard levels between Sm and Sn&m . Since each one of them has
at most o(2n) points (see above for a brief discussion of this bound), these levels do
not contribute significantly to the cardinality of S.
Recall that S has been arranged so that for all c>n2, if Sc /S, then Sn&c /S.
Thus Hypothesis (*) in the statement of the proposition, together with the fact that
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Sm , Sn&m 3 S, guarantees that all levels contribute fully to the value of HS(m), i.e.
in expression (4) in Corollary 3.7
min {\ nci+ , \
n
fam(ci)+==\
n
ci+
for all i=im+1, ..., k. Therefore,
HS(m) :
c<m, ScS
\nc++ :c>n&m, ScS \
n
c+=|S|&o(2n)
and
E>2HS(m)&|S||S|&o(2n)=2k } 2n\o(2n). K
Proposition 5.2 applies to parity when n is even and in general to the Modl func-
tions when l | n. Notice that the zero sets of these functions are perfectly symmetric
with respect to n2. Anyway the proposition encompasses more general cases, in
which symmetry with respect to n2 is not perfect.
The next proposition takes care of the negations of the above functions.
Proposition 5.3. Let f : [0, 1]n  [0, 1] be a symmetric Boolean function
whose zero set S is such that
|S |=|S> |=(k+o(1)) } 2n,
with k<12. Furthermore, let m=wn2x&o(- n) and assume that
1. if h is the smallest non negative integer such that Sm&h S, then S also
contains h levels between Sm and Sn&m ( for h=0 the condition reduces to Sm S);
2. if the sequence Sc , Sc+1 , ..., Sc+T&1 S, with c>0 and c+T&1m&h,
is maximal in the sense that Sc&1 , Sc+T 3 S, then there are at most T adjacent levels
Sc&T&1 , Sc&T , ..., Sc&1 3 S;
3. S is symmetric with respect to n2.
Then, the nonzero set of f cannot be approximated by any degree-o(- n) set with less
than a constant fraction of mistakes. Precisely,
E>(1&2k) } 2n&o(2n).
Proof. This result is based on the fact that, according to Corollary 3.7, HS(m)
is maximal for S and m as in the statement. Indeed, for each c<m such that
Sc 3 S, there exists d>m, n&d>c, such that the family of monomials of degree c
is associated with it, and thus contributes to the second sum in (4) of Corollary 3.7.
Therefore,
HS(m)= :
m
i=0 \
n
i+=2n&1&o(2n)
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and
E>2HS(m)&|S|=2 } 2n&1&2k } 2n&o(2n)=(1&2k) } 2n&o(2n). K
Proposition 5.3 settles the cases of the negations of Modl when l | n and of the
negation of parity for n even.
Condition 3 can be weakened. The proof is still valid if S is not perfectly sym-
metric with respect to n2 so far as for each c<m such that Sc 3 S, there exists
d>m such that n&d>c and the family of monomials of degree c can be associated
with it.
We finally consider sets S much closer in shape to the worst case singled out at
the beginning of this section.
We first give a criterion for a symmetric subset S of the Boolean cube to be such
that |S|=k } 2n+o(2n) for k<1.
Remember that each level between Swn2x&o(- n) and Swn2x+o(- n) has at most
o(2n) points (see above for a brief discussion of this bound). Therefore these levels
do not contribute significantly to the cardinality of any symmetric set S which
contains a constant fraction of points of the Boolean cube and so it is irrelevant
whether S contains such levels or not.
Any symmetric subset of the cube with o(- n) levels is too small, because even
the biggest of levels Swn2x has roughly 2n- n points (again using Stirling’s
approximation), and thus |S|=o(2n).
So consider a set S with a number of levels of the order of - n.
Proposition 5.4. Let S be the zero set of a Boolean function f, of the form
S= .
L
k=0
(Sc wn2x+k _ Sc wn2x&k ),
where L is of the order of - n. Then |S| is a constant fraction of 2n and the nonzero
set of f cannot be approximated by any degree-o(- n) set with less than a constant
fraction of mistakes. Precisely,
E>3(k } 2n).
Proof. Since the level Swn2&- nx has a number of points of the order of 2n- n,
S has k } 2n elements (for some k<1). By Corollary 3.7,
HS(m)= :
wn2x&o(- n)
k=wn2x&2L&o(- n) \
n
k+ .
Besides,
|S|=2 :
wn2x&o(- n)
k=wn2x&L&o(- n) \
n
k+
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and any degree-o(- n) set approximates [0, 1]nS with an error E such that
E>2HS(m)&|S|=2 :
wn2x&L&o(- n)
k=wn2x&2L&o(- n) \
n
k+
L \ nwn2x&2L&o(- n)+=3 \
2nL
- n+=3(k } 2n). K
Notice that if the number L of levels is of the order of n (e.g., nl) we would have
|S|=2n&o(2n). This is a consequence of the fact that n2&nli=0 (
n
i )=o(2
n). Thus,
the functions with such a zero set can be approximated by any constant polynomial
with a relative error of order o(1).
Therefore, to further generalize the nonapproximability result of the above
proposition, one should study zero sets S with a number of levels of the order of
n=, with 12<=<1.
6. CONCLUSIONS AND FUTURE WORK
We have exposed some limits of the information content of the Hilbert function
as a tool to derive complexity bounds. We have emphasized that it would be more
informative looking at the Gro bner bases of zero sets of functions. One should
perhaps start looking at Gro bner bases for symmetric functions. As suggested in
Section 4 a possible tool that one might exploit to this end is the reduction used in
Lemma 3.3. The reduction yields the initial monomials of the reduced Gro bner
basis in a straightforward way, provided that they are invariant under reflections of
levels (Gro bner bases are clearly not).
A better understanding of Gro bner bases seems to be mandatory if one is to shed
light over the mapping of general Boolean functions to monotone ones. Indeed, we
have shown that having the same Hilbert function is a necessary but not sufficient
condition for two functions to be mapped to the same monotone one. On the other
hand, the set of initial monomials of the Gro bner basis obviously contains the
necessary information.
With respect to the applications illustrated in the last section, it might be interest-
ing to understand whether the nonapproximability results we are able to prove
could be generalized to all symmetric functions accepting a constant fraction of
points of the Boolean cube.
These applications might also suggest to study, as a next step, functions with
smaller zero sets. Smolensky’s technique does not seem to be useful to prove that
any approximation by low-degree sets would result in a constant number of errors
in this case. This depends on the fact that the difference 2H(m)&|S| that bounds
the error from below would be o(2n) and, thus, the relative error would tend to
zero.
Moreover, as we have already noticed, it might be interesting to study the
majority function restricted to subsets of the cube of cardinality o(2n), perhaps
trying to approximate the nonzero sets with sets of smaller degree. Again this does
not seem to be a profitable research direction, unless one can provide better
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approximations and bounds for the growth of binomials and their sums than those
known (to us). This leads us to think that one would not have better luck looking
at nonsymmetric subsets of the cube.
Moving in another direction, one might want to look deeper into Hilbert func-
tions, determining what they look like for nonsymmetric Boolean functions. It is
not clear whether the techniques we used for the symmetric case could be adapted
to work more in general for the nonsymmetric one. Common sense suggests that it
cannot be so, but the geometric peculiarities of the Boolean cube that we have
discovered so far might reserve some surprises. The central question is whether the
levels of points still preserve some autonomy (so to speak) from each other even
when only subsets of them belong to the zero set of a function. Again intuition says
that the positions of zeroes within a level might make a big difference, but the nice
geometry of the cube might make up for that too.
Moreover, one might be interested in investigating what information is given
by Hilbert functions computed over fields with finite characteristic. It is known
(see [9]), for instance, that in such fields sets computed by ACC[MODpr] circuits
are well approximated by polynomials of degree o(- n). Thus, knowledge on the
behavior of the Hilbert function in fields with finite characteristic could be applied
to prove lower bounds by exploiting nonapproximability results like those we
proved in Section 5.
The Hilbert function of any set S computed in finite characteristic certainly grows
at most as the Hilbert function of the same set in zero characteristic (because in the
former case more polynomials turn out to be equivalent). The ‘‘distance’’ between
levels in the zero set of f becomes relevant if k has finite characteristic (by ‘‘dis-
tance’’ between levels Sc and Sd we mean here |c&d | ), whereas in the case we have
studied what mattered was rather the distance of a level from n2. Among other
things, this implies that the Hilbert function is no longer invariant under reflections
of levels. Thus, in a field with nonzero characteristic, the Hilbert function is
sensitive to different structural properties of the zero sets.
Finally, keeping in mind the linear algebra character of the proofs in this paper,
one might question altogether the Smolensky inspired approach to the study of
lower bounds. Some literature shows that in this field other properties of matrices,
besides the property of having full-rank which we study here, are relevant for
complexity issues.
For instance the matrices we study, as tools for the analysis of vector spaces of
polynomials over specified sets of points, are meaningful in the approach to
approximability questions of [6]. Here the study of the inverse matrices and their
2-norms is of particular interest because they give information on stability proper-
ties of the bases [6]; if a basis satisfies some specific stability conditions, one can
use criteria (scalar product estimates) for establishing lower bounds for the size of
weighted thresholds of the basis functions.
As a further example, [7] proves an exponential lower bound for some family of
circuits by evaluating variation ranks and inverse norms of communication
matrices. Similarly, in [1], matrix analysis yields a lower bound for a coin weighing
problem and, as a by-product, a generalization of a bound on weights for threshold
gates.
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Therefore, one might conclude that in order to obtain sharper tools for the
extraction of complexity bounds it would be interesting to extend our linear algebra
results, focusing on different properties of matrices as a first step, maybe trying a
more variegated analysis of ranks, both of the matrices and their inverses, and
broadening the scope of the research also to nonsymmetric subsets of the Boolean
cube.
APPENDIX
A.1. Gro bner Bases
The following definitions and classical results illustrate the mathematical rela-
tionship between Hilbert functions and Gro bner bases. Before defining the latter we
need to review the notions of monomial ordering and monomial ideal.
Definition A.1 (Monomial ordering). A monomial ordering on k[x1 , x2 , ..., xn]
is any relation > on the set of monomials x:, : # Zn0 , that is a total and well-
ordering on Zn0 and such that if :>; and # # Z
n
0 , then :+#>;+#.
Since we only have to deal with multilinear monomials, any monomial + over n
variables can be associated with a string _+ # [0, 1]n that has a one in the j th coor-
dinate if and only if xj divides +. This suggests working with the usual lexicographic
ordering; i.e., given two monomials + and &, +<& if _+<_& as binary numbers.
Notice that it is a monomial ordering.
Definition A.2 (Monomial ideal). An ideal I/k[x1 , x2 , ..., xn] is a monomial
ideal if there is a subset AZn0 (possibly infinite) such that I consists of all poly-
nomials which are finite sums of the form : # A h:x:, where h: # k[x1 , x2 , ..., xn].
A classical theorem by Macaulay [8] proves that the computation of the Hilbert
function of a polynomial ideal I can be reduced to the computation of the Hilbert
function of its ideal of leading terms. Given a monomial ordering (say *) let the
leading term of a polynomial p # k[x1 , x2 , ..., xn] be the term associated with its
largest monomial with respect to *. Then, for any ideal I, we can define its ideal of
leading terms as the ideal (LT(I )) generated by the set LT(I ) of all leading terms
of elements in I. It is a monomial ideal. Macaulay proved that for any ideal
Ik[x1 , x2 , ..., xn], and for any monomial ordering, the monomial ideal (LT(I ))
has the same Hilbert function as I.
Notice that if we are given a finite generating set for I, say I=( f1 , f2 , ..., fs) ,
then (LT( f1), LT( f2), ..., LT( fs)) and (LT(I )) may be different ideals. In fact
(LT( f1), LT( f2), ..., LT( fs))(LT(I )), but the inclusion can be strict. Gro bner
bases are generating sets for which this does not happen.
Definition A.3 (Gro bner basis). A finite generating set G=[g1 , g2 , ..., gt] for
an ideal I is said to be a Gro bner basis if
(LT(g1), LT(g2), ..., LT(gt)) =(LT(I )) .
23HILBERT FUNCTION OF SYMMETRIC FUNCTIONS
Equivalently, a set [g1 , ..., gt]I is a Gro bner basis of I if and only if the lead-
ing term of any element of I is divisible by one of the LT(gi)’s.
Note that, although a given ideal may have many Gro bner bases, it has a unique
reduced Gro bner basis, i.e. a unique Gro bner basis G that only contains monic poly-
nomials and such that for all p # G, no monomials of p are divisible by any
monomial in (LT(G"[ p])).
A.2. Proof of Proposition 3.5
Here we describe in full the final part of the proof of Proposition 3.5.
It must be proven that the matrix A(k) of the system obtained computing the
linear combination (3) on points Pc1 , ..., Pck (Pci # Sci ) has a nonzero determinant.
We do it by induction on k, using a transformation (based on properties of the
binomial coefficients) that does not change the rank of the matrix.
Arrange the matrix so that the columns correspond in the order, from left to
right, to the monomials of degree m, m&1, ..., m&k+1, as in (3). Also order the
rows so that they correspond, top to bottom, to points with an increasing number
of ones.
The crux is to observe that the element A (k)i, j of the matrix is (
ci&$
m& j&$), with the
convention that, if a<b, ( ab)=0. Then, for each j=1, ..., k&1,
A(k)i, j =
ci&m+ j
m&$& j+1
} A (k)i, j+1 .
If, for each j=1, ..., k&1, we subtract from column j column j+1 multiplied by
(c1&m+ j)(m&$& j+1), the generic element of the transformed matrix A (k)
becomes
A (k)i, j =
ci&c1
m+$& j+1
} A (k)i, j
for all j=1, ..., k&1. Thus, the first k&1 elements of the first row are annihilated.
The element A (k)1, k=A
(k)
1, k is nonzero, as all the elements of the antidiagonal of
A(k). Indeed, by the way M has been built and by the hypothesis that M=Mcons ,
m&k+i<ci .
The submatrix consisting of the last k&1 rows and the first k&1 columns can
be seen as the product of three matrices,
D(k&1) } A(k&1) } 2(k&1),
where D(k&1) is a nonzero (k&1)_(k&1) diagonal matrix whose element D (k&1)i, i
is ci+1&c1 , 2(k&1) is also a nonzero (k&1)_(k&1) diagonal matrix whose ele-
ment 2 (k&1)i, i is 1(m&$&i+1), and A
(k&1) is a k_k matrix analogous to A(k) but
written for a system in which monomials of degrees m, m&1, ..., m&k+2 and
levels Sc2 , Sc3 , ..., Sck have been considered.
By induction the thesis follows, since all the elements of the antidiagonal of A(k)
are nonzero. K
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