Towards automated instrument management for lake monitoring systems by Tilak, Sameer et al.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
Proceedings of the 7th International Conference on HydroScience and Engineering 
Philadelphia, USA September 10-13, 2006 (ICHE 2006) 
ISBN: 0977447405 
 
Drexel University 
College of Engineering 
 
 
 
 
Drexel E-Repository and Archive (iDEA) 
http://idea.library.drexel.edu/   
 
 
Drexel University Libraries 
www.library.drexel.edu 
 
 
 
The following item is made available as a courtesy to scholars by the author(s) and Drexel University Library and may 
contain materials and content, including computer code and tags, artwork, text, graphics, images, and illustrations 
(Material) which may be protected by copyright law. Unless otherwise noted, the Material is made available for non 
profit and educational purposes, such as research, teaching and private study. For these limited purposes, you may 
reproduce (print, download or make copies) the Material without prior permission. All copies must include any 
copyright notice originally included with the Material. You must seek permission from the authors or copyright 
owners for all uses that are not allowed by fair use and other provisions of the U.S. Copyright Law. The 
responsibility for making an independent legal assessment and securing any necessary permission rests with persons 
desiring to reproduce or use the Material. 
 
 
Please direct questions to archives@drexel.edu 
 
TOWARDS AUTOMATED INSTRUMENT MANAGEMENT FOR LAKE 
MONITORING SYSTEMS* 
Sameer Tilak1, Kenneth Chiu2, Tony Fountain3, Tim Kratz4, Peter Arzberger5, Barbara Benson6 
 
 
ABSTRACT 
 
For large-scale environmental observatories, managing sensors/instruments is a labor-
intensive and knowledge-intensive process. This encompasses deployment, configuration, 
calibration, integration into observing system, monitoring (e.g., determining instrument 
status), and remote interaction (e.g., changing sample rates, requesting data). In this 
paper, we propose a flexible and extensible data and metadata management architecture 
for a lake monitoring observatory deployed at Long Term Ecological Research (LTER) 
site at the Trout Lake Station (TLS). The proposed system automates instrument 
management via novel cyberinfrastructure tools. To that end, metadata plays several roles 
within the information system for a variety of operations namely, instrument deployment, 
maintenance, system configuration, quality assurance, data discovery, data analysis, and 
data visualization. 
 
 
1. INTRODUCTION 
 
Comparative studies of lakes have become critically important for the study of global 
carbon balance, understanding the effect of climatic changes and land usage on the 
quality and quantity of fresh water. The Global Lake Ecological Observatory Network 
(GLEON; www.gleon.org) is a grassroots network of limnologists, information 
technology experts, and engineers who have a common goal of building a scalable, 
persistent, international network of lake ecology observatories. These observatories 
consist of buoys instrumented with sensing devices which are capable of sensing key 
limnological variables and making them available at real-time for comparative studies 
and analysis. To that end, wireless sensor networks are playing a key role by collecting 
high quality, spatially and temporally pervasive data sets. The GLEON mission is to 
understand and predict responses of lake ecosystems to natural processes and human 
activities at regional, continental, and global scales. The large-scale, distributed, and 
autonomous nature of these observatories poses significant information technology 
challenges. In this paper, we address one such challenge namely, instrument 
management, which we now describe in detail. 
 Instrument management is a central task in observing systems. This encompasses 
deployment, configuration, calibration, integration into observing system, monitoring 
(e.g., determining instrument status), and remote interaction (e.g., changing sample rates, 
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requesting data). Instrument management includes both coupled computational 
components (e.g., the bidirectional symbiotic relationship between simulation models and 
instrument operations) as well as traditional operator-directed instrument control. 
Instrument management cuts across all observing systems and represents a unifying set of 
interaction models for all groups. 
          A core activity in building and maintaining an observing system is bringing a new 
instrument or site into an existing network. The general problem encompasses 
coordination between field engineers and central network administrators to install a new 
device and ensure that the complete data/control path is functioning properly. This 
problem can be decomposed into the following tasks:  (1) getting the device physically 
located at the site, (2) plugging the device into the network, (3) configuring and 
calibrating device parameters, (4) reprogramming the data acquisition device (datalogger) 
to make it aware of the new sensor and also to enable it to acquire data from this sensor, 
(5) updating the network administration system so that it is aware of the device and 
capable of control actions and data acquisition, and (6) performing various QA/QC 
checks to ensure system integrity.  The goal is to automate this process as much as 
possible and thus reduce requirements on field engineers and administrators. Automating 
would require maintaining necessary metadata and allowing services to access it.  
          The current approach comprises of a series of manual steps starting from adding a 
new sensor till it is setup for real time monitoring of data. These manual steps along with 
the paper/Excel based format for sensor metadata representation does not allow the 
system to scale well in a scenario where sensors have to be added or replaced frequently 
for experimental purposes. This paper describes an approach for automating the process 
of sensor detection, sensor configuration and defining a system to support sensor 
metadata towards meeting the above mentioned challenges. We use a service-oriented 
architecture (SOA)-based approach to automate the instrument management. 
 
 
2. BACKGROUND AND RELATED WORK 
 
SOA principles provide the engineering framework for building large, loosely coupled, 
distributed systems and have been applied in a variety of industrial and, more recently, 
scientific domains. SOA-based architectures for observing systems have been developed 
in the context of NEON (Network and Informatics Baseline Design document (Baru et al. 
2006)) and implemented in the USArray project (Cotofana et al. 2006). 
SOA promotes use of standard interfaces and protocols that allow developers to 
encapsulate information tools as services that clients can access without knowledge of, or 
control over, their internal working (Foster 2005). Our SOA approach to observing 
system cyberinfrastructure exposes key resources, including data, analysis, and 
administration, as modular self-describing components that can be orchestrated into 
complex workflows and applications (Cotofana et al. 2006). Resource Description 
Framework (RDF) [12], along with ontologies, has been extensively used for the 
development of the semantic Web. There are several applications, which provide 
interfaces/API for using RDF and the RDF query language. Along with these, 
applications such as NewsMonster [11] and Pics [11] have been extensively using RDF 
for aggregating information over the web. Thus RDF has been used for enhanced 
collaboration across the web using shared metadata. 
 
 
3. EXPERIMENTAL TEST BED 
 
We now briefly describe a typical sensor network setup for environmental and ecological 
monitoring applications. As an example, we describe the set-up at Trout Lake Station, 
which is part of the North Temperate Lakes (NTL) LTER in northern Wisconsin. At TLS, 
scientists have deployed instrumented buoys in lakes to monitor key limnological 
variables. Each buoy is solar-powered and hosts a datalogger. Typically, a digital or an 
analog sensor is connected to a datalogger device, which acts as a simple computer to 
drive the sensor and store the results. The datalogger is equipped with a wireless radio, 
allowing it to be periodically polled for data transfer. At TLS a datalogger is connected to 
20 sensors, and the buoy is instrumented with sensors to measure variables including 
dissolved oxygen (DO), water temperature, wind speed/direction, and precipitation. As a 
specific case study, we focus on automating the installation of a new sensor. In order to 
deploy the sensors the scientist goes out to the field. Therefore it is important to make 
sure that sensor network configuration in terms of sensor placement, sensor reporting 
frequency, sampling variables etc. is correct. However, the process of manual 
reconfiguration is not scalable and is error-prone. To address this challenge we have 
developed an integrated suite of cyberinfrastructure and embedded cyberinfrastructure 
tools for automating management processes based on service-oriented architecture 
principles. 
 
 
4. DESIGN GOALS 
 
4.1 Scalability 
 
We define scalability as a measurable and acceptable reduction in performance with 
increase in the size (scale) of the system. There are multiple fronts on which we address 
scalability. Firstly, the way in which a sensor is added or replaced involves manual 
intervention making it a slow process that does not scale well. Future needs suggest an 
increase in the number of sensors and the frequency with which the sensors might be 
replaced for experimental purposes. It is critical that the entire process scales well for the 
success of these experiments. Secondly, currently we consider that the datalogger does 
not have more than 10/20 sensors connected. It is very likely in the near future that this 
number may increase to a few hundreds. The process of sensor auto-detection should 
support this increase in the number of sensors with an acceptable degradation in 
performance. Thirdly, this increase in the number of sensors will increase the size of 
metadata that needs to be stored. It is important to make sure that the system scales 
gracefully to this increase in size of the metadata. 
 
 
4.2 Response Time 
 
It is the time taken by the auto-detection process to detect a new sensor, and should be in 
an acceptable range. As the number of sensors increases the time taken for this detection 
should scale well. For example, the entire process of sensor auto-detection, sensor 
configuration and data downloading should be of an order of a few minutes to be in an 
acceptable range and not hours. 
 
4.3 Extensibility and Interoperability 
 
As mentioned earlier, GLEON consists of a network of distributed autonomous 
observatories. This means that the resources such as sensors, metadata information 
repositories, and datasets are both distributed and autonomous. Each site can have its own 
way of representing data, metadata, and might have different resource access and 
allocation policies. Therefore, the system should not be specific to any one particular lake 
observatory. It should be possible to deploy our system on any lake observatory with 
minimal or no changes. This makes it critical for the interfaces provided for the 
automation process to be data format and database schema independent. 
 
4.4 Accommodation of Legacy Architecture 
 
Scientists have invested time and money to build and use the existing infrastructure. The 
decision to use our system should not result in major technical changes, which involve 
more time and money. This makes it important for our system to support the legacy 
infrastructure that is in use. 
 
 
5. CURRENT ARCHITECTURE 
 
We now describe a scenario where a technician receives a sensor that needs to be 
deployed at a buoy. First the sensor is calibrated and checked against basic faults. This 
calibration and testing is performed in the laboratory and the data is documented in an 
excel sheet. Then the technician stops the module responsible for receiving data and the 
datalogger itself. These steps are necessary since we need to reprogram the datalogger to 
detect the new sensor and acquire data from it. Then datalogger is reprogrammed with the 
new sensor configuration using the aforementioned calibration data. Then the data 
database tables are reconfigured before the data can be deposited into the database.  
In this approach, the process of senor detection, sensor configuration and metadata 
representation involves multiple numbers of manual steps. A process with such a high 
level of manual intervention does not scale well as the number of sensors increase 
making it a bottleneck. The future demands a support for increase in number of sensors 
and the frequency with which sensors could be added or replaced for experimental 
purposes. We address the challenges mentioned above in the following section. 
 
 
6. PROPOSED ARCHITECTURE 
 
Our proposed architecture consists of a number of components. 
 
 
 
Figure 1 Cyberdashboard for GLEON Instrument Management 
 
 
 
 
 
 
 
 
 
 
 
Figure 2 Deployment Diagram 
 
The AARS aims at addressing the issue of sensor detection, configuration and metadata 
representation with the help of a service-oriented architecture. We describe a typical use 
case scenario as depicted Figure 2. 
Cyberdashboard: It is an integrated user interface designed to provide an intuitive and 
comprehensive view into system status and operations, as well as control functions over 
various system resources, including data streams and instruments. It includes a portal 
built around GridSphere [10]. One of the functionality included in this portal is a 
configuration wizard. Before deploying a new instrument, a field-technician specifies the 
associated metadata (such as instrument id, sampling frequency etc.) using the 
configuration wizard. This data gets stored in the Automatic Acquisition Reconfiguration 
System (AARS) Metadata Repository (Figure 2). Once the instrument is deployed, the 
instrument agent running on a laptop that is physically collocated with the datalogger first 
auto-detects the new instrument and then it queries this metadata using Web Services, 
which we describe below. 
 
6.1 Instrument Agent 
 
AARS Instrument detection agent is responsible for the auto detection of sensors. The 
instrument detection routine works by polling all possible instrument addresses, noting 
when new instruments have been added. This routine runs in the datalogger itself, and is 
uploaded to the datalogger by the instrument agent. This polling routine polls the 
addresses by sending a send identification instruction to the addresses. If a sensor is 
present at an address being polled it responds with its sensor identifier. If no sensor is 
present at the polled address we get a value which indicates the absence of a sensor at 
that address. The sensor identifiers and values indicating absence of a sensor are stored in 
the form of binary data in the final storage area of datalogger. The instrument agent 
decodes the data from binary format to ASCII text format. For each newly added sensor 
the instrument agent verifies if metadata for the sensor is present in the internal cache 
maintained by it. If metadata about a sensor is not present it is retrieved from the 
metadata repository. Program running on the datalogger is responsible for reading data 
from the connected sensors. These data values are also stored in the final storage area in 
binary format. They are decoded by the instrument agent and then stored in the database. 
The instrument agent internally maintains state of the datalogger addresses and the 
sensors present at the addresses. The information that the instrument agent keeps consists 
of sensor ids and their channels. The instrument agent periodically polls the datalogger to 
check the final storage for binary data. The instrument agent uses the internal state and 
the decoded binary data to check if any existing sensors have been removed or whether 
any new sensors have been added. It will update its internal state to reflect these changes. 
If it is just data that is being retrieved from the sensors it is decoded from the binary 
format and stored in a database. 
 
6.2 Instrument Management Web Service and AARS Metadata Repository 
 
If the instrument agent detects presence of a new sensor, it performs a series of steps, 
which we describe below. First, it needs to know the metadata for the newly detected 
sensor. It then retrieves the sensor metadata from the AARS Metadata Repository by 
invoking a Web service. A parameter to this Web service invocation is the identifier of 
the new sensor (obtained in the last step). The Web services allow the user to store 
metadata and allow the instrument agent to retrieve the stored data and metadata. Using 
this metadata, the Instrument detection agent generates the program to reprogram the 
datalogger and uploads in on the datalogger. After this the Instrument detection agent is 
ready for receiving data and storing it in the backend database.  
 The goal of the AARS Metadata Repository is to make the sensor metadata 
digitally available. We decided to use RDF to represent sensor metadata to enable 
resource discovery. We have used Jena [8] to store and retrieve the metadata. Jena is a 
Java framework for building Semantic Web applications. Jena provides a set of API's for 
working with ontology models and also for manipulating RDF models for providing 
persistent storage of RDF data in relational databases. In our implementation, we have 
used MySql as the backend database [9]. During our experimentation, we found that the 
response time of the Jena was in an acceptable range even with the increase in the size of 
metadata. 
 
6.3 Production and Testing Environments 
 
These are two parallel instantiations of the data acquisition software infrastructures. Data 
from the preliminary environment is used primarily by observing system administrators 
and technicians for the purpose of configuration, system testing, and data quality 
assurance/quality control (QA/QC). The production environment is meant for actual 
domain scientists.  
 
 
6.4 Data Quality Screening Agents 
 
A crucial component of research based on data streaming from sensors is that the quality 
of the data be known. The large volumes of data will require automation of the quality 
assurance (QA) and quality control (QC) processing (Estrin et al. 2003, Cerpa et al. 
2001).  Modern sensor network QA/QC agents should be able to monitor the sensor 
operation continuously, spot abnormal data readings, and provide information so that 
appropriate actions can be taken to mitigate any potential problems.  A group of 
researchers and information processing specialists are working to develop a set of 
sophisticated, context-dependent intelligent agents capable of using disparate data 
sources to learn, make decisions, and provide early warning of sensor malfunction, 
instrument drift, or novel relationships among sensor data. The typical data quality 
screening in the NTL-LTER project had been automated range checking performed by 
database triggers and manual visual inspection of the data.  The manual inspection did 
not scale well as the number of sensors increased, and a number of cases have been 
observed in which data anomalies are not detected through range checking.  Sensor drift 
is an example of an instrument problem that may not be detected by range checking.  
Our approach is to develop a novel, robust metric called probabilistic QA/QC 
metric (PQM) to gauge sensor data quality. Specifically, we associate each observed data 
sample with a probability that it is sampled from a well-behaved sensor under normal 
conditions. Given one or more sensor data time series, PQM may be assessed upon a 
single data sample, or a segment of data samples, or a vector of data samples over 
different sensors. The temporal and spatial multi-scale nature of PQM makes it an 
efficient and effective representation of data quality assessment. To apply PQM to 
determine the probability that a given data sample (or a group of them) is anomalous, one 
strives to identify certain invariant properties that remain largely unchanged during 
normal operations and are likely to be disturbed in case of sensor failure or rare natural 
events. 
 
6.4 Instrument Status Display Portlet 
 
This web-based application enables the buoy technician or data manager to quickly 
determine the status of the multiple sensors deployed on numerous buoys (Fig. A). A 
quick look at the panel of “lights” easily reveals the “red light” situation in which data are 
not flowing from the sensor to the database as expected. Information regarding missing 
data and the automated QA/QC processing of the data is also available via the 
cyberdashboard.  From the summary overview, the staff person can drill down to more 
detailed information when problems are detected.  These tools have significantly 
increased the efficiency of screening for problems and decreased the time between sensor 
or communication problems and the appropriate corrective response. 
 
 
 
 
 
 
 
 
 
Figure 3 View of cyberdashboard portlet for instrument management 
 
 
7. FUTURE ENHANCEMENTS 
 
At present, we support only Campbell CR23X datalogger. In future, we would like to add 
support for more datalogger models as well as dataloggers from more vendors. We will 
also do performance evaluation of Jena by increasing number of sensors as well as 
increasing number of queries. SensorML[13] provides standard models and an XML 
encoding for describing any process, including the process of measurement by sensors 
and instructions for deriving higher-level information from observations. SensorML 
provides a rich set of metadata that can used for discovering sensors deployed within an 
observing system. In future, we plan to incorporate SensorML to describe sensors and 
would like to provide an interface where users can query and discover sensors.  
 
8. CONCLUSIONS 
 
In this paper, we described the proposed data and metadata management architecture of a 
lake monitoring observatory deployed at Long Term Ecological Research (LTER) site at 
the Trout Lake Station (TLS). Instrument management is a central task in observing 
systems. A core activity in building and maintaining an observing system is bringing a 
new instrument or site into an existing network. As the scale of the system increases, 
having a manual process for instrument management is time consuming and error prone. 
The proposed architecture describes our current effort of automating that process and 
shows how metadata plays an important role in the automation activity. 
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APPENDIX 
 
In this appendix we give details of our datalogger reprogramming effort. 
Data logger is a device primarily used to retrieve data from sensors. The module running 
in the datalogger is accountable for polling the ports where sensors are connected and 
reading data from all connected sensors.  The datalogger is programmed using a 
proprietary instruction set provided by the manufacturer of the datalogger [2]. This 
instruction set is determined by the operating system of the datalogger. The instructions 
are identified by an instruction number [3]. Instructions have a certain number of 
parameters which give the datalogger the necessary information to interpret and execute 
the instruction. The instruction set is composed of four parts which are input/output 
instructions, processing instructions, output processing instructions and program control 
instructions. Now we describe a small example which shows how to read from a sensor at 
address 0 and port 1.  
 
"MODE 2\r" 
 "SCAN RATE 10\r" 
 // Set high-res output. 
 "1:P78\r" 
 "1:1\r" 
This is an output processing instruction (P78) with parameter 1 to ensure we get high 
resolution output (4 byte data with 5 significant digits) in the final storage. 
 
 // Turn on output flag. 
 "2:P86\r" 
 "1:10\r" 
Program control instruction 86(do) is used to set the output flag high to ensure values in 
internal storage can be moved to final storage area. 
 
 // Set the array ID of FSA 1 to 501. 
 "3:P80\r" 
 "1:01\r"    // FSA 1 
 "2:501\r"   // Output array ID 
Output processing instruction 80(store area) is used to set the array id to know where we 
are storing data in final storage area and in which final storage area. 
 
 // Record the start time. 
 "4:P77\r" 
 "1:0020\r" 
Output processing instruction 77(real time) is used to timestamp when we start and stop 
reading. 
 
 // Clear loc 1 
 "5:P37\r" 
 "1:1\r" 
 "2:0\r" 
 "3:1\r" 
Processing instruction 37(multiply value in certain internal storage location with fixed 
value) is used to clear a specific location. This cleared location is used for clearing other 
locations in the program. 
 
 // Loop 1 times to zero-out 1 locations, starting from 1. 
 "6:P87\r" 
 "1:0\r" 
 "2:1\r" 
Program control instruction 87(loop) is to loop and clear as many locations as addresses 
we are polling. This is done so we can store values of the result of identifying instruction 
in internal storage which is then transferred to final storage. 
 
 // Copy from loc 1 to 2++. 
 "7:P31\r" 
 "1:1\r" 
 "2:2\r" 
Processing instruction 31(copy value in one internal storage location to another internal 
storage location) is to clear other locations using a cleared location. This is done as many 
times as specified in the loop instruction parameter. 
 
 "8:P95\r" 
 // End loop 
Program control instruction 95(end) is to end the loop instruction. 
 
 "9:P105\r" 
 "1:0\r"     // Address 0 
 "2:11\r"    // ID command 
 "3:1\r"     // Control port 1 
 "4:2\r"     // Input loc 2 
 "5:1\r"     // Multiplier 
 "6:0\r"     // Offset 
Input/Output instruction 105(SDI-12 recorder) is used with a parameter value specifying 
send identification instruction to a certain address at a specified control port in the polling 
program. This instruction is also used with a parameter value specifying to read 
measurement from a certain address at a specified control port in the reading program. 
 
 // Record the end time. 
 "10:P77\r" 
 "1:0020\r" 
 // Sample 1 location, starting from loc 2. 
 "11:P70\r" 
 "1:1\r" 
 "2:2\r"; 
Output processing instruction 70(sample) is used to copy results of the input/output 
instruction 105 from internal storage to final storage. 
 
We are using a terminal emulator program to communicate with the datalogger. The 
datalogger is in the telecommunications mode. The instructions are loaded as ASCII text 
in the remote keyboard state.  In the remote keyboard state, we opt for the *D mode 
which is used for loading programs. 
