Based on evolutionary computation (EC) concepts, we developed an adaptive Evolutionary Planner/Navigator (EP/N) as a novel approach to path planning and navigation. The EP/N is characterized by generality, exibility, and adaptability. It unies o-line planning and on-line planning/navigation processes in the same general and exible evolutionary algorithm which (1) accommodates dierent optimization criteria and changes in these criteria, (2) incorporates various types of problem-specic domain knowledge, (3) enables good trade-os among near-optimality of paths, high planning eciency, and eective handling of unknown obstacles. More importantly, the EP/N can selftune its performance for dierent task environments and changes in such environments, mostly through adapting probabilities of its operators and adjusting paths constantly even during a robot's motion towards the goal.
environment is perfectly known and they try to search for the optimal path based on some xed criteria (most commonly: the shortest path) by any costs (see [20, 9] for surveys). On-line planners, on the other hand, are often purely reactive and do not try to optimize a path (e.g., [3, 13, 12, 1, 4] ). There are also approaches combining traditional o-line planners with incremental map building to deal with a partiallyknown environment such that global planning is repeated whenever a new object is sensed and added to the map [6, 15, 21] . Such approaches, however, suer from the same inexibility as the traditional o-line planners do. The many advantages of evolutionary computation have inspired the emergence of EC-based path planners. However, early planners often use standard evolutionary algorithms (e.g., [16, 22, 17] ) without being empowered by more domain-specic knowledge. In addition, they often assume discrete search maps derived from known environments and thus they are also inexible like many traditional planners. More recently, there emerged EC-based planners to deal with dynamic environment with parallel implementation [2] and to create diversity in paths [5] .
However, there is still a need for more general, exible, and preferably adaptive planners capable of meeting any changes in requirements and environments. EC provides a promising paradigm for such a general planner, but to be eective, such a planner (1) should be the product of creative application of the EC concept incorporating heuristic knowledge rather than dogmatic imposition of any standard algorithm, (2) should not be limited to searching paths in some xed abstract map structure, and (3) should be able to accommodate or to adapt to diversities and changes in optimization goals, environments, and computing resources.
The EP/N was developed to embody the above ideas for a general, exible, and adaptive planner. It combines the concept of evolutionary computation with problemspecic chromosome structures and operators. Unlike many other planners which need to rst build a discretized map for search, the EP/N simply \searches" the original and continuous environment to generate paths, and there is little dierence between o-line planning and on-line navigation for the EP/N. In fact, the EP/N combines o-line planning and on-line navigation in the same evolutionary algorithm using the same chromosome structure.
Since its rst version [11] , the development of the EP/N system has been an ever living \evolution" process itself: major eort in the past was focused on operators and tness evaluation [18, 14] , and more recently|on system performance and self-tuning [19] . In this paper, we focus on the adaptability of the EP/N system, which is characterized by (1) the adaptability of operator probabilities, and (2) the adaptability of the on-line (real time) navigation process, and we present related new results. Such new development enables the EP/N to deal with changes, unknowns and uncertainties gracefully.
The paper is organized as follows. Section 2 introduces the evolutionary algorithm of the EP/N in detail. Section 3 describes the self-tuning capabilities of the EP/N. Section 4 presents a set of o-line experiments done on the EP/N which demonstrate its adaptability to diverse environments. Section 5 discusses the on-line process and presents simulation results of the on-line navigation on a few environments. Section 6 concludes the paper and discusses further research issues.
2 Description of the EP/N algorithm As introduced in Section 1, the EP/N uses the same evolutionary algorithm and chromosome structure for both o-line planning and on-line navigation. The outline of the adaptive EP/N is shown in Figure 1 In the EP/N algorithm, a chromosome in a population P(t) of generation t rep-resents a (feasible or infeasible) path leading the robot to the goal location (see Section 2.1 for details on the chromosome structure). Each chromosome is evaluated (Section 2.2) and the algorithms enters evolutionary loop (while statement). An operator (Section 2.3) is selected on the basis of some probability distribution (Section 3); the set of operators consists of a number of unary transformations (mutation type), which create ospring by a small change in a single individual, and higher order transformations (crossover type), which create ospring by combining parts from several (two or more) individuals. The produced ospring replaces the worst individual in the population. Thus, in this steady-state evolutionary system, the populations P(t + 1) and P(t) dier by a single individual.
The two Boolean variables known path and online are used to achieve maximum exibility. If known path is true, it means that the EP/N does not have to create the initial population P(0) of chromosomes (which represent paths) from scratch. Instead, it can input a population of paths as the initial generation, which could be the results of previous planning and/or navigation or obtained from a priori knowledge of the task (i.e., the paths to accomplish the task), and so on. Otherwise, the EP/N needs to generate an initial population (Section 2.1). The value of online indicates the working mode of the EP/N. If online is false, the algorithm is run o-line, characterized by evolution of paths (chromosomes) based on only known information of an environment. If online is true, the algorithm is run in real time to guide a robot's movement based on both known and newly sensed information of the environment.
The on-line EP/N runs two processes in parallel: 1. navigation of the robot along the current best path while sensing the environment to detect unknown objects, and 2. continuation of the evolution process in search for further path improvements, taking into account new location of the robot and newly sensed objects (if any). The two processes are related in the following way: while the robot moves along the current best path p c , the best new path p emerged from the evolution process is checked every n generations for feasibility: if p is feasible, the robot starts moving along p; otherwise the robot continues to move along p c while the evolution process also continues. Note that during such on-line navigation, the starting location of each path (chromosome) in a population is constantly updated to reect the current location of the robot as it moves. By letting the robot to follow the current best path from the continuing evolution, the EP/N is able to constantly improve the robot motion between the current location of the robot and the goal, even if the robot is not approaching any obstacles. A discovery of a new obstacle during the navigation process results in changes in tness values for all paths in the current population. The on-line process is further detailed in Section 5.
The exible EP/N algorithm (as the two Boolean variables known path and online indicate) allows an o-line planning process and an on-line navigation process to be nicely concatenated: the nal generation of paths found by the o-line planning can be input to the on-line process as the initial population, a basis to start navigation and further evolution. On the other hand, if the environment is totally unknown beforehand, planning will depend the on-line process only, where the evolution can start from a randomly generated initial population of paths (Section 2.1).
The following subsections describe the important components of the EP/N algorithm: (1) the chromosome structure and initialization process, (2) the evaluation function, and (3) the operators used.
Chromosomes and initialization
In the EP/N algorithm, a chromosome represents a path, consisting of straight-line segments, as the sequence of knot points (i.e., intersections between two segments) or nodes on the path (Figure 2 ). Each node, apart from the pointer to the next node, consists of x and y coordinates of the knot point and a state variable b, providing information such as whether (1) the knot point is feasible (i.e., outside obstacles) and whether (2) the path segment connecting the knot point to the next knot point is feasible (i.e., without intersecting obstacles). Thus, a path (or chromosome) can be either feasible or infeasible. A feasible path is collision-free, i.e., has only feasible nodes and path segments. A path (or chromosome) can have a varied number of nodes. An initial population of chromosomes can be randomly generated such that each chromosome has a random number of nodes and randomly-generated coordinates for each node. Chromosomes are then evaluated and selected (based on tness) for parenthood for one of eight operators (also selected on the basis of some probability distribution|see Section 3) for a possible improvement. This sequence of application of the chosen operator to one or two selected parents, evaluation of ospring, and the replacement of the worst individual by the generated ospring, corresponds to a single generation in the evolutionary process. The process terminates after some number of generations, which can be either xed by the user or determined dynamically by the program itself, and the best chromosome represents the near-optimum path found.
Evaluation
The evaluation function of a chromosome p measures the cost of a path represented by p. Since a path can be either feasible (i.e., collision-free) or infeasible, we adopt two separate evaluation functions, eval f and eval i , to handle the feasible and infeasible cases, respectively. For feasible paths, our current eval f is designed to accommodate three dierent optimization goals: shortness, smoothness, and clearness (i.e., away from obstacles) of a path. Specically, eval f is a linear combination of these three factors:
where the constants w d , w s , and w c represent the weights on the total cost of the path's length, smoothness, and clearance, respectively. We dene dist, smooth, and clear as the following: For infeasible paths, our design of eval i takes into account several factors: the number of intersections of a path with obstacles, the depth of intersection (i.e., how deep a path cuts through obstacles), the ratio between the numbers of feasible and infeasible segments, the total lengths of feasible and infeasible segments, and so on, as detailed in [18] . In ranking all paths, we assume that the worst feasible path is better (or tter) than the best infeasible path.
Operators
The current version of EP/N uses eight types of operators to evolve chromosomes into possibly better ones. These operators are sucient to generate an arbitrary path, but may not all be applicable or needed in all situations. The application of each operator is controlled by a probability. Now we introduce these eight operators, which are also illustrated in Figure Crossover: it recombines two (parent) paths into two new paths. The parent paths are divided randomly into two parts respectively and recombined: the rst part of the rst path with the second part of the second path, and the rst part of the second path with the second part of the rst path. Note that there can be dierent number of nodes in the two parent paths.
Mutate 1: it is used for ne tuning node coordinates in a feasible path for shape adjustment. The operator randomly adjusts node coordinates within some local clearance of the path so that the path remains feasible afterwards.
Mutate 2: it is used for large random change of node coordinates in a path, which can be either feasible or infeasible.
Insert-Delete: it operates on an infeasible path by inserting randomly generated new nodes into infeasible path segments and deleting infeasible nodes (i.e., path nodes that are inside obstacles).
Delete: it deletes nodes from a path, which can be either feasible or infeasible. If the path is infeasible, the deletion is done randomly. Otherwise, the operator decides whether a node should denitely be deleted based on some heuristic knowledge, and if a node is not denitely deletable, its deletion will be random.
Swap: it swaps the coordinates of randomly selected adjacent nodes in a path, which can be either feasible or infeasible.
Smooth: it smooths turns of a feasible path by \cutting corners", i.e., for a selected node, the operator inserts two new nodes on the two path segments connected to that node respectively and deletes that selected node. The nodes with sharper turns are more likely to be selected.
Repair: it repairs a randomly selected infeasible segment in a path by \pulling" the segment around its intersecting obstacles.
It can be seen that except for the purely random operators Crossover and Mutate 2, all the other operators (which are varied forms of mutations) are designed with some heuristic knowledge to make them more eective. Note that since most knowledge needed is available from the evaluation of path tness (see the previous subsection), the operators mostly use the knowledge with little extra computation.
The ring probability p i (i = 1; :::; 8) of each operator governs the contribution or role of the operator to the whole evolution process. Clearly dierent values of these probabilities aect the overall performance of the EP/N.
3 Performance and probability self-tuning Dierent values of the operator probabilities aect the overall performance of the EP/N. As the EP/N uses many operators, how to determine their probabilities properly is not a trivial matter, especially since proper values could very much depend on environmental characteristics and specic constraints imposed on a task. In this section, we describe how to enable the EP/N self-adapt these probabilities to achieve the best results by a systematic method.
Operator performance index
We evaluate the performance of an operator taking into account three essential aspects:
1. its eectiveness in improving the tness of a path, 2. its operation time (or time cost), and 3. its operation side eect to future generations. While the rst two aspects are self-explanatory, the third aspect refers to the fact that ve operators, i.e., crossover, insert-delete, delete, smooth, and repair, tend to change the number of nodes (or the length) of a chromosome after their application.
Since the length of a chromosome aects both the processing time and the storage space needed by the chromosome | the more nodes are in the chromosome, the more space and time (i.e., evaluation time and often operation time) are needed, if an operator alters the number of nodes in a chromosome, the eect will be felt in future processing. Such eect can be either positive or negative on the processing cost of future generations 1 , depending on if the operator reduces or increases the number of nodes in the chromosome. Note that including the last two aspects in evaluating operators is particularly useful when constraints on operation resources (i.e., time and space) for the EP/N are stringent. Now we describe the performance measures in detail. The three aspects are rst measured individually and then combined to form a compound performance index for an operator. Since the role of an operator often varies in dierent stages of an evolution process (e.g., some operators apply only to infeasible paths while some only apply to feasible ones), each aspect is measured as a function of generation interval 
where m i is the number of times (i.e., generations) the operator i is applied during [T 1 ; T 2 ].
Note that the formulation of s i (T 1 ; T 2 ) takes into account the fact that the node number change in a chromosome by operator i has an eect on any future operation, not necessarily by the same operator i.
The overall performance of an operator i is measured by the following performance index I i (T 1 ; T 2 ), which combines the three aspects of performance:
I i (T 1 ; T 2 ) = e i (T 1 ; T 2 ) + c t i (T 1 ; T 2 ) + s i (T 1 ; T 2 ) where c 0 is a small constant. Note that greater value of I i means better performance. In addition, when s i (T 1 ; T 2 ) is negative (i.e., when n i is negative), it contributes positively to I i , which can be shown to be non-negative. The operator performance index I i has great signicance because of the following:
It can be automatically computed by the EP/N since it is based on statistics which the EP/N can accumulate during its run. Thus, it can be used by the EP/N for automatic determination of the operator probability p i , dened as:
Since I i is a function of generation interval [T 1 ; T 2 ], for dierent generation intervals, the EP/N can compute dierent I i 's and accordingly dierent p i 's. That is, a look-up table that maps dierent generation intervals to dierent operator probabilities can be built by the EP/N automatically. Next, the operator probabilities can be changed during dierent stages of evolution to achieve greater eectiveness and eciency.
More importantly, the EP/N can be self-adaptive as follows. Let T be a suciently small number of generations. Assign all initial operator probabilities randomly (for example, uniformly). After the rst T generations, use the computed I i (0; T), i = 1; :::; 8, to compute new probabilities p i (I i ) and use the new probabilities in the next T generations. Afterwards, compute the next I i (T; 2T ) and again reset the probabilities accordingly. Repeat the procedure until the whole evolution process terminates.
System performance measures
We use the following measures to evaluate the performance of the whole EP/N system over [0; T] generations:
eectiveness index | in terms of the average path cost avg T or the best path cost best T in the population of the nal generation T.
eciency index | in terms of the product of the average path cost avg T or the best path cost best T in the nal generation T and the total time t T spent over [0; T] generations: avg T t T or best T t T .
Clearly smaller values of both indices mean better eectiveness and better eciency respectively. To improve system performance is to reduce the values of those indices. Note that the above measures are not necessarily optimal ways of measuring the system performance. One may also take into account factors such as how quickly infeasible paths are evolved into feasible ones (or the percentage of the feasible paths in each generation) and the diversity of feasible paths, and so on, depending need.
Adapting operator probabilities
Based on the procedure of computing the operator performance indices I i 's in the EP/N, we have used the following method to enable the EP/N self-adapt its operator probabilities at run-time. First, divide the total number of generations T into several equal intervals such that the number of intervals determine the frequency of adaptation. To begin the run, let the EP/N assign equal probabilities to all operators initially. Then, after the rst interval of generations, the EP/N computes the corresponding I i 's and probabilities p i 's (by equation (1)) and resets the operator probabilities to the newly computed p i 's to run the next interval of generations. At the end of interval 2, the EP/N again resets the operator probabilities based on the I i 's corresponding to that interval and uses the new probabilities to run interval 3, and so on. Thus, adaptiveness is achieved by applying the probabilities computed based on the operator performance in generation interval n to the next interval n+1.
Our experiments showed (Section 4) that comparing to running the EP/N with equal operator probabilities or other manually determined xed operator probabilities, running the system with adaptive operator probabilities enhanced both the eectiveness and eciency of the system for diverse tasks.
O-line experiments and results
We have implemented the EP/N for polygonal obstacles and run the EP/N o-line on dierent tasks in diverse environments to test its self-tuning ability and overall performance. Figure 5 shows six dierent tasks in six dierent environments, where for each task, a near-optimal path obtained by the EP/N is displayed.
Tables 1 shows the gain on both system eectiveness and eciency when the EP/N self-adapted its operator probabilities against the case when the EP/N used xed, equal operator probabilities for each environment shown in Figure 5 , in a total T = 400 generations. Specically, T was divided into 4 intervals of 100 generations each, i.e., the frequency of adaptation is 4. The population size was set to be 30. Each result was the average of repeatedly running the EP/N under the same condition 100 times.
( 1 )
( 5 ) ( 6 ) Figure 5 : Task environments and typical paths found by EP/N Table 2 shows, for each environment and the task shown in Figure 5 , the average time of running the EP/N with adaptive probabilities for T = 600 generations over 20 runs on a Silicon Graphics station. The population size was set to 30 for each case, and the coecients w d ; w s ; w c ; a; in the evaluation function eval f (p) were selected as 1:0, 1:0, 1:0, 7:0, 10, respectively. For the environments 1{5, the best paths found are as shown in Figure 5 . For the task in the environment 6, we provide snapshots at six dierent states of evolution as shown in Figure 6 , where two-thirds of the population are displayed. The best path found at the last state (T = 1000), i.e., the best of the paths from Figure 6 (for T = 1000), is shown in Figure 5 .
Comparing to the results obtained by running the EP/N with xed, manually de- termined operator probabilities [18] , the results from running the EP/N with adaptive probabilities (as presented here) show signicant improvement of the system performance. The advantages of letting the system self-adapt are obvious.
On-line navigation
We have implemented a simulation program for the on-line navigation of the EP/N (see Figure 1 ) with the following assumptions:
There are two kinds of obstacles in the environment: known and unknown. In the current implementation they are assumed to be static.
There is a range of view of the robot (described by R, parameter of the robot).
If, because of robot's motion, an unknown obstacle is located in the range of the view, the obstacle becomes known and is marked in the robot's map of the environment. In the current stage of simulation, for simplicity, we further assume that once an obstacle is inside the robot's range of view, it becomes known totally. Of course, to be more realistic, this assumption can easily be revised as only the part of the object boundary that is inside the robot's range of view is known. However, as our current focus is on testing the robot's adaptation capability to the discovery of unknowns in an environment, it does not matter much at present how such discovery is actually done. In the on-line navigation, the result of evolution is checked after every n generations (see the second \if" statement in the procedure of Figure 1 ) to provide the robot with the current best feasible path. The robot moves along such a path in steps, and we use a parameter k max to denote the maximum length of the robot's step. k max is less than R. If a segment of the path currently being followed by the robot has a length shorter than k max , the robot will cover it in one step to reach the next knot point of the path. Otherwise, the robot will move along the segment in more than one step, and during the process, it may also change course if a better path (i.e., the next best path) becomes available from the evolution process. The evolution process runs in parallel with the robot's motion.
The implication of sensing a previously unknown obstacle is a change in the tness values of the current path population. As such new obstacle is added to the robot's map of environment, it may change the subsequent evaluation results of all paths. This is a very sensitive moment for the evolution process: some of the (feasible) paths in the population may become infeasible and their cost can grow up in a signicant way. Usually, the current best path may not be the best any longer and a new best path may need to be found.
An example
The actions of the robot guided by the on-line navigation process are illustrated by the following example. Figure 7 displays robot's environment. The start point is in the left bottom corner and the goal point is close to the right top corner of the rectangle. There are eight obstacles in total; two of them are unknown (marked by their contours only). During the initialization process, a set of randomly generated paths is developed; very likely none of these initial paths is feasible ( Figure 8 displays the best path in the initial population). Soon after discovery of the rst feasible path, the rst step ahead is made. Note that this path of the robot is optimized only based on known obstacles so that it does not have to be really feasible (Figure 9 ). Note also, that the remaining parts of the paths are continuingly optimized: the current best path in Figure 9 is dierent from that in Figure 10 .
When a previously unknown obstacle is in the robot's range of view, it becomes known and the robot marks its presence on the map of the environment (Figures 10 Figure 9 : The rst feasible path and 11). At this moment, all paths in the current population are re-evaluated, and as the evolution process continues, the robot eventually follows a newly emerged best feasible path (Figure 12 ). As mentioned earlier, as the robot proceeds, the remaining parts of the paths are continuingly optimized: the current best path in Figure 12 is dierent from that in Figure 13 . When the second unknown obstacle is discovered, again, all paths in the population are re-evaluated, and the robot adjusts its motion accordingly by following a newly emerged best path (Figure 14) .
The actual path traversed by the robot is displayed in Figure 15 (note again the improvements in the nal segments of the path from those displayed in Figure 14) . Clearly, this path is far from being optimal in comparison with an \ideal" path which Figure 12 : The best feasible path after sensing the rst unknown obstacle Figure 13 : Before sensing the second unknown obstacle would emerge if all obstacles in the environment were known beforehand ( Figure 16 ). However, it is unfair to simply compare such a real path traversed as the result of on-line dealing with unknown obstacles to the \ideal" one.
Analysis of performance
To evaluate the quality of a real path, a more reasonable approach is to divide the path into so-called fragments: the cut point between fragments is the location where the robot sensed a new obstacle. There are as many cut points as the number of new obstacles sensed during the robot's movement (therefore the number of fragments, f, is by one greater than the number of cut points). Then each fragment is compared to an ideal path generated to connect the fragment's start and goal locations 3 , which results in a relative error e i in path cost for the segment.
Knowing the merit of each fragment (measured by e i ), we can measure the error E of the real path with the formula:
where:
f { number of fragments, e i { relative error of the i-th fragment (in path cost), g i { the number of generations passed during the traversal of the i-th fragment, and N = P f j=1 g j , i.e., N represents the total number of generations. Note that g i 's depend on the following parameters: n (the number of generations between robot's steps), k max (the robot's step length), and R (the robot's range of view). As the result, longer fragments usually correspond to larger values of g i 's, and consequently smaller values of e i 's. This is why we dene the error E as a weighted average of e i 's, with the corresponding weight being g i =N. Note also that if the robot We now discuss how E is related to n, the number of generations between the robot's steps. Tables 3 { 6 show results of experiments (average over 100 runs) for dierent n's. The other parameters used in these experiments were: population size 70, the robot's single step k max = 40, and the range of view R = 45. The environment used is displayed in Figure 17 , whose dimensions were 400 500.
Results reported in Tables 3{6 conrm a basic intuition: the total error E decreases with the growth of n. That is, the more generations between robot's steps are, the better precision (in terms of the path quality) can be achieved. Also, the relative errors e i 's are smaller for later fragments, i.e., fragments closer to the goal. This is because these fragments are subject to more optimization (in terms of larger number of generations) in the on-going evolutionary process. On the other hand, note that in this specic implementation of on-line navigation, n is coupled with the step length k max of the robot, in that n generations of evolution must complete before the robot proceeds to the next step. For a xed k max , this implies that a very large n may cause a slower movement of the robot, and therefore a longer time for path traversal. Now let us discuss the eect of n on the time of navigation. As conrmed by the experimental results (shown in Tables 3{6), a larger n leads to a larger total number of generations N, which means a longer total time of evolution t N . Since the evolution process and the robot's movement are done in parallel, the total time of path traversal t is the maximum of t N and the total time of robot's movement t M : t = max(t N ; t M ); where t M is a function of path quality (length and smoothness) and the robot's velocity. From o-line running the EP/N (Section 4), we know that even for a very complex environment, t N for a reasonable N (e.g., in the range of 600{1000, as in the Tables 3{6) is usually in the order of a few seconds, which should be well below the time required for a robot to physically traverse a normal indoor or outdoor environment. That is, t N t M can usually hold for a reasonably large N as a result of a comfortably large n. In other words, n can be suciently large without aecting the time of traversal. Since a larger n can result in a path of better quality, which often means a smoother path of shorter length, a larger n may actually reduce the robot's time of traversal.
In summary, the parallelism between path evolution and path traversal in the adaptive EP/N is shown to be very advantageous in achieving both high eectiveness and high eciency in real-time navigation of a robot, especially when the environment is only partially known.
Conclusions and Future Research
The EP/N represents a promising new approach in robot path planning taking great advantage of evolutionary computation. The adaptive EP/N presented in this paper is particularly suitable for dealing with the diversities, changes, and unknowns in an environment gracefully with both high eectiveness and eciency. Results from o-line planning with adaptive probabilities of genetic operators and simulation of on-line navigation are presented, which conrm the exible nature and advantage of such an evolutionary system. We are currently implementing the on-line process of the EP/N on a real robot (Khepera robot). We expect to see more results from the real-time experiments.
The EP/N also exposes many interesting challenges of general importance to evolutionary computation. One of the most important is how to make an evolutionary system self-adaptive. The adaptive EP/N uses an automatic mechanism to measure performances of its genetic operators and self-adapt the operator probabilities accordingly. The general nature of the strategy makes it applicable to other evolutionary systems as well. The on-line adaptiveness of the EP/N to changes/unknowns in an environment provides a good example of a real-time adaptive system based on evolutionary computation. An important issue of future research is how to make the EP/N capable of adapting other system parameters. Several such parameters may be of particular interests. One is the parameter deciding how frequently operator probabilities should be adjusted or adapted (i.e., the generation interval [T 1 ; T 2 ]'s in Section 3). Parameters n and k max in the on-line process (Section 5) as well as the velocity of an robot are crucial to determine how frequently the robot should adjust its path during on-line navigation and how to balance the quality of path and the time of traversal. In the current implementation, n and k max are coupled (Section 5.2), but they can be also implemented as two independent parameters so that their relations are mainly aected by specic environment/task characteristics. In general, for any parameter whose best value may vary for dierent tasks or environments, making it self-adaptive could be desirable.
It may also be desirable to further incorporate domain knowledge in important components/processes of the EP/N to enhance its performance. Although in the current EP/N, we have incorporated domain knowledge in both tness evaluation and operators, there are other components/processes, such as the initialization process, which may benet from more knowledge. For example, rather than random initialization, an initial population may consist of (a) a set of paths created by mutating or repairing the shortest path between start and goal locations, (b) some mixture of chromosomes having randomly-generated coordinates and chromosomes having coordinates with \problem-specic knowledge" as obtained from (a).
Another important issue is to improve the organization of the EP/N to stress learning for on-line navigation. The system may be extended by some sort of memory where \valuable" paths or segments of paths discovered earlier can be stored. It could also be interesting to study other forms of \memory", such as one based on multi-chromosome structures with a dominance function [7] or one employing machine learning techniques.
