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Abstract
Spin networks, the quantum states of discrete geometry in loop quantum gravity, are
directed graphs whose links are labeled by irreducible representations of SU(2), or
spins. Cosmic strings are 1-dimensional topological defects carrying distributional
curvature in an otherwise flat spacetime. In this paper we prove that the classical
phase space of spin networks coupled to cosmic strings may obtained as a straightfor-
ward discretization of general relativity in 3+1 spacetime dimensions. We decompose
the continuous spatial geometry into 3-dimensional cells, which are dual to a spin
network graph in a unique and well-defined way. Assuming that the geometry may
only be probed by holonomies (or Wilson loops) located on the spin network, we trun-
cate the geometry such that the cells become flat and the curvature is concentrated at
the edges of the cells, which we then interpret as a network of cosmic strings. The
discrete phase space thus describes a spin network coupled to cosmic strings. This
work proves that the relation between gravity and spin networks exists not only at
the quantum level, but already at the classical level. Two appendices provide detailed
derivations of the Ashtekar formulation of gravity as a Yang-Mills theory and the dis-
tributional geometry of cosmic strings in this formulation.
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1 Introduction
1.1 Loop Quantum Gravity and Spin Networks
When perturbatively quantizing gravity, one obtains a low-energy effective theory,
which breaks down at high energies. There are several different approaches to solving
this problem and obtaining a theory of quantum gravity. String theory, for example,
attempts to do so by postulating entirely new degrees of freedom, which can then be
shown to reduce to general relativity (or some modification thereof) at the low-energy
limit. Loop quantum gravity [1] instead tries to quantize gravity non-perturbatively, by
quantizing holonomies (or Wilson loops) instead of the metric, in an attempt to avoid the
issues arising from perturbative quantization.
The starting point of the canonical version of loop quantum gravity [2], which is the
one we will discuss here, is the reformulation of general relativity as a non-abelian
Yang-Mills gauge theory on a 3-dimensional spatial slice of a 3+1-dimensional space-
time, with the gauge group SU (2) related to spatial rotations, the Yang-Mills connection
A related to the usual connection and extrinsic curvature, and the “electric field” E
related to the metric (or more precisely, the frame field). Spatial and time diffeomor-
phisms appear as additional gauge symmetries, generated by the appropriate con-
straints. Once gravity is reformulated in this way, one can utilize the existing arsenal
of techniques from Yang-Mills theory, and in particular lattice gauge theory, to tackle
the problem of quantum gravity [3].
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This theory is quantized by considering graphs, that is, sets of nodes connected by links.
One defines holonomies, or path-ordered exponentials of the connection, which implement
parallel transport along each link. The curvature on the spatial slice can then be probed
by looking at holonomies along loops on the graph. One can define wave-functionals
of the connection for each choice of graph, and the space of all such functionals for all
possible graphs is dense in the space of all continuous functionals of the connection.
Thus, the continuous theory may be recovered from the discrete one. In simpler terms,
if we know the curvature inside every possible loop, then this is equivalent to knowing
the curvature at every point.
The kinematical Hilbert space of loop quantum gravity is obtained from the set of all
wave-functionals for all possible graphs, together with an appropriate SU (2)-invariant
and diffeomorphism-invariant inner product. The physical Hilbert space is a subset of
the kinematical one, containing only the states invariant under all gauge transforma-
tions – or in other words, annihilated by all of the constraints. Since gravity is a totally
constrained system – in the Hamiltonian formulation, the action is just a sum of con-
straints – a quantum state annihilated by all of the constraints is analogous to a metric
which solves Einstein’s equations in the classical Lagrangian formulation.
Specifically, to get from the kinematical to the physical Hilbert space, three steps must
be taken:
1. First, we apply the Gauss constraint to the kinematical Hilbert space. Since the
Gauss constraint generates SU (2) gauge transformation, we obtain a space of
SU (2)-invariant states, called spin network states [4], which are the graphs men-
tioned above, but with their links colored by irreducible representations of SU (2),
that is, spins j ∈
{
1
2 , 1,
3
2 , 2, . . .
}
.
2. Then, we apply the spatial diffeomorphism constraint. We obtain a space of equiva-
lence classes of spin networks under spatial diffeomorphisms, a.k.a. knots. These
states are now abstract graphs, not localized in space. This is analogous to how
a classical geometry is an equivalence class of metrics under diffeomorphisms.
3. Lastly, we apply the Hamiltonian constraint. This step is still not entirely well-
understood, and is one of the main open problems of the theory.
One of loop quantum gravity’s most celebrated results is the existence of area and
volume operators. They are derived by taking the usual integrals of area and volume
forms and promoting the “electric field” E, which is conjugate to the connection A,
to a functional derivative δ/δA. The spin network states turn out to be eigenstates of
these operators, and they have discrete spectra which depend on the spins of the links.
This means that loop quantum gravity contains a quantum geometry, which is a feature
one would expect a quantum theory of spacetime to have. It also hints that spacetime
is discrete at the Planck scale.
However, it is not clear how to rigorously define the classical geometry related to a
particular spin network state. In this paper, we will try to answer that question. In our
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previous two papers [5, 6] we showed how to obtain the phase space of spin networks
coupled to point particles by discretizing gravity in 2+1D; this paper generalizes that
result to 3+1D.
1.2 Quantization, Discretization, Subdivision, and Truncation
One of the key challenges in trying to define a theory of quantum gravity at the quan-
tum level is to find a regularization that does not drastically break the fundamental
symmetries of the theory. This is a challenge in any gauge theory, but gravity is es-
pecially challenging, for two reasons. First, one expects that the quantum theory pos-
sesses a fundamental length scale; and second, the gauge group contains diffeomor-
phism symmetry, which affects the nature of the space on which the regularization is
applied.
In gauge theories such as quantum chromodynamics (QCD), the only known way to sat-
isfy these requirements, other than gauge-fixing before regularization, is to put the
theory on a lattice, where an effective finite-dimensional gauge symmetry survives at
each scale. One would like to devise such a scheme in the gravitational context as well.
In this paper, we develop a step-by-step procedure to achieve this, exploiting, among
other things, the fact that first-order gravity in 3+1 dimensions with the Ashtekar vari-
ables closely resembles other gauge theories, as discussed above. We find not only the
spin network (or holonomy-flux) phase space, but also additional string-like degrees of
freedom coupled to the curvature and torsion.
As explained above, in canonical loop quantum gravity, one can show that the geo-
metric operators possess a discrete spectrum. This is, however, only possible after one
chooses the quantum spin network states to have support on a graph. Spin network
states can be understood as describing a quantum version of discretized spatial geome-
try [1], and the Hilbert space associated to a graph can be related, in the classical limit,
to a set of discrete piecewise-flat geometries [7, 8].
This means that the loop quantum gravity quantization scheme consists at the same
time of a quantization and a discretization; moreover, the quantization of the geometric
spectrum is entangled with the discretization of the fundamental variables. It has been
argued that it is essential to disentangle these two different features [9], especially
when one wants to address dynamical issues.
In [9, 10], it was suggested that one should understand the discretization as a two-
step process: a subdivision followed by a truncation. In the first step one subdivides
the systems into fundamental cells, and in the second step one chooses a truncation of
degrees of freedom in each cell, which is consistent with the symmetries of the theory.
By focusing first on the classical discretization, before any quantization takes place,
several aspects of the theory can be clarified, as we discussed in [5].
The separation of discretization into two distinct steps in our formalism work as fol-
lows. First we perform a subdivision, or decomposition into subsystems. More pre-
cisely, we define a cellular decomposition on our 3D spatial manifold, where the cells
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can be any (convex) polyhedra. This structure has a dual structure, which as we will
see, is the spin network graph, with each cell dual to a node, and each side dual to a
link connected to that node.
Then, we perform a truncation, or coarse-graining of the subsystems. In this step, we
assume that there is arbitrary curvature and torsion inside each loop of the spin net-
work. We then “compress” the information about the geometry into singular codimension-
2 excitations, which is 3 spatial dimensions means 1-dimensional (string) excitation.
Crucially, since the only way to probe the geometry is by looking at the holonomies
on the loops of the spin network, the observables before and after this truncation are
the same.
Another way to interpret this step is to instead assume that spacetime is flat every-
where, with matter sources being distributive, i.e., given by Dirac delta functions,
which then generate singular curvature and torsion by virtue of the Einstein equation.
We interpret these distributive matter sources as strings, and this is entirely equivalent
to truncating a continuous geometry, since holonomies cannot distinguish between
continuous and distributive geometries.
Once we performed subdivision and truncation, we can now define discrete variables
on each cell and integrate the continuous symplectic potential in order to obtain a
discrete potential, which represents the discrete phase space. In this step, we will see
that the mathematical structures we are using conspire to cancel many terms in the
potential, allowing us to fully integrate it.
1.3 Outline
This paper is organized as follows. First, in Chapter 2, we provide a comprehensive
list of basic definitions, notations, and conventions which will be used throughout the
paper. It is recommended that the reader not skip this chapter, as some of our notation
is slightly non-standard.
In Chapter 3 and Appendix A we provide a detailed and self-contained derivation of
the Ashtekar variables and the loop gravity Hamiltonian action, including the con-
straints. Special care is taken to write everything in terms of index-free Lie-algebra-
valued differential forms, which – in addition to being more elegant – will greatly
simplify our derivation.
Chapter 4 introduces the cellular decomposition and explains how an arbitrary ge-
ometry is truncated into a piecewise-flat geometry, or alternatively, a flat geometry
with matter degrees of freedom in the form of cosmic strings. Appendix B discusses
cosmic strings in detail, and derives their representation in the Ashtekar formulation.
Chapter 5 presents the classical spin network phase space, and provides a detailed
calculation of the Poisson brackets.
Chapter 6 is the main part of the paper, where we will use the structures and results
of the previous chapters to obtain the spin network phase space coupled to cosmic
strings from the continuous phase space of 3+1-dimensional gravity. Finally, Chapter 7
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summarizes the results of this paper and presents several avenues for potential future
research.
The content of this paper, together with that of our previous two papers [5, 6], may
also be found in the author’s PhD thesis [11]. The thesis relates and compares the
2+1D and 3+1D calculations, adds a simpler way to perform the 2+1D calculation
which did not appear in the previous papers, includes an extensive discussion of the
role of edge modes in our formalism, and contains much more detailed derivations of
some results.
2 Basic Definitions, Notations, and Conventions
The following definitions, notations, and conventions will be used throughout the
paper.
2.1 Lie Group and Algebra Elements
Let G be a Lie group, let g be its associated Lie algebra, and let g∗ be the dual to that
Lie algebra. The cotangent bundle of G is the Lie group T∗G ∼= Gn g∗, where n is the
semidirect product, and it has the associated Lie algebra g⊕ g∗. We assume that this
group is the Euclidean group, or a generalization thereof, and its algebra takes the form[
Pi, Pj
]
= 0,
[
Ji, Jj
]
= fijkJk,
[
Ji, Pj
]
= fijkPk, (2.1)
where:
• fijk are the structure constants, which satisfy anti-symmetry fijk = − f jik and the
Jacobi identity f[ijl fk]lm = 0.
• Ji ∈ g are the rotation generators,
• Pi ∈ g∗ are the translation generators,
• The indices i, j, k take the values 1, 2, 3, since they are internal spatial indices.
Note that sometimes we will use the notation τi to indicate generators which could be
in either g or g∗.
Usually in the loop quantum gravity literature we take G = SU (2) such that g∗ = R3
and
ISU (2) ∼= SU (2)nR3 ∼= T∗SU (2) . (2.2)
However, here we will keep G abstract for brevity and in order for the discussion to
be more general.
Throughout this paper, different fonts and typefaces will distinguish elements of dif-
ferent groups and algebras, or differential forms valued in those groups and algebras,
as follows:
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• Gn g∗-valued forms will be written in Calligraphic font: A,B, C, ...
• g⊕ g∗-valued forms will be written in bold Calligraphic font: A,B,C, ...
• G-valued forms will be written in regular font: a, b, c, ...
• g or g∗-valued forms will be written in bold font: a, b, c, ...
The Calligraphic notation will only be used in this introduction; elsewhere we will
only talk about G, g, or g∗ elements.
2.2 Indices and Differential Forms
Throughout this paper, we will use the following conventions for indices1:
• µ, ν, . . . ∈ {0, 1, 2, 3} represent 3+1D spacetime components.
• A, B, . . . , I, J, . . . ∈ (0, 1, 2, 3) represent 3+1D internal components.
• a, b, . . . ∈ {1, 2, 3} represent 3D spatial components:
µ︷ ︸︸ ︷
0, 1, 2, 3︸ ︷︷ ︸
a
.
• i, j, . . . ∈ {1, 2, 3} represent 3D internal / Lie algebra components:
I︷ ︸︸ ︷
0, 1, 2, 3︸ ︷︷ ︸
i
.
We consider a 3+1D manifold M with topology Σ×Rwhere Σ is a 3-dimensional spa-
tial manifold and R represents time. Our metric signature convention is (−,+,+,+).
In index-free notation, we denote a Lie-algebra-valued differential form of degree p (or
p-form) on Σ, with one algebra index i and p spatial indices a1, . . . , ap, as
A ≡ 1
p!
Aia1···apτi dx
a1 ∧ · · · ∧ dxap ∈ Ωp (Σ, g) , (2.3)
where Aia1···ap are the components and τi are the generators of the algebra g in which
the form is valued.
Sometimes we will only care about the algebra index, and write A ≡ Aiτi with the
spatial indices implied, such that Ai ≡ 1p! Aia1···apdxa1 ∧ · · · ∧ dxap are real-valued p-
forms. Other times we will only care about the spacetime indices, and write A ≡
1
p! Aa1···apdx
a1 ∧ · · · ∧dxap with the algebra index implied, such that Aa1···ap ≡ Aia1···apτi
are algebra-valued 0-forms.
1The usage of lowercase Latin letters for both spatial and internal spatial indices is somewhat con-
fusing, but seems to be standard in the literature, so we will use it here as well.
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2.3 The Graded Commutator
Given any two Lie-algebra-valued forms A and B of degrees deg A and deg B respec-
tively, we define the graded commutator:
[A, B] ≡ A ∧ B− (−1)deg A deg B B ∧A, (2.4)
which satisfies
[A, B] = − (−1)deg A deg B [B, A] . (2.5)
If at least one of the forms has even degree, this reduces to the usual anti-symmetric
commutator; if we then interpret A and B as vectors inR3, then this is none other than
the vector cross product A×B. Note that [A, B] is a Lie-algebra-valued (deg A + deg B)-
form.
The graded commutator satisfies the graded Leibniz rule:
d [A, B] = [dA, B] + (−1)deg A [A, dB] . (2.6)
In terms of indices, with deg A = p and deg B = q, we have
[A, B] =
1
(p + q)!
[A, B]ka1···apb1···bq τkdx
a1 ∧ · · · ∧ dxap ∧ dxb1 ∧ · · · ∧ dxbq , (2.7)
where
[A, B]ka1···apb1···bq ≡
(p + q)!
p!q!
ekij Ai[a1···ap B
j
b1···bq]. (2.8)
In terms of spatial indices alone, we have
[A, B]a1···apb1···bq ≡
(p + q)!
p!q!
ekij Ai[a1···ap B
j
b1···bq]τk, (2.9)
and in terms of Lie algebra indices alone, we simply have
[A, B]k = ekij AiBj. (2.10)
2.4 The Graded Dot Product and the Triple Product
We define a dot (inner) product, also known as the Killing form, on the generators of the
Lie group as follows:
Ji · Pj = δij, Ji · Jj = Pi · Pj = 0, (2.11)
where δij is the Kronecker delta. Given two Lie-algebra-valued forms A and B of
degrees deg A and deg B respectively, such that A ≡ AiJi is a pure rotation and B ≡
BiPi is a pure translation, we define the graded dot product:
A · B ≡ δij Ai ∧ Bj, (2.12)
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where ∧ is the usual wedge product2 of differential forms. The dot product satisfies
A · B = (−1)deg A deg B B ·A. (2.13)
Again, if at least one of the forms has even degree, this reduces to the usual symmetric
dot product. Note that A · B is a real-valued (deg A + deg B)-form.
The graded dot product satisfies the graded Leibniz rule:
d (A · B) = dA · B + (−1)deg A A · dB. (2.14)
In terms of indices, with deg A = p and deg B = q, we have
A · B = 1
(p + q)!
(A · B)a1···apb1···bq dxa1 ∧ · · · ∧ dxap ∧ dxb1 ∧ · · · ∧ dxbq , (2.15)
where
(A · B)a1···apb1···bq =
(p + q)!
p!q!
δij Ai[a1···ap B
j
b1···bq]. (2.16)
Since the graded dot product is a trace, and thus cyclic, it satisfies(
g−1Ag
)
·
(
g−1Bg
)
= A · B, (2.17)
where g is any group element. We will use this identity many times throughout the
paper to simplify expressions.
Finally, by combining the dot product and the commutator, we obtain the triple product:
[A, B] · C = A · [B, C] = eijk Ai ∧ Bj ∧ Ck. (2.18)
Note that this is a real-valued (deg A + deg B + deg C)-form. The triple product in-
herits the symmetry and anti-symmetry properties of the dot product and the com-
mutator.
2.5 Variational Anti-Derivations on Field Space
In addition to the familiar exterior derivative (or differential) d and interior product ι on
spacetime, we introduce a variational exterior derivative (or variational differential) δ and
a variational interior product I on field space. These operators act analogously to d and
ι, and in particular they are nilpotent, e.g. δ2 = 0, and satisfy the graded Leibniz rule
as defined above.
Degrees of differential forms are counted with respect to spacetime and field space
separately; for example, if f is a 0-form then dδ f is a 1-form on spacetime, due to d,
2Given any two differential forms A and B, the wedge product A ∧ B is the (deg A + deg B)-form
satisfying A ∧ B = (−1)deg A deg B B ∧ A and d (A ∧ B) = dA ∧ B + (−1)deg A A ∧ deg B.
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and independently also a 1-form on field space, due to δ. The dot product defined
above also includes an implicit wedge product with respect to field-space forms, such
that e.g. δA · δB = −δB · δA if f and g are 0-forms on field space. In this paper, the
only place where one should watch out for the wedge product and graded Leibniz
rule on field space is when we will discuss the symplectic form, which is a field-space
2-form; everywhere else, we will only deal with field-space 0-forms and 1-forms.
We also define a convenient shorthand notation for the Maurer-Cartan 1-form on field
space:
∆g ≡ δgg−1, (2.19)
where g is a G-valued 0-form, which satisfies
∆ (gh) = ∆g + g∆hg−1 = g
(
∆h− ∆(g−1)
)
g−1, (2.20)
∆g−1 = −g−1∆gg, δ (∆g) = 1
2
[∆g,∆g] . (2.21)
Note that ∆g is a g-valued form; in fact, ∆ can be interpreted as a map from the Lie
group G to its Lie algebra g.
2.6 Gn g∗-valued Holonomies and the Adjacent Subscript Rule
A Gn g∗-valued holonomy from a point a to a point b will be denoted as
Hab ≡ −→exp
∫ b
a
A, (2.22)
where A is the g⊕ g∗-valued connection 1-form and −→exp is a path-ordered exponential.
Composition of two holonomies works as follows:
HabHbc =
(
−→exp
∫ b
a
A
)(
−→exp
∫ c
b
A
)
= −→exp
∫ c
a
A = Hac. (2.23)
Therefore, in our notation, adjacent holonomy subscripts must always be identical;
a term such as HabHcd is illegal, since one can only compose two holonomies if the
second starts where the first ends. Inversion of holonomies works as follows:
H−1ab =
(
−→exp
∫ b
a
A
)−1
= −→exp
∫ a
b
A = Hba. (2.24)
For the Maurer-Cartan 1-form on field space, we move the end point of the holonomy
to a superscript:
∆Hba ≡ δHabHba. (2.25)
On the right-hand side, the subscripts b are adjacent, so the two holonomies δHab and
Hba may be composed. However, one can only compose ∆Hba with a holonomy that
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starts at a, and b is raised to a superscript to reflect that. For example, ∆HbaHbc is ille-
gal, since this is actually δHabHbaHbc and the holonomiesHba andHbc cannot be com-
posed. However, ∆HbaHac is perfectly legal, and results in δHabHbaHac = δHabHbc.
Note that from (2.20) and (2.21) we have
∆Hab = −Hba∆HbaHab, (2.26)
∆Hca = ∆ (HabHbc) = ∆Hba +Hab∆HcbHba = Hab (∆Hcb − ∆Hab)Hba, (2.27)
both of which are compatible with the adjacent subscripts rule.
2.7 The Cartan Decomposition
We can split a Gn g∗-valued (Euclidean) holonomy Hab into a rotational holonomy hab,
valued in G, and a translational holonomy xba, valued in g∗. We do this using the Cartan
decomposition
Hab ≡ exba hab, Hab ∈ Ω0 (Σ, Gn g∗) , hab ∈ Ω0 (Σ, G) , xba ∈ Ω0 (Σ, g∗) .
(2.28)
In the following, we will employ the useful identity
h ex h−1 = ehxh
−1
, h ∈ Ω0 (Σ, G) , x ∈ Ω0 (Σ, g∗) , (2.29)
which for matrix Lie algebras (such as the ones we use here) may be proven by writing
the exponential as a power series.
Taking the inverse ofHab and using (2.29), we get
H−1ab =
(
ex
b
a hab
)−1
= h−1ab e
−xba = h−1ab e
−xba
(
habh−1ab
)
= e−h
−1
ab x
b
ahab h−1ab . (2.30)
But on the other hand
H−1ab = Hba = ex
a
b hba. (2.31)
Therefore, we conclude that
hba = h−1ab , x
a
b = −h−1ab xbahab. (2.32)
Similarly, composing two Gn g∗-valued holonomies and using (2.29) and (2.32), we
get
HabHbc =
(
ex
b
a hab
) (
ex
c
b hbc
)
= ex
b
a hab ex
c
b (hbahab) hbc
= ex
b
a ehabx
c
bhba habhbc
= ex
b
a+habxcbhba habhbc,
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where we used the fact that g∗ is abelian, and therefore the exponentials may be com-
bined linearly. On the other hand
HabHbc = Hac = exca hac, (2.33)
so we conclude that
hac = habhbc, xca = x
b
a ⊕ xcb ≡ xba + habxcbhba = hab (xcb − xab) hba, (2.34)
where in the second identity we denoted the composition of the two translational
holonomies with a ⊕, and used (2.32) to get the right-hand side. It is now clear why
the end point of the translational holonomy is a superscript – again, this is for com-
patibility with the adjacent subscript rule.
3 Gravity as a Gauge Theory in the Ashtekar Formula-
tion
We will now present the action and phase space structure for classical gravity in 3+1
spacetime dimensions, as formulated using the Ashtekar variables. As explained
above, this formulation allows us to describe gravity as a Yang-Mills gauge theory.
The interested reader may refer to Appendix A and to [11] for a complete and detailed
derivation of these results. Here, we just summarize them.
3.1 The Ashtekar Action with Indices
In Appendix A, we find that the Ashtekar action of classical loop gravity is:
S =
1
γ
∫
dt
∫
Σ
d3x
(
E˜ai ∂t A
i
a + λ
iGi + NaVa + NC
)
, (3.1)
where:
• γ is the Barbero-Immirzi parameter,
• Σ is a 3-dimensional spatial slice,
• a, b, c, . . . ∈ {1, 2, 3} are spatial indices on Σ,
• i, j, k, . . . ∈ {1, 2, 3} are indices in the Lie algebra g,
• E˜ai ≡ det (e) eai is the densitized triad, a rank (1, 0) tensor of density weight −1,
where eai is the inverse frame field (or triad), related to the inverse spatial metric
gab via gab = eai e
b
j δ
ij,
• Aia is the Ashtekar-Barbero connection,
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• ∂t is the derivative with respect to the time coordinate t, such that each spatial
slice is at a constant value of t,
• λi, Na and N are Lagrange multipliers,
• Gi ≡ ∂aE˜ai + ekij AjaE˜ak is the Gauss constraint,
• Va ≡ E˜bi Fiab is the vector (or momentum or diffeomorphism) constraint, where Fiab is
the curvature of the Ashtekar-Barbero connection:
Fiab ≡ ∂a Aib − ∂b Aia + eijk Aja Akb. (3.2)
• C is the scalar (or Hamiltonian) constraint, defined as
C ≡ e
mn
i E˜
a
mE˜bn
2
√
det
(
E˜
) (Fiab − (1+ γ2) eijkK jaKkb) , (3.3)
where Kia is the extrinsic curvature.
From the first term in the action, we see that the connection and densitized triad are
conjugate variables, and they form the Poisson algebra{
Aia (x) , A
j
b (y)
}
=
{
E˜ai (x) , E˜
b
j (y)
}
= 0, (3.4){
Aia (x) , E˜
b
j (y)
}
= γδijδ
b
aδ (x, y) . (3.5)
3.2 The Ashtekar Action in Index-Free Notation
In index-free notation, which we will use throughout this paper, the action takes the
form
S =
1
γ
∫
dt
∫
Σ
(
E · ∂tA + λ · [e, P] + N · [e, F] + N
(
e · F− 1
2
(
1
γ
+ γ
)
K · P
))
,
(3.6)
where now:
• E ≡ 12 [e, e] is the electric field 2-form, defined in terms of the densitized triad
and the frame field as
E ≡ 1
2
Eiabτidx
a ∧ dxb =⇒ Eiab = e˜abcδijE˜cj = eijkejaekb. (3.7)
• A ≡ Aiaτidxa is the g-valued Ashtekar-Barbero connection 1-form.
• e ≡ eiaτidxa is the g-valued frame field 1-form.
14
• P ≡ dAe is a g-valued 2-form.
• The Gauss constraint is λ · [e, P] = λ · dAE where the Lagrange multiplier λ is a
g-valued 0-form.
• The vector (or momentum or diffeomorphism) constraint is N · [e, F] where the
Lagrange multiplier N is a g-valued 0-form and F is the g-valued curvature 2-
form
F ≡ dAA ≡ dA + 12 [A, A] . (3.8)
• The scalar (or Hamiltonian) constraint is N
(
e · F− 12
(
1
γ + γ
)
K · P
)
where the
Lagrange multiplier N is a 0-form, not valued in g, and K ≡ Kiaτidxa is the
g-valued extrinsic curvature 1-form.
Finally, the symplectic potential, in index-free notation, is
Θ =
∫
Σ
E · δA, (3.9)
and it corresponds to the symplectic form
Ω ≡ δΘ =
∫
Σ
δE · δA. (3.10)
The reader is referred to Appendix A for derivations of the index-free expressions.
3.3 The Constraints as Generators of Symmetries
Let C be the space of smooth connections on Σ. The kinematical (unconstrained) phase
space of 3+1-dimensional gravity is given by the cotangent bundle P ≡ T∗C. To get
the physical (that is, gauge-invariant) phase! space, we must perform symplectic re-
ductions with respect to the constraints. These constraints are best understood in their
smeared form as generators of gauge transformations. The smeared Gauss constraint
can be written as
G (α) ≡ 1
2
∫
Σ
λ · dAE, (3.11)
where λ is a g-valued 0-form. This constraint generates the infinitesimal G gauge
transformations:
{A,G (λ)} ∝ dAλ, {E,G (λ)} ∝ [E,λ] . (3.12)
The smeared vector constraint is given by
V (ξ) ≡
∫
Σ
N · [e, F] , (3.13)
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where ξa is a spatial vector and the Lagrange multiplier Ni ≡ ξaeia is a g-valued 0-form.
From the Gauss and vector constraints we may construct the diffeomorphism constraint:
D (ξ) ≡ V (ξ)− G (ξyA) , (3.14)
where ξyA ≡ ξa Aiaτi is an interior product (see Footnote 5). This constraint generates
the infinitesimal spatial diffeomorphism transformations
{A,D (ξ)} ∝ LξA, {E,D (ξ)} ∝ LξE, (3.15)
where Lξ is the Lie derivative.
4 The Discrete Geometry
In this chapter, we will present the discrete geometry under consideration: a cellu-
lar decomposition, with curvature and torsion located only on the edges of the cells,
which we interpret as a network of cosmic strings.
4.1 The Cellular Decomposition and Its Dual
We embed a cellular decomposition∆ and a dual cellular decomposition∆∗ in our 3-dimensional
spatial manifold Σ. These structures consist of the following elements, where each el-
ement of ∆ is uniquely dual to an element of ∆∗. Each cell c ∈ ∆ is uniquely dual to a
node c∗ ∈ ∆∗. The boundary of the cell c is composed of sides s1, s2, . . . ∈ ∆, which are
uniquely dual to links s∗1 , s
∗
2 , . . . ∈ ∆∗; these links are exactly all the links which are con-
nected to the node c∗. The boundary of each side is composed of edges e1, e2, . . . ∈ ∆,
which are uniquely dual to faces e∗1 , e
∗
2 , . . . ∈ ∆∗. Finally, the boundary of each edge3 is
composed of vertices v, v′ ∈ ∆, which are uniquely dual to volumes v∗, v′∗ ∈ ∆∗. This is
summarized in the following table:
∆ ∆∗
0-cells (vertices) v dual to 3-cells (volumes) v∗
1-cells (edges) e dual to 2-cells (faces) e∗
2-cells (sides) s dual to 1-cells (links) s∗
3-cells (cells) c dual to 0-cells (nodes) c∗
We will write:
3In the 2+1D analysis of [5, 6], we regularized the singularities, which were then at the vertices of ∆,
with disks. In the 3+1-dimensional case considered here, it would make sense to similarly regularize
the singularities, which will now be on the edges of ∆, using cylinders. This construction is left for
future work; in this paper, we will not worry about regularizing the singularities, and instead just use
holonomies to probe the curvature and torsion in an indirect manner, as will be shown below.
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• c = (s1, . . . , sn) to indicate that the boundary of the cell c is composed of the n
sides s1, . . . , sn.
• s = (e1, . . . , en) to indicate that the boundary of the side s is composed of the n
edges e1, . . . , en.
• s = (cc′) to indicate that the side s is shared by the two cells c, c′.
• s∗ = (cc′)∗ to indicate that the link s∗ (dual to the side s) connects the two nodes
c∗ and c′∗ (dual to the cells c, c′).
• e = (c1, . . . , cn) to indicate the the edge e is shared by the n cells c1, . . . , cn.
• e = (s1, . . . , sn) to indicate the the edge e is shared by the n sides s1, . . . , sn.
• e = (vv′) to indicate that the edge e connects the two vertices v, v′.
The 1-skeleton graph Γ ⊂ ∆ is the set of all vertices and edges of ∆. It is dual to the spin
network graph Γ∗ ⊂ ∆∗, the set of all nodes and links of ∆∗. Both graphs are oriented.
This construction is illustrated in Figure 1.
4.2 Truncating the Geometry to the Edges
The connection A and frame field e inside each cell c – that is, on the interior of the cell,
but not on the edges and vertices – are taken to be
A
∣∣
c= h
−1
c dhc, e
∣∣
c= h
−1
c dxchc =⇒ E
∣∣
c=
1
2
[e, e]
∣∣
c= h
−1
c [dxc, dxc] hc, (4.1)
in analogy with the 2+1D case discussed in [5, 6]. Since they correspond to
F ≡ dAA = 0, P ≡ dAe = 0, (4.2)
they trivially solve all of the constraints:
[e, P] = [e, F] = e · F− 1
2
(
1
γ
+ γ
)
K · P = 0. (4.3)
We also impose that F and P are non-zero only on the edges:
F =∑
e
peδ(2) (e) , P =∑
e
jeδ(2) (e) , (4.4)
where δ(2) (e) is a delta 2-form such that for any 1-form f∫
Σ
f ∧ δ(2) (e) =
∫
e
f , (4.5)
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Figure 1: A simple discretization with two cells (in red) and a dual spin
network (in blue). Here, the discretization is the simplest possible one: a
simplicial complex, where the cells are 3-simplices (tetrahedrons) and their
faces are 2-simplices (triangles). The edges are 1-simplices (line segments),
and the vertices are, of course, 0-simplices (points). However, our formal-
ism also allows the cells to be arbitrary convex polyhedra and the faces to
be arbitrary convex polygons. From the figure, it should be clear that each
of the two cells is dual to a node (located inside it), and each of the faces is
dual to a link, with the face shared by the two cells dual to the link connect-
ing the two nodes. This is further illustrated by Figure 2.
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Figure 2: For clarity, we have highlighted the middle link, the two nodes it
connects, the (triangular) face shared by the two cells, and the edges on the
boundary on that face (which are, as illustrated, oriented) – and dimmed
everything else.
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as discussed in Appendix (B), and pe, je are constant algebra elements encoding the
curvature and torsion on each edge4. These distributional curvature and torsion de-
scribe a network of cosmic strings: 1-dimensional topological defects carrying curva-
ture and torsion in an otherwise flat spacetime. The expressions (4.4) are derived from
first principles in Appendix B.
This construction describes a piecewise-flat-and-torsionless geometry; the cells are flat and
torsionless, and the curvature and torsion are located only on the edges of the cells.
We may interpret the 1-skeleton Γ, the set of all edges in the cellular decomposition ∆,
as a network of cosmic strings.
The reason for considering this particular geometry comes from the assumption that
the geometry can only be probed by taking loops of holonomies along the spin net-
work. Imagine a 3-dimensional slice Σ with arbitrary geometry. We first embed a
spin network Γ∗, which can be any graph, in Σ. Then we draw a dual graph, Γ, such
that each edge of Γ passes through exactly one loop of Γ∗. We take a holonomy along
each of the loops of Γ∗, and encode the result on the edges of Γ. The resulting discrete
geometry is exactly the one we described above, and it is completely equivalent to
the continuous geometry with which we started, since the holonomies along the spin
network cannot tell the difference between the continuous geometry and the discrete
one.
In short, given a choice of a particular spin network, an arbitrary continuous geometry
may be reduced to an equivalent discrete geometry, given by a network of cosmic
strings, one for each loop of the spin network.
5 Classical Spin Networks
Our goal is to show that, by discretizing the continuous phase space of gravity, we ob-
tain the spin network phase space of loop quantum gravity, coupled to cosmic strings.
Therefore, before we perform our discretization, let us study the spin network phase
space.
5.1 The Spin Network Phase Space
In the previous chapter, we defined the spin network Γ∗ as a collection of links e∗
connecting nodes c∗. The kinematical spin network phase space is isomorphic to a
direct product of T∗G cotangent bundles for each link e∗ ∈ Γ∗:
PΓ∗ ≡ ∏
e∗∈Γ∗
T∗G. (5.1)
Since T∗G ∼= Gn g∗, the phase space variables are a group element he∗ ∈ G and a Lie
algebra element Xe∗ ∈ g∗ for each link e∗ ∈ Γ∗. Under orientation reversal of the link
4We absorbed the factor of 2pi into pe and je for brevity.
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e∗ we have, according to (2.32),
he∗−1 = h
−1
e∗ , Xe∗−1 = −h−1e∗ Xe∗he∗ . (5.2)
These variables satisfy the Poisson algebra derived in the next section:
{he∗ , he′∗} = 0, {Xie∗ , X je′∗} = δe∗e′∗eijkXke∗ , {Xie∗ , he′∗} = δe∗e′∗he∗Ji, (5.3)
where e∗ and e′∗ are two links and Ji are the generators of g.
The symplectic potential is
Θ = ∑
e∗∈Γ∗
∆he∗ · Xe∗ , (5.4)
where we used the graded dot product defined in Section 2.4 and the Maurer-Cartan
form defined in (2.19). This phase space enjoys the action of the gauge group GN,
where N is the number of nodes in Γ∗. This action is generated by the discrete Gauss
constraint at each node,
Gc ≡ ∑
e∗3c∗
Xe∗ , (5.5)
where e∗ 3 c∗ means “all links e∗ connected to the node c∗”. This means that the
sum of the fluxes vanishes when summed over all the links connected to the node c∗.
Given a link e∗ = (cc′)∗, the action of the Gauss constraint is given in terms of two
group elements gc, gc′ ∈ G, one at each node, as
he∗ 7→ gche∗g−1c′ , Xe∗ 7→ gcXe∗g−1c . (5.6)
5.2 Calculation of the Poisson Brackets
Let us calculate the Poisson brackets of the spin network phase space T∗G, for one
link. For the Maurer-Cartan form, we use the notation
θ ≡ −∆h ≡ −δhh−1. (5.7)
This serves two purposes: first, we can talk about the components θi of θ without the
notation getting too cluttered, and second, from (2.21), the Maurer-Cartan form thus
defined satisfies the Maurer-Cartan structure equation
F (θ) ≡ δθθ ≡ δθ+ 12 [θ, θ] = 0, (5.8)
where F (θ) is the curvature of θ. Note that θ is a g-valued 1-form on field space, and
we also have a g∗-valued 0-form X, the flux. We take a set of vector fields qi and pi for
i ∈ {1, 2, 3} which are chosen to satisfy
qjy θi = pjy δXi = δiJ , pjy θi = qjy δXi = 0, (5.9)
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where y is the usual interior product on differential forms5. The symplectic potential
on one link is taken to be
Θ = −θ · X, (5.11)
and its symplectic form is
Ω ≡ δΘ = −δ (θ · X) = − (δθ · X− θ · δX)
= −
(
−1
2
[θ, θ] · X− θ · δX
)
= δX · θ+ 1
2
X · [θ, θ] ,
where in the first line we used the graded Leibniz rule (on field-space forms) and in
the second line we used (5.8). In components, we have
Ω = δXk ∧ θk + 12eijkθ
i ∧ θ jXk. (5.12)
Now, recall the definition of the Hamiltonian vector field of f : it is the vector field H f
satisfying
H fyΩ = −δ f . (5.13)
Let us contract the vector field qi with Ω using qjy θi = δiJ and qjy δXi = 0:
qlyΩ = qly
(
δXk ∧ θk + 12eijkθ
i ∧ θ jXk
)
= −δXkδkl +
1
2
eijkδ
i
lθ
jXk − 1
2
eijkδ
j
lθ
iXk
= −δXl + el jkθ jXk.
Similarly, let us contract pi with Ω using pjy δXi = δiJ and pjy θi = 0:
plyΩ = ply
(
δXk ∧ θk + 12eijkθ
i ∧ θ jXk
)
= δklθ
k = θl. (5.14)
Note that
− δXi = qiyΩ− eijkθ jXk = qiyΩ− eijk
(
pjyΩ
)
Xk. (5.15)
Thus, we can construct the Hamiltonian vector field for Xi:
HXi ≡ qi − eijkpjXk, HXiyΩ = −δXi. (5.16)
5The interior product Vy A of a vector V with a p-form A, sometimes written ιV A and sometimes
called the contraction of V with A, is the (p− 1)-form with components
(Vy A)a2···ap ≡ Va1 Aa1···ap . (5.10)
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As for h, we consider explicitly the matrix components in the fundamental represen-
tation, hAB. The Hamiltonian vector field for the component h
A
B satisfies, by definition,
HhAByΩ = −δh
A
B. (5.17)
If we multiply by
(
h−1
)B
C, we get(
HhAB
(
h−1
)B
C
)
yΩ = −δhAB
(
h−1
)B
C
=
(
−δhh−1
)A
C
= θi (Ji)
A
C =
(
pi (Ji)
A
C
)
yΩ.
(5.18)
Thus we conclude that the Hamiltonian vector field for hAB is
HhAB = (hJi)
A
B p
i. (5.19)
Now that we have found HXi and HhAB , we can finally calculate the Poisson brackets.
First, we have{
hAB, h
C
D
}
= −Ω
(
HhAB , HhCD
)
= −
(
δXk ∧ θk + 12eijkθ
i ∧ θ jXk
)(
(hJl)
A
B p
l, (hJm)
C
D p
m
)
= 0,
since pjy θi = 0. Thus
{h, h} = 0. (5.20)
Next, we have{
Xi, X j
}
= −Ω (HXi , HX j)
= −
(
δXk ∧ θk + 12epqkθ
p ∧ θqXk
)(
qi − eilmplXm, qj − ejnopnXo
)
= eilmδ
l
kX
mδjk − δikejnoδnk Xo −
1
2
epqkXk
(
δipδjq − δiqδjp
)
= e
ij
k X
k − ejik Xk −
1
2
e
ij
k X
k +
1
2
e
ji
k X
k
= e
ij
k X
k.
Finally, we have{
Xi, hAB
}
= −Ω
(
HXi , HhAB
)
= −
(
δXk ∧ θk + 12eijkθ
i ∧ θ jXk
)(
qi − eimnpmXn, (hJl)AB pl
)
= δki (hJl)
A
B δ
l
k
=
(
hJi
)A
B
,
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so {
Xi, h
}
= hJi. (5.21)
We conclude that the Poisson brackets are
{h, h} = 0, {Xi, X j} = eijk Xk, {Xi, h} = hJi. (5.22)
All of this was calculated on one link e∗. To get the Poisson brackets for two phase
space variables which are not necessarily on the same link, we simply add a Kronecker
delta function:
{he∗ , he′∗} = 0,
{
Xie∗ , X
j
e′∗
}
= δe∗e′∗e
ij
kXke∗ ,
{
Xie∗ , he′∗
}
= δe∗e′∗he∗Ji. (5.23)
This concludes our discussion of the spin network phase space.
6 Discretizing the Symplectic Potential
Now we are finally ready to discretize the continuous phase space. To do this, we will
integrate the symplectic potential, which is a 3-dimensional integral, one dimension
at a time.
6.1 First Step: From Continuous to Discrete Variables
We start with the symplectic potential obtained in (3.9),
Θ = −
∫
Σ
E · δA. (6.1)
Using the identity
δA
∣∣
c= h
−1
c (d∆hc) hc, (6.2)
the potential becomes
Θ = −∑
c
∫
c
[dxc, dxc] · d∆hc. (6.3)
To use Stokes’ theorem in the first integral, we note that
[dxc, dxc] · d∆hc = d ([dxc, dxc] · ∆hc) = d ([xc, dxc] · d∆hc) , (6.4)
hence we can write
[dxc, dxc] · d∆hc = (1− λ)d ([dxc, dxc] · ∆hc) + λd ([xc, dxc] · d∆hc) , (6.5)
so
Θ = −∑
c
∫
∂c
((1− λ) [dxc, dxc] · ∆hc + λ [xc, dxc] · d∆hc) . (6.6)
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This describes a family of polarizations corresponding to different values of λ ∈ [0, 1],
just as we found in [6] for the 2+1D case. There, we interpreted the choice λ = 0 as the
usual loop gravity polarization and λ = 1 as a dual polarization. We motivated a rela-
tion between this dual polarization and a dual formulation of gravity called teleparallel
gravity6. The analysis of the relation between the λ = 1 polarization and teleparallel
gravity in 3+1D is left for future work.
6.2 Second Step: From Cells to Sides
Next we decompose the boundary ∂c of each cell c = (s1, . . . , sn) into sides s1, . . . , sn.
Each side s = (cc′)will have exactly two contributions, one from the cell c and another,
with opposite sign, from the cell c′. We thus rewrite Θ as
Θ = − ∑
(cc′)
∫
(cc′)
(Ic′ − Ic) , (6.7)
where
Ic ≡ (1− λ) [dxc, dxc] · ∆hc + λ [xc, dxc] · d∆hc. (6.8)
Now, the connection and frame field must be continuous across cells:
A
∣∣
c= h
−1
c dhc = h
−1
c′ dhc′ = A
∣∣
c′ , on
(
cc′
)
, (6.9)
e
∣∣
c= h
−1
c dxchc = h
−1
c′ dxc′hc′ = e
∣∣
c′ , on
(
cc′
)
. (6.10)
For this to be satisfied, we must impose the following continuity conditions:
hc′ = hc′chc, xc′ = hc′c(xc − xc′c )hcc′ , on
(
cc′
)
. (6.11)
6In general relativity, gravity is encoded as curvature degrees of freedom. In teleparallel gravity
[12, 13, 14], gravity is instead encoded as torsion degrees of freedom. In 2+1 spacetime dimensions,
where gravity is topological [15], the theory has two constraints: the Gauss (or torsion) constraint or
the curvature (or flatness) constraint. In the quantum theory, the first constraint that we impose is used
to define the kinematics of the theory, while the second constraint will encode the dynamics. Thus,
it seems natural to identify general relativity with the quantization in which the Gauss constraint is
imposed first, and teleparallel gravity with that in which the curvature constraint is imposed first.
In [16], an alternative choice was suggested where the order of constraints is reversed. The curvature
constraint is imposed first by employing the group network basis of translation-invariant states, and the
Gauss constraint is the one which encodes the dynamics. This dual loop quantum gravity quantization is
the quantum counterpart of teleparallel gravity, and could be used to study the dual vacua proposed in
[17, 18].
The λ = 1 case in 2+1D was first studied in [19], but only in the simple case where there are no
curvature or torsion excitations. In [6] we expanded the analysis to include such excitations, and ana-
lyzed both the usual case – first studied by us in [5] – and the dual case in great detail, including the
discrete constraints and the symmetries they generate. Another phase space of interest, corresponding
to λ = 1/2, is a mixed phase space, containing both loop gravity and its dual. In 2+1D it is intuitively
related to Chern-Simons theory [20], as we motivated in [6]. In this case the formalism of [5, 6] is related
to existing results [21, 22, 23, 24, 25, 26, 27].
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From these conditions we derive the following identities:
∆hc′ = ∆ (hc′chc) = hc′c
(
∆hc − ∆hc′c
)
hcc′ , d∆hc′ = hc′cd∆hchcc′ , (6.12)
dxc′ = d
(
hc′c(xc − xc′c )hcc′
)
= hc′cdxchcc′ , (6.13)
where all of the conditions are valid only on the side s = (cc′). Using these conditions,
we find that
Ic′ = (1− λ) [dxc′ , dxc′ ] · ∆hc′ + λ [xc′ , dxc′ ] · d∆hc′
= (1− λ) [dxc, dxc] ·
(
∆hc − ∆hc′c
)
+ λ
[
xc − xc′c , dxc
]
· d∆hc.
Comparing with Ic, we see that many terms cancel, and we are left with
Θ = ∑
(cc′)
∫
(cc′)
(
(1− λ) [dxc, dxc] · ∆hc′c + λ
[
xc
′
c , dxc
]
· d∆hc
)
. (6.14)
Since ∆hc
′
c and xc
′
c are constant (unlike hc and xc), we may take them out of the integral
and rewrite the potential as
Θ = ∑
(cc′)
(
(1− λ)∆hc′c ·
∫
(cc′)
[dxc, dxc] + λxc
′
c ·
∫
(cc′)
[dxc, d∆hc]
)
. (6.15)
Now, in order to use Stokes’ theorem again, we can write
[dxc, dxc] = d [xc, dxc] , (6.16)
and
[dxc, d∆hc] = d [xc, d∆hc] = −d [dxc,∆hc] , (6.17)
which we write, defining an additional polarization parameter µ ∈ [0, 1], as
[dxc, d∆hc] = (1− µ)d [xc, d∆hc]− µd [dxc,∆hc] . (6.18)
The symplectic potential now becomes
Θ = ∑
(cc′)
(
(1− λ)∆hc′c ·
∫
∂(cc′)
[xc, dxc] + λxc
′
c ·
∫
∂(cc′)
((1− µ) [xc, d∆hc]− µ [dxc,∆hc])
)
,
(6.19)
and it describes a two-parameter family of potentials for each value of λ ∈ [0, 1] and
µ ∈ [0, 1].
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6.3 Third Step: From Sides to Edges
The boundary ∂s of each side s = (e1, . . . , en) is composed of edges e. Conversely, each
edge e = (s1, . . . , sNe) is part of the boundary of Ne different sides, which we label in
sequential order si ≡ (cici+1) for i ∈ {1, . . . , Ne}, with the convention that cNe+1 is the
same as c1 after encircling the edge e once. Note that this sequence of sides is dual to
a loop of links s∗i = (cici+1)
∗ around the edge e. Then we can rearrange the integrals
as follows:
∑
(cc′)
∫
∂(cc′)
=∑
e
∫
e
Ne
∑
i=1
. (6.20)
The potential becomes
Θ =∑
e
∫
e
Ne
∑
i=1
Icici+1 , (6.21)
where
Icici+1 ≡ (1− λ)∆hci+1ci · [xci , dxci ] + λxci+1ci · ((1− µ) [xci , d∆hci ]− µ [dxci ,∆hci ]) . (6.22)
We would like to perform a final integration using Stokes’ theorem. For this we again
need to somehow cancel some elements, as we did before. However, since there are
now Ne different contributions, we cannot use the continuity conditions between each
pair of adjacent cells, since in order to get cancellations, all terms must have the same
base point (subscript).
One option is to choose a particular cell and trace everything back to that cell. How-
ever, this forces us to choose a specific cell for each edge. A more symmetric solution
involves splitting each holonomy hcici+1 , which goes from from c
∗
i to c
∗
i+1, into two
holonomies – first going from c∗i to (some arbitrary point e0 on) e and then back to
c∗i+1, using the recipe given in Section 2.6:
hcici+1 = hcieheci+1 , x
ci+1
ci = x
e
ci ⊕ x
ci+1
e = xeci + hciex
ci+1
e heci = hcie
(
xci+1e − xcie
)
heci .
(6.23)
From this we find that
∆hci+1ci = hcie
(
∆hci+1e − ∆hcie
)
heci . (6.24)
Therefore
Icici+1 = (1− λ) hcie
(
∆hci+1e − ∆hcie
)
heci · [xci , dxci ] +
+ λhcie
(
xci+1e − xcie
)
heci · ((1− µ) [xci , d∆hci ]− µ [dxci ,∆hci ]) .
Furthermore, we again have continuity conditions7, this time between each cell ci and
the edge e:
xci = hcie
(
xe − xcie
)
heci , dxci = hciedxeheci , (6.25)
7If we had a cylinder around the edge e to regularize the divergences, like the disks we had in
[5, 6], then these conditions would have been valid on the boundary between the cylinder and the cell.
However, in the case we are considering here, the cylinder has zero radius, so these conditions are
instead valid on the edge e itself.
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hci = hciehe, ∆hci = hcie
(
∆he − ∆hcie
)
heci , d∆hci = hcied∆heheci . (6.26)
Plugging in, we get
Icici+1 = (1− λ)
(
∆hci+1e − ∆hcie
) · [xe − xcie , dxe]+
+ λ
(
xci+1e − xcie
) · ((1− µ) [xe − xcie , d∆he]− µ [dxe,∆he − ∆hcie ]) .
Now we sum over all the terms, and take anything that does not depend on i out of
the sum and anything that is constant out of the integral. We get
Θ =∑
e
(
Θe +
Ne
∑
i=1
Θcici+1e
)
, (6.27)
where
Θe ≡ (1− λ)
∫
e
[xe, dxe] ·
Ne
∑
i=1
(
∆hci+1e − ∆hcie
)
+
+ λ
(
(1− µ)
∫
e
[xe, d∆he]− µ
∫
e
[dxe,∆he]
)
·
Ne
∑
i=1
(
xci+1e − xcie
)
,
Θcici+1e ≡ − (1− λ)
[
xcie ,
∫
e
dxe
]
· (∆hci+1e − ∆hcie )+
− λ (xci+1e − xcie ) ·((1− µ) [xcie , ∫
e
d∆he
]
− µ
[∫
e
dxe,∆h
ci
e
])
.
Note that Θe exists uniquely for each edge, while Θ
cici+1
e exists uniquely for each com-
bination of edge e and side (cici+1).
6.4 The Edge Potential
InΘe, we notice that both sums are telescoping – each term cancels out one other term,
and we are left with only the first and last term:
Ne
∑
i=1
(
∆hci+1e − ∆hcie
)
=
(
∆hc2e − ∆hc1e
)
+
(
∆hc3e − ∆hc2e
)
+ · · ·+
(
∆hcNe+1e − ∆hcNee
)
= ∆hcNe+1e − ∆hc1e ,
Ne
∑
i=1
(
xci+1e − xcie
)
=
(
xc2e − xc1e
)
+
(
xc3e − xc2e
)
+ · · ·+
(
xcNe+1e − xcNee
)
= xcNe+1e − xc1e .
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Now, cNe+1 is the same as c1 after encircling e once. So, if the geometry is completely
flat and torsionless, we can just say that Θe vanishes. However, if the edge carries
curvature and/or torsion, then after winding around the edge once, the rotational and
translational holonomies should detect them. This is illustrated in Figure 3. We choose
to label this as follows:
∆hcNe+1e − ∆hc1e ≡ δMe, xcNe+1e − xc1e ≡ Se. (6.28)
The values of Me and Se in (6.28) are directly related8 to the values of pe and je in
(4.4), which determine the momentum and angular momentum of the string that lies
on the edge e. We may interpret (6.28) in two ways. Either we first find Me and Se by
calculating the difference of holonomies, as defined in (6.28), and then define pe and je
in (4.4) as functions of these quantities – or, conversely, we start with strings that have
well-defined momentum and angular momentum pe and je, and then define Me and
Se as appropriate functions of pe and je.
Unfortunately, aside from this simplification, it does not seem possible to simplify Θe
any further, since there is no obvious way to write the integrands as exact 1-forms.
The only thing left for us to do, therefore, is to call the integrals by names910:
Xe ≡
∫
e
[xe, dxe] , ∆H1e ≡
∫
e
[xe, d∆he] , ∆H2e ≡
∫
e
[dxe,∆he] , (6.29)
and write:
Θe = (1− λ)Xe · δMe + λSe ·
(
(1− µ)∆H1e − µ∆H2e
)
. (6.30)
In fact, since both H1e and H2e are conjugate to the same variable Se, we might as well
collect them into a single variable:
∆He ≡ (1− µ)∆H1e − µ∆H2e , (6.31)
so that the choice of parameter µ ∈ [0, 1] simply chooses how much of H1e compared
to H2e is used this variable. We obtain:
Θe = (1− λ)Xe · δMe + λSe · ∆He. (6.32)
This term is remarkably similar to the vertex potential we found in the 2+1D case [6],
which represented the phase space of a point particle with mass Me and spin Se. This
8To find the exact relation, we should regularize the edges using cylinders, just as we regularized
the vertices using disks in the 2+1D case [5, 6], which then allowed us to find a relation between the
holonomies and the mass and spin of the particles. We leave this calculation for future work.
9Our definition of Xe here alludes to the definition of “angular momentum” in [10], and is analogous
to the “vertex flux” Xv we defined in the 2+1D case in [6]. Similarly, the definition of ∆He (below) is
analogous to the “vertex holonomy” Hv we defined in the 2+1D case.
10The definitions of ∆He, ∆H1e , and ∆H2e , which are 1-forms on field space, define the holonomies He,
H1e and H2e themselves only implicitly. Despite the suggestive notation, in principle ∆He need not be
of the form δHeH−1e for some G-valued 0-form He. It can instead be of the form δhe for some g-valued
0-form he. Its precise form is left implicit, and we merely assume that there exists some solution, either
in the form He or he. The same applies to H1e and H2e , and also to Me in (6.28).
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Figure 3: Three cells (tetrahedrons, in red) dual to three nodes (in black).
The cells share three faces (highlighted) which are dual to three oriented
links (blue arrows) connecting the nodes. The three links form a loop,
which goes around the single edge shared by all three cells (the thick black
arrow in the middle). By taking a holonomy around the loop (c1c2c3c1), we
can detect the curvature and torsion encoded in the middle edge.
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term encodes the dynamics of the curvature and torsion on each edge e. In fact, if we
perform a change of variables:
(1− λ)Xe 7→ Xe, λSe 7→ − (Se + [Me, Xe]) , (6.33)
we obtain precisely the same term that we obtained in the 2+1D case:
Θe = Xe · δMe − (Se + [Me, Xe]) · ∆He. (6.34)
6.5 The Link Potential
The term Θcici+1e , defined at the end of Section 6.3, is easily integrable. Since we don’t
need the telescoping sum anymore, we can simplify this term by returning to the orig-
inal variables:
xci+1e − xcie = heci xci+1ci hcie, ∆hci+1e − ∆hcie = heci∆hci+1ci hcie, (6.35)
so it becomes
Θcici+1e = − (1− λ)
[
xcie ,
∫
e
dxe
]
· heci∆hci+1ci hcie+
− λheci xci+1ci hcie ·
(
(1− µ)
[
xcie ,
∫
e
d∆he
]
− µ
[∫
e
dxe,∆h
ci
e
])
.
We also have the usual inversion relations (see Section 2.7)
hciex
ci
e heci = −xeci , , hcie∆h
ci
e heci = −∆heci , (6.36)
so we can further simplify to:
Θcici+1e = (1− λ)
[
xeci , hcie
(∫
e
dxe
)
heci
]
· ∆hci+1ci +
+ λxci+1ci ·
(
(1− µ)
[
xeci , hcie
(∫
e
d∆he
)
heci
]
+ µ
[
hcie
(∫
e
dxe
)
heci ,∆h
e
ci
])
.
Next, we assume that the edge e starts at the vertex v and ends at the vertex v′, i.e.
e = (vv′). Then we can evaluate the integrals explicitly:∫
e
d∆he = ∆he
(
v′
)− ∆he (v) , ∫
e
dxe = xe
(
v′
)− xe (v) . (6.37)
Now, let hvv′ and xv
′
v be the rotational and translational holonomies along the edge e,
that is, from v to v′. Then we can split them so that they also pass through a point e0
on the edge e, as follows:
hvv′ = hvehev′ =⇒ ∆hv′v = hve
(
∆hv
′
e − ∆hve
)
hev, (6.38)
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xv
′
v = x
e
v ⊕ xv
′
e = hve
(
xv
′
e − xve
)
hev. (6.39)
Given that he (v) = hev and xe (v) = xve , the integrals may now be written as∫
e
d∆he = hev∆hv
′
v hve,
∫
e
dxe = hevxv
′
v hve. (6.40)
Moreover, since hciehev = hciv, we have
hcie
(∫
e
d∆he
)
heci = hcie
(
hev∆hv
′
v hve
)
heci = hciv∆h
v′
v hvci , (6.41)
hcie
(∫
e
dxe
)
heci = hcie
(
hevxv
′
v hve
)
heci = hcivx
v′
v hvci . (6.42)
With this, we may simplify Θcici+1e to
Θcici+1e = (1− λ)
[
xeci , hcivx
v′
v hvci
]
· ∆hci+1ci +
+ λxci+1ci ·
(
(1− µ)
[
xeci , hciv∆h
v′
v hvci
]
+ µ
[
hcivx
v′
v hvci ,∆h
e
ci
])
.
6.6 Holonomies and Fluxes
Finally, in order to relate this to the spin network phase space discussed in Chapter
5, we need to identify holonomies and fluxes. From the 2+1D case [5, 6], we know
that the fluxes are in fact also holonomies – but they are translational, not rotational,
holonomies. hcici+1 is by definition the rotational holonomy on the link (cici+1)
∗, and
xci+1ci is is by definition the translational holonomy on the link (cici+1)
∗, so it’s natural
to simply define
Hcici+1 ≡ hcici+1 , Xci+1ci ≡ xci+1ci . (6.43)
We should also define holonomies and fluxes on the sides dual to the links. By inspec-
tion, the flux on the side (cici+1) must be11
X˜ci+1ci ≡
[
xvci , hcivx
v′
v hvci
]
. (6.44)
The first term in the commutator is xvci , the translational holonomy from the node c
∗
i
to the vertex v, the starting point of e. The second term contains xv
′
v , the translational
holonomy along the edge e.
As for holonomies on the sides – again, since we initially had two ways to integrate,
we also have two different ways to define holonomies. However, as above, since both
11Note that this expression depends only on the source cell ci and not on the target cell ci+1, just as
the analogous flux in the 2+1D case only depended on the source cell. This is an artifact of using the
continuity conditions to write everything in terms of the source cell in order to make the expression
integrable; however, the expression may be symmetrized, as we did in [11].
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holonomies are conjugate to the same flux, Xci+1ci , there is really no reason to differen-
tiate them. Therefore we just define implicitly:
∆H˜ci+1ci ≡ (1− µ)
[
xvci , hciv∆h
v′
v hvci
]
+ µ
[
hcivx
v′
v hvci ,∆h
v
ci
]
, (6.45)
and the choice of parameter µ ∈ [0, 1] simply determines how much of this holonomy
comes from each polarization. We finally get:
Θcici+1e = (1− λ) X˜ci+1ci · ∆Hci+1ci + λXci+1ci · ∆H˜ci+1ci . (6.46)
This is exactly12 the same term we obtained in the 2+1D case [6]! It represents a
holonomy-flux phase space on each link. For λ = 0 the holonomies are on links and
the fluxes are on their dual sides, while for the dual polarization λ = 1 the fluxes are
on the links and the holonomies are on the sides, in analogy with the two polarization
we found in the 2+1D case.
6.7 Summary
We have obtained the following discrete symplectic potential:
Θ =∑
e
(
(1− λ)Xe · δMe + λSe · ∆He +
Ne
∑
i=1
(
(1− λ) X˜ci+1ci · ∆Hci+1ci + λXci+1ci · ∆H˜ci+1ci
))
,
(6.47)
where for each edge e:
• {c1, . . . , cNe} are the Ne cells around the edge,
• Xe ≡
∫
e [xe, dxe] is the “edge flux”,
• Me, defined implicitly by δMe ≡ ∆hcNe+1e − ∆hc1e , represents the curvature on the
edge,
• ∆He ≡
∫
e ((1− µ) [xe, d∆he]− µ [dxe,∆he]) is the “edge holonomy”,
• Se ≡ xcNe+1e − xc1e represents the torsion on the edge,
• X˜ci+1ci ≡
[
xvci , hcivx
v′
v hvci
]
is the flux on the side (cici+1) shared by the cells ci and
ci+1,
• Hcici+1 ≡ hcici+1 is the holonomy on the link (cici+1)∗ dual to the side (cici+1),
• Xci+1ci ≡ xci+1ci is the flux on the link (cici+1)∗,
12Aside from the relative sign, which comes from the fact that in the beginning we were writing a
3-form instead of a 2-form as an exact form, and plays no role here since each term describes a separate
phase space.
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• H˜ci+1ci , defined implicitly by ∆H˜
ci+1
ci ≡ (1− µ)
[
xvci , hciv∆h
v′
v hvci
]
+µ
[
hcivx
v′
v hvci ,∆h
v
ci
]
,
is the holonomy on the side (cici+1).
We interpret this as the phase space of a spin network Γ∗ coupled to a network of
cosmic strings Γ, with mass and spin related to the curvature and torsion.
7 Conclusions
7.1 Summary of Our Results
In this paper, we performed a piecewise-flat-and-torsionless discretization of 3+1D
classical general relativity in the first-order formulation, keeping track of curvature
and torsion via holonomies. We showed that the resulting phase space is precisely
that of spin networks, the quantum states of discrete spacetime in loop quantum grav-
ity, coupled to a network of cosmic strings, 1-dimensional topological defects carrying
curvature and torsion. Our results illustrate, for the first time, a precise way in which
spin network states can be assigned classical spatial geometries and/or matter distri-
butions.
Each node of the spin network is dual to a 3-dimensional cell, and each link connecting
two nodes is dual to the side shared by the two corresponding cells. A loop of links (or
a face) is dual to an edge of the cellular decomposition. These edges are the locations
where strings reside, and by examining the value of the holonomies along the loop
dual to an edge, we learn about the curvature and torsion induced by the string at the
edge by virtue of the Einstein equation.
Equivalently, if we assume that the only way to detect curvature and torsion is by
looking at appropriate holonomies on the loops of the spin networks, then we may in-
terpret our result as taking some arbitrary continuous geometry, not necessarily gen-
erated by strings, truncating it, and encoding it on the edges. The holonomies cannot
tell the difference between a continuous geometry and a singular geometry; they can
only tell us about the total curvature and torsion inside the loop.
7.2 Future Plans
In previous papers [5, 6] we presented a very detailed analysis of the 2+1-dimensional
toy model, which is, of course, simpler than the realistic 3+1-dimensional case. This
analysis was performed with the philosophy that the 2+1D toy model can provide
deep insights about the 3+1D theory. Indeed, many structures from the 2+1D case,
such as the cellular decomposition and its relation to the spin network, the rotational
and translational holonomies and their properties, and the singular matter sources,
can be readily generalized to the 3+1D with minimal modifications. Thus, other results
should be readily generalizable as well. As we have seen, we indeed obtain the same
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symplectic potential in both cases, which is not surprising – since we used the same
structures in both.
However, the 3+1-dimensional case presents many challenges which would require
much more work, far beyond the scope of this paper, to overcome. Here we present
some suggestions for possible research directions in 3+1D. Note that there are also
many things one could explore in the 2+1D case, but we choose to focus on 3+1D
since it is the physically relevant case. Of course, in many cases it would be beneficial
to try introducing new structures (e.g. a cosmological constant) in the 2+1D case first,
since the lessons learned from the toy theory may then be employed in the realistic
theory – as we, indeed, did in this paper.
1. Proper treatment of the singularities
In the 2+1D case, we carefully treated the 0-dimensional singularities, the
point particles, by regularizing them with disks. This introduced many
complications, but also ensured that our results were completely rigorous.
In the 3+1D case, we skipped this crucial part, and instead jumped right to
the end by assuming the results we had in 2+1D apply to the 3+1D case as
well.
It would be instructive to repeat this in 3+1D and carefully treat the 1-
dimensional singularities, the cosmic strings, by regularizing them with
cylinders. Of course, this calculation will be much more involved than the
one we did in 2+1D, as we now have to worry not only about the bound-
ary of the disk but about the various boundaries of the cylinder. In par-
ticular, we must also regularize the vertices by spheres such that the top
and bottom of each cylinder start on the surface of a sphere; this is further
necessary in order to understand what happens at the points where several
strings meet.
In attempts to perform this calculation, we encountered many mathemati-
cal and conceptual difficulties, which proved to be impossible to overcome
within the scope of this paper. Therefore, we leave it to future work.
2. Proper treatment of edge modes
In the 2+1D case we discovered additional degrees of freedom called edge
modes, which result from the discretization itself and possess their own
unique symmetries. We analyzed them in detail, in particular by studying
their role in the symplectic potential in both the continuous and discrete
cases. However, in the 3+1D case we again skipped this and instead as-
sumed our results from 2+1D still hold. In future work, we plan to per-
form a rigorous study of the edge modes in 3+1D, including their role in
the symplectic potential and the new symmetries they generate.
3. Introducing a cosmological constant
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In this paper, we greatly simplified the calculation in 3+1 dimensions by
imposing that the geometry inside the cells is flat, mimicking the 2+1-
dimensional case. A more complicated case, but still probably doable within
our framework, is incorporating a cosmological constant, which will then
impose that the cells are homogeneously curved rather than flat. In this
case, it would be instructive to perform the calculation in the 2+1D toy
model first, and then generalize it to 3+1D.
4. Including point particles
Cosmic strings in 3+1D have a very similar mathematical structure to point
particles in 2+1D. For this reason, we used strings as our source of matter
in 3+1D, which then allowed us to generalize our results from 2+1D in
a straightforward way. An important, but extremely complicated, mod-
ification would be to allow point particles in 3+1D as well. This would
introduce several difficulties, both mathematical and conceptual.
Perhaps the most serious problem would be that in 3 dimensions, once
cannot place a vertex inside a loop. Indeed, in 2 dimensions, a loop encir-
cling a vertex cannot be shrunk to a point, as it would have to pass through
the vertex. Similarly, in 3 dimensions, a loop encircling an edge cannot be
shrunk to a point without passing through the edge. Therefore, in these
cases it makes sense to say that the vertex or edge is inside the loop.
However, in 3 dimensions there is no well-defined way in which a ver-
tex can be said to be inside a loop; any loop can always be shrunk to a
point without passing through any particular vertex. Hence, it is unclear
how holonomies on the loops of the spin network would be able to detect
the curvature induced by a point particle at a vertex. Solving this prob-
lem might require generalizing the concept of spin networks to allow for
higher-dimensional versions of holonomies.
5. Taking Lorentz boosts into account
In 2+1D, we split spacetime into 2-dimensional slices of equal time, but we
left the internal space 2+1-dimensional. The internal symmetry group was
then the full Lorentz group. However, in 3+1D, we not only split spacetime
into 3-dimensional slices of equal time, we did the same to the internal
space as well, and imposed the time gauge e0a = 0. The internal symmetry
group thus reduced from the Lorentz group to the rotation group.
Although this 3+1 split of the internal space is standard in 3+1D canoni-
cal loop gravity, one may still wonder what happened to the boosts, and
whether we might be missing something important by assuming that the
variables on each cell are related to those on other cells only by rotations,
and not by a full Lorentz transformation. This analysis might prove crucial
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for capturing the full theory of gravity in 3+1D in our formalism, and in
particular, for considering forms of matter other than cosmic strings.
6. Motivating a relation to teleparallel gravity
In both 2+1D and 3+1D, we found that the discrete phase space carries two
different polarizations. In 2+1D, we motivated an interpretation where
one polarization corresponds to usual general relativity and the other to
teleparallel gravity, an equivalent theory where gravity is encoded in tor-
sion instead of curvature degrees of freedom. In the future we plan to
motivate a similar relation between the two polarizations in 3+1D.
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A Derivation of the Ashtekar Variables
In this appendix, we will derive the Ashtekar variables. We will start by describing
the first-order formulation of 3+1D gravity, introducing the spin connection and frame
field in Section A.1, the Holst action in Section A.2, and the Hamiltonian formulation
in Section A.3.
In Section A.4 we will define the Ashtekar variables themselves, along with useful
identities. We will then proceed, in Section A.5, to rewrite the Hamiltonian action
of first-order gravity using these variables, and define the Gauss, vector, and scalar
constraints. Finally, we will derive the symplectic potential in in Section A.6.
A.1 The Spin Connection and Frame Field
Let M = Σ×R be a 3+1-dimensional spacetime manifold, where Σ is a 3-dimensional
spatial slice and R represents time. Please see Section 2.2 for details and conventions.
We define a spacetime so (3, 1) spin connection 1-form ω I Jµ and a frame field 1-form eIµ.
Here we will use partially index-free notation, where only the internal-space indices of
the forms are written explicitly:
eI ≡ eIµ dxµ, ω I J ≡ ω I Jµ dxµ. (A.1)
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The frame field is related to the familiar metric by:
g = ηI JeI ⊗ eJ =⇒ gµν = ηI JeIµeJν, (A.2)
where ηI J is the Minkowski metric acting on the internal space indices. Thus, the
internal space is flat, and the curvature is entirely encoded in the fields eI ; we will see
below that ω I J is completely determined by eI . We also have an inverse frame field13 eµI ,
a vector, which satisfies:
eµI e
I
ν = δ
µ
ν , e
µ
I e
J
µ = δ
J
I , gµνe
µ
I e
ν
J = ηI J . (A.3)
We can view eµI as a set of four 4-vectors, e1, e2, e3, and e4, which form an orthonormal
basis (in Lorentzian signature) with respect to the usual inner product:
〈x, y〉 ≡ gµνxµyµ =⇒ 〈eI , eJ〉 = ηI J . (A.4)
The familiar Levi-Civita connection Γλµν is related to the spin connection and frame field
by
Γλµν = ω
I
µJe
λ
I e
J
ν + eλI ∂µe
I
ν, (A.5)
such that there is a covariant derivative ∇µ, which acts on both spacetime and internal
indices, and is compatible with (i.e. annihilates) the frame field:
∇µeIν ≡ ∂µeIν − ΓλµνeIλ +ω IµJeJν = 0. (A.6)
Now, if we act with the covariant derivative on the internal-space Minkowski metric
ηI J , we find:
∇µη I J = ∂µη I J +ω IµKηKJ +ω JµKη IK. (A.7)
Of course, η I J is constant in spacetime, so ∂µη I J = 0. If we furthermore demand that
the spin connection is metric-compatible with respect to the internal-space metric, that
is ∇µη I J = 0, then we get
0 = ω IµKη
KJ +ω JµKη
IK = ω I Jµ +ω
J I
µ = 2ω
(I J)
µ . (A.8)
We thus conclude that the spin connection must be anti-symmetric in its internal in-
dices:
ω
(I J)
µ = 0 =⇒ ω I Jµ = ω[I J]µ . (A.9)
Let us also define the covariant differential dω as follows:
dωφ ≡ dφ, dωX I ≡ dX I +ω I J ∧ X J , (A.10)
13Usually the vector eµI is called the frame field and the 1-form e
I
µ is called the coframe field, but we
will ignore that subtlety here.
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where φ is a scalar in the internal space and X I is a vector in the internal space. With
this we may define the torsion 2-form:
T I ≡ dωeI = deI +ω I J ∧ eJ , (A.11)
and the curvature 2-form:
FI J ≡ dωω I J = dω I J +ω IK ∧ωK J . (A.12)
Note that dω, unlike d, is not nilpotent. Instead, it satisfies the first Bianchi identity
d2ωX
I = FIK ∧ XK. (A.13)
A.2 The Holst Action
A.2.1 The Action and its Variation
The action of 3+1D gravity (with zero cosmological constant) is given by the Holst
action:14
S ≡ 1
4
∫
M
(
?+
1
γ
)
eI ∧ eJ ∧ FI J , (A.14)
where ? is the internal-space Hodge dual15 such that
? (eI ∧ eJ) ≡ 12eI JKLe
K ∧ eL, (A.20)
14Usually there is also a factor of 1/κ in front of the action, where κ ≡ 8piG and G is Newton’s constant.
However, here we take κ ≡ 1 for brevity.
15The Hodge dual of a p-form B on an n-dimensional manifold is the (n− p)-form ?B defined such
that, for any p-form A,
A ∧ ?B = 〈A, B〉e, (A.15)
where e is the volume n-form defined above, and 〈A, B〉 is the symmetric inner product of p-forms,
defined as
〈A, B〉 ≡ 1
p!
Aa1···ap Ba1···ap . (A.16)
? is called the Hodge star operator. In terms of indices, the Hodge dual is given by
(?B)b1···bn−p =
1
p!
Ba1···ape
a1···ap b1···bn−p , (A.17)
and its action on basis p-forms is given by
? (dxa1 ∧ · · · ∧ dxap) ≡ 1
(n− p)! e
a1···ap b1···bn−p dx
b1 ∧ · · · ∧ dxbn−p . (A.18)
Interestingly, we have that ?1 = e. Also, if acting with the Hodge star on a p-forms twice, we get
?2 = sign (g) (−1)p(n−p) , (A.19)
where sign (g) is the signature of the metric: +1 for Euclidean or −1 for Lorentzian signature.
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γ ∈ R\ {0} is called the Barbero-Immirzi parameter, and
FI J ≡ dωω I J = dω I J +ω IK ∧ωK J . (A.21)
is the curvature 2-form defined above. Let us derive the equation of motion and sym-
plectic potential from the Holst action. Taking the variation, we get
δS =
1
4
∫
M
(
2
(
?+
1
γ
)
δeI ∧ eJ ∧ FI J +
(
?+
1
γ
)
eI ∧ eJ ∧ δFI J
)
. (A.22)
In the second term, we use the identity δFI J = dω
(
δω I J
)
and integrate by parts to get(
?+
1
γ
)
eI ∧ eJ ∧ δFI J = dω
((
?+
1
γ
)
eI ∧ eJ ∧ δω I J
)
− 2
(
?+
1
γ
)
dωeI ∧ eJ ∧ δω I J .
(A.23)
Thus the variation becomes
δS =
1
2
∫
M
((
?+
1
γ
)
δeI ∧ eJ ∧ FI J −
(
?+
1
γ
)
dωeI ∧ eJ ∧ δω I J
)
+Θ, (A.24)
where the symplectic potential Θ is the boundary term:
Θ ≡ 1
4
∫
Σ
(
?+
1
γ
)
eI ∧ eJ ∧ δω I J . (A.25)
A.2.2 The δω Variation and the Definition of the Spin Connection
From the variation with respect to δω we see that the torsion 2-form must vanish16:
T I ≡ dωeI = deI +ω IJ ∧ eJ = 0. (A.26)
In fact, we can take this equation of motion as a definition of ω. In other words,
the only independent variable in our theory is going to be the frame field eI , and the
spin connection ω I J is going to be completely determined by eI . Once ω is defined
in this way, it automatically satisfies this equation of motion (or equivalently, there
is no variation with respect to δω in the first place since ω is not an independent
variable). The formulation where e and ω are independent is called first-order, and
when ω depends on e it is called second-order.
Let us look at the anti-symmetric part of the compatibility condition (A.6):
∇[µeν]I = ∂[µeν]I +ω[µ|IL|eLν] = 0. (A.27)
16Note that in the usual metric formulation of general relativity, the Levi-Civita connection Γµαβ is
also taken to be torsionless; however, there is also a dual formulation called teleparallel gravity, where
we instead use a connection (the Weitzenbo¨ck connection) which is flat but has torsion.
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Note that the term ΓλµνeIλ vanishes automatically from this equation since Γ
λ
[µν]
= 0
from requiring that the Levi-Civita connection is torsion-free. Also, the anti-symmetrizer
in ω[µ|IL|eLν] acts on the spacetime indices only (i.e. µ and ν are not inside the anti-
symmetrizer). Contracting with eµJ e
ν
K, we get
eµJ e
ν
K
(
∂[µeν]I +ω[µ|IL|eLν]
)
= 0. (A.28)
We now permute the indices I, J, K in this equation:
eµI e
ν
J
(
∂[µeν]K +ω[µ|KL|eLν]
)
= 0, (A.29)
eµKe
ν
I
(
∂[µeν]J +ω[µ|JL|eLν]
)
= 0. (A.30)
Taking the sum of the last two equations minus the first one, we get:
eµI e
ν
J ∂[µeν]K + e
µ
Ke
ν
I ∂[µeν]J − eµJ eνK∂[µeν]I +ωµ(I J)eµK −ωµ(KI)eµJ −ωµ[JK]eµI = 0. (A.31)
Since ωµ(I J) = 0, the two symmetric terms cancel, and we get
ωµJKe
µ
I = e
µ
I e
ν
J ∂[µeν]K + e
µ
Ke
ν
I ∂[µeν]J − eµJ eνK∂[µeν]I . (A.32)
Finally, we multiply by eIλ to get
ωλJK = eνJ ∂[λeν]K + e
µ
K∂[µeλ]J − eIλeµJ eνK∂[µeν]I . (A.33)
Rearranging and relabeling the indices, we obtain the slightly more elegant form:
ω I Jµ = 2eλ[I∂[µe
J]
λ]
− eµKeλIeσJ∂[λeKσ], (A.34)
where the first term contains an anti-symmetrizer in both the spacetime and internal
space indices. Thus, ω is completely determined by e, just as Γ is completely deter-
mined by g in the usual metric formulation.
A.2.3 The δe Variation and the Einstein Equation
From the variation with respect to δe we get
eJ ∧
(
?+
1
γ
)
FI J = 0. (A.35)
Note that, from the Bianchi identity (A.13), we have eJ ∧ FI J = d2ωeJ = 0 by the torsion
condition (A.26). In other words, the γ-dependent term vanishes on-shell, i.e., when
the torsion vanishes. We are therefore left with
eJ ∧ ?FI J = 0, (A.36)
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which is the Einstein equation Rµν − 12 gµνR = 0 in first-order form. Note that this
equation is independent of γ; therefore, the γ-dependent term in the action does not
affect the physics, at least not at the level of the classical equation of motion.
Let us prove that this is indeed the Einstein equation. We have
0 = eJ ∧ ?FI J = 12e
I
KLMe
K
ρ F
LM
µν dx
ρ ∧ dxµ ∧ dxν. (A.37)
Taking the spacetime Hodge dual of this 3-form (see Footnote 15), we get
0 = ?
(
eJ ∧ ?FI J
)
=
1
3! · 2e
ρµν
α e
I
KLMe
K
ρ F
LM
µν dx
α. (A.38)
Of course, we can throw away the numerical factor of 1/3! · 2, and look at the compo-
nents of the 1-form:
e
ρµν
α e
I
KLMe
K
ρ F
LM
µν = 0. (A.39)
The relation between the Riemann tensor17 on spacetime and the curvature 2-form is:
FLMµν = e
L
γe
M
δ R
γδ
µν. (A.40)
Plugging in, we get
e
ρµν
α e
I
KLMe
K
ρ e
L
γe
M
δ R
γδ
µν = 0. (A.41)
Multiplying by eβI , and using the relation
eIKLMe
β
I e
K
ρ e
L
γe
M
δ = e
β
ργδ, (A.42)
we get, after raising α and lowering β,
eρµναeργδβR
γδ
µν = 0. (A.43)
Finally, we use the identity
eρµναeργδβ = −2
(
δ
[µ
γ δ
ν]
δ δ
α
β + δ
[α
γ δ
µ]
δ δ
ν
β + δ
[ν
γ δ
α]
δ δ
µ
β
)
, (A.44)
where the minus sign comes from the Lorentzian signature of the metric, to get:
Rαβ −
1
2
δαβR = 0, (A.45)
where we defined the Ricci tensor and Ricci scalar:
Rαβ ≡ Rµαµβ, R ≡ Rµµ. (A.46)
Lowering α, we see that we have indeed obtained the Einstein equation,
Rαβ − 12 gαβR = 0, (A.47)
as desired.
17The Riemann tensor satisfies the symmetry Rµναβ = Rαβµν, so we can write it as R
αβ
µν with the
convention that, if the indices are lowered, each pair could be either the first or second pair of indices,
as long as they are adjacent. In other words, gαγgβδR
γδ
µν = Rµναβ or equivalently gαγgβδR
γδ
µν = Rαβµν.
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A.3 The Hamiltonian Formulation
A.3.1 The 3+1 Split and the Time Gauge
To go to the Hamiltonian formulation, we split our spacetime manifold M into space
Σ and timeR. We remind the reader that, as detailed in Section 2.2, the spacetime and
spatial indices on both real space and the internal space are related as follows:
µ︷ ︸︸ ︷
0, 1, 2, 3︸ ︷︷ ︸
a
,
I︷ ︸︸ ︷
0, 1, 2, 3︸ ︷︷ ︸
i
. (A.48)
Let us decompose the 1-form eI ≡ eIµdxµ:
e0 ≡ e0µ dxµ = e00 dx0 + e0a dxa, ei ≡ eiµ dxµ = ei0 dx0 + eia dxa. (A.49)
Here we merely changed notation from 3+1D spacetime indices I, µ to 3D spatial in-
dices i, a. However, now we are going to impose a partial gauge fixing, the time gauge,
given by
e0a = 0. (A.50)
We also define
e00 ≡ N, ei0 ≡ Ni, (A.51)
where N is called the lapse and Ni is called the shift, as in the ADM formalism. In other
words, we have:
e0 = N dx0, ei = Ni dx0 + eia dx
a, (A.52)
or in matrix form,
eIµ =

N Ni
0 eia
 . (A.53)
As we will soon see, N and Ni are non-dynamical Lagrange multipliers, so we are left
with eia as the only dynamical degrees of freedom of the frame field – although they
will be further reduced by the internal gauge symmetry.
A.3.2 The Hamiltonian
In order to derive the Hamiltonian, we are going to have to sacrifice the elegant index-
free differential form language (for now) and write everything in terms of indices. This
will allow us to perform the 3+1 split in those indices. Writing the differential forms
explicitly in coordinate basis, that is, eI ≡ eIµdxµ and so on, we get:
eI ∧ eJ ∧ FKL =
(
eIµdx
µ
)
∧
(
eJνdxν
)
∧
(
FKLρσ dx
ρ ∧ dxσ
)
= eIµe
J
νFKLρσ dx
µ ∧ dxν ∧ dxρ ∧ dxσ.
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Note that dxµ ∧ dxν ∧ dxρ ∧ dxσ is a wedge produce of 1-forms, and is therefore com-
pletely anti-symmetric in the indices µνρσ, just like the Levi-Civita symbol18 e˜µνρσ.
Thus we can write:
dxµ ∧ dxν ∧ dxρ ∧ dxσ = −e˜µνρσdx0 ∧ dx1 ∧ dx2 ∧ dx3, (A.57)
where the minus sign comes from the fact that sign (g) = −1, and we defined e˜µνρσ ≡
sign (g) e˜µνρσ. To see that this relation is satisfied, simply plug in values for µ, ν, ρ, σ
and compare both sides. For example, for (µνρσ) = (0123) we have:
− e˜0123 = e˜0123 = +1, (A.58)
and both sides are satisfied. We thus have
eI ∧ eJ ∧ FKL = −e˜µνρσeIµeJνFKLρσ dt ∧ d3x, (A.59)
where dt ≡ dx0 and d3x ≡ dx1 ∧ dx2 ∧ dx3. Plugging this into the Holst action (A.14),
we get after some careful manipulations1920
S = −1
2
∫
dt
∫
d3x e˜abc
(
1
2
eI JKLeI0e
J
aFKLbc +
1
2
eI JKLeIae
J
bF
KL
0c +
+
1
γ
ηIKηJLeI0e
J
aFKLbc +
1
γ
ηIKηJLeIae
J
bF
KL
0c
)
,
where we defined the 3-dimensional Levi-Civita symbol as e˜abc ≡ e˜0abc. If we do the
same in the internal indices, that is, define eijk ≡ e0ijk, we get21
1
2
e˜abceI JKLeI0e
J
aFKLbc =
1
2
e˜abceijk
((
e00e
i
a − ei0e0a
)
Fjkbc + 2e
i
0e
j
aF0kbc
)
, (A.61)
18The tilde on the Levi-Civita symbol signifies that it is not a tensor but a tensor density. The symbol
is defined as
e˜µνρσ ≡

+1 if (µνρσ) is an even permutation of (0123) ,
−1 if (µνρσ) is an odd permutation of (0123) ,
0 if any two indices are the same.
(A.54)
By definition this quantity has the same values in every coordinate system, and thus it cannot be a
tensor. Let us define a tensor density T˜ as a quantity related to a proper tensor T by
T˜ = |g|−w/2 T, (A.55)
where g is the determinant of the metric and w is called the density weight. It can be shown that
e˜µνρσ ≡ g−1/2eµνρσ, (A.56)
and therefore the Levi-Civita symbol is a tensor density of weight +1.
19Here, the Levi-Civita symbol eI JKL is actually a tensor, not a tensor density, since we are in a flat
space – so we omit the tilde.
20We chose to write down the internal space Minkowski metric ηI J explicitly so that internal space
indices I, J, . . . on differential forms can always be upstairs and spacetime indices µ, ν, . . . can always
be downstairs. This will also remind us that terms with I, J = 0 in the summation should get a minus
sign, since η00 = −1.
21For the first two terms, we simply take (I JKL) = (0ijk) , (i0jk) , (ij0k) , (ijk0) in the sum, which we
can do due to the Levi-Civita symbol eI JKL. For the next two terms, we split into the following four
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1
2
e˜abceI JKLeIae
J
bF
KL
0c = e˜
abceijk
(
e0ae
i
bF
jk
0c + e
i
ae
j
bF
0k
0c
)
, (A.62)
1
γ
e˜abcηIKηJLeI0e
J
aFKLbc =
1
γ
e˜abc
(
δij
(
ei0e
0
a − e00eia
)
F0jbc + δikδjle
i
0e
j
aFklbc
)
, (A.63)
1
γ
e˜abcηIKηJLeIae
J
bF
KL
0c =
1
γ
e˜abc
(
2δijeiae
0
bF
0j
0c + δikδjle
i
ae
j
bF
kl
0c
)
. (A.64)
Now, as indicated above, we impose the time gauge (A.50) and define the lapse and shift
(A.51):
e0a = 0, e
0
0 ≡ N, ei0 ≡ Ni ≡ Ndeid, (A.65)
where we have converted the shift into a spatial vector Nd instead of an internal space
vector. Plugging in, we get
1
2
e˜abceI JKLeI0e
J
aFKLbc =
1
2
e˜abceijk
(
NeiaF
jk
bc + 2N
deide
j
aF0kbc
)
, (A.66)
1
2
e˜abceI JKLeIae
J
bF
KL
0c = e˜
abceijkeiae
j
bF
0k
0c , (A.67)
1
γ
e˜abcηIKηJLeI0e
J
aFKLbc =
1
γ
e˜abc
(
δikδjl Ndeide
j
aFklbc − δijNeiaF0jbc
)
, (A.68)
1
γ
e˜abcηIKηJLeIae
J
bF
KL
0c =
1
γ
e˜abcδikδjleiae
j
bF
kl
0c. (A.69)
The action thus becomes, after taking out a factor of 1/γ and isolating terms propor-
tional to N and Nd:
S = − 1
2γ
∫
dt
∫
d3x e˜abc
[(
δikδjleiae
j
bF
kl
0c + γeijke
i
ae
j
bF
0k
0c
)
+
+ Nd
(
δikδjleide
j
aFklbc + γeijke
i
de
j
aF0kbc
)
+
−N
(
δikeiaF
0k
bc −
1
2
γeikleiaF
kl
bc
)]
.
distinct cases:
ηI J =

−1 I = J = 0,
+1 I = J 6= 0,
0 otherwise,
=⇒ ηIKηJL =

η00η00 = +1,
η00ηij = −δij,
ηijη00 = −δij,
ηikηjl = +δikδjl ,
(A.60)
and use the fact that F00 = 0 since it’s anti-symmetric.
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A.4 The Ashtekar Variables
A.4.1 The Densitized Triad and Related Identities
Let us define the densitized triad, which is a rank (1, 0) tensor of density weight22 −1:
E˜ai ≡ det (e) eai . (A.70)
The inverse triad eai is related to the inverse metric g
ab via
gab = eai e
b
j δ
ij. (A.71)
Multiplying by det (g) = det (e)2 we get
det (g) gab = E˜ai E˜
b
j δ
ij. (A.72)
We now prove some identities. First, consider the determinant identity for a 3-dimensional
matrix,
eijkeiae
j
be
k
c = det (e) e˜abc. (A.73)
Multiplying by eal and using e
i
aeal = δ
i
l , we get
el jke
j
be
k
c = eijke
i
ae
j
be
k
ce
a
l = det (e) e
a
l e˜abc = E˜
a
l e˜abc. (A.74)
Next, multiplying by e˜bcd and using the identity
e˜abce˜
bcd = 2δda , (A.75)
we get
e˜bcdel jke
j
be
k
c = E˜
a
l e˜abce˜
bcd = 2E˜dl . (A.76)
Renaming indices, we obtain the identity
E˜ai =
1
2
e˜abceijke
j
be
k
c . (A.77)
Similarly, one may prove the identity
eia =
eijke˜abcE˜bj E˜
c
k
2 det (e)
. (A.78)
Since
det
(
E˜
)
= det (det (e) eai ) = (det (e))
2 , (A.79)
22See Footnote 18 for the definition of a tensor density. The densitized triad has weight −1 since
det (e) =
√
det (g) has weight −1.
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we obtain an expression for the triad 1-form solely in terms of the densitized triad:
eia =
eijke˜abcE˜bj E˜
c
k
2
√
det
(
E˜
) . (A.80)
Contracting with e˜ade, we get
e˜adeeia =
eimn
(
δdbδ
e
c − δdc δeb
)
E˜bmE˜cn
2
√
det
(
E˜
) = eimnE˜dmE˜en√
det
(
E˜
) , (A.81)
from which we find that
e˜abceia =
eijkE˜bj E˜
c
k√
det (E)
. (A.82)
In conclusion, we have the following definitions and identities:
E˜ai ≡ det (e) eai =
1
2
e˜abceijke
j
be
k
c , (A.83)
eijmE˜cm = e˜
abceiae
j
b, e˜
abceja = ebpe
c
qe
jpq det (e) , (A.84)
eia =
eijke˜abcE˜bj E˜
c
k
2
√
det (E)
, e˜abceia =
eijkE˜bj E˜
c
k√
det (E)
. (A.85)
A.4.2 The Ashtekar-Barbero Connection
Since we have performed a 3+1 split of the spin connection ω I Jµ , we can use its indi-
vidual components to define a new connection on the spatial slice.
First, we use the fact that the spatial part of the spin connection, ωija , is anti-symmetric
in the internal indices, and thus it behaves as a 2-form on the internal space. This
means that we can take its Hodge dual23, and obtain a dual spin connection24 Γia:
Γia ≡ −
1
2
eijkω
jk
a ⇐⇒ ω jka = −ejki Γia. (A.86)
Importantly, instead of two internal indices, Γia only has one25.
23Please see Footnote 15 for the definition of the Hodge dual.
24The minus sign here is meant to make the Gauss law, which we will derive shortly, have the same
relative sign as the Gauss law from 2+1D gravity and Yang-Mills theory; note that, in some other
sources, Γia is defined without this minus sign.
25We can do this only in 3 dimensions, since the Hodge dual takes a k-form into a (3− k)-form. We
are lucky that we do, in fact, live in a 3+1-dimensional spacetime, otherwise this simplification would
not have been possible!
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Next, we define the extrinsic curvature26 Kia:
Kia ≡ ωi0a = −ω0ia . (A.87)
Note that we will extend both definitions to a = 0, for brevity only; Γ0 and K0 will not
be dynamical variables, as we shall see.
Using the dual spin connection and the extrinsic curvature, we may now define the
Ashtekar-Barbero connection Aia:
Aia ≡ Γia + γKia. (A.88)
The original spin connection ω I Jµ was 1-form on spacetime which had two internal
indices, and was valued in the Lie algebra of the Lorentz group, also known as so (3, 1).
In short, it was an so (3, 1)-valued 1-form on spacetime27. The three quantities we have
defined, Γia, Kia, and Aia, resulted from reducing both spacetime and the internal space
from 3+1 dimensions to 3 dimensions. Thus, they are 1-forms on 3-dimensional space,
not spacetime, and the internal space is now invariant under so (3) only.
Since the Lie algebras so (3) and su (2) are isomorphic, and since in Yang-Mills the-
ory we use su (2), we might as well use su (2) as the symmetry of our internal space
instead of so (3). Thus, the quantities Γia, Kia and Aia are all su (2)-valued 1-forms on
3-dimensional space. We can also, however, work more generally with some unspec-
ified (compact) Lie algebra g. We will use index-free notation, as defined in (2.3). In
particular, we will write for the connection, frame field, dual connection and extrinsic
curvature:
A ≡ Aiaτi dxa, e ≡ eiaτi dxa, Γ ≡ Γiaτi dxa, K ≡ Kiaτi dxa, (A.89)
where τi are the generators of g.
A.4.3 The Dual Spin Connection in Terms of the Frame Field
Recall that in the Lagrangian formulation we had the torsion equation of motion
T I ≡ dωeI = deI +ω IJ ∧ eJ = 0. (A.90)
Explicitly, the components of the 2-form T I are:
1
2
T Iµν = ∂[µe
I
ν] + ηJKω
I J
[µ
eKν]. (A.91)
Taking the spatial components after a 3+1 split in both spacetime and the internal
space, we get
1
2
Tiab = ∂[ae
i
b] −ωi0[ae0b] + δjkωij[aekb]. (A.92)
26Again, this definition differs by a minus sign from some other sources.
27The generators of the Lorentz algebra are LI J with I, J ∈ {0, 1, 2, 3}, and they are anti-symmetric in
I and J. They are related to rotations J I and boosts K I by J I = 12e
I
JK LJK and K I = L0I .
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However, after imposing the time gauge e0b = 0 the middle term vanishes:
1
2
Tiab = ∂[ae
i
b] + δjkω
ij
[ae
k
b]. (A.93)
Let us now plug in
ω
ij
a = −eijl Γla, (A.94)
to get
1
2
Tiab = ∂[ae
i
b] + e
i
klΓ
k
[ae
l
b] ≡ D[aeib], (A.95)
where we have defined the covariant derivative Da, which acts on g-valued 1-forms eib
as
Daeib ≡ ∂aeib + eiklΓkaelb. (A.96)
The equation Daeib = 0 can be seen as the definition of Γ
i
a in terms of eia, just as dωeI = 0
defines ω I J in terms of eI .
In index-free notation, the spatial torsion equation of motion is simply
T = dΓe = de + [Γ, e] = 0, (A.97)
where
T ≡ 1
2
Tiabτidx
a ∧ dxb (A.98)
is a g-valued 2-form.
A.4.4 The “Electric Field”
We now define the electric field 2-form E as (half) the commutator of two frame fields:
E ≡ 1
2
[e, e] . (A.99)
This is analogous to the electric field in electromagnetism and Yang-Mills theory. In
terms of components, we have
E ≡ 1
2
Eiabτidx
a ∧ dxb, Eiab =
1
2
[e, e]iab = e
i
jke
j
aekb. (A.100)
Alternatively, starting from the definition E˜ci ≡ 12 e˜abceijkejaekb of the densitized triad, we
multiply both sides by e˜cde and get:
e˜cdeE˜ci =
1
2
(
e˜cdee˜
abc
)
eijke
j
aekb =
1
2
(
δadδ
b
e − δae δbd
)
eijke
j
aekb = eijke
j
de
k
e , (A.101)
which gives us the electric field in terms of the densitized triad:
Eiab = e˜abcδ
ijE˜cj . (A.102)
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Note that in the definition we “undensitize” the densitized triad, which is a tensor
density of weight −1, by contracting it with the Levi-Civita tensor density, which has
weight 1. The 2-form E is thus a proper tensor.
Now, since E = [e, e] /2, we have
dΓE =
1
2
dΓ [e, e] = [dΓe, e] = [T, e] = 0. (A.103)
Therefore, just like the frame field e, the electric field E is also torsionless with respect
to the connection Γ.
A.5 The Action in Terms of the Ashtekar Variables
A.5.1 The Curvature
The spacetime components FI Jµν of the curvature 2-form, related to the partially-index-
free quantity FI J by
FI J ≡ 1
2
FI Jµνdxµ ∧ dxν, (A.104)
are
1
2
FI Jµν = ∂[µω
I J
ν]
+ ηKLω
IK
[µ ω
LJ
ν]
. (A.105)
Let us write the 3+1 decomposition in spacetime:
1
2
FI J0c = ∂[0ω
I J
c] + ηKLω
IK
[0 ω
LJ
c] , (A.106)
1
2
FI Jbc = ∂[bω
I J
c] + ηKLω
IK
[b ω
LJ
c] . (A.107)
We can further decompose it in the internal space, remembering that η00 = −1, ηij =
δij and ω00 = 0:
1
2
F0k0c = ∂[0ω
0k
c] + δmnω
0m
[0 ω
nk
c] , (A.108)
1
2
Fkl0c = ∂[0ω
kl
c] −ωk0[0 ω0lc] + δmnωkm[0 ωnlc] , (A.109)
1
2
F0kbc = ∂[bω
0k
c] + δmnω
0m
[b ω
nk
c] , (A.110)
1
2
Fklbc = ∂[bω
kl
c] −ωk0[b ω0lc] + δmnωkm[b ωnlc] . (A.111)
Plugging the definitions of Γia and Kia into these expressions, we obtain:
− 1
2
F0k0c = ∂[0K
k
c] + e
k
pqK
p
[0Γ
q
c], (A.112)
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− 1
2
Fkl0c = e
kl
p ∂[0Γ
p
c] − Kk[0Klc] + Γk[0Γlc], (A.113)
− 1
2
F0kbc = ∂[bK
k
c] + e
k
pqK
p
[bΓ
q
c], (A.114)
− 1
2
Fklbc = e
kl
p ∂[bΓ
p
c] − Kk[bKlc] + Γk[bΓlc]. (A.115)
Note that, in arriving at these expressions, we obtained terms proportional to δkl, but
they must vanish, since Fkl must be anti-symmetric in k, l.
Now we are finally ready to plug the curvature into the action. For clarity, we define
S =
1
γ
∫
dt
∫
d3x (L1 + L2 + L3) , (A.116)
where
L1 ≡ −12 e˜
abceiae
j
b
(
δikδjl Fkl0c + γeijkF
0k
0c
)
, (A.117)
L2 ≡ −12 N
de˜abceide
j
a
(
δikδjl Fklbc + γeijkF
0k
bc
)
, (A.118)
L3 ≡ 12 Ne˜
abceia
(
δikF0kbc −
1
2
γeikl Fklbc
)
. (A.119)
Let us calculate these terms one by one. In the interest of conciseness, we will skip
many steps; a more detailed derivation, showing all intermediate steps, may be found
in [11].
A.5.2 L1: The Kinetic Term and the Gauss Constraint
Plugging the curvature into L1, we find:
L1 =
1
2
e˜abceiae
j
bδikδjl
(
eklp
(
∂0Γ
p
c − ∂cΓp0
)− Kk0Klc + Kkc Kl0 + Γk0Γlc − ΓkcΓl0)+
+
1
2
γe˜abceijkeiae
j
b
(
∂0Kkc − ∂cKk0 + ekpq
(
Kp0Γ
q
c − Kpc Γq0
))
.
The densitized triad appears in both lines of L1:
L1 = E˜ck∂0
(
Γkc + γK
k
c
)
+
(
Γi0 −
1
γ
Ki0
)(
∂cE˜ci + e
k
ij
(
Γjc + γK
j
c
)
E˜ck
)
+
(
1
γ
+ γ
)
Ki0
(
∂cE˜ci + e
k
ijΓ
j
cE˜ck
)
,
where we used the identity emkle
kl
p = 2δmp , integrated by parts the expressions E˜cp∂cΓ
p
0
and γE˜ck∂cK
k
0, and then relabeled indices and rearranged terms. Finally, we plug in the
Ashtekar-Barbero connection:
Akc ≡ Γkc + γKkc , (A.120)
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define two Lagrange multipliers:
λi ≡ Γi0 −
1
γ
Ki0, α
i ≡
(
1
γ
+ γ
)
Ki0, (A.121)
and the Gauss constraint:
Gi ≡ ∂cE˜ci + ekij AjcE˜ck. (A.122)
The complete expression can now be written simply as:
L1 = E˜ck∂0A
k
c + λ
iGi +
(
1
γ
+ γ
)
Ki0
(
∂cE˜ci + e
k
ijΓ
j
cE˜ck
)
. (A.123)
The first term is clearly a kinetic term, indicating that Akc and E˜ck are conjugate variables.
The second term imposes the Gauss constraint, which, as we will see in Section 3.3,
generates SU (2) gauge transformations. As for the third term, we will show in the
next subsection that it vanishes by the definition of Γjc.
A.5.3 The Gauss Constraint in Index-Free Notation
We can write the Gauss constraint in index-free notation. The covariant differential of
E in terms of the connection A is given by
dAE ≡ dE + [A, E] . (A.124)
The components of this 3-form are given by
dAE =
1
2
e˜d[bc
(
δil∂a]E˜
d
l + e
i
jk A
j
a]δ
kl E˜dl
)
τidxa ∧ dxb ∧ dxc. (A.125)
Next, we use the relation
dxa ∧ dxb ∧ dxc = e˜abcdx1 ∧ dx2 ∧ dx3 ≡ e˜abcd3x, (A.126)
along with the identity e˜dbce˜abc = 2δad, to find that
dAE =
(
∂aE˜ai + e
k
ij A
j
aE˜ak
)
τid3x. (A.127)
Finally, we smear this 3-form inside a 3-dimensional integral, with a Lagrange multi-
plier λ ≡ λiτi: ∫
λ · dAE =
∫
λi
(
∂aE˜ai + e
k
ij A
j
aE˜ak
)
d3x. (A.128)
We thus see that demanding dAE = 0 is equivalent to demanding that (A.122) van-
ishes:
G = dAE = 0 ⇐⇒ Gi ≡ ∂aE˜ai + ekij AjaE˜ak = 0. (A.129)
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Let us also write (A.103) with indices in the same way, replacing Aja with Γ
j
a:
dΓE = 0 ⇐⇒ ∂aE˜ai + ekijΓjaE˜ak = 0. (A.130)
Taking the difference of the two constraints, we get
dAE− dΓE = γ [K, E] = 0 =⇒ ejkiKiaE˜aj = 0. (A.131)
Now, the extrinsic curvature with two spatial indices is symmetric, and it is related to
Kia by Kab = Kiae
j
bδij. Thus, the condition that its anti-symmetric part vanishes is
K[ab] = K
i
[ae
j
b]δij = 0. (A.132)
Contracting with det (e) eklmeake
b
l , we get
emki K
i
aE˜
a
k = 0. (A.133)
Therefore, Gk = 0 is also equivalent to K[ab] = 0. Yet another way to write this con-
straint, in index-free notation, is to define a new quantity [28]
P ≡ dAe, (A.134)
such that
dAE =
1
2
dA [e, e] = [dAe, e] = [P, e] . (A.135)
Finally, given (A.130) we can simplify (A.123) to
L1 = E˜ck∂0A
k
c + λ
iGi. (A.136)
A.5.4 L2: The Vector (Spatial Diffeomorphism) Constraint
Plugging the curvature into L2, we find:
L2 = Nde˜abceide
j
a
(
eijk∂b Akc + δilδjm
((
ΓlbΓ
m
c − KlbKmc
)
+ γ
(
KlbΓ
m
c + Γ
l
bK
m
c
)))
.
(A.137)
The curvature 2-form of the Ashtekar-Barbero connection, for which we will also use
the letter F but with only one internal index, is defined as:
1
2
Fkbc ≡ ∂[b Akc] +
1
2
eklm A
l
b A
m
c . (A.138)
Expanding Akc ≡ Γkc + γKkc and contracting with e˜abceijk, we get
1
2
e˜abceijkFkbc = e˜
abc
(
eijk∂b Akc + δilδjm
(
ΓlbΓ
m
c + γ
(
KlbΓ
m
c + Γ
l
bK
m
c
)
+ γ2KlbK
m
c
))
.
(A.139)
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Therefore
e˜abc
(
1
2
eijkFkbc − δilδjm
(
1+ γ2
)
KlbK
m
c
)
=
= e˜abc
(
eijk∂b Akc + δilδjm
((
ΓlbΓ
m
c − KlbKmc
)
+ γ
(
KlbΓ
m
c + Γ
l
bK
m
c
)))
.
Plugging into L2, we get
L2 = Nde˜abceide
j
a
(
1
2
eijkFkbc − δilδjm
(
1+ γ2
)
KlbK
m
c
)
. (A.140)
For the next step, we use the identity
e˜abceja = ebpe
c
qe
jpq det (e) . (A.141)
Plugging in, we obtain
L2 = −Na det (e)
(
ebpF
p
ab + e
i
ae
b
pe
c
qe
pq
m δil
(
1+ γ2
)
KlbK
m
c
)
. (A.142)
Next, we use the definition of the densitized triad E˜ai ≡ det (e) eai :
L2 = −Na
(
E˜bpF
p
ab +
(
1+ γ2
)
eiae
b
pδilK
l
be
pq
m Kmc E˜
c
q
)
. (A.143)
Recall that the Gauss constraint is equivalent to Gi = γekijK
j
cE˜ck, or, relabeling indices
and rearranging,
e
pq
m Kmc E˜
c
q = −
1
γ
Gp. (A.144)
Plugging into L2, we get
L2 = −NaE˜bpFpab +
(
1
γ
+ γ
)
NaKapG
p. (A.145)
The part with Gp is redundant – the Gauss constraint is already enforced by L1, and
we can combine the second term of L2 with L1 by redefining some fields. Thus we get
L2 = −NaE˜bpFpab. (A.146)
We can now define the vector (or momentum) constraint:
Va ≡ E˜bpFpab. (A.147)
Then L2 simply enforces this constraint with the Lagrange multiplier Na:
L2 = −NaVa. (A.148)
In Section 3.3 we will discuss how this constraint is related to spatial diffeomorphisms.
To write the vector constraint in index-free notation, we note that
Ni [e, F]i = −NbE˜ckFkbcd3x.
Thus, in terms of differential forms, we can write the vector constraint as
N · [e, F] = 0. (A.149)
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A.5.5 L3: The Scalar (Hamiltonian) Constraint
Finally, we plug the curvature into the last term in the action:
L3 = −Ne˜abceia
(
δik
(
∂bKkc + e
k
pqK
p
bΓ
q
c
)
− 1
2
γeikl
(
eklp ∂bΓ
p
c − KkbKlc + ΓkbΓlc
))
. (A.150)
Using the identity for e˜abceia in (A.85), we get
L3 = N
eimnE˜bmE˜cn√
det (E)
(
γδij∂b
(
Γjc − 1
γ
K jc
)
− eijk
(
K jbΓ
k
c +
1
2
γ
(
K jbK
k
c − ΓjbΓkc
)))
.
Substituting K jc = 1γ
(
Ajc − Γjc
)
, we obtain
L3 = −N e
mn
i E˜
b
mE˜cn
2γ
√
det (E)
(
Fibc −
(
1+ γ2
)
Ribc
)
,
where we identified the curvature of the Ashtekar-Barbero connection:
1
2
Fibc ≡ ∂[b Aic] +
1
2
eijk A
j
b A
k
c , (A.151)
as well as the curvature of the spin connection:
1
2
Ribc ≡ ∂[bΓic] +
1
2
eijkΓ
j
bΓ
k
c . (A.152)
If we define the scalar (or Hamiltonian) constraint:
C ≡ − e
mn
i E˜
b
mE˜cn
2γ
√
det (E)
(
Fibc −
(
1+ γ2
)
Ribc
)
, (A.153)
then L3 is simply
L3 = NC, (A.154)
and it imposes the scalar constraint via the Lagrange multiplier N. The scalar con-
straint generates the time evolution of the theory, that is, from one spatial slice to
another.
A.5.6 The Scalar Constraint in Terms of the Extrinsic Curvature
We can rewrite the scalar constraint in another way which is more commonly encoun-
tered. First we plug Ajb = Γ
j
b + γK
j
b into the curvature of the Ashtekar-Barbero con-
nection and get
Fibc = R
i
bc + γ
2eijkK
j
bK
k
c + 2γD[b (Γ)K
i
c], (A.155)
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where we defined the covariant derivative of Kic with respect to the spin connection:
D[b (Γ)K
i
c] ≡ ∂[bKic] + eijkΓjbKkc . (A.156)
Now, since the spin connection Γka is compatible with the triad, we have:
1
2
Tiab ≡ Da (Γ) eib ≡ ∂aeib + eiklΓkaelb = 0. (A.157)
However,
Da (Γ)
(
eibe
b
i
)
= Da (Γ) (3) = 0 =⇒ ebi Da (Γ) eib = −eibDa (Γ) ebi . (A.158)
Therefore
0 = eibDa (Γ) e
b
i = −ebi Da (Γ) eib = eib
(
∂aebi + e
l
ikΓ
k
ae
b
l
)
, (A.159)
and we obtain that
Da (Γ) ebi ≡ ∂aebi + elikΓkaebl = 0. (A.160)
Multiplying by det (e) and using the definition of E˜bi , we get
Da (Γ) E˜bi ≡ ∂aE˜bi + elikΓkaE˜bl = 0. (A.161)
Thus, when we contract Fibc with e
mn
i E˜
b
mE˜cn, we can insert γemni E˜
c
n into the covariant
derivative:
emni E˜
b
mE˜
c
nF
i
bc = e
mn
i E˜
b
mE˜
c
n
(
Ribc + γ
2eijkK
j
bK
k
c
)
− 2E˜bmDb (Γ)Gm, (A.162)
where we used the identity Gm = −γemni KicE˜cn again. Rearranging terms, we get
emni E˜
b
mE˜
c
nR
i
bc = e
mn
i E˜
b
mE˜
c
n
(
Fibc − γ2eijkK jbKkc
)
+ 2E˜bmDb (Γ)G
m. (A.163)
Plugging into C, we obtain
C =
γemni E˜
b
mE˜cn
2
√
det (E)
(
Fibc −
(
1+ γ2
)
eijkK
j
bK
k
c
)
+
(
1+ γ2
)
E˜bm
γ
√
det (E)
Db (Γ)Gm. (A.164)
Now, if the Gauss constraint is satisfied, then the second term is redundant, and we
can get rid of it. We obtain the familiar expression for the scalar or Hamiltonian con-
straint:
C =
γemni E˜
b
mE˜cn
2
√
det (E)
(
Fibc −
(
1+ γ2
)
eijkK
j
bK
k
c
)
. (A.165)
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A.5.7 The Scalar Constraint in Index-Free Notation
Finally, let us write the scalar constraint in index-free notation. We first use the identity
(A.85):
eimnE˜bmE˜cn√
det (E)
= e˜abceia. (A.166)
Plugging in, and ignoring the overall factor of γ, we get
C =
1
2
e˜abcδilela
(
Fibc −
(
1+ γ2
)
eijkK
j
bK
k
c
)
. (A.167)
Now, from our definition of the graded dot product (see Section 2.4) we have:
e · F = 1
2
δilelaF
i
bce˜
abcd3x. (A.168)
Furthermore, from our definition (2.18) of the triple product we have
e · [K, K] = δileijkelaK jbKkc e˜abcd3x. (A.169)
Thus we can write
C ≡ e ·
(
F− 1+ γ
2
2
[K, K]
)
. (A.170)
If we smear this 3-form inside a 3-dimensional integral, with a Lagrange multiplier N,
we get the appropriate expression for the scalar constraint.
Furthermore, let us consider again the new quantity defined in (A.134). We find that
P ≡ dAe = de + [A, e] = γ [K, e] , (A.171)
since dΓe = 0. Thus we can write
e · [K, K] = K · [K, e] = 1
γ
K · P, (A.172)
and the scalar constraint becomes
C ≡ e · F− 1
2
(
1
γ
+ γ
)
K · P. (A.173)
In this form of the constraint, it is clear that it is automatically satisfied if F = P = 0.
Similarly, for (A.153),
C = − e
mn
i E˜
b
mE˜cn
2γ
√
det (E)
(
Fibc −
(
1+ γ2
)
Ribc
)
, (A.174)
we again use (A.85) to get, ignoring the overall factor of −1/γ,
C =
1
2
e˜abcδilela
(
Fibc −
(
1+ γ2
)
Ribc
)
. (A.175)
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Then, we have as before
e · F = 1
2
δilelaF
i
bce˜
abcd3x, (A.176)
and similarly
e · R = 1
2
δilelaR
i
bce˜
abcd3x, (A.177)
where
R ≡ dΓΓ = dΓ+ 12 [Γ, Γ] . (A.178)
The scalar constraint can thus be written simply as
C = e ·
(
F−
(
1+ γ2
)
R
)
. (A.179)
A.6 The Symplectic Potential
Above, we found the symplectic potential A.25 of the Holst action:
Θ =
1
4
∫
Σ
(
?+
1
γ
)
eI ∧ eJ ∧ δω I J . (A.180)
Let us rewrite it in terms of the 3-dimensional internal indices, using the 3-dimesional
internal-space Levi-Civita symbol eijk ≡ e0ijk:
Θ =
1
4
∫
Σ
(
eijke0 ∧ ei ∧ δω jk + eijkei ∧ ej ∧ δω0k + 2γ e0 ∧ ei ∧ δω
0i +
1
γ
ei ∧ ej ∧ δωij
)
.
(A.181)
Since e0 = 0 on Σ due to the time gauge, the two terms with e0 vanish and we are left
with:
Θ =
1
4
∫
Σ
(
eijkei ∧ ej ∧ δω0k + 1γ ei ∧ ej ∧ δω
ij
)
. (A.182)
Recall that we defined the electric field as
E ≡ 1
2
[e, e] , (A.183)
or with indices
Ei = eijkej ∧ ek ⇐⇒ ei ∧ ej = 12eijkE
k. (A.184)
Thus our symplectic potential becomes
Θ =
1
4γ
∫
Σ
Ei ∧ δ
(
1
2
eijkω
jk + γω0i
)
. (A.185)
We identify here the dual spin connection and extrinsic curvature defined in Section
A.4.2:
Γia ≡ −
1
2
eijkω
jk
a , Kia ≡ −ω0ia , (A.186)
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so the expression in parentheses is none other than the (minus) Ashtekar-Barbero con-
nection:
A ≡ Γ+ γK =⇒ Aia ≡ Γia + γKia = −
1
2
eijkω
jk
a − γω0ia . (A.187)
Ignoring the irrelevant overall factor, the symplectic potential now reaches its final
form
Θ =
∫
Σ
E · δA. (A.188)
A.7 Summary
To summarize our calculation, we find that the action for 3+1D gravity with the Ashtekar
variables is
S =
1
γ
∫
dt
∫
Σ
d3x
(
E˜ai ∂t A
i
a + λ
iGi + NaVa + NC
)
, (A.189)
or in index-free notation
S =
1
γ
∫
dt
∫
Σ
(
E · ∂tA + λ · [e, P] + N · [e, F] + N
(
e · F− 1
2
(
1
γ
+ γ
)
K · P
))
,
(A.190)
and the symplectic potential is
Θ =
∫
Σ
E · δA. (A.191)
Chapter 3 in the main text provides a legend and interpretation for the various quan-
tities in these expressions.
B Cosmic Strings
In this appendix, we consider a very simple 3+1-dimensional geometry: a flat and
torsionless spacetime with a single infinite string, which appears as a 1-dimensional
topological defect and carries curvature and torsion degrees of freedom. This can also
be interpreted as a flat universe which is completely empty except for a single infinite
string, serving as the only source of matter.
B.1 Proof that d2φ = 2piδ(2) (r)
We begin by proving a relation between d2φ and the Dirac delta 2-form in cylindrical
coordinates. This relation will be used later in this appendix to show that a cosmic
string has distributional curvature and torsion.
Let us define a cylinder Σ with coordinates (r, φ, z) such that
r ∈ [0, R] , φ ∈ [0, 2pi) , z ∈
[
−L
2
,+
L
2
]
. (B.1)
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Furthermore, let
f ≡ fr dr + fφ dφ+ fz dz (B.2)
be a test 1-form such that
∂φ fz (r = 0) = 0. (B.3)
The condition (B.3) means that that value of the 1-form on the string itself, f (r = 0),
is the same for each value of φ. This certainly makes sense, as different values of φ at
r = 0 (for a particular choice of z) correspond to the same point.
We define a 2-form distribution δ(2) (r) such that∫
Σ
f ∧ δ(2) (r) =
∫
{r=0}
f , (B.4)
where {r = 0} is the line along the z axis. Let us now show that the 2-form d2φ satisfies
this definition.
Using the graded Leibniz rule we have, since f is a 1-form,
f ∧ d2φ = d f ∧ dφ− d ( f ∧ dφ) . (B.5)
Integrating this on Σ, we get∫
Σ
f ∧ d2φ =
∫
Σ
d f ∧ dφ−
∫
Σ
d ( f ∧ dφ) . (B.6)
The second integral in (B.6) can easily be integrated using Stokes’ theorem:∫
Σ
d ( f ∧ dφ) =
∫
∂Σ
f ∧ dφ =
∫
∂Σ
( fr dr + fz dz) ∧ dφ. (B.7)
The boundary of the cylinder consists of three parts:
∂Σ = {r = R} ∪
{
z = −L
2
}
∪
{
z = +
L
2
}
. (B.8)
Note that dr = 0 for the first part and dz = 0 for the second and third; thus∫
Σ
d ( f ∧ dφ) =
∫
{r=R}
fz dz ∧ dφ+
∫
{z=±L/2}
fr dr ∧ dφ. (B.9)
As for the first integral in (B.6), we have∫
Σ
d f ∧ dφ =
∫
Σ
d
(
fr dr + fφ dφ+ fz dz
) ∧ dφ
=
∫
Σ
(∂z fr dz ∧ dr + ∂r fzdr ∧ dz) ∧ dφ.
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For the first term we find∫
Σ
∂z fr dz ∧ dr ∧ dφ =
∫ 2pi
φ=0
∫ R
r=0
(∫ +L/2
z=−L/2
∂z fr dz
)
dr ∧ dφ
=
∫ 2pi
φ=0
∫ R
r=0
(
fr
(
z = +
L
2
)
− fr
(
z = −L
2
))
dr ∧ dφ
=
∫
{z=±L/2}
fr dr ∧ dφ,
where the orientation of the boundary at z = −L/2 is chosen to be opposite to that at
z = +L/2, and for the second term we find∫
Σ
∂r fzdr ∧ dz ∧ dφ =
∫ 2pi
φ=0
∫ +L/2
z=−L/2
(∫ R
r=0
∂r fzdr
)
dz ∧ dφ
=
∫ 2pi
φ=0
∫ +L/2
z=−L/2
( fz (r = R)− fz (r = 0))dz ∧ dφ
=
∫
{r=R}
fz dz ∧ dφ−
∫ 2pi
φ=0
∫ +L/2
z=−L/2
fz (r = 0)dz ∧ dφ.
In conclusion, given (B.9) we see that∫
Σ
d f ∧ dφ =
∫
Σ
d ( f ∧ dφ)−
∫ 2pi
φ=0
∫ +L/2
z=−L/2
fz (r = 0)dz ∧ dφ, (B.10)
and therefore (B.6) becomes∫
Σ
f ∧ d2φ = −
∫ 2pi
φ=0
∫ +L/2
z=−L/2
fz (r = 0)dz ∧ dφ. (B.11)
Finally, due to the condition (B.3), we can rewrite this as:∫
Σ
f ∧ d2φ =
∫ +L/2
z=−L/2
∫ 2pi
φ=0
( fz (r = 0)dφ)dz
= 2pi
∫ +L/2
z=−L/2
fz (r = 0)dz.
Noting that dφ = dr = 0 along the line {r = 0}, we see that∫
{r=0}
f =
∫
{r=0}
fz dz, (B.12)
and thus we find that ∫
Σ
f ∧ d2φ = 2pi
∫
{r=0}
f . (B.13)
Given (B.4), we see that indeed d2φ = 2piδ(2) (r), as we wanted to prove.
Note that the delta 2-form distribution may be written as
δ(2) (r) = δ (r)dx ∧ dy = δ (r) r dr ∧ dφ, (B.14)
where δ (r) is the usual 1-dimensional delta function. Therefore we have
d2φ = 2piδ (r) r dr ∧ dφ. (B.15)
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B.2 The Frame Field and Spin Connection
To describe a cosmic string, we use cylindrical coordinates (t, r, φ, z) with the infinite
string lying along the z axis. This metric can then be embedded in a larger space to
represent a finite string. The metric will be
ds2 = −dt2 + dr
2
(1−M)2 + r
2 dφ2 + (dz + S dφ)2 . (B.16)
We can define new coordinates
T ≡ t, R ≡ r
1−M , Φ ≡ (1−M) φ, Z ≡ z + Sφ, (B.17)
where M will be referred to as the “mass” and S the “spin”. Then the metric becomes
flat:
ds2 = −dT2 + dR2 + R2 dΦ2 + dZ2. (B.18)
However, the periodicity condition φ ∼ φ+ 2pi becomes
Φ ∼ Φ+ 2pi (1−M) , Z ∼ Z + 2piS. (B.19)
The identification Φ ∼ Φ+ 2pi (1−M) means that in a slice of constant T, as we go
around the origin at r = 0, we find that it only takes us 2pi (1−M) radians to complete
a full circle, rather than 2pi radians. Therefore we have obtained a “Pac-Man”-like
surface, where the angle of the “mouth” is 2piM, and both ends of the “mouth” are
glued to each other. This produces a cone with deficit angle 2piM. Note that if M = 0
and S = 0, the particle is indistinguishable from flat spacetime28.
28It is interesting to compare this to the 2+1D case, which is discussed in [29, 30, 31, 32, 33]. There we
have point particles instead of strings. The metric is:
ds2 = − (dt + S dφ)2 + dr
2
(1−M)2 + r
2 dφ2, (B.20)
and it becomes flat upon defining
T ≡ t + Sφ, R ≡ r
1−M , Φ ≡ (1−M) φ, (B.21)
which yields the periodicity conditions
T ∼ T + 2piS, Φ ∼ Φ+ 2pi (1−M) . (B.22)
If the spin S is non-zero, one end of the mouth is identified with the other end, but at a different point
in time – there is a time shift of 2piS. This seems like it might create closed timelike curves, which would
lead to causality violations [34]. However, when the spin is due to internal orbital angular momentum,
the source itself would need to be larger than the radius of any closed timelike curves [31, 35]; thus, no
causality violations take place.
In the 3+1D case discussed here, since we do not have a time shift, we will not create closed timelike
curves. Instead, the periodicity is in the Z direction. When we foliate spacetime into 3-dimensional
spatial slices in order to go to the Hamiltonian formulation, Z will play a role analogous to the one T
plays in the 2+1D case (which does not involve a foliation).
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Next, we define the frame fields:
e0 = dT, e1 = dR, e2 = R dΦ, e3 = dZ. (B.23)
The torsion 2-form is
T I ≡ dωeI = deI +ω I J ∧ eJ , (B.24)
and its four components are:
T0 = ω01 ∧ dR +ω02 ∧ R dΦ+ω03 ∧ dZ, (B.25)
T1 = ω10 ∧ dT +ω12 ∧ R dΦ+ω13 ∧ dZ, (B.26)
T2 = dR ∧ dΦ+ω20 ∧ dT +ω21 ∧ dR +ω23 ∧ dZ, (B.27)
T3 = ω30 ∧ dT +ω31 ∧ dR +ω32 ∧ R dΦ. (B.28)
The spin connection is the one for which T I = 0. In order for the torsion to vanish, all
of the components of ω I J must be set to zero29 except
ω21 = dΦ, (B.29)
which is needed in order to cancel the dR ∧ dΦ term in T2. Note that, since the metric
on the internal space is flat, we also have that ω21 = ω21 = −ω12 = dΦ. Finally, we
go back to the original coordinates using (B.17):
ω21 = (1−M)dφ = −ω12, e0 = dt, e1 = dr1−M , e
2 = r dφ, e3 = dz+S dφ.
(B.30)
Then the torsion becomes
T0 = T1 = T2 = 0, T3 = S d2φ = 2piSδ (r)dr ∧ dφ, (B.31)
where we used the fact that d2φ = 2piδ (r)dr ∧ dφ, as proven above, and thus
de3 = d (dz + S dφ) = S d2φ = 2piSδ (r)dr ∧ dφ. (B.32)
We may also calculate the curvature of the spin connection, which is defined as
RI J ≡ dωω I J = dω I J +ω IK ∧ωK J . (B.33)
Its components will all be zero, except for
R12 = −R21 = − (1−M)d2φ = −2pi (1−M) δ (r)dr ∧ dφ. (B.34)
29Indeed, one can check that there are no solutions to this system of equations where any ω I J other
than ω21 can be non-zero.
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B.3 The Foliation of Spacetime and the Ashtekar Variables
To go to the Hamiltonian formulation, we perform the 3+1 split and impose the time
gauge, as detailed in Section A.3.1:
e0 = N dt, ei = Ni dt + eia dx
a. (B.35)
From (B.30) we see that we are already in the time gauge, and the lapse and shift are
trivial, N = 1 and Ni = 0, as one would indeed expect from a flat spacetime.
Next, we turn the two internal-space indices on the spin connection into one index by
defining the dual spin connection as in Section A.4.2:
Γi ≡ −1
2
ei jkω
jk. (B.36)
Since the only non-zero components of ωij are ω21 = −ω12 = (1−M)dφ, we get:
Γ1 = Γ2 = 0, Γ3 = (1−M)dφ. (B.37)
The frame field on each spatial slice is simply
e1 =
dr
1−M , e
2 = r dφ, e3 = dz + S dφ. (B.38)
We can now use index-free notation again:
Γ = (1−M) J3 dφ, e = P1 dr1−M + P3 dz + (SP3 + rP2)dφ. (B.39)
The torsion will be
T ≡ dΓe = de + [Γ, e] = SP3d2φ = 2piS δ (r) τ3 dr ∧ dφ. (B.40)
The first Ashtekar variable is the electric field E, defined as
E ≡ 1
2
[e, e] =⇒ Ei = 1
2
ei jkej ∧ ek. (B.41)
Calculating it, we get
E =
(rP3 − SP2)dr ∧ dφ+ (P1 + P2)dz ∧ dr
1−M + rP1dφ ∧ dz. (B.42)
The second Ashtekar variables is the Ashtekar-Barbero connection A, defined as
A ≡ Γ+ γK, (B.43)
where γ is the Barbero-Immirzi parameter and K is the extrinsic curvature, defined as
Kia ≡ ωi0a . (B.44)
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In our case, it is clear that the extrinsic curvature vanishes; this makes sense, as we are
on equal-time slices in an essentially flat spacetime. Therefore the Ashtekar connection
is in fact identical to the dual spin connection:
A = Γ = (1−M) J3 dφ. (B.45)
The curvatures of these connections are:
R ≡ dΓΓ = dΓ+ 12 [Γ, Γ] , (B.46)
F ≡ dAA = dA + 12 [A, A] , (B.47)
and they are both equal to:
R = F = (1−M) J3 d2φ = 2pi (1−M) δ (r) J3 dr ∧ dφ. (B.48)
If we define m ≡ (1−M) J3 ∈ g and s ≡ SP3 ∈ g∗, then we may write
Γ = A = m dφ, e =
P1 dr
1−M + P3 dz + (s + rP2)dφ, (B.49)
T = P = 2pis δ (r) dr ∧ dφ, R = F = 2pim δ (r)dr ∧ dφ. (B.50)
B.4 The Dressed Quantities
The expressions for A and e are not invariant under the Gn g∗ gauge transformation
A 7→ h−1Ah + h−1dh, e 7→ h−1 (e + dAx) h, (B.51)
F 7→ h−1Fh, T 7→ h−1 (T + [F, x]) h, (B.52)
where the gauge parameters are a G-valued 0-form h and a g∗-valued 0-form x. When
we apply these transformations, we get:
Γ = A = h−1mh dφ+ h−1dh, (B.53)
e = h−1 (dx + (s + [m, x])dφ) h, (B.54)
E = h−1
(
1
2
[dx, dx] + [dx, (s + [m, x])dφ]
)
h, (B.55)
R = F = 2pih−1mh δ (r)dr ∧ dφ, (B.56)
T = P = 2pih−1 (s + [m, x]) h δ (r)dr ∧ dφ. (B.57)
These expressions are gauge-invariant, since any additional gauge transformation will
produce the same expression with the new gauge parameters composed with the old
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ones in a well-defined way. The process of adding new degrees of freedom in order to
make variables invariant under gauge transformations is called dressing.
Finally, let us define a momentum p and angular momentum j:
p ≡ h−1mh, j ≡ h−1 (s + [m, x]) h, (B.58)
which satisfy, as one would expect, the relations
p2 ≡ m2, p · j = m · s. (B.59)
Then we have
F = 2pip δ (r)dr ∧ dφ, T = 2pij δ (r)dr ∧ dφ. (B.60)
We see that the source of curvature is momentum, while the source of torsion is angu-
lar momentum, as discussed in [26, 36, 32, 25, 37, 27] for the 2+1D case.
In conclusion, in the Ashtekar formulation, a cosmic string is a distributional source
of both curvature and torsion in an otherwise flat and torsionless spacetime.
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