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Introduction
The developers of Stata 11 and 12 have clearly put much effort into creating the margins and marginsplot commands. Their work appears to have been well received by users. However, margins and marginsplot are naturally focused on margins for categorical (factor) variables, and continuous predictors are arguably rather neglected. In this article, I present a new command, marginscontplot, which provides facilities to plot the marginal effect of a continuous predictor in a meaningful way for a wide range of regression models. In principle, it can handle any regression command for which margins is applicable and makes sense. This includes all the familiar commands such as regress, logit, probit, poisson, glm, stcox, streg, and xtreg.
marginscontplot is also known as mcp for those who dislike typing the full command name. You may use marginscontplot and mcp interchangeably.
Comments on margins
To the beginner, the meaning of the term "margin" may be somewhat elusive. It certainly was for me. Beginners may find useful a recent article by Williams (2012) . The author concentrates on using the margins command with categorical covariates. Here we are concerned more with continuous covariates, although categorical covariates are also supported. We see that the mean prediction for foreign set to 0 for the entire sample is identical to the margin for foreign = 0 and similarly for foreign = 1. The estimated margin is essentially an out-of-sample prediction: we pretend that the weights of the vehicles do not change when we pretend that all of them were domestic or all were foreign.
margins handles the presence of interaction terms in the model with aplomb:
. regress mpg i.foreign##c.weight (output omitted )
. to get the miles per gallon predicted at a roughly central value of a car weight of 3,000 pounds, without or with distinguishing the effect of foreign. However, there are no fewer than 64 distinct values of weight. We cannot validly type margins weight to get its marginal effect, because weight is a continuous variable and Stata does not allow this syntax; weight would have to be a categorical variable for this to work. Even if we could type it, it would not be much help to see a table of the estimated margins for the 64 values of weight.
We would really like to create a visual assessment, for example, a plot of the margins against weight. The ado-file marginscontplot is designed to help us do just that.
A simple example of marginscontplot
We continue with the auto.dta example. The following code uses standard Stata commands, margins followed by marginsplot, to give a plot with 95% pointwise confidence intervals of the marginal effect of weight on mpg, adjusting for foreign:
. quietly regress mpg i.foreign weight . quietly margins, at(weight = (1760 (100)4840) Figure 1 . Marginal effect of weight on mpg with a pointwise 95% confidence interval, from a linear regression model. Produced by using margins and marginsplot.
The plot is shown in figure 1 . The appearance could be improved by using a more appropriate rendition of the confidence intervals, but the required information is basically all there. Although you do not see it, marginscontplot is working behind the scenes to generate such plots. Let x be the covariate that is used. By default, marginscontplot extracts the unique values of x observed in the sample and evaluates the margin at each unique value, together with a pointwise confidence interval if the ci option has been specified. To do this, it calls the margins command with a suitably constructed at() option that defines the plotting values. The constructed at() option resembles the margins option at(weight = (1760(100)4840)) we have already seen, except that all 64 unique values of weight are spelled out. marginscontplot saves the resulting estimates to a separate, temporary file, which it loads, manipulates if necessary, and plots.
If we complicate the model by adding an interaction term, no difficulty accrues (figure not shown):
. regress mpg i.foreign##c.weight . marginscontplot weight, ci
In the case of a linear function (as here), we only actually need two values, for example, the minimum and maximum of observed x, to define the line. However, this would not display the confidence interval accurately. A practical suggestion is 10 to 20 values, equally spaced over the range of x. The number of such values is controlled by the var1() and var2() options of marginscontplot. Alternatively, you can supply your own choice of x values by including them directly in the at1() or at2() option, for example, . marginscontplot weight, ci var1 (20) . marginscontplot weight, ci at1 (2000(500)4500) Here we are working with univariate plots (just one variable), and we need only the at1() or var1() option to specify the range of x values for plotting. Later, we shall see how the at2() and var2() options are used for plotting at values of a second covariate.
An example from survival analysis
We use the German breast cancer dataset to illustrate two issues:
1. How marginscontplot handles margins in nonlinear regression models such as stcox.
2. The use of the percentile feature of the at1() option to limit the range of plotting values.
We load the data by using the webuse command, and we stset it for use as survival data:
. webuse brcancer (German breast cancer data) . stset rectime, failure ( Suppose we fit a Cox proportional hazards model on the continuous covariates x5e and x6. We wish to see the effect of x6 on the relative hazard of an event:
. quietly stcox x5e x6 . marginscontplot x6, ci
The result is shown in figure 3(a) . It appears that larger values of x6 are associated with a (dramatically) lower relative hazard. Note that although we have fit x6 as a linear term in the Cox model, its marginal effect appears as a curve rather than a straight line. The reason is that by default, predict for stcox predicts the relative hazard, whereas the regression coefficient, b[x6], and hence, the linear predictor xb, acts on the log relative-hazard scale. If we wanted to see the effect of x6 on the log relative-hazard, we would use the margopts() option with predict(xb) to specify the linear predictor (figure not shown):
. marginscontplot x6, ci margopts(predict(xb))
The observed distribution of x6 is markedly skewed (coefficient of skewness = 4.8), having a concentration of values at 0 and a small number of large values. For example, the 99th centile is 998 fmol/l, whereas the range extends out to 2,380 fmol/l. We can limit the plotting values according to chosen centiles of x6 by using the % prefix in the at1() option, for example, 
Examples with transformed x 5.1 Log transformation
Suppose the relationship between the response variable, y, and x is log linear. Such a situation is not uncommon. We wish to model E (y) as a linear function of log x, and we want to graph the relationship on the original scale of x, not the scale of log x. Let us return to auto.dta for an example that achieves the aim. We model mpg as a log-linear function of weight:
. quietly generate logwt = ln(weight) . quietly regress mpg logwt Suppose we decide to plot at 20 values of weight equally spaced between the observed lowest and the highest weights. Stata's range command can conveniently be used to create a new variable (say, w) containing such values:
. summarize weight . range w r(min) r(max) 20
Next we log-transform w, and use w and the transformed values in the var1() option of marginscontplot:
. quietly generate logw = ln(w) . marginscontplot weight(logwt), var1(w(logw)) ci
The result is shown in figure 4 . 
Fractional polynomials
What if the relationship between the response variable, y, and x is more complex? A simple class of functions for modeling quite a wide range of nonlinear functions is fractional polynomials (FPs) (Royston and Altman 1994) . These are essentially extensions of ordinary polynomials that allow noninteger and negative values of the polynomial power transformations. This greatly increases their flexibility. For example, a quadratic β 0 + β 1 x 1 + β 2 x 2 generalizes to the FP2 function β 0 + β 1 x p1 + β 2 x p2 , where p 1 and p 2 are powers belonging to the restricted set S = {−2, −1, −0.5, 0, 0, 5, 1, 2, 3}. By convention, x 0 means ln (x). Also included are "repeated powers" models of the form β 0 + β 1 x p1 + β 2 x p1 ln (x). FP1 functions have the simple form β 0 + β 1 x p1 for p 1 in S.
Many details of FPs and their modeling, both in a univariate and in a multivariable context, are provided in Royston and Sauerbrei (2008) . In Stata, univariate FPs are implemented in the command fracpoly, and multivariable FPs (models) in mfp. In Stata 13, mfp is unchanged, but fracpoly has been superseded by a new command, fp (although fracpoly continues to work). marginsconplot works properly with fp. For example, the information carried by FP-transformed variables created by fp or fp generate is used appropriately by marginscontplot.
Consider extending the auto.dta example to allow an FP function of weight: fracpoly has determined that the best-fitting FP2 model has powers (−2, −2) for weight; that is, a function of the form β 1 x −2 + β 2 x −2 ln(x) has been selected. How do we produce a margins plot of the fitted function of weight? We need to tell the software the weight values at which we want to plot the fit and the corresponding FPtransformed values on which the regression model has been fit. Suppose we decide to plot at 20 values of weight equally spaced between the observed lowest and the highest weights. We take the approach described above in the log-linear example to create a new variable (say, w1) containing such values:
. quietly summarize weight . range w1 r(min) r(max) 20
Now we compute the required FP transformation of w1, namely, x −2 and x −2 ln (x). Some care is needed. We see from the fracpoly output given above that for each new variable fracpoly created, namely, Iweig 1 and Iweig 2, it has actually scaled weight by dividing by 1,000 before creating each transformation, and then added a constant. For the regression parameters to be valid for out-of-sample prediction at new variables, say, w1a and w1b, derived from w1, we must mimic that process precisely:
. generate w1a = (w1/1000)^-2-.1096835742
. generate w1b = (w1/1000)^-2 * ln(w1/1000)-.121208886
To create the margins plot, including a pointwise 95% confidence interval for the fit, we run marginscontplot with the var1() and ci options. The var1() option provides a look-up table between our plotting positions (stored in w1) and their FP transformations (stored in w1a and w1b):
. marginscontplot weight (Iweig__1 Iweig__2), var1(w1 (w1a w1b)) ci
The syntax weight (Iweig 1 Iweig 2) has a flavor similar to var1(w1 (w1a w1b)). The original predictor is weight, and Iweig 1 Iweig 2 expresses how weight appears in the regression model. The resulting graph is shown in figure 5 . We can easily elaborate the plot to show the effect of weight according to foreign status as follows (see figure 6):
. marginscontplot weight (Iweig__1 Iweig__2) foreign, var1(w1 (w1a w1b)) ci To make the plotting process easier, marginscontplot can use this information internally to transform user-specified values of weight to the values it needs to compute the margins:
. marginscontplot weight (Iweig__1 Iweig__2), var1 (20) ci In this context, the option var1 (20) says "plot the fit at 20 values of weight equally spaced between the minimum and maximum".
A third way to achieve the same result is to generate the FP-transformed variables for weight yourself by using fracgen, run the regression, and finally run marginscontplot:
. fracgen weight -2 -2 . local fp2_weight`r(names).
display "`fp2_weight´" weight_1 weight_2 . regress mpg i.foreign`fp2_weight. marginscontplot weight (`fp2_weight´), var1 (20) ci fracgen creates FP-transformed variables, here called weight 1 and weight 2, silently storing their details in characteristics. For convenience, I have stored these names in a local macro called fp2 weight. By default, fracgen omits the constants −0.1096835742 and −0.121208886, but this has no effect on marginscontplot.
6 A more complex example
Analysis with fractional polynomials
We move from auto.dta to data from a biomedical survey, nhanes2f.dta. The dataset is available via the command webuse nhanes2f.
The dataset comprises observations of 10,337 individuals: 4,909 males and 5,428 females. We concentrate on modeling blood pressure in the males (sex==1). There are two measures of blood pressure in the dataset: bpsystol (systolic blood pressure) and bpdiast (diastolic blood pressure). Because they are physiologically and statistically highly correlated, we model a composite measure known as mean arterial pressure (MAP):
. generate map = (bpsystol + 2 * bpdiast)/3
Known predictors of blood pressure are age and body mass index (BMI, equal to weight in kg divided by the square of height in m). Modeling MAP with mfp shows that hemoglobin (hgb) and race (race, coded 1 = white, 2 = black, and 3 = other) are also significant predictors of MAP in a multivariable context. Age needs an FP2 model with powers (−2, −1), whereas BMI and hemoglobin seem to have linear effects.
There are six possible two-way multiplicative interactions between the four predictors. Of these, three are highly significant (P < 0.001) in a model that includes all the main effects and interactions: FP2(age) × race, FP2(age) × BMI, and FP2(age) × hemoglobin. (In these expressions, we include two variables to represent the FP2 transformation of age.) We thus arrive at a rather complex model that includes four main effects and three interactions, all of which involve a nonlinear transformation of age:
. fracgen age -2 -1 -> gen double age_1 = X^-2 -> gen double age_2 = X^-1 (where: X = age/10) . regress map age_1 age_2 i.race bmi hgb race#c. (age_1 age_2 The table of estimates looks pretty complicated. How do we interpret the results? To gain understanding, we work with graphs created by marginscontplot. We start with the marginal effect of age alone, and then we explore the three age interactions. Mean MAP shows a clear increase with age. (The inflection point at about 25 years may be an artifact of the FP2 model. It seems more plausible that the underlying curve is roughly "flat" between about 20 and 30 years, but the FP2 family is not flexible enough to mimic this behavior.)
The remaining three plots show the interactions with age. In figure 7(b) , we see somewhat different shapes of the functions across races, against a generally increasing trend. Figure 7 (c) shows there is a strong effect of BMI at all ages, which is a little stronger in younger people. Comparing it with figure 7(a), we see that the effect of age adjusted for BMI is noticeably smaller than the marginal effect of age. Finally, figure 7(d) suggests that higher hemoglobin is associated with higher blood pressure at young ages but not in older people.
7 The marginscontplot command
Syntax
The syntax of marginscontplot is as follows:
margopts(string) nograph plotopts(twoway options) saving(filename ,
The options are described below.
Description
marginscontplot provides a graph of the marginal effect of a continuous predictor on the response variable in the most recently fit regression model. When only xvar1 is provided, the plot of marginal effects is univariate at values of xvar1 specified by the at1() or var1() option. When both xvar1 and xvar2 are provided, the plot of marginal effects is against values of xvar1 specified by the at1() or var1() option for fixed values of xvar2 specified by the at2() or var2() option. A line is plotted for each specified value of xvar2.
marginscontplot has the distinctive ability to plot marginal effects on the original scale of xvar1 or xvar2, even when the model includes transformed values of xvar1 or xvar2 but not xvar1 or xvar2 themselves. Such a situation arises in FP or spline modeling, for example, where nonlinear relationships with continuous predictors are to be approximated, and transformed covariates are included in the model to achieve this. mcp is a synonym for marginscontplot for those who prefer to type less.
Options
at(at list) fixes values of model covariates other than xvar1 and xvar2. at list has syntax varname1 = # varname2 = # . . . . By default, predictions for such covariates are made at the observed values and averaged across observations. at1( % at1 list) defines the plotting positions for xvar1 through the numlist at1 list.
If the prefix % is included, at1 list is interpreted as percentiles of the distribution of xvar1. If at1() is omitted, all the observed values of xvar1 are used if feasible. Note that xvar1 is always treated as the primary plotting variable on the x dimension.
at2( % at2 list) defines the plotting positions for xvar2 through the numlist at2 list.
If the prefix % is included, at2 list is interpreted as percentiles of the distribution of xvar2. If at2() is omitted, all the observed values of xvar2 are used if feasible. Note that xvar2 is always treated as the secondary "by-variable" for plotting purposes.
ci displays pointwise confidence intervals for the fitted values on the margins plot. For legibility, if more than one line is specified, each line is plotted on a separate graph.
margopts(string) supplies options to the margins command. The option most likely to be needed is predict(xb), which means that predicted values and, hence, margins are on the scale of the linear predictor. For example, in a logistic regression model, the default predictions are of the event probabilities. Specifying the option margopts(predict(xb)) gives margins on the scale of the linear predictor, that is, the predicted log odds of an event.
Note that the margins are calculated with the default setting, asobserved, for margins. See help margins for further information.
nograph suppresses the graph of marginal effects.
plotopts(twoway options) are options of graph twoway; see [G-3] twoway options.
saving(filename , replace ) saves the calculated margins and their confidence intervals to a file (filename.dta). This can be useful for fine-tuning the plot or tabulating the results.
showmarginscmd displays the margins command that marginscontplot creates and issues to Stata to do the calculations necessary for constructing the plot. This information can be helpful in fine-tuning the command or identifying problems.
var1(# | var1 spec) specifies plotting values of xvar1. If var1(#) is specified, then # equally spaced values of xvar1 are used as plotting positions, encompassing the observed range of xvar1. Alternatively, var1 spec may be used to specify transformed plotting values of xvar1. The syntax of var1 spec is var1 (var1a var1b ... ) . var1 is a variable holding user-specified plotting values of xvar1. var1a is a variable holding transformed values of var1 and similarly for var1b . . . if required.
var2(# | var2 spec) specifies plotting values of xvar2. If var2(#) is specified, then # equally spaced values of xvar2 are used as plotting positions, encompassing the observed range of xvar2. Alternatively, var2 spec may be used to specify transformed plotting values of xvar2. The syntax of var2 spec is var2 (var2a var2b ... ) . var2 is a variable holding user-specified plotting values of xvar2. var2a is a variable holding transformed values of var2 and similarly for var2b . . . if required.
Remarks
The version of var1() with var1 spec is appropriate for use after any covariate transformation is used in the model and you want a plot with the original (untransformed) covariate on the horizontal axis. This includes simple transformations such as logs and more complicated situations. For example, the model may involve an FP model in xvar1 using fracpoly or mfp. Alternatively, FP transformations of xvar1 may be calculated using fracgen, and the required model fit to the transformed variables before applying marginscontplot. The same facility is also available for the var2() option. It works in the same way but with xvar2 instead of xvar1.
marginscontplot has been designed to handle quite high-dimensional cases, that is, cases where many margins must be estimated. Be aware, however, that the number of margins is limited by the maximum matrix size; see help matsize. This can be increased if necessary by using the set matsize # command. marginscontplot tells you the smallest value of # needed to accommodate the case in question.
Concluding comments
When continuous variables are modeled, especially in a nonlinear fashion, plotting plays a vital role in understanding the nature of their association with the response variable. This is particularly true when interactions are involved because tables of regression coefficients are inadequate tools for understanding relationships. I hope that marginscontplot will continue the good work started by margins and marginsplot in understanding outputs from such models.
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