Sequence generation with reinforcement learning (RL) has received significant attention recently. However, a challenge with such methods is the sparse-reward problem in the RL training process, in which a scalar guiding signal is often only available after an entire sequence has been generated. This type of sparse reward tends to ignore the global structural information of a sequence, causing generation of sequences that are semantically inconsistent. In this paper, we present a model-based RL approach to overcome this issue. Specifically, we propose a novel guider network to model the sequence-generation environment, which can assist next-word prediction and provide intermediate rewards for generator optimization. Extensive experiments show that the proposed method leads to improved performance for both unconditional and conditional sequence-generation tasks.
Introduction
Sequence generation is an important area of investigation within machine learning. Recent work has shown excellent performance on a number of tasks, by combining reinforcement learning (RL) and generative models. Example applications include image captioning (Ren et al., 2017; Rennie et al., 2016) , text summarization (Li et al., 2018; Paulus et al., 2017; Rush et al., 2015) , and adversarial text generation (Guo et al., 2017; Lin et al., 2017; Zhu et al., 2018) . The sequence-to-sequence framework (Seq2Seq) (Sutskever et al., 2014 ) is a popular technique for sequence generation. However, models from such a setup are typically trained to predict the next token given previous ground-truth tokens as input, causing what is termed exposure bias (Ranzato et al., 2016) . By contrast, sequencelevel training with RL provides an effective way to solve this challenge by treating sequence generation as an RL problem. By directly optimizing an evaluation score (cumulative rewards) (Ranzato et al., 2016) , state-of-the-art results have been obtained in many sequence-generation tasks (Paulus et al., 2017; Rennie et al., 2016) . However, one problem in such a framework is that rewards in the RL training are particularly sparse, since a scalar reward is typically only available after an entire sequence has been generated.
For RL-based sequence generation, most existing works rely on a model-free framework via recurrent policy gradient (Wierstra et al., 2010) . However, these methods have been criticized for their high variance and poor sample efficiency (Sutton and Barto, 1998) . On the other hand, modelbased RL methods do not suffer from these issues, but they are usually difficult to train in complex environments. Furthermore, a learned policy is usually restricted by the capacity of an environment model. Recent developments on model-based RL (Kurutach et al., 2018; Nagabandi et al., 2017) combine the advantages of these two approaches, and have achieved improved performance by learning a model-free policy, assisted by an environment model. In addition, model-based RL has been employed recently to solve problems with extremely sparse rewards, with curiosity-driven methods (Pathak et al., 2017) .
Inspired by the ideas in (Kurutach et al., 2018; Nagabandi et al., 2017; Pathak et al., 2017) , we propose a model-based RL method to overcome the sparse-reward problem in sequence-generation tasks. Our main idea is to employ a new guider network to model the generation environment in the feature space of sequence tokens, which is used to emit intermediate rewards by matching the predicted features from the guider network and features from generated sequences. The guider network is trained to encode global structural in-formation of training sequences, useful to guide next-token generation in the generative process. Within the proposed framework, we also propose a new type of self-attention mechanism, to assist the guider network to provide high-level planningahead information. The intermediate rewards are combined with a final scalar reward, e.g., an evaluation score in a Seq2Seq generation model or the discriminator loss in the generative-adversarial-net (GAN) framework, to train a sequence generator with policy-gradient methods. Extensive experiments show improved performance of our method on both unconditional and conditional sequencegeneration tasks, relative to existing state-of-the-art methods.
Background 2.1 Sequence-to-Sequence Model
A sequence-generation model learns to generate a sequence Y = (y 1 , . . . , y T ) conditioned on a possibly empty object X from a different feature space.
Here y t ∈ A with A the alphabet set of output tokens. The pairs (X, Y ) are used for training a sequence-generation model. We use T to denote the length of an output sequence, and Y 1,...,t to indicate a subsequence of the form (y 1 , . . . , y t ). The output of a trained generator is denotedŶ , which is typically not used during training. Since we focus on text generation in this paper, we will use token and word interchangeably to denote an element of a (text) sequence.
Starting from the initial hidden state s 0 , a recurrent neural network (RNN) produces a sequence of states (s 1 , . . . , s T ) given an input sequencefeature representation (e(y 1 ), . . . , e(y T )), where e(·) denotes a function mapping a token to its feature representation. Let e t e(y t ). The states are generated by applying a transition function h : s t = h(s t−1 , e t ) for T times. The transition function h is implemented by a cell of an RNN, with popular choices being the Long Short-Term Memory (LSTM) (Hochreiter and Schmidhuber, 1997) and the Gated Recurrent Unit (GRU) (Cho et al., 2014) . We will use the LSTM for our model. To generate a tokenŷ t ∈ A, a stochastic output layer is applied on the current state s t : y t ∼ Multi(1, softmax(g(s t−1 ))),
(1) s t = h(s t−1 , e(ŷ t )) ,
where Multi(1, ·) denotes one draw from a multinomial distribution, and g(·) represents a linear transformation. Since the generated sequence Y is conditioned on X, one can simply start with an initial state encoded from X: s 0 = s 0 (X) (Bahdanau et al., 2017; Cho et al., 2014) . Finally, a conditional RNN can be trained for sequence generation with gradient ascent by maximizing the log-likelihood of a generative model.
Model-Based Reinforcement Learning
Reinforcement learning is the problem of finding an optimal policy for an agent interacting with an unknown environment, collecting a reward per action. A policy is defined as a conditional distribution, π(a|s), defining the probability over an action a ∈ A conditioned on a state variable s ∈ S. Formally, the problem can be described as a Markov decision process (MDP), M = S, A, P s , r, γ , where P s (s |s, a) is the transition probability from state s to s given action a; r(s, a) is an unknown reward function immediately following the action a performed at state s; γ ∈ [0, 1] is a discount factor regularizing future rewards. At each time step t, conditioned on the current state s t , the agent chooses an action a t ∼ π(·|s t ) and receives a reward signal r(s t , a t ). The environment, as seen by the agent, then updates its state as s t+1 ∼ P s (·|s t , a t ). The goal is to learn an optimal policy such that one obtains the maximum expected total reward, e.g., by maximizing the total rewards, J(π) = ∞ t=1 E Ps,π γ t r(s t , a t )
= E st∼ρπ,at∼π [r(s t , a t )] ,
where ρ π ∞ t=1 γ t−1 P r (s = s t ), and P r (s) denotes the state marginal distribution induced by π.
In model-based RL, a model of the dynamics P s is built to make predictions for future states conditioned on the current state, which can be used for action selection, e.g., next-token generation. In practice, the model of dynamics is typically implemented as a discrete-time function, taking the current state-action pair (s t , a t ) as input, and outputing an estimate of the next state s t+ t at time t + t. At each step, the best next action is chosen based on the current policy, and the model will re-plan with the updated information from the dynamics. This control scheme is referred to as model-predictive control (MPC) (Nagabandi et al., 2017) . Note that in our setting, the state s in RL 
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Proposed Model
To make the discussion explicit, we describe our model in the context of text generation, where tokens in a sequence are represented as words.
The model is illustrated in Figure 1 , with the first building block an Autoeocoder (AE) structure (the Encoder-Decoder in Figure 1 ) for sentence feature extraction and generation. The encoder is shared for sentences from both training data and generated data, as explained in detail below. Overall, text generation can be formulated as a sequential decision-making problem. At each timestep t, the agent, also called a generator (which corresponds to the LSTM Decoder in Figure 1 ), takes the current LSTM state as the environment state, denoted as s t . The policy π φ (·|s t ) parameterized by φ is a conditional generator, to generate the next token (action) given the state s t of current generated sequence. At each time step, an immediate reward r t is also revealed, which is calculated based on the output of the guider network and used to update the sequence generator described below. The objective of sequence generation is to maximize the total rewards, as in (3) . We detail the components of our proposed model in the following subsections.
Guider Network for Environment Dynamics
The guider network, implemented as an RNN with LSTM units, is adopted to model environment dynamics to better assist sequence generation. The idea is to train a guider network such that its predicted sequence features at each time step are used to construct intermediate rewards in an RL setting, which in turn are used to optimize the sentence generator. Denote the guider network as G ψ (s G t−1 , f t ), with parameters ψ and input arguments (s G t−1 , f t ) at time t to explicitly write out the dependency on the guider network latent state s G t−1 from the previous time step. Here f t is the input to the LSTM, which represents the feature of the current generated sentence after an encoder network. Specifically, let the current generated sentence be Y 1...t (forced to be the same as parts of a training sequence in training), with f t calculated as:
where Enc(·) denotes the encoder transformation, implemented with a convolutional neural network (CNN) ; see Figure 1 . The initial state of the guider network is the encoded feature of a true input sequence by the same CNN, i.e., s G 0 = Enc(X).
Sequence-to-Sequence Generation with Planning We first explain how one uses the guider network to guide next-word generation for the generator (the LSTM decoder in Figure 1 ). Our framework is inspired by the MPC method (Nagabandi et al., 2017) , and can be regarded as a type of planahead attention mechanism. Given the feature f t at time t from the current input sequence, the guider network produces a prediction G ψ (s G t−1 , f t ) as a future feature representation, by feeding f t into the LSTM. Since the training of the guider network is based on real data (detailed in the next paragraph), the predicted feature contains global-structure information of the training sequences. To utilize such information to predict the next word, we combine the predicted feature with the output of the decoder by constructing an attention-like mechanism. Specifically, we first apply a linear transformation ϕ on the predicted feature G ψ (s G t−1 , f t ), forming a weight vector w t ϕ G ψ (s G t−1 , f t ) . Next, the weight w t is applied to the output O t of the LSTM decoder by an element-wise multiplication operation. The result is then fed into a softmax layer to generate the next token y t . Formally, the generative process is written as
Guider Network Optimization In training, given a sequence of feature representations (f 1 , f 2 , . . . f T ) for a training sentence, we seek to update the guider network such that it is able to predict f t+c given f t , where c > 0 is the number of steps looked ahead. We implement this by forcing the predicted feature, G ψ (s G t , f t ), to match both the sentence feature f t+c (first term in (9)) and the corresponding feature-changing direction (second term in (9)). This is formalized by maximizing an objective function of the following form at time t:
where D cos (·, ·) denotes the cosine similarity. By minimizing (9), an ideal guider network should be able to predict the true next words conditioned on the current word in a sequence. As a result, the prediction is used to construct an intermediate reward, which is then used to update the generator (the LSTM decoder), as described further below.
Feature-Matching Rewards and Generator Optimization
As in many RL-based sequence-generation methods, such as SeqGAN and Leak-GAN (Guo et al., 2017) , the generator is updated based on policy-gradient methods. As a result, collecting rewards in the generation process is critical. Though has proposed to use rollout to get rewards for each generated word, the variance of the rewards is typically too high to be practically useful. In addition, the computational cost may be too expensive for practical use. We describe how to use the proposed guider network to define intermediate rewards below, leading to a definition of feature-matching reward.
Feature-matching rewards We first define an intermediate reward to generate a particular word. The idea is to match the ground-truth features from the CNN encoder in Figure 1 with those generated from the guider network. Equation (9) indicates that the further the generated feature is from the true feature, the smaller the reward should be. To this end, for each time t, we define the intermediate reward for generating the current word as:
is the predicted feature. Intuitively, f t − f t−i measures the difference between the generated sequences in feature space; the reward will be high if it matches the predicted feature transitionf t − f t−i from the guider network. At the last step of sequence generation, i.e., t = T , the corresponding reward measures the quality of the whole generated sequence, thus it is called a final reward. The final reward is defined differently from the intermediate reward, which will be discussed below for both the unconditionaland conditional-generation cases.
Note a token generated at time t will influence not only the rewards received at that time but also the rewards at subsequent time steps. Thus we propose to define the cumulative reward, T i=t γ i r g i with γ a discount factor, as a feature-matching reward. Intuitively, this encourages the generator to focus on achieving higher long-term rewards. Finally, in order to apply policy gradient to update the generator, we combine the feature-matching reward with the problem-specific final reward, to form a Q-value reward specified below. We consider unconditional-and conditional-sequence generation in the following.
Unconditional generation This case corresponds to generating sequences from scratch. Similar to SeqGAN, the final reward is defined as the output of a discriminator, evaluating the quality of the whole generated sequence, i.e., the smaller the output, the less likely the generation is a true sequence. As a result, we combine the discriminator loss, denoted as r f 1 with the feature-matching rewards as follows, to define a final Q-value reward:
Conditional generation This case corresponds to generating sequences conditioned on some input features, such as image features in image captioning. Following ideas from self-critical sequence training (SCST) (Rennie et al., 2016) , the final reward r f s (also called the self-critical reward) is constructed by constituting a baseline reward, denoted asr f (Y ), for variance reduction:
where r f (Y ) is the reward of a sampled sentence Y by the current generator, andr f (Y ) is the reward of a sentence obtained by choosing the words with the highest probabilities at each step t, i.e., a greedy decoding. Finally, the Q-value reward is defined as:
Generator optimization The sequence generator is initialized by pre-training on training sequences with an autoencoder structure, based on MLE training. After that, the final Q-value reward Q t is used as a reward for each time t, with standard policy gradient optimization methods to update the generator. Specifically, the policy gradient is
where p(y t |s t−1 ; φ t−1 ) is the probability of generating y t given s t−1 in the generator.
Discussion For unconditional generation, the feature-matching reward is typically good enough, since the task focuses more on sentence structure, which is reflected by the feature-matching reward. For conditional generation, however, a final reward in terms of an evaluation score (e.g., the BLEU score) is more important because the semantic information of the conditioned variable is encoded into the score. This final reward thus guides the generator to generate semantically consistent sentence w.r.t. the conditioned variable. However, when most of the final rewards are negative, it is well-known that a policy gradient method would fail because of a lack of positive reward signals.
Other Training Details
Encoder as a feature extractor For unconditional generation, the feature extractor of the generating inputs for the guider network share the CNN part of the encoder. We stop gradients from the guider network to the encoder CNN in the training process. For conditional generation, we use a pretrained feature extractor, trained similarly to the unconditional generation and fixed later on.
Training procedure As with many RL-based models (Bahdanau et al., 2017; Rennie et al., 2016; Sutskever et al., 2014) , warm starting with a pretrained model is important. Thus we first pre-train the encoder-decoder part based on the training data with an MLE loss. After pre-training, we use RL training to fine-tune the pre-trained generator. We adaptively transfer the training from MLE loss to RL loss, similar to (Paulus et al., 2017; Ranzato et al., 2016) .
Initial states We use the same initial state for both the sequence generator and the guider network. For conditional generation, the initial state is the encoded latent code of the conditional information for both training and testing. For unconditional generation, it is the encoded latent code of a target sequence in training and random noise in testing.
Related Work
We first review related works that combine RL and GAN for text generation. As one of the most representative models in this direction, SeqGAN adopts Monte-Carlo search to calculate rewards. However, such a method introduces high variance in policy optimization. There were a number of works proposed subsequently to improve the reward-generation process. For example, RankGAN (Lin et al., 2017) proposes to replace the reward from the GAN discriminator with a rankingbased reward; MaliGAN (Cho et al., 2014) modifies the GAN objective and proposes techniques to reduce gradient variance; MaskGAN (Fedus et al., 2018) uses a filling technique to define a Q-value reward for sentence completion; LeakGAN (Guo et al., 2017) tries to address the sparse-reward issue for long-text generation with hierarchical RL by utilizing the leaked information from a GAN discriminator. One problem of LeakGAN is that it tends to overfit on training data, yielding generated sentences that are often not diverse. By contrast, by relying on a model-based RL approach, our method learns global-structure information, which generates more-diverse sentences, and can be extended to conditional sequence generation. RL techniques can also be used in other ways for sequence generation. For example, (Ranzato et al., 2016 ) trains a Seq2Seq model by directly optimizing the BLEU/ROUGE scores with the REINFORCE algorithm. To reduce variance of the vanilla REINFORCE, (Bahdanau et al., 2017) adopts the actor-critic framework for sequence prediction. Furthermore, (Rennie et al., 2016) trains a baseline with a greedy decoding scheme for the REINFORCE method. Note all these methods can only obtain rewards after a whole sentence is gen-erated. Finally, planning techniques in RL have also been explored to improve sequence generation (Gulcehre et al., 2017; Serdyuk et al., 2018) . Compared to these related works, the proposed guider network can provide a type of planningahead mechanism and intermediate rewards for RL training. Also, we consider using Q-value as the reward to encourage the generator focusing on longterm rewards.
Experiments
We test the proposed framework on unconditional and conditional sequence generation tasks, and analyze the results to understand the performance gained by the guider network. We also perform an ablation investigation on the improvements brought by each part of our proposed method. All experiments are conducted on a single Tesla P100 GPU and implemented with TensorFlow.
Unconditional Text Generation
We focus on adversarial text generation, and compare our approach with a number of related works (Guo et al., 2017; Lin et al., 2017; Zhu et al., 2018) . In this setting, a discriminator in the GAN framework is added to the model in Figure 1 to guide the generator to generate high-quality sequences. This is implemented by defining the final reward to be the output of the discriminator. All baseline experiments are implemented on the texygen platform 2 (Zhu et al., 2018) . We adopt the BLEU score, referenced by test set (test-BLEU) and themselves (self-BLEU) (Zhu et al., 2018) to evaluate quality of generated samples, where test-BLEU evaluates the reality of generated samples, and self-BLEU measures the diversity. A good generator should achieve both a high test-BLEU score and a low self-BLEU score. We call the proposed method featurematching GAN (GMGAN) for unconditional text generation. A detailed description of GMGAN is provided in the Supplementary Material.
Short Text Generation: COCO Image Captions
For this task, we use the COCO Image Captions Dataset (Lin et al., 2014) , in which most sentences are of length about 10. Since we consider unconditional text generation, only image captions are used as the training data. After preprocessing, the training dataset consists of 27,842 words and 417,126 2 https://github.com/geek-ai/Texygen sentences. We use 120,000 random sample sentences as the training set, and 10,000 as the test set. The BLEU scores with different methods are listed in Tables 1 and 2. We observe that GMGAN performs significantly better than the baseline models. Specifically, besides achieving higher test-BLEU scores, the proposed method can also generate samples with very good diversity in terms of self-BLEU scores. LeakGAN represents the state-of-the-art in adversarial text generation, however, its diversity measurement is relatively poor (Zhu et al., 2018) . We suspect the high BLEU score achieved by Leak-GAN is due to its mode collapse on some good samples, resulting in high self-BLEU scores. Other baselines achieve lower self-BLEU scores since they cannot generate reasonable sentences. (2) A closeup of a window at night.
(1) She added on a page where it was made clear more old but public got said.
(2) I think she're guys in four years , and more after it played well enough. LeakGAN (1) A bathroom with a black sink and a white toilet next to a tub.
(2) A man throws a Frisbee across the grass covered yard.
(1)"I'm a fan of all the game, I think if that's something that I've not," she said, adding that he would not be decided.
(2) The UK is Google' s largest non-US market, he has added "20, before the best team is amount of fewer than one or the closest home or two years ago. GMGAN (1) Bicycles are parked near a row of large trees near a sidewalk.
(2) A married couple posing in front of a piece of birthday cake.
(1) "Sometimes decisions are big, but they're easy to make," he told The Sunday Times in the New Year.
(2) A BBC star has been questioned by police on suspicion of sexual assault against a 23-year-old man , it was reported last night. 
tions.
Human Evaluation Besides quantitatively evaluating the results using BLEU scores, we also conduct a human evaluation on WMT News dataset, using Amazon Mechanical Turk. In this regard, we randomly sample 100 sentences generated by each model. 10 human judges are asked to rate the generated texts in a scale from 0 to 5 in terms of their readability. The averaged human rating scores are shown in 
Conditional Generation
We conduct experiments on image captioning ( Karpathy and Fei-Fei, 2015) and text style transfer . We investigate the benefits brought by the proposed method in (13). In image captioning, instead of using a discriminator to define final rewards for generated sentence, we adopt evaluation metrics computed based on human references. The final rewards appear more important as they contain ground-truth information.
Feature-matching rewards work as a regularizer to maintain the semantic consistency and sentence structure, preventing language-fluency damages caused by only focusing on evaluation metrics (final rewards). We call our model in this setting a feature-matching sequence training (GMST) model. An overview of GMST is provided in the Supplementary Material.
Image Captioning
We first test our proposed model for image captioning on the MS COCO dataset (Lin et al., 2014) , which contains 123,287 images in total. Each image is annotated with at least 5 captions. Following Karpathy's split (Karpa-Method BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR CIDEr DeepVS ( Karpathy and Fei-Fei, 2015) 62.5 45.0 32.1 23.0 19.5 66.0 ATT-FCN (You et al., 2016) 70.9 53.7 40.2 30.4 24.3 -Soft Attention (Xu et al., 2015) 70.7 49.2 34.4 24.3 23.9 -Hard Attention (Xu et al., 2015) 71.8 50.4 35.7 25.0 23.0 -Show & Tell (Vinyals et al., 2015) ---27.7 23.7 85.5 MSM (Yao et al., 2017) 73.0 56.5 42.9 32. thy and Fei-Fei, 2015) , 5,000 images are used for both validation and testing. We report BLEU-k (k from 1 to 4) (Papineni et al., 2002) , CIDEr (Vedantam et al., 2015) , and METEOR ( Banerjee and Lavie, 2005) scores. We consider two settings: (i) using a pre-trained 152-layer ResNet (He et al., 2016) for feature extraction; (ii) using semantic tags detected from the image as features . We use an LSTM with 512 hidden units, and train the model with the Adam optimizer ( Kingma and Ba, 2014) . The results are summarized in Table 7 . When comparing an AutoEncoder (AE) with a variant implemented by adding a guider network (AE-g), reasonable improvements are observed. Next, we compare the proposed GMST with SCST, one of the state-of-the-art methods. Note the main difference between GMST and SCST is that the former employs our proposed feature-matching reward, while the latter only considers the final reward provided by evaluation metrics. GMST achieves higher scores compared with SCST on its optimized metrics.
Style Transfer We next test the proposed framework on the non-parallel text-style-transfer task, where the goal is to transfer one sentence in one style (e.g., positive) to a similar sentence but with a different style (e.g., negative). For a fair comparison, we use the same data and its split method as in . Specifically, there are 444,000, 63,500, and 127,000 sentences with either positive or negative sentiments in the training, vali-
Method Accuracy
VAE 23.2% Cross-align 78.4% CVAE (Hu et al., 2017) 84.5% Ours 92.7% Table 8 : Sentiment accuracy of transferred sentences.
From positive to negative
Original: the food is amazing ! Transferred: the food is horrible ! Original: all the employees are friendly and helpful . Transferred: all the employees are rude and unfriendly .
Original: i 'm so lucky to have found this place ! Transferred: i 'm so embarrassed that i picked this place .
From negative to positive
Original: the service was slow . Transferred: the service was fast and friendly .
Original: i would never eat there again and would probably not stay there either . Transferred: i would definitely eat this place and i would recommend them .
Original: this place is aweful , everything about it was horrible ! Transferred: this place is incredible , and incredibly good service . dation and test sets, respectively. The task on this dataset is sentiment transfer. Table 9 lists some sentiment-transfer examples. The proposed method can transfer sentiment while maintaining its original content. To measure whether the original sentences (in the test set) have been transferred to the desired sentiment, we follow the settings of and employ a pretrained CNN classifier, which achieves an accu-racy of 97.4% on the validation set, to evaluate the transferred sentences. Results are shown in Table 8 . It can be observed that our proposed model exhibits much higher transfer accuracy, indicating the guider network provides good sentiment guidance for the generator.
Conclusion
We propose an RL-based method for learning a sequence model, by introducing a guider network to model the generation environment. The guider network provides a plan-ahead mechanism for nextword selection. Furthermore, feature rewards are calculated based on the guider network, to overcome the sparse-reward problem in previous methods; they are used to optimize the generator via policy-gradient method. Our proposed models are validated on both unconditional and conditional sequence generation, including adversarial text generation, image captioning and style transfer. We obtain state-of-the-art results in terms of generation quality and diversity for unconditional generation, and achieve improved performance on several conditional-generation tasks. A.2 Illustrations of Feature Matching Rewards Figure 2 (a) illustrates the feature-matching rewards during the generation, where it shows an example of failure generation at the initial RL-training stage, when two sentences are combined by the word 'was'. It is grammatically wrong to select 'was' for the generator, thus the guider network generates a negative rewards. We can see that the rewards becomes lower with more time steps, which is consistent with the exposure bias. Figure 2(b) shows a successful generation, where the rewards given by the guider are relatively high (usually larger than 0.5). These observations validate that: (i) exposure bias exists in MLE training. (ii) RL training 3 We only use RL training for 200 batches, as the performance keeps dropping with more training time.
with exploration can help reducing the effects of exposure bias. (iii) Our proposed feature-matching rewards can provide meaningful guidance to maintain sentence structure and fluency. More Generated Samples of Text Generation Table 12 lists more generated samples on the proposed GMGAN and its baselines. From the experiments, we can see, (i) SeqGAN tends to generate shorter sentences, and the readability and fluency is very poor. (ii) LeakGAN tends to generate very long sentences, and usually longer than the original sentences. However, even with good locality fluency, its sentences usually are not semantically consistent. By contrast, our proposed GMGAN can generate sentences with similar length to the original sentences, and has good readability and fluency. This is also validated in the Human evaluation experiment.
Generated Samples of Style Transfer
We show more examples of style transfer of our proposed methods in Table 13 and Table 14 , which contains 30 sentences of sentiment transfer. As can be seen, our proposed method can maintain most contents of the original sentences after the style transfer.
B Style Transfer with Guider Network
Our framework naturally provides a way for style transfer, where the guider network plays the role of sentiment selection, and the generator only focus on generating meaningful sentence without considering the sentiments.
To make the guider network focus on the guidance of sentiments, we use the label vector l as the initial state s G 0 of the guider network. Especially, at each step t, we feed the current sentence representation f t and label l into the guider network:
For the generator, we put an adversarial regularizer on the encoded latent s 0 (X) and penalize it if it contains the sentiment information. Intuitively, the generator gives candidate words represented by O t , while the guider based on the sentiment information to make choice implicitly by w t . So the sentiment information are contained in w t , while the contents of the original sentences are represented by O t .
C Comments on the Guider network C.1 Final Rewards of Unconditional Sequence Generation
One can adopt many GAN variants to define final rewards. However, it is typically computational expensive and difficult to generalize. For example, it is extremely difficult to train a single discriminator to discriminate the partial generated and real sentences in the generative process. The CNN extracts features of the current sentence, which is an abstraction in the feature space. The LSTM guider network then takes this sequence of features to produce predictions. In unconditional generation, the evaluation metric such as BLEU is not designed to provide reasonable guidance for the generator, since the references are all real sentences. Besides, even with a positive or negative feedback, every word generation is not consistently positive or negative.
C.2 Connections between RL and Sequence Generation
Exposure bias and exploration Reinforcement learning techniques are well known to be suitable for maximizing non-differentiable evaluation metrics, and thus can be applied for sequence-level optimization to solve the exposure bias problem (Ranzato et al., 2016) . Exposure bias is avoided because the RL training is done by feeding the generated words back as input to the next time step. Sequence generation with RL also benefits from the exploration process, because it endows the model with the ability to explore unknown states in the generation process, encouraging the algorithm to generate more-diverse sentences. In this sense, stochastic policy could be helpful, since it better balances the exploration-exploitation trade-off.
RL provides long-term rewards When using an additional Q-function or advantage function constructed from immediate rewards, the generator is trained to focus on achieving higher long-term rewards.
MLE training as Imitation learning MLE learning can be regarded as a naive way of imitation learning. The main issue of supervised imitation learning approach is that it fails to generalize to unseen situations and cannot learn to recover from failures, similar to the exposure bias in sequence generation (Ranzato et al., 2016) .
Discriminator as Inverse RL A discriminator in the text generation framework is used to provide rewards for generated sentences. It can be regarded as an evaluator for the generator to give higher rewards for high quality generated sequences, and lower rewards otherwise. This is similar to inverse RL, which try to learn a model for the rewards.
C.3 Guider Network and Model-based RL
Guider network can be regarded as a model of the sequence-generation environments, namely the model of dynamics. It takes current s t and a t as input, and outputing an estimate of the next state s t+ t at time t + t. In the sequence generation setting, when t = 1, we can exactly get the feature representation of the current generated sentence if the guider does not help the word selection.
If not, we cannot exactly get this feature extraction since the guider's prediction partly determine next token. In practice, we use t = c = 4, to give the guider planning ability, to help for word selection and guide sentence generation.
