Quantum spin systems on infinite lattices by Naaijkens, Pieter
Quantum Spin Systems on Infinite Lattices
Summer 2013
Extended and corrected Summer 2016
Pieter Naaijkens1
RWTH Aachen University and University of California, Davis
1 Introduction 3
1.1 Prerequisites . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2 Quantum spin systems . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Topics not covered . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.4 Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . 10
2 Operator algebras 11
2.1 Functional analysis: a quick review . . . . . . . . . . . . . . . . 12
2.2 Banach and C∗-algebras . . . . . . . . . . . . . . . . . . . . . . 21
2.3 Spectrum and positive operators . . . . . . . . . . . . . . . . . 24
2.4 Linear functionals and states . . . . . . . . . . . . . . . . . . . 34
2.5 The Gel’fand-Naimark-Segal construction . . . . . . . . . . . . 38
2.6 Quantum mechanics in the operator algebraic approach . . . . 45
3 Infinite systems 50
3.1 (In)equivalence of representations . . . . . . . . . . . . . . . . . 50
3.2 Infinite tensor products . . . . . . . . . . . . . . . . . . . . . . 53
3.3 Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.4 Ground states and thermal states . . . . . . . . . . . . . . . . . 71
3.5 The toric code . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4 Lieb-Robinson bounds 95
4.1 Statement and proof for local dynamics . . . . . . . . . . . . . 95
4.2 Existence of dynamics and proof of Theorem 4.1.2 . . . . . . . 101
4.3 Locality of time evolution . . . . . . . . . . . . . . . . . . . . . 102
4.4 Exponential decay of correlations . . . . . . . . . . . . . . . . . 105
1To be published as a volume in the Lecture Notes in Physics series (Springer).
1
ar
X
iv
:1
31
1.
27
17
v2
  [
ma
th-
ph
]  
22
 D
ec
 20
16
5 Local quantum physics 107
5.1 The SNAG theorem and joint spectrum . . . . . . . . . . . . . 108
5.2 Algebraic quantum field theory . . . . . . . . . . . . . . . . . . 109
5.3 Superselection theory of the toric code . . . . . . . . . . . . . . 115
6 Applications of Lieb-Robinson bounds 128
6.1 Scattering theory . . . . . . . . . . . . . . . . . . . . . . . . . . 128
6.2 Gapped phases and local perturbations . . . . . . . . . . . . . . 141
Bibliography 146
Index 154
1 | Introduction
Quantum mechanics arguably is one of the most successful physical theo-
ries of the past century. Not only has its development led to important re-
sults in physics, also many fields in mathematics have their origin in or pro-
gressed significantly alongside the development of quantum mechanics, and
vice versa [109]. Of particular interest also from a mathematical point of view
are systems with infinitely many degrees of freedom. This includes quantum
field theory, but one can also take infinitely many copies of a finite system, for
example a spin-1/2 system. This is the type of systems that we will study in
these lecture notes. That is, we will almost exclusively defined on a discrete
space (a lattice), rather than a continuum theory.
There are many different ways of studying such systems, varying among
other things on their level of mathematical rigour. Here we follow the so-
called the operator-algebraic approach, and aim to introduce the necessary
mathematical tools for this. In this approach the observables are modelled by
elements of some operator algebra, in our case this is usually a C∗-algebra. This
is essentially a generalisation of the usual setting in quantum mechanics, where
one considers the bounded (and sometimes also unbounded) operators acting
on a Hilbert space. It should become clear in due course why this generalisation
is useful, and not just some inessential mathematical machinery.
We give a brief overview of the contents of these lectures. In the first part of
the notes the necessary mathematics is introduced: we give a short introduction
to operator algebras and C∗-algebras in particular. In addition, the relation
between this abstract mathematics and quantum mechanics is explained. Then
we move on to the main topic of interest: quantum systems with infinitely
many sites. In the remainder, we will see how various concepts in physics,
such as ground states, can be described in this setting. Some of this concepts
will be illustrated with the toric code, a simple example that has surprisingly
interesting features.
Another fundamental tool that will be discussed are the Lieb-Robinson
bounds. Such bounds limit the speed at which information can propagate in
the system, not unlike the speed of light in special relativity. This has many
profound implications, some of which we will discuss here. For example, it
allows us to translate many properties from relativistic systems to quantum
spin systems, even though there are also essential differences between the two.
Chapters 2 and 3 discuss the essential mathematical background and the
results there are used throughout the book. Sections 4.1 to 4.3 show how Lieb-
Robinson bounds can be derived and give various estimates that will be used
in the remainder of the book. The remaining chapters and sections can be read
independently of each other.
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1.1 Prerequisites
The aim of these lecture notes is to provide an introduction to a mathemati-
cally rigorous treatment of infinite quantum spin systems. Although we do not
always provide full proofs, they do exist for almost all statements in these notes,
in particular those labelled as a Lemma or Theorem. Naturally, this requires
different mathematical tools. To keep the book accessible to both physics as
well as mathematics students, some techniques that we will need often are in-
troduced here in some detail. An example is the construction of the completion
of a metric space. Many mathematics students will have seen this (for example
in the construction of the real numbers R from Q), but it is less common to see
it in a physics curriculum. Conversely, the analysis of unbounded operators on
Hilbert space makes an appearance (although sometimes somewhat disguised)
in any introduction to quantum mechanics, but in a mathematics curriculum
it typically is discussed in a course on functional analysis, which commonly is
an elective course.
Although many of the mathematical constructs are discussed here in some
level of detail, a certain level of mathematical maturity is assumed. The reader
should be familiar with the basic concepts of analysis, topology and functional
analysis. In particular, convergence in and completeness of metric spaces and
the notion of Hilbert space are important. They are all discussed briefly here,
but some familiarity with them would be helpful. At some points we also have
to use measure theory and the theory of integration, although the heuristics are
understandable without being familiar with measure theory. An excellent book
on advanced analysis treating all these topics in detail (and more) is Analysis
now by G.K. Pedersen [79], or the even more comprehensive [84].
Finally, basic knowledge of quantum mechanics is assumed. Although not
strictly necessary to understand the mathematical details, it provides moti-
vation for many of the important definitions and concepts we will introduce.
For example, we will not go into the details of why observables in quantum
mechanical systems can be described by self-adjoint operators acting on some
Hilbert space, or why the time evolution is generated by a positive, self-adjoint
operator, the Hamiltonian.
1.2 Quantum spin systems
A single spin-1/2 particle is one of the simplest quantum mechanical systems,
especially if we forget about the spatial degrees of freedom and only think about
the spin part. Nevertheless, such systems play an important part in quantum
information. They are the quantum analogue, called a qubit in that context,
of a bit in computer science. As such they are one of the fundamental building
blocks of quantum computation. There is not much to say about a single qubit,
but if we combine a number of qubits (even finitely many), there are a lot of
interesting questions to be studied.
Slightly more general, simple quantum mechanical systems such as qubits
can be the constituents of complex quantum systems. Recall that in statistical
mechanics the goal is to describe systems made up of a large number of “simple”
objects such as a gas which is made up of individual molecules. It then turns
out that precise knowledge on each individual molecule (e.g. its position and
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momentum) is not so useful any more to say anything about the system as
a whole. In quantum statistical mechanics the situation is similar. Here one
considers systems made up of a large number of simple quantum systems. In
typical models one can think for example of a lattice, with at each site of the
lattice an atom. The atoms are considered to be pinned down at the lattice
site, and hence cannot move. However, the quantum degrees of freedom the
atoms can interact with nearby atoms. Such models are often encountered in
condensed matter, for example.
In dealing with such systems it can be convenient to consider the so-called
thermodynamic limit, which is the limit of infinite system size. This has a few
advantages.1 First of all, one can make a clear distinction between local and
global properties, without having to keep track of the system size. Moreover one
does not have to worry about boundary effects and boundary conditions, which
may simplify life a lot. Besides that, considering the thermodynamic limit is
even necessary to consider, for example, phase transitions. Depending on your
interests, you may also find the fact that it leads to interesting mathematics a
compelling reason to study such systems.
There is more than one way to study the thermodynamic limit. One could
for example only look at finite systems, and find the quantities of interest as
a function of system size, and then see how they behave in the infinite volume
limit. This however can become cumbersome, and it is not always clear if one is
not missing some essential feature by only considering finite systems. Another
approach would be to work directly in the thermodynamic limit. This is what
we prefer here.
In these lectures we will develop the tools to deal with such systems in a
mathematically rigorous way. Since the goal is to create familiarity with the
tools and methods of the operator algebraic approach to quantum mechanics,
some proofs are only sketched. Moreover, to simplify matters most results are
often not stated in the most general way possible. Rather, the emphasis will
be on quantum spin systems (rather than, say, continuous systems) on lattices.
In the next sections we give a brief overview of the main physics questions
that we want to address. All the mathematics behind it will be explained
in detail in the next chapters, so those readers who have not encountered,
for example, tensor products of Hilbert spaces before may choose to skip this
section.
Infinite systems and locality
Consider a single spin-1/2 system. The spin degree of freedom is described
by the Hilbert space C2. Furthermore, if we have two quantum mechanical
systems, we can get the Hilbert space of the composite system by taking the
tensor product. Hence, a reasonable assumption of what the Hilbert space of
infinitely many copies of the spin system (say, a spin chain) would be is
H :=
∞⊗
n=−∞
C2.
This, unfortunately, is not well defined. In particular, the natural choice of an
inner product on this space does not converge, and hence is ill-defined.
1An extensive discussion can be found in the introduction of [11].
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One way to get out of this is to look at what the observables, or more
generally operators on the system would be. If we consider a single spin, the
Hilbert space is C2, so all linear maps on this space are given by 2×2 matrices
inM2(C). Such a linear map is also called an operator. Then, if we have a finite
number of spins, we can take the tensor product of the single site operators.
By also taking linear combinations, we get the algebra of all operators on n
spins, in this case it is isomorphic to M2n(C).
Note that there is a natural way to consider an operator acting on a single
site, as an operator acting on n sites, by postulating that it does not do anything
on the added sites. Hence, we can take the union over n of all operators acting
on n sides, with the proper identifications. This generates what is called a
C∗-algebra. In this case it describes all operations on the spin chain that can
be approximated arbitrarily well by local operators. An observable or operator
is called local if it acts only on finitely many sites.
Another observation that will be important is that operators that act on
distinct sites commute with each other. This is easy to see from the construc-
tion above, since we can regard them both as operators acting on n sites, where
n is sufficiently large. But according to the description above, the operators
act trivially on the added sites, from which it follows that the two operators
commute. This is called locality : observables acting on disjoint parts of the
system commute with each other.
Local interactions
The construction above is very general. To define a quantum spin model,
one should also define dynamics, or in other words, the time evolution. It
will be convenient to work in the Heisenberg picture, where the states are
regarded as fixed, and one looks at how the observables evolve over time. In
any introductory course to quantum mechanics, one learns that the dynamics
are generated by the Hamiltonian. Since we are dealing with infinite systems,
it is somewhat tricky to directly define it.
It turns out that in many interesting models, spins only directly interact
with neighbouring spins, and not with spins far away.2 We can then define a
self-adjoint (= Hermitian) operator Φ(X), where X is some finite number of
sites, to describe the energy due to interactions between the spins in X. Typi-
cally, Φ(X) = 0 if the spins in X are not nearest-neighbours. Assigning Φ(X)
for every finite site X is then called giving a local interactionlocal!interaction.
The total energy due to all the interactions in a finite set Λ is then given
by the local Hamiltonian, defined as
HΛ :=
∑
X⊂Λ
Φ(X).
The local time evolution, that is the time evolution if only the terms in Λ are
present, is then given by
αΛt (A) := e
itHΛAe−itHΛ .
2At least, usually this gives a very good approximation of the “true” dynamics which
may be much more complicated. One can compare this for example with gravity: if we are
sufficiently far away from earth, the gravitational field due to the earth mass is so small that
we can effectively pretend it does not exist.
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To get the dynamics of the entire system, one can take Λ to be bigger and
bigger, and hope that this converges. As we will see, this is indeed the case for
a large class of local interactions.
Once dynamics have been introduced, one can talk about ground states
and equilibrium states, and for example show that they exist (which is not
immediately obvious).
Superselection sectors
Recall that a reasonable assumption of any physical system is that it has charge
conservation. For example, it is not possible to create a single electron, but it
is possible that (say, a photon) disintegrates into an electron and a positron.
Since the charges are opposite, the total charge is still neutral.
There is another way to think about this: it means that with a local (phys-
ical, i.e. gauge invariant) operation it is not possible to create a single charge.
Or, for the same reasons, remove one. This means that with such local opera-
tions, we can never change a state with a single charge to a state without any
charge. Another example is an infinite quantum spin chain: we cannot change
a state with all spins in the down position to a state with all of them in the up
position, if we are only allowed to act locally (that is, on finitely many spins
only at a time). A consequence is that if we take the superposition of those
two states with different charges, the relative phase between them cannot be
observed. We say there is a superselection rule, since we cannot coherently
superpose arbitrary states. A superselection sector is then an equivalence class
of such states.
On the mathematical level, the description is much more natural in the
thermodynamic limit than for finite systems: it is related to the existence of
inequivalent representations of the observables. In finite systems, however,
there are no inequivalent representations, and one has to put in additional
constraints by hand if one wants to discuss superselection rules.
Sometimes there is much more structure than can be recovered: by studying
the properties of the inequivalent representations associated with superselection
sectors, it is possible to find all different “types” of charges there can exist in
the system, and study what happens for example when we bring two of them
close together. We will outline this analysis for the toric code, which is an
important example for quantum information and quantum computation.
Lieb-Robinson bounds and applications
It is useful to know how fast correlations spread through the system. In other
words, if I do something at a site x, how long will it take before I can see an
effect at a distant site y? In relativistic theories this is bounded by the speed
of light, and space-like separated points in space-time cannot influence each
other. For quantum spin systems a priori there is no such bounds. In many
cases of interest, however, one can prove that such a bound exist, and there
is an upper limit on the speed with which correlations can propagate through
the system. This velocity is called the Lieb-Robinson velocity , and the effect
on observables are given by Lieb-Robinson bounds.
It is useful to, at least heuristically, understand why one could expect such
a bound to hold. Recall that we often deal with strictly local interactions.
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This means that for small times, the largest effect of an operation A will be at
nearby sites. More concretely, one can consider the time evolved observable A,
which is given by (for the local dynamics)
eitHΛAe−itHΛ = A+ it[HΛ, A]− t
2
2
[HΛ, [HΛ, A]] + . . . .
Since HΛ is a sum of local interactions, the commutator will kill most of the
interaction terms if A is also local. That is, the support of [HΛ, A] is only
slightly larger. Since for small t the remainder terms are also small, the time
evolved observable can be well approximated by an observable with slightly
larger support. Lieb-Robinson bounds give a precise estimate of how good this
approximation is.
This has many interesting applications, some of which we will discuss in
these lecture notes. One example application is that they can be used to
describe scattering of “excitations” of quantum spin systems. Lieb-Robinson
bounds are used there as follows. The excitations can be created using (almost)
local operators. Then, as time flows, the excitations will move. Lieb-Robinson
bounds tell us that they will still be local. This has as a consequence that, if
the excitations have different velocities, they will be far away from each other
at large time scales, and one can show that they essentially behave as free
particles. This is essential in the construction of scattering states. It can also
be shown that the Lieb-Robinson velocity provides an upper bound on the
velocity of the excitations, showing once again that it is the speed of light of
quantum spin systems.
1.3 Topics not covered
With respect to the topics discussed in these lecture notes, there are many
important subjects left virtually untouched. One of the reasons is to keep the
material short enough to be able to cover most of it in a one-semester course.
The selection itself is of course heavily influenced by the author’s own interests
and more importantly his expertise, and should not be taken as an indication of
their importance. Since the field goes back at least fifty years, by now even an
overview of major topics will necessarily leave things out, but we nevertheless
give some examples of related topics that are not discussed in these lecture
notes. These lecture notes should provide enough background material to dive
into these topics head first.
On the mathematical side we only introduce the very basics. In partic-
ular, we will mainly discuss C∗-algebras. For physical applications, the von
Neumann algebras, which form a special class of operator algebras, also play
an important role. Indeed, the field essentially started with Murray and von
Neumann [27], who was interested the mathematical description of quantum
mechanics. And indeed, throughout the history of the theory of operator al-
gebras, there have been many interactions with mathematical physics. One
example of this are the KMS states. Originally introduced to describe thermal
equilibrium states, as we will see, they have become very useful in the study of
operator algebras. This is related the so-called Tomita-Takesaki theory, which
in turn has applications in physics.
In physics it has become increasingly important to do computer simulations,
and quantum many body systems form no exception. Simulating such systems
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is hard in general, essentially because the dimension of the Hilbert space grows
exponentially in the number of sites. Hence it takes a huge amount of resources
to simulate such systems, even for relatively small system sizes. The techniques
we will discuss here are not of much help there. However, one can look for cer-
tain subsets of states for which this problem is easier. One important example
are the finitely correlated states or matrix product states [28]. Such states ad-
mit a compact description, and hence reducing the number of parameters that
have to be stored, that could in principle be stored on a computer. This make
them much more amenable to simulations that an arbitrary state on an infinite
lattice. The review [102] discusses many applications, and since this review has
appeared, new and improved applications have been found.
Our go-to example in these lectures will be the toric code. This is a rel-
atively simple model that nevertheless has many interesting properties. It
is however somewhat atypical, in the sense that many of its features are not
shared with a general quantum spin system, which of course is one of the reason
why it is interesting. There are many other interesting examples that do not
make an appearance (or only briefly) in these lecture notes. Perhaps the best-
known example is the quantum Heisenberg model, which models magnetism.
A specific instance of this model is the 1D Ising spin chain, which models spins
in the presence of a transverse magnetic field. A typical question that one
is interested in when studying such models is if there exist phase transitions:
abrupt changes in the value of physical quantities. For example, a system can
become spontaneously magnetised as the temperature drops below a critical
temperature [25].
Another example, which in a sense is an extension of the Heisenberg model,
is the AKLT (after Affleck, Kennedy, Lieb and Tasaki) model [1]. The ground
states of this model can be described using finitely correlated states meth-
ods [28]. There are many interesting questions one can ask about this model,
for example what phases there are: depending on the choice of parameters in
the model, distinct physical behaviour is observed. One question that one can
ask is what the energy spectrum of the Hamiltonian is. In general this question
is too difficult to answer explicitly, instead one considers the easier question if
the system is gapped or not. That is, if we normalise the Hamiltonian such that
the ground state of energy zero, if there is a γ > 0 such that there are no states
with energy in (0, γ), independent of the size of the system. Although Affleck,
Kennedy, Lieb and Tasaki showed that there is a spectral gap, it was difficult
to give good bounds on the gap. In later work, Nachtergaele introduced a more
general method to proof the existence of a spectral gap (and give good bounds)
in certain finitely correlated state models [67].
Leaving aside specific examples, there are many more structural results on
the type of models that we consider. For example, we will only briefly discuss
the role of symmetries. Symmetries are often a very helpful tool in studying
physics. One way they can be used is to discuss order and disorder in large
systems. This is related to symmetry breaking: it is possible that even though
a Hamiltonian admits a certain symmetry, this symmetry is broken in the
ground state [92, 96]. This is the mechanism that is behind the Higgs boson,
but it can also appear in quantum spin systems. Symmetries can also be used
to decompose invariant states into extremal invariant states, which cannot be
written as a combination of distinct invariant states. This is called ergodic
decomposition. This helps in studying, for example, the structure of the set
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of translation invariant KMS states, which as we mentioned earlier, describe
states at thermal equilibrium.
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2 | Operator algebras
Linear maps acting on Hilbert spaces play in important role in quantum me-
chanics. Such a linear map is called an operator. Well-known examples are the
Pauli matrix σz, which measures the spin in the z direction, and the position
and momentum operators P and Q of a single particle on the line. The first
acts on the Hilbert space C2, while the latter are defined on dense subspaces
of L2(R). An operator algebra is an algebra of such operators, usually with
additional conditions such as closure in a certain topology. Here we introduce
some of the basic concepts in the theory of operator algebras. The material
here is standard, and by now there is a huge body of textbooks on the sub-
ject, most of which cover a substantially bigger part of the subject than these
notes. Particularly recommended are the two volumes by Bratteli and Robin-
son [11, 12], which contain many applications to physics. Many of the topics
covered here are studied there in extenso. The books by Kadison & Ringrose
provide a very thorough introduction to the field, with many exercises [50, 49].
The book by Takesaki [98] (and the subsequent volumes II and III [99, 100])
is a classic, but is more technical. Volume I of Reed and Simon’s Methods of
Modern Mathematical Physics [84] or Pedersen’s Analysis Now [79] cover the
necessary tools of functional analysis (and much more), but do not cover most
of the material on operator algebras we present here.
Before going into the mathematical details, let us take a step back, and
try to motivate the study of operator algebras. Is it really necessary, or even
useful, to develop this whole mathematical machinery? What is wrong with
the usual picture of a Hilbert space of wave functions, with, say, position and
momentum observables? There are a few reasons one can give.
The operator algebraic approach generally helps to obtain results at the
level of mathematical rigour. Especially for systems with infinitely many de-
grees of freedom, the algebraic approach is often more suitable. These play
an important role in quantum field theory and quantum statistical mechanics.
In the latter, one tries to obtain properties from systems with very many mi-
croscopic degrees of freedom. The operator algebraic approach gives a natural
playground for the study of structural questions, such as the (non)-existence of
translationally invariant equilibrium states in certain classes of models. Finally,
the subject is of interest from a purely mathematical point of view as well, and
has led to interesting collaborations between (mathematical) physicists and
mathematicians.
We first recall some basic notions of functional analysis, regarding Hilbert
and Banach spaces, and linear maps on Hilbert spaces. Then the notion of a
C∗-algebra is introduced. They provide a central role in modelling the quantum
systems in which we are interested. It is possible to define the spectrum of an
11
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element of a C∗-algebra. This provides a generalisation of the notion of the
eigenvalue of a matrix. Using the spectrum a powerful technique, the functional
calculus, can be developed: it allows one to apply suitable continuous functions
(for example, the square root) to certain classes of operators. We will only need
most of the results in that section near the end of this book, so it can be safely
skipped on first reading.
To make the connection between the abstract C∗-algebraic picture and
physical reality it is necessary to have a way to describe expected values of
measurement outcomes. This naturally leads to the notion of a state on a
C∗-algebras. Using such states there is then a canonical way, the GNS con-
struction to represent the system on a Hilbert space, bringing us back to the
more familiar picture of quantum mechanics. This construction is outlined in
Section 2.5. Finally, at the end of this chapter we will see how the theory of
quantum mechanics can be phrased in this mathematical framework.
2.1 Functional analysis: a quick review
We first recall the definition of a Hilbert space. Let H be a vector space over
C.1 An inner product on H is a function 〈·, ·〉 : H × H → C such that the
following conditions hold:
1. Conjugate symmetry : 〈η, ψ〉 = 〈ψ, η〉 for all η, ψ ∈ H,
2. Linearity in the second variable:2 〈ψ, λη + ξ〉 = λ〈ψ, ε〉 + 〈ψ, ξ〉 for all
ψ, η, ξ ∈ H and λ ∈ C,
3. Positive definiteness: if 〈ψ,ψ〉 ≥ 0 for all ψ ∈ H, and 〈ψ,ψ〉 = 0 if and
only if ψ = 0.
If the condition that 〈ψ,ψ〉 = 0 for ψ = 0 only is not satisfied, H is called a pre-
inner product space. One can always divide out the subspace of vectors with
norm zero to obtain a proper inner product space from a pre-inner product
space. Note that from the first and second condition we obtain 〈λψ, η〉 =
λ〈ψ, η〉.
With the help of an inner product a norm ‖ · ‖ can be defined on H, by
‖ψ‖2 = 〈ψ,ψ〉 for all ψ ∈ H. That this indeed is a norm follows from the well-
known Cauchy-Schwarz inequality, which states that |〈ψ, ξ〉|2 ≤ 〈ψ,ψ〉〈ξ, ξ〉,
and the other properties of an inner product. Hence each inner product space
is a normed vector space in a canonical way.
A normed space can be endowed with a topology , since the norm defines a
distance function (or metric), defined by d(ψ, ξ) := ‖ψ − ξ‖. In other words,
we can talk about convergence of sequences and of continuity. Recall that a
sequence (ψn)n in a metric space converges to some element ψ if and only if
d(ψn, ψ) tends to zero as n goes to infinity. A special role is played by the
Cauchy sequences. A sequence (ψn)n in a metric space is a Cauchy sequence
if for each ε > 0, there is some integer N such that d(ψn, ψm) < ε for all
n,m ≥ N . This can be interpreted as follows: if we look far enough in the
sequence, all elements will be close to each other.
1One can also define Hilbert spaces over R, but these will play no role in these lectures.
2In the mathematics literature the inner product is often linear in the first variable, and
anti-linear in the second. We adopt the physics conventions.
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It is not so difficult to show that if a sequence converges in a metric space,
it must necessarily be a Cauchy sequence. The converse is not true: there
are metric spaces in which Cauchy sequences do not converge. For example,
consider the space X = (0, 1) with the usual metric of R. Then the sequence
given by xn = 1/n is a Cauchy sequence, but it does not converge (since 0 /∈ X).
A metric space in which all Cauchy sequences converge is called complete. The
most familiar example is likely the real line R, but note that a subspace of a
complete space is not necessarily complete, as the example above shows.
In these notes we will mainly be concerned with a special class of complete
spaces: the Banach spaces. A Banach space is a normed vector space that
is complete with respect to the norm. For quantum mechanics the natural
playground is the Hilbert space, whose definition we recall here.
Definition 2.1.1. A Hilbert space H is an inner product space over C that is
also a Banach space. That is, it is complete with respect to the norm induced
by the inner product.
Examples of Hilbert spaces
The easiest examples of Hilbert spaces are the finite dimensional ones, where
H = CN for some integer N . The inner product is the usual one, that is if
ξ, η ∈ H then 〈ξ, η〉 = ∑Ni=1 ξiηi. It follows from basic linear algebra that this
indeed is an inner product. That H is complete with respect to the metric
induced by the inner product essentially follows from the completeness of C.
This can be seen by noting that a sequence ξn ∈ H is Cauchy if and only if the
sequences of coordinates n 7→ (ξi)n, with i = 1, . . . N is Cauchy. Hence CN is
a Hilbert space.
Next we consider infinite dimensional Hilbert spaces. Write `2(N) for the
set of all sequences xn, such that
∑∞
i=1 |xi|2 <∞. For two such sequences xn
and yn, define
〈xn, yn〉`2 =
∞∑
i=1
xnyn. (2.1.1)
The first thing to check is that this definition makes sense: a priori it is not clear
that the sum on the right hand side converges. Note that since (|x| − |y|)2 ≥ 0
for all complex numbers x and y, it follows that |xnyn| ≤ 12 (|xn|2 + |yn|2).
Hence for xn and yn elements of `2(N), the right hand side of equation (2.1.1)
converges absolutely, and hence converges. It follows that `2(N) is a vector
space over C and that equation (2.1.1) defines an inner product.
Exercise 2.1.2. Show that `2(N) is complete with respect to the norm induced
by the inner product (and hence a Hilbert space).
A familiar example from quantum mechanics is the Hilbert space L2(R),
consisting of square integrable functions f : R→ C with the inner product
〈f, g〉L2 =
∫
f(x)g(x)dx.
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The definition of such integrals is a subtle matter. It is usually implicit that
the integration is with respect to the Lebesgue measure on R.3 In calculations,
on the other hand, one usually has to deal with integrals of explicitly given
functions and one does not have to worry about such issues. The proof that
the vector space of all square integrable functions is indeed a Hilbert space
requires some results of measure theory, and is outside of the scope of these
notes. It can be found in most textbooks on functional analysis.
The definition of L2 spaces can be generalised to any measure space (X,µ)
by using the corresponding integral in the definition of the inner product. In
the definition of the L2 space one has to identify functions whose values only
differ on a set of measure zero, since otherwise we would not obtain a proper
inner product, because each function that is non-zero on a set of measure zero
has norm zero, but is not equal to the zero function. So strictly speaking the L2
spaces consist of equivalence classes of functions. The resulting Hilbert space
is then denoted by L2(X, dµ).
Remark 2.1.3. The Hilbert space `2(N) can be seen as a special case of an
L2 space. To see this, note that for each sequence xn we can find a function
f : N → C, defined by f(n) = xn. Conversely, each such function defines a
sequence via the same formula. Next we define a measure µ on N by µ(X) =
|X|, where |X| is the number of elements for any X ⊂ N. This measure is
usually called the counting measure for obvious reasons. For two functions f
and g the L2 inner product then becomes
〈f, g〉L2 =
∫
f(n)g(n)dµ(n) =
∞∑
i=1
f(n)g(n) = 〈f, g〉`2 ,
where in the last equality we identified the functions f and g with their corre-
sponding sequences, as above. It follows that `2(N) ≡ L2(N, dµ).
Linear maps
Once one has defined a class of mathematical objects (in our case, Hilbert
spaces), the next question to answer is what kind of maps between Hilbert
spaces one considers.4 For Hilbert spaces linear maps L are an obvious choice.
That is, L : H1 → H2 is a function such that for all λ ∈ C and ξ, η ∈ H1 we
have
L(λξ) = λL(ξ) and L(ξ + η) = L(ξ) + L(η).
We will usually omit the brackets and simply write Lξ for L(ξ).
Since Hilbert spaces carry a topology induced by the norm, it is natural to
restrict to those linear maps that are continuous with respect to this topology.
On the other hand, it is often convenient to work with bounded linear maps,
for which there is a constant M > 0 such that ‖Lξ‖ ≤ M‖ξ‖, independent of
the vector ξ. We should note that not all operators one encounters in quantum
mechanics are bounded, for example the momentum operator of a particle on
3The appropriate setting for a mathematical theory of integration is measure theory. We
will briefly come back to this when we discuss the functional calculus, but for the most part
of this book it will play no role. Details can be found in most graduate level texts on analysis
or functional analysis.
4In abstract nonsense language: one has to say in which category one is working.
CHAPTER 2. OPERATOR ALGEBRAS 15
the line is not. The treatment of unbounded linear maps is a topic on its own,
to which we will only return briefly when discussing Hamiltonians.
The next proposition says that bounded and continuous linear maps are
actually the same. Note that this means that unbounded linear maps are not
continuous. In general, they can only be defined on a subset of a Hilbert space.
Proposition 2.1.4. Let L : V → W be a linear map between two normed
vector spaces. Then the following are equivalent:
1. L is continuous with respect to the norm topology,
2. L is bounded.
Proof. First suppose that L is bounded, so that there is a constantM > 0 such
that ‖Lv‖ ≤ M‖v‖. Let ε > 0 and choose δ = ε/M . Then for any v1, v2 ∈ V
such that ‖v1 − v2‖ < δ, we have (with the help of linearity)
‖Lv1 − Lv2‖ = ‖L(v1 − v2)‖ ≤M‖v1 − v2‖ < δM = ε.
This proves that L is continuous.
Conversely, set ε = 1 and let δ > 0 be the corresponding maximal distance
as in the definition of continuity at the point v0 = 0. Then if ‖v‖ < δ (hence
the distance of v to 0 is smaller than δ), it follows that ‖Lv‖ ≤ 1. If v is any
non-zero vector, the norm of δ·v2‖v‖ is smaller than δ. By linearity it follows that∥∥∥∥δ Lv2‖v‖
∥∥∥∥ ≤ 1, ⇔ ‖Lv‖ ≤ 2δ ‖v‖.
This concludes the proof, since for v = 0 the inequality is satisfied trivially.
Hence continuous linear maps and bounded linear maps between Hilbert
spaces are the same thing. This is often very convenient. For example, in many
situations it is easy to construct a linear map that is bounded on some dense
subset of a Hilbert space. Then this result allows us to extend the definition of
the linear map to the whole Hilbert space, and obtain a bounded linear map
again. We will see examples of this later.
Definition 2.1.5. Let H1 and H2 be Hilbert spaces. We write B(H1,H2) for
the set of bounded linear maps from H1 to H2. As a shorthand, B(H) :=
B(H,H).
An element of B(H1,H2) will also be called a (bounded) operator . Usually
we will restrict to maps in B(H), and call such elements simply operators on
H. Note that B(H1,H2) is a vector space over C. We will later study more
properties of these spaces. Essentially, the theory of operator algebras amounts
to studying these spaces (and subspaces thereof).
If A is a bounded linear map A : H1 → H2, the adjoint A∗ of A is the
unique linear map A∗ : H2 → H1 such that
〈ψ,A∗η〉H1 = 〈Aψ, η〉H2 , for all ψ ∈ H1, η ∈ H2. (2.1.2)
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Of course one has to show that such a linear map A∗ exists and indeed is
unique. To do this rigorously requires some work,5 but a heuristic argument
goes as follows. Choose orthonormal bases ei and fj of H1 and H2. Then we
can represent A∗ as a matrix (an “infinite” matrix if either of the Hilbert spaces
is infinite dimensional) with respect to these bases. The elements 〈ei, A∗fj〉H1
give the matrix coefficients in this basis, and hence determine the linear map
A∗. In the physics literature the adjoint is usually called the Hermitian con-
jugate and denoted by a †. We will write ∗ for the adjoint, as is common in
mathematics and mathematical physics. We will come back to the adjoint of
linear maps on Hilbert spaces when we discuss C∗-algebras.
Exercise 2.1.6. Verify that the adjoint has the following properties:
1. (A∗)∗ = A for any linear map A,
2. the adjoint is conjugate linear, i.e. (λA+B)∗ = λA∗ +B∗, with λ ∈ C,
3. and (AB)∗ = B∗A∗.
Here AB stands for the composition A ◦B, that is, ABv = A(B(v)). In these
notes we will always omit the composition sign of two linear maps.
An operator A is called self-adjoint if A = A∗ and normal if AA∗ = A∗A.
It is an isometry if V ∗V = I, where I is the identity operator. The name
“isometry” comes from the fact that this implies that V is an isometric map,
since
‖V ψ‖2 = 〈V ψ, V ψ〉 = 〈ψ, V ∗V ψ〉 = 〈ψ,ψ〉 = ‖ψ‖2.
Note that an isometry is always injective. A projection P is an operator such
that P 2 = P ∗ = P . Projectors project onto closed subspaces of the Hilbert
space H on which they are defined. If V is an isometry, it is easy to check that
V V ∗ is a projection.
Finally we come to the isomorphisms of Hilbert spaces. An isomorphism
U : H1 → H2 is a bounded linear map, such that its inverse U−1 exists and is
also a linear map. We also require that U is an isometry, ‖Uψ‖ = ‖ψ‖.
Theorem 2.1.7. Let U : H1 → H2 be a bounded linear map between two
Hilbert spaces. Then the following are equivalent:
1. U is an isomorphism of Hilbert spaces,
2. U is surjective and 〈Uξ, Uη〉 = 〈ξ, η〉 for all η, ξ ∈ H1,
3. U∗U = UU∗ = I, where I is the identity map. (Note that it would be
more accurate to distinguish between the identity map of H1 and of H2).
Proof. (1) ⇒ (2) Since U is invertible it must be surjective. Because U is in
addition an isometry, it follows that 〈Uξ, Uξ〉 = ‖Uξ‖2 = 〈ξ, ξ〉 for all ξ ∈ H1.
5The proof requires the Riesz representation theorem. First note that the map ξ 7→
〈Aξ, ψ〉 is a bounded linear functional (that is, a linear map to C) on H. By the Riesz
representation theorem there is a η ∈ H such that 〈η, ξ〉 = 〈Aξ, ψ〉 for all ξ ∈ H. Set
A∗ψ = ξ. This uniquely defines a bounded operator A∗ with the right properties.
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Now let ξ, η ∈ H1. Then the polarisation identity, which can be easily verified,
says that
〈Uξ, Uη〉 = 1
4
3∑
k=0
ik〈U(ξ + ikη), U(ξ + ikη)〉, (2.1.3)
and the claim follows.
(2) ⇒ (3) Since U is an isometry it follows that U∗U = I and that U is
injective. Hence U is a bijection and therefore invertible, so U∗UU−1 = U∗ =
U−1. It follows that UU∗ = I.
(3)⇒ (1) The assumptions say that U∗ is the inverse of U . Because U∗U =
I it is also clear that U is isometric.
A continuous linear map between Hilbert spaces satisfying assumption 3 of
the Theorem will be called a unitary.
The theorem can be used to show that, in a sense, there are not many
different Hilbert spaces. To make this precise, recall that an orthonormal basis
of a Hilbert space H is a set {ξα} of vectors of norm one such that 〈ξα, ξβ〉 = 0
if α 6= β and such that the linear span of these vectors is dense in H. That is,
for each vector ξ and ε > 0, one can find a linear combination of finitely many
of the basis vectors that is close to ξ, i.e. there exist finitely many λα 6= 0 such
that ∥∥∥∥∥
k∑
i=1
λαiξαi − ξ
∥∥∥∥∥ < ε.
The cardinality of a set of orthonormal basis vectors is called the dimension
of a Hilbert space. One can show that this is independent of the choice of
orthonormal basis. This leads to the following result.
Proposition 2.1.8. Two Hilbert spaces H1 and H2 are isomorphic if and only
if they have the same dimension.
Proof (sketch). If U : H1 → H2 is a unitary and {ξα} is an orthonormal basis,
then {Uξα} is again orthonormal. Moreover, because U is surjective, it also is
a basis of H2.
Conversely, suppose that we have bases {ξα} and {ηα} of H1 and H2 re-
spectively. Define a linear map U by Uξα = ηα. This can be linearly extended
to the span of ξα, and is clearly bounded. It follows that U can be extended to
a map of H1 to H2. One can then verify that this map must be a unitary.
Completion
There is no reason why a metric space should be complete. In many construc-
tions we will encounter in these notes this will be the case. Nevertheless, it is
possible to embed a (non-complete) metric space into a space that is complete.
A well-known example is the completion of the rational numbers Q: this is pre-
cisely the set of real numbers R.6 There is a certain “minimal” way to do this,
in the sense that we only add limits of Cauchy sequences, and nothing more.
Essentially this means that the original metric space is dense in the completion.
6This is essentially how the real numbers are usually defined. Namely, they are limits of
Cauchy sequences of rational numbers.
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Moreover, it makes sense to demand that the metric on the new space restricts
to the metric on the original space (embedded in the completion).
In this section we outline this construction with an example: the construc-
tion of a Hilbert space from a (not necessarily complete) inner product spaceH.
This construction is primarily of theoretical interest. It shows that a comple-
tion always exists, but the description of the completion is not very convenient
in concrete calculations, and in practice it is usually sufficient to know that a
completion exists.
So let H be a vector space over the complex numbers, and let 〈·, ·〉H be an
inner product on H. We will define a Hilbert space H containing H, and show
that it is complete. First, let (ξn)∞n=1 and (ψn)∞n=1 be two Cauchy sequences in
H. We say that the sequences are equivalent, and write (ξn)n ∼ (ψn)n, if for
each ε > 0 there is some N > 0 such that ‖ξn − ψn‖ < ε for all n > N . Hence
two Cauchy sequences are equivalent if they are arbitrarily close for sufficiently
large N .
It is possible to define a scalar multiplication and addition on the set of
Cauchy sequences. Let (ψn)n and (ξn)n be two Cauchy sequences. If λ ∈ C,
then (λψn)∞n=1 is again a Cauchy sequence. Similarly, the sequence (ψn + ξn)n
is Cauchy (by the triangle inequality). These operations are well-defined with
respect to the equivalence relation defined above, so that λ(ψn)n ∼ λ(ξn)n if
(ψn)n ∼ (ξn)n (and similarly for addition). This means that we can take the
vector space V of Cauchy sequences, and divide out by the equivalence relation.
We will denote the corresponding vector space by H.
There is a different way to think about H. First of all, note that (ψn)n ∼
(ξn)n if and only if (ψn − ξn)n ' (0)n, where (0)n is the sequence of all zeros.
The set of sequences that are equivalent to the zero sequence forms a vector
space V0. Then H is equal to V/V0, the quotient of V by the vector space of
“null sequences”. Hence an element of H is an equivalence class [(ψn)n], and
two representatives of the same class are related by (ψn)n = (ξn)n + (ηn)n,
where (ηn)n ∈ V0. Sometimes one writes (ψn)n + V0 for this equivalence class.
At this point H is a vector space over C. The goal is to define an inner
product on H that is compatible, in a sense to be made precise later, with the
inner product of H. To this end, define
〈[(ψn)n], [(ξn)n]〉H := lim
n→∞〈ψn, ξn〉H .
There are a few things to check. First of all, the right hand side should converge
for this definition to even make sense. Secondly, it should be well defined in the
sense that it does not depend on the representative of the equivalence class.
The first property follows with the Cauchy-Schwartz inequality: because ψn
and ξn are Cauchy sequences, 〈ψn, ξn〉 will be a Cauchy sequence in C, and
hence converge by completeness of C. As for the second part, consider for
example (ξn)n ∼ (ηn)n. Then
|〈ψn, ξn〉 − 〈ψn, ηn〉| = |〈ψn, (ξn − ηn)〉| ≤ ‖ψn‖‖ξn − ηn‖.
Since (ψn)n is a Cauchy sequence, the sequence ‖ψn‖ is uniformly bounded.
The terms ‖ξn − ηn‖ go to zero as n goes to infinity (by assumption). Hence
we conclude that 〈[(ψn)n], [(ξn)n]〉H = 〈[(ψn)n], [(ηn)n]〉H.
The original space H can be embedded into H in the following way. Let
ψ ∈ H. Then (ψn)n, where ψn = ψ for each n, clearly is a Cauchy sequence.
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Then the embedding is given by a map ι : H → H, with ι(ψ) = [(ψn)n], the
equivalence class of the constant sequence with values ψ. Note that 〈η, ψ〉H =
〈ι(η), ι(ψ)〉H. In particular, the map ι is an isometry.
Exercise 2.1.9. Verify the details, for example show that ι is linear and that
H indeed is a complete metric space.
The results in this section, together with the exercise above, can be sum-
marised as follows.
Theorem 2.1.10. Let H be an inner product space. Then there is a Hilbert
space H and a linear embedding ι : H ↪→ H such that ι(H) is dense in H and
〈ψ, ξ〉H = 〈ι(ψ), ι(ξ)〉H.
The completion is in fact unique in the following sense. Let H′ be another
completion, that is there is an isometric linear map ι′ : H ↪→ H′ whose image
is dense in H′. Then there is a unitary U : H → H′.
Usually H is identified with its image in H, that is, we think of H ⊂ H
and every element of H can be approximated arbitrarily well by an element in
H. Later we will need the completion of algebras, with respect to some norm.
These can be constructed in a similar manner.
Tensor products and direct sums
There are few basic constructions to obtain new Hilbert spaces from (pairs of)
Hilbert spaces. The simplest construction is taking subspaces. Let H be a
Hilbert space and let K ⊂ H be a linear subspace. If K is closed in norm (that
is, the limit of any Cauchy sequence in K is also in K), then K is a Hilbert
space, by restricting the inner product of H to K. Note that one can define
a projection P : H → H onto the subspace K. This projection is sometimes
written as [K].
Next, suppose that we have two Hilbert spaces H1 and H2. The direct sum
H1⊕H2 consists of all tuples (ξ, η) with ξ ∈ H1 and η ∈ H2. This is a Hilbert
space, if we define the following addition rules and inner product:
λ1(ξ1, η1) + λ2(ξ2, η2) = (λ1ξ1 + λ2ξ2, λ1η1 + λ2η2),
〈(ξ1, η1), (ξ2, η2)〉H1⊕H2 = 〈ξ1, ξ2〉H1 + 〈η1, η2〉H2 ,
where the λi are scalars. Note there is a natural isometry V1 : H1 → H1 ⊕H2
defined by V1ξ = (ξ, 0), and similarly for V2. If Li : Hi → Ki for i = 1, 2
and Ki Hilbert spaces are linear maps, we can define a linear map L1 ⊕ L2 :
H1 ⊕H2 → K1 ⊕K2 by
(L1 ⊕ L2)(ξ, η) = (L1ξ, L2η).
If L1 and L2 are bounded, then so is L1 ⊕ L2. Hence in that case it is contin-
uous, by Proposition 2.1.4. One can show that (L1 ⊕ L2)∗ = L∗1 ⊕ L∗2. This
construction readily generalises to finite direct sums. It is also possible to de-
fine infinite direct sums, but this requires a bit more care to make sure all
expressions converge.
Exercise 2.1.11. Define the direct sum of a countable collection of Hilbert
spaces, and show that this indeed defines a Hilbert space.
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Finally we discuss the tensor product of two Hilbert spaces. This has a
direct physical interpretation: if two quantum systems are described by two
Hilbert spaces, the tensor product describes the combination of these two sys-
tems as a whole. Its construction is a bit more involved than that for direct
sums. One way to do it is as follows. First consider the vector space V consist-
ing of formal (finite) linear combinations of elements of the form ξ⊗η for some
ξ ∈ H1 and η ∈ H2. That is, an element of V is of the form
∑n
i=1 λiξi ⊗ ηi.
Now this is a huge space, and we want to impose some relations. That is, we
will identify elements of the following form:
λ(ξ ⊗ η) = (λξ)⊗ η = ξ ⊗ (λη),
(ξ1 + ξ2)⊗ η = ξ1 ⊗ η + ξ2 ⊗ η,
ξ ⊗ (η1 + η2) = ξ ⊗ η1 + ξ ⊗ η2.
(2.1.4)
If we quotient V by this relations we obtain a vector space H. The image of
ξ ⊗ η in this quotient will again be written as ξ ⊗ η. The vector space H can
be made into an pre-Hilbert space by setting
〈ξ1 ⊗ η1, ξ2 ⊗ η2〉H = 〈ξ1, η1〉H1〈ξ2, η2〉H2
and extending by linearity. This induces a norm onH, but in generalH is not a
Hilbert space, since it will not be complete with respect to this norm. However,
by the results of the previous section we can complete H to obtain a Hilbert
space H = H1⊗H2. Again, finite tensor products are defined analogously. We
will discuss infinite tensor products in the next chapter.
Suppose again that Li : Hi → Ki are bounded linear maps. We can define
a map L1 ⊗ L2 : H → K1 ⊗K2 by
(L1 ⊗ L2)(ξ ⊗ η) = L1ξ ⊗ L2η.
This is well-defined since the Li are linear, and hence this definition is com-
patible with the relations in (2.1.4). Since L1 and L2 are bounded, L1 ⊗ L2
is bounded on the subspace H. To define L1 ⊗ L2 on all of H1 ⊗ H2 we use
that H is dense in the tensor product, together with Proposition 2.1.4. Since
H is dense in H := H1⊗H2, every ξ ∈ H is the norm limit of a sequence ξn of
elements in H. We then define
(L1 ⊗ L2)ξ := lim
n→∞(L1 ⊗ L2)ξn.
Since L1 ⊗L2 is bounded, the image of a Cauchy sequence is again Cauchy. It
follows that (L1 ⊗ L2)ξn converges in the Hilbert space K1 ⊗K2. This defines
L1⊗L2 on all ofH. One can check that the definition of L1⊗L2 does not depend
on the choice of sequence, and that it is indeed a linear map. This procedure
is sometimes called extension by continuity, where we extend a bounded linear
map defined on a dense subset of a complete linear space, and taking values in
a complete linear space, to the whole space.
For adjoints of tensor products of linear maps we have (L1⊗L2)∗ = L∗1⊗L∗2.
Exercise 2.1.12. Verify the details of the extension by continuity construc-
tion. Also show that indeed the adjoint indeed satisfies (L1 ⊗ L2)∗ = L∗1 ⊗ L∗2.
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2.2 Banach and C∗-algebras
The set B(H) of bounded operators on a Hilbert space has more structure
than we have discussed above. For example, it is an algebra. Recall that an
algebra A is a vector space7 on which a multiplication operation is defined. This
multiplication should be compatible with addition, in the sense that A(B+C) =
AB+AC for all A,B,C ∈ A, and similarly for (B+C)A. Moreover, it should
be compatible with multiplication by scalars in the obvious sense. We do not
require our algebras to have a unit, although in most of our applications this
will be the case. In this section we will try to abstract the properties of B(H)
to obtain the notion of a C∗-algebra.
A ∗-algebra is an algebra on which an (anti-linear) involution ∗ is defined.
That is, there is a map ∗ : A→ A with the following properties:
1. (A∗)∗ = A for all A ∈ A,
2. (AB)∗ = B∗A∗ for A,B ∈ A,
3. (λA+B)∗ = λA∗ +B∗ for A,B ∈ A and λ ∈ C.
The first property says that the ∗-operation is involutive, and the last property
describes anti-linearity. A familiar example of a ∗-algebra are the n×nmatrices
where the ∗-operation is given by taking the adjoint of the matrix.
So far the discussion has been purely algebraic. In our prototypical example
of B(H) topology enters in a natural way. As we will see later, it is for example
possible to define a norm on B(H). This makes it an example of a Banach
algebra:
Definition 2.2.1. A Banach algebra A is an algebra which is complete with
respect to a norm ‖ ·‖. Moreover, the norm should satisfy ‖AB‖ ≤ ‖A‖‖B‖. A
Banach ∗-algebra is a Banach algebra which is also a ∗-algebra and for which
‖A‖ = ‖A∗‖ for all A ∈ A.
As before, completeness means that any Cauchy sequence An in A converges
to some A ∈ A. The inequality on the norm of a product AB guarantees
that the multiplication in the algebra is continuous with respect to the metric
topology, and since the ∗-operation is isometric, it is continuous as well. Finally,
if A has a unit I, then ‖I‖ ≥ 1. A unit is an element I such that IA = AI = A
for all A ∈ A. A unit is necessarily unique (if it exists).
Exercise 2.2.2. Prove these claims.
A Banach algebra already has a rich structure. However, it turns out that
if we demand one extra condition on the norm, we can do much more. This
extra condition is what defines a C∗-algebra. Such algebras will be used to
model the observables in quantum mechanical systems.
Definition 2.2.3. A C∗-algebra A is a Banach ∗-algebra such that the norm
satisfies the C∗-property: ‖A∗A‖ = ‖A‖2 for all A ∈ A.
7We will deal almost exclusively with vector spaces over C.
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Note that the condition that ‖A∗‖ = ‖A‖ for a Banach algebra follows from
the C∗-property and submultiplicativity (‖AB‖ ≤ ‖A‖‖B‖) of the norm. The
converse however is not true, so not any Banach ∗-algebra is a C∗-algebra. If
a C∗-algebra has a unit I, it follows automatically that ‖I‖ = 1.
Most (if not all) of the C∗-algebras in these notes are unital. In cases where
it makes a difference, we will only give proofs in the unital case. Nevertheless,
let us briefly mention two useful techniques in dealing with non-unital algebras.
First of all, let A be a non-unital C∗-algebra. Then A can always be embedded
into a unital algebra A˜, defined as
A˜ := {(A, λ) : A ∈ A, λ ∈ C}.
Addition and the ∗-operation act componentwise, multiplication is defined by
(A, λ)(B,µ) = (µA+ λB +AB, λµ). A norm is defined by
‖(A, λ)‖ = sup
B∈A,‖B‖=1
‖A+ λB‖.
It can be shown that A˜ is a unital C∗-algebra with this norm. The unit is the
element (0, 1). Note that A clearly is a subalgebra of A˜. This construction is
called adjoining a unit. The other technique is that of an approximate identity.
This is a net Eλ of positive elements (i.e., elements of the form A∗A for some
A, see also Section 2.3), such that ‖Eλ‖ ≤ 1 and limλEλA = limλAEλ = A
for all A ∈ A. An approximate identity always exists in a C∗-algebra.
Example: the bounded operators on a Hilbert space
Let H be a Hilbert space. An operator A on H is a linear map A : H → H
(or sometimes only defined on a linear subspace of H). It is called bounded if
there is some constant C > 0 such that ‖Aψ‖ ≤ C‖ψ‖ for all ψ ∈ H. If this
is not the case, then the operator is called unbounded. Note that the bounded
operators on a Hilbert space are a special case of the linear maps we studied
earlier (c.f. Proposition 2.1.4). We will show that B(H) is a C∗-algebra, where
the ∗-operation is the adjoint of linear maps on Hilbert spaces defined earlier.
First, it is clear that B(H) is an algebra, since we can add (or multiply
with a scalar) bounded linear maps to obtain new bounded maps. The product
operation is the composition of linear maps. Moreover, the adjoint satisfies all
the conditions of a ∗-operation by Exercise 2.1.6. It remains to define a suitable
norm and show that it has the right properties. The norm can be defined as
follows:
‖A‖ := sup
ψ∈H,ψ 6=0
‖Aψ‖
‖ψ‖ = supψ∈H,‖ψ‖=1
‖Aψ‖. (2.2.1)
The last equality immediately follows from linearity of A. Note that we use the
same notation for the norm on H and the norm on the algebra B(H). That
equation (2.2.1) is indeed a norm follows directly because ‖ · ‖ is a norm on the
Hilbert space H. Submultiplicativity follows because for any ψ ∈ H,
‖ABψ‖ = ‖A(Bψ)‖ ≤ ‖A‖‖Bψ‖ ≤ ‖A‖‖B‖‖ψ‖.
To show that B(H) is complete with respect to this norm, let An ∈ B(H) be
a Cauchy sequence of operators. Let ψ ∈ H. Then n 7→ Anψ is a Cauchy
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sequence of vectors in the Hilbert space, hence this converges to a vector which
we will denote by Aψ. That is, for every ψ ∈ H we define
Aψ := lim
n→∞Anψ.
Since each An is linear, this defines a linear map A. The map A is bounded
and ‖A−An‖ → 0 if n→∞.
Exercise 2.2.4. Verify these claims.
It remains to show that the C∗-identity for the norm holds. Note that for
A ∈ B(H) we have
‖Aψ‖2 = 〈Aψ,Aψ〉 = 〈ψ,A∗Aψ〉 ≤ ‖A∗A‖‖ψ‖2
for all ψ ∈ H. Hence ‖A‖2 ≤ ‖A∗A‖ ≤ ‖A‖‖A∗‖ and ‖A‖ ≤ ‖A∗‖. Reversing
the roles of A and A∗ shows that ‖A‖ = ‖A∗‖, from which the claim follows.
Remark 2.2.5. The completeness proof works for any Banach space. For the
adjoint, however, one needs the Hilbert space structure to define it in the first
place.
Example: commutative C∗-algebras
Let X be a locally compact topological space. Write C0(X) for the space of all
continuous functions f : X → C that vanish at infinity. That is, f ∈ C0(X) if
and only if for each ε > 0, there is a compact set Kε ⊂ X such that |f(x)| < ε
for all x ∈ X \ Kε. To get some feeling for this condition, consider the case
X = R. Then f ∈ C0(R) if and only if f is continuous and |f(x)| → 0 if
x→ ±∞. Examples are
f(x) =
1
1 + x2
, and f(x) = exp(−x2).
Note that C0(X) is an algebra if we define multiplication and addition point-
wise:
(f + g)(x) = f(x) + g(x), (f · g)(x) = f(x)g(x).
An involution can be defined by setting f∗(x) = f(x). Hence C0(X) is a
∗-algebra. We can define a norm as follows:
‖f‖ := sup
x∈X
|f(x)|.
Because continuous functions on compact sets are bounded, and f is small
outside some compact set, it follows that ‖f‖ is finite if f ∈ C0(X). Note
that the C∗-property, ‖f∗f‖ = ‖f‖2 follows immediately from the definition.
A standard result in topology says that if ‖fn − f‖ → 0 for some function
f : X → C and fn a sequence in C0(X), then f is also continuous (and it
follows that f ∈ C0(X)). Hence C0(X) is a C∗-algebra.
Note that C0(X) is a commutative algebra. The unit would be the function
f(x) = 1 for all x. But this is only in C0(X) if X is compact, because otherwise
it does not vanish at infinity. The commutative Gel’fand-Naimark theorem in
C∗-algebras says that in fact any commutative C∗-algebra is of the form C0(X)
for some locally compact space X, and X is compact if and only if the C∗-
algebra is unital.
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2.3 Spectrum and positive operators
Many problems in physics (and countless other fields) can be reduced to solving
an eigenvalue problem. For example, the energy levels of a quantum system
are given by the spectrum of the Hamiltonian. It is therefore no surprise that
spectral theory is an important part of functional analysis and one of the most
important tools in the toolbox of the mathematical physicist.
Recall thatH if is a self-adjoint matrix acting on a finite dimensional Hilbert
space, there is a complete set of eigenvalues. This set is called the spectrum
of H. In general, for any matrix A, we will call the set of eigenvalues of this
matrix the spectrum of A. This is the notion that we want to generalise to C∗-
algebras. We immediately run into problems: it might be that the operators are
not given as linear maps on a vector space, so that the notion of an eigenvalue
does not apply. Even if A is an operator on an infinite-dimensional vector
space, it may be the case that A has no eigenvalues at all. This is undesirable,
so that the notion of the spectrum has to be extended.
To this end, consider again a matrix A ∈ Mn(C). If λ is an eigenvalue
of A, by definition there is a non-zero vector ψ such that (A − λI)ψ = 0.
Hence the kernel of A is non-trivial, and by the rank-nullity theorem it follows
that A − λI is not surjective, and hence is not invertible. This motivates the
following definition.
Definition 2.3.1. Let A be a unital C∗-algebra and A ∈ A. Then the spectrum
of A is defined as
σ(A) := {λ ∈ C : A− λI is not invertible}.
The complement of σ is called the resolvent set.
Note that if A acts on a Hilbert space and λ is an eigenvalue of A, it follows
that λ ∈ σ(A), so this definition indeed extends the notion of an eigenvalue.
The rest of this section will be related to study of the spectrum of various
classes of operators. Although these methods are very powerful, in most of the
book they will only play a minor role. The reader therefore can safely skip
the following subsections, which are of a more technical nature, and refer back
when necessary.
Functional calculus
It is often convenient to consider functions on the spectrum of an operator to
obtain new operators. For simplicity we consider only the case of polynomials
in detail. Suppose that p(z) =
∑n
k=0 cnz
k is a polynomial on C and let A ∈ A
be an operator in a unital C∗-algebra. Then we can define a new operator
p(A) =
n∑
k=0
ckA
k.
What can we say about the spectrum of p(A)? Let λ ∈ C. Then
p(A)− p(λ)I =
n∑
k=1
ck(A
k − λkI).
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Recall that xk − yk = (x− y)∑k−1m=0 xmyk−m−1 if k ≥ 1. Hence
p(A)− p(λ)I = (A− λI)
[
n∑
k=1
k−1∑
m=0
ckA
kλk−m−1
]
.
Write B for the operator in square brackets. Suppose that p(λ) /∈ σ(p(A)).
Then with the calculation above it follows that B(p(A)−p(λ)I)−1 is the inverse
of A− λI. Hence λ /∈ σ(A). It follows that p(σ(A)) ⊂ σ(p(A)).
The reverse inclusion is also true. Let µ ∈ σ(p(A)). By the fundamental
theorem of algebra there are λi such that
p(z)− µ = (z − λ1) · · · (z − λn).
Since µ is in the spectrum of p(A), there must be a λi such that A − λiI is
not invertible, or in other words, λi ∈ σ(A). Setting z = λi it follows that
p(λi) = µ, and it follows that σ(p(A)) ⊂ p(σ(A)).
The procedure above is an example of what is called functional calculus.
It can be extended to larger classes of functions (not just polynomials) on
the spectrum. To study this it is useful to first better understand what the
spectrum of bounded operators is like. To this end, define the spectral radius
as
r(A) := sup
λ∈σ(A)
|λ|. (2.3.1)
For bounded operators the spectral radius is always finite:
Proposition 2.3.2. Let A be a C∗-algebra and A ∈ A. Then r(A) ≤ ‖A‖ and
σ(A) is compact. If A = A∗, this subset is contained in the real line.
Proof. Suppose that |λ| > ‖A‖. Then the series ∑∞n=0 λ−1An converges to
some element in A, since ‖λ−1A‖ < 1. Call this element B. Then clearly
λ−1AB =
∞∑
n=1
λ−1An = B − I = λ−1BA.
Rearranging terms gives
λ−1(λI −A)B = λ−1B(λI −A) = I.
Hence (A− λI) is invertible and λ /∈ σ(A), and it follows that r(A) ≤ ‖A‖.
From the first part of the proof it follows that the spectrum is bounded, so
to show compactness it is enough to show that it is closed. Since by definition
it is the complement of the resolvent set, it is enough to show that this set is
open. Suppose that λ /∈ σ(A). Then (A−λI) is (by definition) invertible, hence
ε := ‖(A−λI)−1‖−1 > 0 (and finite). Suppose that |µ| < ε. Then by a similar
argument as above it follows that I − µI(A− λI)−1 is invertible. Multiplying
with (A− λI) shows that A− (λ+ µ)I is invertible. Hence λ+ µ /∈ σ(A) and
it follows that the resolvent set of A is open.
Finally, suppose that A = A∗ and that λ = λ1 + iλ2 ∈ σ(A), with λi ∈ R.
Define An = A−λ1I + inλ2I. From the spectral calculus above it follows that
σ(An) = {λ− λ1 + iλ2 : λ ∈ σ(A)}.
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In particular it follows that i(n + 1)λ2 ∈ σ(An). Since the spectral radius is
bounded by ‖An‖, with the C∗-property of the norm we have the estimate
|(n+ 1)λ2|2 ≤ ‖A∗nAn‖ = ‖(A− λ1)2 + n2λ22‖ ≤ ‖A− λ1‖2 + n2λ22.
Since this must hold for any positive integer n, it follows that λ2 = 0 and hence
σ(A) ⊂ R.
Again this is a generalization of what is true for matrices in Mn(C). For
example, it is a basic fact in linear algebra that a self-adjoint (that is, hermitian)
matrix A has real eigenvalues. If we diagonalise A it is also not that hard to
see that the operator norm ‖A‖, defined in equation (2.2.1), is the absolute
value of the largest eigenvalue. That is, it is equal to the spectral radius.
Remark 2.3.3. One can prove a stronger result, namely that
r(A) = lim
n→∞ ‖A
n‖1/n. (2.3.2)
In case A is normal (i.e., AA∗ = A∗A) this implies that r(A) = ‖A‖. To see
this, note that ‖A2‖2 = ‖(A∗)2A2‖ = ‖(A∗A)2‖ = ‖A∗A‖2 = (‖A‖2)2, where
we made use of the C∗-property of the norm. By induction it follows that
‖A2n‖2 = ‖A‖2n+1 . With the above limit expression it follows that r(A) = ‖A‖.
Exercise 2.3.4. Let A,B ∈ A be operators in some C∗-algebra A. Show
that σ(AB) ⊂ σ(BA) ∪ {0}. Hint: Consider λ /∈ σ(AB) with λ 6= 0. It
is sufficient to show that (BA − λI) is invertible. To this end, consider the
operator λ−1(B(AB − λI)−1A− I).
The above results give us the tools to consider more general functions than
just polynomials. For example, in the holomorphic functional calculus we con-
sider a function f that is analytic with radius of convergence at least ‖A‖.
Then we have a power expansion f(z) =
∑∞
n=0 cnz
n and we can define
f(A) :=
∞∑
n=0
cnA
n.
This expression is well-defined: ‖f(A)‖ ≤ ∑∞n=0 |cn|‖A‖n, and since ‖A‖ is
assumed to be smaller than the radius of convergence of f , the right hand side
is finite and the series for f(A) converges. Since A is a Banach space it follows
that f(A) ∈ A. One can again prove that f(σ(A)) = σ(f(A)).
Even more general one can consider just continuous functions on the spec-
trum that do not necessarily have a power series expansion. In the case that
A is self-adjoint, there is an elegant away to state all the properties of the
continuous functional calculus. Since the spectrum of A ∈ A is compact, the
set of continuous functions on σ(A), C(σ(A)), is a commutative C∗-algebra by
the example on page 23. The functional calculus can then be understood as a
∗-homomorphism between these two algebras. We will discuss homomorphisms
in more detail later, but the point is that it is a linear map that preserves the
algebraic structure of the C∗-algebra.
Theorem 2.3.5. Let A = A∗ be an operator in a C∗-algebra A. Then there
is an isometric ∗-homomorphism Φ : C(σ(A))→ A such that Φ(f) = f(A). In
particular, f(A)∗ = f(A) and f(A)g(A) = (fg)(A).
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sketch. One way to prove this result is to first verify the identities for polynomi-
als, as outlined above. Since A is self-adjoint, its spectrum is contained in the
real line. In fact, it is contained in a compact interval since the spectral radius
is bounded by the norm of A. But the Weierstrass approximation theorem says
that each continuous function on a compact interval can be approximated uni-
formly by a sequence of polynomials. Hence we can define Φ on the dense subset
of polynomials, and extend the results to all of C(σ(A)) by continuity if we can
show that Φ is bounded on the polynomials. This follows from Remark 2.3.3:
let p be a polynomial, and note that ‖Φ(p)‖ = r(Φ(p)) = supλ∈σ(A) |p(λ)|,
where we used that for polynomials p(σ(A)) = σ(p(A)). The right hand side is
the sup-norm on C(σ(A)), so that Φ is indeed isometric on the polynomials.
Positive operators
In physics or quantum mechanics in particular, it is often the case that ob-
servables of interest can only take positive values. For example, it is common
to normalise the Hamiltonian of a system such that the ground state has zero
energy, and all other states have positive energy. In general, consider any op-
erator A ∈ B(H) acting on some Hilbert space. Then for each ψ ∈ H, we
have
〈ψ,A∗Aψ〉 = 〈Aψ,Aψ〉 = ‖Aψ‖2 ≥ 0.
We say that A∗A is a positive operator. This can be straightforwardly gen-
eralised to C∗-algebras: we say that A ∈ A is a positive operator if there is
some B ∈ A such that A = B∗B. It turns out that also in this case, the adjec-
tive “positive” is appropriate when we look at the spectrum of such operators.
Before we discuss this result, we need two technical lemmas.
Lemma 2.3.6. If A,B ∈ A are self-adjoint and both their spectra are contained
in [0,∞), then σ(A+B) ⊂ [0,∞).
Proof. Let S be a self-adjoint element of A and let λ ≥ ‖A‖. Then we claim that
‖S−λI‖ ≤ λ if and only if σ(S) ⊂ [0,∞). By Proposition 2.3.2, σ(S) ⊂ [−λ, λ].
Since S−λI is self-adjoint, ‖S−λI‖ = r(S−λI) by the remark following that
proposition. Hence
‖S − λI‖ = sup
µ∈σ(S)
|µ− λ| = sup
µ∈σ(S)
(λ− µ),
where the first equality follows from the spectral calculus and the second be-
cause σ(S) ⊂ [−λ, λ]. The term on the right is smaller than or equal to λ if
and only if σ(S) ⊂ [0,∞).
Applying this to A and B, it follows that ‖A − ‖A‖I‖ ≤ ‖A‖ and similar
for B. But then
‖A+B − (‖A‖+ ‖B‖)I‖ ≤ ‖A‖+ ‖B‖.
Because ‖A+B‖ ≤ ‖A‖+‖B‖, the result follows from the first paragraph.
Lemma 2.3.7. Let A ∈ A be an element of some C∗-algebra such that for the
spectrum of −A∗A we have σ(−A∗A) ⊂ [0,∞). It follows that A = 0.
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Proof. It is easy to see that A = H + iK for some self-adjoint H and K. Then
we can calculate
A∗A = 2H2 + 2K2 −AA∗.
By Exercise 2.3.4, σ(−AA∗) ⊂ σ(−A∗A) ∪ {0} ⊂ [0,∞). Because H and K
are self-adjoint, their spectrum is real and the spectrum of H2 and K2 is also
contained in the positive real line. By the previous Lemma, it follows that
σ(A∗A) ⊂ [0,∞). Since σ(−A∗A) = {−λ : λ ∈ σ(A∗A)}, it follows from
the premises that σ(A∗A) = {0}. By the spectral radius formula and the
C∗-property of the norm, 0 = r(A∗A) = ‖A∗A‖ = ‖A‖2, so that A = 0.
We are now in a position to prove that an operator is positive if and only if it
is self-adjoint and its spectrum is contained in the positive real line. This char-
acterisation is sometimes more convenient than the more algebraic condition
A = B∗B. In addition, as we will see, the spectrum of self-adjoint operators
has a clear physical meaning in measurements in quantum mechanics.
Theorem 2.3.8. Let A be a C∗-algebra and A ∈ A. Then the following are
equivalent:
1. A is positive, i.e. there is B ∈ A with A = B∗B;
2. σ(A) ⊂ [0,∞) and A is self-adjoint;
3. A = H2 for some H ∈ A with H = H∗ and σ(H) ⊂ [0,∞).
Proof. Assume that A is positive, then A is clearly self-adjoint. We want to
show that its spectrum is contained in the positive real line. To this end, define
the functions f±(λ) = ± 12 (λ± |λ|). Then we can define
A+ = f+(A), A− = f−(A).
By the functional calculus, Theorem 2.3.5, it follows that A = A+−A− and that
σ(A±) ⊂ [0,∞). In addition, A+A− = A−A+ = f+(A)f−(A) = (f+f−)(A) =
0, since f+f− = 0. Note that by construction, σ(A+) ⊂ [0,∞), so it is enough
to show that A− = 0. Define C = BA−. Then a simple calculation shows
that C∗C = −(A−)3. By construction the spectrum of A− is contained in the
positive real line, hence σ(−A3−) ⊂ −[0,∞). With the Lemma above it follows
that C = 0, or A3− = 0. Let f(t) = t1/3. Then f(A3−) = A−, which can be seen
from Theorem 2.3.5. Hence A = A+ and we have shown that 1 ⇒ 2.
If the spectrum is positive, we can defineH :=
√
A as discussed above. Since
the square root is a real function,
√
A∗ = (
√
A)∗ and hence H is self-adjoint.
Moreover, σ(
√
A) =
√
σ(A) proving that 2 implies 3. The implication 3 ⇒ 1
is trivial.
Definition 2.3.9. Operators in a C∗-algebra A satisfying any of the equivalent
conditions in Theorem 2.3.8 are called positive. The set of all positive operators
in A is denoted A+.
Positive operators have some nice properties. For example, consider a pos-
itive operator A. Because the spectrum is contained in the positive real line,
f(t) =
√
t is continuous on the spectrum. Hence we can apply the spectral
calculus and set
√
A := f(A). Since f(A)g(A) = (fg)(A) for f, g ∈ C(σ(A)),
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it follows that (
√
A)2 = A as expected. In addition, σ(
√
A) ⊂ [0,∞). They
can also be seen as the building blocks of a C∗-algebra, in the sense that each
operator can be written as a linear combination of at most four positive op-
erators. This can be seen by first writing A = H + iK, with both H and K
self-adjoint, and then writing H = H− − H+ (and similarly for K) as in the
proof of Theorem 2.3.8.
It is easy to see that λA ∈ A+ if λ ≥ 0 and A ∈ A+. From Lemma 2.3.6
and the Theorem above it follows that A+B ∈ A+ if both A and B are in A+.
What is not immediately clear, but nonetheless true, is that AB is positive if
A and B commute and are both positive. One can also show (using the proof
of Lemma 2.3.6) that A+ is norm-closed in A. From Lemma 2.3.7 in addition
it follows that (−A+) ∩ A+ = {0}. We say that A+ is a positive cone in A.
Projection valued measures
Suppose that A ∈ Mn(C). Then the spectrum σ(A) is the set of eigenvalues
of A. This is a special feature of the spectrum of linear operators of finite
dimensional spaces: for linear operators on infinite spaces it is still true that
eigenvalues are in the spectrum, but the converse is not always true! Suppose
that in addition to acting on a finite dimensional Hilbert space, A is also self-
adjoint. Then we know from linear algebra that A can be diagonalised. This
makes it easy to do the functional calculus for A.
Exercise 2.3.10. Let A be as in the previous paragraph and let f : R→ C be
any function. Show that f(A) =
∑
λ∈σ(A) f(λ)Pλ, where Pλ is the projection
on the eigenspace with eigenvalue λ.
Since the spectrum of an operator on a finite dimensional vector space is
discrete, it is not necessary to demand any continuity properties of f .
This cannot directly be generalised to arbitrary C∗-algebras. One of the
reasons is that a C∗-algebra need not contain any (non-trivial) projections.
However, this changes if we consider operators acting on a Hilbert space H.
In that case it is natural to try to find a natural decomposition of self-adjoint
operators in terms of projections on closed subspaces of H. This allows us
to generalise the example above. To this end it is instructive to look at the
previous example in a different light. For now assume again that A is a self-
adjoint matrix. We can consider the spectrum σ(A) as a measurable space,
where each subset is measurable. To each Λ ⊂ σ(A) we associate the operator
µ(Λ) :=
∑
λ∈Λ
Pλ.
Note that µ(σ(A)) = I and µ(Λ1 ∪ Λ2) = µ(Λ1) + µ(Λ2) if Λ1 ∩ Λ2 = ∅. In
addition, each µ(Λ) is easily seen to be a projection. Hence we can interpret µ
as a measure on σ(A) taking values into the projections: it is an example of a
projection valued measure.
This is the statement that we want to generalise to (self-adjoint) bounded
operators on a Hilbert space. A complete, rigorous treatment requires a good
understanding of measure theory. The necessary background can be found in
many functional analysis or measure theory textbooks. Here we will try to give
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the main ideas behind the construction and refer the reader to other textbooks
for the technical details..
Suppose that A is a self-adjoint bounded operator acting on a Hilbert space
H. Let ψ ∈ H be a unit vector. Then using the functional calculus we can define
a map ωψ : C(σ(A))→ C via f 7→ 〈ψ, f(A)ψ〉. Note that this is a linear map.
Suppose that f ≥ 0. Then f(A) is a positive operator by Theorem 2.3.8(2)
and the functional calculus. Hence there is B ∈ B(H) such that f(A) = B∗B.
But then
ωψ(f) = 〈ψ, f(A)ψ〉 = 〈Bψ,Bψ〉 ≥ 0.
We say that ωψ is a positive linear map of C(σ(A)). We will study posi-
tive linear maps in more detail later on, but for now we will only need the
Riesz-Markov theorem. This theorem says that if ωψ is such a positive lin-
ear functional of the (compactly supported) continuous functions on a locally
compact Hausdorff space, there is a Borel measure8 µψ such that
µψ(f) :=
∫
σ(A)
f(λ)dµψ(λ) = ωψ(f).
Hence for every (non-zero) vector in the Hilbert space, we obtain a measure on
the spectrum of A. This measure depends on A and on the choice of vector ψ.
In obtaining the measures µψ we used the spectral calculus for continuous
functions. The idea is now to use standard measure theory to extend the
spectral calculus to bounded Borel measurable functions, that is, bounded
functions f such thatf−1(X) is a Borel set for every Borel set X. Then we
can extend the integral
∫
σ(A)
f(λ)dµψ(λ) to such functions f . Note that by
construction, µψ(1) = ‖ψ‖2, where 1 is the constant function equal to one. It
follows that µψ(f) <∞ if f is bounded.
This allows us to define f(A) for any bounded Borel measurable function
f on the spectrum σ(A). Recall that with the polarisation identity, compare
with equation (2.1.3), the inner product between two vectors on a Hilbert can
be written as the sum of four inner products of the form 〈ψ,ψ〉. With this in
mind, for ψ, η ∈ H and f a bounded Borel function on the spectrum, we define
〈ψ, f(A)η〉 := 1
4
3∑
k=0
ikµψ+ikη(f),
where µψ+ikη(f) is as defined above. But this gives us the matrix elements
of an operator f(A), hence by the Riesz representation theorem, this defines
an operator on B(H), which we suggestively denote by f(A). One can show
that the Borel functional calculus obeys similar properties as the continuous
functional calculus. For example, f(A) = f(A)∗ and f(A)g(A) = (fg)(A).
The Borel functional calculus gives us the tools to define spectral projections.
These are generalisations of the projections Pλ on the eigenspaces of finite
8If X is a topological space, the Borel measurable sets B(X) is the smallest collection
of subsets of X such that O ∈ B(X) for all open sets O and B(X) is closed under the
complement operation and under taking countable unions. The elements of B(X) are called
Borel sets. A Borel measure assigns a positive real number to each of the Borel sets in a way
compatible with the structure of the Borel sets. For example, µ(X1 ∪X2) = µ(X1) + µ(X2)
for two disjoint Borel sets X1 and X2. Intuitively speaking, µ(X) tells us how “big” the
set X is. Once one has a measure, it is possible to defined integration with respect to that
measure.
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dimensional operators that we discussed before. To define them, choose a Borel
subset Λ ⊂ σ(A). Then the indicator function χΛ is Borel measurable. This
means we can define PΛ := χΛ(A). This is a projection, since the indicator
function is real valued and squares to itself. We then define projection valued
measure by µ(Λ) = PΛ for each Borel measurable subset Λ of the spectrum.
The following Proposition shows that its properties are very similar to that of
real-valued measures, hence the name is a sensible one.
Proposition 2.3.11. Let µ be the projection valued measure associated to a
self-adjoint operator A acting on a Hilbert space. Then the following properties
hold for all Borel subsets Λi:
1. µΛ is an orthogonal projection;
2. µ(∅) = 0 and there is some λ ∈ R such that µ((−a, a)) = I;
3. If Λ =
⋃∞
i=1 Λi with Λi∩Λj = ∅ for i 6= j, then s-limn→∞ (
∑n
i=1 µ(Λi)) =
µ(Λ).
The second statement in the second property follows because the spectrum
of A is compact. Hence, if we make the interval big enough, the spectral
projection projects onto the whole Hilbert space. In the third property, s-lim
denotes the limit in the strong operator topology. It means that for each ψ ∈
H, ∑ni=1 µ(Λi)ψ converges to µ(Λ)ψ as n goes to infinity.9 This property
corresponds to what is called σ-additivity in measure theory.
With a measure we can talk about integration: the goal is to define an
(operator valued!) integral with respect to this measure. This is not much
different from how one defines scalar valued integrals in measure theory, for
example the Lebesgue integral. We first consider a step function f : choose
n Borel subsets Λi of the real line with Λi ∩ Λj = ∅ if i 6= j and such that
σ(A) ⊂ ∪ni=1Λi. Then f(λ) =
∑n
i=1 ciχΛi(λ) is a step function. For such step
functions we already know what the integral should be:∫
σ(A)
f(λ)dµ(λ) :=
n∑
i=1
ciµ(Λi).
Note that this defines an operator in B(H). The general case is then obtained
by approximating arbitrary bounded measurable functions f by step functions,
and verifying that the corresponding integrals converge to an operator. To
summarise, we have outlined how to define the integral
∫
σ(A)
f(λ)dµ(λ). It
should be no surprise that this is related to the spectral measures associated to
vectors ψ ∈ H: if we compute 〈ψ, ∫
σ(A)
f(λ)dµ(λ)ψ〉, we recover the integrals
with respect to the spectral measures defined above.
The results of this section can be summarised in the following variant of
the spectral theorem:
Theorem 2.3.12 (Spectral theorem). Let A ∈ B(H) be a self-adjoint operator
acting on some Hilbert space H. Then there is a projection valued measure
µ such that µ(Ω) = χΩ(A) such that A =
∫
λdµ(λ). Moreover, for every
9One might hope that the operators actually converge in norm, but in general this is too
much to ask for.
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bounded Borel measurable function f of the spectrum, there is a unique operator∫
σ(A)
f(λ)dµ(λ) such that
〈ψ,
∫
σ(A)
f(λ)dµ(λ)ψ〉 = µψ(f) =
∫
σ(A)
f(λ)dµψ(λ).
for all ψ ∈ H.
The measure is in fact unique, and giving such a measure defines a self-
adjoint operator A by the integral formula. Hence there is a one-one corre-
spondence between the two.
Unbounded operators
So far we have only discussed bounded operators. In the applications we are
interested in in this book, we will always work with bounded observables. Nev-
ertheless, unbounded operators still occur in a natural way. In particular, we
are interested in systems consisting of infinitely many degrees of freedom. In
such systems the energy usually is only bounded from below. Hence the Hamil-
tonian, the generator of the dynamics, is unbounded. Although one can avoid
talking about the unbounded Hamiltonian by considering the time evolution
of the bounded operators, it is sometimes convenient to have a Hamiltonian at
our disposal.
Definition 2.3.13. An unbounded operator (H,D(H)) on a Hilbert space H
is a linear map H from the linear space D(H) ⊂ H to H that is not bounded.
In other words, sup06=ψ∈D(H) ‖Hψ‖/‖ψ‖ =∞.
The choice of the domain is important and an essential part of the definition
of an unbounded operator. In applications there often is a natural choice of a
dense domain, but even then one has to be careful. For example, it need not
be true that if ψ ∈ D(H) for some unbounded operator H, that Hψ ∈ D(H),
so that even innocent looking expressions such as H2 can be problematic.
Example 2.3.14. Let H = L2(R). Consider the position operator Q, defined
by Qψ(x) = xψ(x) for ψ ∈ D(Q). Note that this does not define a bounded
operator on L2(R): it is possible to find ψ ∈ L2(R) with xψ(x) /∈ L2(R). Instead
one can take as domain D(Q) = C∞0 (R), which is dense in L2(R). It should be
noted however that there are bigger choices of domain possible. In fact, there
is a natural way in which the domain can be enlarged so that (Q,D(Q)) is a
self-adjoint operator (see below for the definition).
Exercise 2.3.15. Give an example of a ψ ∈ L2(R) that cannot be in the
domain of Q.
Even though superficially the theories for bounded and unbounded opera-
tors are very similar, there are also fundamental differences, for example related
to the domain issues mentioned above. Recall that on page 15 we defined the
adjoint of a bounded linear map A in terms of the inner product on H. We can-
not just replace the bounded linear map in equation (2.1.2) with H, since Hψ
may not be defined. Instead, we define the adjoint of an unbounded operator
as follows.
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Definition 2.3.16. Let (H,D(H)) be an unbounded operator with dense do-
main. The adjoint (H,D(H∗)) is the unbounded operator with as domain the
set of ψ ∈ H for which there is η ∈ H such that
〈Hϕ,ψ〉 = 〈ϕ, η〉 for all ϕ ∈ D(H).
We then set H∗ψ = η.
It should be noted that the domain of H∗ need not be dense (and can
even be trivial). Note that the assumption on the denseness of the domain of
H is necessary to uniquely determine the vector η from the inner products. It
should be noted that not all properties of Exercise 2.1.6 hold true for unbounded
operators. Indeed, it is only possible to define (H∗)∗ if D(H∗) is dense. Even
then it need not be true that H = H∗∗, but in that case H∗∗ is always an
extension of H, in the sense that D(H) ⊂ D(H∗∗) and both operators agree
D(H).
Again it is often interesting to study the spectrum of an unbounded opera-
tor, for example to find the energy levels of a quantum system. The definition
of the spectrum is as follows:
Definition 2.3.17. Let (H,D(H)) be an unbounded operator on a Hilbert space
H. The resolvent of H is the set of λ ∈ C such that H −λI is a bijection from
D(H) onto H and the inverse (H−λI)−1 is a bounded operator. The spectrum
is defined to be the complement of the resolvent. We also denote the spectrum
by spec(H).
Remark 2.3.18. The definition clearly is very similar to the definition of
the spectrum of bounded operators, σ(A), that we defined before. To avoid
confusion, we use different notations to distinguish the spectra of bounded and
unbounded operators.
In the case of bounded operators, the spectral analysis had a particular
nice form for self-adjoint operators. The same is true for unbounded operators.
Just as in the bounded case, an unbounded operator (H,D(H)) is called self-
adjoint if H = H∗, in particular D(H) = D(H∗). Note that this implies that
the domain of D(H∗) is also dense. There is a weaker notion of a symmetric
operator. The operator H is symmetric if
〈ψ,Hη〉 = 〈Hψ, η〉
for all ψ, η ∈ D(H). This is clearly true for self-adjoint operators, but a
symmetric operator need not be self adjoint This is because the domain issues
mentioned above: it implies that D(H) ⊂ D(H∗), because of the definition of
the adjoint given above, but the right hand side may in fact be larger than
D(H).
This means that a symmetric operator S may have multiple self-adjoint
extensions. That is, there can be distinct self-adjoint operators that agree with
S on the domain D(S). If there is a unique self-adjoint extension of S we
say that S is essentially self-adjoint. In that case it is common to identify S
with its self-adjoint extension. In mathematical physics, in particular quantum
mechanics, it is often important to study if, say, a Hamiltonian is essentially
self-adjoint or not, but for us these questions do not play a role. We therefore
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end our discussion of unbounded operators (at least for now) by stating a
variant of the spectral theorem for self-adjoint operators. Again there are
different formulations possible, but we will only state the projection valued
measure form:
Theorem 2.3.19 (Spectral theorem for unbounded operators, measure form).
Let H be a Hilbert space H and (A,D(A)) an unbounded self-adjoint operator
acting on H. Then spec(A) ⊂ R and there is a projection valued measure µ on
the Borel subsets of R such that
g(A) :=
∫
g(λ)dµ(λ)
defines a self-adjoint operator for any real-valued Borel function g. If g(λ) = λ,
then g(A) = A.
The basic idea behind the proof is the same as for the bounded case, but one
has to be careful to take into account the domains of the unbounded operator.
The measure µ is also slightly different: because the spectrum of unbounded
operators is no longer compact, it is no longer true that there is some interval
I = (−a, a) such that µ(I) is the identity. This has to be replaced by the
weaker condition that s-lima→∞ µ((−a, a)) = I. Or, alternatively, µ(R) = I.
Remark 2.3.20. The functional calculus is not restricted to real-valued Borel
functions (but only in this case, g(A) is self-adjoint), but can be extended to
arbitrary complex-valued Borel functions. Moreover, if g is a bounded Borel
function, then g(A) is a bounded operator. In this case the functional calculus
again leads to a ∗-homomorphism, from the bounded Borel functions to the
bounded operators.
In the study of quantum mechanics this is very important: consider a (un-
bounded) self-adjoint H and for t ∈ R, the function gt(λ) = eitλ. Then gt is
a bounded Borel function on R. Hence U(t) := gt(H) is a bounded operator,
which we suggestively denote by eitH . Note that U(t)∗ = gt(H) = g−t(H).
Moreover, U(t)∗U(t) = gt(H)g−t(H) = g0(H) = I, so that U(t) is unitary. In
fact, it is easy to verify that U(t+ s) = U(t)U(s). If H is the Hamiltonian of a
quantum system, this gives the one-parameter group of unitaries implementing
the time evolution.
2.4 Linear functionals and states
Recall that in quantum mechanics, a (pure) state is often represented by a wave
function, representing a vector in the Hilbert space of the system. Suppose that
we have such a vector |ψ〉. Then the expectation value of an observable is given
by
A 7→ 〈ψ|A |ψ〉 . (2.4.1)
This definition clearly also works for operators A that are not observables in
the usual sense, because they are not self-adjoint. If we allow such operators,
it is clear that equation (2.4.1) is linear as a function of A. Moreover, it is
positive: for any A we have
〈ψ|A∗A |ψ〉 = 〈Aψ|Aψ〉 = ‖Aψ‖2 ≥ 0.
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This can be abstracted to the setting of Banach ∗-algebras.
Definition 2.4.1. A linear functional on a Banach ∗-algebra A is a linear map
ω : A → C. It is called positive if ω(A∗A) ≥ 0 for all A ∈ A, i.e., if it takes
positive values on positive operators.
Note that this is a special case of the continuous linear maps of Proposi-
tion 2.1.4. In particular a linear functional is continuous if and only if ω is
bounded. We can also define the norm of a linear functional by
‖ω‖ := sup
A∈A,‖A‖=1
|ω(A)|.
This is just a special case of the norm on bounded linear maps: the linear
functionals on a Banach ∗-algebra A can be identified with B(A,C).
Lemma 2.4.2 (Cauchy-Schwarz). Let ω be a positive linear functional on a
C∗-algebra A. Then for all A,B ∈ A we have the inequality
|ω(B∗A)|2 ≤ ω(B∗B)ω(A∗A).
This is a variant of the well-known Cauchy-Schwarz inequality. Moreover,
ω(A∗B) = ω(B∗A).
Proof. Let λ ∈ C. Since ω is positive, it follows that
ω((λA+B)∗(λA+B)) = |λ|2ω(A∗A) + λω(A∗B) + λω(B∗A) + ω(B∗B) ≥ 0.
Because this expression has to be real for all λ, it follows that ω(A∗B) =
ω(B∗A). If we then specialise to λ being real, we get a quadratic function of
λ. Demanding that the graph of this function lies above (or on) the real line
leads to the desired inequality.
Note that we have not required linear functionals to be continuous. It turns
out, however, that positive linear functionals are automatically continuous, and
their norm can be obtained by evaluating the linear functional on the identity
of the algebra. We will not prove this result here, but it can be found in most
textbooks on operator algebras (for example, [11, Prop. 2.3.11]).
Theorem 2.4.3. Let ω be a linear functional on a unital C∗-algebra A. Then
the following are equivalent:
1. ω is a positive linear map;
2. ω is continuous and ‖ω‖ = |ω(I)|.
If any of these are satisfied, we have the following properties:
(a) |ω(A)|2 ≤ ω(A∗A)‖ω‖;
(b) |ω(A∗BA)| ≤ ω(A∗A)‖B‖
for all A,B ∈ A.
Again, a similar statement is true for non-unital algebras, if one replaces
the unit by an approximate unit.
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The state space of a C∗-algebra
Let A be a C∗-algebra. Then a state on A is a positive linear functional
ω : A → C of norm one (hence ω(I) = 1 if A is unital). We will write S(A)
for the set of states on A. It turns out that this notion of a state is the correct
abstraction of states in Hilbert space quantum mechanics. We will briefly
come back to this later, but for the moment note that if A = B(H) and ψ ∈ H,
the map A 7→ 〈ψ,Aψ〉 is a state (if ψ is a unit vector). This is an example
of a vector state. Recall that if A is a quantum mechanical observable, this
expression gives the expectation value of the measurement outcome. This is
how we can think of states on C∗-algebras as well.
Note that S(A) is a metric space, where the metric is induced by the norm
on linear functionals. There are also other natural notions of convergence of a
sequence of states. We will need the following two later.
Definition 2.4.4. Let ϕn be a sequence of states on some C∗-algebra A. We
say that ϕn converges in norm to a state ϕ ∈ S(A) if ‖ϕn − ϕ‖ → 0, where
the norm is the usual norm on linear functions, as defined above. We say that
ϕn converges to ϕ in the weak-∗ topology if for each A ∈ A, one has that
|ϕn(A)− ϕ(A)| → 0.
Exercise 2.4.5. Let ϕ ∈ S(A) and suppose that we have a sequence ϕn ∈ S(A).
Show that ϕn → ϕ in the norm topology implies that ϕn → ϕ in the weak-∗
topology. Is the converse also true? Prove your claim or give a counterexample.
The state space of a C∗-algebra A in general has a very rich structure,
which strongly depends on the algebra itself. Nevertheless, there are some
general properties that are always true. An important property is that S(A)
is convex : if 0 ≤ λ ≤ 1 and ω1 and ω2 are states,
ω(A) := λω1(A) + (1− λ)ω2(A)
is a state again (since ω(1) = λ+(1−λ) = 1, and ω is positive). A pure state is
a state that cannot be written as a convex combination of two distinct states.
Definition 2.4.6. Let ω be a state on a C∗-algebra A. Then ω is called pure
if ω = λω1 + (1 − λ)ω2 for λ ∈ (0, 1) and some states ω1, ω2 implies that
ω1 = ω2 = ω. If ω is not pure, it is called mixed.
We would like to stress that the notion of pure and mixed states depends
on the algebra A. If B ⊂ A is a C∗-subalgebra (that is, B is closed in norm in
A and a C∗-algebra) containing the unit of A, we can restrict a state ω on A
to a state ω|B on B. Even if ω is pure, it is not necessarily so that ω|B is.
Remark 2.4.7. A pure state can equivalently be defined as follows. A state
ω is pure if for every positive linear functional ϕ that is majorised by ω, that
is 0 ≤ ϕ(A∗A) ≤ ω(A∗A) for all A ∈ A, then ϕ = λω for some 0 ≤ λ ≤ 1. It
requires some work to show that these are indeed equivalent.
Exercise 2.4.8. Let A = Md(C) for some positive integer d. Recall that a den-
sity matrix ρ is a matrix such that ρ∗ = ρ, ρ is positive (i.e., all the eigenvalues
are bigger than or equal to zero) and Tr(ρ) = 1. Show that states ω on A are
in one-to-one correspondence with density matrices ρ such that ω(A) = Tr(ρA)
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for all A. Also show that ω is pure if and only if the corresponding ρ satisfies
ρ2 = ρ and if and only if ρ is a projection onto a one-dimensional subspace.
As a special case of this exercise, consider d = 2. Such a system is called
a qubit in quantum information theory. A convenient basis of the two-by-two
matrices is given by the Pauli matrices10
σx =
(
0 1
1 0
)
, σy =
(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)
, (2.4.2)
taken together with the identity matrix. Taking linear combinations of these
matrices we see that each density matrix ρ can be written as
ρ =
1
2
(
1 + z x+ iy
x− iy 1− z
)
.
Because A 7→ Tr(ρA) should be a state, it follows that x, y and z must be
real, and that x2 + y2 + z2 ≤ 1. Hence any state on M2(C) can be character-
ized by giving a point in the unit ball of R3. In this context it is called the
Bloch sphere. As an exercise, one can show that the state is pure if and only
if the corresponding point (x, y, z) lies on the surface of the sphere, so that
x2 + y2 + z2 = 1. This example also shows that if we have a mixed state, it
generally can be written in many different ways as a convex combination of
pure states. Indeed, take any two antipodal points on the sphere, such that
the line connecting them goes trough the point (x, y, z). Then the state ρ can
be written as a convex linear combination of the two pure states corresponding
to the points on the sphere.
To finish this section, we note the following useful theorem (without proof).
Theorem 2.4.9. Let A be a unital C∗-algebra. Then the set of states A is a
closed convex and compact subset (with respect to weak-∗ topology) of the set
of all linear functionals.
This implies, for example, that if ϕn is a sequence of states converging
to some ϕ in the weak-∗ topology, then ϕ is also a state. The compactness
property can also be used to show that any sequence of states has a converging
subsequence.
Example: classical states
A nice thing about the algebraic approach to quantum mechanics is that classi-
cal mechanics can be described in the same framework. We illustrate this with
an example. Consider a configuration space M of a classical system. To avoid
technical details as much as possible, we assume thatM is compact. A classical
observable is a continuous function f : M → R. Slightly more general, we may
consider complex valued continuous functions. As we have seen before, these
functions form a C∗-algebra C0(M). The classical observables correspond to
the self-adjoint elements of this algebra.
10Some authors label the matrices by σ1, σ2, σ3 and write σ0 for the identity matrix. Later
on we will also use a superscript instead of a subscript, since we will also need to index the
site on which the matrix acts.
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Now let µ be a probability measure on the configuration space M . This
measure can be interpreted as our knowledge of the system: it tells us what
the state of the system is and with which probability. If we want to measure
an observable f , the expectation value of the outcome is given by
ω(f) :=
∫
f(x)dµ(x).
Note that ω(1) = 1 since µ is a probability measure and that ω(ff) ≥ 0. Hence
ω is a state on the observable algebra. Conversely, one can show that any state
on C0(M) comes from a probability measure µ (see for example [79, Thm.
6.3.4]). We already used this fact in the discussion of the spectral calculus.
The pure states of C0(M) correspond to Dirac (or point) measures. If µ = δx,
the Dirac measure in the point x ∈M , then ω(f) = f(x) for all f . This is the
situation in we know in which configuration x ∈ M the system is, and hence
we know the outcome of each observable.
2.5 The Gel’fand-Naimark-Segal construction
In the usual Hilbert space setting of quantum mechanics, the observables of
a system are represented as bounded or unbounded operators acting on some
Hilbert space. It turns out that in the abstract setting we are considering here,
where observables are elements of some C∗-algebra A, Hilbert space is actually
just around the corner. That is, given a state ω on A, one can construct a
Hilbert space Hω and a representation pi of A into B(Hω). This is the content
of the Gel’fand-Naimark-Segal theorem. Before going into the details of this
construction, we first give the basic definitions.
Definition 2.5.1. Let A be a C∗-algebra and let H be a Hilbert space. A rep-
resentation of A on H is a ∗-homomorphism pi : A→ B(H). That is, a linear
map such that pi(AB) = pi(A)pi(B) for all A,B ∈ A. For a ∗-representation
one has in addition that pi(A)∗ = pi(A∗). In these notes we only consider
∗-representations (without explicitly mentioning so).
Thus a representation represents the elements of an abstract C∗-algebra as
bounded operators on a Hilbert space, in such a way that the algebraic relations
among the elements are preserved.
Remark 2.5.2. A basic result in operator theory is that for representations
pi of C∗-algebras, one automatically has ‖pi(A)‖ ≤ ‖A‖ for all A ∈ A. It
follows that a representation is automatically continuous with respect to the
norm topology. This can be shown using the spectral calculus. If A ∈ A and
λ /∈ σ(A), then A− λI is invertible in B(H), where H is the space on which pi
acts. Since pi(I) = I it follows that pi(A)−λI is invertible, hence λ /∈ σ(pi(A)),
or σ(pi(A)) ⊂ σ(A). The result then follows by noting that for the spectral
radius, ‖A‖2 = r(A∗A), and similarly for pi(A).
If pi is injective then it is in fact an isometry, meaning that ‖pi(A)‖ = ‖A‖.
To avoid trivialities we will always restrict to non-degenerate representa-
tions. A representation pi : A → B(H) is non-degenerate if the set pi(A)H
is dense in H. If a representation is degenerate, one can always obtain a
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non-degenerate representation by restricting to Hilbert space to [pi(A)H]. A
representation is called cyclic if there is some vector Ω ∈ H such that pi(A)Ω
is a dense subset of H. Such an Ω is called a cyclic vector. We are now in a
position to state and prove one of the fundamental tools in operator algebra,
the GNS construction, after Gel’fand, Naimark and Segal.
Theorem 2.5.3. Let A be a unital C∗-algebra and ω a state on A. Then there
is a triple (piω,Hω,Ω), where Hω is a Hilbert space and piω a representation of
A on Hω, such that Ω is cyclic for piω and in addition we have
ω(A) = 〈Ω, piω(A)Ω〉, A ∈ A.
This triple is unique in the sense that if (pi,H,Ψ) is another such triple, there
is a unitary U : Hω → H such that UΩ = Ψ and pi(A) = Upiω(A)U∗ for all
A ∈ A.
Proof. Define the set Nω = {A ∈ A : ω(A∗A) = 0}. Suppose that A ∈ A
and B ∈ Nω. Then the Cauchy-Schwarz inequality, Lemma 2.4.2, implies that
A∗B ∈ Nω. But this means that Nω is a left ideal of A. We can then form the
quotient vector space Hω = A/Nω and denote [A] for the equivalence class of
A ∈ A in this quotient. That is, [A] = [B] if and only if A = B +N0 for some
N0 ∈ Nω. We can define an inner product on Hω by
〈[A], [B]〉 := ω(A∗B).
This is clearly sesqui-linear, and by Lemma 2.4.2 it follows that this definition
is independent of the choice of representatives A and B. Because ω is a state
this linear functional is positive, and it is non-degenerate precisely because we
divide out the null space of ω. Indeed, if 〈[A], [A]〉 = 0 it follows that A ∈ Nω.
By taking the completion with respect to this inner product we obtain our
Hilbert space Hω.
Next we define the representation piω by defining the action of piω(A) on
the dense subset Hω of Hω. Let [B] ∈ Hω, then we define piω(A)[B] := [AB].
It is easy to check that this is well-defined. Note that for all B ∈ A we have
‖piω(A)[B]‖2Hω = 〈[AB], [AB]〉 = ω(B∗A∗AB) ≤ ‖A‖2ω(B∗B) = ‖A‖2‖[B]‖2Hω ,
where ‖ · ‖ is the norm of the C∗-algebra. For the inequality we used The-
orem 2.4.3(b). Hence piω(A) is bounded on a dense subset of Hω. It is also
not difficult to check that piω(A) is linear on this dense subset, hence it can
be extended to a bounded operator on Hω, which we again denote by piω(A).
From the definition of piω it is apparent that piω(AB) = piω(A)piω(B) and
piω(A
∗) = piω(A)∗ is an easy check. If we define Ω := [I] it is clear that Ω is
cyclic for piω, by definition of Hω. Moreover, for each A ∈ A,
〈Ω, piω(A)Ω〉 = 〈[I], [A]〉 = ω(A),
which completes the construction of the GNS representation.
It remains to be shown that the construction is essentially unique. Suppose
that (pi,H,Ψ) is another such triple. Define a map U : Hω → H by setting
Upiω(A)Ω = pi(A)Ψ for all A ∈ A. Note that this is a linear map of a dense
subspace of Hω onto a dense subspace of H. Moreover, for each A,B we have
〈Upiω(A)Ω, Upiω(B)Ω〉ω = 〈pi(A)Ψ, pi(B)Ψ〉 = ω(A∗B) = 〈piω(A)Ω, piω(B)Ω〉.
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It follows that U can be extended to a unitary operator from Hω onto H. The
property that Upiω(A) = pi(A)U can be easily verified on a dense subset of the
Hilbert space.
Remark 2.5.4. The theorem is still true if one drops the condition that A
is unital. The proof however becomes more involved and involves so-called
approximate units.
Exercise 2.5.5. Let A be a C∗-algebra and ω a faithful state, meaning that
ω(A∗A) > 0 if A 6= 0. Show that the corresponding GNS representation is
faithful (in the sense that the kernel is trivial).
Faithfulness of the state is not a necessary condition for the representation
to be faithful, only a sufficient one.
A representation is a special case of a morphism between C∗-algebras. A
(∗-)morphism ρ : A → B between two C∗-algebras is a linear map such that
ρ(AB) = ρ(A)ρ(B) and ρ(A∗) = ρ(A)∗ for all A,B ∈ A. Hence a representation
is a morphism where B = B(H) for some Hilbert space H. Morphisms are also
always continuous: ‖ρ(A)‖ ≤ ‖A‖.
Definition 2.5.6. An automorphism α of a C∗-algebra A is a morphism α :
A → A that is invertible, such that α−1 is a morphism as well. The set of all
automorphisms of a C∗-algebra forms a group, which is denoted by Aut(A).
Exercise 2.5.7. Show that an automorphism of a C∗-algebra is isometric.
Also verify that if U ∈ A is unitary, the map AdU defined by A 7→ UAU∗ is
an automorphism.
An automorphism that is given by conjugation with a unitary, as in the
exercise, is called inner. In general, not every automorphism of a C∗-algebra
is inner (except when A = B(H)). Note that automorphisms preserve all the
algebraic relations of the algebra. Hence they are a natural tool to model sym-
metries. This is the context in which we will encounter most automorphisms
later in the course.
There is an important corollary that follows from the uniqueness of the
GNS representation. If α is an automorphism of A and ω is invariant under the
action of this automorphism (for example, a ground state of a physical system
is invariant under some symmetry), then α is implemented by a unitary in the
GNS representation. The precise statement is as follows:
Corollary 2.5.8. Let A be a C∗-algebra and α an automorphism of A. Suppose
that ω is a state on A such that ω◦α = ω. Then there is a cyclic representation
(pi,H,Ω) such that ω(A) = 〈Ω, pi(A)Ω〉 and a unitary U ∈ B(H) such that
pi ◦ α(A) = Upi(A)U∗ and UΩ = Ω.
Proof. Let (pi,H,Ω) be the GNS representation for the state ω. Note that
(pi◦α,H,Ω) is another GNS triple: Ω is again cyclic since α is an automorphism,
and we have
〈Ω, pi(α(A))Ω〉 = ω(α(A)) = ω(A).
By the uniqueness statement in Theorem 2.5.3 there is a unitary operator U
such that pi ◦ α(A) = Upi(A)U∗. This is the unitary we were looking for.
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Remark 2.5.9. The automorphism α does not have to be inner. At first sight
it may seem like a contradiction that a non-inner automorphism is implemented
by a unitary operator in the GNS representation. This confusion can be re-
solved by noting that U does not need to be in pi(A), but only in B(H), the
latter being bigger in general.
Essentially the same proof can be given for groups of automorphisms. For
example, let t 7→ αt, t ∈ R be a group of automorphisms, that is, we have
αt+s = αt ◦αs and each αt is an automorphism. Suppose that ω is an invariant
state for each αt. Then there is a group of unitaries t 7→ Ut implementing these
automorphisms in the GNS representation. As an example, one can think of
αt being the time evolution of a quantum mechanical system, defined on the
observables (the Heisenberg picture). Then Ut gives us the unitary evolution
on the Hilbert space. We will study this later in more detail.
Exercise 2.5.10. Consider a group of automorphisms αt as above, together
with an invariant state ω.
1. Show that the map t 7→ Ut indeed defines a unitary representation (so
that U(t+ s) = U(t)U(s) and U(t)∗ = U(−t)).
2. Suppose that t 7→ αt is strongly continuous. This means that for each
A ∈ αt, the map t 7→ αt(A) is continuous. Show that for each ψ ∈ Hω
the map t 7→ U(t)ψ is continuous (with respect to the norm topology on
Hω). Hint: first show that it is enough to show continuity as t→ 0.
These results are actually true for any topological group G.
Another application is the Gel’fand-Naimark theorem, which states that in
fact every C∗-algebra can be seen as some algebra of bounded operators acting
on a Hilbert space. In practice this is however of limited value. The resulting
representation is hard to describe explicitly, and does not give much insight.
It is therefore often easier to work with the abstract C∗-algebra A itself.
Before we prove this result we first return to direct sums of Hilbert spaces.
At the end of Section 2.1 direct sums of a finite number of Hilbert spaces
were defined. This can be generalised to arbitrary direct sums as follows (c.f.
Exercise 2.1.11). Let I be an index set (infinite or not) and suppose that Hi is
a Hilbert space for each i ∈ I. The direct sum ⊕i∈I Hi is defined as all those
ψ = (ψi ∈ Hi)i∈I such that ∑
i∈I
‖ψi‖2Hi <∞.
An inner product can then be defined by 〈ψ, η〉 = ∑i∈I〈ψi, ηi〉i∈I , which con-
verges precisely because of the condition on the norms. One can show that
this indeed is an inner product and that it makes the direct sum into a Hilbert
space. We will also write ⊕i∈Iψi for a vector ψ as above.
If for each i ∈ I we have a representation pii of a C∗-algebra A on Hi, the
direct sum representation pi can be defined by
pi(A)ψ =
⊕
i∈I
pii(A)ψi.
CHAPTER 2. OPERATOR ALGEBRAS 42
Note that this is a generalisation of the direct sums of linear maps that were
discussed earlier. An easy check shows that pi is indeed a representation. We
will also write ⊕i∈Ipii for this representation.
Theorem 2.5.11 (Gel’fand-Naimark). Every C∗-algebra A can be isometri-
cally represented on some Hilbert space H. That is, there is a faithful isometric
representation pi : A→ B(H).
Proof. It is a fact that for a representation pi of A, for each A ∈ A the inequality
‖pi(A)‖ ≤ ‖A‖ holds (see Remark 2.5.2). It therefore remains to show that one
can find a representation such that ‖pi(A)‖ ≥ ‖A‖. To this end we will need
the following result. Let A ∈ A be positive (that is, A = B∗B for some B ∈ A).
Then there is a state ω on A such that ω(A) = ‖A‖.11
Now consider B ∈ A and let ω be a state such that ω(B∗B) = ‖B∗B‖(=
‖B‖2). Construct the corresponding GNS representation (piω,Hω,Ω). Then
‖piω(B)Ω‖2 = 〈Ω, piω(B∗B)〉 = ω(B∗B) = ‖B‖2.
Hence ‖piω(B)‖ ≥ ‖B‖ and hence ‖piω(B)‖ = ‖B‖. To conclude the proof of
the theorem, consider the representation pi defined by
pi =
⊕
ω∈S(A)
piω,
where piω is the corresponding GNS representation. In fact it is enough to only
consider the pure states (c.f. Footnote 11). It follows that ‖pi(A)‖ = ‖A‖ for
all A ∈ A.
In the theorem we constructed a direct sum of cyclic representations. It is
true in general that any non-degenerate representation pi : A → B(H) can be
obtained as a direct sum of cyclic representations. To illustrate this, choose
a non-zero vector ψ ∈ H. Then we can consider the subspace K = [pi(A)ψ],
the closure of the set pi(A)ψ. Note that K is a Hilbert space and that we
have a projection PK that projects H onto this subspace. Since K is invariant,
pi(A)ψ ∈ K if ψ ∈ K and it follows that PKpi(A) = pi(A)PK for all A ∈ A. The
same is true for the projection on the orthogonal complement, I − PK. This
allows us to write pi is a direct sum of representations,
pi(A) = PKpi(A)PK ⊕ (I − PK)pi(A)(I − PK)
It is straightforward to check this equality if we identify H with K ⊕ K⊥. By
construction, PKpi(A)PK is a cyclic representation. We can then start over
again with the representation in the second summand, and so on, to write pi
as a direct sum of cyclic representations. This argument can be made fully
rigorous by an application of Zorn’s Lemma.
A natural question is when it is not possible to further decompose a repre-
sentation into a direct sum of representations. Such representations are called
irreducible. There are in fact two natural notions of irreducibility. Let A be
11The proof of this, which is not too difficult, relies on some facts that we have not
discussed here. See for example [49, Thm. 4.3.4(iv)]. One can even show that ω can be
chosen to be a pure state.
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a C∗-algebra acting non-degenerately on some Hilbert space H. The non-
degeneracy condition means that AH is dense in H. This amounts to saying
that there is no non-zero vector ψ such that Aψ = 0 for all A ∈ A. If A acts
degenerately, one can always restrict A to (the closure of) the subspace AH.
The algebra A is said to act topologically irreducible if the only closed subspaces
left globally invariant under the action of A are {0} and H itself. It is said to
be irreducible if A′ = CI. Here the prime denotes the commutant of A, that is
A′ = {B ∈ B(H) : AB = BA for all A ∈ A}. (2.5.1)
A perhaps surprising result is that for C∗-algebras both notions of irreducibility
coincide.
Proposition 2.5.12. Let pi : A → B(H) be a representation of a C∗-algebra
A. Then the following are equivalent:
1. pi is topologically irreducible.
2. The commutant of pi(A) is equal to CI.
3. Every non-zero vector ψ ∈ H is cyclic for pi.
Proof. First note that if ψ ∈ H is any vector, then pi(A)ψ is an invariant
subspace under the action of pi(A) and hence so is its closure. Hence if pi is
topologically irreducible and ψ 6= 0 it follows that this closure must be equal
to H, so that ψ is cyclic. Conversely, suppose that pi is not topologically
irreducible. Consider a non-trivial closed subspace K and ψ ∈ K non-zero.
Since ψ is cyclic, the closure of pi(A)ψ is equal to H by assumption. But
by the invariance assumption, pi(A)ψ ⊂ K, a contradiction. This proves the
equivalence of 1 and 3.
Next suppose that the commutant is trivial. Let K be a closed subspace of
H that is invariant under pi(A). Then the projection PK onto K commutes with
pi(A), as we have seen above. Hence PK = λI for some λ ∈ C. But P 2K = PK,
from witch it follows that λ = 0 or λ = 1 and therefore K is equal to H or the
zero subspace, proving that 2 implies 1.
Finally, suppose that pi is topologically irreducible. For the sake of contra-
diction, let us assume that the commutant is non-trivial. Then it must contain
a non-trivial self-adjoint element T , since if some operator A is in the commu-
tant, so is A∗. Hence we can apply spectral theory to T , to obtain a non-zero
projection P by choosing a non-zero spectral projection. It can be shown that
this spectral projection necessarily is in the commutant pi(A)′ as well. But then
the range of this projection is invariant under pi(A), a contradiction.
Exercise 2.5.13. Let A = M2(C). For A ∈ A, write Aij for the corresponding
matrix elements. Define ρ(A) = A11 and σ(A) = λA11 + (1 − λ)A22, where
0 < λ < 1. Show that ρ and σ are states and find the corresponding GNS rep-
resentations. Also show that in the first case the representation is irreducible,
while in the second case the GNS representation can be written as the direct
sum of two irreducible representations.
In Exercise 2.5.13 we obtained GNS representations for different states of
M2(C). Note that in the notation of that exercise, ρ is a pure state, while σ is
mixed. The corresponding GNS representation of ρ is irreducible, while that
of σ is reducible. This is in fact a general and very useful result:
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Theorem 2.5.14. Let A be a C∗-algebra and ω a state on A. Then the corre-
sponding GNS representation (pi,H,Ω) is irreducible if and only if ω is pure.
Proof. Suppose that ω is pure but (pi,H,Ω) is not irreducible. Then there
is some non-zero T ∈ pi(A)′. It follows that T ∗ also commutes with every
pi(A) and hence T + T ∗ is in the commutant. Because there is a non-trivial
self-adjoint element in the commutant, it follows that there must be a non-
trivial projection P there as well, by the spectral theorem. Consider a linear
functional ϕ defined by
ϕ(A) = 〈PΩ, piω(A)PΩ〉.
This functional is non-zero because P commutes with pi(A) and Ω is cyclic for
piω. Moreover, it is clearly positive and we have
ϕ(A∗A) = 〈PΩ, piω(A∗A)PΩ〉 = 〈Ω, piω(A∗)Ppiω(A)Ω〉 ≤ ‖P‖ω(A∗A),
with Theorem 2.4.3. Hence ϕ is majorised by ω. On the other hand, it is easy
to check that ϕ is not a multiple of ω. This is in contradiction with the purity
of ω (see also Remark 2.4.7).
Conversely, suppose that piω is irreducible. We sketch how to show that ω
must be pure. Let ϕ be a positive linear functional majorised by ω. We want
to show that ϕ = λω for some 0 ≤ λ ≤ 1. Consider the dense subspace piω(A)Ω
of Hω. We can define a new inner product on this space by
〈piω(A)Ω, piω(B)Ω〉ϕ = ϕ(A∗B).
By assumption the new inner product is bounded by the old inner product.
By the Riesz representation theorem there exists a bounded operator T such
that 〈piω(A)Ω, piω(B)Ω〉ϕ = 〈piω(A)Ω, Tpiω(B)Ω〉 and ‖T‖ ≤ 1 (compare with
Footnote 5 on page 16). By checking on a dense subset one can show that T
commutes with any piω(A) and hence is of the form λI for some λ. It follows
that ϕ = λω. Since ‖T‖ ≤ 1, also λ ≤ 1 and the proof is complete.
These results can be used to study the structure of abelian C∗-algebras. If
A is an abelian C∗-algebra, a character is defined to be a non-zero linear map
ω : A → C such that ω(AB) = ω(A)ω(B) for all A,B ∈ A. One can prove
that a character is automatically continuous and positive. In other words,
a character is a one-dimensional representation of A. It turns out that the
characters are just the pure states of A.
Proposition 2.5.15. Let A be an abelian C∗-algebra. Then ω is a character
of A if and only if ω is a pure state.
Proof. We first show that a state ω on A is pure if and only if ω(AB) =
ω(A)ω(B) (that is, it is also a character). To this end, note that by the theorem
above ω is pure if and only if the GNS representation (piω,Hω,Ω) is irreducible.
But because A is abelian, we always have that piω(A) ⊂ piω(A)′. This can only
be true if Hω is one-dimensional. Hence we have
ω(A) = 〈Ω, piω(A)Ω〉 = piω(A)〈Ω,Ω〉.
Since piω is a representation, it follows that ω(AB) = ω(A)ω(B). Conversely,
since ω is a state it follows by Theorem 2.4.3 that ω(A∗) = ω(A). Hence if
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ω(AB) = ω(A)ω(B), ω is a representation and hence by the uniqueness of the
GNS construction, Hω is one-dimensional.
It remains to be shown that a character of A is in fact a state. We assume
that A is unital, the non-unital case can be shown with the help of approximate
units. Since ω is a character, it is positive and continuous by the comments
before the proposition. Moreover, for all A ∈ A it holds that
ω(A) = ω(AI) = ω(A)ω(I),
hence ω(I) = 1 and ‖ω‖ = 1.
Remark 2.5.16. The set of characters of an abelian C∗-algebra A is called the
spectrum of the algebra. Let us write X for this set. One can endow X with a
locally compact topology. The abelian Gel’fand-Naimark theorem mentioned
earlier says that A is isomorphic to C0(X) for X the spectrum of A.
2.6 Quantum mechanics in the operator algebraic
approach
Quantum mechanics can be formulated in terms of C∗-algebras and states.
This is often dubbed the algebraic approach to quantum mechanics. It can be
argued that this is indeed the right framework for quantum mechanics. One
of the fathers of algebraic quantum theory was von Neumann [104], who also
made many important contributions to operator algebra [105]. Indeed, he can
be regarded as one of the founders of the field. Later important contributions
to algebraic quantum theory were made by I.E. Segal [91], who tried to give an
abstract characterization of the postulates of quantum mechanics, and Haag
and Kastler [42], who apply the ideas of algebraic quantum mechanics to quan-
tum field theory. As mentioned before, one of the driving forces behind the
push for an abstract description of quantum mechanics comes from the wish to
understand better systems with infinitely many degrees of freedom. Here we
give an overview of the main points in the algebraic approach.12 A much more
thorough analysis can be found in [5, 86] or [61, Ch. 14].
Recall that in quantum mechanics, the observables are self-adjoint operators
A (which can in principle be unbounded). The eigenvalues or the spectrum of
A determine the possible outcomes after measuring the observable. A (pure)
state is represented by a vector (“wave function”) ψ in the Hilbert space H.
The expectation value of the measurement outcome is then given, according
to the usual probabilistic interpretation of quantum mechanics, by the quan-
tity 〈ψ,Aψ〉. After the measurement outcome has been determined, the state
“collapses” in accordance with the outcome.
In the abstract setting all these properties can be defined without any ref-
erence to a Hilbert space. The observables are modelled by the self-adjoint
elements of a C∗-algebra A.13 By extension we will sometimes call non-self-
adjoint operators observables as well (and call A the algebra of observables),
12A proper treatment would require discussion of so-called normal states and of von
Neumann algebras. Since we will not need these concepts later on, we will not go into the
details here.
13This excludes unbounded operators. One can argue that this is no severe objection,
since in actual experiments there will always be a bounded range in which a measurement
apparatus can operate. If one considers an unbounded operator on a Hilbert space, one can
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even though strictly speaking they are not. Also note that the product of two
observables is not necessarily an observable again (since A∗B∗ 6= B∗A∗ in gen-
eral). Alternatively one can work with so-called Jordan algebras where this
problem does not occur. Jordan algebras are less well understood, however,
and do not have many of the nice properties of C∗-algebras. The interested
reader can learn about them in [11], for example.
The set of possible outcomes of a measurement is given by the spectrum
of an observable, as defined in Section 2.3. Assume for the moment that our
observables are acting on some Hilbert space H (which can always be achieved
by applying the GNS construction to a suitable state). In that case, if A is a
self-adjoint observable, the spectral theorem, Theorem 2.3.12 gives us a spectral
projection E(A; I) for each Borel subset I ⊂ R.14 and an associated spectral
measure dE(A;λ) such that
A =
∫
λdE(A;λ).
Now assume that the system is in a state ω and that we want to measure some
(self-adjoint) observable S. Let I be some interval. The probability that the
measurement outcome lies in this interval is given by the Born rule: it is equal
to ω(E(S; I)∗E(S; I)). Suppose that after measurement it is found that the
value lies somewhere in an interval I. Let P = E(S; I) be the corresponding
spectral projection. Then the new state after the measurement is given by
ω′(A) =
ω(PAP ∗)
ω(P ∗P )
provided ω(P ∗P ) 6= 0. The latter condition can be interpreted physically as
well. Note that projections correspond to “yes/no” experiments; they have out-
come 0 or 1 (since σ(P ) = {0, 1}). If ω(P ) = 0, it means that the expectation
value of this experiment is zero. But this means that the event occurs with
probability zero. Hence the condition that ω(P ∗P ) 6= 0 is very natural.
It is also possible to define transition probabilities [86]. Recall that in quan-
tum mechanics the probability of a transition from a state ψ (which we see as
a vector in some Hilbert space) to a state ξ is given by |〈ψ, ξ〉|2. We can define
a similar quantity in the algebraic setting as well. If ω1 and ω2 are two pure
states on some C∗-algebra, the transition probability is defined as
P (ω1, ω2) = 1− 1
4
‖ω1 − ω2‖2. (2.6.1)
One can show that for two vector states ψ, ξ this reduces to the usual quantity
in quantum mechanics [86].
There are some aspects that we have not mentioned so far. One of them is
the dynamics of the system. In Hilbert space quantum mechanics the dynam-
ics are induced (through the Schrödinger equation) by a (possibly unbounded)
show that its spectral projections are contained in a von Neumann algebra (a subclass of
the C∗-algebras). These spectral projections essentially project on the subspace of states
with possible measurement outcomes in a bounded range. The advantage of working with
bounded operators is that they are technically much easier to handle. Nevertheless, one can
incorporate unbounded operators in the framework (by passing to the GNS representation
of a state, for example). We will encounter some examples of this later on.
14We changed the notation a bit to emphasize the dependence on A.
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operator H, the Hamiltonian. In the algebraic approach a natural approach is
to look at the time evolution of the observables, t 7→ A(t). This is essentially
the Heisenberg picture. The time evolution induces a one-parameter group of
automorphisms t 7→ αt of the observable algebra. This brings us to another
advantage of the algebraic approach. Symmetries of the system can be de-
scribed in a natural way by groups of automorphisms acting on the observable.
Symmetries have many applications in quantum mechanics, but let us mention
one in particular: the algebraic approach turns out to be a convenient frame-
work to describe spontaneous symmetry breaking in a mathematically rigorous
way [96]. We will come back to symmetries in more detail later.
Inequivalent representations
As mentioned, one of the main reasons behind the algebraic approach to quan-
tum mechanics is to study systems with infinitely many degrees of freedom.
One of the phenomena that occur in such systems is that there are many in-
equivalent ways to represent the observables on a Hilbert space, which means
that one has to make choices. Here we will discuss some consequences of the
existence of such inequivalent representations. In the next Chapter we will
see that they appear naturally in physical systems, so that this is not some
pathological example.
We will say that two representations pi and ρ of a C∗-algebra are unitary
equivalent (or simply equivalent) if there is a unitary operator U : Hpi →
Hρ between the corresponding Hilbert spaces and in addition we have that
Upi(A)U∗ = ρ(A) for all A ∈ A.15 If this is the case, we also write pi ∼= ρ. In
general, a C∗-algebra has many inequivalent representations. In quantum me-
chanics, this happens only for systems with infinitely many degrees of freedom.
For finite systems the situation is different. For example, von Neumann [103]
showed that there is only one irreducible representation of the canonical com-
mutation relations [P,Q] = i~ (up to unitary equivalence). The same is true
for a spin-1/2 system. If we consider the algebra generated by Sx, Sy, Sz, satis-
fying [Si, Sj ] = iεijkSk and S2x +S2y +S2z =
3
4I, each irreducible representation
of these relations is unitary equivalent to the representation generated by the
Pauli matrices [108]. A similar results is true for a finite number of copies of
such systems. We will see that the existence of inequivalent representations
has consequences for the superposition principle.
If pi : A → B(H) is a representation of a C∗-algebra, there is an easy way
to obtain different states on A. Take any vector ψ ∈ H of norm one. Then the
assignment A 7→ 〈ψ, pi(A)ψ〉 defines a state. Such states are called vector states
for the representation pi. Note that by the GNS construction it is clear that
any state can be realised as a vector state in some representation. Consider
two states ω1 and ω2 that are both vector states for the same representation
pi. Hence there are vectors ψ1 and ψ2 such that ωi(A) = 〈ψi, pi(A)ψi〉 for all
A ∈ A. Consider now ψ = αψ1 + βψ2 with α, β ∈ C such that |α|2 + |β|2 = 1
and both α and β are non-zero. Then ω(A) = 〈ψ, pi(A)ψ〉 again is a state.
However, it may be the case that the resulting state is not pure (even if the ωi
15Note that unitary equivalence already appeared in the uniqueness statement of the GNS
representation.
CHAPTER 2. OPERATOR ALGEBRAS 48
are) and we have a mixture
ω(A) = |α|2ω1(A) + |β|2ω2(A). (2.6.2)
If this is the case for any representation pi in which ω1 and ω2 can be obtained
as vector states, we say that the two states are not superposable or not coherent.
This situation was first analysed by Wick, Wightman and Wigner [107]. The
existence of such vector states is a consequence of the existence of inequivalent
representations:
Theorem 2.6.1 ([5, Thm 6.1]). Let ω1 and ω2 be pure states. Then they are
not superposable if and only if the corresponding GNS representations piω1 and
piω2 are inequivalent.
Proof. Consider a representation pi such that ω1 and ω2 are vector states in
this representation. Write ψi ∈ H for the corresponding vectors. Then we
can consider the subspaces Hi of H, defined as the closure of pi(A)ψi. The
projections on these subspaces will be denoted by Pi.
Note that ψi is, by definition, cyclic for the representation pi(A) restricted
toHi. Let us write pii for these restricted representations. But since the vectors
ψi implement the state, it follows that the representation pii must be (unitary
equivalent to) the GNS representations piωi . Let U : H1 → H2 be a bounded
linear map such that Upi1(A) = pi2(A)U for all A ∈ A. By first taking adjoints,
we then see that U∗Upi1(A) = pi1(A)U∗U . By irreducibility of pi1 it follows
that U∗U = λI for some λ ∈ C. In fact, λ must be real since U∗U is self-
adjoint. A similar argument holds for UU∗. Hence by rescaling we can choose
U to be unitary, unless U∗U = 0. Hence non-zero maps U intertwining the
representations only exist if pi1 and pi2 are unitarily equivalent.
To get back to the original setting, let T ∈ pi(A)′. Then P2TP1 can be
identified with a map U : H1 → H2 such that Upi1(A) = pi2(A)U . Conversely,
any such map can be extended to an operator in P2pi(A)′P1. Hence
P2pi(A)
′P1 = {0}
if and only if pi1 and pi2 are not unitarily equivalent.
Since I ∈ pi(A)′ it is clear that P1P2 = P2P1 = 0 if pi1 and pi2 are not
equivalent. This implies that H1 and H2 are orthogonal subspaces of H. Hence
〈ψ2, pi(A)ψ1〉 = 0 = 〈ψ1, pi(A)〉ψ2〉.
Consequently, if ψ = αψ1 + βψ2 with |α|2 + |β|2 = 1, then
ω(A) := 〈ψ, pi(A)ψ〉 = |α|2ω1(A) + |β|2ω2(A).
Hence ω1 and ω2 are not superposable.
Conversely, suppose that piω1 and piω2 are unitarily equivalent. Then there
must be some unitary U in pi(A)′ such that P2UP1 6= 0. This is only possible
if there are vectors ϕi ∈ Hi such that 〈ϕ2, Uϕ1〉 6= 0. Since pi(A)ψ1 is dense in
H1 (and similarly for H2), there must be A1, A2 ∈ A such that
〈pi(A1)ψ2, Upi(A2)ψ1〉 6= 0. (2.6.3)
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Set ϕ = Uψ1. Since U commutes with pi(A) for every A, it follows that
〈ϕ, pi(A)ϕ〉 = ω1(A).
Now consider the vector ψ = αϕ+ βψ2. This induces a state ω, and we find
ω(A)−|α|2ω1(A)−|β|2ω2(A) = αβ〈Uψ1, pi(A)ψ2〉+αβ〈ψ2, pi(A)Uψ1〉. (2.6.4)
Consider then A = A∗2A1, where A1 and A2 are as above. Then the right hand
side of equation (2.6.4) becomes
2 Re(αβ〈pi(A1)ψ2, Upi(A2)ψ1〉).
By choosing a suitable multiple if A we can make the right hand side non-zero,
because of equation (2.6.3). It follows that equation (2.6.2) does not hold.
This result shows that as soon as a C∗-algebra has inequivalent represen-
tations, there are states that are not coherent. That is, there are pure states
ω1 and ω2 such that a superposition of those states is never pure. The proof
also makes clear that if we have vector states corresponding to inequivalent
representations, there can never be a transition from one state to the other,
not even by applying any operation available in A, because 〈ψ1, pi(A)ψ2〉 is
zero. Such a rule that forbids such transitions is called a superselection rule.
There are many different (but strongly related) notions of a superselection rule
around, see for example [26] for a discussion.
We can also compare this result with the definition of a transition proba-
bility between pure states, equation (2.6.1). Note that if P (ω, σ) 6= 0, we must
have that ‖ω − σ‖ < 2. But one can show that if ‖ω − σ‖ < 2, then necessar-
ily the GNS representations piω and piσ must be unitarily equivalent [50, Cor.
10.3.8]. Hence these results are consistent: there can be no transitions between
inequivalent pure states.
Exercise 2.6.2. Let A = Mn(C). Show that there are no non-coherent states.
Remark 2.6.3. The Theorem is still true for non-pure states, only then the
inequivalence condition has to be replaced with the condition that the repre-
sentations are disjoint. Two representations pi1 and pi2 are disjoint if and only
if no subrepresentation of pi1 is unitarily equivalent to a subrepresentation of
pi2.
3 | Infinite systems
With the preparations from the previous chapter we are now in a position to
discuss the main topic of interest: quantum spin systems with infinitely many
sites. We will first consider an explicit example, showing that inequivalent
representations appear in a natural way. Then we discuss the appropriate
mathematical framework to discuss spin systems with infinitely many sites.
After that we discuss how to describe dynamics in this setting, and how to
define equilibrium and ground states. At the end we consider another example:
Kitaev’s toric code in the thermodynamic limit.
Although we only consider discrete spin systems here, most of the techniques
generalise to more complicated systems. For example, instead of spin systems
we can consider systems with at each site a separable Hilbert space. Or we can
consider continuous systems and define, for example, creation and annihilation
operators to obtain Fock space. This is the appropriate setting to discuss many-
body quantum systems. Furthermore, one can consider the algebraic approach
to quantum field theory [38]. The goal there is to give an axiomatic and
mathematically fully rigorous description of quantum field theories. The main
points are reviewed in Chapter 5. We will also see how ideas from algebraic
quantum field theory (or local quantum physics, as which it also is known) can
be applied to spin systems with infinitely many sites.
3.1 (In)equivalence of representations
As mentioned before, there are fundamental differences between systems with
finitely and infinitely many degrees of freedom. For example, the existence of
inequivalent representations does not occur for finite systems, as was already
mentioned at the end of Chapter 2. To see that this is drastically different
for infinite systems, we will now consider a simple example of a system with
infinitely many sites, namely that of an infinite spin chain.1 Later we will
approach such systems more systematically, but this example already shows
that going to infinitely many sites gives rise to phenomena not encountered in
finite systems.
More concretely, we imagine that the sites of our system are labelled by
the integers, and that at each site there is a Pauli spin system. One can think
for example of the Heisenberg model. First we define the observables. At each
site of the system there is a copy of the algebra generated by the usual Pauli
matrices. That is, we have operators σxn, σyn and σzn for each n ∈ Z. These
1This example is adapted from Chapter 2.3 of [92].
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operators fulfil the following commutation relations:
[σin, σ
j
m] = 2δn,mi
3∑
k=1
εijkσ
k
n, (3.1.1)
where i, j = x, y, z and εijk is the completely anti-symmetric (Levi-Civita)
symbol, together with the condition that (σkn)2 = I. Note in particular that
observables acting on different sites commute. These operators and relations
generate an algebra of observables. Later we will see how we can obtain a
C∗-algebra from this, but for now we disregard the topological structure.
The first step in defining a representation of this algebra is to give the
Hilbert space on which it acts. To this end, consider the spin in the z-direction
at each site. The spin can be either up or down after a measurement in this
basis. If we do this for each site, we get a sequence sn, with n ∈ Z and sn = ±1.
We denote S for the set of such sequences. To define the Hilbert space, a naive
first attempt would be to let each such s ∈ S correspond to a basis vector |s〉.
But this is a huge Hilbert space, since the set S is uncountable.2 This makes
things much more complicated, and arguably isn’t very physical. For example,
the algebra generated by the operators σn would act far from irreducibly on
this Hilbert space. Therefore, instead we look at subsets of S:
S+ := {sn ∈ S : sn 6= 1 for finitely many n ∈ Z}.
That is, the set of all sequences sn for which only finitely many spins are
not pointing upwards. Note that this set is countable. The set S− is defined
analogously. The corresponding Hilbert spaces are then H± = `2(S±). It turns
out that it is more convenient to work with an alternative description of these
Hilbert spaces. Namely, consider the set of all functions f : S+ → C such that∑
sn∈S+
|f(sn)|2 <∞,
together with the usual inner product. We have seen this alternative description
before in Remark 2.1.3. We can identify the vector |s〉 ∈ H+, given by a specific
configuration s ∈ S+, with the function fs(s′) = δs,s′ , where δs,s′ is one if
sn = s
′
n for all n, and zero otherwise. These functions form an orthonormal
basis for the Hilbert space. We can think of f ∈ H+ as defining a vector
|ψ〉 = ∑s∈S+ f(s) |s〉.
Next we define a “spin flip” map on S. Let n ∈ Z. Then θn : S → S is
defined by
(θn(s))k =
{
−sn if n = k
sk otherwise.
Note that this flips the n-th spin, while leaving all the other spins invariant.
Clearly it can be restricted to a map θn : S+ → S+. Next we define a repre-
sentation of the operators σkn as follows. Let f ∈ H+. Then we define
(pi+(σxn)f)(s) = f(θn(s)),
(pi+(σyn)f)(s) = isnf(θn(s)),
(pi+(σzn)f)(s) = snf(s),
(pi+(I)f)(s) = f(s).
(3.1.2)
2This can be seen by using a Cantor diagonal argument.
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Note that these operators act as one would expect from the Pauli matrices:
pi+(σxn) flips the spin at the n-th site and pi+(σzn) multiplies with the corre-
sponding eigenvalue of the spin at the n-th site. Moreover, they satisfy the
same relations as in equation (3.1.1). So pi+ defines a representation of the
algebra generated by the σkn.
We first show that the representation is irreducible. Note that by Proposi-
tion 2.5.12 there are a number of equivalent criteria. Here we will show that any
vector is cyclic for the representation. Recall that the functions fs(s′) = δs,s′
form a basis of the Hilbert space. Since any s1, s2 ∈ S+ differ only in a finite
number of places n1, . . . , nk, we can transform fs1 into fs2 by acting with the
operator
pi+(σxn1) · · ·pi+(σxnk)
on it. Hence if we act with a finite number of operators we can transform one
basis state into another. This implies that any basis vector is cyclic. This is
not quite enough yet to conclude that any vector is cyclic. Consider a vector
ψ =
∑k
i=1 λkfsk for certain sk ∈ S+ and λk ∈ C. Such vectors are dense in
H+. Define for n ∈ Z the following operators:
P±n =
pi+(I)± pi+(σzn)
2
.
Note that P+n projects onto the subspace of vectors where the n-th spin is up,
and similarly for P−n . Hence if ψ is above, we can construct an operator P that
projects onto one of the basis vectors in the sum. If we act with this operator
on ψ, and then subsequently with other operators as above, we can span a
dense subspace. It follows that ψ is cyclic and therefore that pi+ is irreducible.
Exercise 3.1.1. Show that pi+ is irreducible by checking that only multiples of
the identity commute with the representation.
In defining the representation pi+ we started with the subset S+ of S where
all but finitely many spins are +1. We might as well have started with the
set S−, defined in the obvious way: all but finitely many sn are equal to −1.
Similarly as above we then define the Hilbert space H− and a representation
pi−. The representation pi− can be defined as in equation (3.1.2), but note that
it acts on a different Hilbert space. Even though the representation is defined
in essentially the same way, we will see that pi+ and pi− are not unitarily
equivalent.
To see this, we will look at the polarisation of the system. For each N ∈ N,
define
mN =
1
2N + 1
N∑
n=−N
σzn.
It measures the average spin in the z-direction of the 2N + 1 sites centred
around the origin. Using the definitions we see that for any s, s′ ∈ S+ we have
〈fs′ , pi+(mN )fs〉 = 1
2N + 1
N∑
n=−N
sn〈fs′ , fs〉 = δs,s
′
2N + 1
N∑
n=−N
sn.
Since all but finitely many sn are +1, this converges to one as N → ∞ (or
zero if s 6= s′). By linearity this is also true for vectors that are finite linear
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combinations of such base vectors. To show that it is true in general, first note
that ‖pi+(σzn)‖ = 1. By the triangle inequality it follows that ‖pi+(mN )‖ ≤ 1
for all N . Because of this uniform bound it follows that
lim
N→∞
〈ψ, pi+(mN )ξ〉 = 〈ψ, ξ〉
for all ψ, ξ ∈ H+. We can do a similar thing for the representation pi− acting
in H−. Here we find
lim
N→∞
〈ψ, pi−(mN )ξ〉 = −〈ψ, ξ〉.
Note that we obtain a minus sign (since most of the spins are pointing down-
wards!).
Now suppose that the representations pi+ and pi− are unitarily equiva-
lent. Then by definition there is a unitary map U : H+ → H− such that
Upi+(A)U∗ = pi−(A) for all observables A. In particular, choose some fs ∈ H+.
It follows that
〈fs, pi+(mN )fs〉 = 〈fs, U∗pi−(mN )Ufs〉 = 〈Ufs, pi−(mN )Ufs〉.
However, the left hand side of this expression tends to +1, while the right hand
tends to −1 as N goes to infinity. Hence such a unitary cannot exist.
This result can be understood intuitively as follows. To go from a vector
in H+ to a vector in H−, we have to flip infinitely many spins around. This
does not correspond to an operator in the algebra A generated by the Pauli
spin operators. That is, there is no “physical” operation with which we can
transform one Hilbert space to the other, where a physical operation is here
understood as something that can be approximated by operations on a finite
number of sites.
Exercise 3.1.2. Argue that there are infinitely many inequivalent representa-
tions.
3.2 Infinite tensor products
Suppose that we have a quantum system consisting of n copies of, say, a spin-
1/2 system. The single system is described by the Hilbert space Hx = C2.
For the composite system we then have according to the rules of quantum
mechanics H = ⊗ni=1C2, the tensor product of n copies of the single site
space. The observables at a single site are spanned by the Pauli matrices, and
hence equal toM2(C). For the whole system we then have A =
⊗n
i=1M2(C) ∼=
B(
⊗n
i=1C2).
For an abstract C∗-algebra it is not immediately clear what the tensor prod-
uct of this algebra with another C∗-algebra should be, and this can be a subtle
issue: there are different natural choices of a norm on the algebraic tensor
product, which do not always lead to the same C∗-algebra. Other problems
arise when we do not look at systems with finitely many sites any more, but
infinitely many, for example in quantum spin chains. The example of inequiv-
alent representations above already shows a fundamental difference between
systems with finitely many and infinitely many sites. In this section we will
introduce the proper framework to describe such systems.
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Infinite tensor product of Hilbert spaces
One way to consider quantum spin systems with infinitely many sites is to first
define a Hilbert space. Heuristically speaking this should be the tensor product
of infinitely many copies of the one-site Hilbert space, say Cd for spin systems.
Let us write I for the set indexing the different sites in the system. The goal
is to define
⊗
i∈I Hi, where in our case Hi ∼= Cd. We can try to generalise the
tensor product construction of Section 2.1. That is, we first consider ψ = (ψi)
and ξ = (ξi), where ψi, ξi ∈ Hi. The inner product between these vectors
should be given by
〈ψ, ξ〉 =
∏
i∈I
〈ψi, ξi〉Hi . (3.2.1)
The problem is that the product in the right hand side in general does not
converge! This can already be seen if we choose ξi = −ψi and ‖ψi‖Hi = 1.
To solve this, choose a “reference” vector Ωi ∈ Hi of norm one, for every
i ∈ I. Then consider only those sequences ψ = (ψn) such that ψi 6= Ωi for only
finitely many i ∈ I. For such vectors the right hand side of equation (3.2.1)
converges since there are only finitely many factors not equal to one. We can
then consider the linear space consisting of finite linear combinations of such
vectors. The inner product can be extended to this space by (sesqui-)linearity.
Finally, we can take the completion with respect to the norm induced by this
inner product to obtain a Hilbert space H.
Exercise 3.2.1. Consider a one-dimensional chain of spin-1/2 systems. Choose
as a reference vector |Ωn〉 at each site the spin-up vector in the z-basis. Define
a unitary map U :
⊗
n∈Z C2 → H+, where the tensor product is the infinite
tensor product as described in this section, and H+ is the Hilbert space defined
in Section 3.1.
Once we have defined the Hilbert space we can consider the observables of
the system. One could for example take A = B(H) as the observable algebra.
This has a downside, however: locality is lost in this approach. It is reasonable
to assume that an experimenter can only perform measurements on a finite
number of sites, and not on the whole (infinite) system at once. Hence the ex-
perimenter only has access to observables that can be approximated by strictly
local observables. We will later consider C∗-algebras whose operators can be
approximated by such strictly local observables. But as said, by taking B(H)
this locality is lost.
Alternatively, one could at a similar construction of the observable algebra
as was used for the tensor product. That is, consider observables of the form
A =
⊗
Ai, where Ai ∈ B(Hi) and Ai = I for all but finitely many i ∈ I. Such
observables act on
⊗
i∈I Hi in the obvious way, hence they are elements of
B(H).3 By taking linear combinations of such operators we obtain a ∗-algebra
A. To get a C∗-algebra, we can take the double commutant M = A′′.4 This
is a so-called von Neumann algebra. A von Neumann algebra is in particular a
C∗-algebra, but the converse is not true. A rather surprising result is that the
resulting algebra M strongly depends on the choice of reference vectors Ωi in
the construction of the tensor product [6, 81]! Hence in this approach one is
3Note that the operator is well defined since only finitely many Ai act non-trivial.
4Here A′ is the set of all X ∈ B(H) such that XA = AX for all A ∈ A.
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faced with the decision of which sequence of vectors to take. The right choice
is not at all obvious in general.
Tensor products of C∗-algebras
The (algebraic) tensor product of two ∗-algebras is defined as usual. We recall
the construction here. Suppose that A andB are ∗-algebras. Then the algebraic
tensor product A B consists of linear combinations of elements A ⊗ B with
A ∈ A and B ∈ B, where the following identifications are made:
(λA)⊗B = A⊗(λB) = λ(A⊗B), λ ∈ C
(A1 +A2)⊗B = A1 ⊗B +A2 ⊗B, A⊗ (B1 +B2) = A⊗B1 +A⊗B2.
These conditions say that there is a bilinear map L : A×B→ AB, defined
by L(A,B) = A⊗B. The tensor product becomes a ∗-algebra by setting
(A1 ⊗B1)(A2 ⊗B2) := A1A2 ⊗B1B2,
(A⊗B)∗ := A∗ ⊗B∗.
To obtain a C∗-algebra we have to define a norm on the algebraic tensor prod-
uct, satisfying the C∗-property. The completion of the algebraic tensor with
respect to this norm is a C∗-algebra, which is called the tensor product of A
and B (with respect to the chosen norm).5
In general there are different norms that one can choose for the algebraic
tensor product, which lead to different completions (and hence distinct C∗-
algebras). There are some natural conditions, however. Analogous to the
tensor product of bounded linear maps, defined before, it is desirable that the
norm on the algebraic tensor product is a cross norm. That is, for A ∈ A and
B ∈ B, we want that
‖A⊗B‖ = ‖A‖‖B‖,
where the norms on the right hand side are the norms of A and B respectively.
One way to obtain such a norm is to take faithful representations pi and ρ of
A and B respectively. Then we define∥∥∥∥∥
n∑
i=1
Ai ⊗Bi
∥∥∥∥∥ =
∥∥∥∥∥
n∑
i=1
pi(Ai)⊗ ρ(Bi)
∥∥∥∥∥ .
The norm on the right hand side is to be understood as the norm of the
bounded linear operator on Hpi⊗Hρ. This defines a norm which one can show
is independent of the choice of faithful representation. The completion of AB
with respect to this norm is called the minimal or spatial tensor product. As
mentioned in Footnote 5, there may be other cross norms on A B. For the
applications we consider, however, this will not be the case and we can safely
write A⊗B without creating confusion about which norm to use.
5Defining the tensor product A ⊗ B of two C∗-algebras is a delicate matter in general.
The point is that there are, in general, different natural C∗-norms on the algebraic tensor
product A  B. These different norms lead to different completions, and hence different
tensor products. There is a special class of C∗-algebras for which there is a unique norm on
the tensor product, the nuclear algebras. If A is nuclear, then there is a unique C∗-tensor
product A⊗B for any C∗-algebra B. Examples of nuclear algebras are Mn(C), the algebra
of bounded operators on a Hilbert space, and abelian algebras. (Almost) all C∗-algebras we
encounter will be nuclear.
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Quasi-local algebras
With the help of the tensor product defined above we can now define the
observable algebra for the systems we are interested in. The observable algebra
generated by the σin defined in the first section of this chapter is an example.
Here we will give a general construction of such algebras and show how we can
define a norm to obtain a C∗-algebra. Again, we restrict to the case of quantum
spin systems. The theory is developed in full generality in, e.g., [11, 12].
The starting point is a set Γ labelling the sites of the system. We will always
assume that Γ is countable. In many cases Γ will have additional structure,
for example if we take Γ = Zd. In that case there is a natural action of
the translation group on the set of sites. This will induce an action of the
group of translations on the observable algebra, and allows us to talk about
translation invariant systems. An important theme will always be locality. This
is concerned with operators acting only on a subset of the sites.
Definition 3.2.2. Let Γ be as above. We will write P(Γ) for the set of all
subsets of Γ. Similarly, Pf (Γ) is the subset of all finite subsets of Γ.
For simplicity we will assume that at each site x ∈ Γ there is a d-dimensional
quantum spin system with observable algebra A({x}) := Md(C), where d is
independent of the site x. If Λ ∈ Pf (Γ) is a finite collection of sites, the
corresponding algebra of observables is given by
A(Λ) =
⊗
x∈Λ
A({x}) =
⊗
x∈Λ
Md(C).
Note that this is the usual construction if one takes n copies of a quantum me-
chanical system. The C∗-algebra A(Λ) is understood as the algebra generated
by all observables acting only on the sites in Λ (and trivially elsewhere on the
system).
In this way we obtain in a natural way a local netlocal!net. The net structure
is as follows. If Λ1 ⊂ Λ2 with Λ2 ∈ Pf (Γ), then there is a inclusion of the
corresponding algebras. If A1⊗· · ·⊗An ∈ A(Λ1) then A1⊗· · ·⊗An⊗ I · · ·⊗ I
is in A(Λ2), where we inserted copies of the identity operator acting on the
sites of Λ2 \ Λ1. The assignment Λ 7→ A(Λ) is local in the following sense. If
Λ1,Λ2 ∈ Pf (Γ) and Λ1 ∩ Λ2 = ∅, then we have
[A(Λ1),A(Λ2)] = {0},
where we understand A(Λi) to be embedded into a sufficiently large A(Λ) con-
taining both Λ1 and Λ2, so that it makes sense to talk about the commutator.
The set of local or strictly local observables is then defined by
Aloc =
⋃
Λ∈Pf (Γ)
A(Λ).
Note that Aloc is a ∗-algebra. There is a C∗-norm on this algebra, given by the
norms on each A(Λ). The completion of Aloc with respect to this norm is the
quasi-local algebra A.6 This algebra can be interpreted as consisting of all those
6In this construction we glossed over some mathematical technicalities. Essentially, one
constructs the inductive limit of a net of algebras. The inductive limit construction also
works for non-trivial (but compatible with the net structure) inclusions of algebras. See
e.g. [83, 97] for more details.
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observables that can be approximated arbitrarily well (in norm) by observables
in finite regions of space. As we have mentioned before, the physical idea is
that an experimenter has only access to a bounded region of the system.
If A ∈ A(Λ) for some Λ ∈ Pf (Γ) we say that A is localised in Λ. The
smallest such Λ such that A ∈ A(Λ) is called the support of A and denoted
by supp(A). For convenience we will set A(∅) = CI, since multiples of the
identity are contained in A(Λ) for all Λ ∈ Pf (Γ). Analogously we can talk
about observables localised in infinite regions. Let Λ ⊂ Γ, where Λ is not
necessarily finite. Then we can define
A(Λ) =
⋃
Λf∈Pf (Λ)
A(Λf )
‖·‖
.
The bar means that we have to take the closure with respect to the norm, to
obtain a C∗-algebra. Note that A(Λ) can be embedded into A in a natural way.
We will always regard A(Λ) as a subalgebra of A. Again, the interpretation of
operators in A(Λ) is that they can be approximated arbitrarily well by strictly
local operators localised in Λ. Particularly important with respect to duality
are complements of Λ ∈ P(Γ). We will denote the complement by Λc. The
locality condition can be extended to the corresponding algebras, by continuity.
That is, we have
[A(Λ),A(Λc)] = {0}
for any Λ ∈ P(Γ).
Exercise 3.2.3. Consider a quantum spin system defined on Zd. Suppose
Λ ⊂ Zd is finite. In this exercise we will prove that A(Λ)c = A(Λc), where
A(Λ)c := A(Λ)′ ∩A = A(Λ′), and
A(Λc) =
⋃
Λ1⊂Zd\Λ finite
A(Λ1).
The bar means that we take the norm-completion of the algebra. Recall that
A(Λ) is isomorphic to Mn(C) for a suitable n. Hence there are Eij ∈ A(Λ)
such that Eij corresponds to the matrix with a one in the (i, j) position and
zero elsewhere. Define the following map, for A ∈ A:
TrΛ(A) =
n∑
i,j=1
EijAEji.
This is the partial trace over Λ.
1. Let Λf ⊃ Λ be finite. Show that
TrΛ(A⊗B) = Tr(A)B
for all A ∈ A(Λ) and B ∈ A(Λf \ Λ). Here Tr(A) is the usual trace.
2. Prove that TrΛ(A) ⊂ A(Λc).
3. Use the map TrΛ to prove the claim.
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Remark 3.2.4. The statement in the theorem can be extended to infinite
regions, i.e. to the case where Λ is not necessarily finite (cf. for example [77,
Sect. 2.2]). We not however that this is a result on the level of C∗-algebras. For
example, if we consider an irreducible representation pi of A, we might expect
that pi(A(Λ))′′ = pi(A(Λc))′, where we take the double commutant to obtain a
von Neumann algebra (since the right-hand side always is one). However, this
does not need to be true if the region Λ is infinite. If it is true, we say that
Haag duality holds, where usually it is required to hold only for regions Λ of a
certain shape, for example halflines. Haag duality plays an important role in
the study of superselection sectors in local quantum physics, as we will discuss
in the next chapter. Some results on Haag duality in specific models can be
found in [29, 60, 52].
The construction so far is very general. In fact we see that it only depends on
the dimensions of the local spin systems. Hence the algebra of observables alone
does not contain much information. Rather, we need to consider additional
concepts such as dynamics and states for these algebras. We will address this
shortly.
Simplicity of the quasi-local algebra
A closed two-sided ideal I (or simply an ideal) of a C∗-algebra A is a closed
subspace I ⊂ A such that AB and BA are in I for all A ∈ A and B ∈ I. A
C∗-algebra is called simple if its only closed two-sided ideals are I = {0} and
I = A.
Exercise 3.2.5. Let A = Md(C). Show that A is simple. Hint: show first
that if I is a non-trivial ideal, then it contains matrices Eii which are zero
everywhere except on the i-th place on the diagonal, where it is one.
The goal is to show that the quasi-local algebra defined above is simple.
To this end, we first need to introduce the quotient algebra A/J, where J is a
closed two-sided ideal. As a vector space, it is the quotient of A by the vector
space J, hence it consists of equivalence classes [A], A ∈ A with [A] = [B] if
and only if A = B+J for some J ∈ J. This can be turned into a Banach space
by defining the norm as
‖[A]‖ := inf
J∈J
‖A+ J‖.
That this really defines a Banach space requires some work. The details can
be found in, e.g. [49]. The space can be made into a ∗-algebra by setting
[A] · [B] = [AB], [A]∗ = [A∗].
Because J is a closed two-sided ideal (in particular this implies that J∗ = J),
this is well defined. It turns out that A/J is a C∗-algebra. That is, the C∗-
identity holds for this ∗-operation and the norm defined above.
There is a natural ∗-homomorphism ϕ from A into A/J: define ϕ(A) =
[A]. Since it is a ∗-homomorphism between C∗-algebras it is automatically
continuous by Remark 2.5.2. Note that if J is a closed two-sided ideal, we
can always find a representation of A which has this ideal as its kernel. To
this end, take any faithful representation pi of A/J, which always exists by
Theorem 2.5.11. Then pi ◦ ϕ is a representation of A with kernel J.
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Proposition 3.2.6. The quasi-local algebra A(Zd) for a quantum spin system
is simple.
Proof. Suppose that I is an ideal of A(Zd). If Λ ∈ Pf (Zd), it is easy to check
that I∩A(Λ) is an ideal of A(Λ). Hence the intersection is either {0} or A(Λ),
by Exercise 3.2.5 and because
⊗n
i=1Md(C) ∼= Mdn(C). In the latter case, it
contains the identity and hence I = A(Zd) and we are done. We may therefore
assume that I ∩ A(Λ) = {0} for all Λ ∈ Pf (Zd).
Let pi ◦ϕ be a representation of A with kernel J as constructed above. Note
that A(Λ) ∩ J = {0} by the argument above, for all Λ ∈ Pf (Λ). This implies
that pi restricted to Aloc is injective. Hence ‖pi(ϕ(A))‖ = ‖A‖ for all A ∈ Aloc.
In particular, ‖ϕ(A)‖ = ‖A‖. Hence, by definition of the norm on A/J, for
each non-zero A ∈ Aloc it follows that
‖A− J‖ ≥ ‖A‖
for all J ∈ J. But if J ∈ J, there is a sequence An ∈ Aloc such that An → J
in norm. Since ‖An − J‖ ≥ ‖An‖ as above and the left-hand side converges to
zero, it follows that ‖An‖ must converge to zero. Hence it follows that J must
be zero.
Note that the kernel of a representation of a C∗-algebra is always a closed.
We thus have the following very useful corollary, where the isometric prop-
erty follows from a general result on injective ∗-homomorphisms between C∗-
algebras.
Corollary 3.2.7. Every non-zero representation of the quasi-local algebra is
faithful (and hence isometric).
This says that for any representation pi of the quasi-local algebra A we take,
we can identify A with its image pi(A). In this case it is not necessary to do
the whole Gel’fand-Naimark construction as in the proof of Theorem 2.5.11: it
suffices to take any state of A and do the GNS representation, to identify A
with a closed subalgebra of B(H) for some Hilbert space H as the image of A
under this representation.
Inequivalent representations
As we have seen, there are many inequivalent representations of the observable
algebra of quantum spin systems. Since representations are often obtained by
applying the GNS construction to some state on an algebra, it is useful to have
an criterion for unitary equivalence of the corresponding representations only
in terms of the states. For states on a quasi-local algebra there is such an
explicit criterion.
Proposition 3.2.8. Let A := A(Γ) be the quasi-local observable algebra of
some spin system and suppose that ω1 and ω2 are pure states on A. Then the
following criteria are equivalent:
1. The corresponding GNS representations pi1 and pi2 are equivalent.
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2. For each ε > 0, there is a Λε ∈ Pf (Γ) such that
|ω1(A)− ω2(A)| < ε‖A‖,
for all A ∈ A(Λ) with Λ ∈ Pf (Λcε).
Here Λcε is the complement of Λε in Γ.
The second condition says that for every ε > 0, the states ω1 and ω2 are
close to each other, as long as we restrict to observables outside some (fixed!)
region depending on ε. In other words, if we restrict to observables “far away”,
the states look the same. We will omit the proof. The statement is a special
case of [11, Cor. 2.6.11].7
This result can be used to give an alternative proof of the inequivalence of
the representations pi+ and pi− defined at the beginning of this chapter. To see
this, first note that the generators σin satisfy the relations of the Pauli matrices.
Hence the operators acting on a single site n generate the observable algebra
A({n}) = M2(C). We can then define the corresponding quasi-local algebra
A(Z) as above. We can then define states ω+ and ω− on A and show that
the corresponding GNS representations are pi+ and pi−. To define these states,
it is enough to first define them for strictly local observables A ∈ A(Λ), and
show that this can be done in a consistent way. That is, if A ∈ A(Λ) with Λ
finite, then A can be identified with a matrix in A ∈M2(C)⊗· · ·⊗M2(C). We
can then define a state on A(Λ) by setting ωΛ(A) = Tr(ρΛA) for some density
operator A. The consistency conditions means that if Λ ⊂ Λ′, then we should
have Tr(ρΛA) = Tr(ρΛ′A ⊗ I ⊗ · · · ⊗ I). That is, if we include A(Λ) into a
bigger algebra, the value of the state should not change. Since Aloc is dense in
A, we can extend the state defined in this way on the local algebra to a state
ω+ on A. Since we already know that these representations are irreducible, it
follows that the states must be pure. We can then use the proposition to prove
inequivalence of the representations.
Exercise 3.2.9. Find suitable states ω+ and ω− and use the proposition to
verify that the representations pi+ and pi− are indeed not equivalent.
Translation symmetry
In many cases there is a natural translation symmetry acting on the system.
The example that will be most relevant for us is when Γ = Zd for some positive
integer d. Note that Zd acts on itself by addition (or translation). If Λ ⊂ Γ
we write Λ + x for the same subset, translated by x ∈ Zd. This induces
an action on the quasi-local algebra A(Zd). Assume first for simplicity that
A(x) ∈ A({x}) ∼= Mn(C) for some x ∈ Zd. Hence the support of A(x) is only
the site x. Since by construction the observable algebra is the same at any site,
there is a corresponding A(x + y) ∈ A({x + y}) for every y ∈ Zd. We define
τy(A(x)) = A(x+y). This construction works for any local operator A ∈ A(Λ).
Hence for every y ∈ Zd we can define a map τy : Aloc → Aloc. Clearly τy is an
7The statement there is more general, but for pure states, quasi-equivalence is the same
as unitary equivalence. Moreover, states of the quasi-local algebra of quantum spin systems
are always locally normal (a term we will not define here), because the observable algebras
of finite regions are finite dimensional in that case.
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automorphism of the local algebra, hence ‖τy(A)‖ = ‖A‖ for all A ∈ Aloc. We
can then extend τy to an automorphism of A(Zd), by continuity and since Aloc is
dense in A(Zd). The automorphism has the property that τy(A(Λ)) = A(Λ+y)
for all Λ ∈ P(Zd).
This construction can be done for any y ∈ Zd. Moreover, it is easy to check
that τx+y(A) = τx(τy(A)) and that τ0(A) = A for all A ∈ A. Hence τ : Zd →
Aut(A(Zd)) is a group homomorphism into the group of automorphisms. A
translation invariant state on A(Zd) can then be defined as a state ω such that
ω(τx(A)) = ω(A) for all x ∈ Zd and A ∈ A. As an example we can consider
the infinite spin chain discussed at the beginning of this chapter. If we choose
all spins in the up direction, this gives a vector in H+ and hence a state on the
observable algebra. Clearly this state is translation invariant. The uniqueness
of the GNS construction then implies that there is a unitary representation x 7→
U(x) implementing the translations in the GNS representations. That is, we
have pi(αx(A)) = U(x)pi(A)U(x)∗ for all x ∈ Zd and A ∈ A, cf. Exercise 2.5.10.
Another useful property is that if we move any local operator away far
enough, it will commute with any other local operator. In fact we can say a
bit more:
Theorem 3.2.10. Consider the quasi-local algebra A(Zd) with x 7→ τx the
natural action of the translation group. Then for each A,B ∈ A(Zd) we have
lim
|x|→∞
‖[τx(A), B]‖ = 0. (3.2.2)
Here |x| → ∞ means that x goes to infinity in any direction.
Proof. We first suppose that A and B are strictly local. In that case, there
are ΛA,ΛB ∈ Pf (Zd) such that A ∈ A(ΛA) and B ∈ A(ΛB). Note that
τx(A) ∈ A(ΛA + x). Since both ΛA and ΛB are finite, there is some integer
N such that (ΛA + x) ∩ ΛB = ∅ for all |x| > N . Hence by locality we have
[τx(A), B] = 0 for all |x| > N and hence equation (3.2.2) holds.
As for the general case, let A,B ∈ A and let ε > 0. Since the local algebra is
dense in A, there are Aε and Bε that are strictly local and such that ‖A−Aε‖ <
ε (and similarly for B). By the argument above, [τx(Aε), Bε] = 0 for x large
enough. In addition we have that ‖τx(A)‖ = ‖A‖ since τx is an automorphism
for each x. Hence we have
lim
|x|→∞
‖[τx(A), B]‖ = lim|x|→∞ ‖[τx(A−Aε), B] + [τx(Aε), B]‖
≤ 2ε‖B‖+ lim
|x|→∞
‖[τx(A), B −Bε] + [τx(Aε), Bε]‖
≤ 2ε(‖Aε‖+ ‖B‖).
To obtain the last line we used that [τx(Aε), Bε] = 0 for x sufficiently large.
The claim follows by noting that ‖Aε‖ ≤ ‖A‖ + ε by the reverse triangle
inequality.
The property in the proof is called asymptotic abelianness. The first appli-
cations of asymptotic abelianness were studied in [51, 89]. One useful conse-
quence is that the set of translation invariant states is actually a simplex. This
means that any translational invariant states can be obtained uniquely as a
combination of extremal translational invariant states.
CHAPTER 3. INFINITE SYSTEMS 62
3.3 Dynamics
So far the discussion has been completely general, in that we have only treated
kinematical aspects up to now. For example, the quasi-local algebra essentially
depends only on the number of degrees of freedom at each site. What differen-
tiates different systems of, say, spin-1/2 particles are their dynamics. In other
words, how the observables evolve over time. One way to specify the dynamics
is to specify Hamiltonian.
Recall that a Hamiltonian is a (possibly unbounded) self-adjoint operator
acting on some Hilbert spaceH.8 If ψ ∈ H is a wave function, its time evolution
is governed by the Schrödinger equation (in units of ~ = 1)
i∂tψ = Hψ.
The solution to this equation is given by ψt = exp(−itH)ψ, where exp(−itH)
is given by the usual power series expansion
exp(−itH) =
∞∑
k=0
(−itH)k
k!
.
This converges (under suitable conditions on H) when acting on so-called ana-
lytic vectors ψ, which span a dense set. It might not always be easy to identify
a set of analytic vectors for which the power expansion converges (for example,
one needs to make sense of H2ψ for such ψ), so alternatively one can apply the
spectral calculus for unbounded operators as explained in Remark 2.3.20.
This allows us to define a unitary U(t) = exp(itH) in B(H).9 Hence for the
time evolved vector we have ψt = U(t)∗ψ. From the power series expansion
and the self-adjointness of H it follows that U(t)∗ = U(−t), U(0) = I and
U(t+ s) = U(t)U(s). The latter condition says that evolving over a time t+ s
is the same as first evolving for a time s and then for a time t. In short, we
have a one-parameter group t 7→ U(t) of unitaries. Moreover, one can show
that this group is strongly continuous, in the sense that
lim
t→0
‖U(t)ψ − ψ‖ = 0
for any vector ψ ∈ H. Hence the Hamiltonian induces a group of unitaries that
implement the time evolution on the vectors in the Hilbert space. A famous
result by Stone shows that in fact any such evolution can be obtained from a
“Hamiltonian”. The result can be stated as follows:
Theorem 3.3.1 (Stone). Let t 7→ U(t) by a strongly continuous one-parameter
group of unitaries acting on a Hilbert space H. Then there is a densely defined
self-adjoint operator H acting on H such that U(t) = exp(itH) for all t ∈ R.
We will not give a proof here. It can be found, for example, in [49, Thm.
5.6.36].
Instead of looking at how the states evolve, we can also look at how the
observables change (the Heisenberg picture). Let t 7→ U(t) be a one-parameter
8We gloss over details such as the domain of definition here.
9Note the positive sign in the exponent. The choice of sign is just a matter of convention.
We choose the sign in such a way that the time evolution of an observable A will be αt(A) =
U(t)AU(t)∗. For the opposite choice this would lead to U(t)∗AU(t).
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group of unitaries as above. Let A = B(H). Then we obtain a one-parameter
group of automorphism t 7→ αt ∈ Aut(B(H)) by setting
αt(A) = U(t)AU(t)
∗.
Both viewpoints give the same physics. Indeed, for the expectation values of
an observable A we have at a time t
〈A〉t = 〈ψt, Aψt〉 = 〈U(t)∗ψ,AU(t)∗ψ〉 = 〈ψ, αt(A)ψ〉.
Hence the Schrödinger and the Heisenberg picture give the same results.
Ultimately we want to find a description of dynamics in the abstract setting
of C∗-algebras. If A = B(H) this will not lead to much new. Note in particular
that U(t) ∈ A. Automorphisms of this form are called inner. An automorphism
of the algebra of bounded operators on a Hilbert space is always inner, as the
next exercise shows, but in general this is not true.
Exercise 3.3.2. Let H be a Hilbert space and consider the C∗-algebra B(H).
Suppose that ψ ∈ H is a unit vector. We define the projection on ψ, which we
write as |ψ〉 〈ψ|, by
|ψ〉 〈ψ| ξ := 〈ψ, ξ〉ψ,
for ψ ∈ H. Note that any one-dimensional projection is of this form.
1. Show that a projection P ∈ B(H) has one-dimensional range if and only
if PAP = cAP for any A ∈ B(H) and cA ∈ C may depend on A.
2. Let α be an automorphism of A. Show that α(|ψ〉 〈ψ|) is a one-dimensional
projection.
3. Define a map U : Aψ → H by UAψ = α(A)ψ′, where ψ′ is such that
α(|ψ〉 〈ψ|) = |ψ′〉 〈ψ′|. Show that U is well-defined and extends to a uni-
tary in B(H).
4. Show that α(A) = UAU∗ for all A ∈ B(H).
Suppose that αt is a strongly continuous one-parameter group of automor-
phism on A = B(H). Then the exercise above shows that for each t ∈ R, there
is unitary Ut such that αt(A) = UtAU∗t for all A ∈ B(H).
Exercise 3.3.3. Show that we can choose Ut in such a way that U0 = I and
for all t, s ∈ R, we have
Us+t = c(s, t)UsUt, (3.3.1)
where c(t, s) is a 2-cocycle of R. That is, it is a map c : R × R → T which
satisfies
c(r, s+ t)c(s, t) = c(r, s)c(r + s, t).
Hint: recall that if UA = AU for all A ∈ B(H), then U = λI for some λ ∈ C.
A map t 7→ Ut as in the exercise is called a projective representation of
R. If we want to apply Stone’s theorem to show that αt is generated by a
Hamiltonian, we would have to show that we can choose c(s, t) = 1 for all s
and t (so that Us+t = UsUt and Ut is a proper representation) and that t 7→ Ut
is strongly continuous. It is not easy to see that this is the case, but it follows
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from a result of Kadison [48, Thm. 4.13]. Hence Stone’s theorem and this result
tell us that we can always find a Hamiltonian description of a time evolution
on B(H). Conversely, defining a Hamiltonian gives the time evolution on the
observables via αt(A) = eitHAe−itH .
If A is not of the form B(H), the matter is more complicated. For one,
since we do not have a natural Hilbert space any more, it is not clear how to
define the Hamiltonian at all. Of course, one can take the GNS representation
of a state to obtain a Hilbert space, but the result will depend on the state. In
general the Hamiltonian is not bounded, hence it cannot be an element of the
C∗-algebra. Moreover, it is not true any more that every automorphism of A
is inner. That is, there may not exist unitaries that are contained in A such
that α(A) = UAU∗ for all A ∈ A. Therefore we take the one-parameter group
t 7→ αt as one of the fundamental objects. In the next sections we will see how
we can describe the dynamics in a purely C∗-algebraic framework, and how
this relates to the picture above.
Derivations
The Hamiltonian can be interpreted as the generator of time translations.
It turns out that in the context of C∗-algebras, generators of one-parameter
groups (or even semi-groups) of automorphisms can be conveniently expressed
by derivations.
Definition 3.3.4. A (symmetric) derivation of a C∗-algebra A is a linear map
from a ∗-subalgebra D(δ) of A into A such that
1. δ(A∗) = δ(A)∗ for A ∈ D(δ),
2. δ(AB) = δ(A)B +Aδ(B) for A,B ∈ D(δ).
The algebra D(δ) is called the domain of δ.
For the systems that we are interested in, one usually has that the domain of
the derivation is given by the strictly local operators of the quasi-local algebra,
i.e. D(δ) = Aloc. Note that Aloc is dense in A. This is also necessary, since
in the end we want to be able to define a map that acts on all of A. In
general δ is an unbounded map, in the sense that there is no C > 0 such that
δ(A) < C‖A‖ for all A ∈ D(δ), hence one encounters similar concerns as in
the case of unbounded operators on Hilbert spaces, discussed in Section 2.3.
In particular, it is generally not possible to extend δ to all of A.
Derivations can be obtained as the generator of one-parameter groups of au-
tomorphisms of a C∗-algebra A. More precisely, let t 7→ αt be a one-parameter
group of automorphisms of A. Moreover, assume that the action is strongly
continuous, in that the map t 7→ αt(A) is continuous in the norm topology for
each A ∈ A. Define δ(A) by
δ(A) = lim
t→0
(
αt(A)−A
t
)
(3.3.2)
if this limit exists (in the norm topology). The set of all A ∈ A for which this
limit exists is denoted by D(δ). Note that the limit is just the derivative of
αt(A) at t = 0.
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Lemma 3.3.5. The map δ(A) defined above is a symmetric derivation. More-
over, we have that αt(D(δ)) ⊂ D(δ).
Proof. We first show that D(δ) is a ∗-subalgebra. It is clear that it is a vector
space, since the expression (3.3.2) is linear in A. Note that it follows that δ is
a linear map. Suppose that A ∈ δ(A). Since αt(A∗) = αt(A)∗ and ‖A∗‖ = ‖A‖
it follows that if A ∈ D(δ), then A∗ ∈ D(δ) and δ(A∗) = δ(A)∗. To show the
“Leibniz rule”, suppose that A,B ∈ D(δ). Note that αt(AB) = αt(A)αt(B),
hence we can use the product rule for derivatives. This leads to δ(AB) =
Aδ(B) + δ(A)B. It follows that D(δ) is a ∗-subalgebra of A and that δ is a
derivation.
To show the last property, suppose that A ∈ D(δ) and let s ∈ R. Then
0 = lim
t→0
∥∥∥∥αt(A)−At − δ(A)
∥∥∥∥
= lim
t→0
∥∥∥∥αs(αt(A)−At
)
− αs(δ(A))
∥∥∥∥
= lim
t→0
∥∥∥∥(αt(αs(A))− αs(A)t
)
− αs(δ(A))
∥∥∥∥ ,
where it is used that αs preserves the norm. Hence αt(D(δ)) ⊂ D(δ) for any
t. The argument shows moreover that αs(δ(A)) = δ(αs(A)).
The next exercise shows how derivations are related to the Hamiltonian
description discussed earlier.
Exercise 3.3.6. Suppose that A = B(H) and let αt be a one-parameter group
of automorphisms given by αt(A) = eitHAe−itH for some self-adjoint H. Show
that the corresponding derivation is
δ(A) = i[H,A].
Verify explicitly that it is indeed a symmetric derivation. Note: If H is un-
bounded, δ(A) will not be defined for each A (since the limit will not always
exist). In this exercise you can ignore these convergence issues.
If we are given a derivation δ, the question is if (and how) it generates a
one-parameter group of automorphisms. For A ∈ D(δ), we can set
αt(A) := exp(tδ)(A) = A+ tδ(A) +
t2δ2(A)
2
+ . . . , (3.3.3)
where we set δ0(A) = A. Note that this definition makes sense only if we can
interpret δ2(A). That is, δ(A) should be in the domain of D(δ) again. Even if
this is the case, it is not at all clear if the expression even converges (because
δ need not be bounded), and if it allows us to define an automorphism on all
of A. Moreover, one can ask oneself in which topology this should converge,
and what the continuity properties of t 7→ αt are. Such questions are studied
in great detail in [11, Ch. 3] and [12, Ch. 6]. Here we will content ourselves
with answering these questions for a relatively simple (but important) class of
derivations, associated to spin systems with local interactions.
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First, however, consider the case of Exercise 3.3.6, where δ(A) = i[H,A].
We will argue, at least heuristically, why equation (3.3.3) is the right defini-
tion. To this end, we first collect the first few terms of the expansion of the
exponential, to obtain (with A ∈ D(δ))
exp(tδ)(A) = A+ it[H,A]− t
2
2
[H, [H,A]] +O(t3).
On the other hand, if we expand eitHAe−itH up to second order in t, we get
eitHAe−itH = (I + itH − t
2
2
H2 + . . . )A(I − itH − t
2
2
H2 + . . . ) +O(t3)
= A− itAH + itHA− t
2
2
H2A+ t2HAH − t
2
2
AH2 +O(t3)
= A+ it[H,A]− t
2
2
[H, [H,A]] +O(t3),
hence we recover the automorphism from which the derivation δ was obtained.
Finite range interactions
The question one has to answer is which derivation is the relevant one when
studying a particular system. In case of a lattice system, δ(A) = i[H,A] for
some Hamiltonian H is usually not really adequate. If there are infinitely many
sites, H will be unbounded in general and the commutator does not make any
sense a priori. For example, consider a 1D infinite spin chain. Suppose that at
each site the energy is given by the value of the spin in the z direction. Hence
in this case, H =
∑∞
n=−∞ σ
z
n. This is clearly not an element of the quasi-
local algebra A, since it cannot be approximated in norm by local operators.
Another approach might be to first define a Hilbert space and a representation
of A on this Hilbert space, and then define H on this Hilbert space. But this
defeats the purpose of the algebraic approach.
The way out is that we can look at the interactions in a finite part of
the system. From the model one wants to study it is usually clear what the
interactions should be within this finite region. If the size of the region is taken
to be bigger and bigger, one could hope that this converges in a suitable sense.
For example, consider again the spin chain example above. Let A be a local
observable. Then there is some integer N such that [σzn, A] = 0 for all n ≥ N ,
by locality. Hence the following definition makes sense for all local observables
A ∈ Aloc:
δ(A) = lim
n→∞ i
[
n∑
k=−n
σzk, A
]
.
This defines a derivation with domain D(δ) = Aloc. To consider more general
examples we first need the following definition.
Definition 3.3.7. Consider a quantum spin system defined on a set Γ of sites,
with quasi-local algebra A. An interaction Φ is a map Φ : Pf (Γ)→ A such that
for each Λ we have that Φ(Λ) ∈ A(Λ) and Φ(Λ) is self-adjoint.
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As the name suggests, an interaction describes what the interactions are
between the spin systems sitting at the sites of some finite set Λ. If Φ is an
interaction, we define the local Hamiltonians by
HΛ =
∑
X⊂Λ
Φ(X),
where the sum is over all subsets of Λ. Note that HΛ = H∗Λ and that HΛ ∈
A(Λ).
To define what it means for an interaction to be short range, we have to
assume some additional structure on the set Γ of sites. In particular, we assume
that there is a metric d(x, y) on Γ such that d(x, y) ≥ 1 if x 6= y and such that
for any M > 0 and x ∈ Γ, the ball of radius M around x, that is
BM (x) = {y ∈ Γ : d(x, y) ≤M},
contains at most NM elements, where NM is a constant independent of x. This
condition ensures that each point x has only finitely many neighbours and the
maximum number of neighbours is bounded from above. The example we will
usually consider is where Γ = Zd and the metric is the taxicab or Manhattan
metric, defined as
d(x, y) =
d∑
i=1
|xi − yi|.
It is easy to see that this metric fulfils all the conditions. If Λ ⊂ Γ is any subset,
we define the diameter of Λ as diam(Λ) = supx,y∈Γ d(x, y). An interaction
Φ is then set to be of finite range if there is some constant cΦ > 0 such
that Φ(Λ) = 0 whenever diam(Λ) > cΦ. For finite range interactions there
are, as the name implies, no interactions between sites that are at least a
distance dΦ apart.10 We will also consider only bounded interactions, for which
‖Φ‖ := supx∈Γ
∑
Λ∈Pf (Γ),x∈Λ ‖Φ(Λ)‖ <∞.
Remark 3.3.8. In the remainder we will mainly deal with bounded finite
range interactions. These conditions can be relaxed in many cases to interac-
tions whose strength decays sufficiently fast as the distance between two sites
increases. Depending on the precise conditions one chooses, however, this can
be done only at the expense of weaker statements on the convergence of the
dynamics. For example, the dynamics may only converge for certain states.
We refer to Chapter 6 of Bratteli and Robinson for more details [12].
Finally, suppose that we also have a translation symmetry of Γ. This in-
duces a group of automorphisms τx on A, as discussed above. An interaction
is set to be translation invariant if Φ(Λ + x) = τx(Φ(Λ)) for all x ∈ Zd and
Λ ∈ Pf (Γ), where Zd is the translation group. Note that a translation invariant
short range interaction is automatically bounded.
Example 3.3.9 (The quantum Heisenberg model). Consider Γ = Z with at
each site of Γ a spin-1/2 system. Define an interaction by Φ(n) = −hσzn, with
10At least, these sites do not interact directly. The effect of an operation at site x can
still propagate through the system to site y, but this will take time. This will be studied
extensively in Chapter 4.
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h some real constant, and
Φ({n, n+ 1}) = −1
2
(
Jxσ
x
nσ
x
n+1 + Jyσ
y
nσ
y
n+1 + Jzσ
z
nσ
z
n+1
)
for real constants Jx, Jy and Jz. In all other cases we set Φ(Λ) = 0. Note
that Φ is a finite range interaction. Moreover, it is clear that Φ is transla-
tion invariant. For Λ ⊂ Γ of the form [n,m + 1] ∩ Z for integers n,m, the
corresponding local Hamiltonians are
HΛ = −1
2
m∑
k=n
(
Jxσ
x
kσ
x
k+1 + Jyσ
y
kσ
y
k+1 + Jzσ
z
kσ
z
k+1
)− hm+1∑
k=n
hσzk.
The last term can be interpreted as an external field, while the terms with Ji
describe a coupling between nearest neighbour spins. If Jx = Jy 6= Jz, this
model is called the Heisenberg XXZ model. An interesting fact is that the
behaviour of the system strongly depends on the couplings Ji.
Example 3.3.10. Consider again Γ = Z. A generalisation of the previous
example can be obtained as follows. Choose functions ji : Z → R. Define an
interaction Φ by
Φ({0}) = hσz0 ,
Φ({0, n}) =
3∑
k=1
jk(n)σ
k
0σ
k
n,
and by requiring that the interaction is translation invariant (i.e., Φ(Λ + x) =
τx(Φ(Λ)) for all Λ ∈ Pf (Γ)). This describes a model of spins in an external
magnetic field, together with two-body interactions whose strength is determined
by the functions ji. Note that if the support of ji is not bounded, there are
interactions between pairs of spins that are arbitrarily far away. If this is the
case, the interaction is clearly not of finite range.
Now let Φ be a bounded finite range interaction of range cΦ. As before,
we can define the local Hamiltonians HΛ. Now suppose that A ∈ Aloc is
localised in some set ΛA. Because the interaction is of finite range, there are
only finitely many finite subsets Λ of Γ such that [Φ(Λ), A] 6= 0. For example,
consider the set of all points of Γ with distance at most cΦ from ΛA. Then any
finite subset Λ of Γ such that Φ(Λ) does not commute with A must necessarily
be contained in this set, by the finite range assumption. Hence if we consider∑
Λ∈Pf (Γ)[Φ(Λ), A], only a finite number of terms do not vanish and this sum
converges to an element in Aloc. It follows that
δ(A) = lim
Λ→∞
i[HΛ, A]
defines a symmetric derivation with domain D(δ) = Aloc. Here with Λ → ∞
we mean the following. Consider a sequence Λ1 ⊂ Λ2 ⊂ . . . of finite subsets of
Γ such that
⋃
n Λn = Γ. Then with limΛ→∞ we mean that the limit limn→∞
converges independently of the sequence Λn that was chosen.11
11Alternatively we can consider Pf (Γ) as the index set of a net Λ 7→ i[HΛ, A], where the
order relation is by inclusion. The convergence described in the text is the convergence of
this net in the sense of topology.
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The goal is now to show that exp(tδ)(A) converges for A ∈ D(δ) and t
sufficiently small. Note that δ(A) ∈ D(δ) for all A ∈ D(δ), hence expressions
of the form δn(A) are well-defined. The problem, however, is that supp δ(A)
may be bigger than the support of A. A close look at the definition of δ and
the local Hamiltonians show HΛ that this means that for δn(A), in principle
more and more interaction terms can contribute. The boundedness of Φ will
ensure that the growth of the support will not be too big, which in turn makes
it possible to make estimates on the norm ‖δn(A)‖, which will allow us to
conclude that the exponential exp(tδ) converges. The ideas behind the proof
date back to Robinson [87].
Lemma 3.3.11. Let Φ be a bounded interaction of finite range and write δ for
the corresponding derivation. Then the algebra D(δ) = Aloc is analytic for δ,
in the sense that for each A ∈ D(δ), exp(tδ)(A) is analytic as a function of t,
for t sufficiently small.
Proof. Let A ∈ A(Λ) for some finite set Λ. By locality we have that [Φ(X), A] =
0 whenever X ∩ Λ = ∅. Hence we can write
δn(A) = in
∑
X1∩S1 6=∅
· · ·
∑
Xn∩Sn 6=∅
[Φ(Xn), [· · · [Φ(X1), A] · · · ]],
where we set S1 = Λ and Sk = Sk−1 ∪Xk−1 for k > 1. Since Φ is a bounded
interaction and the number of sites in a r-ball around any site is uniformly
bounded, there is some constant NΦ such that Φ(X) = 0 if |X| > NΦ, hence
it suffices to consider sets Xi such that |Xi| ≤ NΦ. This implies that |S2| ≤
NΦ − 1 + |Λ| and by induction,
|Sn| ≤ (n− 1)(NΦ − 1) + |Λ|.
Using this observation we can make the estimate
‖δn(A)‖ ≤ 2n‖A‖
n∏
k=1
((k − 1)(NΦ − 1) + |Λ|) ‖Φ‖n (3.3.4)
by successively estimating the norm of the commutators, and doing the sums.
Next we note the following inequality, which holds for all positive a and λ:
an ≤ n!λ−n exp(aλ). This inequality can be easily verified using the expansion
of the exponent. Using this inequality with a = (n−1)(NΦ−1)+ |Λ|, we obtain
the estimate
‖δn(A)‖ ≤ ‖A‖n!eλ(|Λ|+1−NΦ)
(
2‖Φ‖eλ(Nϕ−1)
λ
)n
. (3.3.5)
Using this estimate we see that exp(tδ)(A) converges for |t| < tλ := λ2‖Φ‖eλ(Nϕ−1) ,
since
∑
n x
n converges for x < 1.
We define αt(A) = exp(tδ)(A) for A ∈ Aloc and |t| < tλ as defined in
the proof of the Lemma. Since δ is a derivation we have that αt(AB) =
αt(A)αt(B) and that αt(A∗) = αt(A)∗. However, we cannot just yet conclude
that αt defines an automorphism of A, since αt is only defined on a subset of
A. Moreover, so far we have only defined it for small t. The basic strategy to
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define αt for all t is to use the group property αs+t = αs ◦ αt. Again, one has
to be a bit careful here, since generally it is not true that αt(A) ∈ D(δ), even
for small t and A ∈ D(δ).
The easiest way to attack these problems is by approximating αt in terms of
local dynamicslocal!dynamics in the following sense. Define δΛ(A) = i[HΛ, A]
for Λ ∈ Pf (Γ). Clearly, limΛ→∞ δΛ(A) = δ(A). We will show that αΛt (A) :=
exp(tδΛ)(A)→ αt(A) as Λ grows to Γ.
Theorem 3.3.12. Let Φ be as in the Lemma above. Then αt as defined above
extends to a strongly continuous one-parameter group t 7→ αt of automorphisms
of A such that for each A ∈ A and t ∈ R we have
lim
Λ→∞
‖αΛt (A)− αt(A)‖ = 0. (3.3.6)
Proof. As we saw before, exp(tδΛ)(A) = exp(itHΛ)A exp(−itHΛ), hence αΛt
is isometric. Now let A ∈ A(X) be a local operator. Since the interaction is
strictly local, for each Λ that contains X there is an integer N(Λ) such that
δnΛ(A) = δ
n(A) for all n ≤ N(Λ). Moreover, N(Λ) → ∞ if Λ → ∞. Hence we
see that
‖αΛt (A)− αt(A)‖ =
∥∥∥∥∥∥
∞∑
n=N(Λ)
(
tnδnΛ(A)
n!
− t
nδn(A)
n!
)∥∥∥∥∥∥ .
By using the estimate from equation (3.3.5) we see that this goes to zero as
Λ → ∞ (and hence N(Λ) → ∞) when |t| < tλ. Hence for each strictly local
observable A it follows that equation (3.3.6) holds for t small enough. Since
the strictly local observables form a dense subset of all the observables, and αΛt
and hence αt is isometric, we can extend αt to a bounded linear map on all of
A. A standard argument then shows that equation (3.3.6) holds for all A ∈ A
and |t| small enough.
To show that αt can be defined for all t, consider A ∈ A and |s|, |t| < tλ.
Then by the above argument αs(αt(A)) is well-defined. Moreover,
αΛs+t(A)− αs(αt(A)) = αΛs (αΛt (A))− αs(αt(A))
= αΛs ((α
Λ
t − αt)(A)) + αs((αΛt − αt)(A)) + (αΛs − αs)(αt(A))
where the first equality sign follows from the group property for the local
dynamics. The terms in the last line all vanish as Λ → ∞ since the αt are
isometric and because of equation (3.3.6). Hence we can define αs+t(A) as the
limit of αΛs+t(A) and the argument above shows that it is equal to αs(αt(A)).
Because of the group property for the local dynamics this limit does not depend
on the specific choices of s and t, only on s+ t. Repeating this argument one
can define αt(A) for all t ∈ R.
To show that αt is a ∗-morphism one can either check it first for small
t and A in the dense subset D(δ), or use that the local dynamics αΛt are
automorphisms in combination with the approximation given above. That αt
is an automorphism is clear, since αt(α−t(A)) = αt−t(A) = A.
It remains to show that t 7→ αt is strongly continuous. Since αt+s(A) =
αt(αs(A)) and αs is isometric for each s, it is enough to show that αt(A)→ A as
t→ 0. But this follows again by using the estimates for the norm of δn(A).
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Once we introduce ground states in this formalism, we will see how we
can recover a Hamiltonian implementing the time translations from the one-
parameter group of automorphisms.
Remark 3.3.13. Essentially the same proof also works for two more general
classes of interactions. First of all, one can consider the normed vector space
of bounded finite range interactions as we have discussed here, and take the
completion with respect to the norm to obtain a Banach space. Alternatively,
one could consider all interactions Φ that satisfy supx∈Γ
∑
X3x e
λ|X|‖Φ(X)‖ <
∞ for some λ > 0. Note that bounded interactions of finite range satisfy this
condition.
Definition 3.3.14. Let A be a C∗-algebra and t 7→ αt a strongly continuous
one-parameter group of automorphisms. Such a pair (A, α) is called a C∗-
dynamical system.
For more general interactions there are two different strategies than can
be followed in proving the existence of dynamics. As mentioned, essentially
the same proof as above can be applied to interactions that decay sufficiently
fast. One can also start directly with the local dynamics αΛt (A) and show that
they converge as Λ grows. To this end one can employ Lieb-Robinson bounds,
which give a way to approximate αΛt (A) by local operators whose support does
not grow too fast as a function of t. This in turn makes it possible to show
that αΛt converges to some automorphism αt (in the strong topology). We will
discuss this strategy in Chapter 4. Alternatively one can work directly with
the derivations δ. In that case, it is necessary to show that δ is a generator of
a group of automorphisms, or more precisely, it can be extended uniquely to a
generator δ. The theory of generators of one-parameter groups is well studied
(see e.g. Chapter 3 of [11]), and there are several different criteria that can
be used to verify that δ is a generator. Some examples of this strategy can be
found in Chapter 6 of [12].
3.4 Ground states and thermal states
Once we have defined dynamics on a system we can try to talk about ground
states and equilibrium states of such systems. Unfortunately, a rigorous treat-
ment of most of these results would require a lot of advanced techniques from,
e.g., functional analysis and complex analysis, and falls outside the scope of
this course. For this reason we will omit or only sketch most of the proofs in
this section, and restrict to introducing the main definitions and results. A full
treatment can be found in [12].
A ground state of a Hamiltonian H acting on some Hilbert space is an
eigenvector of the Hamiltonian with minimum eigenvalue. Since for physically
relevant systems the energy is bounded from below, we can always normalise
the Hamiltonian in such a way that HΩ = 0 for a ground state Ω. Note
that a ground state is stationary, since e−itHΩ = Ω. Hence the first condi-
tion on ground states of a C∗-dynamical system (A, α) is that it should be
invariant with respect to each αt. If ω is a state on A such that ω ◦ αt = ω
for all t, it follows from Exercise 2.5.10 that in the corresponding GNS rep-
resentation, (piω,Ω,Hω), there is a strongly continuous one-parameter group
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t 7→ U(t) of unitaries implementing the automorphisms αt. By Stone’s theo-
rem, Theorem 3.3.1, there is a self-adjoint densely defined operator Hω such
that U(t) = exp(itHω). We require that this Hω is positive, denoted Hω ≥ 0.
This means that 〈ψ,Hωψ〉 ≥ 0 for all ψ in the domain of Hω. Hence a ground
state will be defined as follows:
Definition 3.4.1. Let A be a C∗-algebra and t 7→ αt a strongly continuous
one-parameter group of automorphisms. A state ω on A is said to be an α-
ground state if ω is invariant for each αt and if Hω ≥ 0 for the Hamiltonian
in the corresponding GNS representation.
This definition first requires to check that the ground state is invariant.
Moreover, one has to construct the GNS representation and find a Hamiltonian
implementing the dynamics in the representation. It is therefore desirable to
have a purely C∗-algebraic characterisation of ground states. A criterion in
terms of the generator δ of the time translations would be particularly useful,
considering that we defined derivations that generate the dynamics in terms of
interactions. Indeed, there are equivalent characterisations of ground states.
For this result we first need the following lemma.
Lemma 3.4.2. Let δ be a symmetric derivation generating a strongly contin-
uous one-parameter group αt and suppose that ω is a state on A such that
iω(Aδ(A)) ∈ R
for all A = A∗ in D(δ). Then ω(δ(A)) = 0 for all A ∈ D(δ) and ω ◦ αt = ω
for all t.
Proof. Let A ∈ D(δ) be self-adjoint. Then we have that
iω(Aδ(A)) = iω(Aδ(A)) = −iω(δ(A)∗A∗) = −iω(δ(A)A).
Using the Leibniz property of the derivation we obtain
0 = ω(Aδ(A)) + ω(δ(A)A) = ω(δ(A2)).
Now let X ∈ D(δ) be any positive operator, then we can take the square
root
√
X and use the formula above to conclude ω(δ(X)) = 0.12 Because any
element of a C∗-algebra can be written as linear combination of at most four
positive operators, it follows that ω(δ(A)) = 0 for all A ∈ D(δ).
Since δ is the generator of αt, δ(A) can be obtained as the derivative at
t = 0, by equation (3.3.2) Note that if A ∈ D(δ), then αt(A) ∈ D(δ) (by
Lemma 3.3.5 and if A is positive, so is αt(A) (by Theorem 2.3.8). Hence we
have for positive A ∈ D(δ):
d
dt
ω(αt(A))
∣∣∣∣
t=s
= lim
t→0
ω(αs+t(A))− ω(αs(A))
t
= ω(δ(αs(A))) = 0.
Hence ω(αt(A)) is constant (and hence equal to its value at t = 0). Since the
domain of δ is a dense subset of A and any element of A is the sum of at most
four positive operators, the claim follows from continuity.
12If δ is the generator of a strongly continuous one-parameter group of automorphisms,
one can show that the square root
√
X is also in the domain of δ if X ∈ D(δ).
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Suppose that ψ is a vector in Hω. On the one hand, consider the equation
d
dt
∣∣∣∣
t=0
eitHωpiω(A)e
−itHωψ = i[Hω, piω(A)]ψ.
On the other hand, eitHpiω(A)e−itH = piω(αt(A)), and hence if we take the
derivative again at t = 0, it follows that the expression above is equal to
piω(δ(A))ψ. A proper analysis requires a bit more care (in particular, since the
expressions will in general not be well defined for arbitrary ψ or A), but this
can be done (see e.g. the text after [11, Prop. 3.2.28]). The result is that we
have the following identity for all vectors ψ ∈ D(Hω) and A ∈ D(δ):
piω(δ(A))ψ = i[Hω, piω(A)]ψ. (3.4.1)
In addition one can show that piω(D(δ))Ω ⊂ D(Hω). Another way to state the
equation above is that the derivation δ is implemented as an inner derivation
on the Hilbert space Hω. With this observation we can now give an alternative
definition of ground states.
Theorem 3.4.3. Let ω be a state on a C∗-algebra A and suppose that t 7→ αt
is a strongly continuous one-parameter group of automorphisms. Write δ for
the corresponding generator. Then the following are equivalent:
1. ω is a ground state for α,
2. −iω(A∗δ(A)) ≥ 0 for all A ∈ δ(A).
Proof. (1. ⇒ 2.) Let A ∈ δ(A). Because Hω is a positive operator it follows
that 〈piω(A)Ω, Hωpiω(A)Ω〉 ≥ 0. Hence
〈Ωpiω(A), Hωpiω(A)Ω〉 = −i〈piω(A)Ω, piω(δ(A))Ω〉 = −iω(A∗δ(A)) ≥ 0,
since piω(δ(A))Ω = iHωpiω(A)Ω by the argument before the theorem (and since
HωΩ = 0).
(2. ⇒ 1.) From Lemma 3.4.2 it follows that ω is invariant with respect to αt
and hence we can find a Hamiltonian Hω leaving the GNS vector Ω invariant.
It remains to show that Hω is positive. Let ψ = piω(A)Ω for A ∈ D(δ). Then
with the help of equation (3.4.1), we find
〈ψ,Hωψ〉 = 〈piω(A)Ω, piω(δ(A))Ω〉 = −iω(A∗δ(A)) ≥ 0.
The result follows by a density argument (technically, that piω(D(δ)) is a core
for Hω).
Hence we can define ground states in a purely algebraic setting by specifying
the interactions of the system considering the corresponding derivation. Having
a definition of ground states we can then try to answer different questions on
the structure of the set of ground states. For example, it is not clear if it is non-
empty. Indeed, there exist C∗-dynamical systems (A, α) without ground states.
Furthermore, ground states should precisely be those states that minimize the
local Hamiltonians in a suitable sense. We will come back to these points later.
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KMS states
A basic question in statistical mechanics is how to characterise thermal states.
The definition that will be given here was introduced by Hugenholtz, Haag
and Winnink [41], giving a characterisation of states satisfying the conditions
studied by Kubo, Martin and Schwinger [55, 59]. In their honour they are
called KMS states. Besides for the description of thermal states, KMS states
have turned out to be extremely useful in the theory of operator algebras as
well. We first give the (or rather, one of the many equivalent) definition. Later
we will discuss some results that will give support to the claim that this is the
right notion of thermal equilibrium states.
Definition 3.4.4. Let (A, α) be a C∗-dynamical system and let β > 0. Con-
sider the strip
Sβ = {z ∈ C : Im(z) ∈ [0, ~β]}
in the complex plane. A state ω on A is called a KMS state if for each A,B ∈ A
there is a complex function FAB on Sβ such that
1. FAB is analytic on the interior of the strip and continuous on the bound-
aries,
2. FAB(t) = ω(Aαt(B)) for all t ∈ R, and
3. FAB(t+ i~β) = ω(αt(B)A).
From now on we will use units where ~ = 1. The parameter β is called
the inverse temperature, β−1 = kBT , where T is the temperature and kB
is Boltzmann’s constant. Intuitively speaking a ground state should be an
equilibrium state at T = 0, and indeed one can see ground states as KMS
states for β = ∞. Nevertheless, despite being similar in many aspects, there
are also some fundamental differences between KMS states and ground states.
Note that the function FAB is given by expectation values of operators in
the state ω on the boundary of the strip. This relation can be extended to
values into the strip, under suitable circumstances. To discuss this, we first
introduce the set of entire elements for a C∗-dynamical system. Note that for
each A ∈ A we have the continuous function t 7→ αt(A) by virtue of strong
continuity of αt. The operator A is said to be entire if there is an entire (i.e.,
complex analytic) function f : C 7→ A such that f(t) = αt(A) for all A ∈ A. If
A is entire we will simply write αz(A) for the corresponding function. Note that
in the expansion of exp(tδ)(A) for a derivation δ it is easy to plug in complex
numbers instead of real numbers, to obtain αz(A) for z complex. A useful
result is that there the set of entire elements, Aα, is a norm dense ∗-subalgebra
of A [94, Prop. IV.4.6]. We then have the following result, whose proof can be
found in [12, Prop. 5.3.7].
Proposition 3.4.5. Let ω be a KMS state at inverse temperature β. Then for
each A ∈ A and B ∈ Aα we have that, restricted to the strip Sβ,
FA,B(z) = ω(Aαz(B)),
where FAB is the function as in Definition 3.4.4.
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Using this result we can put the claim that KMS states at β =∞ correspond
to ground states in context. Indeed, ω is a ground state if and only if the
function x 7→ ω(Aαz(B)) is analytic and bounded on the upper half plane
(i.e., the interior of the “strip” S∞) for all A,B ∈ Aα [12, Prop. 5.3.19], and
continuous on the real line.
Just as for ground states there is an equivalent formulation of KMS states
using only the derivation δ. Again we omit the proof.
Theorem 3.4.6 (Roepstorff-Araki-Sewell). Let (A, α) be a C∗-dynamical sys-
tem and δ the corresponding derivation. Then the following are equivalent:
1. ω is a KMS state at inverse temperature β;
2. −iβω(A∗δ(A)) ≥ ω(A∗A) log
(
ω(A∗A)
ω(AA∗)
)
for all A ∈ D(δ).
Here we define x log(x/y) to be zero if x = 0 and +∞ if x > 0 and
y = 0. This function is actually lower semi-continuous, which means that
lim inf(x,y)→(x0,y0) x log(x/y) ≥ x0 log(x0/y0).
We end this section on technical properties of KMS states with the following
useful result, to the effect that limits of KMS states are again KMS states. We
will see later how this result can be used to show that KMS states exist.
Proposition 3.4.7. Let (A, α) be a C∗-dynamical system (where A is unital)
and δ the generator of α. Suppose that for each n ∈ N we have a deriva-
tion δn generating a one-parameter group t 7→ αnt of automorphisms such that
limn δn(A) = δ(A) for all A ∈ D(δ). Moreover, suppose that for each n we
have a state ωn which is KMS (with respect to αnt ) at inverse temperature βn.
Finally, suppose that limβn = β, where we allow β = +∞ as well. Then each
weak-∗ limit point13 of the sequence ωn is a KMS state (with respect to α) at
inverse temperature β.
Proof. Since A is unital, the state space of A is compact in the weak-∗ topology,
by Theorem 2.4.9. Hence weak-∗ limit points exist. Let ωnk be a subsequence
converging to a limit point ω. The goal is to show that ω is a KMS state. To
this end, we will distinguish the case β <∞ and β =∞.
Let us first assume that β <∞. Without loss of generality, we can assume
that βnk < ∞. By Theorem 3.4.6 we have for each A ∈ D(δ) the following
inequality:
−iβnkωnk(A∗δ(A)) ≥ ωnk(A∗A) log
(
ωnk(A
∗A)
ωnk(AA
∗)
)
We can then take the limit k → ∞. Note that the right-hand side is not
continuous (but only lower semi-continuous), but we can still get
−iβω(A∗δ(A)) ≥ lim sup
k→∞
ωnk(A
∗A) log
(
ωnk(A
∗A)
ωnk(AA
∗)
)
≥ lim inf
k→∞
ωnk(A
∗A) log
(
ωnk(A
∗A)
ωnk(AA
∗)
)
= ω(A∗A) log
(
ω(A∗A)
ω(AA∗)
)
,
13This means that there is a subsequence ωnk such that limnk ωnk (A) = ω(A) for the
limit point ω.
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where we used that lim sup ≤ lim inf and that x log(x/y) is lower semi-continuous.
Again by Theorem 3.4.6 it follows that ω is a β-KMS state.
The case β = ∞ remains. We will show that ω is a ground state. First
consider the case that each βnk =∞. Then we have
−iωnk(A∗δ(A)) ≥ 0
for all k and the result follows by taking the limit. Finally, consider the case
where all βnk <∞. In this case we have by Theorem 3.4.6 that
−iω(A∗δ(A)) = lim
k→∞
−iωnk(A∗δ(A))
≥ lim sup
k→∞
1
βnk
ωnk(A
∗A) log
(
ωnk(A
∗A)
ωnk(AA
∗)
)
≥ lim sup
k→∞
1
βnk
(ωnk(A
∗A)− ωnk(AA∗)) = 0.
In the last line the inequality x log(x/y) ≥ x − y is used, which follows from
the convexity of x 7→ x log x.
Gibbs states
We now come to an important class of examples of KMS states, the Gibbs
states. Let Λ ∈ Pf (Γ). Then A(Λ) is a finite dimensional C∗-algebra and
we can write any state ωΛ on A(Λ) in the form ωΛ(A) = Tr(ρA) for some
density matrix ρ (see Exercise 2.4.8). Consider a HΛ = H∗Λ in A(Λ). Consider
the state corresponding to the density matrix ρΛ = Z−1 exp(−βHΛ), where
Z = Tr(exp(−βHΛ)).14 Hence we have a state ωΛ given by
ωΛ(A) =
Tr
(
e−βHΛA
)
Tr (e−βHΛ)
.
We claim that it is a KMS state for inverse temperature β, where the time au-
tomorphism is given by αΛt (A) = eitHΛAe−itHΛ . Define FAB(z) = ωΛ(AαΛz (B))
for z ∈ C. Then we have by the cyclicity of the trace, and t real,
ZFAB(t+ iβ) = Tr
(
e−βHΛAe(−β+it)HΛBe(β−it)HΛ
)
= Tr
(
e−βHΛαΛt (B)A
)
.
Hence ω satisfies the KMS conditions at inverse temperature β with respect to
the action αΛt . It is in fact the only state on A(Λ) with this property. To show
this result we first need the show that each tracial state on a finite matrix
algebra, that is a state for which τ(AB) = τ(BA), coincides with the usual
trace. The proof is left as an exercise.
Exercise 3.4.8. Let A = Mn(C). Let ω be a linear functional on A such that
ω(AB) = ω(BA) for all A,B. Prove that ω(A) = cTr(A) for some constant
c. Hint: consider matrices Eij which are one on the (i, j) position and zero
otherwise.
14The reader might recognize the partition function from statistical mechanics.
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Consider the algebra A as in the exercise, together with a given time evo-
lution αt(A) = eitHAe−itH . It turns out that the Gibbs state at inverse tem-
perature β is in fact the unique KMS state with respect to this action. This
can be seen as follows (following the argument in [94]). Let ω be a KMS state
on A. Note that since A is finite dimensional, each element is analytical. This
can be seen by noting that for the derivation δ we have δ(A) ≤ 2‖H‖‖A‖,
that is, it is bounded. By the KMS condition and Proposition 3.4.5 we have
ω(AB) = ω(Bαiβ(A)). Define ω˜(A) = ω(eβHA). We then have
ω˜(AB) = ω(eβHAB) = ω
(
eβHAαiβ
(
eβHBe−βH
))
= ω
(
eβHBA
)
= ω˜(BA),
where we used the KMS condition and αiβ
(
eβHBe−βH
)
= B. Hence by the
exercise above, ω˜(A) = λTr(A) for some constant λ. The constant can be
found by plugging in the identity and it follows that ω must be the Gibbs state
at inverse temperature β.
In infinite dimensions, things are more complicated. Nevertheless, we can
use the Gibbs states for finite systems to obtain KMS states. It is however no
longer true in general that each KMS state can be obtained in this way. This
has an important physical interpretation. The argument above shows that
KMS states on finite volumes are unique, so if each KMS state at temperature
β could be obtained as a limit of such states, it would also be unique. That
there are other KMS states leaves open the possibility of a phase transition,
where there is a critical temperature βc above which there is a unique thermal
state, but below which this uniqueness breaks down and there are distinct
equilibrium states for the same temperature.
To see how KMS states on the infinite system can be obtained from Gibbs
states, we will require a basic result in functional analysis, the Hahn-Banach
theorem. It says that we can extend ωΛ to a state ωGΛ on all of A. This extension
is not unique in general, but for our purposes existence is enough. We write ωGΛ
for any such extension. Now consider an increasing sequence Λ1 ⊂ Λ2 ⊂ . . . of
finite subsets of Γ such that their union is equal to Γ. This gives a sequence
ωGΛn of (extensions of KMS) states as above. Since the state space of A is weak-
∗ compact, there is a subsequence ωGΛnk converging to a state ω on A. Since
the convergence is in the weak-∗ topology, by definition for local observables
A ∈ A(Λ) we have
ω(A) = lim
k→∞
ωnk(A),
where it is understood that the limit on the right hand side is only over states
corresponding to sufficiently large Λnk (i.e., those containing the support of
A). We say that ω is the thermodynamic limit of local Gibbs states.
If Φ is a strictly local and bounded interaction, we have seen before that
D(δ) = Aloc for the corresponding derivation. We can then argue as in The-
orem 3.3.12 and Proposition 3.4.7 that the thermodynamic limit of the local
Gibbs states defined above is a β-KMS state for the time evolution generated
by Φ. In other words, we have the following result:
Corollary 3.4.9. Let Φ be a strictly local and bounded interaction. Then there
is a KMS state for each β > 0 with respect to the dynamics generated by Φ.
Moreover, the set of ground-states is non-empty.
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Remark 3.4.10. Again, the same result can be stated for more general in-
teractions. For example, instead of the convergence of the derivations for a
fixed A, as required in Proposition 3.4.7, can be loosened to demand that
limΛ→∞ ‖αΛt (A)− αt(A)‖ → 0. This implies that there is a sequence An → A
such that for the corresponding derivations we have δn(An)→ δ(A). Note that
this allows for the situation where D(δn) is different for each n.
Von Neumann entropy
In classical statistical mechanics the equilibrium states are characterised by
minimising the free energy. We will give a quantum version of this statement,
supporting the definition of KMS states. To define the free energy we first
have to define the entropy of a state. For us it will suffice to define this only
for states that are given by density matrices in finite dimensional C∗-algebras.
The entropy can be defined for states on more general C∗ (or von Neumann)
algebras, but that requires considerable additional machinery. The interested
reader can consult [78] for the basics.
To calculate the entropy, one has to make sense of expressions of the form
logA for some operator A. But we have such tools available: it is the functional
calculus developed in Section 2.3. Since log(x) is continuous on (0,∞), it allows
us to define log(ρ) for all ρ with σ(ρ) ⊂ (0,∞). We will also need to consider ρ
such that 0 ∈ σ(ρ), however. Fortunately, to define the entropy why only need
to define ρ log(ρ), which can be done using the functional calculus applied to
the function x 7→ x log(x), where we set 0 log(0) = 0. Note that his function is
continuous on [0,∞), so we can apply it to any positive operator.
It is instructive to carry out this procedure for a simple example (cf. Exer-
cise 2.3.10). Consider A = Mn(C) and let ρ ∈ A be a self-adjoint matrix. Then
there is a complete set of eigenvalues λi with corresponding orthonormal basis
|ψi〉. Moreover, ρ =
∑n
i=1 λi |ψi〉〈ψi|. Since the |ψi〉〈ψi| are mutually commut-
ing orthogonal projections, it is easy to calculate that for a polynomial p one
has p(ρ) =
∑n
i=1 p(λi) |ψi〉〈ψi|. It follows that f(ρ) =
∑n
i=1 f(λi) |ψi〉〈ψi| for
an arbitrary continuous function f on the spectrum of A.
Consider for the moment a finite dimensional system with observable al-
gebra A = Md(C). By Exercise 2.4.8 it follows that any state on A can be
uniquely written in the form ω(A) = Tr(ρA) for some density operator ρ. Von
Neumann defined the entropy for such a density matrix ρ as
S(ρ) = −Tr(ρ log ρ). (3.4.2)
Since ρ is positive, this is well defined as explained above. This coincides with
the classical entropy of a probability distribution on {1, . . . , n} with p(i) = λi.
The von Neumann entropy plays an important role in quantum information
theory, just as its classical analogue, the Shannon entropy, does in classical
communication theory. See [76] for more details.
Exercise 3.4.11. Let A = Md(C). Show that if ρ ∈ A is a density matrix,
S(ρ) ∈ [0, log(d)]. Which states minimize or maximize the entropy?
Note that we have defined the entropy only for finite dimensional algebras.
In the quantum spin systems we have been discussing, however, we are dealing
with states on the quasi-local algebra, for which no entropy is defined (because
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in general they are not given by a density matrix ρ ∈ A). Therefore we will
look at the entropy in a finite subset of the system.
Definition 3.4.12. Let ω be a state on a quasi-local algebra A, where the local
algebras A(Λ) are finite dimensional matrix algebras. Let Λ be a finite set.
Then we define the entropy SΛ(ω) by
SΛ(ω) = −Tr(ρΛ log ρΛ),
where ρΛ is the unique density matrix such that ω(A) = Tr(ρΛA) for all A ∈
A(Λ).
Finally, we consider the relative entropy of two states. If ρ and σ are the
density matrices of two states, their relative entropy is defined as
Srel(σ|ρ) = Tr(ρ log ρ− ρ log σ).
One can show that Srel(ρ|σ) ≥ 0, where we have equality if and only if ρ = σ.
Again, one can define the relative entropy of two states on the quasi-local
algebra, when restricted to a finite region Λ, in a straightforward way.
Free energy
Consider a finite dimensional system and a time evolution given by a Hamil-
tonian H. Moreover, suppose that ρ is a density matrix giving a state of the
system. We will also write ρ for the corresponding state. Let β > 0. Then the
free energy is given by
Fβ(ρ) := ρ(H)− β−1S(ρ).
Write ρβ for the Gibbs state at inverse temperature β. Then we have
Srel(ρβ |ρ) = β(Fβ(ρ)− Φ(β)). (3.4.3)
Here Φ(β) is the value of the free energy on the Gibbs state. Since Srel ≥ 0,
it follows that the free energy is minimal when ρ is the Gibbs state at inverse
temperature β. Because Srel(ρβ |ρ) = 0 implies that ρβ = ρ it follows that
the Gibbs state can be alternatively defined as the state that minimizes the
free energy. Note that this is similar to the situation in classical statistical
mechanics.
Exercise 3.4.13. Show that Φ(β) = −β−1 log Tr(exp(−βH)) and verify that
equation (3.4.3) indeed holds.
Translationally invariant states
It would be interesting to have an analogue of the characterisation of equilib-
rium states as those that minimise the free energy for infinite systems. However
this result does not easily generalise to such systems: in general the entropy
scales proportionally to |Λ|, so that it is not very useful to define the entropy
for the whole infinite system as the limit of SΛ(ω) as Λ → ∞. One can still
look at the entropy per unit of volume, at least in the case of translationally
invariant systems, defined as S(ω) := limΛ;∞ SΛ(ω)/|Λ|. Here Λ ; ∞ is the
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limit in the sense of Van Hove. This is defined as follows. Assume that Γ = Zd,
and choose a vector (a1, a2, . . . , ad) ∈ Zd, where each ai > 0. This defines a
box Λa as follows:
Λa = {x ∈ Zd : 0 ≤ xi < ai, i = 1 . . . d}.
We can translate each box over a vector na (with n ∈ Z) to obtain a partition
of Zd into boxes. If Λ is any finite subset of Zd, we write n+Λ(a) for the number
of (translated) boxes as above that have non-empty intersection. Similarly,
n−Λ (a) is the number of boxes that are contained in Λ. We then say that a
sequence of sets goes to infinity in the sense of Van Hove, notation Λn ; ∞
(or simply without the subscript n), if
lim
n→∞
n+Λn(a)
n−Λn(a)
= 1
for all a. Note that this is a weaker form of convergence than Λ→∞, where we
only allow a certain sequence of sets Λ1 ⊂ Λ2 ⊂ . . . . Remark that if Λn ;∞
then ∪nΛn = Zd. This can be seen by taking a larger and larger.
Using this notion of convergence we can make sense of the entropy per unit
of volume in the case of translationally invariant systems. More precisely, we
have the following proposition, whose proof can be found in [12].
Proposition 3.4.14. For a translation invariant state ω the following limit
exists
S(ω) = lim
Λ;∞
SΛ(ω)
|Λ| .
It is equal to infa∈Zd SΛa(ω)/|Λa|.
In a similar manner we can define the other component in the free energy
defined above: the energy of a state. Again we look at translationally invariant
systems. In addition we assume that we are given an interaction Φ that is also
translationally invariant. The interaction should satisfy the bound
‖Φ‖ =
∑
Λ30
‖Φ(Λ)‖
|Λ| <∞,
which is certainly the case if Φ is of finite range. Again, for such systems we can
define the mean energy per unit volume. In particular we have the following
proposition.
Proposition 3.4.15. Let Φ be as above and suppose that ω is an invariant
state. Then the following limit exists:
HΦ(ω) = lim
Λ;∞
ω(HΦΛ )
|Λ| ,
where HΦΛ are the local Hamiltonians. The limit is equal to ω(EΦ), where
EΦ =
∑
Λ30
Φ(Λ)
|Λ| .
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It follows that for translationally invariant states and ditto interactions we
can again define the free energy functional by
Fβ(ω) = HΦ(ω)− β−1S(ω).
Recall that in the finite dimensional case the KMS states were precisely those
states that minimize the free energy functional (since the KMS states are pre-
cisely the Gibbs states in that case). This is true in the present setting as
well, at least if we make a slightly stronger assumption on the behaviour of the
interaction. The result can be stated as follows (again we omit the proof).
Theorem 3.4.16. Let Φ be a translationally invariant interaction such that
there is some λ > 0 such that
‖Φ‖λ =
∑
Λ30
‖Φ(Λ)‖eλ|Λ| <∞.
Write α for the corresponding time evolution. Then the following are equivalent
for a translationally invariant state:
1. ω is a KMS state at inverse temperature β with respect to α;
2. ω minimizes the free energy functional σ 7→ Fβ(σ).
For ground states there is a similar result. Under the same assumptions as
in the theorem, one can show that a translationally invariant state is a ground
state for the dynamics if and only if ω minimizes HΦ(ω).
Remark 3.4.17. We have restricted ourselves to translationally invariant
states, but similar results are also true for general systems (under suitable
assumptions on the interaction Φ). In this case the mean energy and mean
entropy lose their meaning. Instead one can look at arbitrary bipartitions of
the system in a finite part and its complement. Then one can calculate certain
entropic quantities and energies. In the calculation of the energies one has to
be careful, since there are contributions coming from the interactions at the
boundary of Λ, the so-called surface elements. Using these quantities again a
free energy functional can be defined, now depending on the region Λ. Given
a state ω, one can then look at the set CΛω of all states that agree with ω when
restricted to Λc. If for each region Λ the free energy functional applied to ω
is the same as the infimum of the value on all states in CΛω , then ω is a KMS
state (and vice versa). Details can be found in [12, Sect. 6.2.3].
Thermalisation and the second law of thermodynamics
We end the discussion of KMS states with two properties relating them to
thermodynamical questions. First of all, suppose we have a large (in our case,
infinite) system in equilibrium at inverse temperature β. We then consider
another small (finite) system in any given state and let the systems interact.
In other words, we consider a quantum system coupled to a heath bath in some
way. One expects that after some time, the small system will be driven to a
thermal state at the same inverse temperature. This is called the zeroth law
of thermodynamics. It turns out that this is true and in fact this condition
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uniquely characterizes the KMS states (under certain assumptions on the cou-
pling between the two systems). This was first proven in [54]. An overview of
the main arguments can be found in [92, pp. 114–117]. Here we will content
ourselves with a brief sketch on how to describe these systems.
As for the reservoir system, we assume that it is described by a C∗-dynamical
system (AR, αR) with corresponding generator δR. The small system is de-
scribed by a finite dimensional algebra Af = Md(C) with time evolution gov-
erned by a Hamiltonian Hf . The system as a whole is then described by the
observable algebra A = Af ⊗ AR. We can define a derivation describing the
evolution when there is no coupling between the systems. It is just given by
δ(A⊗B) = i([H,A])⊗ I + I ⊗ δR(B).
One can check that this indeed generates a time evolution of the form αt =
αft ⊗ αRt . To introduce a coupling between the systems, we have to add a
term that acts on both sides at the same time. We assume that there is an
interaction of the form λV , where λ is some parameter and V is of the form
V =
n∑
j=1
Aj ⊗ARj .
We assume that V is self-adjoint and in addition that the reservoir initially
is in a state ω. We demand that ω(ARj ) = 0 for all j. The dynamics of the
perturbed system is then generated by the derivation δ(·) + iλ[V, ·], where δ is
the derivation of the uncoupled system as above. Now suppose that the finite
system is in an initial state ρ, such that the combined system is in the state
ρ ⊗ ω. Under the time evolution the state will also undergo an evolution. At
a later point t we might be interested in the state of the finite system. In
general, the system as a whole is not in a product state any more, because of
the interactions between the bath and the system. Nevertheless, we can still
“forget” about the big system and obtain a state ρt of the small system. This
can be done with the help of a conditional expectation.15
Definition 3.4.18. Let A ⊂ B be two C∗-algebras. A positive linear map E :
A→ B is called a conditional expectation if E(I) = I and E(ABC) = AE(B)C
for all A,C ∈ B and B ∈ A.
The conditional expectation maps observables in B to observables in A.
Hence we can interpret E as an operation that limits our abilities to measure
the system. In the particular case that we are considering here it amounts to
“forgetting” about the heat bath our system is coupled to.
Exercise 3.4.19. Set Ai = Mni(C) for some positive integers n1, n2 and let
A = A1 ⊗ A2. Define a map E on A via
E(A) :=
∫
U(I⊗A2)
(UAU∗)dU.
Here the integration is with respect to the Haar measure on the group of uni-
taries in I⊗A2. Note that since this group is compact, the Haar measure exists
15This is a generalisation of the partial trace operation.
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and can be normalised to have measure 1. It is also left (and right) invariant:
d(V U) = dU for every unitary V in I ⊗ A2.
Show that E : A → A1 ⊗ I is a conditional expectation. You may use
the facts that every element in A2 can be written as a linear combination of
unitaries, and that in this case (I ⊗ A2)′ = A1 ⊗ I.16
We can now look at the state of the small system at each time t to see
how it evolves. Because of the coupling this time evolution is in general not
given by a unitary any more. Nevertheless, there is a map γt such that ρt =
γt(ρ). Technically, t 7→ γt is a one-parameter semigroup of completely positive
transformations on Af . In particular, it might not be reversible. The complete
positivity has a physical interpretation. It means that if we add another (finite
dimensional) quantum system B to it, that is not coupled to the rest of the
system, we can extend γt to a positive map on A⊗B. Indeed, by definition of
complete positivity, γt ⊗ idB is a unital positive map (and hence maps states
to states).
It is perhaps insightful to indicate how this map γt can be obtained. Sup-
pose that the full dynamics on the whole system are implemented by a one-
parameter group of unitaries t 7→ Ut (possibly acting on a GNS space of the
whole system). Recall that the reservoir is in a state ω. We can then define a
map P : Af ×Ar → Af via P (A⊗AR) = Aω(AR). Then γt : Af → Af can be
defined by
γt(A) := P (Ut(A⊗ I)U∗t ),
with A ∈ A. It can be checked that, for a state ρ on Af , ρ(γt(A)) is the
expectation value of A at time t with the state at t = 0 given by ρ⊗ω. See [93]
and references therein for a more complete discussion.
In this situation, it is shown in [54] that, roughly speaking, the following
conditions are equivalent:
1. ω is a KMS state at inverse temperature β,
2. There is a unique state ρ on the finite system that is invariant under
the dynamics induced by the coupled system. This is the Gibbs state at
inverse temperature β. Moreover, any initial state ρ0 converges to ρ as
t→∞.
Hence, as expected, the state of the small system will tend to the (unique)
equilibrium state at the same temperature as the big reservoir to which it is
coupled.
Finally we have a look at the second law of thermodynamics, which says
that one cannot extract energy from a system at thermal equilibrium in a
cyclic process (that is, by returning back to the equilibrium dynamics). Again
we first investigate the question for a finite dimensional system governed by a
Hamiltonian H. Let ω be the corresponding Gibbs state for β > 0. Note that
the energy of the system is given by ω(H). We then apply a unitary operation
U to the system, to obtain a state ωU (A) := ω(U∗AU). The energy difference
between the new and the old state is then
ωU (H)− ω(H) = ω(U∗HU)− ω(H) = −iω(U∗δ(U)), (3.4.4)
16The prime denotes the commutant, see equation (2.5.1).
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where δ(U) = i[H,U ] as usual. Now represent ω by a density operator ρ. Then
ωU is represented by a unitary equivalent density operator. But this does not
change the eigenvalues of ρ, and it follows that S(ω) = S(ωU ). Therefore we
have the following inequality for the free energy:
Fβ(ωU )− Fβ(ω) = ωU (H)− ω(H) ≥ 0.
The inequality follows because the Gibbs state minimizes the free energy. Hence
the energy of the new state cannot be lower than the energy of the equilibrium
state. By equation (3.4.4) this is equivalent to −iω(U∗δ(U)) ≥ 0. This condi-
tion can be generalised to infinite systems in a straightforward way, leading to
the condition of passivity.
Definition 3.4.20. Let (A, α) be a C∗-dynamical system with generator δ.
Suppose that ω is an invariant state. Then ω is said to be passive if
−iω(U∗δ(U)) ≥ 0
for all unitaries U in the domain D(δ).
Note that by definition ground states are passive. In a seminal work, Pusz
and Woronowicz proved that in fact any KMS state is passive [82].
Theorem 3.4.21 (Pusz-Woronowicz). Let (A, α) be a C∗-dynamical system.
Then every β-KMS state is passive.
The condition of passivity is related to the inability to let the equilibrium
system perform work, as we will outline now. Consider dynamics αt generated
by some derivation δ. At t = 0 we start perturbing the dynamics. One can
think of turning on a magnetic field, for example. We do this until some later
time T , after which all perturbations are turned off again and we are back with
the original dynamics. Mathematically this can be described as follows. At
times 0 ≤ t ≤ T , the dynamics is not generated by δ alone, but by
δPt (A) = δ(A) + i[Pt, A].
Note that if the dynamics is generated by a Hamiltonian, this amounts to
adding an extra term Pt to the Hamiltonian. We will assume that Pt : R→ A
with Pt = P ∗t for all t. Moreover, Pt = 0 if t ≤ 0 or t ≥ T . Finally, we will
assume that t 7→ Pt is differentiable.
The introduction of perturbations means that the time evolution is mod-
ified: for each t we have an automorphism αPt describing the time evolution.
Note that t 7→ αPt does not need to be a one-parameter group any more! Since
the dynamics is now time-dependent, finding the automorphisms αPt is not as
straightforward as in the time-independent case. Nevertheless, one can show
that they exist and are related to the original dynamics.
Theorem 3.4.22. Let (A, α) be a C∗-dynamical system with generator δ.
Let t 7→ Pt be as above. Then there is a unique one-parameter family of ∗-
automorphisms αPt solving the differential equation
dαPt
dt
(A) = αPt (δ(A) + i[Pt, A])
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for all A ∈ δ(D) and with initial condition αP0 (A) = A. Moreover, for each t
there is a unitary ΓPt ∈ A such that
αPt (A) = Γ
P
t αt(A)(Γ
P
t )
∗
for all A ∈ A.
One can give an explicit expression for ΓPt in terms of a perturbation series
(see [12, Sect. 5.4.4]).
Perturbing the system means that work is performed by some external
forces. The question is then, how much work is actually performed? Suppose
that initially the system is in a state ω at t = 0. At some later time the
state has evolved to ωt = ω ◦ αPt . To estimate the change in energy we divide
the interval [0, T ] up into N intervals (ti, ti+1). If N is big enough we can
assume that the state ωt doesn’t change much over the time of an interval.
The difference in energy is then given by ωti(Pti − Pti−1). Summing over all
intervals we obtain
LP (ω) =
N∑
i=1
ωti(Pti − Pti−1).
In the limit N →∞ this can be expressed as an integral.
Alternatively we can argue as in the finite case. The total amount of work
is given by the energy of the state ωT minus the energy of the state ω0 = ω.
Note that ωT (A) = ω(ΓPT αT (A)(Γ
P
T )
∗). One then has a similar result for the
energy difference of the two states as in the case of finite systems discussed
above. That is, it is given by −iω(ΓPT δ((ΓPT )∗). In fact it is equal to LP (ω)
defined above (where strictly speaking we should use the integral formulation
obtained from N →∞), that is
LP (ω) = −iω(ΓPT δ((ΓPT )∗).
This gives us the second law of thermodynamics for KMS states. Since KMS
states are passive, −iω(ΓPt δ((ΓPt )∗)) ≥ 0, hence the system has more (or equal)
energy after the “cycle” of perturbing the system and going back to the original
dynamics. It is therefore not possible to extract energy from the system in a
cycle. This gives further evidence that the notion of a KMS state is indeed the
right one to describe thermal equilibrium states.
Remark 3.4.23. Under some additional assumptions a converse is also true.
That is, under these assumptions one can show that a passive state is a KMS
state. The extra assumptions are necessary because the set of passive states
is convex. For example, a convex combination of two KMS states at different
temperatures is a passive state, but it is clearly not a KMS state at a cer-
tain temperature. Therefore one needs to impose additional assumptions to
somehow pick out the “pure phases”.
3.5 The toric code
We now apply the results and techniques developed in this chapter to an im-
portant example in quantum information theory, the toric code. This model
was first introduced by Kitaev [53]. The reason that it is called the toric code is
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Figure 3.1: Lattice on which Kitaev’s toric code is defined. The spin degrees
of freedom live on the edges between the solid dots. Also indicated are a star
(thick dashed lines) and a plaquette (thick solid lines).
two-fold: the model is often considered on a torus (i.e., as a finite system with
periodic boundary conditions in the x and y direction), and it is an example of
a quantum code. Quantum codes are used to store quantum information and
correct errors. We will only make some brief comments later on this aspect.
Instead of on a torus, we will consider the model on an infinite plane.
That is, consider the lattice Z2. The set Γ of sites is defined to consist of
the edges between nearest-neighbour points in the lattice (see Figure 3.1). At
each of these edges there is a spin-1/2 degree of freedom, with corresponding
observable algebra M2(C). We can then define the quasi-local algebra A(Γ) as
before. Note that there is a natural action of the translation group, so that it
makes sense to talk about translation invariant interactions or states.
There are two special subsets of sites that we will consider. For any vertex
v there are in total four edges that begin or end in that vertex (see the picture).
Such a set will be called a star. Similarly, one can define a plaquette, as the
edges around a vertex in the dual lattice (see the solid lines in the picture). To
a star s and a plaquette p we associate the following operators:
As =
⊗
j∈s
σxj , Bp =
⊗
j∈p
σzj .
An important property is that [As, Bp] = 0 for any star s and plaquette p.
This can be seen because a star and a plaquette always have an even number
of edges in common. Commuting the operators at each edge gives a minus sign,
because of the anti-commutation of Pauli matrices. Since the number of minus
signs is even the claim follows. Another property is that A2s = B2p = I.
The star and plaquette operators will be used to define the interactions of
CHAPTER 3. INFINITE SYSTEMS 87
the model. Namely, for Λ ∈ Pf (Γ) we set
Φ(Λ) =

−As Λ = s for some star s
−Bp Λ = p for some plaquette p
0 else
.
Note that the interaction is of finite range and bounded. Moreover, it is trans-
lation invariant. By Theorem 3.3.12 it follows that there is a one-parameter
group t 7→ αt describing the time evolution with respect to these dynamics. In
the remainder of this chapter we will discuss the ground states of this model.
We will show in detail that there is a unique translationally invariant ground
state, where we largely follow the proof of [2]. We then discuss other (non-
translational invariant) ground states.
The toric code is actually only one example of a large class of models defined
by Kitaev [53], usually called the quantum double models. For example, to each
finite group G one can associate such a model. The toric code corresponds to
the choice G = Z2, the smallest non-trivial group. Using similar methods as
discussed here one can find the translationally invariant ground state for any
finite group G [29].
To define the invariant ground state, the following lemma will be useful.
Lemma 3.5.1. Suppose that A is a unital C∗-algebra and let ω be a state on
A. Suppose X ∈ A is such that X∗ = X, the operator I −X is positive, and
ω(X) = 1. Then for each Y ∈ A we have that ω(XY ) = ω(Y X) = ω(Y ).
Proof. Because I−X is positive we can take the square root √I −X (compare
with footnote 12 on page 72), which is also self-adjoint. Hence we have
|ω((I −X)Y )|2 = |ω(√I −X√I −XY )|2 ≤ ω(I −X)ω(Y ∗(X − I)Y ) = 0,
where we used Lemma 2.4.2. The equality ω(Y (I−X)) = 0 is proved similarly,
from which the claim follows.
With the help of this lemma it is not so difficult to show that any state
with ω(As) = ω(Bp) = 1 is a ground state.
Proposition 3.5.2. Let ω be a state on A such that ω(As) = ω(Bp) = 1 for
all stars s and all plaquettes p. Then ω is a ground state of the toric code.
Proof. Let A ∈ A(Λ) be a local operator. Write δ for the derivation corre-
sponding to the toric code interaction. Because of locality, most terms in δ(A)
vanish. We obtain
δ(A) = −i
∑
s∩Λ6=∅
[As, A]− i
∑
p∩Λ6=∅
[Bp, A],
where the sum as over all stars s (plaquettes p) that have non-empty intersec-
tion with the support of A. Hence we have
−iω(A∗δ(A)) =
∑
s∩Λ6=∅
ω(A∗AAs)− ω(A∗AsA)+∑
p∩Λ6=∅
ω(A∗ABp)− ω(A∗BpA).
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But I −As and I −Bp are positive operators, since they are positive multiples
of projections, so that we can use Lemma 3.5.1 to write ω(A∗AAs) = ω(A∗A)
(and similarly for the Bp term).
We are done if we can show that ω(A∗A) − ω(A∗AsA) is positive, since
the analogous result for Bp follows from the same argument. But we have
ω(A∗(I −As)A) ≥ 0, because A∗(I −As)A is positive, since I −As is positive.
By Theorem 3.4.3 it follows that ω is a ground state.
Hence any state such that ω(As) = ω(Bp) = 1 is a ground state. This
condition can be interpreted as the condition that the operators As and Bp
stabilise the ground state. Indeed, if (pi0,H,Ω) is the corresponding GNS
representation, it follows that pi0(As)Ω = pi0(Bp)Ω = Ω. Our next goal is to
show that there in fact exist states ω such that ω(As) = ω(Bp) = 1, which is a
priori not clear, and that there in fact is a unique state with this property. We
construct this state ω by first considering a classical Ising model. Note that
this does not imply that there is a unique ground state, since there may be
ground states that do not satisfy ω(As) = ω(Bp) = 1 (and indeed, we will see
examples of such states later).
To construct ω, first consider the C∗-algebra Acl that is generated by the
operators As and Bp (for all stars s and plaquettes p). Since all generators
mutually commute, it follows that Acl is abelian. We want to map this algebra
to a algebra of observables of a classical Ising system. Recall that this is defined
as follows. Consider a set Γs of spins. In our case, we take this set to be equal
to the set of stars on the lattice. A configuration assigns to every spin s ∈ Γs
the value +1 (up) or -1. The set of all configurations S, which can be identified
with the set of functions f : Γs → {−1, 1}, is called the configuration space.
As discussed before, the set of observables is the set of (real-valued) func-
tions on the configuration space that vanish at infinity. Here we will slightly
extend this to all bounded functions. This makes no essential difference here.
A particular example are the functions σs : S → R, with σs(f) = f(s). That
is, it gives the value of the spin at site s. Note that σ2s = 1 and σ∗s = σs.
Finally, clearly all of the observables σs commute. Now we add another copy
of the system, associated with the plaquettes of the Kitaev model. We write T
for the corresponding configuration space and τp for the corresponding observ-
ables that measure the spin at the plaquette p. Hence the configuration space
S × T describes two copies of a free (non-interacting) Ising model. The idea
is then to map the algebra Acl to a algebra of observables of the two copies of
the free Ising model. But since σs and τp have the same algebraic properties
as the As and Bp, we can just map As to σs and Bp to τp. This gives an
isomorphism of the corresponding algebras. In this way we can obtain a state
on Acl by giving a state on the Ising model. Consider the state where all spins
are in the up direction (this corresponds to the Dirac measure concentrated
in the corresponding element in S × T ). Hence we obtain a state ωcl with
ωcl(As) = ωcl(Bp) = 1.
We now have a state ωcl on a abelian subalgebra Acl of A with the desired
properties. By the Hahn-Banach extension theorem, it follows that there is a
state ω on A that extends ωcl. By the proposition above it follows that ω is a
ground state, and we will now argue that the conditions that ω(As) = ω(Bp) =
1 in fact completely determine ω (so that there is a unique extension of ωcl to
A). To see why this is true, we first consider an example. Suppose A = σyj
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for some site j. We want to know the value of ω(σj). Let s be any star that
contains the site j. By applying Lemma 3.5.1, we find
ω(A) = ω(Asσ
y
j ) = −ω(σyjAs) = −ω(A),
hence ω(A) = 0. The second equality follows because σxj and σ
y
j anti-commute.
Now consider a general local element A. By linearity it suffices to show that
we can calculate ω(A) in the case that A is a monomial in the Pauli matrices,
that is,
A =
∏
j∈Λ
σ
kj
j ,
where Λ is the support of A and kj = x, y, z. The idea is to use the trick
above repeatedly, in a systematic way. We first try to find all sites plaquettes
p and stars s that have only one site in common with the support Λ of A. For
example, let p be a plaquette such that Λ ∩ p = {j} for some site j. Then, by
locality, we see that Bp and A commute if kj = z, and anti-commute otherwise.
Similarly, for star operators we have a similar result with kj = x. Hence by the
argument above, if for any of these sites we have anti-commutation, ω(A) = 0.
This forces kj for all sites j as above. Continuing in this way it follows that
ω(A) is zero unless A is a product of star and plaquette operators. In that
case, clearly we have ω(A) = 1 by a repeated application of Lemma 3.5.1. It
follows that ω is completely determined on all local operators, and hence on
all of A since the local operators are dense in A and ω is continuous (because
it is a state). Note that the state is manifestly translationally invariant.
The state ω that we have constructed is the only translationally invariant
ground state. This can be seen as follows. Suppose that ρ is any translationally
invariant state. First of all, note that ρ(As) and ρ(Bp) are real because both
operators are self-adjoint. By translational invariance, the value of As is the
same for all stars s, and similarly for Bp. Now, since A2s = I, it follows from the
Cauchy-Schwarz inequality, Lemma 2.4.2, that ρ(As) ≤ 1. But if ρ(As) < 1,
it is clear that HΦ(ρ) > HΦ(ω), where HΦ is the mean energy as before. By
the paragraph following Theorem 3.4.16 it follows that ρ cannot be a ground
state. The argument for the case that ρ(Bp) 6= 1 is the same.
Remark 3.5.3. This ground state of the Kitaev model is actually special in
the sense that it minimizes each of the terms in the Hamiltonian individually. A
ground state for which this is true is called completely free of frustration. This
is true here, essentially, because all the terms in the Hamiltonian commute with
each other. Hence one expects that they all can be diagonalised simultaneously.
The unique translationally invariant ground state ω of the system is a pure
state. To show that one can argue as follows. First restrict ω to the abelian
algebra AXZ generated by the As and Bp. Using the characterisation of ω given
above, it is not difficult to see that ω(AB) = ω(A)ω(B) for all A,B ∈ AXZ .
Hence ω  AXZ is a pure state, since it is a character (Proposition 2.5.15). It
is known that every pure state on a unital subalgebra of a C∗-algebra can be
extended to a pure state of the whole algebra [11, Prop. 2.3.24], and since as
we have seen above that there is a unique extension in this case, ω must be
pure. The discussion can be summarised in the following theorem.
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Theorem 3.5.4. The toric code on the plane has a unique translationally
invariant ground state ω, which is a pure state. It is completely determined by
the conditions ω(As) = ω(Bp) = 1.
The situation changes when we require that the ground states need not be
translationally invariant, and one can construct other ground states.
Ground states of the finite model
Before we consider other ground states of the toric code it is instructive to
consider the finite version of the model. In particular, there are differences
regarding the ground state degeneracy. In the finite model, one takes a compact
surface of genus g. The genus is rougly the number of holes, so a torus has
genus one. On this compact surface one can draw a (finite) graph, where the
edges represent the spin degrees of freedom.17 Again considering the case of the
torus, one can think of a square lattice, and identify the left and right edges,
as well as the top and bottom edges, to get a graph that can be embedded into
the torus. Once one has the graph, the edges determine the Hilbert space of
the system and one can define a Hamiltonian in the model in a similar way
as above. The ground state degeneracy can then to be shown to be equal to
4g. Note that this is consistent with the uniqueness of the ground state on the
plane, since the plane has genus zero.
We will outline why this is the case in case of the torus. Note that for
the torus, there are two different non-contractible loops on the surface. If we
model the torus as a square with the edges identified, these loops correspond
to a horizontal and a vertical line from edge to edge. We can form such a
loop by connecting edges in the graph. Let us call one such loop ξZ . To this
path ξZ we associate an operator FξZ =
⊗
j∈ξZ σ
z
j . Note that FξZ commutes
with all star operators and all plaquette operators. Hence we cannot apply the
trick above, so what ω(FξZ ) is not determined. This essentially gives an extra
parameter in the definition of ground states. If we combine this with a loop on
the dual lattice (with operators σxj ), and a combination of the two, we obtain
a four dimensional ground state.
It has been the hope that this degenerate ground state space could be used
to store quantum information (or qubits). The idea is that we would encode
the information in a certain state in the ground space. Since on the torus
the ground state is four-fold degenerate, this would allow us two store two
qubits, i.e. C2 ⊗ C2. The hope was that this would lead to a reliable storage.
That is, the state should not change because of small perturbations due to the
environment, such as thermal noise. This is a natural requirement if one wants
to store information for a longer time, just as with a classical hard disk you
expect to be able to read your files again if you turn on your computer the
next day. The essential idea now is that to transform the state FξZΩ, where
Ω is a state in the ground space, to another (orthogonal) state in the ground
space, one has to do a non-local operation, where locality is interpreted here
in terms of the system size. Here, to undo the effect of the path operator, one
has to apply another operator going around the loop. If we make the system
17One needs to demand some additional conditions on the graph to avoid pathological
cases.
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big, such non-local operations are very unlikely to occur as a result of thermal
fluctuations [21].
A more careful analysis unfortunately shows that that this is a bit too
optimistic, see for example [2, 3, 20, 56].18 For example, what can happen
is that a local (pair) of excitations gets created. This is local, and will not
destroy the information in the ground state. However, there is no energy
penalty for moving the excitations around. This has the effect that they may
spread out very fast, to get something that is not local any more. It is now
generally accepted that the toric code is not a good quantum memory, and
finding a system that is, is one of the big challenges in quantum computing at
the moment.
Excitations of the toric code
The other (non-translational invariant) ground states of the toric code are
related to excitations of the model. This may seem counter-intuitive at first,
but we will see later why this is true.
Let ξ be a (finite) non-intersecting path on the lattice, that is, a set of edges
ei such that the endpoint of ei connects to the initial point of ei+1. Then, as
above, we can define an operator Fξ :=
⊗
j∈ξ σ
z
j . That is, we act with σz on
each site j of the path. The operator Fξ will be called a path operator. Note
that Fξ commutes with all plaquette operators Bp. The same is true for all
star operators As as well, except for two cases: if s is either based on the start
of the path, or at the end. In that case, the star s will have an odd number
of edges in common with the path ξ, and hence As and Fξ are easily seen to
anti-commute.
Now consider a ground state Ω of the finite-dimensional model. Since all
terms in the Hamiltonian commute, we can diagonalise them all at the same
time, and we see that a ground state necessarily has AsΩ = BpΩ = Ω. Now let
us look at what happens with the energy if we apply Fξ to the ground state.
By the observation above, it is easy to check that
HFξΩ = Fξ(2As1 + 2As2 +H)Ω = (4 + E0)FξΩ,
where E0 is the ground state energy, i.e. HΩ = E0Ω, and s1 and s2 are the
stars at the endpoints of ξ. Hence FξΩ is an excited state, and the extra energy
comes precisely from the stars at the endpoints of ξ. It therefore makes sense to
think of the state FξΩ as describing a configuration where there is an excitation
located at the star s1, and one located at s2.
A similar thing can be done with dual paths, which are paths on the dual
lattice. In other words, such paths consists of (dual) edges between the centres
of the plaquettes. Note that these dual edges cross precisely one edge in the
lattice. We identify the dual path ξ̂ with these edges in the lattice. In that way
we can define the dual path operator Fξ̂ :=
⊗
j∈ξ̂ σ
x
j . They commute with all
star operators and with all plaquette operators, except for the Bp at the ends
of the path. We think of Fξ̂Ω as a state with an excitation at each plaquette at
the end of ξ̂. Hence there are two types of excitations in the toric code: those
located at stars, and those located at plaquettes.
18This is only a small selection on the vast amount of literature on so-called self-correcting
quantum memories.
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Exercise 3.5.5. Let Ω be a ground state vector of the toric code. Show that
for two paths ξi which have the same endpoints, it holds that Fξ1Ω = Fξ2Ω.
(Hint: consider operators of the form AsFξi .) Prove a similar result for dual
paths.
This exercise, together with the energy calculation above, shows that we
can use path operators to create pairs of excitations, and the resulting state
does not depend on the specific choice of path.19 Also note that we can use the
path operators to move the excitations around. Let ξ1 and ξ2 be two paths on
the lattice, sharing an endpoint. If we write ξ1ξ2 for the concatenated path, it
is clear from the definition that Fξ1Fξ2 = Fξ1ξ2 . So if we have a two-excitation
state Fξ1Ω, and we apply the unitary Fξ2 to this state, we obtain the new two-
excitation state Fξ1ξ2Ω. Hence effectively what we have done is moving around
one of the excitations. Similarly we can remove two excitations, by acting with
a path operator that closes the loop. In fact, a bit of thought shows that the
number of excitations of the toric code is conserved modulo 2. This is a form
of charge conservation.
We will be interested in states with a single excitation. Using the descrip-
tion above it is apparent that there are no local operators that create such a
state. There is however something else we can do: since the excitations can be
moved around, in the thermodynamic limit we can try to move on excitation
to infinity. Indeed, this can be done. Choose a semi-infinite path ξ going off
to infinity (for simplicity, one can think of a straight line). We write ξn for the
(finite!) path consisting of the first n edges of ξ. Then for A ∈ A, we can define
ρ(A) := lim
n→∞FξnAF
∗
ξn . (3.5.1)
The interpretation is that this map describes how the observables of the system
change in the presence of an excitation in the background.
Exercise 3.5.6. Show that ρ(A) as above is well-defined and defines an auto-
morphism of A. In addition, show that ω0 ◦ ρ is a pure state, where ω0 is the
translational invariant ground state of the toric code.
The automorphism ρ depends on the specific choice of path. However, if
we look at the state ω0 ◦ ρ, this is no longer true: it only depends on the
location of the single excitation. Hence the direction in which we moved the
other excitation away is not observable.
Exercise 3.5.7. Choose two semi-infinite paths ξ1 and ξ2 going off to infinity,
such that their starting points coincide. Let ρ1 and ρ2 be the corresponding
automorphisms, defined via equation (3.5.1). Let ω0 be the translation invariant
ground state. Use Exercise 3.5.5 to show that ω0 ◦ ρ1 = ω0 ◦ ρ2, and conclude
that there is a unitary U such that Upi0 ◦ ρ1(A) = pi0 ◦ ρ2(A)U for all A ∈ A.
19It should be noted that this is only true if we just have two excitations. As soon as
we use path operators to create more excitations, that is states of the form Fξ1Fξ2Ω, they
are only unique up to a phase. This phase depends on whether paths associated to different
types of charges cross or not, and is due to the anyonic nature of the excitations. We will
discuss this in more detail in Section 5.3.
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Non-invariant ground states
The states ω0 ◦ ρ discussed above give us new examples of ground states. It is
perhaps not immediately clear why this would be a ground state. Indeed, the
flipped star (or plaquette) that remains leads to an energy increase for the local
Hamiltonian at that site. In other words, ω0 ◦ ρ(HΛ) − ω0(HΛ) = 2 for each
set Λ containing the star or plaquette at the end of the path. Nevertheless,
this is still a ground state. Heuristically this can be understood as follows.
Using local operations it is possible to move the excitation around. While
this lowers the energy density locally, it raises the energy density at the new
location of the excitation, leaving the total energy of the system untouched.
One can show that is all one can do with local operations, so that it is for
example not possible to obtain the translationally invariant ground state by
only acting on a finite part of the system. This is an example where a system
admits different superselection sectors as ground states. We will study the
superselection structure of the toric code in more detail in Section 5.3.
Exercise 3.5.8. Let ω0 be the translationally invariant ground state of the
toric code on the Z2 lattice. Recall that if A is a monomial of Pauli matrices,
ω0(A) = 1 if and only if A is a product of star and plaquette operators, and zero
otherwise. Let ξ be the path going from the origin to infinity along the x-axis
and let ρ be the corresponding automorphism, defined in equation (3.5.1). Show
that ω0 ◦ ρ is a ground state, i.e. that −iω0 ◦ ρ(A∗δ(A)) ≥ 0 for all A ∈ D(δ).
It is important that one of the excitations is moved to infinity, so that we
cannot remove all excitations with local operators:
Exercise 3.5.9. Let ξ be a finite path on the lattice with distinct beginning
and end point, and let Fξ the corresponding path operator. Show that ω(A) :=
ω0(FξAF
∗
ξ ) is not a ground state, where ω0 is the translationally invariant
ground state.
Exercise 3.5.8 gives an example of a non-translational invariant ground
state. A natural question is if there are other ground states that we have not
found yet. This amounts to classifying all states ω such that −iω(A∗δ(A)) ≥ 0
for all A ∈ D(δ). In general this is a difficult task, and not many results of
this type are known. Fortunately, the toric code is simple enough to make this
problem tractable, essentially because we can reduce it to classifying ground
states of the toric code Hamiltonian on a finite system with certain boundary
conditions.
To state the result, recall that there are two types of excitations: of stars
and of plaquettes. Consider the path ξZ from the origin up in a straight line
to infinity. Let ξ̂X be the dual path going through the plaquettes on the right
of ξZ . Then we can define the corresponding automorphisms ρX and ρZ , via
equation (3.5.1). Finally, set ρY = ρX ◦ ρZ . We think of ρY as describing a
“composite” excitation of both a star and a plaquette excitation. This can be
seen as an “elementary” excitation (or charge) as well, since there are no local
operators converting it into an excitation of a different type. For convenience,
we set ρ0 = id, the trivial automorphism of A.
With the notation introduced above it is now possible to give a complete
description of the set of all ground states of the toric code [18]:
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Theorem 3.5.10. Let ω be a ground state of the toric code in the thermody-
namic limit. Then there are states ωk, k = 0, X, Y, Z, such that ω is a convex
combination of the ωk, and each ωk is (quasi-)equivalent to ω0 ◦ ρk, where ω0
is the unique translational invariant ground state. In particular, if ω is pure,
it is equivalent to ω0 ◦ ρk for some k.
Here quasi-equivalence of states means that the corresponding GNS repre-
sentations are quasi-equivalent. Two representations pi1 and pi2 are said to be
quasi-equivalent if each subrepresentation of pi1 (that is, a representation that
is obtained by restricting pi1 to an invariant subspace) is unitarily equivalent to
a subrepresentation of pi2, and vice versa. In the case of irreducible represen-
tations this quasi-equivalence is equivalent to unitary equivalence (since there
are no non-trivial invariant subspaces of the Hilbert space).
4 | Lieb-Robinson bounds
One important difference between relativistic systems and non-relativistic sys-
tems (such as the ones we consider here), is that for relativistic system one
has causality : information cannot travel faster than the speed of light. In
lattice systems there is no such natural bound. Correlations can, in principle,
spread arbitrarily fast. Nevertheless, under suitable conditions there is a maxi-
mum velocity in the system, which dictates how fast information can propagate
through the system. This is essentially what a Lieb-Robinson bound is.
The first of these bounds was proven by Lieb and Robinson in 1972 [58],
where the authors assumed translation invariance. This allowed them to use
Fourier techniques to prove the result. In the next three decades, comparatively
little work was done on this type of bounds. This changed however drastically
around 2004, when people realised that such bounds are very useful in studying,
for example, many body systems and quantum information. For example, Hast-
ings [45] used an improved version of the bound to prove a multi-dimensional
version of the Lieb-Schultz-Mattis theorem. This theorem tells us something
about the low energy excitations of gapped Hamiltonians. Around the same
time, Nachtergaele and Sims [70] proved a version of the Lieb-Robinson bound
that does not require translational invariance. In addition, they showed that
for Hamiltonians with an energy gap, one has exponential decay of correlation
functions (in terms of the distance of the support of two observables). After
that, many new applications and improvements of the Lieb-Robinson bounds
have been found. For more information we refer to [72, 73].
4.1 Statement and proof for local dynamics
Before we can state the Lieb-Robinson theorem, we first have to make clear
what kind of systems we want to consider. Here we will largely follow the work
of Nachtergaele and Sims [70]. The class of systems that we allow will be much
wider than those considered in the previous chapter. Again, we will consider a
set Γ of sites, together with a metric d on the set of sites. At each site x ∈ Γ
we have a finite dimensional system, as before. We allow the dimension to vary
from site to site, as long as there is a (finite) upper bound N to this dimension.
This condition can be dropped for suitable interactions, but it will complicate
the proofs.
The class of interactions that we consider will be bigger than before as well.
In particular, we define the following norm of an interaction Φ:
‖Φ‖λ := sup
x∈Γ
∑
Λ3x
|Λ|‖Φ(Λ)‖N2|Λ|eλ diam(Λ), (4.1.1)
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Figure 4.1: The first four steps of the construction of a non-regular set of sites
Γ. The metric is the graph metric, that is, d(x, y) is the minimum number of
edges to traverse to go from vertex x to vertex y.
where λ > 0 is some constant. We consider all interactions for which ‖Φ‖λ <
∞. Note that this includes all bounded interactions of finite range, and hence
all interactions we have considered so far.
We will also need a regularity condition on the set Γ and the metric d. In
particular, it is important that the number of sites does not grow too fast, in
the following sense. Pick a fixed site x0 ∈ Γ, for example the origin in a lattice.
Let Bn(x0) be the set of sites x ∈ Γ with d(x, x0) < n. With this notation we
make the following definition:
Definition 4.1.1. Let (Γ, d) be a set of sites with a metric d. Let λ > 0.
We say that Γ is λ-regular if
∑∞
n=1 f(n)e
−λn < ∞, where f(n) = |Bn(x0) \
Bn−1(x0)| for some fixed x0.
Note that the condition in fact does not depend on the choice for x0. A
sufficient condition is if |Bn(x0)| grows polynomially in n, for example in the
case of Γ = Zd with the usual metric: in that case |Bn(x0)| ∼ nd. It is also not
so difficult to think of a counterexample. Consider a graph Γ0 consisting of a
single vertex x0, and no edges. Then define Γ1 by adding two vertices to Γ1 and
connecting them with an edge to x0. Then for each n > 2, define Γn by adding
n + 1 new vertices for each vertex added in step n − 1, and connect them to
that vertex. The set Γ is the union of all Γn, with the obvious identifications.
This is an infinite graph, and is a metric space with the usual graph metric.
Since the number of points in a ball centred around any vertex v grows faster
than exponentially in the size of the ball, it is not λ-regular for any λ. The
first few steps are display in Figure 4.1.
The proof of the Lieb-Robinson bounds requires us to make many norm
estimates of commutators. For this reason, it will be convenient to introduce
the shorthand notation
CA,B(x, t) := [αt(A), B],
where x ∈ Γ, A ∈ A({x}) and B ∈ A. Similarly we define
CB(x, t) := sup
A∈A({x}),A 6=0
‖CA,B(x, t)‖
‖A‖ ,
that is, the maximum value of the norm of CA,B(x, t), taking into account
irrelevant rescaling of the operator A. The bound that we will prove will give
an estimate on the norm of CB(x, t). In particular, this norm will decrease
exponentially as the distance between x and the support of B becomes bigger.
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Theorem 4.1.2 (Lieb-Robinson). Let λ > 0 and consider a λ-regular set Γ.
Then for all interactions Φ with ‖Φ‖λ <∞, sites x ∈ Γ and t ∈ R and B ∈ A,
we have the bound
CB(x, t) ≤ e2|t|‖Φ‖λCB(x, 0) +
∑
y∈Γ,y 6=x
e−λd(x,y)
(
e2|t|‖Φ‖λ − 1
)
CB(y, 0).
(4.1.2)
Before we go into the proof, we discuss some specific forms of the bounds.
A special and very useful case is when the operator B is strictly local, so that
B ∈ A(Λ) for some Λ ∈ Pf (Γ). If in addition x /∈ Λ, it follows by locality that
CB(x, 0) = 0. Hence the first term in the bound can be dropped. The second
term can be estimated as well, as is outlined below.
Another useful observation is that it is easy to extend the bounds to (local)
operators A that are supported on more than one site, lets say on the finite set
Λ. Indeed, note that A can be written in the form
A =
∑
i1,...ik
λi1,...,ikEi1 · · ·Eik , (4.1.3)
where the λ are complex coefficients and where for each l, {Eil} is a set of
matrix units of A({l}) with l ∈ Λ. For example, one can take the matrices that
have a one in exactly one entry, and zeros elsewhere. Note that by the uniform
bound on the dimension of the Hilbert spaces at each site, there are at most
N2|Λ| terms in the sum. We can then repeatedly apply the inequality
‖[A1A2, B]‖ ≤ ‖A1‖‖[A2, B]‖+ ‖A2‖‖[A1, B]‖,
which follows from the triangle inequality. Taking also the summations into
account, we can make the following estimates:
‖[αt(A), B]‖ =
∥∥∥∥∥∥
∑
i1,...ik
λi1,...,ik [αt(Ei1) · · ·αt(Eik), B]
∥∥∥∥∥∥
≤ ‖A‖
∑
i1,...ik
‖[αt(Ei1) · · ·αt(Eik), B]‖
≤ ‖A‖
∑
i1,...ik
k∑
λ=1
‖[αt(Eiλ), B]‖
≤ ‖A‖N2|Λ|
∑
λ∈Λ
CB(λ, t).
Here we used that ‖Eij‖ = 1 in the third line, and the Lieb-Robinson theorem
in the last line.
Next, if B is also strictly local, we can find a more explicit bound for
CB(x, t). In particular, we can bound the right-hand side of equation (4.1.2)
as follows. First, note that by locality [A,B] = 0 if the supports of A and B are
disjoint. Hence CB(y, 0) = 0 if y /∈ supp(B). If y ∈ supp(B), we can use the
trivial bound on the commutator, and we obtain CB(y, 0) ≤ 2‖B‖χsupp(B)(y).
Here χsupp(B) is the indicator function of the set supp(B). Also note that
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exp(−λd(x, y)) ≤ exp(−λd(x, supp(B)) if y ∈ supp(B). Hence we can conclude
that
CB(x, t) ≤ e2|t|‖Φ‖λCB(x, 0) + 2| supp(B)|‖B‖e−λd(x,supp(B))
(
e2|t|‖Φ‖λ − 1
)
.
We might as well estimate the e2|t|‖Φ‖λ − 1 term by dropping the −1, and
take all the terms together. Combining these results we obtain the following
corollary.
Corollary 4.1.3. Consider the same setting as in Theorem 4.1.2 and suppose
that A ∈ A(Λ1) and B ∈ A(Λ2) are local operators. Then we have the bound
‖[αt(A), B]‖ ≤ 4‖A‖‖B‖|Λ1||Λ2|N2|Λ1|e2|t|‖Φ‖λ−λd(Λ1,Λ2).
This is a very rough bound, and with some extra work (and assumptions
on the metric), it is possible to improve on it. For example, if Λ1 ∩ Λ2 =
∅, then we can use e2|t|‖Φ‖λ − 1 instead of e2|t|‖Φ‖λ . We will later discuss
further improvements of this bound (at the expense of some mild additional
assumptions), but first we will give the proof of Theorem 4.1.2.
As mentioned, the proof largely follows [70], which in turn is based on the
proof given in [12], the main difference being that no Fourier theory techniques
are no longer used, to be able to dispense of the translational invariance re-
quirement. There is a technical issue, however: a priori it is not clear that
interactions such that ‖Φ‖λ <∞ in fact generate dynamics on the whole sys-
tem, since we have only proven this result for interactions of finite range. The
first step would be to define a derivation that generates the dynamics. Suppose
that A ∈ A(Λ). Then we have
‖δ(A)‖ =
∥∥∥∥∥∥
∑
X∩Λ6=∅
[Φ(X), A]
∥∥∥∥∥∥ ≤
∑
x∈Λ
∑
X3x
‖[Φ(X), A]‖
≤ 2‖A‖
∑
x∈Λ
∑
X3x
‖Φ(X)‖ ≤ 2|Λ|‖A‖‖Φ‖λ.
Hence we can define a derivation δ with domain D(δ) = Aloc. However, this is
not quite enough to show that δ is the generator of dynamics.1 There are differ-
ent ways of doing this, but here we follow a strategy similar to the proof of The-
orem 3.3.12. That is, we consider the local dynamics αΛt (A) := eitHΛAe−itHΛ ,
and show that αΛt → αt as Λ grows. The easiest way to prove this is by first
deriving a variant of the Lieb-Robinson bound for the local dynamics. Note
that since we are considering only local dynamics, it is not necessary to make
any assumptions on Γ.
Lemma 4.1.4. Let λ > 0. Then for all interactions Φ with ‖Φ‖λ < ∞, sites
x ∈ Γ and t ∈ R and B ∈ A, and finite subsets Λ of Γ, we have the bound
CΛB(x, t) ≤ e2|t|‖Φ‖λCB(x, 0) +
∑
y∈Γ,y 6=x
e−λd(x,y)
(
e2|t|‖Φ‖λ − 1
)
CΛB(y, 0),
(4.1.4)
where CΛB(x, t) = [α
Λ
t (A), B], and αΛt (A) = eitHΛAe−itHΛ .
1Technically, δ must have a closed extension.
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Proof. Let x ∈ Γ and A ∈ A({x}) and suppose that B ∈ A. We first look at
CΛA,B(x, t). Note that
[αΛt (A), B]− [A,B] =
∫ t
0
d
ds
[αΛs (A), B]ds =
∫ t
0
[αΛs (δΛ(A)), B]ds,
by the fundamental theorem of calculus. We also used that the derivative at
t = 0 of αΛt (A) is equal to δΛ(A) := i[HΛ, A], and the one-parameter group
property of αΛt . Hence, writing this out we obtain
CΛA,B(x, t) = C
Λ
A,B(x, 0) + i
∑
X⊂Λ,X3x
∫ t
0
[αΛs ([Φ(X), A]), B]ds. (4.1.5)
To get a bound for CΛB(x, t) we can take the norm of this expression, and
repeatedly use the triangle inequality, to obtain
CΛB(x, t) ≤ CΛB(x, 0) +
∑
X⊂Λ,X3x
∫ |t|
0
sup
A∈A({x})
‖[αΛs ([Φ(X), A]), B]‖
‖A‖ ds. (4.1.6)
We want to estimate the terms under the integral sign. First note that if
X ∈ Pf (Γ) and x ∈ X, then [Φ(X), A] is an element of A(X) (and if x /∈ X it
is zero, by locality). We can then again write it in terms of matrix units, as
we did before in equation (4.1.3). Note that for the coefficients we must have
|λi1...ik | ≤ 2‖Φ(X)‖‖A‖. We also have that
‖[αt(Ei1 · · ·Eik), B]‖ ≤
∑
x∈X
CΛB(x, t),
since ‖Eij‖ = 1. Combining everything with equation (4.1.6), we arrive at the
bound
CΛB(x, t) ≤ CΛB(x, 0) + 2
∑
X⊂Λ,X3x
‖Φ(X)‖N2|X|
∫ |t|
0
∑
y∈X
CΛB(y, s)ds.
Note that CΛB(x, t) appears both on the left and the right hand side. Hence we
can again apply the inequality to the term under the integral, and so on. We
first introduce the following shorthand notation:
ϕ(x, y) :=
∑
X3x,y
‖Φ(X)‖N2|X|.
Note that the sum is over all finite sets X that contain both the point x and
y. With this notation we can obtain the following bound for CΛB(x, t):
CΛB(x, t) ≤ CΛB(x, 0) + 2
∫ |t|
0
∑
y∈Γ
ϕ(x, y)CΛB(y, s)ds. (4.1.7)
Note that this bound can be obtained from the bound above, by dropping the
restriction that X ⊂ Λ in the summation. This clearly gives a worse bound,
but has the advantage that we lose the dependence on Λ in the constants, and
makes for nicer expressions.
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We can now iterate this expression, and calculate the integrals over the
constants terms, to get the following series in |t|:
CΛB(x, t) ≤ CB(x, 0) + 2|t|
∑
y∈Γ
ϕ(x, y)CΛB(y, 0)
+
(2|t|)2
2
∑
y∈Γ
ϕ(x, y)
∑
y′∈Γ
ϕ(y, y′)CΛB(y
′, 0)+
+
(2|t|)3
3!
∑
y∈Γ
ϕ(x, y)
∑
y′∈Γ
ϕ(y, y′)
∑
y′′∈Γ
ϕ(y′, y′′)CΛB(y
′′, 0) + . . . .
Now set ϕλ(x, y) := eλd(x,y)ϕ(x, y). The idea is to first rewrite the term above
in terms of ϕλ. To get the idea, we will do this explicitly for the term propor-
tional to |t|2, the other terms are similar. We have∑
y∈Γ
∑
y′∈Γ
ϕ(x,y)ϕ(y, y′)CΛB(y
′, 0)
=
∑
y∈Γ
∑
y′∈Γ
e−λ(d(x,y)+d(y,y
′))ϕλ(x, y)ϕλ(y, y
′)CΛB(y
′, 0)
≤
∑
y∈Γ
∑
y′∈Γ
e−λd(x,y
′)ϕλ(x, y)ϕλ(y, y
′)CΛB(y
′, 0)
=
∑
y∈Γ
∑
y′∈Γ
e−λd(x,y)ϕλ(x, y′)ϕλ(y′, y)CΛB(y, 0)
where we used the triangle inequality to conclude that d(x, y′) ≤ d(x, y) +
d(y, y′). Doing a similar rewriting with the other terms, we arrive at the
following bound
CΛB(x, t) ≤
∑
y∈Γ
e−λd(x,y)f(x, y)CΛB(y, 0),
where f(x, y) is the function
f(x, y) =δx,y + 2|t|ϕλ(x, y) + (2|t|)
2
2
∑
y′∈Γ
ϕλ(x, y
′)ϕλ(y′, y)+
(2|t|)3
3!
∑
y′′∈Γ
∑
y′∈Γ
ϕλ(x, y
′′)ϕλ(y′′, y′)ϕλ(y′, y) + . . . .
Note that we see that the exponential decay becomes clear from the bound
now. It remains to estimate the sums over ϕλ. Note that for each x ∈ Γ,∑
y∈Γ
ϕλ(x, y) =
∑
y∈Γ
∑
X3x,y
‖Φ(X)‖N2|X|eλd(x,y)
≤
∑
X3x
∑
y∈X
‖Φ(X)‖N2|X|eλ diam(X)
=
∑
X3x
|X|‖Φ(X)‖N2|X|eλ diam(X) ≤ ‖Φ‖λ,
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where we used the definition of ‖Φ‖λ in the last step. Using this inequality we
can estimate f(x, y) by
f(x, y) ≤ δx,y + (e2|t|‖Φ‖λ − 1).
Plugging this in the expression for CΛB(x, t) we finally obtain
CΛB(x, t) ≤ e2|t|‖Φ‖λCΛB(x, 0) +
∑
y∈Γ,y 6=x
e−λd(x,y)(e2|t|‖Φ‖λ − 1)CΛB(y, 0).
This concludes the proof.
4.2 Existence of dynamics and proof of Theorem 4.1.2
The next goal is to show that the Lieb-Robinson bound for finite volume dy-
namics implies that the corresponding dynamics converge to some dynamics
αt on the entire system.
Theorem 4.2.1. Suppose that Γ is λ-regular and that we have an interaction
Φ with ‖Φ‖λ <∞. Then the local dynamics converge to a strongly continuous
one-parameter group of automorphisms αt, i.e. for all A ∈ A we have
lim
Λ→∞
‖αΛt (A)− αΛt (A)‖ = 0.
Convergence is uniform for t in the compact intervals [−T, T ].
Proof. For simplicity we will assume t > 0, t < 0 is shown by making the
obvious changes. Let A ∈ A(Λ) be a local observable and suppose that Λn ⊂
Λm are finite sets. Then∥∥∥αΛmt (A)− αΛnt (A)∥∥∥ = ∥∥∥∥∫ t
0
d
dt
[
αΛms (A)− αΛns (A)
]
ds
∥∥∥∥
=
∥∥∥∥∫ t
0
αΛms (δΛm(α
Λn
t−s(A))− δΛn(αΛnt−s(A)))ds
∥∥∥∥
=
∥∥∥∥∫ t
0
αΛms
([
HΛm −HΛn , αΛnt−s(A)
])
ds
∥∥∥∥
≤
∑
x∈Λm\Λn
∑
X3x
∫ t
0
∥∥∥[Φ(X), αΛnt−s(A)∥∥∥ ds.
We can again apply the trick of expanding Φ(X) into matrix units, as in the
proof of Lemma 4.1.4. This gives the bound∥∥∥αΛmt (A)− αΛnt (A)∥∥∥ ≤ ∑
x∈Λm\Λn
∑
X3x
‖Φ(X)‖N2|X|
∑
y∈X
∫ t
0
CΛnA (y, t− s)ds.
This brings us in a position to apply Lemma 4.1.4. Since we do not need the
sharpest bound possible, we take together both terms in the bound to obtain
the upper bound∑
x∈Λm\Λn
∑
X3x
‖Φ(X)‖N2|X|
∑
y∈X
∑
z∈Λ
e−λd(y,z)CA(z, 0)
∫ t
0
e2|t−s|‖Φ‖λds.
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where we used that CA(y, 0) = 0 if y /∈ Λ by locality. This allowed us to get rid
of the infinite sum over Γ. Now note that by the triangle inequality, d(x, z) ≤
d(x, y) + d(y, z) ≤ diam(X) + d(y, z). Hence e−λd(y,z) ≤ e−λd(x,z)+λ diam(X).
Also note that we can find a constant CT such that the integral in the expression
above is majorised by CT for all t ∈ [−T, T ]. Combining these observations it
follows that
2CT
∑
x∈Λm\Λn
∑
X3x
‖Φ(X)‖N2|X||X|eλ diam(X)
∑
z∈Λ
e−λd(x,z)
≤ 2CT ‖Φ‖λ‖A‖
∑
x∈Λm\Λn
∑
z∈Λ
e−d(x,z).
is an upper bound, where we first used the estimates from above and then
replaced the summation over y with |X|, and that CA(y, 0) ≤ 2‖A‖. By the
regularity condition on Γ the summation converges to zero as Λn → ∞. The
proof that αt is a one-parameter group of automorphisms is the same is the
proof of Theorem 3.3.12.
This theorem shows that we can use Lieb-Robinson bounds for local dy-
namics to show that global dynamics exist. This now finally allows us to prove
Theorem 4.1.2.
Proof of Theorem 4.1.2. The above theorem gives uniform convergence of the
local dynamics to the global dynamics αt, from which the claim follows with
Lemma 4.1.4.
Alternatively, now we know that the global dynamics exist, it can be shown
that the closure of the derivation δ of Section 4.1 generates this dynamics. The
claim can then be proven directly by replacing the local dynamics with global
dynamics in the proof of Lemma 4.1.4.
4.3 Locality of time evolution
We are interested in the time evolution of local observables. As the time evolves,
in general the size of the support will spread out. But if Lieb-Robinson bounds
apply one expects that this spread will be limited. Such considerations are
important, for example, when one wants to build quantum computers based
on large quantum mechanical systems. For example, if one performs some
operation on a small part of the system, it is important to know how long
it will take before another distant part of the system is affected by this local
operation. In relativistic systems this is limited by a strict upper bound: the
speed of light. So in a sense, Lieb-Robinson bounds give an analogue of the
speed of light in quantum lattice systems. There is however one important
difference: the Lieb-Robinson bound is usually not strict, in the sense that
there will be some small, exponentially suppressed “leakage”, as we will see.
To answer this question we first consider the following question. Consider
an operator A supported on some finite set Λ. Then for any operator B whose
support is disjoint from Λ, we have that [A,B] = 0. Conversely, if A is any
operator and [A,B] = 0 for any B ∈ A(Λc) for some finite set Λ, then it
follows that A ∈ A(Λ) (see [94, Prop. IV.1.6] or Exercise 3.2.3). In practice,
strict commutativity is a bit too much to ask, and will rule out the dynamics
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generated by many interesting interactions. So instead of strict commutation,
we assume only that the norm of the commutator is small. The effect is that
although A need not be strictly local any more, it can be approximated by
an operator A′ that is localised in Λ. This is the content of the following
lemma [69].
Lemma 4.3.1. Let Λ ∈ Pf (Γ). Suppose that ε > 0 and A ∈ A are such that
‖[A,B]‖ ≤ ε‖A‖‖B‖ for all B ∈ A(Λc).
Then it follows that there is some AΛ ∈ A(Λ) such that ‖AΛ −A‖ ≤ ε‖A‖.
We will not give the proof of this statement, but instead consider as an
example the simpler case of finite systems. More precisely, we assume that we
are given a Hilbert space H = H1 ⊗ H2 where H2 is finite dimensional. The
observable algebra is A = B(H) = B(H1)⊗B(H2). Suppose that we are given
some A ∈ A and ε > 0 such that ‖[A, I⊗B]‖ ≤ ε‖A‖‖B‖ for all B ∈ I⊗B(H2).
The goal is to approximate A by some operator A′ ∈ B(H1) ⊗ I. To achieve
this, define A′ by
A′ =
∫
U(H2)
(I ⊗ U)A(I ⊗ U)∗dU,
where the integral is over the group of unitaries in B(H2) and the integral is
with respect to the Haar measure of this group. This measure has the property
that the substitutions U 7→ UV and U 7→ V U (with V also a unitary) leave
the integral invariant. Hence if V ∈ B(H2), we have
(I ⊗ V )A′ =
∫
U(H2)
(I ⊗ V U)A(I ⊗ U)∗dU
=
∫
U(H2)
(I ⊗ U)A(I ⊗ V ∗U)∗dU = A′(I ⊗ V ),
hence A′ ∈ (I ⊗B(H2))′ = B(H1)⊗ I.
Finally we show that A′ indeed approximates A. Indeed, note that
‖A′ −A‖ =
∫
U(H2)
[I ⊗ U,A](I ⊗ U)∗dU ≤ ε
∫
U(H2)
‖A‖dU = ε‖A‖,
since ‖U‖ = 1 for any unitary U .
Now suppose that t ∈ R and A ∈ A(Λ) for some Λ ∈ Pf (Γ). Moreover we
suppose that the time evolution αt comes from some interaction satisfying the
requirements for Theorem 4.1.2. The goal is to show that αt(A) can be approx-
imated by a local observable with support on a set that is not too much bigger
than Λ. Obviously, the support will generally grow bigger as t becomes bigger,
but we are interested in the case of fixed t. The idea is to use Lemma 4.3.1,
so we must have a bound on commutators of that form. Corollary 4.1.3 gives
such a bound, but the problem is that it depends on the support of the oper-
ator B, while the Lemma requires the bound to hold for all B, independent
of the size of the support. Hence as a first step we will improve the bound in
Corollary 4.1.3.
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Recall that the site of the support of B comes into the bound in Corol-
lary 4.1.3 by estimating the summation in the expression CB(x, t). We proceed
as before, and as a first step recall the bound
CB(x, t) ≤ 2‖B‖
∑
y∈supp(B)
e−λd(x,y)+2|t|‖Φ‖λ .
We estimated the sum by noting that d(x, y) ≥ d(x, supp(B)). This is of
course a rough estimate, since the effect of the sites in the support of B decays
exponentially with the distance to x. Therefore we will make a more careful
estimate. In particular, we can estimate the above expression as
CB(x, t) ≤ 2‖B‖
∞∑
k=0
e−λ(d(x,supp(B))+k)+2|t|‖Φ‖λ | supp(B)∩ (Bk+1(x) \Bk(x))|,
(4.3.1)
where Bk(x) is the ball of size k around x. That is, we break up the support
of B into bigger and bigger annuli of width 1. If the amount of points in such
an annulus does not grow exponentially (or faster) as k becomes bigger, the
sum can be bounded independent of the support of B. This is for example the
case if Γ = Zd with the usual metric. As an example we can consider Γ = Z.
The more general setting is discussed in, for example, [68, 72]. Note that in
the case Γ = Z, if we increase the diameter of the ball Bk(x) by one, we add
two additional points. Hence in that case we can estimate
CB(x, t) ≤ 4‖B‖e2|t|‖Φ‖λ−λ(d(x,supp(B))
∞∑
k=0
e−kλ.
Since λ > 0 the sum converges to 1/(1 − exp(−λ)). As mentioned before, a
similar result holds for Γ = Zd. With this bound we find the following improved
version of Corollary 4.1.3.
Corollary 4.3.2. Consider the same setting as in Theorem 4.1.2, with the
addition that Γ = Zd. Suppose that A ∈ A(Λ) and B ∈ A. Then there is a
constant C > 0 such that
‖[αt(A), B]‖ ≤ C‖A‖‖B‖|Λ|N2|Λ|e2|t|‖Φ‖λ−λd(Λ,supp(B)).
Using similar considerations it is also possible to get rid of the proportion-
ality to |Λ|, but this will not be necessary for our purposes.
Now choose an ε > 0, t ∈ R and A ∈ A(Λ) for some finite set Λ. Let C be
as in the Corollary above. Choose dmin such that
ε > C|Λ|N2|Λ|e2|t|‖Φ‖λ−λdmin .
Then for any B whose support is at least a distance dmin from Λ, we have
the bound ‖[αt(A), B]‖ < ε‖A‖‖B‖. Hence by Lemma 4.3.1 it follows that
αt(A) ∈ A(Λ′) where Λ′ = ∪x∈ΛBdmin(x). Also note that dmin essentially
scales as 2|t|‖Φ‖λ. Hence 2‖Φ‖λ gives a bound on the velocity with which the
support of the time-evolved operator grows: it can be interpreted as the “group
velocity” or “speed of sound” in the system. This constant is sometimes called
the Lieb-Robinson velocity , although it should be noted that this generally is
not a sharp bound.
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4.4 Exponential decay of correlations
In relativistic quantum field theories with a mass gap, one has that correla-
tions decay exponentially [30]. Essentially this means that if ω is the ground
state, |ω(AB)−ω(A)ω(B)| is proportional to exp(−γd(A,B)), where γ is some
constant and d(A,B) is the distance between the supports of A and B. The
mass gap property here means that there are only massive particles in the
theory, and the lightest particle has mass m0.2 The constant γ in the bound
depends on the speed of light, which as mentioned before, also gives rise to a
Lieb-Robinson bound. A natural question is then if in the context of lattice
systems, it is possible to use the Lieb-Robinson bounds we have derived here
as a substitute for the speed of light, and prove an analogue of the exponential
clustering theorem. This is indeed the case [70], although its proof is highly
non-trivial.
To state the result we first need to give an analogue of the mass gap in
the present context. This is done in terms of the spectrum of a Hamiltonian
H. Recall that generally the Hamiltonian is not a bounded operator, and it is
important that we will be careful that the domain D(H) is only a dense subset,
since H is self-adjoint. Its spectrum, spec(H), was defined in Definition 2.3.17.
Note that a Hamiltonian is a positive operator. In particular this implies that
its spectrum is contained in the positive real line. With the normalisation
HΩ = 0 we see that 0 is also in the spectrum. We then say that a Hamiltonian
H is gapped if there is some γ > 0 such that
spec(H) ∩ (0, γ) = ∅.
This means that there are no excited states with an energy below γ. For systems
with such gapped Hamiltonians one can show that exponential clustering holds.
Here we state a recent version due to Nachtergaele and Sims [71].
Theorem 4.4.1 (Exponential clustering). Let Φ be an interaction such that
‖Φ‖λ <∞. Moreover, suppose that there is a unique ground state ω for the cor-
responding dynamics and the Hamiltonian H in the ground state representation
has a gap γ > 0. Then there is some constant µ > 0 such that
|ω(AB)− ω(A)ω(B)| ≤ C(A,B, γ)e−µd(Λ1,Λ2)
for all disjoint Λ1,Λ2 ∈ Pf (Γ) and A ∈ A(Λ1), B ∈ A(Λ2), and C(A,B, γ) is
given by
C(A,B, γ) = ‖A‖‖B‖
(
1 +
√
1
µd(Λ1,Λ2)
+ cmin(|∂Φ(Λ1)|, |∂Φ(Λ2)|)
)
,
for some constant c (which depends on the lattice structure and the interaction).
Here ∂Φ(X) is the set of all x ∈ X, such that there is some Λ 3 x such
that Λ ∩Xc 6= ∅ and Φ(Λ) 6= 0. In other words, it consists of all points such
2This property can be expressed in terms of the joint spectrum (which we will discuss
later) of the generators of translations in the vacuum (that is, the momentum operators).
The condition is then that (expect for 0, which corresponds to the vacuum), the spectrum
lies on or above the mass shell with mass m0 in the forward lightcone.
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that there is some interaction term across the boundary of X. The uniqueness
condition on the ground state can be dropped, but one has to take a bit more
care in that case. We also note that one can in fact give an explicit expression
for µ in terms of the gap and the interaction.
Exponential decay of correlations says that for two observables localised
far away from each other, ω is almost a product state, i.e., there are almost
no correlations between A and B. This restricts the type of system that we
can have, and in particular in 1D systems some strong results on the structure
of such states has been obtained. Consider a large (but finite) quantum spin
system and let ρ be a state of this system. Since the system is finite, ρ can
be represented by a density operator. Now consider a bipartition AB of the
system. We can restrict the state ρ to part A, by tracing out the degrees of
freedom in B: ρA = TrB ρ, where TrB is the partial trace. Then the entangle-
ment entropy SA(ρ) is defined as the von Neummann entropy ρA. It can be
shown that SA(ρ) is zero if and only if ρ = ρA ⊗ ρB , i.e. in the case where
there are no correlations between A and B.
In general we would expect SA(ρ) to scale proportionally to |A|. However,
in gapped 1D systems (where we have exponential decay), it turns out that
SA(ρ) ∼ |∂A|, where ∂A is the boundary of A. This is called an area law. The
first results where obtained by Hastings [46], and have later been improved
in [10]. This has important consequences, in particular it implies that the
state can be approximated by a matrix product state. Essentially, what this
means is that we can describe the complete state by a relatively small number
of parameters, called the bond dimension. In general the amount of parameters
scales exponentially in the number of sites n (since the Hilbert space dimension
scales exponentially), but for matrix product states this is not true. It is
clear that this has significant advantages when one wants to do simulations
on a computer, allowing for a much larger number of sites to be considered.
See [46, 10] and references therein for more information.
5 | Local quantum physics
So far we have only discussed quantum spin systems, defined on a discrete
lattice. In this chapter we will also look at continuous systems, defined on
Minkowski space-time. It turns out that many of the same techniques can be
used in this setting. This resemblance is particularly clear in what is called al-
gebraic quantum field theory (AQFT). This is an attempt to formulate quantum
field theory in a mathematically rigorous way, using C∗-algebraic techniques.
One of the first formulations is due to Haag and Kastler [42]. Their goal was
to give a purely algebraic description of quantum field theory, that is, without
reference to any Hilbert space.
There are two key principles in the approach of Haag and Kastler: the first
is locality. The other is the realisation that it is not fields which are of fun-
damental importance, but rather observables, since in the end that is what we
measure in experiments. Based on this, they assign C∗-algebras of observables
to regions O of space-time, in a way compatible with locality. Because locality
places such a central role, AQFT is also often called local quantum physics.
We prefer this term, since these ideas can also be applied outside the realm of
quantum field theory, as we have seen.
Already from the description the similarities to the local nets of quantum
spin systems becomes clear. Even though there are fundamental differences
between quantum spin systems and algebraic quantum field theories (one ex-
ample we have already seen: the strict upper bound in the speed of light, versus
approximate Lieb-Robinson bounds), there are also many similarities. In this
chapter we give an introduction to the main ideas local quantum physics, and
will see how many of the concepts previously discussed for quantum spin sys-
tems reappear.
Algebraic quantum field theory is about relativistic theories, hence we would
like to talk about the energy-momentum spectrum. Before we discussed the
spectrum of a single unbounded operator. The energy-momentum spectrum
is the joint spectrum of the momentum operators Pµ, µ = 0, . . . , 3 (in 4D
Minkowksi space). This notion will be developed in the next section. The
energy-momentum spectrum is not specific to relativistic theories, and indeed
in the next chapter we will apply the results of Section 5.1 to scattering of
particle excitations in quantum spin systems.
After the joint spectrum has been introduced, the it is discussed how rel-
ativistic quantum field theory can be discussed in the setting of local C∗-
algebras. For example, the results of Section 5.1 make it possible to elegantly
describe that the energy-momentum spectrum in the ground state should be
contained in the forward light-cone.
In the last section we return to quantum spin systems, and the toric code
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in particular. Specifically, we show that the set of superselection sectors has
a rich structure, describing the algebraic properties of elementary “charges” of
the system. This approach originated in algebraic quantum field theory, but
can be applied to quantum spin systems as well. This serves to show that the
principles of local quantum physics go much further than relativistic theories
alone.
This chapter is only intended as an introduction to the key ideas, to show
how ideas developed for relativistic theories can also be applied to quantum
spin systems. A complete treatment with full proofs is outside of the scope
of these lecture notes. The interested reader will find that [5, 38] are good
starting points to the rich literature available on the algebraic approach to
relativistic quantum field theories. An overview of recent developments can be
found in [13].
5.1 The SNAG theorem and joint spectrum
Recall that the momentum operators can be obtained as the generator of trans-
lations. Hence, if we have more than one spatial dimension, we need to consider
multiple (commuting) generators at the same time, to talk about the momen-
tum of, say, a single particle. This is even more so in relativistic theories, where
the energy (i.e., the generator of time translations) and momentum operators
have to be treated on equal footing. In finite dimensional systems, we know
that commuting self-adjoint operators can be diagonalised simultaneously, so
we can find a basis of states that are simultaneous eigenvectors to all of them.
In infinite systems this is much more delicate, for one because as we have seen,
the spectrum generally does not only consist of eigenvalues.
This shows that it is necessary to find a generalisation of the spectrum of
a single, unbounded operator. In particular, in relativistic theories we have
momentum operators Pµ, µ = 0, . . . , 3 in four-dimensional Minkowski space-
time. We would like these operators to commute. However, since the operators
are unbounded, this is a tricky subject. Intuitively commutativity means that
PµP ν − P νPµ = 0. The right hand side is unproblematic, but the left hand
side isn’t, since the operators are unbounded. Indeed, it is only defined on the
intersection of the domains of Pµ and P ν , which might be trivial. And even
then, it may be the case that Pµ does not map the intersection of these domains
into the common domain of Pµ and P ν . There is a way out here: since the Pµ
are self-adjoint operators, we can apply the spectral theory to get a family of
spectral projections Eµ(B), where B is a Borel subset of R, associated to the
unbounded operator Pµ. We then say that Pµ and P ν commute if and only if
their spectral projections commute.
It is well-known that for commuting self-adjoint matrices we can find a
common set of eigenvectors. We want to generalise this to the spectrum of
the unbounded operators Pµ. Instead of looking at the unbounded operators
Pµ, we look at strongly continuous groups of unitaries. In particular, consider
G = Rn and a strongly continuous unitary representation t 7→ U(t1, . . . , tn).
Note that t 7→ U(0, . . . , t, 0, . . . 0) := Uµ(t), where t is in the µ-th component,
gives a strongly continuous one-parameter group of unitaries. Hence, by Stone’s
theorem (Theorem 3.3.1), there is a self-adjoint operator Pµ such that Uµ(t) =
eiP
µt. Because Uµ(t) and Uν(t) commute, one can in fact prove that Pµ and P ν
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commute (in the sense defined above). Conversely, such commuting operators
naturally lead to a strongly continuous representation of Rn by setting U(t) =
eit1P
1 · · · eitnPn .
This leads to the following generalisation of Stone’s Theorem, Theorem 3.3.1.
It was independently proven by Naimark [75],1 Ambrose [4] and Godement [36].
Consequently, it is sometimes called the SNAG theorem.
Theorem 5.1.1 (SNAG). Let t 7→ U(t) be a strongly continuous unitary
representation of Rn acting on a Hilbert space H. Then for each ψ ∈ H there
is a measure µψ on Rn such that
〈ψ,U(t)ψ〉 =
∫
Rn
eit·λdµψ(λ).
Equivalently, there is a projection valued measure dP (λ) on Rn such that
U(t) =
∫
Rn
eit·λdP (λ).
We do not give a proof of this Theorem here. It can be obtained by gener-
alising the proof of Stone’s theorem and uses many of the methods we outlined
in Section 2.3. Note that Stone’s theorem gives as n generators Pµ, as already
remarked above. It is possible in the proof of the SNAG theorem to explicitly
construct a common domain for these generators that is left invariant by U(t).
This theorem now allows us to talk about the energy-momentum spectrum.
In particular, we can consider the group U(t) of space-time translations. Then
the energy-momentum spectrum is the joint spectrum of the generators of U .
Definition 5.1.2. Let U and dP be as in the theorem above. The support of
dP is called the spectrum of the unitary representation U , and is denoted by
Sp(U). Since as mentioned above we can identify a set of n generators Pµ
associated to this representation, we also call this spectrum the joint spectrum
of the generators Pµ.
Remark 5.1.3. The theorem is true more generally. One can pick any locally
compact abelian group G. Then the dual group Ĝ, the group of characters of
G, can be given a topology which makes it a locally compact abelian group.
This is called Pontry’agin duality. For any unitary representation U of G there
then is a spectral measure as above, where the integral is over the dual group
(with respect to the Haar measure) and the integrand is given by 〈g, χ〉 := χ(g).
Since all characters of R are of the form χ(x) = eiλx, the above theorem as
stated above corresponds to G = Rn.
5.2 Algebraic quantum field theory
Quantum field theory (QFT) is arguably one of the most successful theories
of the last century. Not withstanding the huge success of the “traditional”
(mainly perturbative) methods used by physicists working in quantum field
theory, these are unsatisfactory from a mathematical viewpoint, because many
1Naimark’s name has not always been transliterated consistently from Russian: except
for Naimark, “Neumark” is also seen.
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concepts are mathematically ill-defined. Some aspects can be made rigorous
(the reader can consult, for example, the book by Glimm and Jaffe [35]), but
there are still many problems. In order to study QFT in a rigorous mathemat-
ical framework, it is desirable to have an axiomatic basis for QFT as a starting
point.2
One such axiomatisation is given by the Wightman axioms which, in a nut-
shell, postulate that quantum fields are given by operator valued distributions.
An operator valued distribution Φ is a linear map from a suitable (e.g. smooth
and of compact support) class of functions (called test functions) to the (in this
case unbounded) operators on some Hilbert space H. Physically this can be
understood as follows: quantum fields cannot be localised exactly in a point.
Instead, one has to “smear” them with some test function f . The result is Φ(f).
The classic PCT, Spin and Statistics, and All That by Streater and Wightman
remains a good introduction to this framework [95]. Although this approach is
a natural one coming from the more familiar path integral approach to quan-
tum field theory, it also has some drawbacks. From a mathematical point of
view, one has to deal with unbounded operators, which are more difficult to
deal with than bounded operators. For example, innocuously looking expres-
sions like Φ4(f) can be problematic, as we have seen before. Nevertheless, such
terms appear in many quantum field theories in the Lagrangian of the theory.
At a more conceptual level there is the criticism that the quantum fields, which
in general are not observables, are like coordinates, which should not be taken
as the starting point of a theory.
An alternative axiomatisation is provided by what is called algebraic quan-
tum field theory (AQFT), based on the Haag-Kastler axioms. This is the
framework that we will discuss here. In essence, the fundamental objects are
nets of C∗-algebras of observables that can be measured in some finite region
of space-time. At first sight it is perhaps surprising that in this approach one
considers only bounded observables, since it is well known that the position
and momentum operators for a single particle are unbounded. One should
keep in mind, however, that in the physical world there are always limitations
on the measuring equipment, and one can always only measure a bounded
set of (eigen)values. In terms of the spectral theory for unbounded operators,
it means that instead of dealing with the unbounded operator itself, we only
consider its spectral projections to be (at least in principle) observable.
The two approaches are in fact not as unrelated as they might appear at
first sight. Under certain conditions one can move from one framework to
the other (and back). See, for instance [9], and references therein. While the
Wightman axioms are closer to common practice in quantum field theory, the
Haag-Kastler approach is easier to work with mathematically, since one does
not have to deal with unbounded operator-valued distributions.
One of the earliest works on AQFT is by Haag and Kastler [42]. By now
there is a large body of work, including introductory textbooks. The mono-
graph by Haag [38] and the book by Araki [5] are particularly recommended
for a review of the physical and mathematical principles underlying this (oper-
ator) algebraic approach to quantum field theory. A review can also be found
in [16]. The second edition of Streater and Wightman [95] also contains a short
2This section is based on Chapter 3 of [65].
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overview.3
As argued in the introduction, there are two basic principles underlying the
AQFT approach. First of all, it is the algebraic structure of the observables
that is important. The second principle is locality: in relativistic QFT it makes
sense to speak about observables that describe the physical properties localised
in some region of space-time (for example T ×S, with T a time interval and S
a bounded region of space, say a laboratory). Moreover, by Einstein causality
one can argue that observables in spacelike separated regions are compatible in
that they commute. As the basic regions we consider double cones O, defined
as the intersection of (the interior of) a forward and backward light-cone. Note
that a double cone is causally complete: O = O′′, where a prime ′ denotes
taking the causal complement. To each double cone O we associate a unital
C∗-algebra A(O) of observables localised in the region O. Finally, note that
the Poincaré group P↑+ (generated by translations and Lorentz transformations)
acts on double cones. We write g · O for the image of a double cone under a
transformation g.
The starting point of AQFT, then, is a map O 7→ A(O). There are a
few natural properties the map O 7→ A(O) should have if it is to describe
(observables in) quantum field theory. For example, anything that can be
localised in O can be localised in a bigger region as well. This leads to the
following list of axioms, now known as the Haag-Kastler axioms.
1. Isotony: if O1 ⊂ O2 then there is an inclusion i : A(O1) ↪→ A(O2). We
assume the inclusions are injective unital ∗-homomorphisms. Often the
algebras are realised on the same Hilbert space, and we have A(O1) ⊂
A(O2).
2. Locality: if O1 is spacelike separated from O2, then the associated local
observable algebras A(O1) and A(O2) commute.
3. Poincaré covariance: there is a strongly continuous action x 7→ βx of the
Poincaré group P↑+ on the algebra of observables, such that
βg(A(O)) = A(g · O).
We will always assume that the algebras A(O) are non-trivial.4
Remark 5.2.1. Instead of Poincaré covariance one sometimes requires the
weaker condition of translation covariance, see for example [15].
Note that O 7→ A(O) is a net of C∗-algebras, just as the local algebras of
spin systems we discussed in Section 3.2. Just as we constructed the quasi-
local observables from the strictly local observables, we can again take the
union and closure of the net (or more precisely, the inductive limit), to obtain
3In June 2009 the 50 year anniversary of the birth of the theory was celebrated with a
conference in Göttingen, where Haag, one of the founders of the subject, recollected some of
the successes and problems of algebraic quantum field theory [39]. The reader might also be
interested in Haag’s personal recollection of this period [40].
4In fact, in practice one usually realises the net as a net of von Neumann algebras acting
on some Hilbert space. Under physically reasonable assumptions the algebras A(O) are Type
III factors. These are a specific type of von Neumann algebras. See [111] for a discussion of
the physical significance of this.
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the algebra A of quasi-local observables. If the local algebras are all realised
on the same Hilbert space, this amounts to taking A =
⋃
O A(O)
‖·‖
, where
the bar denotes closure with respect to the operator norm. The algebra A is
called the algebra of quasi-local observables. We will usually assume that the
local algebras act as bounded operators on some Hilbert space.5 In that case,
for an arbitrary (possibly unbounded) subset S of Minkowski space, we set
A(S) := ⋃O⊂S A(O)‖·‖, where the union is over all double cones contained in
the region S.
It should be noted that in this axiomatic approach some of the constructions
of “conventional” quantum field theory can be discussed. For example, field
operators, particle aspects and scattering theory can be defined in this setting.
This approach is particularly suited to study structural properties of quantum
field theory. Unfortunately, constructing examples of concrete (in particular
interacting) examples has been proven to be very difficult, although there are
some results, in particular in low dimensional space-times.
Vacuum representation
The vacuum plays a special role in quantum field theory. Intuitively, it describes
empty space. Alternatively, it has minimal energy. To define the notion of a
vacuum state rigorously, one first defines energy decreasing operators. The
precise details are not important for us (see e.g. [5, §4.2]). In essence one
considers operators of the form Q =
∫
f(x)βx(A)d
4x for some observable A
and smooth function f whose Fourier transform has support disjoint from the
forward light-cone V +. The βx are the translation automorphisms as in the
Haag-Kastler axioms. A vacuum state then essentially is a state ω0 on A such
that ω0(Q∗Q) = 0 for any such Q. We will see below that this condition has
the interpretation of the vacuum having positive energy.
A vacuum state in the above sense can be shown to be translation in-
variant, see Theorem 4.5 of [5]. The corresponding vacuum representation,
which will be denoted by pi0, is then translation covariant. We denote αx for
the group of translation automorphisms, which is a subgroup of the Poincaré
group. Note that there is a unitary representation x 7→ U(x) such that
pi0(αx(A)) = U(x)pi0(A)U(x)
∗ defined by U(x)pi0(A)Ω0 = pi0(αx(A))Ω0 for
any x in Minkowski space and A ∈ A. These translations are generated by un-
bounded operators Pµ, which have the natural interpretations of energy (P0)
and momentum (Pi, with i = 1 · · · , d− 1). In fact, since the group of transla-
tions is abelian, we can directly apply to the SNAG theorem and consider the
joint spectrum. This spectrum can be shown to be contained in the forward
light-cone, as follows from the assumptions above on ω0(Q∗Q) = 0 (for suit-
able Q). We outline the proof below. This is interpreted as “positivity of the
energy”. Finally, if pi0 is irreducible, then the vacuum vector Ω0 is the unique
(up to a scalar) translation invariant vector. In fact, any factorial vacuum
representation is automatically irreducible.
Suppose that ω0 is an invariant (with respect to αx) vacuum state. We
can now understand the condition ω0(Q∗Q) = 0. Since ω0 is invariant, the
automorphisms αx are implemented as a strongly continuous group of unitaries
5Recall that this can always be achieved by taking the GNS representation of a suitable
state ω on A.
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x 7→ U(x) acting on the GNS Hilbert space H. The vacuum vector Ω is
invariant, and pi0(Q)Ω = 0 by the vacuum condition. Hence by the SNAG
theorem, there is a spectral measure dP (p) related to U(x). We can then
calculate (a careful analysis shows each step can be justified):
0 = pi0(Q)Ω =
∫
R4
(f(x)pi0(αx(A))Ω) dx
=
∫
R4
(f(x)U(x)pi0(A)Ω) dx
=
∫ ∫ (
f(x)eix·pdP (p)
)
pi0(A)Ωdx
=
(∫
f̂(p)dP (p)
)
pi0(A)Ω,
where we used that Ω is invariant and f̂ is the Fourier transform of f . But this
equation is true for any local A, and since Ω is a cyclic vector, this can only be
true if the operator inside parentheses is equal to zero. But since this is true
for any function f whose Fourier transform is supported outside the positive
light-cone V +, it follows that the support of the spectral measure must be
contained in V +. This is nothing else but saying that the energy-momentum
spectrum lies in the forward light-cone, as is to be expected in a relativistic
theory.
Alternatively, one can directly work with a Hilbert space, and characterise
a vacuum representation as a translation covariant representation such that
the spectrum of the generators of these translations is contained in the forward
light-cone V +. Moreover, 0 is in the point spectrum, since the vacuum vector is
invariant. A special case is a massive vacuum representation. This is a vacuum
representation where 0 is an isolated point in the spectrum and there is some
m > 0 such that the spectrum is contained in {0} ∪ {p : p2 ≥ m2, p0 > 0}.
That is, there is a mass gap.
Particle statistics
One of the highlights of algebraic quantum field theory is the Doplicher-Roberts
theorem [24]. This theorem allows us to construct a net of field operators cre-
ating certain (particle) excitations. They allow use to interpolate between
different superselection sectors, that is, they map vectors from one irreducible
representation of the observables into vectors in another irreducible represen-
tation, in a way that is compatible with the action of the observables. These
field operators have the commutation properties that one would expect. For
example, the field-net operators corresponding to two fermions in spacelike sep-
arated regions anti-commute, while those for bosons commute. Before we can
come to this theorem, we have to explain how we describe charged excitations,
and how one can define their statistics.
The idea is to find the different superselection sectors of the theory. A charge
is then just a label for a sector. As before, these correspond to equivalence
classes of irreducible representations of the observable algebra A. In general
there are many inequivalent ones, and most are not physically relevant. For
example, we would only be interested in representations which describe a finite
number of excitations. Therefore one has to introduce a criterion to select
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the relevant representations. One such criterion is the Doplicher-Haag-Roberts
one [22, 23]. Let pi0 be a vacuum representation as above. Let O be an arbitrary
double cone and write O′ for its causal complement. This induces an algebra
A(O′) of observables that can be measured inside O′. The DHR criterion then
considers all representations pi such that for each double cone O it holds that
pi0  A(O′) ∼= pi  A(O′), (5.2.1)
where the symbol  means that we restrict the representations to the algebra
A(O′). Intuitively speaking, it selects only those excitations that look like the
vacuum when one restricts to measurements outside a double cone. It is known
that this criterion rules out some physically relevant theories (for example,
one can always detect an electrical charge by measuring the flux through a
arbitrarily large sphere, by Gauss’ law), but nevertheless this class shows many
of the relevant features of a theory of superselection sectors. One can also relax
the criterion. For example, Buchholz and Fredenhagen use “spacelike cones”
instead of double cones, and show that in massive theories one always has
such localisation properties [15]. In recent work, a more general approach is
suggested to deal with massless excitations [17], which lead to infrared problems
in the approach outlined here.
The set of representations that satisfy the criterion (5.2.1) has a rich struc-
ture.6 For example, one can define a product operation pi1 × pi2 on such rep-
resentations. This new representation can be interpreted as first creating an
excitation of type pi2, then one of pi1. The ground state representation acts as
the identity with respect to this product, in the sense that pi× pi0 ∼= pi. In this
way, one can think of n (particle) excitations of the class pi located in spacelike
separated regions. Such configurations can be obtained as vector states in the
representation pi×n. Moreover, there is a canonical way to define unitary op-
erators that interchange the order in which the excitations are created. These
operators are analogous to the transposition operator in, for example, a quan-
tum system of n particles. Applying this unitary to the state vector leaves the
expectation values in the state invariant, but can change the state vector itself.
This enables a study of the exchange statistics of the excitations. The result
is that the interchange of excitations is described by representations of the
symmetric group, when the net of observable algebras is defined on Minkowski
space with at least two spatial dimensions. This representation only depends
on the equivalence class of the representation. In this way we obtain the well-
known classification into bosons or fermions from first principles. In a seminal
work [24], Doplicher and Roberts showed how one could, starting from the
superselection sectors satisfying the criterion above, construct a net of field
operators. These field operators can “create” excitations. As expected, for
bosonic excitations the field operators located in spacelike regions commute,
whereas for fermions they anti-commute.
In lower dimensional space-times an interesting phenomenon appears: ex-
citations are not necessarily bosonic or fermionic anymore. For example, it
may happen that the interchange of two particles leads to a non-trivial phase.
In fact, even more general (non-abelian) effects are possible. Excitations with
such properties (nowadays usually called anyons) are expected to appear as
6There are some additional technical conditions necessary on the representation pi0, how-
ever, the most important one being Haag duality.
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“emergent” quasi-particles in certain condensed matter systems. They play an
important role in the quest of building a quantum computer that does not
suffer too much from thermal noise introduced by the environment [74]. In
the algebraic quantum field theory community the possibility of such “braided”
statistics has been studied by many authors, see e.g. [31, 32, 34]. The name
“braided” stems from the fact that one does not obtain a representation of the
symmetric group any more, but rather of the so-called braid group.
In the next section we will carry out a similar study of superselection sectors
in the context of quantum spin systems, namely in the case of the toric code.
Although there are fundamental differences between relativistic theories and
spin systems, up to technical differences the analysis of the sector structure is
very similar. For example, we will see how in this example braided statistics
appear. We therefore end our discussion on relativistic theories and return to
quantum spin systems.
5.3 Superselection theory of the toric code
We know come back to the automorphisms ρX , ρY and ρZ that we encountered
in the study of the ground states of the toric code, in Section 3.5. Above we
briefly discussed the idea of superselection sectors in algebraic quantum field
theory, where differently charged excitations lived in different superselection
sectors. We also claimed that the study of these superselection sectors reveals
the properties of the charges. Here we outline this programme in the context
of the toric code. These results first appeared in [64], and were later extended
to Kitaev’s quantum double model for finite abelian groups in [29]. Full details
can be found in these references.
The superselection criterion
We first encountered superselection rules at the end of Chapter 2, and saw that
they are related to the existence of inequivalent representations. Indeed, later
we defined a superselection sector to be a suitable equivalence class of suitable
representations. Moreover, the different equivalence classes should correspond
to different charges.
But in the toric code we already have a construction to make charged states!
Moreover, Theorem 3.5.10 tells us that these states belong to different sectors,
since states corresponding to different choices of the excitation are unitarily
inequivalent. Hence, whatever selection criterion we will choose, it should
encompass these cases. We therefore start our investigation with the states
ω0 ◦ ρk, and see what their properties are. We will use the same notation as
before, and not repeat the definitions here.
Let us first see why the states indeed are inequivalent. Since ω0 is a pure
state, as we have argued before, the GNS representation pi0 is irreducible. But
ρk is an automorphism, so pi0 ◦ ρk is irreducible, and it is easy to see that
(pi0 ◦ ρk,H,Ω) is a GNS triple for ω0 ◦ ρk. Hence ω0 ◦ ρk is a pure state.
But in that case we have a simple criterion to check if they are inequivalent:
according to Proposition 3.2.8 it is enough to show that they are not equal
at infinity. That is, there is some ε such that for each finite set Λ, we should
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be able to find an observable A of norm 1, localised outside Λ, such that
|ω0(A)− ω0(ρk(A))| ≥ ε.
The idea behind the construction of A is simple: we want to define an
operator that measures the total charge inside the region Λ. These operators
will measure the number of excitations of star or plaquette type, where each
number is calculated modulo two. This can be understood as follows. In the
toric code, each particle is its own conjugate. So if we have two excitations of
a certain type, we actually have a charge and its conjugate charge, making the
total charge zero.7 So how can we detect such an excitation? We will discuss
the case of star excitations, the plaquette case is similar.
Let Fξ be a path operator creating excitations at a star s1 and a star s2.
Let Ω be the GNS vector of the translation invariant ground state. Then, as
we have seen before, AsFξΩ = ±FξΩ, where the minus sign occurs if and only
if s = s1 or s = s2. Hence: ω0(FξAsFξ) = ±1, where we used that Fξ is
self-adjoint. We get a minus sign if and only if s = s1 or s = s2. This readily
generalises to states with more excitations. Now consider an operator of the
form P =
∏
As, where the product is over finitely many stars s. Then, for
F = Fξ1 · · ·Fξn , we have that ω0(FξPF ∗ξ ) = (−1)ns , where ns is the number of
stars that are endpoints of one of the ξi and appear in the product P . Hence
P detects the number of excitations modulo two at the stars appearing in the
product.
We are now almost done. The construction above suggests that we can use
the operators P to detect the charges, and in this way distinguish the different
states. However, a priori it is not clear if they have the right locality properties.
Indeed, it appears that P is supported on the stars s in the product. However, it
turns out that if we consider a “block” of stars, the operator is only supported at
the boundary of this block. In particular, consider a closed (for simplicity, non-
intersecting) loop ξ̂ on the dual lattice. We claim that Fξ̂ =
∏
s⊂ΛAs, where Λ
are the bonds enclosed by or intersecting with ξ̂. To see this, first consider the
smallest closed loop possible, going through four adjacent plaquettes. But in
this case, Fx̂ is seen to be the star operator As of the vertex it encloses. Now
consider an adjacent star s1. Then AsAs1 is the path operator enclosing the
two vertices. This is because on the edge in the interior of the path, we act
with a σx from both As and As1 . Since σx squares to the identity, this yields
the identity on that edge and we are left with an operator acting only on the
outer edges. Continuing in this way, the claim follows.
We are now in a position to show that ω0 and ω0◦ρZ are inequivalent. Recall
that ρZ is obtained by conjugating with a path operator, and sending one end
of the path to infinity. Using the commutation relations of path operators
and the operators As, it follows that ρZ(As) = (1 − 2δs,s1)As, where s1 is
the star at the end of the semi-infinite string used to define ρZ . Now let ξ̂
be a closed path on the dual lattice and let P be the operator as defined
above (see Figure 5.1). Then it follows that ρZ(P ) = ±P , where the minus
sign occurs only if s1 is enclosed by the dual path. Now set ε = 1/2 and let
Λ be any finite subset of the bonds containing the star s1. Choose a dual
path ξ̂ such that Λ is contained in the area enclosed by the path. Then the
7This is somewhat like the case where you would have an electron and a positron, making
total electric charge zero. The difference is of course that electrons and positrons are different
particles, that is, they are not their own conjugate.
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ξ̂
ρZ
s1
Figure 5.1: A path going to infinity, leading to an automorphism ρZ . Also
drawn is the dual path ξ̂, where the corresponding path operator can be used
to detect the charge Z on the vertex.
corresponding operator P is supported outside Λ, by the observation above.
Moreover, repeated application of Lemma 3.5.1 and the property that ω0(As) =
1, we obtain
|ω0(P )− ω0(ρZ(P ))| = |2ω0(P )| = 2 > ε.
By Proposition 3.2.8 it follows that ω0 and ω0 ◦ ρZ are inequivalent.
Exercise 5.3.1. Give an example of a state in each of the equivalence classes
described in Theorem 3.5.10, and adapt the argument above to show that they
are all mutually inequivalent.
We have now constructed different examples of inequivalent states. Hence,
by the GNS representation, we get representatives of different superselection
sectors. Can we say more about their properties? The first observation is
that (pi0 ◦ ρk,H,Ω) is a GNS triple for the state ω0 ◦ ρk, hence every GNS
representation for ω0 ◦ ρk is unitarily equivalent to this one.
But there is much more to say about the representation. Let Λ be a cone-
like region containing the path to infinity used in defining ρk, and let Λc be its
complement in the set of edges. Then, by locality, it follows that ρk(A) = A if
A ∈ A(Λc). By the uniqueness of the GNS representation, it follows that for
any GNS representation pi for ω0 ◦ ρk, there is a unitary operator V such that
V pi(A) = pi0(A)V for all A ∈ A(Λc). The restriction to observables in A(Λc)
is important here! Indeed, we know that pi and pi0 are inequivalent representa-
tions, so that the relation cannot hold for all observables A, as this would imply
that pi and pi0 are equivalent. So we arrive at the following interpretation: out-
side of the cone Λ the “charged” representation looks just like the translation
invariant ground state representation. However, as soon as we allow observ-
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ables to cross the cone, it is possible to measure the charge in the background
and distinguish the representations. We say that the charge is localised in Λ.
There is nothing special about the choice of the cone Λ. In fact, we could
have chosen any other cone Λ, and the statement about the existence of V
above would still hold. This is ultimately a consequence of the “topological”
properties of the excitations, in the sense that the state FξΩ only depends on
the endpoints of the path ξ, not on the path itself. This is most easily seen
if the automorphisms are defined by specifying semi-infinite paths with the
same endpoints. Let us write ρ1 and ρ2 for the corresponding automorphisms.
The claim is that ω0(ρ1(A)) = ω0(ρ2(A)). In that case, it follows from the
uniqueness of the GNS representation that pi0(ρ1(A)) = Upi0(ρ2(A))U∗ for
some unitary U , from which the claims follows.
We first show that the two states are equal. First choose a local observable
A. Write ξ1 and ξ2 for the paths defining ρ1 and ρ2. Then, by locality, there
is some N such that for all n > N , we have ρ1(A) = Fξ1,nAF ∗ξ1,n and ρ2(A) =
Fξ2,nAF
∗
ξ2,n
, where ξi,n is the finite path consisting of the first n segments of ξi.
Now choose for each n a finite path ξ′n, going from the endpoint of ξ1,n to that
of ξ2,n in such a way that d(x, ξ′n)→∞ as n→∞ for some fixed site x. Then,
if n is large enough, ρ1(A) = Fξ′nFξ1,nA(Fξ′nFξ1,n)
∗ = Fξ1,nξ′nAF
∗
ξ1,nξ′n
. But, by
construction ξ1,nξ′n and ξ2,n have the same endpoints! By the independence of
the state on the precise path, it follows that ω0(ρ1(A)) = ω0(ρ2(A)). Since the
local algebras are dense in A, the equality holds for all A ∈ A by continuity.
In the case the endpoints are different, connect them by a finite path ξ.
Then Fξρ1(A)Fξ and ρ2(A) are both automorphisms corresponding to an infi-
nite path starting in the same site. The result then follows.
To summarise, we see that the charged representations are unitarily equiv-
alent to the ground state representation outside of a cone. Moreover, we can
move this cone around by applying unitary operators. We say that the charges
are transportable. Both conditions have a clear physical interpretation. More-
over, the charged states give natural examples of representations with these
properties. Hence it is natural to posit that all such representations corre-
spond to a charge (or superselection sector). That is, we consider all irreducible
representations pi such that
pi0  A(Λc) ∼= pi  A(Λc), (5.3.1)
for any cone Λ. To recall: the notation pi0  A(Λc) means that we restrict the
representation to the algebra A(Λc). Again, it is important that the equivalence
holds for arbitrary cones Λ. This is called the superselection criterion, as it
selects the relevant class of superselection sectors (= classes of inequivalent
representations of A).
Localised endomorphisms and charge transporters
We want to study the class of representations satisfying the selection criterion,
equation (5.3.1). As we will see, this set actually has a very rich structure.
Instead of working directly with representations, it will turn out to be beneficial
to work with endomorphisms of A instead, like the automorphisms we have
constructed to give examples of different superselection sectors. This appears
to be less general, but as we shall see in the toric code this turns out not to be
the case.
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The first step is to encode the properties behind the superselection criterion
in properties of the endomorphisms. First of all, the charges should be localised
in a cone. And, as we saw, we should be able to move the localisation region
around. This leads to the following definition:
Definition 5.3.2. Let ρ be an endomorphism of A. We say that ρ is localised
in a cone Λ, if ρ(A) = A for all A ∈ A(Λc). It is called transportable, if for
any other cones Λ′, there is an endomorphism σ that is localised in Λ′ and a
unitary V such that V pi0 ◦ ρ(A) = pi0 ◦ σ(A)V for all A ∈ A. The unitary V is
called a charge transporter.
In general, if T is an operator such that Tρ1(A) = ρ2(A)T for two mor-
phisms ρi of A, we call T an intertwiner. Note that the charge transporters
are unitary intertwiners.
By the discussion in the previous section the automorphisms that we con-
structed are both localised and transportable, and give examples of represen-
tations that satisfy the selection criterion. The existence of the of the charge
transporters V followed from the uniqueness of the GNS representation. This
definition of V is rather indirect, and it turns out to be useful to have a con-
crete construction of V . Fortunately, since we explicitly constructed the au-
tomorphisms, it is possible to also construct V . We will do this by defining a
sequence of unitaries Vn that converges in the weak operator topology to V . In
this topology on the bounded operators on a Hilbert space H, a net Aλ ∈ B(H)
converges to an operator A if and only if 〈ξ, (Aλ − A)ψ〉 converges to zero for
every ξ, ψ ∈ H. It is a natural topology when discussing von Neumann al-
gebras. Indeed, a unital ∗-subalgebra of B(H) is a von Neumann algebra if
and only if it is closed in the weak operator topology. This result, which is
known as the bicommutant theorem, relates the purely algebraic definition of
von Neumann algebras given on page 54, to a topological condition.
Recall that A is a simple algebra, hence the representation pi0 is faithful
(or, injective). Hence we can identify pi0(A) with A, and that is what we will
do from know on.
To obtain V we assume for simplicity that we have two paths ξ1 and ξ2 on
the lattice, both extending to infinity and starting in the same vertex x of the
lattice. Then, for each n, let ξni be the path consisting of the first n segments
of ξi. Then choose paths ξ̂n, connecting the endpoints of ξn1 and ξn2 , in such a
way that dist(ξ̂n, x)→∞. In particular, this means that for any local operator
A, there will be an N such that for all n > N , ξ̂n is disjoint from the support
of A.
We can now define our sequence Vn = Fξn1 Fξ̂nF
n
ξ2
. Note that ξn1 ξ̂nξn2 is a
closed path (for the toric code, the direction of the path does not matter), so
that VnΩ = Ω. Now consider a local operator A and choose N large enough,
such that for all n > N , the support of A is disjoint from ξ̂n and disjoint from
ξi \ ξni . Then, for such n, ρi(A) = Fξni AFξni . From locality one can then easily
verify that Vnρ1(A) = ρ2(A)Vn for all n > N . This already suggests that
taking the limit we will obtain a charge transporter. This sequence certainly
does not converge in the norm topology, but we will show that it does converge
in the weak operator topology, and in fact converges to V .
Recall that V was obtained by uniqueness of the GNS representation, so
that we have that V Ω = Ω. Now let A and B be local observables. Then, for
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n large enough, we have by the argument above that
〈AΩ, (V − Vn)ρ1(B)Ω〉 = 〈AΩ, ρ2(B)(V − Vn)Ω〉 = 0.
Here we used that Vn is Fξ for some closed loop, and hence a product of
plaquette operators (or stars in the dual case), which act trivially on the ground
state. Since local observables are dense, the sequence Vn is uniformly bounded,
and ρ1 is an automorphism, the claim follows from a density argument.
We have assumed that both paths start in the same point x. To get the
general case, we only have to move one of the endpoints away over a finite
distance. But this can be done using the path operators Fξ, so by multiplying
V with such path operators, the general case follows easily from the special
case.
The above discussion allows us to construct examples of representations
satisfying the selection criterion (each of them implemented by localised and
transportable endomorphisms), and construct the corresponding charge trans-
porters. The fact that we can represent the sectors by endomorphisms is going
to be crucial in our analysis of the charges. However, at this point it is far
from clear if every representation satisfying the selection criterion is of this
form. This turns out to be true, but it requires an additional technical prop-
erty:
Definition 5.3.3. A representation pi of A is said to satisfy Haag duality for
cones, if for any cone Λ we have that pi(A(Λ))′′ = pi(A(Λc))′.
The inclusion pi(A(Λ))′′ ⊂ pi(A(Λc))′ follows from locality, but the other
inclusion is non-trivial (and can indeed fail to hold for general representations).
However, for the ground state representation pi0 of the toric code it can be
shown to hold:
Theorem 5.3.4 ([66]). Let pi0 be the ground state representation corresponding
to the translational invariant ground state of the toric code. Then pi0 satisfies
Haag duality.
Haag duality allows us to go from representations that satisfy the selection
criterion back to localised maps. The argument is as follows. Let pi be a
representation satisfying equation (5.3.1), Λ a fixed cone, and V a unitary such
that V pi(A) = pi0(A)V for all A ∈ A(Λc). Then we can define a morphism
ρ : A→ B(H) via (we again write pi0 for clarity):
ρ(A) := V pi(A)V ∗.
Note that for B ∈ A(Λc) we have ρ(B) = V pi(B)V ∗ = pi0(B)V ∗V , by the choice
of V , so that ρ is localised in Λ (since it acts like the ground state representation
outside Λ). But it is not clear if ρ is actually and endomorphism of A, since
we do not know if it maps A into itself. And it turns out it indeed is not an
endomorphism, but something very close. If A ∈ A(Λ) and B ∈ A(Λc), then
by locality [A,B] = 0. Hence we calculate
pi0(B)ρ(A) = V pi(AB)V
∗ = ρ(AB) = ρ(A)pi0(B).
Hence, by Haag duality, ρ(A) ∈ pi0(A(Λc))′ = pi0(A(Λ))′′. So ρ does not map
A(Λ) into itself, but rather into the weak-operator closure of A(Λ) in the ground
state representation.
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Fortunately there is a way around this, which will turn out to be extremely
useful in the next section. The idea is to find a slightly bigger algebra Aa
(containing A), such that we can uniquely extend the morphism ρ to an endo-
morphism of Aa. This algebra is called the auxiliary algebra and contains the
algebras A(Λ)′′ for any cone (except those in a fixed direction that can be cho-
sen freely). One can even show that the extended morphism (which we again
denote by ρ) is weak-operator continuous. Here we will take the existence of
Aa and the extension property as fact. The construction and proofs can be
found in the literature [15, 64].
Note that we saw before that the charge transporters V intertwining ρ1
and ρ2 generally are not elements of the C∗-algebra A. In the construction
of the charge transporters we see that V is contained in A(Λ)′′ for any cone
containing the two localisation regions of ρ1 and ρ2. This is true in general for
intertwiners. Indeed, let Λ be such a cone. Then, for B ∈ A(Λc) localisation
dictates that ρ1(B) = ρ2(B) = B. In particular,
V B = V ρ1(B) = ρ2(B)V = BV,
so that V ∈ A(Λc)′ = A(Λ)′′ by Haag duality. Hence the remark above shows
that the intertwiners are elements of Aa, and hence we can consider expressions
like ρ(V ), which again is in Aa. This will be important in the next section.
Fusion rules
The irreducible representations satisfying the superselection criterion are in
correspondence with the different types of excitations in the toric code. There
is however more to say about them. In particular, we will be interested in
what happens if we bring two excitations close together (this is called fusion),
or what happens if we interchange two of them (braiding). Here the step from
representations to localised and transportable endomorphisms pays off.
To keep track of the different properties we will make use of the language
of tensor categories.8 We let ∆ be the category which has (cone-)localised and
transportable endomorphisms as its objects. As before, it will be convenient
to consider them as maps of the auxiliary algebra Aa. We still have to specify
the maps between two objects. If ρ and σ are objects in ∆, write
∆(ρ, σ) := {T : Tρ(A) = σ(A)T for all A ∈ A}
for the set of intertwiners between them. If S ∈ ∆(ρ, σ) and T ∈ ∆(σ, τ), it
is easy to check that TS ∈ ∆(ρ, τ), which gives us the composition of maps.
Note that the identity operator I is in ∆(ρ, ρ) for any ρ and acts as the unit
map in the category. An object ρ ∈ ∆ is called irreducible if ∆(ρ, ρ) = CI.
Note that this is equivalent to pi0 ◦ ρ being an irreducible representation.
8A category is a collection of objects and maps between these objects, together with an
associative composition operation of maps. That is, if f : ρ → σ and g : σ → τ are two
maps, then there is a map g ◦ f : ρ → τ . What a map is depends on the context, and
maps are not necessarily functions. In addition, for each object ρ there is a map 1ρ which
acts as the identity for composition. Standard examples are the category of sets with maps
between them, the category of finite groups with group homomorphisms, or the category of
topological spaces with continuous maps between them. Here we will use category theory
merely as a bookkeeping device. We refer to [62] for a more in-depth discussion of tensor
categories, which we need here.
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Suppose that we now have endomorphisms ρ and σ describing certain
charges. Then we can consider ρ ◦ σ, which again is an endomorphism. The
interpretation is that this describes the change of the observables if we first
create a charge σ, and then a charge ρ in the background. We use this to turn
∆ into a tensor category : for objects ρ, σ ∈ ∆, we set ρ⊗ σ := ρ ◦ σ.
Remark 5.3.5. This tensor product operation has nothing to do with the
tensor product of vector spaces that we discussed earlier, although the notion
of a tensor category originates as an abstraction of that idea. For example, one
can consider the category of finite dimensional Hilbert spaces. In that category,
the natural ⊗-operation is the usual tensor product of Hilbert spaces. Another
example is obtained from the category of finite dimensional representations of
a compact group G. The tensor product there is the tensor product of two
group representations.
This should be a new object in our category, so we have to show that ρ⊗σ
is again localised and transportable. In addition, we should define the tensor
product of two intertwiners. First note that if ρ is localised in a cone Λ1, and
σ in a cone Λ2, then ρ ⊗ σ is localised in any cone Λ that contains both Λ1
and Λ2. So ρ⊗ σ is again localised. To show it is transportable, we first define
S ⊗ T for S ∈ ∆(ρ1, ρ2) and T ∈ ∆(σ1, σ2) by:
S ⊗ T := Sρ1(T ) = ρ2(T )S.
Recall that the intertwiners S and T generally are only elements of Aa (and
not of A), so that in this definition it is crucial that the endomorphisms can be
extended to Aa. The claim is that S ⊗ T ∈ ∆(ρ1 ⊗ σ1, ρ2 ⊗ σ2). And indeed,
we verify for all A ∈ A:
(S ⊗ T )(ρ1 ⊗ σ1)(A) =Sρ1(T )ρ1(σ1(A)) = ρ2(Tσ1(A))S
= ρ2(σ2(A)T )S = (ρ2 ⊗ σ2)(A)(S ⊗ T ).
It is straightforward to check that that the tensor product is associative, where
equality holds “on the nose”. It should be noted that this is rather special,
and in many categories this is only true up to isomorphism. This is already
the case for the category of vector spaces, which is due to the fact that the
tensor product is unique only up to isomorphism, which in turn stems from the
observation that there is no canonical basis.
With this definition we can also show that ρ ⊗ σ is transportable. Choose
a cone Λ. Since ρ and σ are transportable, there are unitaries S and T such
that ρ1(A) := Sρ(A)S∗ and σ1(A) := Tσ(A)T ∗ are localised in Λ. But then
ρ1 ⊗ σ1 is also localised in Λ. Finally, note that S ⊗ T is unitary and S ⊗ T ∈
∆(ρ⊗ σ, ρ1 ⊗ σ1), from which the claim follows.
We now come to the fusion of two charges. What happens if we bring two
charges together, what is going to be the total charge of the system? By the
interpretation above, this amounts to studying the tensor product ρ ⊗ σ for
two localisable and transportable endomorphisms. Let ρi and ρj be irreducible
objects (i.e., ∆(ρi, ρj) ∼= CI). Then we can try to decompose ρi ⊗ ρj into
irreducibles:
ρi ⊗ ρj ∼=
∑
k
Nkijρk.
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This is called a fusion rule. The sum is over a fixed set of irreducibles, one for
each equivalence class, and the Nkij are integers. The
∑
is to be interpreted as
a “direct sum” in the category, an abstraction of the direct sum of vector spaces.
Here we will not go into details, since it is not required for the toric code, but
a useful analogy is to think of representations of finite (or compact) groups.
There, it is well known that if we take the tensor product of two representations,
we can decompose it as a direct sum of irreducible representations. Indeed, the
category of representations of finite groups is very much like our category ∆.
So what are the fusion rules for the toric code? Note that the rules are given
up to unitary equivalence, so it is enough to select a specific representative for
each class. To this end, choose a site x (for example, the origin of the lattice),
and let ξ be the path from x going to infinity along a straight, upward line.
Let ξ̂ be the parallel path on the dual lattice, on the plaquettes to the right
of the path ξ. Then we can define, as before, the automorphisms ρX and ρZ
(corresponding to the path ξ and ξ̂, and set ρY = ρX ◦ ρZ = ρX ⊗ ρZ . Finally,
we let ι be the identical homomorphism of Aa. Then it follows immediately
that
ρX ⊗ ι = ρX , ρY ⊗ ι = ρY , ρZ ⊗ ι = ρZ .
In tensor categories there always is (by definition) such a unit object for the
tensor operation. Note that if we switch the order of the tensor factors, we get
the same result.
By definition, ρX ⊗ρZ = ρY . Finally, since all path operators square to the
identity, we also have the following fusion rules:
ρX ⊗ ρX = ι = ρZ ⊗ ρZ = ρY ⊗ ρY .
The last rule follows from associativity of the tensor product, together with the
observation that ρi ⊗ ρj ∼= ρj ⊗ ρi. This can be checked directly for the toric
code, but also follows from more general considerations that we will come to
shortly. This completes the discussion of the fusion rule.
Remark 5.3.6. Note that each fusion rule has exactly one outcome, that is,
we do not have to take direct sums into account. This is a special feature of
abelian superselection sectors, and is not true in general. Non-abelian models
are necessarily more complicated, but this also makes them more powerful
in applications, such as topological quantum computing (see [33, 106] for a
review).
Remark 5.3.7. For each of the irreducible charges we have that ρ ⊗ ρ ∼= ι.
More generally, if ρ ⊗ σ contains the identity map ι with multiplicity one (in
other words, N ιρσ = 1), we say that σ is the conjugate of ρ, and write ρ = σ.
One can think of conjugates as anti-charges, and in the type of physical models
that we are discussing here, it automatically follows that also ρ ⊗ ρ contains
ι only once. Moreover, ρ ∼= ρ. Both properties are not automatically true in
arbitrary tensor categories (or more precisely, in fusion categories).
We conclude the discussion of fusion rules with an example. Let x and y
be two sites, and let ξ1 and ξ2 be two paths to infinity, starting in x and y,
respectively. Let ρ1 and ρ2 be the corresponding automorphisms. Note that
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these both describe excitation of type Z. Recall that before we defined a charge
transporter V transporting the ribbon ξ1 to ξ2, i.e. such that
((V ρ1V
∗)⊗ ρ2)(A) = FξAF ∗ξ
for some path ξ connecting x and y. Note that this just is ι conjugated by a
local unitary. The corresponding state ω0(FξAF ∗ξ ) describes two excitations,
but since they are conjugate to each other, the total charge is zero, and indeed
this is a state in the trivial superselection sector, confirming ρ1 ⊗ ρ2 ∼= ι.
Braiding
We now come to the question what happens if we start moving charges around.
This is called braiding. Equivalently, we can ask the question if it matters if
we first create a charge ρ1, and then a charge ρ2, or do it the other way round.
More precisely, we will relate ρ1⊗ρ2 to ρ2⊗ρ1 for ρ1 and ρ2 in ∆. Suppose that
ρ1 and ρ2 are localised in cones Λ1 and Λ2. We will define unitary operators
ερ1,ρ2 ∈ ∆(ρ1 ⊗ ρ2, ρ2 ⊗ ρ1) in a way that is compatible with the rest of the
structure of ∆.
The general strategy is then to use transportability to move one of the
charges, say ρ2, away from ρ1. That is, choose a cone Λ̂2. Then there is
an endomorphism ρ̂2 that is localised in Λ̂2 such that there is a unitary V ∈
∆(ρ2, ρ̂2). Now define
ερ1,ρ2 := (V ⊗ I)∗(I ⊗ V ) = V ∗ρ1(V ). (5.3.2)
Then if A ∈ A we calculate
ερ1,ρ2(ρ1 ⊗ ρ2)(A) = (V ⊗ I)∗(ρ1 ⊗ ρ̂2)(A)(I ⊗ V )
= (V ⊗ I)∗(ρ̂2 ⊗ ρ1)(A)(I ⊗ V ) = (ρ2 ⊗ ρ1)(A)ερ1,ρ2 .
Here we used that ρ1⊗ ρ̂2 = ρ̂2⊗ ρ1, since the localisation regions are disjoint.
Hence we see that ερ1,ρ2 ∈ ∆(ρ1 ⊗ ρ2, ρ2 ⊗ ρ1).
This gives the desired unitary intertwining ρ1 ⊗ ρ2 and ρ2 ⊗ ρ1, but to
define it we had to choose the transported endomorphism ρ̂2 and a charge
transporter. For this to be a good definition, the final intertwiner should not
depend on the specific choice of ρ̂ and intertwiner. This is indeed the case, up
to the “orientation” of Λ̂: in our two dimensional settings, we can say that a
cone is to the “left” of another disjoint cone.
The idea for this definition can be seen from Figure 5.2. To make this
precise, Recall that we have chosen an auxiliary cone Λa. Let Λ and Λ̂ be two
disjoint cones (and disjoint from Λa + x for some x). Now consider a circle
centred at the origin. If we choose the radius of this circle to be big enough, we
can arrange it so that the intersection of each cone with the circle is a connected
segment of the circle (that is, the cone intersects the circle in only one place).
Then the cone Λ̂ is to the left of Λ if we can rotate the segment corresponding
to Λ̂ counter-clockwise until it intersects with the auxiliary cone without ever
intersecting with the segment of Λ. If this is not the case, we say that it is to
the right of Λ. Since the two cones are disjoint, this are all possibilities.
With this definition one can show that there are essentially two choices: we
either have to chose Λ̂ to be to the left or to the right of Λ. Once this has been
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Λa
Λ̂
Λ
Figure 5.2: Two cones Λ and Λ̂ with the auxiliary cone Λa. For a big enough
circle, the intersection of the cones with this circle will yield three disjoint
segments of the circle, making it possible to define what left and right mean.
In this picture, the cone Λ̂ is to the left of Λ.
fixed, ερ,σ does not depend on the other choices that have to be made. This
can shown by slowly moving the cone Λ̂ in a specific way, and show that ερ,σ
stays the same along each step. This also explains why there are two choices:
in two dimensions, we cannot continuously move the cone Λ̂ from the left of Λ
to the right, without it intersecting with Λ (or the auxiliary cone). In essence,
this is the reason why there are two choices. We will always chose Λ̂ to be to
the left of Λ.
Note that the geometry of the system plays a role. In higher dimensions,
we can no longer true define the relative orientation of the two cones, and we
can always move one cone around the other without them ever intersecting (or
intersecting the auxiliary cone). In other words, we can continuously deform
one choice into the other, and it follows that they both agree. A consequence
is that in that case, we can only have bosonic or fermionic charges, and no
anyons, since then it can be shown that ερ,σ = ε∗σ,ρ [15, 22]. But this implies
that ερ,σεσ,ρ, so that exchanging σ and ρ twice (or alternatively, moving ρ
around σ) is the trivial operation.
The definition of ερ,σ enjoys some natural properties that are to be expected
in a category. For example, let T ∈ ∆(ρ, ρ′). Then it can be shown that
ερ′,σ(T ⊗ I) = (I ⊗ T )ερ,σ (and similar in the other argument). One says that
ερ,σ is natural in its arguments. Another property is that the braid relations
hold:
ερ⊗σ,τ = (ερ,τ ⊗ 1σ)(1ρ ⊗ εσ,τ ), ερ,σ⊗τ = (1σ, ερ,τ )(ερ,σ ⊗ 1τ ).
In other words, we could either interchange ρ ⊗ σ with τ , or first interchange
σ and τ , and then ρ and σ (and similarly for the second equation). This
compatible (with the ⊗-product) makes ∆ into a braided tensor category.
We know come back to the interpretation of moving one charge around the
other. This can be made clear by considering the example of the toric code. In
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Λa
Λ̂
Λ
Fξ̂n
Figure 5.3: An X (solid line) and a Z (dashed line) charge localised in the cone
Λ, together with a choice for ρ̂. Also shown is a possible choice of paths for
Fξ̂n used in constructing the charge transporter. Note that it crosses the path
used to define the X charge.
this case it is possibly to explicitly calculate the operators ερ,σ, since we can
easily find a net of local operators converging to a charge transporter V . To
this end, consider a charge of type X and one of type Z both localised in a
cone Λ, with paths extending to infinity as in Figure 5.3. We will write ρ and
σ for the corresponding automorphisms. By the convention chosen above we
also have to pick a cone Λ̂ to the left of Λ. We choose the path corresponding
to the transported Z-charge as in Figure 5.3 (the choice is not important, as
long as it is inside of the cone).
To construct the charge operator V transporting the Z charge to Λ̂ we
proceed as before. Let ξ denote the ribbon for the Z-charge in Λ, and write ξ′
for the transported ribbon. Then, for each n > 0, we choose a path ξ̂n between
the nth sites of ξ and ξ′, giving us a path operator Fξ̂n . The charge operator
V can then be obtained as the weak limit of Vn = FξnFξ̂nFξ′n .
Note that the paths cross at some point. This means that at the intersec-
tion, one of the Pauli operators in Fξ̂n will act on the same site as the path
operators that we have to conjugate with to define ρ. By using the commuta-
tion relations for the Pauli operators we can get rid of the conjugation, at the
expense of a minus sign. Hence, for big enough n, we will have ρ(Vξn) = −Vξn .
Since we can extend ρ to a weakly continuous endomorphism on the auxiliary
algebra, and the construction of the sequence converging to V , we see that
ρ(V ) = −V . This means that
ερ,σ = V
∗ρ(V ) = −V ∗V = −I. (5.3.3)
Other braiding operators can be found similarly.
Note that instead of ρ⊗ σ, we could also start with σ ⊗ ρ. In constructing
εσ,ρ we again have to choose a path in a cone Λ̂ to the left. Since now we have
to move the X charge, the paths used in the converging sequence no longer
cross, and it is easy to see that εσ,ρ = I. Hence we see that ερ,σ ◦ εσ,ρ 6= I.
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This is the defining feature of anyons: interchanging the two charges twice is
a non-trivial operation. This will always be the case in the toric code, as long
as we consider two distinct charges: either ερ,σ or εσ,ρ will be equal to −I, the
other will be equal to I. Charges with such non-trivial exchange behaviour are
called anyons. In this case they are abelian: the result is only phase factor.
For non-abelian anyons, ερ,σρσ,ρ is a non-trivial unitary.9
This is not true for fermions or bosons, for which we always have ερ,σ◦εσ,ρ =
I. In the language of tensor categories, we say that ∆ is a braided tensor
category that is not symmetric. In fact, in our case it is modular . In a sense,
this is a braided tensor category that is as far away from being symmetric is
possible. The category is said to be modular if for every irreducible ρ ∈ ∆,
there is an irreducible σ ∈ ∆ such that ερ,σ ◦ εσ,ρ 6= I, but there are other
(equivalent) definitions [63, 85].
Remark 5.3.8. It is good to contrast with the example of representations of
finite groups. In that case, we can use the flip operator to relate pi1 ⊗ pi2 to
pi2 ⊗ pi1. This defines a braiding on the category. However, it is clear that
applying the flip operator twice gives back the same tensor product represen-
tation. Hence this category is an example of a symmetric tensor category (or
a symmetric fusion category).
There is a more structure than we have discussed here, for example even
though the fusion rules do not require it, it is possible to define a direct sum
operation on ∆. In the language of tensor categories, it follows that ∆ is
a braided tensor C∗-category (BTC). The modularity can be interpreted as
meaning that the braiding is as non-degenerate as possible. It implies that we
can always detect a charge by creating a pair of charges (of a different type)
from the ground state, move one charge of the pair around the charge we want
to measure, and annihilate them again. If the category is modular, there always
is a charge for which this is a non-trivial operation.
In the case of the toric code, the category ∆ is completely known, and can
be summarised as follows:
Theorem 5.3.9 ([64]). The category ∆ is equivalent (as a braided tensor C∗-
category) to the category Repf D(Z2), the category of finite dimensional repre-
sentations of the quantum double of the group algebra of Z2.
The quantum double is an algebraic object that can be defined for any
suitable Hopf algebra, such as the group algebra of a finite group. The upshot
of this theorem is that to understand the physical properties of the charges in
our model, it is enough to study the representations of an algebraic object. The
representations of the quantum doubles of Hopf algebras are well understood,
so this answers the question.
9In the local quantum physics community, the term plektons is also used for non-abelian
anyons, but this does not seem to have caught on outside of this community.
6 | Applications of Lieb-Robinson
bounds
In Chapter 4 we already discussed some applications of Lieb-Robinson bounds.
Here we will discuss two more recent developments: scattering theory for quan-
tum spin systems and automorphic equivalence of gapped ground states. The
first topic is again a confirmation that the Lieb-Robinson velocity is to quan-
tum spin systems what the speed of light is to relativistic systems. Indeed, we
will outline how one can build up a scattering theory for quantum spin systems
along the lines of Haag-Ruelle theory in algebraic quantum field theory. The
Lieb-Robinson bound here is key to construct incoming and outgoing particle
states: it allows us to localise the operators that create single-particle states
from the ground state. We can then choose such creation operators for parti-
cles with different velocities. If |t| then becomes large, the excitations will be
far apart from each other, which can be made precise using the localisation of
the creation operators. This implies that the single-particles do not interact
at large times, so that they will behave as free particles. Besides providing yet
another application of Lieb-Robinson bounds, it also nicely illustrates how the
SNAG theorem, discussed in Section 5.1, can be used in quantum spin systems.
The other application concerns the equivalence of “quantum phases”. A
quantum phase is essentially an equivalence class of ground states. For topo-
logically ordered systems the following definition of equivalence is prevalent
in the literature: two gapped ground states are in the same phase if one can
continuously deform the Hamiltonian of the first ground state to that of the
second one without closing the gap along the way. This notion can be stud-
ied in the thermodynamic limit, and it will turn out that in this case the two
ground states are related by an automorphism. This automorphism is local, in
the sense that it satisfies a Lieb-Robinson type of bound. The construction of
this automorphism again heavily relies on Lieb-Robinson bounds. The main
points are reviewed in the last section of these lecture notes.
6.1 Scattering theory
One only has to look at the success of the Large Hadron Collider at CERN in
obtaining information on and verifying the standard model, to see how impor-
tant and useful scattering theory is. Also in many other experiments, scattering
theory plays a role. It would therefore be helpful to have a scattering theory
for excitations of quantum spin systems. This is what we will outline here for
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the case of gapped ground states of translational invariant ground states of
quantum spin systems satisfying a Lieb-Robinson bound.
In a scattering experiment one prepares a number of particles (or excita-
tions) in a known configuration ψin. Then, after some time, the particles will
have interacted (or scattered), and we determine the outgoing configuration
ψout. The incoming and outgoing states are related by a (typically unitary)
matrix S. The goal of scattering theory is to find this scattering matrix S.
We have already seen examples how concepts and techniques from relativis-
tic local quantum physics can often be translated to the quantum spin setting.
This will again be the case here, where we adapt the Haag-Ruelle scattering
theory [37, 88] to quantum spin systems. To discuss scattering theory it is first
necessary to talk about n-particle excitations. To this end, we first recall the
construction of Fock space, and then discuss single-particle excitations. This
definition is motivated by the well-known particle classification in relativistic
quantum mechanics, and makes essential use of the spectrum as defined in the
SNAG Theorem 5.1.1. Then Haag-Ruelle creation operators that create these
excitations from the ground state are introduced. Using these operators it is
possible to discuss scattering theory and define the S-matrix.
Again, Lieb-Robinson bounds provide an essential tool in the analysis. This
section is also meant as an introduction to the literature, and only the big
picture is discussed. We also clarify the role Lieb-Robinson bounds play in the
whole theory. Full proofs and all the estimates can be found in [7]. We also
note that Haag-Ruelle theory is by no means the only way to do scattering
theory in spin systems, see for example [43, 101], although the setting there is
slightly different.
The precise sufficient assumptions to define an S-matrix will be given below,
but for now note that so far, in the case of quantum spin systems, only scatter-
ing of neutral excitations has been developed. That is, all bosonic excitations
that can be obtained in the ground state sector (fermions would require opera-
tors that anti-commute at a distance, which we do not have in the ground state
sector). Therefore, it cannot be applied to the toric code example discussed in
the previous section. It should also be noted that in this section, we consider
a specific type of excitations, in the sense that they lie on a momentum shell.
It does not encompass the “anyonic excitations” discussed before (for one, they
are time invariant, so that there is no scattering).
Fock space
What actually happens at a microscopic level when two particles scatter off of
each other is often difficult to describe. Rather, what one does in scattering
experiments, is describing a configuration of incoming particles, and then look
at the outgoing particles. If we do this long before and long after the actual
scattering, the particles will be far away from each other, hence it is reasonable
to assume that they do not interact any more. In other words, we can regard
them as free particles. It would therefore be useful to have a way to describe
configurations of n free particles, for each n. This can be done with the help
of the Fock space:
Definition 6.1.1. Let H be a Hilbert space. Then we define the Fock space
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F(H) as the Hilbert space
F(H) :=
∞⊕
n=0
H⊗n,
where H⊗n is the tensor product of n copies of H, and the case n = 0 is
understood to be C.
In our application, H will be a single-particle Hilbert space. Then, as we
have seen before, H⊗n would describe n of such particles together. By taking
the direct sum, we are able to describe n particle states for any n.
It will be useful to extend certain operators on H to the Fock space. First
consider the case of a unitary U ∈ B(H). Then for each n ≥ 1, we can define
U (n)(ψ1 ⊗ · · · ⊗ ψn) := Uψ1 ⊗ Uψ2 ⊗ · · · ⊗ Uψn.
Since U is unitary, U (n) is unitary. If we define U (0) = I, it follows that⊕
n≥0 U
(n) can be extended to a unitary Γ(U) on F(H). The operator Γ(U)
is called the second quantisation of U . The origin of the term is historical, and
does not have much to do with quantisation in the sense of going from classical
to quantum operators.
Now consider a self-adjoint (possible unbounded) operator H defined on a
dense domain D(H). Define for ψ1⊗ · · · ⊗ψn ∈
⊗n
k=1D(H) an operator H
(n)
by
H(n)(ψ1 ⊗ · · · ⊗ ψn) =
n∑
i=1
(ψ1 ⊗ ψ2 ⊗ · · · ⊗Hψi ⊗ ψi+1 ⊗ · · · ⊗ ψn).
This yields an unbounded operator
⊕∞
n=0H
(n) (even if H is bounded!). One
can show that this operator is closable and has a dense set of analytic vectors.
The closure is usually written as dΓ(H) =
⊕∞
n=0H
(n). The notation can
be explained by considering a strongly continuous one-parameter group Ut =
exp(itH) for some unbounded self-adjoint generator H. Then one can show
that
Γ(Ut) = e
itdΓ(H),
so that dΓ(H) can be seen as the derivative of Γ(Ut) at t = 0, just like H is
the derivative of Ut at t = 0.
Bosonic and fermionic Fock space
Usually not all states in F are relevant. For example, we know that if we
interchange two bosons, the resulting state should be the same. Hence it would
be useful to restrict to bosonic (resp. fermionic) states that are symmetric (resp.
anti-symmetric) under permutations. To this end, let Sn be the permutation
group of n elements. Let σ ∈ Sn and write σ(k) for the image of k ∈ {1, . . . , n}
under the permutation. Then for each σ we can define
Uσ(ψ1 ⊗ · · · ⊗ ψn) := ψσ(1) ⊗ · · · ⊗ ψσ(n).
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It can be shown that this map extends to a unitary operator on H⊗n (see
Exercise 6.1.2 below). Hence we can take the average over all permutations, to
obtain an operator
P sn :=
1
n!
∑
σ∈Sn
Uσ. (6.1.1)
Exercise 6.1.2. Show that Uσ is unitary, that P sn is a projection, and that the
closure of PnH⊗n is precisely the subspace of permutation invariant vectors.
Because of this exercise, it is natural to define the bosonic or (symmetric)
Fock space as Fs(H) :=
⊕∞
n=0 P
s
nHn. We write Ps for the projection from
F(H) onto Fs(H).
Although we will not use the fermionic Fock space, it can be defined anal-
ogously. Let again σ ∈ Sn be a permutation, and write sign(σ) for the sign of
the permutation (i.e., it is +1 if it is an even number of transpositions, or -1 if
it can be obtained by an odd number of transpositions). Then define a unitary
via
Uaσ (ψ1 ⊗ · · · ⊗ ψn) := sign(σ)ψσ(1) ⊗ · · ·ψσ(n).
Then P an :=
1
n!
∑
σ∈Sn U
a
σ defines a projection on the anti-symmetric part of
H⊗n. The fermionic Fock space is then Fa(H) :=
⊕∞
n=0 P
a
nH⊗n, consisting of
the anti-symmetric states.
Creation and annihilation operators
Suppose that we have an n-particle state ψ1 ⊗ · · · ⊗ ψn and let ψ be a single-
particle state. Then it would be useful to have an operation that either “creates”
the particle ψ to get a n + 1-particle state, or remove it from the n particles.
To this end, define for ψ ∈ H the creation operator a∗(ψ) and the annihilation
operator a(ψ) by linear extension of
a(ψ)(ψ1 ⊗ · · · ⊗ ψn) = n 12 〈ψ,ψ1〉ψ2 ⊗ · · · ⊗ ψn,
a∗(ψ)(ψ1 ⊗ · · · ⊗ ψn) = (n+ 1) 12ψ ⊗ ψ1 ⊗ · · · ⊗ ψn.
It should be noted that the operators are not bounded, so that they will only
be defined on a dense domain.
Exercise 6.1.3. Show that a(ψ) and a∗(ψ) are not bounded. Also show that
〈a∗(ψ)ϕ1, ϕ2〉 = 〈ϕ1, a(ψ)ϕ2〉 with ϕ1 ∈ H⊗n and ϕ2 ∈ H⊗n+1.
In applications we are often interested in either the bosonic or fermionic
Fock space, hence it is useful to have creation and annihilation operators that
restrict to these subspaces. Hence can define
a+(ψ) := Psa(ψ)Ps, a
∗
+(ψ) := Psa
∗(ψ)Ps.
The fermionic creation and annihilation operators a∗−(ψ) and a−(ψ) are defined
analogously.
As the name suggests, these operators can be used to create n-particle
states. To see this, consider the state Ω = (1, 0, 0, . . . ) in Fock space. This
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corresponds to the absence of any particle, that is, it is the vacuum state.
Suppose that ψ1, ψ2 ∈ H are single-particle states. Then we calculate
ϕ(2) :=
1√
2
a∗+(ψ1)a
∗
+(ψ2)Ω =
1√
2
a∗+(ψ1)ψ2
= Ps(ψ1 ⊗ ψ2) = 1√
2
(ψ1 ⊗ ψ2 + ψ2 ⊗ ψ1)
Hence ϕ(2) is a bosonic 2-particle state, with a particle in state ψ1 and one in
ψ2. Similarly, a+(ψ1) removes a particle ψ1. This construction can be straight-
forwardly extended to n particles, and we see that by acting with products of
creation operators on the vacuum state, a dense subset of Fock space can be
obtained. As a final aside, note that a∗−(ψ)a∗−(ψ)Ω = 0, due to the anti-
symmetric projection. This encodes the Pauli exclusion principle: we cannot
create two fermions in the same state ψ.
Single-particle states
The next step is to define single-particle states, and find operators to create
them. The definition will ultimately make use of the joint spectrum as obtained
via the SNAG theorem, but before that we make precise the assumptions that
we make.
Assumption 6.1.4. Consider a ground state ω of a quantum spin system
which carries an action x 7→ τx, with x ∈ Zd, of translations, and let (pi,Ω,H)
be the corresponding GNS representation. We furthermore assume that:
1. the dynamics t 7→ τt satisfy a Lieb-Robinson bound;
2. the ground state is translation invariant;
3. if H is the Hamiltonian implementing the dynamics in the ground state
representation, HΩ = 0 and H is gapped;
4. there is a unique ground state in this representation, i.e. 0 is a simple
eigenvalue with eigenvector Ω;
5. the interaction is translation invariant.
The last assumption implies that τtτx = τxτt for all x ∈ Zd and t ∈ R.
Consequently, we will write τ(t,x) := τt ◦ τx for the action of space-time trans-
lations. The condition on the gap is there for technical reasons. The existence
of a Lieb-Robinson bound is more fundamental, and plays a crucial role. As
we have seen before, it plays the role of the speed of light in relativistic the-
ories. This again is the case here. For example, we shall see that it gives an
upper bound on the velocity of particle excitations. It will also be necessary
for some locality estimates, which are used to show that at large times, particle
creation operators for different velocities almost commute (and hence behave
as non-interacting particles).
Note that the assumptions imply that we can find a strongly continuous
group of unitaries (t,x) 7→ U(t,x) acting on H which leaves the ground state Ω
CHAPTER 6. APPLICATIONS OF LIEB-ROBINSON BOUNDS 133
invariant. By Theorem 5.1.1, the SNAG theorem, there is a spectral measure
dP such that
U(t,x) =
∫
R×Td
ei(Et−p·x)dP (E,p).
Here we changed the sign of the momentum part to make the expression similar
to relativistic theories. The d-dimensional torus, Td, appears because it is the
group dual of the group Zd. This duality is essentially the Fourier transform
on the circle.
The energy-momentum spectrum of the theory is then defined to be Sp(U).
Note that from the assumptions that we have made, 0 is an isolated point in
the spectrum. Because ω is a ground state, it follows that Sp(U) ⊂ R+ × Td.
We make some further assumptions on the spectrum, namely that there is a
mass shell satisfying certain regularity conditions. This is somewhat analogous
to mass shells in relativistic theories. The definition is as follows:
Definition 6.1.5. Let h ⊂ Sp(U). Then h is a mass shell if the following
conditions are satisfied:
1. the spectral projection P (h) is non-zero;
2. there is an open subset ∆h ⊂ Γ such that h is the graph of a smooth, real
valued function E ∈ C∞(Td):
h = {(E(p),p) : p ∈ ∆h}.
E is called the dispersion relation.
3. The second derivatives of E vanish almost nowhere, that is {p ∈ ∆h :
D2E(p) = 0} has Lebesgue measure zero. Here D2 is the Hessian of E,
that is, D2E(p) = [∂i∂jE(p)]i,j=1,...,d.
If h is a mass shell, Hh := P (h)H is called the single-particle subspace.
Note that ∆h might be smaller than Td, i.e., the mass shell might only cover
part of the momentum range. The last condition is necessary for technical
reasons. Since we do not discuss the complete proof here, it will not appear
again, but the main reason is as follows. The group velocity is given by ∇E,
so that the last condition says that it is constant only on a set of Lebesgue
measure zero. This will ensure that we can find a dense space of single-particle
states by considering configurations of particles with distinct velocities.
In addition to Assumption 6.1.4, we make the following additional assump-
tions about the mass shell h:
Assumption 6.1.6. Let h be a mass shell. We assume in addition that it is
isolated, and that either condition 2 or 3 holds:
1. h is isolated, in the sense that for any p ∈ ∆h there exists ε > 0 such that
([E(p)− ε, E(p) + ε]× {p}) ∩ Sp(U) = {(E(p),p)};
2. it is regular, in the sense that {p : det(D2(E)) = 0} has Lebesgue measure
zero;
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Figure 6.1: A pseudo-relativistic mass shell (top) and a regular, isolated mass
shell (bottom). Note in the bottom picture the mass shell is, by definition,
only the part that is isolated from the rest of the spectrum. That is, it does
not cover the full momentum range. Pictures taken from [7]. (c) 2015 Springer
Basel, included with permission.
3. it is pseudo-relativistic: (h− h) ∩ Sp(U) = {0}.
The name pseudo-relativistic is chosen because this property is shared with
relativistic mass shells. Again, the last two properties are necessary for techni-
cal reasons, and will not play much of a role in our discussion. The isolatedness
of the mass shell is more important: as we will see it makes it possible to cre-
ate states with momentum on the mass shell, but disjoint from the rest of the
spectrum. Figure 6.1 shows an example of a regular and a pseudo-relativistic
mass shell.
Operator smearing and almost local observables
Now that we have defined single-particle states, we will look at operators that
create such states from the ground state. Moreover, these operators should
be local in a suitable sense. As we shall see, there is a trade-off between the
locality of this operator, and localisation of the energy-momentum spectrum.
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In particular, it is not possible to have a strictly local operator A such that
pi(A)Ω ∈ P (∆)H for some compact subset ∆ ⊂ R+ × Td.
The following definition is useful in studying these questions.
Definition 6.1.7. An operator A ∈ A is said to have energy-momentum trans-
fer in ∆t if
pi(A)P (∆) = P (∆ + ∆t)pi(A)P (∆)
for all Borel subsets ∆ ⊂ R× Td.
In other words, if one has a state ψ with energy-momentum in ∆, then
pi(A)ψ has its energy-momentum shifted by ∆t. We have already seen an
example of such an operator in Section 5.2, where we considered smeared op-
erators
∫
βx(Q)f(x)dx, with the Fourier transform of f outside the forward
light-cone. The calculation there shows that (at least on the vacuum), it shifts
the energy-momentum outside of the forward light-cone, and hence the vacuum
state is annihilated by such operators. This idea of smearing operators will also
be of use here: let f ∈ L1(R×Zd) and A ∈ A. Then we can define the smeared
version of A via
τf (A) := (2pi)
− d+12
∑
x∈Zd
∫
R
τ(t,x)(A)f(t,x)dt. (6.1.2)
Note that since the spatial variable is discrete, we have to sum instead of to
integrate over x. The significance of this construction lies in the following
lemma:
Lemma 6.1.8. Let f ∈ L1(R × Zd) and suppose that A ∈ A has energy-
momentum transfer in ∆. Then τf (A) has energy-momentum transfer in ∆ ∩
supp f̂ , where f̂ is the Fourier transform of f .
The proof, in the context of quantum spin systems, can be found in [7], but
an essential part is to note that pi(τ(t,x)(A)) = U(t,x)pi(A)U(t,x)∗. At that
point one can use the SNAG theorem to write U(t,x) as an integral over the
spectral measure (see also the calculation of pi0(Q)Ω in Section 5.2).
To find operators that create single-particle states we can now proceed as
follows. First choose an open neighbourhood of a point (E, p) ∈ h that is
disjoint from Sp(U) \ h. Note that this is always possible because h is isolated.
Then choose a function f ∈ L1(R× Td) with a Fourier transform f̂ supported
in ∆. Consider now ψ := pi(τf (A))Ω for some A ∈ A. Then we find
ψ = pi(τf (A))Ω = pi(τf (A))P ({0})Ω = P (supp f̂)ψ.
Here we used that 0 is an isolated point of the spectrum, together with the
energy-momentum transfer lemma. It follows that ψ ∈ Hh, the single-particle
subspace. It might still happen that ψ = 0, but because Ω is a cyclic vector, it
can be shown that this cannot be the case for all A ∈ A. Hence we can create
single-particle states.
Just being able to create single-particle states, however, is not enough. In
the end we want the particles to act independently for large timescales, or in
other words, there creation operators should commute for such large t, at least
if we choose the velocities of the particles judiciously. As we have seen, locality
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of the operators would be very useful here. Unfortunately, these operators
cannot be strictly local. A heuristic argument goes as follows. The energy-
momentum of τf (A) will be in supp f̂ . This has to be a compact set. But it
is well-known from Fourier analysis, that the better localised f̂ is, the more f
is spread out. Consequently, τf (A) will not be strictly local. This also is true
because of the smearing in the time direction: we know that τt(A) is in general
not strictly localised any more for t 6= 0. In fact, it cannot be for all local A,
since this would imply a zero-velocity Lieb-Robinson bound. In that case there
would be no scattering at all, as we will also see later.
Remark 6.1.9. One can even show a stronger result. If we disregard the
energy component for a moment, and only smear over the space directions,
one can show that the momentum transfer of any non-trivial local operator is
equal to Td, see [7, Proposition 3.7]. A similar statement is true in relativistic
theories [14]. The proof uses the support properties of the Fourier transform.
Fortunately, it is possible to to consider a slightly larger class of observables,
called almost local, which can be approximated well by strictly local observ-
ables. Of course, by construction, any observable in A can be approximated
by strictly local observables. What sets the almost local observables apart is
that the error that we make decreases quickly with the size of the support. In
the context of quantum spin systems, the almost local observables have first
been studied by Schmitz [90], but before that they also appeared in algebraic
quantum field theory. The precise definition is:
Definition 6.1.10. An observable A ∈ A is called almost local if there exists
a mapping R+ 3 r 7→ Ar ∈ Aloc such that
‖A−Ar‖ = O(r−∞),
with the support of Ar contained in a ball of radius r. The notation O(r−∞)
means that the terms is of O(r−n) for any n ∈ N. In other words, rn‖A−Ar‖
goes to zero as r → ∞ for any n ∈ N. The set of all almost local observables
is a ∗-algebra, which is denoted by Aa−loc.
Clearly we have Aloc ⊂ Aa−loc. Although the almost local observables are
a bit more cumbersome to work with, it turns out that they have the right
locality properties for our purposes. For example, if Ai ∈ Aa−loc, i = 1, 2, then
it can be shown that, with y ∈ Zd, one has for any n ∈ N
[A1, τy(A2)] = O
((
1
1 + y2
)n
2
)
.
In other words, if we translate A2 far enough, the commutator will go to zero.
Although it will not become identically zero in general, it will become small
enough for our purposes. The proof of this statement follows from a straight-
forward approximation argument, by first approximating Ai with local observ-
ables.
More important is the following theorem, which says that smearing of al-
most local observables with Schwarz class functions again gives an almost local
observable. A smooth function f : R × Zd → C is said to be of Schwarz class
(notation: f ∈ S(R×Zd)) if ∂nt f = O(((1 + t)2 + (1 + x2))−∞). Alternatively,
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it means that all partial derivatives of the Fourier transform f̂(E,p) are of
O((1 + E2)−∞) uniformly in p. This is the point where the assumption that
Lieb-Robinson bounds hold becomes crucial.
Theorem 6.1.11. Let A ∈ Aa−loc and f ∈ S(R × Zd), and suppose that τt
satisfies a Lieb-Robinson bound. Then we have
1. τ(t,x)(A) ∈ Aa−loc,
2. τf (A) ∈ Aa−loc.
To understand why this is true it is helpful to understand why τf (A) is
generally not local, even when A is strictly local. We will assume A ∈ Aloc.
Recall the definition of τf (A):
τf (A) = (2pi)
− d+12
∫
R
∑
x∈Zd
f(t,x)τ(t,x)(A)dt.
Hence the non-locality can be seen to be due to two parts. First of all, we take
sums of translates of A. Since f is of Schwarz class, it generally does not have
finite support in the position variables. Nevertheless, f(t,x) will decay faster
than any polynomial in |x|, so the non-locality is relatively mild. However, the
time evolution τt(A) also increases the support. This is where Lieb-Robinson
bounds come into play, since we have seen before that they can be used to
show that τt(A) can be well approximated by a strictly local observable. More
precisely, define a mapping R+ 3 r 7→ A(r) via
A(r) = (2pi)
− d+12
∫
|t|≤r
∑
|x|≤r
f(t,x)τ(t,x)(A)dt.
This operator in general still is non-local, because of the time evolution, but this
non-locality can we controlled by using the Lieb-Robinson bound. In particular,
using the arguments after Corollary 4.3.2, we know that we can approximate it
well by strictly local operators, and it is in fact possible to estimate the size of
the support of this local observable in terms of vLRt. A careful analysis along
these lines, together with approximating elements in Aa−loc by strictly local
operators yields the result.
As an aside, it is interesting to note that this theorem is harder the proof
for quantum spin systems than it is for relativistic theories. The reason is
precisely the non-locality of the time evolution. While in relativistic theories
the time evolution is strictly local, this is no longer true in spin systems.
Haag-Ruelle creation operators
The above discussion provides a method to obtain states in the single particle
subspace. Moreover, they can be obtained using almost local operators. The
next step is create states that correspond to free particle, since at large times we
want states that essentially behave like a collection of non-interacting particles.
To this end, consider a function g : Zd → R such that ĝ ∈ C∞(Td) with the
support of ĝ in ∆h. We then define a positive energy wave packet via
gt(x) = (2pi)
− d2
∫
∆h
ĝ(p)e−itE(p)+ip·xdp.
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Note that this is somewhat like a plane wave, where the energy is replaced by
the dispersion relation. It describes the free evolution of single particle (or in
this case, rather the backward evolution) governed by the dispersion relation.
If g is a wave packet, its velocity support is defined as
V (g) := {∇E(p) : p ∈ ∆h}.
As the name suggests, it tells us which velocities occur in the wave packet.
We now have all the definitions to define Haag-Ruelle creation operators,
which will create single-particle states.
Definition 6.1.12. Let A∗ ∈ Aa−loc have compact energy-momentum transfer
∆ contained in (0,∞) × Td such that ∆ ∩ Sp(U) ⊂ h, and let g be a positive
energy wave packet. The Haag-Ruelle creation operator is then defined as
B∗t (gt) := (2pi)
− d2
∑
x∈Zd
U(t,x)pi(A∗)U(t,x)∗gt(x).
That is, we smear pi0(τt(A∗)) over the spatial directions using the wave packet.
The use of B∗t instead of its adjoint is to match the notation with the
creation operators on Fock space. The operator A∗ can be obtained by smearing
local observables with suitable test functions, as we have seen before.
The idea behind B∗t is that it compares the full evolution τt with the back-
ward free evolution described by the wave packet. Also, by construction, it
creates states in the single particle subspace, when acting on the ground state.
Lemma 6.1.13. Let Bt(gt)∗ be a Haag-Ruelle creation operator. Then we
have B∗t (gt)Ω ∈ Hh and (B∗t (gt))∗Ω = 0, and
B∗t (gt)Ω = B
∗(g)Ω = P (h)B∗(g)Ω
for all t ∈ R, where B∗(g) = (2pi)− d2 ∑x g(x)pi(τx(A∗)).
Proof. The first equation can be seen form the energy-momentum transfer
lemma, together with a slight extension of Lemma 6.1.8. The second can be
seen by noting that if the energy-momentum transfer of an operator A is ∆,
then −∆ is the energy-momentum transfer of A∗. Note that we use the group
structure of R× Td here.
To see the last equation, compute
B∗t (gt)Ω = (2pi)
− d2
∑
x∈Zd
gt(x)U(t,x)pi(A
∗)Ω
= (2pi)−
d
2
∑
x
gt(x)
∫
h
eiEt−ip·xdP (E,p)P (h)pi(A∗)Ω
=
∫
h
ĝ(p)ei(E−E(p))tdP (E,p)P (h)pi(A∗)Ω.
In the last step we used the inverse Fourier transform to obtain ĝ(p). Since
we are only integrating over the mass shell, E = E(p) and the exponential
disappears.
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Similarly, we calculate
B∗(g)Ω = (2pi)−
d
2
∑
x
g(x)U(x)P (h)pi(A∗)Ω
=
∫
h
ĝ(p)dP (E,p)P (h)pi(A∗)Ω.
This concludes the proof.
Note that this lemma tells us that on the ground state, the “free” evolution
coincides with the full (interacting) evolution, even for arbitrary t (not only in
the asymptotic limit). This is not surprising, since B∗t (gt)Ω contains a single
particle excitation, hence there is nothing to interact with and the particle
behaves like a free particle. This in general is no longer true for states like
B∗1,t(g1,t)B
∗
2,t(g2,t)Ω that contain more excitations.
We end this construction with a remark on the Lieb-Robinson velocity. As
we have stressed several times, it plays the role of the speed of light in quan-
tum spin systems. Hence a reasonable conjecture would be that the velocity
of single-particle excitations is bounded by the Lieb-Robinson velocity. This
indeed turns out to be the case.
Proposition 6.1.14. Let vLR be the Lieb-Robinson velocity. Then |∇E(p)| <
vLR for any p ∈ ∆h.
The proof is by contradiction. One first assumes that such states exist. A
dense set of such states can be obtained as B∗(g)Ω, where ĝ has support in an
open subset of ∆h on which |∇E(p)| < vLR is violated. Using Lieb-Robinson
bounds one can then show that this vector must orthogonal to pi(A)Ω for any
local A. Hence, by cyclicity of Ω, it must be zero. The argument that leads to
this conclusion takes some work: the details can be found in [7, Prop. 5.3]. An
alternative proof can be found in [90].
Scattering states
The Haag-Ruelle creation operators can be used to create single-particle states
from the ground state. To create multiple particles, the idea is to apply the
creation operators repeatedly. That is, choose positive energy wave packets gi,
i = 1, . . . , n and Haag-Ruelle creation operators B∗i,t(gi). Then we can look at
states
Ψt := B
∗
n,t(gn,t) · · ·B∗1,t(g1,t)Ω.
In particular, we are interested in the asymptotic (incoming or outgoing) states,
where we take the limit t→ ±∞. An important part of scattering theory is to
show that these limits exist and have the right properties.
It is good to first think about which properties should be expected. As
discussed before, the incoming and outgoing particles should behave (asymp-
totically) as free particles. But free (bosonic) particles are well described by
the symmetric Fock space over the single-particle Hilbert space Hh. This in
particular means that the state should be invariant under changing the order
of the creation operators, at least in the limit t 7→ ±∞. They should also only
depend on the single-particle states: if B∗i,t(gi,t)Ω = B˜∗i,t(g˜i,t)Ω, we should be
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able to replace B∗i,t with B˜i,t in the definition of Ψt, at least in the limit of
large |t|. This indeed turns out to be true. Anticipating this, we write
Ψ1
out× · · · out× Ψn := Ψout := lim
t→∞B
∗
n,t(gn,t) · · ·B∗1,t(g1)Ω. (6.1.3)
Here Ψi = B∗i,t(gi,t)Ω. Similarly, the incoming states are defined by taking the
limit to negative infinity. These states indeed have all the properties we expect
them to have:
Theorem 6.1.15. Suppose that Assumptions 6.1.4 and 6.1.6 hold, and more-
over assume that the wave packets gi have disjoint velocity support. Then the
limit in equation (6.1.3) exists and is independent of the choice of B∗i,t(gi,t)
as long as B∗i,t(gi,t)Ω = B˜∗i,t(g˜i,t)Ω. Moreover, this limit is independent of the
order of the Haag-Ruelle creation operators. Finally, let Ψout and Ψ˜out be two
such states with n and n˜ particles respectively. Then
〈Ψout,Ψout〉 = δn,n˜
∑
σ∈Sn
〈Ψ1, Ψ˜σ(1)〉 · · · 〈Ψn, Ψ˜σ(n)〉, (6.1.4)
where Sn is again the set of all permutations of n elements.
All statements equally hold for the incoming particle states.
The proof of this theorem is quite technical, and requires various bounds
on how the Haag-Ruelle creation operators depend on t, and bounds on the
commutators of such creation operators. The main idea however is easy to
understand. The creation operators (and hence, in a sense, the particles) are
reasonably well localised. Since the velocity supports are disjoint, for large |t|,
the particles must be far away from each other. By the locality of creation
operators, this implies that commutator bounds of such operators will become
small, since they particles essentially behave as free particles.
The theorem shows that the asymptotic states have a structure resembling
that of (symmetric) Fock space. For the scattering theory it will be useful to
have an operator mapping the single particle (symmetric) Fock space Fs(Hh)
to these scattering states. Before we give the definition of such an operator,
we note that U(t,x) can be restricted to a unitary U(t,x)h acting on Hh, and
hence this defines (via second quantisation) an action of space-time translations
on the Fock space, by (t,x) 7→ Γ(U(t,x)h). The mapping alluded to should be
compatible with this mapping, in the following sense:
Definition 6.1.16. An outgoing wave operator is an isometryW out : Fs(Hh)→
H such that
W outΩ = Ω,
W out(a∗+(Ψ1)a
∗
+(Ψ2) · · · a∗+(Ψn))Ω = Ψ1
out× · · · out× Ψn,
U(t,x) ◦W out = W out ◦ Γ(U(t,x)h),
for all states Ψi ∈ Hh. The incoming wave operatorW in is defined analogously.
Hence the wave operators map configurations of incoming or outgoing free
particle states, to states in the Hilbert space H, in a way that is compatible
with space-time translations. We can then define the S-matrix as the isometry
S := (W out)∗W in.
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Note that this definition coincides with what we said earlier about the S-matrix:
it maps incoming particle configurations to outgoing particle configurations.
The main result is that the wave operators exist and are unique.
Theorem 6.1.17. Consider a quantum spin system satisfying Assumptions 6.1.4
and 6.1.6. Then the wave operators and the S-matrix exist and are unique.
In other words, the scattering theory exists and is well-defined. The defi-
nition of a wave operator suggests how W out should be defined on a basis of
n-particle states. Using Theorem 6.1.15, it follows that this is well-defined on
particle states with disjoint velocity support. The hard part is to show that
such states form a dense subspace of the Fock space, so that W out can be ex-
tended by linearity, and that W out is an isometry. Indeed, a priori it is not
obvious that Ψ1
out× · · · out× Ψn is even non-zero in general. The proof of this
is somewhat technical and will be omitted here. This is the part where it is
necessary to make the regularity assumption from Assumptions 6.1.6, to show
density.
Although the above theorem tells us that, under the assumptions made, one
can do scattering theory, this is still a long way from calculating the matrix
S explicitly in concrete examples. To this end, one first has to prove that the
assumptions are satisfied. Unfortunately, in general it is very difficult to find
the spectrum of a Hamiltonian, and this is even more so for the full energy-
momentum spectrum. Indeed, even the question if it is gapped can be very
difficult. The most promising approach appears to be considering perturbations
of “classical” models, for example where the dynamics are generated by com-
muting terms in the Hamiltonian (much like the toric code). The unperturbed
models will have a zero velocity Lieb-Robinson bound, and hence no scatter-
ing, but this is no longer true once we add perturbations. Using perturbation
theory, it is sometimes possible to prove the existence of an isolated mass shell.
This is true for the following example. The proof uses results from [80, 110],
which study the spectrum of the perturbed Hamiltonian.
Theorem 6.1.18. There is ε0 > 0 such that for all 0 < ε < ε0, the transverse
Ising model with the following local Hamiltonian
HΛ,ε = −1
2
∑
j∈Λ
(σzj − 1)− ε
∑
(i,j)
σxi σ
x
j ,
where (i, j) denotes a pair of nearest-neighbours, satisfies Assumption 6.1.4 as
well as Assumption 6.1.6.
Actually finding the matrix S explicitly seems to be out of reach with
current techniques. However, for many interesting quantum spin models there
do exist numerical simulations. Also in algebraic quantum field theory, in some
cases where the scattering theory is relatively simple, explicit models can be
constructed [57].
6.2 Gapped phases and local perturbations
The final topic we discuss is that of gapped phases. In recent there has been
much interest in topologically ordered phases of ground states, of which the
CHAPTER 6. APPLICATIONS OF LIEB-ROBINSON BOUNDS 142
toric code model is an example. An important question is how to classify such
phases. For any meaningful classification, it is necessary to say when we regard
two phases to be the same. Coloquially, two gapped ground states ω0 and ω1
are said to be in the same phase if there is a continuous path H(s) of gapped,
local Hamiltonians such that ω0 is a ground state of H(0) and ω1 is a ground
state of H(1) [19]. This can be made precise in the thermodynamic limit, as is
done in Ref. [8], whose exposition we will largely follow here.
In particular, it can be shown that weak-∗ limits of (mixtures of) ground
states states are related by an automorphism αs to such states of the unper-
turbed dynamics. This automorphism αs is very much like a time evolution,
in the sense that it also satisfies a Lieb-Robinson bound. The construction of
this family of automorphisms uses the spectral flow (also called quasi-adiabatic
continuation) technique. As a by-product, it is possible to show that if we add
a strictly local perturbation (not closing the gap) to some local Hamiltonians,
the new ground state is related to the old, unperturbed, ground state by a local
unitary, up to a small error. This is outlined in the next subsection. In the
final subsection, the spectral flow is applied to obtain the αs.
Quasi-adiabatic continuation or the spectral flow
We first want to study how the spectrum changes as s runs in the interval
[0, 1]. This can be done using quasi-adiabatic continuation. This technique was
discussed by Hastings [45, 47], and was later studied in the thermodynamic
limit in [8]. Here we follow [8] and call it the spectral flow, since it deals with
the spectrum.
The precise setting is as follows. Suppose that we have defined some dynam-
ics αt. Consider a ground state for these dynamics. Then there is some Hamil-
tonian H(0) implementing the dynamics αt in the GNS representation. We
now assume that the perturbed dynamics are of the form H(s) = H(0) + Φ(s),
where s ∈ [0, 1] and Φ(s) = Φ(s)∗. The dynamics should not change too much
as a function of s, in the sense that there is someM > 0 such that ‖H ′(s)‖ ≤M
for all s ∈ [0, 1]. We will also assume that there is a gap γ > 0 in the spectrum
for all s, where γ does not depend on s. In particular, we assume that
specH(s) = Σ1(s) + Σ2(s)
for some sets Σ1(s) and Σ2(s) such that infs∈[0,1] d(Σ1(s),Σ2(s)) ≥ γ. There is
an additional (technical) smoothness condition that we need to demand. For
its precise formulation, see [8, Assumption 2.1].
A key step in the result is to connect the ground state spaces of H(s) to
each other. It turns out that this can be done by unitary maps U(s), and more
importantly, it is possible to give a generator for the “flow” s 7→ U(s). This is
the spectral flow or quasi-adiabatic continuation.
Lemma 6.2.1. There is a norm-continuous path of unitaries U(s) such that
for all s ∈ [0, 1],
P (s) = U(s)P (0)U(s)∗, (6.2.1)
where P (s) is the projection on the eigenspace of the eigenvalues in Σ1(s). The
U(s) satisfy the differential equation
d
ds
U(s) = iD(s)U(s),
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with boundary condition U(0) = 1. The generator D(s) can be obtained as
D(s) =
∫ ∞
−∞
Wγ(t)e
itH(s)H ′(s)e−itH(s)dt,
where Wγ(t) is a L1-function which can be defined explicitly.
Note that D(s) is in fact obtained by smearing H ′(s) with the function Wγ
using the dynamics generated by H(s). AlthoughWγ(t) can be given explicitly,
its definition is rather complicated and its explicit form does not provide much
insight for our purposes. However, this explicit form allows the authors of [8]
to give explicit bounds on various estimates, which prove to be crucial in the
proof.
This lemma can be applied to show that “local perturbations perturb lo-
cally”, in the sense that if we have some Hamiltonian H(0)+Φ(s), with Φ′(s) a
local operator for every s, then the ground states of H(s) are related to those of
H(0) by a strictly local unitary (at least, up to arbitrarily small error). More
precisely, we assume that there is some finite subset Λ ⊂ Γ and a constant
C > 0 such that Φ′(s) ∈ A(Λ) and ‖Φ′(s)‖ < C for all 0 ≤ s ≤ 1. Note that
this means that Φ(s) ∈ A(Λ) up to a constant operator. Finally, we assume
that there is a Lieb-Robinson bound for the perturbed dynamics. In particu-
lar, there should exist constants µ > 0, C > 0 and v > 0 such that for local
operators A and B we have∥∥∥[τH(s)t (A), B]∥∥∥ ≤
C‖A‖‖B‖min(| supp(A)|, | supp(B)|)e−µ(d(supp(A),supp(B))−v|t|)
for all s ∈ [0, 1]. Here τH(s)t (A) = eitH(s)Ae−itH(s), the dynamics generated by
H(s).
Under these assumptions one can show that the unitaries U(s) can be ap-
proximated by local unitaries. The strategy is to use the Lieb-Robinson bounds.
Note that in Lemma 6.2.1 the generator D(s) can be obtained by smearing the
local operator H ′(s) (which is Φ′(s) here) using an automorphism that satisfies
a Lieb-Robinson bound. We can then employ a similar technique as outlined
in the text following Theorem 6.1.11 to approximate D(s) by a strictly local
operator. Since explicit bounds on Wγ(t) can be obtained, it is in fact possible
to give a precise estimate. The result is that the unitaries U(s) can be approx-
imated by strictly local unitaries V (s). These local unitaries are supported
on sets containing Λ, and as expected, the bigger this set is, the better the
approximation will be. In particular, define the following sets for R > 0:
ΛR = {y ∈ Γ : ∃x ∈ Λ such that d(x, y) < R}.
Once we approximate D(s) by a local operator DR(s) supported on ΛR(s), one
can look at the corresponding unitaries VR(s). By integrating the differential
equation in 6.2.1, the estimated for ‖D(s) − DR(s)‖ yields an estimate for
‖U(s)−VR(s)‖. With this notation, the argument above leads to the following
result [8, Thm. 3.4]:
Theorem 6.2.2. There exists a subexponential function G(R) and a constant
C such that for any R > 0 and for all s ∈ [0, 1], there exists a unitary VR(s)
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with support in ΛR such that
‖U(s)− VR(s)‖ ≤ CG
(
γR
2v
)
,
where γ and v are as above.
One can show that for large enough R the function G is proportional to
exp
(
−2/7 R
log2(R)
)
. This is where the explicit form for Wγ(t) comes in.
As an example we suppose that for each s we have a non-degenerate ground
state, and hence it can be represented as a vector Ω(s) in Hilbert space. The
ground state is separated from the rest of the spectrum by a gap of at least
γ for all s. Under this conditions we can show that far away from the local
perturbation Φ(s) the ground states look alike. In particular, consider R > 0
and A ∈ A(ΛcR). Then [A, VR(s)] = 0 for all s by locality. Moreover, note
that each P (s) is a one-dimensional projection because of the non-degeneracy
of the ground state. This implies that Ω(s) = U(s)Ω(0), with the help of
equation (6.2.1). Hence we have
|〈Ω(s), AΩ(s)〉 − 〈Ω(0), AΩ(0)〉| = |〈Ω(0), U(s)∗[A,U(s)]Ω(0)〉|
= |〈Ω(0), U(s)∗[A, VR(s)]Ω(0)〉+ 〈Ω(0), U(s)∗[A,U(s)− VR(s)]Ω(0)〉|
≤ 2‖A‖‖U(s)− VR(s)‖ ≤ 2‖A‖CG
(
γR
2v
)
.
Since the right hand side goes to zero as R grows, we see that the states look
the same far away from the perturbation.
Automorphic equivalence of ground states
So far we have discussed perturbing the system with respect to a single local
perturbation. Although useful, this is not general enough for many applica-
tions. Rather, it would be useful to allow for sums of perturbations, just like
the dynamics were generated by local interactions consisting of sums of local
operators. More precisely, we assume that the local dynamics are generated by
HΛ(s) = HΛ(0) +
∑
X⊂Λ
Φ(X, s),
where Φ(X, s) ∈ A(X) is self-adjoint and HΛ(0) in turn is given by local inter-
actions that give a Lieb-Robinson bound (for example, the uniformly bounded
finite range interactions discussed before).
We are now in a position to address the question of equivalences of gapped
phases. In the thermodynamic limit this situation can be described as follows.
First consider for a finite Λ ⊂ Γ the set SΛ(s) of all (mixtures of) states with
energy in I(s), where I(s) is some interval containing Σ1(s) (and disjoint from
Σ2(s)). We can then consider an increasing sequence Λn of subsets, and look
at all the weak-∗ limit points as n → ∞ of states SΛn(s). Note that this is
the same procedure as we used before in the construction of KMS states from
finite volume Gibbs states in Section 3.4.
We have seen that vector states in SΛn(s) are related to those in SΛn(0) by
a unitary operator UΛn(s). The question is what can be said about the weak-∗
CHAPTER 6. APPLICATIONS OF LIEB-ROBINSON BOUNDS 145
limits. Since for the local sets of states there are automorphisms αΛns (obtained
by conjugating with UΛn(s)) such that SΛn(s) = SΛn(0) ◦ αΛns , we can ask the
question if αΛns converges to an automorphism αs.1 Note that this is similar to
how we obtained the global dynamics from local dynamics in Theorem 3.3.12,
or using Lieb-Robinson bounds as in Theorem 4.2.1.
Indeed, the automorphisms αs can be obtained in a similar way by us-
ing Lieb-Robinson bounds. For this it is necessary to assume that τHΛ(s)t :=
eitHΛ(s) · e−itHΛ(s) satisfies a Lieb-Robinson bound (in t), where the Lieb-
Robinson velocity (and other constants in the bound) are uniform in s and
Λ. This can then be used to derive a Lieb-Robinson bound for αΛns . Note that
the situation is more complicated here than in the local dynamics case discussed
before, since essentially we are dealing with a time-dependent interaction. The
proof essentially boils down to the observation that we can interpret the gen-
erator DΛ(s) of the spectral flow as being given by local (time-dependent)
dynamics. Once this Lieb-Robinson bound has been obtained, the following
theorem can be obtained using standard methods:
Theorem 6.2.3. There is an automorphism αs such that S(s) = S(0)◦αs. The
automorphism αs can be obtained from an s-dependent quasi-local interaction,
and satisfies a Lieb-Robinson bound.
In typical applications Σ1(s) will correspond to the lowest-lying energy
levels, i.e. ground states with possibly allowing some small splitting. It should
be stressed, however, that the states in Sn are (mixtures of) eigenvalues of
HΛn . That is, no boundary terms for the local Hamiltonians are allowed. In
general not all ground states of some dynamics αt can be obtained in this way,
see for example Remark 3.4.17. This is also true in the toric code: except for
the translation invariant ground states, all other ground states are obtained as
weak-∗ limits of ground states of the local dynamics with boundary term [18].
Even for the unique frustration free ground state of the toric code, the theo-
rem above is not the end of the story. Although it does relate the ground states
of the perturbed model to the unperturbed one with an automorphism of A,
it is not at all clear if the same follows for all the other interesting physical
properties. For example, it would be interesting to know if the whole superse-
lection structure is preserved. This is what one would expect for a meaningful
definition of equivalence of phases. Answering this question is presently an
active area of research, and not many results in this direction are known.
1In general this automorphism would not be given by conjugating with a unitary any
more, however. We have already seen an example of this with the automorphisms describing
charges in the toric code model.
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locality, 6, 56, 111
mass shell, 133
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phase transition, 77
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Riesz representation theorem, 16
S-matrix, 129, 140
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spectral theorem
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unbounded operators, 34
spectrum, 24
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state, 36
classical, 37
coherent, 48
faithful, 40
invariant, 61
mixed, 36
passive, 84
pure, 36, 44, 59, 89
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vacuum, 112
state space, 36
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Stone’s theorem, 62
strong operator topology, 31
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superselection criterion, 114, 118
superselection rule, 7, 49
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toric code, 115
support, 57
symmetry
translation, 60
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modular, 127
tensor product, 53
algebraic, 55
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of C∗-algebras, 55
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thermal state, see KMS state
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thermodynamic limit, 5, 77, 144
toric code, 85
excitation, 91
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unitary, 17
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