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In this paper we discuss some examples of abelian gauged linear sigma models realizing
twisted derived equivalences between non-birational spaces, and realizing geometries in novel
fashions. Examples of gauged linear sigma models with non-birational Ka¨hler phases are a
relatively new phenomenon. Most of our examples involve gauged linear sigma models for
complete intersections of quadric hypersurfaces, though we also discuss some more general
cases and their interpretation. We also propose a more general understanding of the rela-
tionship between Ka¨hler phases of gauged linear sigma models, namely that they are related
by (and realize) Kuznetsov’s ‘homological projective duality.’ Along the way, we shall see
how ‘noncommutative spaces’ (in Kontsevich’s sense) are realized physically in gauged lin-
ear sigma models, providing examples of new types of conformal field theories. Throughout,
the physical realization of stacks plays a key role in interpreting physical structures appear-
ing in GLSMs, and we find that stacks are implicitly much more common in GLSMs than
previously realized.
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3
1 Introduction
Gauged linear sigma models, first described in [1], have proven to be a crucial tool for string
compactifications. They have provided insight into topics ranging from the structure of
SCFT moduli spaces to curve-counting in Calabi-Yau’s.
When a GLSM describes different geometries in different limits of Ka¨hler moduli space, it
has long been assumed that the different geometries are birational to one another, e.g. related
by flops, blowups, blowdowns, or other such transformations. It has also been assumed
that the only Calabi-Yau’s one could describe as phases of GLSM’s were built as complete
intersections in toric varieties or flag manifolds (or other semiclassical moduli spaces of
supersymmetric gauge theories). However, recently we have begun to learn that neither
statement is always the case.
In [2][section 12.2] and then in [3], examples have been given of gauged linear sigma
models involving (a) a Calabi-Yau not presented as a complete intersection, and (b) two non-
birationally-equivalent Calabi-Yau’s. In [3], a nonabelian GLSM was analyzed, describing
a complete intersection in a Grassmannian was shown to lie on the same moduli space as
the vanishing locus of a Pfaffian, and in [2][section 12.2] an abelian GLSM was analyzed,
describing complete intersection of four degree two hypersurfaces in P7 at one limit and
a branched double cover of P3, branched over a degree eight hypersurface (Clemens’ octic
double solid) in another Ka¨hler phase.
In this paper, we shall study further examples of abelian GLSM’s describing non-birational
Ka¨hler phases. We begin by working through the example of [2][section 12.2] in much greater
detail, then go on to consider other examples. One natural question this work poses is: is
there a mathematical relationship between the different Ka¨hler phases, some notion that re-
places ‘birational’? We propose that the different Ka¨hler geometric phases of a given GLSM
should all be understood as being related by ‘homological projective duality,’ a recent con-
cept introduced into mathematics by Kuznetsov. Put another way, we propose that GLSM’s
implicitly give a physical realization of Kuznetsov’s homological projective duality.
In addition, we argue that new kinds of conformal field theories are realized as these duals.
These are physical realizations of Kuznetsov’s noncommutative resolutions of singular spaces.
We introduce these new conformal field theories and discuss some of their basic properties,
but clearly a great deal of work should be done to properly understand them and their role
in physics.
The analysis of the Landau-Ginzburg points of these GLSMs revolves around subtleties
in the two-dimensional abelian gauge theories with nonminimal charges, which provide one
physical realization of strings on gerbes. In other words, this paper describes in detail
one application of gerbes and stacks. The original application of the technology of stacks,
aside from the completely obvious possibility of enlarging the number of possible string
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compactifications, was to understand physical properties of string orbifolds such as the fact
that they give well-behaved CFT’s [4]. More recent applications outlined in [2] range from
making physical predictions for certain quantum cohomology computations to reconciling
different physical aspects of the geometric Langlands program.
We begin in section 2 with a detailed analysis of the GLSM for P7[2, 2, 2, 2]. We find, after
an analysis that involves understanding how stacks appear physically, and also after finding
a crucial Berry phase, that the Landau-Ginzburg point seems, on the face of it, to be in the
same universality class as a nonlinear sigma model on a branched double cover of P3, which
is another Calabi-Yau. This is already interesting in that these two geometries, the complete
intersection and the branched double cover, are not birational to one another, violating the
conventional wisdom that different geometric Ka¨hler phases of the same GLSM should be
birational to one another. This is also noteworthy for the novel realization of the geometry
at the Landau-Ginzburg point, as something other than the simultaneous vanishing locus of
a set of F -terms, realizing a complete intersection in a toric variety. Further analysis reveals
further subtleties: although for analogues in lower dimensions the branched double cover at
the Landau-Ginzburg point is smooth, for the particular example P7[2, 2, 2, 2] the branched
double cover is mathematically singular, whereas the GLSM does not exhibit any singular-
ities. An additional study leads us to believe that the structure actually being realized is
a ‘noncommutative resolution’ of the singular branched double cover, a conjecture which is
verified by studying matrix factorizations at the Landau-Ginzburg point. (Noncommutative
resolutions are defined by their sheaf theory, so, seeing that matrix factorizations match the
mathematics nails down the interpretation as a noncommutative resolution.) In particular,
this means that we are getting some new conformal field theories – CFT’s that look like
ordinary nonlinear sigma models on smooth patches, but which are fundamentally different
over singular parts of the classical geometry. We tentatively identify this duality between the
large-radius and Landau-Ginzburg point geometries as an example of Kuznetsov’s ‘homolog-
ical projective duality.’ Finally, at the end of section 2 we also outline how this generalizes
in other dimensions.
In section 3 we discuss another Calabi-Yau example of this phenomenon, in which a GLSM
for a complete intersection of quadrics has a (noncommutative resolution of a) branched
double cover at its Landau-Ginzburg point. This particular example amounts to a fibered
version of a low-dimensional example of the form from section 2, and is also closely related
to geometries appearing in Vafa and Witten’s work on discrete torsion [5]. We also discuss
how deformation theory issues, the last remaining property of discrete torsion that has not
been completely explicitly derived from B fields, can be understood from the perspective of
noncommutative spaces.
In section 4 we extend these considerations to a series of non-Calabi-Yau examples, in
which again we see GLSM’s relating complete intersections of quadrics to (noncommutative
resolutions of) branched double covers.
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In section 5 we extend these notions to more general complete intersections, not of
quadrics. We find that homological projective duality continues to apply to more gen-
eral cases, even cases in which the Landau-Ginzburg point does not have a geometric or
nc-geometric interpretation, and we conjecture that all phases of all gauged linear sigma
models are related by homological projective duality.
Finally in appendix A we review some general aspects of noncommutative resolutions
and nc spaces, to make this paper more nearly self-contained, as these notions have not, to
our knowledge, been previously discussed in the physics literature.
There are many technical similarities between the abelian GLSMs for complete intersec-
tions described in [2][section 12.2] and the nonabelian GLSMs describing complete intersec-
tions in Grassmannians in [3][section 5]. In both cases, the geometry at one limit of the
GLSM Ka¨hler moduli space is realized in a novel fashion: here and in [2][section 12.2] as
a double cover realized by gerbes and a nonminimally-charged gauge theory, in [3][section
5], through strong-coupling nonabelian gauge dynamics. In both cases, the geometries at
either end of the GLSM Ka¨hler moduli space are not birational, but instead are related by
Kuznetsov’s homological projective duality. In both cases the superpotential has the form
W (Φ) =
∑
ij
ΦiA
ijΦj
for some matrix A, giving a mass to the chiral superfields Φi. The primary physical difference
between the gauged linear sigma model in [3][section 5] and [2][section 12.2] is that in the
former, at least one φ always remains massless (and is removed by quantum corrections),
whereas in the latter all of the φ are generically massive. Thus, in the latter case one
generically has a nonminimally charged field, p, and so gerbes are relevant, whereas in the
former there is never a nonminimally-charged-field story.
In [6], further nonabelian examples were presented, expanding on that discussed in
[3][section 5], and the relevance of homological projective duality, discussed in more detail
in this paper, was introduced.
The physics of complete intersections of quadrics plays a central role in this paper. More
information on the mathematics of complete intersections of quadrics can be found in, for
example, [7].
2 Quadrics in projective space and branched double
covers
Our first example involves a gauged linear sigma model describing a complete intersection
of four quadrics in P7 in the r ≫ 0 limit, and a double cover of P3 branched over a degree
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8 locus in the r ≪ 0 limit. This example originally appeared in [2][section 12.2]; we shall
review and elaborate upon that example here.
2.1 Review of the mathematics
We shall begin by reviewing pertinent mathematics. First, let us remind the reader why a
double cover ofP3 branched over a degree 8 hypersurface in P3 is an example of a Calabi-Yau.
Let B be a complex manifold and let D ⊂ B be a smooth divisor. A double cover
π : S → B branched along D is specified uniquely by a holomorphic line bundle L → B,
such that L⊗2 ∼= OB(D). Explicitly, if s ∈ H0(B,L⊗2) is a section with divisor D, then
the double cover S is the divisor in the total space of L given by the equation z2 = p∗s,
where p : Tot(L)→ B is the natural projection, and z ∈ H0(Tot(L), p∗L) is the tautological
section. For such a cover S the adjunction formula gives
KS = π
∗(KB ⊗ L)
In particular, if L = K−1B , then the double cover S will have a trivial canonical class.
In the present case, the base is P3, with canonical bundle of degree −4, and so we see
that the branched double cover is Calabi-Yau if the branch locus has degree 8. For a closely
related discussion in the context of a different example, see [8, chapter 4.4, p. 548]. Double
covers of P3 branched over a degree 8 hypersurface in P3 are known as octic double solids,
and are described in greater detail in e.g. [9, 10].
Mathematically, the double cover can be understood as a moduli space of certain bun-
dles on the complete intersection of quadrics. (Each quadric in P7 carries two distinct
spinor bundles which restrict to bundles on the complete intersection, and when the quadric
degenerates, the spinor bundles become isomorphic, hence giving the double cover of P3.)
Now, the twisted1 derived category of coherent sheaves of the branched double cover of
P3 has been expected [13], and was recently proven2 [14], to be isomorphic to the derived
category of a complete intersection of four quadrics in P7. Specifically, there is a twisted
derived equivalence if the double cover and the complete intersection are related as follows.
Let Qa denote the four quadrics in the complete intersection, and consider the following
linear combination: ∑
a
paQa(x)
1Twisted in the sense described in [11]: because of a flat B field present, transition functions only close
up to cocycles on triple overlaps. See [12] for a discussion of the Brauer group of P7[2, 2, 2, 2].
2What was proven in [14] was a relation between the twisted derived category of a noncommutative
resolution of the branched double cover, and the derived category of P7[2, 2, 2, 2]. That noncommutative
resolution will play an important role in the physics, as we shall discuss later.
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where the pa are homogeneous coordinates on P
3. Rewrite this linear combination as∑
ij
xiA
ij(p)xj
where Aij is an 8 × 8 matrix with entries linear in the pa. Then the complete intersection
of the four quadrics Qa is twisted derived equivalence to a branched double cover of P
3
branched over the degree eight locus det A = 0.
Such derived equivalences are not unusual in gauged linear sigma models. After all,
derived categories encapsulate the open string B model [15, 16, 17], and the B model is
independent of Ka¨hler moduli, hence one expects that different geometries on the same
GLSM Ka¨hler moduli space will have isomorphic derived categories.
On the other hand, it is also typically the case that different phases of a GLSM will
be related by birational transformations, and that is not the case here: as pointed out
by M. Gross [13] the complete intersection in P7 has no contractible curves, whereas the
branched double cover has several ordinary double points.
2.2 Basic GLSM analysis
In this section we will work through the analysis of a gauged linear sigma model describing
the complete intersection of four degree-two hypersurfaces in P7 at large radius. We will
find, after careful analysis involving an understanding of how gerbes appear in physics, that
the Landau-Ginzburg point of this GLSM can be interpreted geometrically as a branched
double cover of P3, the same branched double cover related to the complete intersection by
a twisted derived equivalence.
This gauged linear sigma model has a total of twelve chiral superfields, eight (φi, i ∈
{1, · · · , 8}) of charge 1 corresponding to homogeneous coordinates on P7, and four (pa,
a ∈ {1, · · · , 4}) of charge −2 corresponding to the four hypersurfaces.
The D-term for this gauged linear sigma model reads∑
i
|φi|2 − 2
∑
a
|pa|2 = r
When r ≫ 0, then we see that not all the φi can vanish, corresponding to their interpreta-
tion as homogeneous coordinates on P7. More generally, for r ≫ 0 we recover the geometric
interpretation of this gauged linear sigma model as a complete intersection of quadrics.
For r ≪ 0, we find a different story. There, the D-term constraint says that not all the
pa’s can vanish; in fact, the pa’s act as homogeneous coordinates on a P
3, except that these
homogeneous coordinates have charge 2 rather than charge 1.
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Because of those nonminimal charges, the Landau-Ginzburg point is ultimately going to
describe a (branched) double cover. The superpotential
W =
∑
i
piQi(φ)
(where the Qi are quadric polynomials) can be equivalently rewritten in the form
W =
∑
ij
φiA
ij(p)φj
where Aij is a symmetric matrix with entries linear in the p’s. Away from the locus where A
drops rank, i.e., away from the hypersurface det A = 0, the φi are all massive, leaving only
the pi massless, which all have charge −2. A GLSM with nonminimal charges describes a
gerbe [18, 19, 20], and physically a string on a gerbe is equivalent via T-duality to a string
on a disjoint union of spaces [2] (see [21] for a short review).
For later use, let ∆ denote the locus
∆ = {det A = 0}
where the mass matrix drops rank.
So far we have found that the Landau-Ginzburg point physics corresponds to a sigma
model on some sort of double cover of P3, away from the hypersurface {det A = 0} ≡ ∆. The
Z2 gerbe on the P
3 away from ∆ is a banded3 gerbe and so [2] gives rise to a disjoint union of
two copies of the underlying space, i.e. a trivial double cover. However, we have claimed that
we will ultimately get a branched double cover of P3, and the branched double cover of P3 is
a nontrivial4 double cover of P3 away from the branch locus ∆. The reason for this apparent
mismatch is another bit of physics; to fully understand the Landau-Ginzburg point, we must
take into account a Berry phase, that exchanges the two copies as one circumnavigates the
branch locus, and makes the double cover nontrivial.
3The Z2 gerbe on P
3 is banded, hence the restriction is also banded. The restriction also should be
nontrivial, just as the original gerbe on P3. Briefly, in light of
H2(P3,Z2) −→ H2(P3 −∆,Z2) −→ H1(∆,Z2)
if ∆ is smooth, then it is simply-connected, and so H1(∆,Z2) = 0, which implies that the restriction of the
gerbe with characteristic class −1 mod 2 is another nontrivial gerbe on P3 −∆.
4The question of triviality of the cover is local near det A = 0, and locally the cover is the subvariety
in P3 × C given by z2 = f(x), where f = det A, x indicates homogeneous coordinates on P3, and z is a
coordinate on C. So the cover is trivial if and only if we can extract locally a square root of f = det A.
But if f has a square root locally, then it has a square root globally, i.e. f = g2 for some homogeneous
polynomial of degree 4. So the double cover is trivial if and only if det A is a square, which usually is not
the case.
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2.3 Berry phase computation
We shall construct a local model for the codimension-one degenerate locus ∆ so that we can
investigate the fibration structure of the Z2 gerbe over the base.
We focus on a smooth point of ∆. First let us work on the affine patch p4 = v 6= 0. Choose
affine coordinates za ≡ pa/v, a = 1, 2, 3. The vev of p4 breaks the U(1) spontaneously down
to a Z2 subgroup under which the z are even and the φ are odd. The moduli space of the
theory at r ≪ 0 is parametrized by z. The fields φ are massive over a generic point in moduli
space. Redefine φ as y/
√
v, so that v drops out of the superpotential.
Choose local coordinates so that the defining equation of ∆ is z3 = 0 + o(z
2
a). Then
rescale the za by an infinite amount za → Λ−2za, yi → Λyi, in order to get rid of the order z2a
terms in the defining equation for ∆. This flattens out the degenerate locus to a hyperplane
z3 = 0 in za space
Finally, choose a basis for the φi so that the matrix A
1i(p) = 0 and Aij = mδij for i, j ≥ 2.
In the scaling limit where we recover the local model, the superpotential is
W =
1
2
m
(
z3(y
1)2 +
8∑
i=2
(yi)2
)
The yi for i > 1 are massive everywhere in the local model and decoupled from the z
degrees of freedom, so we can integrate them out trivially. Likewise the z1,2 are decoupled,
massless degrees of freedom parametrizing the two flat complex dimensions longitudinal to
the degenerate locus. We shall henceforth ignore them as well. We are left with the degrees
of freedom z3 ≡ z and y1 ≡ y, with superpotential 12mzy2, and a Z2 action under which the
field z is invariant but the field y 7→ −y.
Now consider a circle in the z plane surrounding the degenerate locus z = 0. Treating
the theory as a fibration means doing the path integral in two steps. First hold fixed the
base coordinate z and allow y to fluctuate, deriving an effective theory for z. Then quantize
z, with its evolution specified by the effective Hamiltonian derived in the first step. This
Wilsonian treatment of the path integral breaks down only in the neighborhood of z = 0,
where the y degree of freedom becomes light. However we can still ask about the boundary
conditions for wavefunctions in a region defined by removing a disc D containing the origin
of z-space.
For values of z in Cz − D we know that because of the noneffective Z2 orbifold action,
the fiber theory of y has two degenerate vacua, in one of which y is untwisted and in the
other of which y is twisted. As was argued in [2], the infrared limit of the y theory over a
given point in Cz −D is equivalent to a disconnected theory of two discrete points. So we
have two points fibered over the complement of a disc in the z-plane. These two points are
10
defined by the universe operators U± ≡ 12(1±Υ), where 1 is the untwisted vacuum and Υ is
the twisted vacuum.
We would like to find out whether the effective theory for z defines a trivial or nontrivial
fibration over Cz −D. How can we understand the monodromy of the two points over the
origin? The two points must either be exchanged or remain the same as one executes a loop
in the z plane around the boundary of the disc D. If the points remain the same, then P±
come back to themselves, or equivalently the twisted vacuum Υ comes back to itself. If the
two fiber points are interchanged by going around ∂D, then that is equivalent to P± being
interchanged with P∓, which in turn is the same as saying that the twisted vacuum Υ comes
back to itself up to a minus sign.
Next, we need to determine whether Υ comes back to itself with a + or a − sign when
the string is moved 360 degrees around the boundary of the disc D. Take the worldsheet to
be compact with radius rws, and the disc D in the z-plane to have radius RD. Then consider
contributions to the worldsheet path integral in which the string moves around in a circle
|z| = R > RD in a time T . We assume T ≫ rws and also T ≫ 1/(mR). Without loss of
generality we shall also assume rwsmR≪ 1, so that the mass term is important only for the
dynamics of zero modes on the circle and can be ignored for the nonzero modes.
For any history of z the dynamics of y are exactly Gaussian. That is, the field y and its
fermionic superpartners are controlled by a quadratic but time-dependent field theory. Since
the field z couples only in the superpotential, the kinetic term for y is z-independent, and
only its potential is z-dependent.
Assume z is independent of the spatial worldsheet coordinate σ1. Also assume z stays
exactly on the circle |z| = R and only its phase changes as a function of worldsheet time
σ0 ≡ t:
z = R exp(iω(t))
Since the mass term for the scalar y in the Y multiplet is |z|2|y|2, it equals R2|y|2 for the
particular z-history we consider. Thus the phase ω decouples completely from the dynamics
of the boson y, which is then just a massive boson which can be integrated out trivially.
The fermions ψy±, ψ
y†
± do however couple to the phase of z. Their Yukawa coupling is
LY uk. ≡ mzψy−ψy+ − mzψy†− ψy†+
which for our choice of history for z equals
LY uk. = mR
(
exp(iω(t))ψy−ψ
y
+ − exp(−iω(t))ψy†− ψy†+
)
Since zσ1 = 0, the y-fermion theory is translationally invariant in the σ
1 direction. It
is also Gaussian, so the dynamics factorizes into an infinite product of finite dimensional
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Hilbert spaces labelled by spatial Fourier modes. That is, if
ψy±(s) ≡
1
2π
∫
exp(−isσ1)ψy±(σ1)
and similarly for ψy†± , then the eight operators ψ
y
±(±r) and ψ
y†
±(±r) are decoupled from all
other operators with distinct absolute value of r. We are working in the limit rwsmR ≪ 1
so for s 6= 0 the mass terms of magnitude mR make a contribution to the frequency of the
oscillators which is negligible compared to the contribution s/rws from the spatial gradient.
Therefore the nonzero mode oscillators can never contribute to the Berry phase.
To completely specify the fermions, we have to specify their boundary conditions as we
traverse the circle. Without loss of generality, we may assume the fermions are in an NS
sector on the circle. In the untwisted NS sector, all values of s are half-integral, so there
are no zero modes, and as a result, from the analysis above there is no contribution to the
Berry phase as ω is varied from 0 to 2π. In the twisted NS sector the fermions are integrally
moded, and so from the analysis above there is a contribution to the Berry phase from the
zero mode oscillators b± ≡ ψy±(0) and b†± ≡ ψy†±(0). If we specified that the fermions were in
an R sector on the circle, the analysis would be completely symmetric, just exchanging the
interpretation of twisted and untwisted sectors.
The eigenvalue of the monodromy on Υ can therefore be obtained by restricting to zero
modes, and so is equivalent to the calculation of the Berry phase of the system
H ≡ mR
(
exp(iω)b−b+ − exp(−iω)b†−b†+
)
as ω varies from 0 to 2π.
The result is that the Berry phase on Υ is −1. We can see this as follows.
Represent the fermionic oscillators as gamma matrices:
b+ ≡ 1√
2
(Γ1 + iΓ2)
b− ≡ 1√
2
(Γ3 + iΓ4)
It is clear that the modes then satisfy canonical anticommutation relations.
Taking the representation
Γ1 = σ1 ⊗ σ1
Γ2 = σ2 ⊗ σ1
Γ3 = σ3 ⊗ σ1
Γ4 = 1⊗ σ2
Γ(5) = 1⊗ σ3
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we find that
b−b+ = (σ
1 + iσ2)⊗ 1
2
(1 + σ3)
so the Hamiltonian is
H(t) = 2mR
(
0 exp(iω(t))
exp(−iω(t)) 0
)
⊗ 1
2
(1 + σ3)
For the rest of the analysis, we will implicitly carry along the⊗(1/2)(1+σ3) as a spectator.
Omitting that factor, the Hamiltonian is
H(t) = 2mR
(
0 exp(iω(t))
exp(−iω(t)) 0
)
The Berry phase is the eigenvalue of time translation during the period [0, T ] in which
∆ω = 2π, taking the limit ω˙ ∼ 1
T
≪ 2mR. For this particular system the limit is unnecessary
and the Berry phase is exact even for T−1 comparable with 2mR or large compared to it.
The result is a phase shift given by 1
2
(2π) = π, and such a phase shift is equivalent to a sign
flip: cos(x+ π) = − cos(x), sin(x+ π) = − sin(x).
Now let us compute the Berry phase.
Berry’s definition of parallel transport is that a state |ω〉 always be an energy eigenstate
as the Hamiltonian varies through the space of nondegenerate operators, and that δ |ψ〉 be
orthogonal to |ψ〉. Equivalently, for a set of energy levels |n〉, Berry’s parallel transport can
be expressed as
δ |n〉 = ∑
m6=n
〈m| (δH) |n〉
E
[n]
0 − E[m]0
|m〉
There are just two energy eigenstates |±〉 which always have eigenvalues E[±]0 = ±K. The
solutions to these equations are:
|±〉 =
 exp(−
1
2
iω)
± exp(+1
2
iω)

It is clear that as ω → ω + 2π, each state gets a phase of π, or equivalently a sign of −1.
Thus, since we are working in the twisted NS vacuum Υ, we see that Υ gets a Berry phase
of −1. The Berry phase arose from fermion zero modes, and there are not any present in
the untwisted NS vacuum 1, so as noted earlier the untwisted NS vacuum does not get any
Berry phase. (R sectors are symmetric.)
We conclude that transporting a pointlike string state5 around a loop in Cz −D which
surrounds D once induces a trivial phase on the untwisted NS vacuum 1 and a phase of −1
on the twisted NS vacuum Υ.
5That is, a configuration which is independent of the spatial worldsheet coordiante σ1.
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This will also be true of all bulk NS states, since our calculation is unaffected by exciting
degrees of freedom in the z1,2 coordinates and their superpartners, in the 3+1 macroscopic
Minkowski coordinates X0,1,2,3, ψ0,1,2,3, ψ˜0,1,2,3 of visible spacetime, or even oscillator modes
of the z3 coordinate and its superpartners. The zero modes in the angular and radial z3
directions are what we have held fixed in order to perform the Berry phase calculation.
Again, R sector states are symmetric.
Since all manipulations above are entirely local, the calculation holds for any model in
which the degenerate locus is a smooth hypersurface.
Thus, the Landau-Ginzburg point of the GLSM for P7[2, 2, 2, 2] seems to consistently
describe a branched double cover of P3. To summarize our progress so far, away from the
branch locus the GLSM at low energies reduces to an abelian gauge theory with nonminimal
charges – which describes a gerbe, which physics sees as a multiple cover [18, 19, 20, 2, 21].
The gerbe in question is banded, which would imply a trivial cover, were it not for Berry
phases which wrap the components nontrivially, and so gives us a nontrivial double cover.
2.4 Monodromy around the Landau-Ginzburg point
We have discussed how the Landau-Ginzburg point appears to be describing a nonlinear
sigma model on a branched double of P3. In this section we will check that interpretation
indirectly by computing the monodromy about the Landau-Ginzburg point and showing that
it is compatible with a nonlinear sigma model interpretation, namely, that it is maximally
unipotent.
As we will also discuss related monodromy computations for other models, in this section
let us first set up some generalities.
We consider a Calabi-Yau 3-fold, X , with a 1-dimensional Ka¨hler moduli space. For
simplicity, we will take X to be simply-connected.
Let the generator of H2(X) be ξ. Then, one topological invariant is the positive integer,
p, such that
ξ2 = pη
where η is the generator of H4(X). Let ρ = ξη be the generator of H6(X). We obtain
another integer, q, by writing
c2(X) = 2qη
As our basis for K0(X), we will choose a set of generators, whose ring structure mimics that
of the even-dimensional cohomology. To whit, we will choose
1. the class [O] of the trivial line bundle O
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2. a = [H ]⊖ [O], where H is the line bundle with c1(H) = ξ.
3. [b], where a⊗ a = pb.
4. [c] where c = a⊗ b.
There is a skew-bilinear form on K0(X), given by
(v, w) = Ind ∂v⊗w
=
∫
X
ch3(v ⊗ w) + 1
12
(c1(v)− c1(w))c2(X)
Expressed in our basis, this skew-form is represented by the matrix
Ω =

0 −(p + q)/6 −1 −1
(p+ q)/6 0 1 0
1 −1 0 0
1 0 0 0

On the mirror, the periods of the holomorphic 3-form obey a Picard-Fuchs equation with
three regular singular points.
Two of the three monodromies have very simple interpretations in terms of operations in
K-theory.
The monodromy matrices one extracts from this take a nice form, when thought of in
terms of natural operations in K-theory. The large-radius monodromy is
M∞ : v 7→ v ⊗H
where H is the hyperplane bundle, corresponding to shifting the B field as one walks around
the large-radius limit in the complexified Ka¨hler moduli space. Such a large-radius mon-
odromy is necessarily maximally unipotent, meaning,
(M∞ − 1)n+1 = 0, (M∞ − 1)p 6= 0, 0 < p ≤ n
where n is the dimension of the space (in the present case, 3), for the simple reason that in K-
theory, we can think of (M∞−1) as tensoring with ([H ]⊖[O]), and tensoring with ([H ]⊖[O])
is nilpotent – for example, ch(H ⊖ O)n+1 = 0. Furthermore, if the local coordinates on the
moduli space are a cover, then it might take several turns about the limit point to reproduce
all of M , so that in general, the monodromy need merely be maximally unipotent in the
weaker sense that
(MN∞ − 1)n+1 = 0, (MN∞ − 1)p 6= 0, 0 < p ≤ n
for some positive integer N .
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In principle, by checking whether the monodromy about a given point in moduli space
is maximally unipotent, we can check whether that point can be consistently described by a
nonlinear sigma model on a smooth Calabi-Yau target.
The monodromy about the (mirror of the) conifold is
M1 : v 7→ v − (v,O)O
where O is the trivial line bundle. This is the Witten effect, in essence. In a type II
string, an electrically-charged particle becomes massless at this point, and so magnetically-
charged particles pick up an electric charge proportional to the effective theta angle, which
shifts when one circles the conifold point. In these one-Ka¨hler-parameter, simply-connected,
Calabi-Yau’s, only one species becomes massless: the wrapped D6-brane. Of course, the
monodromy around z = 0 is the product of the other two.
In our basis, these monodromies are represented by the matrices
M∞ =

1 0 0 0
1 1 0 0
0 p 1 0
0 0 1 1
 , M1 =

1 −(p+ q)/6 −1 −1
0 1 0 0
0 0 1 0
0 0 0 1

Now, let us restrict to P7[2, 2, 2, 2]. This is the case p = 16, q = 32.
The Picard Fuchs equation for the mirror is
D̟(z) = 0
where D is the differential operator (θ − z = z d
dz
):
D = θ4z − 16z(2θz + 1)4
The large-radius point is z = ∞. The (mirror of the) conifold is z = 1, and our mysterious
Landau-Ginzburg point is z = 0.
In our chosen basis for K0(X) = Z4, the skew bilinear form, (·, ·) is represented by the
matrix
Ω =

0 −8 −1 −1
8 0 1 0
1 −1 0 0
1 0 0 0

and
M∞ =

1 0 0 0
1 1 0 0
0 16 1 0
0 0 1 1

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is the large-radius monodromy,
M1 =

1 −8 −1 −1
0 1 0 0
0 0 1 0
0 0 0 1

is the conifold monodromy and
M0 = M∞M1 =

1 −8 −1 −1
1 −7 −1 −1
0 16 1 0
0 0 1 1

This last one does not look too illuminating. However:
1. By an integer change of basis (respecting the quadratic form above), M0 can be put in
the form
M0 = −

1 0 0 0
1 1 0 0
0 1 1 0
0 0 1 1

which is minus the large-radius monodromy of the double-cover of P3.
2. Using the basis above, we can see the monodromy is maximally unipotent.
(M20 − 1)4 = 0, (M20 − 1)p 6= 0, 0 < p < 4
Thus, we see that the monodromy about the Landau-Ginzburg point is maximally unipo-
tent, and hence compatible with a geometric interpretation of the Landau-Ginzburg point
of this model.
2.5 A puzzle with a geometric interpretation of the Landau-
Ginzburg point
So far we have described how the Landau-Ginzburg point of the GLSM for P7[2, 2, 2, 2]
describes a branched double cover of P3, branched over a degree eight locus – the octic
double solid Calabi-Yau threefold. In particular, we have argued how away from the branch
locus, the Landau-Ginzburg point is a Z2 gerbe, which physics sees as a double cover, and
because of a Berry phase, a nontrivial double cover. We checked this interpretation by
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computing the monodromy about the Landau-Ginzburg point, which we saw is consistent
with a geometric interpretation.
This seems to be a solid description, but there is a puzzle in the analysis of the Landau-
Ginzburg point that are problematic for a strict geometric interpretation. Specifically, the
geometry is singular, but the GLSM (at the Landau-Ginzburg point) behaves as if it were
on a smooth manifold.
In this section, we will go over this difficulty. In the next section, we will describe
how this problem is resolved, and simultaneously describe how the relationship between the
large-radius and Landau-Ginzburg points can be understood mathematically.
Again, the problem with an interpretation of the Landau-Ginzburg point as a branched
double cover is that the CFT does not degenerate at points where the branched double
cover is singular – the gauged linear sigma model seems to see some sort of resolution of the
branched double cover. (We will elaborate on the precise nature of this resolution later; for
the moment, we merely wish to establish the physical behavior of the CFT.)
Following [1], the CFT will be singular at a point in the target space if there is an
extra noncompact branched over that point in the GLSM. Now, in the GLSM, the F term
conditions in this model can be written∑
j
Aij(p)xj = 0
∑
ij
xi
∂Aij
∂pk
xj = 0
On the branch locus, the first F term condition is trivially satisfied, but not the second,
the second prevents the branch locus from having a singularity generically. Physically, the
CFT will only be singular for those vectors (xi) which are eigenvectors of zero eigenvalue
of the matrix (Aij), and also simultaneously eigenvectors of zero eigenvalue of each matrix
(∂Aij/∂pk) for each p. Furthermore, for generic quadrics, there are no such solutions – as
we will see below the CFT described by the GLSM behaves as if it is describing a smooth
space.
Let us compare this to a mathematical analysis. If the branch locus is described as
{f(x1, · · · , xn) = 0}, then the double cover is given by {y2 = f(x1, · · · , xn)}, and it is
straightforward to check that the double cover {y2 = f} will be smooth precisely where the
branch locus {f = 0} is smooth. Thus, geometrically, the branched double cover will be
singular only at places where the surface {det A = 0} is singular, and for generic quadrics,
there will be singular points on the branched double cover.
Thus, the condition that the hypersurface {det A = 0} be singular, is different from the
condition for flat directions in the GLSM that we derived above, and so ultimately as a
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result, the GLSM behaves as if it were on a smooth space, whereas the branched double
cover is singular.
Global analysis
Let us now justify the statements made above regarding singularities.
First, let us discuss the singularities (or rather, lack thereof) in the GLSM. For the
first equation to have a non-trivial solution, p must be in the discriminant of our family of
quadrics and x must be in the kernel of the matrix A(p). Choose an affine chart on P3
which is centered at p. Let u1, u2, u3 be the local coordinates in which p = (0, 0, 0). In
these terms we have that A = C0 + C1u1 + C2u2 + C3u3, where Ci are constant symmetric
8 × 8 matrices. Note that for a generic choice of quadruple of quadrics the family A has a
determinant which is not identically zero as a function of the ui’s. On the other hand the
first equation says that there exists a non-zero vector x such that C0x = 0, and the second
system of equations says that B1x = B2x = B3x = 0. This however implies that A(u)x = 0
for all u, i.e. detA(u) = 0 identically in u. This gives a contradiction.
Next, let us turn to the singularities of the branched double cover. Start with the
projectivization P35 of the 36 dimensional vector space of all 8 × 8 symmetric matrices.
The space of singular quadrics is a divisor D ⊂ P35 - the divisor consisting of all quadrics of
rank at most 7. Explicitly
D = {[A] ∈ P35| detA = 0}.
Our four quadrics span a linear P3 ⊂ P35 and the branch locus is just the intersection P3∩D.
Now the singularities of the intersection P3 ∩ D occur at the points where P3 is not
transversal to D. Note that there are two ways in which this can happen: 1. when P3
intersects D at a smooth point of D but not transversally, and 2. when P3 passes through
a singular point of D. These two types of singularities behave differently: later when we
discuss homological projective duality, we will see that the sheaf of Clifford algebras that we
get in the h.p.d. will be locally-free at singularities of type 1 and will not be locally-free at
singularities of type 2. So this sheaf will be a sheaf of Azumaya algebras on the complement
of the points of type 2, i.e. on this complement we will have a gerbe over the double cover.
Across these points the sheaf of Clifford algebras gives a noncommutative resolution of the
singularities.
Now note that the singular locus of D consists of all quadrics of rank at most 6. Every
quadric of rank exactly 6 is a cone with vertex P1 over a smooth quadric on P5. So the
dimension of the locus of quadrics of rank 6 in C8 is equal to dimGr(2, 8) + dimS2C6 =
12 + 21 = 33 or projectively is equal to 32. So SingD is a non-degenerate subvariety of
codimension 3 in P36 and so every P3 intersects it.
So the double cover is singular and generically has finitely many singularities of type 2.
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To better understand this matter, we shall return to the local model of the branched
cover. We consider a local model of a geometric singularity of the branched cover, where
the mass matrix for the y degrees of freedom drops in rank by two. This occurs when the
discriminant locus ∆ has a surface singularity of the most generic kind – an ordinary A1
singularity. This is described geometrically by a conifold singularity of the total space of the
branched cover, as we shall see quite directly. However we will also establish that the CFT
is nonetheless nonsingular; there is no noncompact branch, even over the point at which the
degenerate locus has an A1 singularity and the total space has a conifold singularity.
Setup of the local model
In this section we shall follow the same notation as in our analysis of Berry phases in
section 2.3. Two of the six y degrees of freedom, y1,2, are involved in the model in a nontrivial
way. These are the ones which are simultaneously massless over the singular point in the
degenerate locus. Label them yα for α ∈ {1, 2}. They are coupled to the za multiplets
through a z-dependent mass matrix which vanishes at the origin. The other six y’s are
massive everywhere.
The superpotential is
W = Mαβ(z)y
αyβ +
8∑
i=3
(yi)2
We integrate out y3, · · · , y8 trivially.
The simplest choice for M which manifests an SU(2) global symmetry is
Mαβ(z) ≡ 1
2
mǫαγσ
a
γβza
where σa are the standard Pauli matrices. The za transform as a 3 and the yα transform as
a 2. Everything else is a 1.
In components we have
W =
1
2
m
(
y1 y2
)( z1 + iz2 −z3
−z3 −z1 + iz2
)(
y1
y2
)
The degenerate locus is given by the equation
0 = detM = −m2
(
z21 + z
2
2 + z
2
3
)
= −m2∑
a
z2a
The origin is an ordinary double point singularity, or A1 surface singularity, of the variety
∆ ⊂ C3. That is, the singularity is locally the quotient singularity C2/Z2.
It is easy to see that a branched cover over C3 with branch locus {∑a z2a = 0} is a
conifold. Introduce a fourth variable u and embed the cover into C4 by the equation
u ≡ ±
√∑
a
z2a
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Defining u ≡ iz4 and squaring both sides we have the equation
z21 + z
2
2 + z
2
3 + z
2
4 = 0,
which is the defining equation of the undeformed conifold, in standard form.
Nonsingularity of the CFT
Despite the fact that the target space in this local model is geometrically a singular
conifold, the CFT is nonsingular. A fortiori, this establishes that the theory is inequivalent
to the CFT of the standard conifold, which is singular. More generally, as we outlined with
a global analysis at the beginning of this section, the GLSM singularities are different from
the geometric singularities. We will show here that the CFT can be smooth at a geometric
singularity of the branched double cover, to drive home the distinction.
To see this, it suffices to notice that there is no noncompact branch at the origin. The
F-term equations for za are
ǫαγσ
a
γβy
αyβ = 0
One can check directly, component by component, that this does indeed set both yα = 0.
An easier way to see this is to note that SU(2) is transitive on spinors of fixed norm and the
F-term equations are SU(2) invariant, so either all nonzero values of yα satisfy the F-term
equations or else none of them does. The former possibility is obviously not true so the yα
must vanish classically, despite the fact that they both become massless at the origin.
Thus, the geometric singularities of the branched double cover do not coincide with
singularities of the CFT arising at the Landau-Ginzburg point, which is one problem with
the proposal that the Landau-Ginzburg point flow to a nonlinear sigma model on a branched
double cover. We shall resolve this discrepancy in the next section, by arguing that the
technically correct interpretation of the Landau-Ginzburg point is that it flows to a nonlinear
sigma model on a ‘noncommutative resolution’ of the branched double cover. In other words,
the branched double cover interpretation will be correct generically, but the resulting CFT
is not quite globally the same as a nonlinear sigma model on the branched double cover.
2.6 Resolution of this puzzle – new CFT’s
Although the Landau-Ginzburg point seems to be very nearly equivalent to a nonlinear sigma
model on a branched double cover of P3, the problem in the last section has made it clear
that such an interpretation can not be completely correct.
In addition, we also have a problem of understanding how to relate the large-radius and
Landau-Ginzburg points geometrically. Ordinarily, in GLSM’s the Ka¨hler phases are related
by birational transformations, yet no birational transformation exists in this case, as pointed
out earlier in section 2.1.
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We propose that these problems are resolved and understood by virtue of Kuznetsov’s
“homological projective duality” [22, 14, 23]. The homological projective dual of P7[2, 2, 2, 2]
is a “noncommutative resolution” of the branched double cover of P3 that we have seen. We
shall describe homological projective duality in greater generality in section 2.6.1, but let us
take a moment to review what this means specifically in this case.
The word ‘noncommutative’ in this context is somewhat misleading. Kuznetsov’s work
[22, 14, 23] and related papers define spaces by categories of sheaves, and use the term
‘noncommutative space’ to refer to any space (or other object) whose sheaf theory yields the
defining category. A noncommutative space could be an ordinary space, an ordinary space
with a flat B field that twists sheaves, or even a Landau-Ginzburg model. In particular, a
‘noncommutative space’ need not be associated with a noncommutative algebra.
In the present case, the noncommutative space that is homological projective dual to
P7[2, 2, 2, 2] is the pair (P3,B) where B ∈ Coh(P3) is the sheaf of even parts of Clifford
algebras over P3. (The category that defines this noncommutative space is the category of
coherent sheaves on P3 which are also modules over the sheaf B.) This pair (P3,B) defines
a pair (Z,A) where Z is the branched double cover of P3 and A is essentially just B but
reinterpreted. In the next section, we shall elaborate on these structures and also describe
how they arise physically in matrix factorization.
To put this in perspective, this means that the conformal field theory obtained as the
IR limit of the Landau-Ginzburg point of the GLSM, is not a nonlinear sigma model on a
branched double cover, though it is close. Rather, it is a new conformal field theory, that
locally on smooth patches behaves like a nonlinear sigma model on the branched double
cover, but in a neighborhood of a singularity, does something different. (We will justify this
interpretation in more detail later, and we will leave a more thorough examination of such
new conformal field theories, associated to Kontsevich’s notion of an nc space, to future
work.)
This addresses the problem described in the last section. If we are describing some sort
of resolution of the branched double cover, rather than the branched double cover itself, then
physical singularities will not coincide with geometric singularities of the branched double
cover.
2.6.1 Homological projective duality
Homological projective duality is a notion that generalizes all of the equivalences described
here. It is defined in terms of both the derived categories of the spaces, and in terms of
embeddings into projective spaces: varieties X and Y equipped with morphisms into the
dual projective spaces f : X → PV , g : Y → PV ∗ (V a vector space) are homologically
projective dual if the derived category of Y can be embedded fully and faithfully into the
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derived category of the universal hyperplane section of X (a subset of X×PV ∗) in a certain
way. Homological projective duality was introduced in [22]; it is described for quadrics in
[14] and for Grassmannians in [23].
The simplest versions of this correspond to classical duality6 between hyperplanes and
points of projective spaces. For a vector space V , the embedding PV [1] → PV defined by
the inclusion of a hyperplane (degree 1) into its ambient projective space, is homologically
projective dual to the embedding pt→ PV ∗ of the dual point into the dual projective space.
More complicated examples can be defined by e.g. Veronese embeddings. Recall (from
e.g. [24][p 23]) that the Veronese map of degree d is a map Pn → PN of the form
[x0, · · · , xn] −→ [· · · , xI , · · ·]
where the xI range over all monomials of degree d. Thus,
N =
(
n+ d
d
)
− 1
In particular, a Veronese map of degree 2 defines an embedding PV → PSym2V . Kuznetsov
shows [14] that the double Veronese embedding is homologically projective dual to
(PSym2V ∗,B0) −→ PSym2V ∗,
where the pair (PSym2V ∗,B0) defines a ‘noncommutative’ or nc space. (See appendix A
for an overview of nc spaces.) This noncommutative space is defined by sheaves that are
modules over B0, where B0 is the sheaf of even parts of Clifford algebras on P(Sym2V ∗):
B0 = OP(S2V ∗) ⊕
(
Λ2V ⊗OP(S2V ∗)
)
⊕
(
Λ4V ⊗OP(S2V ∗)
)
⊕ · · ·
As a practical matter, what arises physically is the induced action of homological projec-
tive duality on linear (hyperplane) sections, not precisely bare homological projective duality
itself. Suppose we have dual maps f : X → PV and Y → PV ∗. Now, let L ⊂ H0(PV,O(1))
be a set of hyperplanes, and define XL to be the complete intersection of those hyperplanes
with the image of X . Since L is a set of linear forms on PV , the projectivization PL is
naturally a linear projective subspace of PV ∗. Define YL to be the intersection of the image
of Y in PV ∗ with PL. Kuznetsov proves in [22] that the derived categories of XL and YL
each decompose into several Lefschetz pieces with one essential last piece in the Lefschetz
6In other words, for a projective space PV , a point in the dual projective space PV ∗ with homogeneous
coordinates [a0, · · · , an] corresponds to a hyperplane in the original projective space defined by
a0x0 + · · · + anxn = 0
where [x0, · · · , xn] are homogeneous coordinates on PV .
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decomposition. He also shows that the essential pieces of XL and YL are equivalent. We will
see below that the nc spaces defined by these essential pieces are exactly the ones related by
the change of phase in the GLSM.
To be specific, let us consider complete intersections of quadrics. We have just described
the induced action on hyperplanes: to describe the induced action on quadrics, we must find
a way to re-embed so that the quadrics become hyperplanes7, in effect. Now, a quadric in
PV is the pullback of a linear polynomial on PSym2V under the double Veronese embedding
PW → PSym2V . For example, if four of the homogeneous coordinates on the target are
x0x1, x0x2, x
2
0, x1x2, then the hyperplane
(x0x1) + 3(x0x2) − 2(x20) + 9(x1x2) = 0
in the target PSym2V is the same as a quadric hypersurface in PV . So, we consider hy-
perplanes on the image of PV in PSym2V , which is equivalent to working with quadrics on
PV .
Let us work through a particular example, that of a complete intersection of quadrics in
P7. From the arguments above, let us begin with the double Veronese embedding P7 → P35,
which is dual to (P35,B0)→ P35. Suppose we have a space L ⊂ H0(P35,O(1)) of quadrics of
which we wish to take the complete intersection. Let XL denote that complete intersection,
i.e., XL = ∩q∈L{q = 0}∩P7. (For example, if L is four-dimensional, then XL is the complete
intersection of four quadrics in P7, precisely the example we have been studying in detail so
far in this paper.) Since L is a space of linear forms on P35 = PSym2V , the projectivization
PL is naturally a linear projective subspace of P35 = PSym2V ∗. Define the dual linear
section YL to be the intersection of PL with whatever is embedded in the P
35 = PSym2V ∗.
In particular, that means YL = (PL,B0|PL). When L is one-dimensional and XL is just one
quadric, then PL is a point and YL is a point equipped with an nc structure sheaf which is
an even part of a Clifford algebra. When L is four-dimensional (so that XL = P
7[2, 2, 2, 2]),
then YL = P
3, and as we shall see in the next section, the nc space defined by P3 with the
restriction of B0 is a ‘noncommutative’ resolution of a branched double cover of P3. Finally,
we need to take essential pieces in the derived category, but since both sides are Calabi-Yau,
the essential pieces are the entire derived category.
A point to which the reader might object is that the dual spaces obtained are noncom-
mutative spaces, at least in Kontsevich’s sense – meaning, spaces defined by their sheaf
theory. In simple cases, the duals will be honest spaces, but for example when the dual
variety is singular8, then the noncommutative space will be a noncommutative resolution of
7A careful reader will note that there is a potential presentation-dependence problem lurking here. If
homological projective duality is defined on a choice of linear sections, then different choices, different ways
of rewriting the complete intersection as a complete intersection of hyperplanes in a projective space, might
give rise to different duals. This might be partly fixed by a nonobvious uniqueness theorem, and partly it
might correspond to different Ka¨hler phases in GLSM’s. We will not attempt to root out this issue here,
but instead leave it for future work.
8It is possible to also small-resolve the singularities of the branched double cover, but the result is
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singularities, matching the underlying variety at smooth points but doing something differ-
ent at singular points. In fact, we shall see in the next section that this behavior matches
physics – the Landau-Ginzburg points of these GLSM’s have sheaf theory (defined by matrix
factorizations) which precisely matches the sheaf theory obtained by homological projective
duality. So, physics sees noncommutative spaces; in fact, these GLSM’s give a concrete
realization of what it would mean for a string to propagate on a noncommutative space, in
this sense. Put another way, the CFT’s at the Landau-Ginzburg points are, in general, new
types of CFT’s – they look like ordinary nonlinear sigma models close to smooth points of
the branched double cover, but are different close to singular points.
In the paper [6], the relevant homological projective duality began with the duality
between the Plu¨cker embedding G(2, V ) → P(Alt2V ), which was homologically projective
dual to (Pf,B0)→ P(Alt2V ∗), where Pf denotes a Pfaffian variety and B0 the sheaf of even
parts of Clifford algebras that defines the structure of a noncommutative space over Pf. As
here, the physically-relevant version of homological projective duality appearing there was
its induced action on hyperplanes.
We conjecture that Ka¨hler phases of GLSMs are related by homological projective du-
ality. Unfortunately, it is not possible to check this conjecture at present, as much more
needs to be understood about homological projective duality. For example, the simplest
flop (between small resolutions of the basic conifold) is known [22][theorem 8.8] to work
through homological projective duality, but it is not known whether more general flops are
also related by homological projective duality.
2.6.2 Noncommutative algebras and matrix factorization
In this section we shall review some pertinent algebraic structures arising mathematically in
homological projective duality in this example, and how they can be understood via matrix
factorization.
Let us begin by reviewing the mathematics [14] of homological projective duality in
this case. Consider the complete intersection X of four quadrics in P7. It is h.p.d. to a
non-commutative variety (P,B), where P ∼= P3 is the parameter space for the set of 6-
dimensional quadrics that cut out X ⊂ P7, and B ∈ Coh(P ) is the sheaf of even parts of
Clifford algebras associated with the universal quadric π : Q→ P over P . In physics terms,
the universal quadric is the GLSM superpotential
∑
ij φiA
ij(p)φj, and for each point on P
3
we have a quadric, which defines a metric for which we can associate a Clifford algebra. The
family of quadrics π : Q → P degenerates along a discriminant surface Σ ⊂ P of degree
necessarily non-Ka¨hler. For more information on such non-Ka¨hler small resolutions see for example [25, 26].
In any event, for our purposes, this is largely irrelevant, as we can tell from the sheaf theory – matrix
factorizations in the UV Landau-Ginzburg model – that physics really is seeing precisely the noncommutative
resolution, a fact that will be described in detail in the next section.
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8. Equivalently, instead of taking the nc space (P,B), we can consider the double cover
f : Z → P branched along Σ, together with a sheaf of algebras A → Z for which f∗A = B.
Let us take a moment to understand what happens with the data (P,B), or equivalently
(Z,A) in the special situation when the octic Σ becomes singular. The octic may become
singular in two different ways. First, the plane
P ⊂ P(H0(P7,O(2)))
can become tangent to the discriminant in P(H0(P7,O(2))). In this case the double cover is
singular, but the sheaf A of algebras on the double cover Z is a sheaf of Azumaya algebras.
Second, it can happen that P contains a quadric of corank 2. In this case the sheaf of
algebras A is not locally free at the corresponding point of the double cover. So, we get a
truly non-commutative situation.
The structure (P,B) arises physically via matrix factorization. Let us return briefly to
the GLSM superpotential, the ‘universal quadric’
∑
ij φiA
ij(p)φj. On the face of it, this de-
scribes a hybrid Landau-Ginzburg model, apparently fibered over P = P2. At each point on
P , we have an ordinary Landau-Ginzburg model (in fact, a Z2 orbifold) with a quadric super-
potential. Now, matrix factorization for quadratic superpotentials was thoroughly studied
in [27]. There, it was discovered that the D0-branes in such a Landau-Ginzburg model have
a Clifford algebra structure. The D0-branes in a Landau-Ginzburg model with n fields and
a quadratic superpotential give rise to a Clifford algebra over those n fields, with associ-
ated metric defined by the superpotential. In the present case, where we have fibered such
Landau-Ginzburg models over P , the fibered D0-branes, or more accurately D3-branes when
P is three-dimensional, will have the structure of a sheaf of Clifford algebras. (After all9,
we can equivalently work in the B model, where the Born-Oppenheimer approximation for
large underlying space becomes exact.) We can refine this even further. In our examples,
the fibers are not just Landau-Ginzburg models with quadratic superpotential, but rather
are Z2 orbifolds of Landau-Ginzburg models with quadratic superpotentials, so our fibered
D0-branes will have the structure of a sheaf of even parts of Clifford algebras, as that is what
survives the Z2 orbifold. This is precisely the sheaf B appearing mathematically.
Furthermore, as described in [27][section 7.4], all the B-branes in a Landau-Ginzburg
model with a quadratic superpotential are modules over the Clifford algebra, so in particular
all the B-branes in the present case should be modules over the sheaf of Clifford algebras B.
Thus, we see that matrix factorization in the hybrid Landau-Ginzburg model precisely
recovers the algebraic structure of homological projective duality in this example.
9The Born-Oppenheimer approximation in this context suggests a theorem regarding the behavior of
matrix factorizations in families, for which we unfortunately do not yet have a rigorous proof.
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2.7 Summary so far
We have examined the GLSM for P7[2, 2, 2, 2] in detail. Before proceeding, let us review
what we have found.
First, at the Landau-Ginzburg point of this GLSM, we have found (via an analysis that
requires understanding how stacks and gerbes enter physics) that at generic points, the
theory seems to describe a branched double cover of P3, another Calabi-Yau. This geome-
try is realized directly as a branched double cover, rather than as a complete intersection,
which is certainly novel. Furthermore, the branched double cover and the original complete
intersection P7[2, 2, 2, 2] are not birational to one another.
However, the theory at the Landau-Ginzburg point is not in the same universality class
as a nonlinear sigma model on the branched double cover, but rather defines a new kind of
conformal field theory, one corresponding to a noncommutative resolution of the space. This
noncommutative resolution is defined mathematically by its sheaf theory, which we recover
physically in matrix factorizations at the Landau-Ginzburg point of the GLSM.
This structure, this duality betweenP7[2, 2, 2, 2], is encoded mathematically in Kuznetsov’s
homological projective duality [22, 14, 23]. It has been discussed elsewhere [6] how homologi-
cal projective duality explains analogous dualities in nonabelian gauged linear sigma models.
We shall see in the rest of this paper more examples of abelian gauged linear sigma models
exhibiting homological projective duality.
2.8 Generalizations in other dimensions
Examples of this form generalize to other dimensions easily. The complete intersection of
n quadrics in P2n−1 is related, in the same fashion as above, to a branched double cover of
Pn−1, branched over a determinantal hypersurface of degree 2n. These are Calabi-Yau, for
the same reasons as discussed in [2][section 12.2]. Furthermore, the complete intersections
and the branched double covers are related by homological projective duality10.
In the special case n = 2, we have elliptic curves at either end of the GLSM Ka¨hler
moduli space: the branched double cover is just the well-known expression of elliptic curves
as branched double covers of P1, branched over a degree four locus. In fact, the elliptic
curve obtained at the LG point is the same as the elliptic curve at large-radius (though the
isomorphism between them is not canonical). Technically, this follows from the fact that the
branched double cover of P1 is the moduli space of degree 2 line bundles on P3[2, 2], and as
10To check this [28], note that the space P2n+1 in the double Veronese embedding is HP-dual to the
sheaf of even parts of Clifford algebras on the space P2n
2+5n+2 of all quadrics in P2n+1. As a corollary,
the derived category of a complete intersection of n quadrics in P2n+1 contains the derived category of (a
noncommutative resolution of) a double covering of Pn−1. This is discussed in [14].
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such, it is isomorphic after one chooses a distinguished point on P3[2, 2]. In section 3, we
shall see an example in which this particular example of homological projective duality is
essentially fibered over P1 ×P1.
In the special case n = 3, we have K3’s at either end of the GLSM Ka¨hler moduli space:
the fact that K3’s can be described as double covers branched over sextic curves, as realized
here at the Landau-Ginzburg point, is described in [8][section 4.5], and the relation between
the branched double cover and the complete intersection of quadrics is discussed in [29][p.
145]. However, the two K3’s obtained at either end of the GLSM Ka¨hler moduli space are
not isomorphic: one has degree 8, the other has degree 2.
For n = 2, 3, the branched double cover is smooth, but beginning in n = 4 and continuing
for higher n, the branched double cover is singular. For 4 ≤ n ≤ 7, the branched double cover
has merely ordinary double points, and for n > 7, it has worse singularities. Already for
n = 4, the branched double cover cannot be globally resolved into a smooth Ka¨hler manifold
– one can perform small resolutions locally at each ordinary double point, but globally any
set of small resolutions will break the Ka¨hler property. Physically, as we have seen, for n = 4
physics does not see a non-Ka¨hler space, but instead sees a ‘noncommutative resolution,’ an
nc space.
3 Example related to Vafa-Witten discrete torsion
3.1 Basic analysis
A more complicated example with analogous properties can be built as follows. Consider a
complete intersection of two quadrics in the total space of the projectivization of the vector
bundle
O(−1, 0)⊕2 ⊕O(0,−1)⊕2 −→ P1 ×P1
The ambient toric variety can be described by a gauged linear sigma model with fields u, v,
s, t, a, b, c, d, and three C× actions, with weights
u v s t a b c d
λ 1 1 0 0 -1 -1 0 0
µ 0 0 1 1 0 0 -1 -1
ν 0 0 0 0 1 1 1 1
The complete intersection is formed by adding two more fields p1, p2, each of weights (0, 0,−2)
under (λ, µ, ν). The D-terms have the form
rλ = |u|2 + |v|2 − |a|2 − |b|2
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rµ = |s|2 + |t|2 − |c|2 − |d|2
rν = |a|2 + |b|2 + |c|2 + |d|2 − 2|p1|2 − 2|p2|2
The geometry described above is reproduced when rν ≫ 0. In the phase defined by
further demanding rλ ≫ 0 and rµ ≫ 0, u and v form homogeneous coordinates on one of
the P1’s in the base, and s, t form homogeneous coordinates on the other P1. The fields a,
b, c, d form coordinates on the fibers of the P3 bundle formed by projectiving the rank four
vector bundle O(−1, 0)⊕2 ⊕O(0,−1)⊕2.
Other phases with rν ≫ 0 give birational models of the same, related by flops. For
example, consider the case that rλ ≪ 0 and rµ ≫ 0, then a, b form homogeneous coordinates
on one P1, and s, t form homogeneous coordinates on a second P1. The geometry can still
be described as a P3 bundle over P1 ×P1, which is true for all phases with rν ≫ 0.
We discover branched double covers when we consider phases with rν ≪ 0. Suppose that
rν ≪ 0 and rλ ≫ 0, rµ ≫ 0. In this phase, u, v form homogeneous coordinates on one P1, s,
t form homogeneous coordinates on a second P1, and p1, p2 form homogeneous coordinates
on a third P1. To fully understand this phase we need to closely examine the superpotential,
which is of the form
W = p1Q1 + p2Q2
where Q1, Q2 are quadratic polynomials in the eight variables
au, av, bu, bv, cs, ct, ds, dt
Let γi enumerate the four variables a, b, c, d, then the superpotential can be written
W =
∑
ij
γiA
ij(p)γj (1)
where Aij is a symmetric 4× 4 matrix with entries linear in the p’s and quadratic in combi-
nations of s, t, u, v. This superpotential is manifestly a mass term for the γi, so generically
the a, b, c, d’s will be massive, except over the locus where the rank of Aij drops. That
locus is defined by det A = 0, and is a degree (4, 4, 4) hypersurface in [u, v]× [s, t]× [p1, p2].
Away from that locus, where the a, b, c, d are massive, the only fields charged under the
third U(1) gauge symmetry are p1, p2, which both have charge −2, so we have a branched
double cover, branched over the locus det A = 0, much as in the previous example.
Other Ka¨hler phases with rν ≪ 0 are very similar. Their descriptions can be obtained by
switching the pair (u, v) with (a, b) and/or switching (s, t) with (c, d). If we do the former,
for example, then we rewrite the superpotential in the form of equation (1) but with the γi
running over u, v, c, d, and the matrix Aij a symmetric 4 × 4 matrix with entries linear in
the p’s and quadratic in combinations of a, b, s, t. This phase then generically is a branched
double cover of P1 ×P1 ×P1 (with homogeneous coordinates [a, b]× [s, t]× [p1, p2] instead
of [u, v]× [s, t]× [p1, p2]), branched over the degree (4, 4, 4) locus {det A = 0}.
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This example is believed [30] to be another example, another physical realization, of
homological projective duality, or rather, for each complete intersection phase with rν ≫ 0,
the corresponding phase with rν ≪ 0 is believed to be related to the rν ≫ 0 phase by
homological projective duality.
3.2 Some notes on the geometry
This particular example is closely related [31] to one discussed in [5] in connection with
discrete torsion11. There, recall one started with the quotient E × E × E/(Z2)2, for E an
elliptic curve, and deformed to a space Y , describable as a double cover of P1 × P1 × P1
branched over a singular degree (4, 4, 4) hypersurface.
In more detail, let X be the quotient of a product of 3 elliptic curves by the action of G =
Z2 × Z2, where each non-trivial element of G acts by negation on two of the elliptic curves,
and leaves the third one unchanged. X can be viewed as a double cover of P1 × P1 × P1,
branched over a surface S of tri-degree (4, 4, 4), highly singular.
One deformsX by deforming this surface S. Following [5], let us not deform S completely,
until it is smooth, but rather only until one has 64 ordinary double points in S. This does
not actually give a complete description of the allowable deformed branching loci S, but we
should get that from the next description. Denote by Y the typical member of the family of
allowable deformations of X . It is a C-Y 3-fold with 64 ODP’s, with rk Pic(Y ) = 3, and it
moves in a 51 dimensional family. By a result of Mark Gross, Br(Y ) = Z2.
Next, let us consider the other half of the story. Let E be the vector bundle O(−1, 0)2 ⊕
O(0,−1)2 on P1×P1. The projectivization PE of E is a P3 bundle over P1×P1, and as such
it comes with a natural O(1). (Depending on your convention as to what projectivization
means, you may need to take -1 instead of 1 in the definition of E .) Let Z be the intersection
of two general sections of O(2) in PE . It is a smooth C-Y 3-fold with h1,1 = 3, h1,2 = 51,
and the projection to P1 ×P1 exhibits it as a genus one fibration with no section but with
a 4-section.
The analysis of the birational models of Z is straightforward, and leads to a picture with
Z2 × Z2 symmetry, like a square divided into 4 triangles by the diagonals. There are two
sets of 8 P1’s in Z which can be flopped independently, giving rise to three more birational
models for Z (flop one set, flop the other, or flop both sets simultaneously).
Next, let us describe how the Y ’s are related to the Z’s. Let f denote the cohomology
11At the time that [5] was written, discrete torsion was considered a mysterious degree of freedom, possibly
intrinsic to CFT. Since that time discrete torsion has come to be completely understood [32, 33] as a purely
mathematical consequence of defining orbifolds of theories with B fields, neither mysterious nor intrinsic to
CFT.
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class of a fiber of the fibration Z → P1 × P1 (which is an elliptic curve), and consider the
moduli space of stable sheaves on Z of rank 0, first Chern class 0, second Chern class f , and
third Chern class 2. What is meant by this is the moduli problem whose general member is
a torsion sheaf on Z, supported on a single fiber, and when this is a smooth elliptic curve,
it should be a line bundle of degree 2 on that elliptic curve.
Now one can show that this moduli space is precisely one of the Y ’s, and in fact there
is a very explicit construction of the branch locus S of the resulting Y in terms of the
two quadrics Q1 and Q2 whose intersection gives a given Z. (Briefly, let the first P
1 have
coordinates (s, t), the second (u, v), in the construction of Z. Now consider the surface S in
P1(a : b)×P1(s : t)×P1(u : v) defined by the property that (a : b, s : t, u : v) is in S iff the
quadric aQ1 + bQ2, restricted to the P
3 over (s : t, u : v), is singular.)
For a given Z and the corresponding Y , if we small-resolve the singularities of Y to form Y
(which is unfortunately non-Ka¨hler), then there is [25] an equivalence of derived categories
D(Z) ∼= D(Y , α), where α is the nontrivial element of Br(Y ) and D(Y , α) denotes the
twisted derived category of Y . Presumably, the physically-relevant equivalence is between
D(Z) and the (twisted) derived category of a noncommutative resolution of Y , though such
a noncommutative resolution has not yet been constructed mathematically.
There is some additional mathematical structure which is not realized in physics. Each
branched double cover of P1 ×P1 ×P1 can be understood as a genus one fibration in three
different ways – basically, pick any one of the three P1’s to be the base of a branched double
cover of P1 forming an elliptic curve. (Physically, one of the P1’s is distinguished, namely
the one defined by the p’s, and moreover, a genus one fibration story does not enter the
physics here at all.)
More information can be found in [31].
3.3 Relation to P7[2, 2, 2, 2]
Not only is this example analogous to P7[2, 2, 2, 2], as both involve complete intersections
of quadrics, and at Landau-Ginzburg points describe branched double covers, but in fact in
special cases there is a quantitative relationship.
Given the complete intersection of two quadrics, we can embed in P1×P1×P7. Specif-
ically, given the eight variables
au, av, bu, bv, cs, ct, ds, dt
which have charge (0, 0, 1) under (λ, µ, ν). In the embedding above, we take these eight
variables to be the homogeneous coordinates on P7. These variables are not independent,
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but rather obey the two quadric relations
(au)(bv) = (av)(bu)
(cs)(dt) = (ct)(ds)
Thus, what started as a complete intersection of two quadrics in the total space of
P
(
O(−1, 0)2 ⊕O(0,−1)2
)
−→ P1 ×P1,
is now a complete intersection of four quadrics (the two above, plus the two original quadrics)
in P7.
This maps to P7[2, 2, 2, 2] implicitly shrinks the 16 rational curves that are involved in
the four flops between different presentations of the complete intersection of 2 quadrics in
the P3 bundle on P1 ×P1, so as a result, there are no flops in P7[2, 2, 2, 2].
3.4 Discrete torsion and deformation theory
At this point we would like to make an observation regarding discrete torsion, that is not
specific to the particular example we have discussed so far in this section.
The last remaining unresolved question concerns deformation theory, namely, how can
one explicitly reproduce the results of Vafa and Witten in [5]? In [32, 33], the other physically
observed characteristics of discrete torsion, such as its original definition in terms of phase
factors in orbifolds, and its projectivization of group actions on D-branes, were explicitly
derived from the idea that discrete torsion is defined by group actions on B fields. The only
thing that could not be explicitly derived were the old results of [5], though for those an out-
line was given: just as happens for line bundles in orbifolds (and is one way of understanding
the McKay correspondence), perhaps the only way to consistently deform an orbifold with
discrete torsion, consistent with the orbifold Wilson surfaces, is to add nonzero H flux to
exceptional submanifolds, which will play havoc with supersymmetry, lifting previously flat
directions but sometimes also creating new flat directions.
If, on the other hand, we define spaces through their sheaf theory, which is the notion at
the heart of the nc spaces we see appearing in e.g. the CFT at the Landau-Ginzburg point
of the GLSM for P7[2, 2, 2, 2], then we have another way of thinking about this issue. As has
been discussed mathematically in [34], then the infinitesimal moduli should be interpreted
as a suitable Hochschild cohomology, and for the example in [5] the Hochschild cohomology
reproduces precisely the deformation theory seen physically.
We will not comment further on this matter, but thought it important enough to warrant
attention.
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4 Non-Calabi-Yau examples
In this section, we will consider six non-Calabi-Yau GLSMs exhibiting behavior that can be
understood in terms of Kuznetsov’s homological projective duality. Our first three examples,
involving GLSMs for P2g+1[2, 2], P7[2, 2, 2], and P5[2, 2], have Landau-Ginzburg points that
can be interpreted as branched double covers. We explain, in the discussion of P2g+1[2, 2],
subtleties related to the fact that the Ka¨hler parameter flows, and to behavior of Witten
indices.
In the second trio of examples, involving P4[2, 2], P6[2, 2, 2], and P6[2, 2, 2, 2], there
are additional complications, stemming from the fact that a branched double cover of the
form one would naively expect can not exist. We discuss how, instead, to get a geometric
interpretation, one must work in a different cutoff limit where the geometry is interpreted
as a space with hypersurfaces of Z2 orbifolds instead of as a branched double cover.
Curiously, in homological projective duality for complete intersections of quadrics, there
is an even/odd distinction (reflected in the examples above) which is analogous to the dis-
tinction between duals for G(2, N) for N even and odd in [3, 23].
4.1 Hyperelliptic curves and P2g+1[2, 2]
A non-Calabi-Yau example of this phenomenon can be obtained as follows. Consider a
gauged linear sigma model describing a complete intersection of two quadrics in P2g+1. (We
shall assume g ≥ 1.) The superpotential in this theory can be written
W = p1Q1(φ) + p2Q2(φ) =
∑
ij
φiA
ij(p)φj
where the Qi are the two quadrics, and A
ij(p) is a symmetric (2g+2)× (2g+2) matrix with
entries linear in the pa. For r ≪ 0, the φi are mostly massive, away from the degree 2g + 2
locus detA = 0. Away from that locus, the only massless fields are the pa, and as they are
nonminimally charged, they describe a gerbe, which physics sees as a double cover.
So, for r ≫ 0 (and g > 1) we get a positively-curved space, namely the complete inter-
section of two quadrics in P2g+1, whereas for r ≪ 0 (and g > 1) we get a negatively-curved
space, namely a double cover of P1 branched over a degree 2g+2 locus, i.e. a hyperelliptic12
curve of genus g.
Before commenting further on the mathematics of this situation, let us review the physics
12For completeness, let us briefly repeat the analysis of section 2.1 here. From that section, KS =
pi∗
(
2k+d
2 H
)
where k = −2, the degree of the canonical bundle ofP1, and d = 2g+2. Thus,KS = (2g−2)pi∗H ,
which is the canonical bundle of a curve of genus g.
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of this gauged linear sigma model. For g = 1, both limits correspond to Calabi-Yau’s – in
fact to elliptic curves. For g > 1, the story is more interesting, as neither side is Calabi-Yau.
First note that for g > 1, there is an axial anomaly and so the theta angle is meaningless,
so the Ka¨hler moduli space is (at best) one real dimensional. Furthermore, the singularity
near the origin semiclassically13 divides the Ka¨hler moduli space into two disconnected halves.
The fact that the Ka¨hler moduli space splits rescues us from a problem with the Witten
index. The Euler characteristic of the genus g curve at r ≪ 0 is 2 − 2g. The Euler charac-
teristic of the r ≫ 0 complete intersection is different. The top Chern class of the tangent
bundle of the complete intersection should be 4 times the coefficient of H2g−1 in
(1 +H)2g+2
(1 + 2H)2
(denominator from the two quadric equations, numerator from the Euler sequence for the
tangent bundle to P2g+1, and the factor of 4 from the fact that a general plane in P2g+1
intersects the complete intersection in 4 (= deg X) points). One can see immediately that
the Euler characteristic of the complete intersection is at least always divisible by four,
whereas the Euler characteristic of the genus g curve obeys no such constraint. More, in
fact: one can show the Euler characteristic of the complete intersection is not only always
divisible by four, but in fact always vanishes.
As a result of the Euler characteristic computations above, the only time when the Witten
indices of the r ≫ 0 and r ≪ 0 theories match is when g = 1, the Calabi-Yau case where
the Ka¨hler moduli space is one complex dimensional. For g > 1, the Witten indices do not
match – but since the Ka¨hler moduli space has two distinct components for g > 1, and there
is no way to smoothly move from one component to the other, the fact that the Witten
indices do not match is not a concern.
As another quick check of the physics, let us discuss how renormalization group flow
behaves in these theories for g > 1. The gauged linear sigma model predicts that r will flow
towards −∞, which is consistent with both phases. For r ≫ 0, we have a positively-curved
space, so it will try to shrink under RG flow, consistent with the GLSM computation. For
13What actually happens after we take quantum corrections into account is more interesting, and described
for cases with vanishing classical superpotential in [35]. There, it was argued that the Ka¨hler moduli space
does not split apart, but rather extra Coulomb vacua emerge, and those extra Coulomb vacua fix the
problem of mismatched Witten indices that we discuss momentarily. It is not completely obvious to the
authors how to extend their results to cases with nonvanishing superpotential. If we simply ignore the
classical superpotential (and there are arguments that this might be nearly the correct procedure), then the
extra Coulomb vacua are the solutions to the quantum cohomology relation σ2g+1−2(2) = q. That would
give 2g − 3 extra Coulomb vacua, which is tantalizingly close to what we need to fix a mismatch between
Witten indices of 0 and 2− 2g that we will see shortly. Since we do not understand how to deal with cases
with nonvanishing classical superpotential, which is the case throughout this paper, we will not discuss this
issue further. We would like to thank I. Melnikov for a lengthy discussion of this matter.
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r ≪ 0, we have a negatively-curved space, which will try to expand – meaning, |r| should
increase or, again, since r ≪ 0, r will flow towards −∞. Thus, we see both phases are
consistent with the GLSM prediction that r will flow in the direction of −∞.
This physics naturally latches onto some corresponding mathematics. It can be shown
[36] that the moduli of (smooth) complete intersections of two quadrics in P2g+1 are natu-
rally isomorphic to the moduli of hyperelliptic curves of genus g. The isomorphism can be
summarized as follows. Given a smooth quadric Q in C2g+2, there are two families of max-
imal isotropic (Lagrangian) subspaces of Q. Given a pencil of quadrics (which is what one
gets with a complete intersection of two), then the set of maximal isotropic subspaces of the
quadrics in the pencil are a double cover of P1 minus the singular quadrics. The set of sin-
gular quadrics is the intersection of P1 with the discriminant locus, which has degree 2g+2,
and can be described in the form {det A = 0} where A is a symmetric (2g + 2)× (2g + 2)
matrix linear in the p’s, exactly as we have found physically. Thus the pencil of quadrics
naturally gives rise to a hyperelliptic curve, and our physical picture of this GLSM has a
natural mathematical understanding.
This example can also be naturally understood in terms of homological projective duality
[30]. As in the first example we studied in this paper, the homological projective duality of
P2g+1 and of a sheaf of even parts of Cliford algebras implies that the derived category of P1
branched in 2g+2 points embeds fully and faithfully into the derived category of a complete
intersection of 2 quadrics. This is written up in [14].
4.2 P7[2, 2, 2]
A complete intersection of three quadrics in P7 is an example of a Fano manifold.
Repeating the same analysis as before, one quickly finds that the Landau-Ginzburg point
of the gauged linear sigma model for P7[2, 2, 2] is a branched double cover of P2, branched
over a degree 8 locus.
Let us check that this is consistent with renormalization group flow in the GLSM. As
remarked in the last section, if the large-radius limit is Fano, then the Landau-Ginzburg point
in a model with a one-dimensional Ka¨hler moduli space had better be of general type, to be
consistent with the behavior of RG flow in the GLSM. Applying the results of section 2.1,
we see that the branched double cover obeys KS = π
∗
(
2k+d
2
H
)
where H is a hyperplane
class on the base, d = 8, and k = −3 for P2, so KS = π∗(H), and hence is of general type,
exactly as needed for consistency.
In fact, just as for P7[2, 2, 2, 2], there is a slight subtlety in that the branched double
cover is singular, at points where the rank of the quadrics drops by two. Furthermore, these
singularities do not admit crepant resolutions. However, the gauged linear sigma model is
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nonsingular at those points.
The homological projective dual to P7[2, 2, 2] is a noncommutative resolution of the
branched double cover above. Furthermore, matrix factorizations at the Landau-Ginzburg
point trivially reproduce the sheaf theory that defines the noncommutative resolution.
Thus, as in the Calabi-Yau cases studied, we see that the gauged linear sigma model is
realizing Kuznetsov’s homological projective duality.
4.3 P5[2, 2]
Repeating the same analysis as before for the gauged linear sigma model forP5[2, 2], one finds
a branched double cover of P1, branched over a degree 6 locus. Unlike the case above, this
branched double cover is nonsingular generically, so typically no resolution (noncommutative
or otherwise) need appear. As before, that branched double cover is precisely Kuznetsov’s
homological projective dual to P5[2, 2].
Let us check that this is consistent with renormalization group flow in the GLSM. As
remarked earlier, if the large-radius limit is Fano, as is the case here, then the Landau-
Ginzburg point in a model with a one-dimensional Ka¨hler moduli space had better be of
general type, to be consistent with the behavior of RG flow in the GLSM. Applying the
results of section 2.1, we see that the branched double cover obeys KS = π
∗
(
2k+d
2
H
)
where
H is a hyperplane class on the base, d = 6, and k = −2 for P1, so KS = π∗(H), and hence
is of general type, exactly as needed for consistency.
4.4 Degree 4 del Pezzo (P4[2, 2])
A complete intersection of two quadrics in P4 is a del Pezzo of degree four [37][p. 49].
This provides another Fano example to study, though in this case the physics will be more
complicated.
Repeating the previous analysis in this model, the superpotential in this theory can be
written in the form
W = p1G1(φ) + p2G2(φ) =
∑
i,j
φiA
ij(p)φj
where Gi are the two quadrics, and A
ij(p) is a symmetric 5 × 5 matrix with entries linear
in the pi. As previously, this superpotential defines a mass term for the φi, except over the
locus where the rank of A drops. So, away from the locus detA = 0, the only massless fields
are the pi, which are of charge 2 and hence define a Z2 gerbe on P
1, which physics sees as a
double cover.
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In other words, the resulting theory in the r ≪ 0 limit looks like a double cover of P1
branched over the locus detA = 0, which is degree five. However, there is no space fitting
that description, because to be a branched double cover (here, a covering curve), the branch
locus must be even. (There is a simple way to see this. Take a dimension 1 slice through
the base. If a double cover exists, then we should be able to think of the intersection of
each part of the branch locus with the slice as a source of a Z2 branch cut. For all example
studied previously, the branch locus was even degree, and so this is consistent; but in the
odd degree case, then one of the Z2 branch cuts has nowhere to end, and so the branched
double cover cannot exist.)
The correct interpretation of this model is slightly more subtle. It is a P1 with a Z2
orbifold structure in five points, which can be thought of locally as the quotient stack of a
branched two-fold covering modulo the natural Z2 action on the cover.
To see this, we have to think a bit more carefully about the appearance of branched
double covers in theories with mostly-massive fields. The Z2 gerbe interpretation only holds
when minimally-charged fields have been integrated out: so, we only have gerbes outside a
disk surrounding the locus where minimally-charged fields become massless. The size of that
disk is determined by the cutoff (or other regularization) of the theory. Outside that disk,
we can talk about gerbes and/or double covers, but inside that disk, there is only a single
cover.
In the examples studied so far, we have been able to consistently work in a coupling limit
where those disks have shrunk to zero size. We are running into problems in this example
because there cannot be such a coupling limit here – there cannot be a global branched
double cover interpretation.
However, there is an alternate limit we can take instead. Instead of shrinking the disks to
zero size, we can expand them to cover the entire space. Now, instead of getting a branched
double cover, we get a single cover, with something unusual happening at the massless locus.
We conjecture that at the massless locus, we have a Z2 orbifold structure. First, branched
double covers project onto spaces with hypersurfaces of Z2 orbifolds along the branch locus
– simply imagine orbifolding the double cover by a Z2 that exchanges the sheets. (Alterna-
tively, think of the Z2 orbifolds as providing branch cuts. Although for the branched double
cover to make sense requires that the branch locus have even degree, it is consistent for a
space to have an odd degree hypersurface of Z2 orbifolds.) In effect, we are conjecturing that
changing the size of the disk is moving us from the branched double cover to its underlying
space, which is extremely natural. Only in the limit that the disks have zero size or cover
the space can we recover an honest geometry; varying the regularization should interpolate
between the two.
Notice that in order for this to be consistent, all of our examples so far should have
an alternate interpretation in which we replace the branched double cover with a space
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with Z2 orbifolds – the description as a space with Z2 orbifolds should be universal, and
the description as a branched double cover should only apply when such a double cover
can exist. This also, we believe to be true. Mathematically, the branched double covers
described previously have isomorphic sheaf theory to spaces with even degree hypersurfaces
of Z2 orbifolds – the two descriptions are more or less isomorphic from the perspective of
homological projective duality. We should be able to flip between them simply by varying
the regularization of the theory. In the Calabi-Yau case, where one gets a nontrivial CFT,
one should be able to vary a cutoff without fundamentally changing the theory, and so the
result should follow from that. In the non-Calabi-Yau cases discussed previously, the matter
is more delicate.
We still have not directly addressed the reason why there should be a hypersurface of
Z2 orbifolds. In principle, one ought to be able to deduce this from the Berry phase, but
we have not yet worked out a consistent generalization of the computation described earlier.
Part of the computation lies in the fact that we are no longer describing nontrivial CFT’s
in the IR limit, so the state-operator correspondence is complicated. Another part of the
complication lies in the Berry phase itself, which should now get a contribution from the
curvature of the space – so for example, on a P1 with a single Z2 orbifold singularity at
a point, there should be a nontrivial phase for a loop that closely wraps the point, but as
one expands the loop around the space, there should be an additional curvature-dependent
contribution so that ultimately, for a loop closely wrapping another ordinary point far from
the Z2, the total phase vanishes.
Instead of appealing to the Berry phase, we shall appeal to homological projective duality.
The matrix factorization argument we discussed in the context of P7[2, 2, 2, 2] naively applies
here (though a B twist is no longer well-defined, we can still speak about certain D-branes in
the untwisted theory), and so can deduce what sheaf theory the dual theory possesses, from
which we get that the defining sheaf theory is the same as that for homological projective
duality. Put another way, homological projective duality tautologically matches the open
string sector, as in previous examples, from which we conclude that it had better also match
the closed string sector.
In the present case, the homological projective dual14 [30] of P4[2, 2] is a P1 with 5 Z2
orbifold points, so we conclude that the Landau-Ginzburg point can be described in this
fashion. We can no longer claim to give a completely independent check of homological pro-
jective duality in this example, as we cannot give a completely physically rigorous derivation
of the origin of the Z2 orbifold points, but at least we can see how this is consistent.
We have discussed previously how the GLSM Ka¨hler moduli space semiclassically falls
apart into disjoint pieces in non-Calabi-Yau cases, and how in one-dimensional examples, if
14Technically, the HP-dual of P4 in the double Veronese embedding is P14 with the sheaf of even parts
of Clifford algebras. Therefore, the derived category of a complete intersection of 2 quadrics in P4 contains
the derived category of P1 with a Z2-orbifold structure in 5 points.
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one limit is Fano, the other must be of general type, i.e. have opposite curvature in order
for the running of the Fayet-Iliopoulos parameter in the GLSM to be consistent.
The same analysis applies here, and the P1 with 5 Z2 orbifolds is of general type, so the
Fayet-Iliopoulos RG analysis discussed previously is consistent. Intuitively, the Z2 orbifolds
have enough negative curvature to counterbalance the positive curvature of the rest of the
projective space.
Let us examine this issue in more detail, for later use. (The analysis will be closely
analogous to that for double covers described in section 2.1.) Given an n-dimensional pro-
jective space and D ⊂ Pn a smooth hypersurface of degree d, then consider a stack de-
scribing Pn with a Z2 orbifold along D, which shall be denoted Z ≡ Pn〈D/2〉, together
with its natural map π : Z → Pn. On this stack there is a unique smooth divisor D˜ ⊂ Z
such that π∗OPn(−2D) = OZ(−D˜). Now, a straightforward computation shows that15
KZ = π
∗KPn(D˜), i.e. KZ = π
∗O(d/2− n− 1) or c1(TZ) = π∗O(−d/2 + n + 1).
As a consistency check, recall that elliptic curves can be described as branched double
covers of P1, which project to P1 with 4 Z2 orbifold points: d = 4, n = 1, and so in this case,
KZ = O, as one would expect for a Calabi-Yau. Similarly, some K3’s can be expressed as
branched double covers of P2, branched along sextics, which project to P2 with a Z2 orbifold
structure along a hypersurface of degree 6: d = 6, n = 2, and so again we find KZ = O,
as one would expect for a Calabi-Yau. If d/2 < n + 1, then the projective space with a
hypersurface of Z2 orbifolds is Fano; if d/2 > n+ 1, then it is of general type.
In the present case, a P1 with 5 Z2 orbifold points, d = 5 and n = 1, so d/2 > n+1, and
so this stack is of general type, as claimed earlier.
This phenomenon has appeared previously in the physics literature in discussions of
nonsupersymmetric orbifolds, see for example [39, 40, 41]. There, it was discovered in (non-
supersymmetric) complex codimension one Z2 orbifolds that relevant operators in twisted
sectors generically get vevs under RG flow – if we think of those Z2 orbifolds as having nega-
tive curvature, then under RG flow they should ‘expand’ (meaning, twisted sector operators
get vevs).
15Note that d need not be even: although O(−d/2 + n+ 1) does not make sense on the projective space,
the line bundle O(−d+2n+2) pulls back to a line bundle on Z which has a canonical square root. We can
then think of this square root as the pullback of the fictional line bundle O(−d/2 + n+ 1), and this agrees
with the pullback map on Q-divisors. The fictional bundle O(−d/2+n+1) on the projective space also has
an interpretation as a parabolic line bundle whose parabolic structure is specified along the divisor where the
orbifold structure lies; see for example [38] and references therein for more information on parabolic vector
bundles.
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4.5 P6[2, 2, 2]
Following the same analysis as in the last section, the Landau-Ginzburg point in this model
should be a P2 with a degree 7 hypersurface of Z2 orbifolds. As before, since the hypersurface
is of odd degree, there cannot be a branched double cover, but there can be a space with
an odd degree hypersurface of Z2 orbifolds, so we propose that that is the geometry that
emerges in a relevant regularization limit, replacing the massless locus with Z2 orbifolds.
As before, the homological projective dual to P6[2, 2, 2] is exactly this, a P2 with a degree
7 hypersurface of Z2 orbifolds [42].
Let us also check that this relation is consistent with renormalization group flow in the
GLSM. At large radius, P6[2, 2, 2] is Fano, so the opposite end of the one-dimensional GLSM
Ka¨hler moduli space had better be of general type, in order to be consistent with the one-loop
renormalization of the Fayet-Iliopoulos parameter in the GLSM. Indeed, using the results of
the previous section, for a P2 with a degree 7 hypersurface of Z2 orbifolds, we have d = 7,
n = 2, and so d/2 > n+1, hence the P2 with hypersurface of Z2 orbifolds is of general type,
exactly as needed to be consistent with physics.
4.6 P6[2, 2, 2, 2]
Following the same analysis as previously, the Landau-Ginzburg point in this model should
be a P3 with a degree 7 hypersurface of Z2 orbifolds. As before, since the hypersurface
is of odd degree, there cannot be a branched double cover, but there can exist globally a
space with a hypersurface of Z2 orbifolds. Also as before, this is also precisely the result of
applying homological projective duality [42]. In addition, the surface has several ordinary
double points, which are resolved via a noncommutative resolution, of the form discussed
previously.
Let us also check that this relation is consistent with renormalization group flow in the
GLSM. At large radius, P6[2, 2, 2, 2] is of general type, so the opposite end of the one-
dimensional GLSM Ka¨hler moduli space had better be Fano, in order to be consistent with
the one-loop renormalization of the Fayet-Iliopoulos parameter in the GLSM. Indeed, using
our earlier results, for a P3 with a degree 7 hypersurface of Z2 orbifolds, we have d = 7,
n = 3, and so d/2 < n + 1, hence the P3 with hypersurface of Z2 orbifolds is Fano, exactly
as needed to be consistent with physics.
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5 More general complete intersections
So far in this paper we have discussed exclusively gauged linear sigma models for com-
plete intersections of quadrics and the role that homological projective duality plays in such
models. Given that plus the previous work [6], the reader might incorrectly conclude that
homological projective duality can only be applied to GLSM’s with relatively exotic physics.
To counter such a perception, in this section we will describe a few examples of GLSM’s for
complete intersections of higher-degree hypersurfaces, and how their Ka¨hler phase structure
can also be (correctly) understood with homological projective duality.
To a limited extent, this was also described in the context of nonabelian GLSM’s in [6],
where homological projective duality was used to predict that the Landau-Ginzburg point
of G(2, 6)[16] should be a Landau-Ginzburg model corresponding to a K3 surface. However,
this was a prediction, not an observation, and moreover, Landau-Ginzburg models for K3’s
have the same CFT as nonlinear sigma models on K3’s, so, the examples in this section
should clarify that homological projective duality really can generate true Landau-Ginzburg
theories.
5.1 P4[3]
In this section we will study another example of a GLSM for a higher-degree hypersurface.
The Landau-Ginzburg point of this gauged linear sigma model is well-known to be a
theory defined by Landau-Ginzburg model on [C5/Z3] with a cubic superpotential.
According to [23] we can recover the same result from homological projective duality. We
begin with the embedding G(2, 6) → P14 = PAlt2C6 and its homological projective dual
Pf→ PAlt2C6∗ where Pf is the Pfaffian cubic hypersurface. Now, consider the action induced
on linear sections. Let L be a space of linear forms of dimension 5, so that PL ⊂ PAlt2C6∗
has dimension 4. Intersecting both sides, we find that G(2, 6)[15] is dual to a cubic threefold,
i.e. P4[3].
Finally, we must consider the essential pieces in each derived category. The nc spaces
defined by those essential pieces are what should be appearing at the r → ±∞ limits of the
GLSM Ka¨hler moduli space. Kuznetsov argues that there is a semi-orthogonal decomposition
Db(G(2, 6)[15]) = 〈O, S∗,Φ〉
(where S is the universal subbundle on the Grassmannian, restricted to the complete inter-
section) and
Db(P4[3]) = 〈O,O(1),Ψ〉
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where Φ and Ψ are the ‘essential pieces’ of the respective categories. Kuznetsov also checks
that Φ = Ψ.
Homological projective duality does not itself tell us how to interpret the nc spaces defined
by the essential pieces Φ, Ψ above. Instead, to interpret the essential piece of the derived
category of P4[3], we turn to work of Orlov [43, 44, 45], which related matrix factorizations
in Landau-Ginzburg models on [C5/Z3] to sheaves on P
4[3]. Specifically, he argued that
the category of matrix factorizations on the Landau-Ginzburg model, which we shall denote
Db([C5/Z3],W ) embeds into D
b(P4[3]), as the right orthogonal to the objects O, O(1). In
other words,
Db([C5/Z3],W ) = Ψ = Φ
Thus, the nc space that is homologically projective dual to P4[3], is the Landau-Ginzburg
model on [C5/Z3] with cubic superpotential, exactly as happens in the GLSM.
Thus, the nc space which is homologically projective dual to P4[3], is exactly the Landau-
Ginzburg model appearing at the Landau-Ginzburg point in the GLSM Ka¨hler moduli space,
giving us another check that homological projective duality seems to be correctly encoding
the phases of GLSM’s, and not just in physically exotic cases.
In this particular example, homological projective duality acts somewhat trivially: it
automatically preserves nc spaces (corresponding to the physics that the B model is in-
dependent of Ka¨hler moduli), but typically exchanges different presentations of a fixed nc
space. In the present case, homological projective duality did not itself produce a different
presentation; instead, we had to invoke results of Orlov to interpret the nc space. What is
important about this example is the following:
1. First, although Orlov’s work was used more crucially than homological projective du-
ality, homological projective duality did not produce a contradiction. This is more
or less guaranteed by the structure of homological projective duality – nc spaces are
preserved, and as nc spaces are defined by the open string sector of the B model, which
is Ka¨hler-moduli-independent, this is a must.
2. Second, this means that these ideas encompass not only geometries appearing at limit
points in GLSM Ka¨hler moduli spaces, but also theories that one usually thinks of
as being non-geometric. In the past, many researchers have spoken of the geometric
phases being related by birational transformation; now we see that the replacement for
‘birational’ encompasses more than just geometric limit points.
5.2 P5[3, 3]
In this section we will study another example of a GLSM for a higher-degree hypersurface.
Again, we will see that homological projective duality encompasses not only limits in the
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GLSM Ka¨hler moduli space with geometric interpretations, but non-geometric points as well.
5.2.1 Basic analysis
The Landau-Ginzburg point of this model is what is sometimes called a ‘hybrid Landau-
Ginzburg model’ or ‘fibered Landau-Ginzburg model.’ It describes what might be very
roughly called a family of Landau-Ginzburg models (over the vector space C6) fibered in
some fashion over P1.
Let us first make this description more precise. A Landau-Ginzburg model is defined by
a holomorphic function (the superpotential) over some noncompact space or stack. In the
present case, the noncompact space is defined by a GIT quotient of six fields φi and two
fields pa by a C
× with weights
φi pa
-1 3
If the weights were reversed, so that the φi had weight −3 and the pa had weight 1, then this
space would be the total space of a rank six vector bundle over P1, namely O(−3)⊕6 → P1.
However, something more unusual is going on instead.
A quotient CN//C× where all the fields have weight k rather than weight 1 is seen
physically not precisely as a copy of PN−1, but rather as a Zk gerbe over P
1 [18, 19, 20, 2, 21].
The quotient above is therefore not a vector bundle over P1, but rather is a vector bundle
over a Z3 gerbe on P
1. If the φi all had the same weight as the homogeneous coordinates
on the underlying stack, then we would naturally think of each φ as a coordinate on the
total space of the line bundle O(−1), but instead the φi’s all have charge equal to a third
of that of the underlying stack. Such a line bundle is conventionally denoted “O(−1/3),” a
notation that only makes sense for gerbes and stacks, not spaces. (Bundles on gerbes will
be discussed in greater detail in the upcoming work [46].)
Intuitively, this description of the bundle encodes the fact that we are fibering a Z3
orbifold over a base space – the Z3 acts trivially on the base P
1 (and so, we have a gerbe
structure), but nontrivially on the fibers. To give a little more perspective on this language,
the total space of the line bundle O(1/k) over the Zk gerbe on a point (denoted BZk) is the
same thing as the orbifold [C/Zk].
In any event, we see that this Landau-Ginzburg model is defined by a superpotential over
the noncompact stack given by the total space of the bundle O(−1/3)⊕6 → G3P1, where
G3P
1 denotes the gerbe on P1.
The fibers of this hybrid Landau-Ginzburg model look like Landau-Ginzburg models with
a cubic superpotential in six variables. At least at the Fermat point, such a superpotential
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splits into two copies of a cubic superpotential in three variables, or put another way, (T 2×
T 2)/Z3. This suggests that we should think of the theory at the Landau-Ginzburg point as
some sort of K3 fibered over a P1 base, which we will indirectly check in the next section by
studying monodromy computations. In the section after that, we shall see that homological
projective duality will make the same prediction.
5.2.2 Monodromy computation
In this section we shall check the intuition developed in the last section, that the Landau-
Ginzburg point of the GLSM for P5[3, 3] should have the structure of a fibration over P1,
via a monodromy computation.
We shall follow the conventions of section 2.4. This is the case: p = 9, q = 27. The total
Chern class is
c(X) = 1 + 54η − 144ρ
which yields h2,1 = 71.
The intersection form,
ω =

0 −6 −1 −1
6 0 1 0
1 −1 0 0
1 0 0 0
 (2)
The large-radius monodromy is
M∞ : v 7→ V ⊗H =

1 0 0 0
1 1 0 0
0 9 1 0
0 0 1 1
 (3)
The conifold monodromy is
M1 : v 7→ V − (v,O)v =

1 −6 −1 −1
0 1 0 0
0 0 1 0
0 0 0 1
 (4)
The “hybrid” monodromy is
M−10 = (M∞M1)
−1 =

−5 6 0 1
−1 1 0 0
9 −9 1 0
−9 9 −1 1
 (5)
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This does not look very illuminating. But note that the standard 2-dimensional irreducible
representation of Z3 over the integers (this representation is, of course, reducible over C) is
generated by
γ =
[ −1 −1
1 0
]
In fact, M−10 = AMA
−1, where
M =

−1 −1 0 0
1 0 0 0
0 1 −1 −1
0 0 1 0
 (6)
where A ∈ SL(4,Z). But for the extra “1” in the lower left-hand 2 × 2 block, this would
simply be two copies of the two-dimensional irrep of Z3, and we would haveM
3 = 1. Instead,
it is unipotent,
(M3 − 1)2 = 0
If the theory at the Landau-Ginzburg point were an ordinary Landau-Ginzburg orbifold
(here presumably a Z3 orbifold due to the fact that we are intersecting cubics), then because
of the Z3 quantum symmetry, we would expect the monodromy to obey M
3 = 1. Instead,
we have something different. The typical interpretation of a monodromy of the form above,
(M3 − 1)2 = 0, is that we have a fibered Landau-Ginzburg orbifold, fibered over a P1 base.
Heuristically, going around three times is equivalent to shifting the B field on the P1.
Thus, we have confirmation from the monodromy computation that physically, the Landau-
Ginzburg point of the GLSM for P5[3, 3] should look like fibered Landau-Ginzburg models,
fibered over a P1 base, which is what we argued in the last section.. In the next section,
we will see that homological projective duality predicts mathematically that the Landau-
Ginzburg point should be interpreted as a noncommutative K3 fibration, fibered over a P1
base.
5.2.3 Homological projective duality and fibered noncommutative K3s
Mathematically, the homological projective dual of the complete intersection P5[3, 3] is [30]
a family of noncommutative K3s, fibered over P1, the same structure that we have seen
physically. Let us review the mathematical argument below.
(1) First, one can use the Grassmannian-Pfaffian homological projective duality to argue
that if D ⊂ P5 is a four-dimensional smooth Pfaffian cubic hypersurface, then the dual linear
section of the Grassmannian is a K3 surface S of degree 14. In this case, Db(S) embeds as
a full subcategory in Db(D) and Db(D) has an induced semi-orthogonal decomposition in
which Db(S) is left-orthogonal to 〈O(−3),O(−2),O(−1)〉.
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(2) Taking the observation above as a model, take any smooth four-dimensional cu-
bic hypersurface D ⊂ P5 (not necessarily Pfaffian) and look at the left orthogonal AD ≡
⊥〈O(−3),O(−2),O(−1)〉.
Now, we can interpret the category AD to be a category of B-branes on some c = 6 SCFT,
which from a mathematical point of view defines (the open string sector of) a nonlinear
sigma model on a ‘noncommutative16 K3.’ The first justification is (1) where we see that
AD specializes to a Pfaffian cubic. The second is that AD is a smooth proper Calabi-Yau
category17 of dimension two. The third is that the Hochschild homology of AD has the same
exact size as the de Rham cohomology of a K3.
(3) Now let us consider families. If you have X which is the complete intersection of two
cubics in P5, then there is a pencil of cubics passing through X , i.e. we have a linear family
{Dt∈P1} of cubic fourfolds, so that X = ∩t∈P1Dt. The object corresponding to X through
taking linear sections in noncommutative HPD will be a noncommutative Calabi-Yau three-
fold Y which is naturally fibered over the P1 that parametrizes the pencil. We can see this
by constructing Y , as follows. Start with the universal family
U = {(x, t) ∈ P(V )×P1|x ∈ Dt}
of fourfolds in the pencil. Let p : U → P1 be the natural projection. Consider the full
subcategory AX ⊂ Db(U), defined as the left orthogonal
⊥
〈
p∗Db(P1)⊗O(−3), p∗Db(P1)⊗O(−2), p∗Db(P1)⊗O(−1)
〉
Again, it is straightforward to check that if X is smooth then AX is a smooth compact
three-dimensional Calabi-Yau category.
We will think of AX as the derived category of a noncommutative K3 Y which is fibered
over P1 by noncommutative K3 surfaces (defined as in (2)). If we specialize X to be the
complete intersection of two Pfaffian cubics, then Y will be an ordinary Calabi-Yau which is
fibered by K3 surfaces of degree 14. In fact, in his paper on the Grassmannian-Pfaffian HPD
[23] Kuznetsov shows that in case Y is commutative we have an equivalence of categories
Db(X) ∼= Db(Y ).
Thus, homological projective duality can be applied to more examples than just, complete
intersections of quadrics (or hyperplanes in Grassmannians); it makes predictions for other
cases, as we have seen in this example, that correctly match physics.
Unfortunately, it is very difficult to check whether analogous statements are true for
GLSM’s describing hypersurfaces of degree greater than three in projective spaces. We
16Recall from our earlier discussion that the usage of ‘noncommutative’ in this context does not refer to
any sort of noncommutative algebra or ring. Rather, ‘noncommutative space’ is the generic term for the
base space when interpreting a category as a category of A or B model branes. The base space might be a
Calabi-Yau, a Calabi-Yau with a flat B field, a nongeometric Landau-Ginzburg model, or something else.
17See appendix A for a review of Calabi-Yau categories.
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conjecture that homological projective duality applies in general, but will have to leave a
complete verification to future work.
6 Conclusions
In this paper, we have done a number of different things. By studying the properties of
some basic, ordinary-seeming gauged linear sigma models such as that for the complete
intersection P7[2, 2, 2, 2], we have discovered in many examples that the Landau-Ginzburg
point of the GLSM realizes geometry in a novel fashion, not as a complete intersection; that
same geometry is not birational to the large-radius geometry, providing a GLSM interpolating
between two non-birational geometries. We have provided a mathematical interpretation
(homological projective duality) to substitute for ‘birational’ in relating GLSM phases, an
interpretation which often even covers non-geometric Landau-Ginzburg models. We have
discovered that many of those Landau-Ginzburg points do not flow under the renormalization
group to nonlinear sigma models, or any other known type of conformal field theory, but
rather give a physical realization of certain ‘noncommutative resolutions’ of spaces, and so
give us a way of defining conformal field theories for nc spaces (in Kontsevich’s sense), a
whole new kind of CFT and string compactification. In the analysis of the Landau-Ginzburg
points of these otherwise ordinary-seeming GLSM’s, we have also found that understanding
stacks and how stacks appear in physics plays a crucial role, as the analysis of the Landau-
Ginzburg points relies crucially on facts concerning the behavior of strings propagating on
gerbes. Thus, stacks play a much more important role in the physical understanding of many
GLSM’s than previously realized.
One of the open questions in this paper is, to what extent can all phases of gauged linear
sigma models be understood via homological projective duality? To answer this question,
the mathematics of homological projective duality needs to be much better understood. For
example, it is known that flops of small resolutions of the most basic conifold singularity in
three complex dimensions are examples of homological projective duality, but whether more
general flops are also related by homological projective duality, is not yet known.
In the same vein, one can ask, can the McKay correspondence or any of its variants
be understood as forms of homological projective duality, especially since various forms of
McKay can often be realized physically as different phases of gauged linear sigma models.
Another set of open problems arises from the fact that we have discovered more conformal
field theories, not of a form previously discussed – in fact, we have even found a description
of them with gauged linear sigma models. The ‘noncommutative resolutions’ arising at
Landau-Ginzburg points are, close to geometric singularities, not even locally spaces. These
noncommutative resolutions do not obviously have any description as any sort of conformal
field theory discussed elsewhere in the literature. As such, the properties of these new
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conformal field theories needs to be studied. We have briefly described some properties of
the B-branes in these conformal field theories, but nothing else. For example, it would be
very interesting to compute Gromov-Witten invariants of these theories. (Work on other
Gromov-Witten variations that might be applicable here will be discussed in [47].)
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A Calabi-Yau categories and noncommutative spaces
A.1 Definitions
The notion of a smooth and proper Calabi-Yau category was introduced by Kontsevich in
1998 [48] and was subsequently discussed in detail in [49, 50, 51, 52]. It abstracts the notion
of a smooth and compact Calabi-Yau background that can be used as a target in (A or B
twisted) non-linear sigma models. The basic idea is to replace the Calabi-Yau space by the
category of A or B branes.
Consider a small pre-triangulated18 Karoubi closed19 dg-category C. We think of the
objects of this category as complexes of sheaves on a ‘noncommutative space’ or ‘nc space’
X , where X is defined by the category C. If we were trying to model an actual complex
manifold X , then we would take C to be the (dg-enhancement of) the derived category of
18The derived category is then the homotopy category of this pre-triangulated category.
19Karoubi closed means that every projector splits. Recall that a projector on an object E in a category
is an endomorphism pi : E → E such that pi ◦ pi = pi. We say a projector pi splits if there is a direct sum
decomposition E = E1 ⊕E2 such that pi is the projection map E → E1. Then, a category is called Karoubi
closed if any projector on any object splits.
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coherent sheaves on X . For that matter, X might turn out to be a Calabi-Yau with a flat
B field, or even a Landau-Ginzburg model, by virtue of matrix factorizations – X need not
be an actual space. ‘Noncommutative’ is a misnomer in this context, as there need not be a
noncommutative algebraic structure associated with X .
An nc space X is called algebraic if its sheaf theory is computed by an algebra, i.e. if
we can find a dg algebra A = (A·, d) over C, such that the category CX is equivalent to the
dg-category of (perfect) dg-modules over A.
An nc space X is called smooth if it is algebraic and if the dg algebra A that computes
its sheaf theory is perfect when viewed as a bimodule over itself.
An nc space X is called compact if it is algebraic and the differential on the dg algebra
A has finitely many, finite dimensional cohomology groups. That is, dimCH
·(A·, d) <∞.
It is known that:
• The dg category of complexes of injective sheaves with coherent cohomology on any
complex algebraic variety is computed by a dg algebra. Thus, every complex variety is
algebraic when viewed as an nc space. Also, non-algebraic complex manifolds may not
be algebraic nc spaces. For example, a generic non-algebraic K3 is not an algebraic nc
space. One can define sheaves on non-algebraic K3’s, so there is a category, and hence
an nc space; however, by a theorem of Bondal and van den Bergh [53], the category
of sheaves on a generic non-algebraic K3 is not saturated, which means there is no
smooth and proper algebra that computes this category. Hence non-algebraic K3’s are
nc spaces, but not algebraic nc spaces.
• A complex variety X is proper or smooth if and only if it is proper or smooth when
we view it as a nc space.
There are many other examples of proper and smooth nc spaces coming from stacks, de-
formation quantizations, symplectic manifolds, generalized complex manifolds, and Landau-
Ginzburg models.
If X is a proper and smooth nc space, then one can show that the category CX defining
X has a Serre functor S : CX → CX .
We say that a proper smooth nc space X is an nc Calabi-Yau, if the Serre functor is a
power of the shift functor, i.e., if S = [d] for some positive integer d. (The category defining
an nc Calabi-Yau is called a Calabi-Yau category.) The number d is the dimension of the nc
Calabi-Yau X . Notice that one can define nc Calabi-Yau spaces of fractional dimension p/q
by requiring that Sq = [p]. One example is furnished by Enriques surfaces, where the square
of the Serre functor is [2], and hence the (fractional) dimension is 2/2 = 1. (In particular,
note the notion of dimension can be slightly misleading, as it leads to an Enriques surface
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having dimension 1 as an nc space but dimension 2 as an ordinary complex manifold.) There
are many more examples of such spaces and one should find their meaning eventually.
A.2 Deformations
If we start with an ordinary Calabi-Yau space X , we can look at all deformations of X
viewed as an nc space. In other words, we can forget about the actual X but deform the
category CX as a dg category. The tangent space to such deformations can be identified
with the second Hochschild cohomology of X . In the smooth proper case this tangent space
has a decomposition
HH2(X) = H2(X,OX)⊕H1(X, TX)⊕H0(X,Λ2TX)
where each piece can be interpreted geometrically:
• H2(X,OX) are the deformations of X as an O× gerbe;
• H1(X, TX) are the usual deformations of X as a variety;
• H0(X,Λ2TX) are the deformation quantizations of the product structure on the struc-
ture sheaf of X .
In the example in section 5.2.3 we start with S which is a K3 surface of degree 14,
and corresponds to a Pfaffian cubic fourfold D ⊂ P5 under the Grassmannian-Pfaffian
duality. Next we look at the nc deformations of S that correspond to deforming the fourfold
D to a non-Pfaffian cubic. In particular, if ξ is a deformation direction for D, then ξ
can be interpreted as an element in HH2(S) and hence breaks into three components ξ =
ξ20 + ξ11 + ξ02. If ξ moves D to a non-Pfaffian cubic, then we can not have ξ = ξ11. In the
example in section 5.2.3, an old geometric argument with varieties of lines shows that the
gerby part ξ20 of the deformation direction ξ is non-zero, and it is natural to expect that ξ02
is also non-zero and so this nc deformation of S of of ‘mixed’ nature.
A.3 Cohomology of nc spaces
Suppose that X is an algebraic nc space and let A be a dg algebra that computes the sheaf
theory of X . (Recall that a nc space X is defined by a category C, but for X to be an
algebraic nc space means that the category C is the category of perfect dg-modules over
some dg algebra; A is that dg algebra.)
Then we can attach two natural cohomology theories to X :
• The Dolbeault cohomology H ·Dol(X) of X . In terms of A we have H ·Dol ≡ HH·(A), i.e.
H ·Dol(X) is the Hochschild homology of the dg algebra A.
• The de Rham cohomology H ·dR(X) of X . In terms of the dg algebra A we have
H ·dR(X) ≡ HP·(A), i.e. H ·dR(X) is the periodic cyclic homology of the dg algebra A.
These definitions are justified by the observation that when X is a smooth variety we
have
• (Kostant-Hochschild-Rosenberg) HHk(A) = ⊕p−q=kHp(X,ΩqX)
• (Weibel) HPeven/odd(A) = Heven/odddR (X).
If S is a nc K3 surface defined as above from a general cubic fourfold D, then H ·Dol(S) is a
subspace in the ordinary Dolbeault cohomologyH ·Dol(D) which is the orthogonal complement
to {ch(O(−i))}i=1,2,3 with respect to the Mukai pairing on H ·Dol(D).
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