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1. INTRODUCTION 
Many situations in statistical physics, control theory, and other branches 
of applied mathematics lead to an infinite hierarchy of differential equations 
for both moments and correlation functions [l-7]. It is obviously important 
to determine whether a procedure used to truncate this hierarchy preserves 
the moment properties which are known to exist for the exact solution. 
A step toward answering this kind of question was given in [I], where a 
simple closure technique was presented which, when applicable, guarantees 
the preservation of the nonnegative definiteness of the moment matrix. 
In the present paper we use this and other techniques to study and 
compare various truncation schemes for treating the moment equations 
associated with a simple one-dimensional Fokker-Planck equation, 
g, t> = g (x, t) ~ 2 [(Lx -I- (y.X3)f(X, t)], a > 0. (1) 
Physically, (1) represents the dynamical equation for the distribution 
function f(~, t) of a particle undergoing Brownian motion subject to a 
nonlinear (or anharmonic) restoring force as a function of position, x + ooc3. 
We will assume that initially the particle is at x = x0 so thatf(x, t) is initially 
a Dirac a-function, 
f(x, 0) = 6(x - x0). (2) 
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The linear (or harmonic) case, OL = 0, possesses an exact analytic solution, 
and corresponds to the well known Ornstein-Uhlenbeck diffusion process. 
Although no closed-form analytical solution is known for (1) for OL # 0, 
the exact solution is known for the equilibrium situation when t --f co, 
f(x, co) = (const) exp[- $x2 - &x’]. (3) 
This will be quite useful in comparing the equilibrium behavior of the 
various truncation schemes. It can also be used for a study of the solution 
of (1) in the neighborhood of t = co. 
2. MOMENT EQUATIONS 
The moments m,(t) are defined by 
44 = ,““, xY(x, 4 dx, 12 = 0, 1) 2 )... . (4) 
From (1) and (2) it follows that the moments satisfy the infinite set of linear 
coupled differential equations 
t&(t) = n(n - 1) m,-2(t) - m,(t) - cmn+2(t), 
subject to the initial conditions 
12 = 0, 1) 2 )...) (5) 
m,(O) = x0*. (6) 
For 01 = 0, exact solutions for the moments m,(t) can readily be obtained, 
since the higher-order moments can be solved in terms of the lower-order 
moments. 
However, when OL # 0, one has to resort to some truncation procedure. 
In order to truncate this paper at an early stage, yet still give a first approxi- 
mation to the truth, we restrict our discussion to the lowest nontrivial order 
involving the moment matrix 
Thus we rewrite (5) in the approximate form, 
?h,=o, m,=l, (8) 
+21(t) = -m,(t) - c@(t), (9) 
‘kz2(t) = 2 - 2m,(t) - 2&i~(t), (10) 
where %, and ti4 represent various approximations to the actual values. 
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The various truncation schemes discussed in the remainder of this paper 
correspond to various ways of choosing %a(t) and H, . In each case we 
investigate whether or not the procedure preserves the nonnegative 
definiteness of the moment matrix M(t) or, equivalently, the nonnegativity 
of the quantity mZ - mi2. 
3. LINEAR SOLUTION FORCING 
One of the simplest ways to choose m,(t) and FE,(~) in (8) and (9), respec- 
tively, is to set 
Fqt) = m?‘(t), (11) 
ci4(t) = m(O)(t) 4 ) (12) 
where mb’)(t) and mi’)(t) are the known solutions for the linear problem, 
a = 0. 
Although this will be a good approximation for small OL, it will not be 
good for large 01. This may be seen from the solution of (lo), (12), and (6), 
m2(t) = ecztxo2 + 2 1” d7 e8p7)[1 - WZ~~)(T)], 
0 
(13) 
which clearly becomes negative for large enough 01. In particular, the 
equilibrium value 
m2(03) = 1 - 3fX (14) 
is seen to become negative for 01 > l/3. This is a sufficient condition for 
m(t) in (7) not to be nonnegative definite. 
Let us note in passing that the series obtained by expanding m, in powers 
of 01 is divergent for a > 0 for t = co, and, most likely, for all t > 0. 
4. GUARANTEED NONNEGATIVE DEFINITENESS 
The following result, which is an easy generalization of the lemma given 
in [l], will be needed here: Let X(t) be the solution of the linear matrix 
equation 
Z=BX+XB~+G, X(0) = c, (15) 
where C is a nonnegative definite real matrix, G is a nonnegative definite 
real matrix which may depend upon t, and B is a real matrix which may 
depend upon t. Then X(t) is a nonnegative definite symmetric matrix for 
t 3 0. 
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The case where G is zero and B is independent of t was given and used 
in [l]. However, this simpler case is not sufficiently realistic for the present 
situation if X(t) is the moment matrix M(t), since it leads to all moments 
vanishing as t -+ 00, contrary to (3) and (4). 
To apply this lemma, we approximate x3, 
and x4, 
x3 g a, + UlX + a2x2, (16) 
so that, from (4), 
x4 g do + d,x + dzx2, (17) 
and 
@, = a0 + alml + a2m2, (18) 
@ii, = do + d,m, + d2mz . (19) 
The quantities a, , a, , a2 , 
. . 
do , dl , d, appearing m (18) and (19) are allowed 
to be time-dependent and are restricted by the condition that the foregoing 
lemma be satisfied when X(t) is the moment matrix M(t) of (7). 
Setting 
B = bl b2 
( 1 b, b, ’ Br=(; ;j, G 2 4 
the condition +z, = 0 implies that 
2b, + 2b,m, + g, = 0. 
Hence, 
b, = 0, 
g, = -2b 1’ 
Equations (9), (18), and (22) imply that 
‘Yl ‘?z ( 1 g2 g4 ’ (20) 
(21) 
(22) 
(23) 
-ml - aa0 - aaIm - aa2m2 = &ml + b, + b4ml + g2 . 
Hence, 
g2 + b3 = -a0 , 
b,+b, = -1 -01ur, 
$7 = 0. 
Equations (10) and (19) imply that 
2 - 2m, - 2ado - 2ud,m, - 2ad2m2 = 2b,m, + 2b,m, + g, . 
(24) 
(25) 
(26) 
(27) 
(28) 
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Hence, 
g, = 2 - 2ord, 
b, = -adI, 
b, = -1 -ad,. 
(29) 
(30) 
(31) 
Solving (23), (26), and (31) for g, , we obtain 
g, = 2c+z, - d,). 
Solving (25) and (30) for g, , we obtain 
g, = 44 - ~0). 
(32) 
(33) 
Since G must be a nonnegative definite matrix, this implies that g, 3 0, 
g4 > 0, g4gl - g22 2 0, or using (2% (32), and (33), 
2cx(a, - d,) 3 0, 2 - 2ctdo 3 0, 
(34) 
2c+z, - d,)[2 - 2ord,] - a2(dl - aJ2 > 0. 
Although it may, in principle, be possible to determine the quantities 
U ,, , a, , do , dl , d, by an appropriate mean-square averaging procedure, in 
such a way that the inequalities (34) are satisfied, it is much simpler to forego 
mean-square averaging and satisfy the inequalities (34) by setting 
a, = d2 , a, = dl , do = 0. (35) 
Our lemma then insures that the moment matrix M(t) is nonnegative definite. 
A reasonable way of determining (I,, = dl and u1 = d, is to rewrite (18) 
and (19) with the m, appearing there replaced by the known m’,)(t) for the 
linear case (a = 0): 
a0 + u,mi”) = rn;O), uom:o) + u,rn,jO) = rn:O). 
These equations then determine a, and a, uniquely. 
We confine our interest in this paper mainly to the equilibrium solution 
(t = co). Since 
m:O)(co) = 0 = mp)(co), miO)(co) = 1, m(O)(a) = 3 4 9 
this implies that uo( co) = 3 and aI = 3. Consequently, 
ml(a) = 0, (36) 
m2(=)) = (1 +l r&.g * (37) 
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5. MEAN SQUARE AVERAGING 
Another way of choosing the time-dependent coefficients a,, , a, , a2, do, 
dl , and d, appearing in (16) and (17) is by a mean-square averaging procedure 
in which we minimize the expressions 
i 
;J~(x, t)[x3 - a, - a,x - a2xz-jz dx, 
and 
I ;,fo(x, t)[x4 - d,, - d,x - d2x212 dx. 
Here f,(x, t) is the Ornstein-Uhlenbeck probability distribution function 
which satisfies (1) and (2) with 01 = 0. From this condition, one readily finds 
> a,, a, , a2 and d,, , dl , d, to be uniquely determined (for 2 
and 
a0 + ~,rn~~) + a,mp) = rnr), 
aom~o) + a,mL”) + a2m,Jo) = rn:O), 
aom~o) + a,mi”) + a,m~“) = rn:O), 
0) bY 
(38) 
do + dlmio) + d m(O) = m(O) 
2 2 4 ’ 
damp) + d,rniO) + d m 
2 ho’ = m(O) 5 ’ 
domio) + d,m$J) + d m(O) = m(O) 
2 4 6 * 
(39) 
The u’s and d’s determine iii, and ?iri4 , Eqs. (18) and (19), which are to be 
substituted into (9) and (10). Calculating them for the equilibrium case, we 
find aa = aa = dl(co) = 0, a2(cn) = 3 = -do(w), d,(a) = 6, 
from which it follows by (9) and (10) that 
1 + 3or 
m,(a) = 1. 
6. SIMPLE TRUNCATION 
(41) 
The simplest way of truncating (9) and (10) is to set ii?3 = iiz, = 0. 
However, this then reduces to the known linear solution, and gives no 
information about the effect of the anharmonic terms. We therefore include 
538 WILCOX AND BELLMAN 
the two next-higher order equations in our set with m5 = ma = 0. That is, 
our equations are 
ml = -m, - 01m3, (42) 
riz, = 2 -. 2m, -- 2orm, , (43) 
ri2, = 6m, - 3m,, (44) 
ti4 = 12ma - 4m,. (45) 
To solve these equations, we introduce new independent variables 
ur , ua , ua , and uq defined by 
m,(t) = e-%,(t), n = 1,2,3,4. (46) 
From (42)-(46), the un(t) satisfy 
ti, = -cie-2tu2, 
12, = 2e2t - 2ae-2tu4, 
(47) 
(48) 
zi, = 6e2k 1, (49) 
zi, = 12e2k 2' (50) 
The initial condition satisfied by the un(t) is the same as that for the m,(t), 
namely 
z&(O) = Xgfi. (51) 
Solving (47)-(51) for ur(t) and u2(t), we find 
ul(t) = xoect 
[ 
cosh(dm t) + s:F sinh(dl - 601 t,], (52) 
a 
and 
u,(t) = ect [ (xo2 - &) cosh(dm t) 
+ (x02 + s - 24 sinh;qk2~ “‘1 +e2t. 
l + 3or (53) 
Now the nonnegative-definiteness requirement, m2 - ml2 > 0, is by (46) 
equivalent to the requirement u2 - u1 2 > 0. Although a study of Eqs. (52) , 
and (53) shows that this requirement is satisfied for most ordinary initial 
conditions (i.e., x,,~ not too large), the condition is not satisfied in general. 
In particular, if 0 < OL < l/24 for fixed t > 0, it is seen that u2(t) will be 
negative (due to the --2111x,4 term) if xo2 is sufficiently large. This is a sufficient 
condition for the moment matrix (7) not to be nonnegative definite. 
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The equilibrium moments are easily solved from (42)-(45). One finds 
7. CENTRAL MOMENT TRUNCATION 
Instead of simply dropping higher-order moments, a better procedure 
might be to drop higher-order central moments. The central moments ,uJt) 
are defined by [8], 
k%&(t) = Srn f(% t>[x - %W ax9 n = 0, 1) 2 )... . (55) --m 
Thus, 
PO = 1, (56) 
t-9 = 0, (57) 
pFL2 = m2 - m12, (58) 
p3 = m3 -. 3m,m, + 2m13, (59) 
p4 = m4 - 4m,m, f 6m12m, - 3m14. (60) 
The quantities M, and ?ii4 which are to be substituted into the dynamical 
Eqs. (9) and (10) are obtained from (59) and (60) by setting p3 = p4 = 0 and 
eliminating the m3 in (60) with the aid of (59). Thus, (9) and (10) become 
7i2, = -ml - ci[3m,m, - 2m13], (61) 
rh, = 2 - 2m, - 2a[6m12m, - 5m14]. (62) 
Now p2 , equation (58), is easily seen to satisfy 
pz = 2 - 2pcL2 - 6am,2pz , (63) 
which has the solution 
I 
t 
Pz = 2 dt, exp 
0 
[ f, [-2 - 6am,2(7)] dr/ . 
Equation (64) shows p2(t) to be positive for t > 0. This shows that the 
moment matrix is positive definite for t > 0. 
w9/32/3-6 
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The equilibrium moments are easily found from (61) and (62), 
m,(a) = 0, 
rnZ(W) = 1. 
(65) 
(66) 
8. CUMULANT TRUNCATION 
Instead of dropping higher-order central moments, a better procedure 
is to drop higher-order cumulants (also called Thiele semiinvariants) [8]. 
The cumulants k, are defined by the generating function 
(67) 
By expanding the exponentials and equating coefficients of An, one obtains 
the cumulants in terms of the moments, 
kl = ml, (68) 
k, = m2 - m12, (69) 
k, = m3 - 3m,m, + 2m13, (70) 
k, = m4 - 3mz2 - 4m,m, + 12m12m2 - 6m14. (71) 
We see that k, = p2 and k, = ps, but that k, # 114. Thus in many 
applications there is often no difference between cumulant truncation and 
central moment truncation. The cumulant truncation procedure is similar to 
that of the previous section except that here we set k, and k4 equal to zero. 
This leads to the following nonlinear differential equation for m, and m2 : 
fhl = -ml - a(3m,m, - 2m13), (72) 
~6, = 2 - 2m, - 2a(3mz2 - 2mr4). (73) 
From (72), (73), and (69) it follows that 
A, = 2 - 2k, - 6am,k, . (74) 
Equation (74) is similar to (63), and the same argument again shows the 
moment matrix to be positive definite for t > 0. 
The equilibrium moments implied by (72) and (73) are 
ml(a) = 0, (75) 
m2(co) = [--I + (1 + 12a)1/2]/(6a). (76) 
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In general, we expect cumulant truncation to be superior to central 
moment truncation from the following heuristic consideration. If f(x, t) is a 
Gaussian distribution then, as follows from the generating function (67), all 
K, vanish identically for n > 2. However, the central moments pFLn do not 
vanish identically in this case. For non-Gaussian statistical distributions, it 
seems reasonable to expect that neglected higher-order cumulants will be 
smaller than the corresponding central moments. 
9. COMPARISONS 
We compare the equilibrium moments calculated by the various methods 
considered here. All of the methods correctly gave m,(m) = 0. The correct 
second moment calculated from (3) is 
(77) 
= 1 - 301 + 240r2 + 0(a3) (78) 
- 2/(7KX)i’2 + e (d). 
The best approximation to m2(co) is obtained by the cumulant truncation 
method, Eq. (76), 
m2(co) = 1 - 3ar + 18ar2 + 0(a3) (80) 
- 1/(3@‘2 + 8 (3. (81) 
The mean-square-averaging value, Eq. (41), is also given by (80) for 
small 01, but incorrectly approaches the nonzero value l/2 for large CL 
The guaranteed nonnegative definiteness value, Eq. (37), and the simple 
truncation value, Eq. (54), both correctly approach zero for large 01 but at an 
incorrect rate proportional to ~y-l instead of the correct ~r/~. Their small OL 
value is given by (80) with the coefficient 18 replaced by 9, a value which 
is less accurate. 
Despite the fact that the central moment truncation method maintains 
positive definiteness for all values of 01, it is grossly inaccurate in giving 
m2(co) = 1 independent of 01. Even the linear-solution forcing method does 
better than that at small (II, although, as we have seen, it greatly violates 
nonnegative definiteness at large 01. 
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