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Explicit Space-Time Codes Achieving The
Diversity-Multiplexing Gain Tradeoff
Petros Elia, K. Raj Kumar, Sameer A. Pawar
P. Vijay Kumar and Hsiao-feng Lu
Abstract— A recent result of Zheng and Tse states that over a
quasi-static channel, there exists a fundamental tradeoff, referred
to as the diversity-multiplexing gain (D-MG) tradeoff, between
the spatial multiplexing gain and the diversity gain that can be
simultaneously achieved by a space-time (ST) block code. This
tradeoff is precisely known in the case of i.i.d. Rayleigh-fading,
for T ≥ nt + nr − 1 where T is the number of time slots over
which coding takes place and nt, nr are the number of transmit
and receive antennas respectively. For T < nt + nr − 1, only
upper and lower bounds on the D-MG tradeoff are available.
In this paper, we present a complete solution to the problem
of explicitly constructing D-MG optimal ST codes, i.e., codes that
achieve the D-MG tradeoff for any number of receive antennas.
We do this by showing that for the square minimum-delay case
when T = nt = n, cyclic-division-algebra (CDA) based ST
codes having the non-vanishing determinant property are D-
MG optimal. While constructions of such codes were previously
known for restricted values of n, we provide here a construction
for such codes that is valid for all n.
For the rectangular, T > nt case, we present two general
techniques for building D-MG-optimal rectangular ST codes from
their square counterparts. A byproduct of our results establishes
that the D-MG tradeoff for all T ≥ nt is the same as that
previously known to hold for T ≥ nt + nr − 1.
Index Terms— diversity-multiplexing gain tradeoff, space-time
codes, explicit construction, cyclic division algebra.
I. INTRODUCTION
Consider the quasi-static, Rayleigh fading, space-time (ST)
MIMO channel with quasi-static interval T , nt transmit and
nr receive antennas. The (nr × T ) received signal matrix Y
is given by
Y = θHX +W (1)
where X is a (nt×T ) code matrix drawn from a ST code X , H
the (nr×nt) channel matrix and W represents additive noise.
The entries of H and W are assumed to be i.i.d., circularly
symmetric, complex Gaussian CN (0, 1) random variables.
The real scalar θ ensures that the energy constraint
θ2||X ||2F ≤ T SNR, all X ∈ X , (2)
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is met. We set
Z = {θX | X ∈ X}
and will refer to X ,Z as the unnormalized and normalized
ST codes 1 respectively.
Multiple transmit and receive antennas have the potential of
increasing reliability of communication as well as permitting
communication at higher rates. These aspects are quantified
by the diversity and spatial multiplexing gains respectively. In
a recent landmark paper, Zheng and Tse [1] showed that there
is a fundamental tradeoff explained below, between diversity
and multiplexing gain, referred to as the diversity-multiplexing
gain (D-MG) tradeoff.
The ergodic capacity [2], [3], i.e., capacity averaged over
all realizations H of the space-time channel model in (1) is
given by
C = E{log det(I +
SNR
nt
HH†)},
which for large SNR has the approximation
C ≈ min{nt, nr} log(SNR). (3)
The space-time code X transmits
R =
1
T
log(| X |)
bits per channel use. Let r be the normalized rate given
by R = r log(SNR). Following [1], we will refer to r
as the (spatial) multiplexing gain [4]. From (3), it is seen
that the maximum achievable multiplexing gain equals r =
min{nt, nr}. Let the diversity gain d(r) corresponding to
transmission at normalized rate r be defined by
d(r) = − lim
SNR→∞
log(Pe)
log(SNR) ,
where Pe denotes the probability of codeword error. We will
follow the exponential equality notation of [1] under which
this relationship can equivalently be expressed by
Pe =˙ SNR−d(r).
A principal result in [1] is the proof that for a fixed integer
multiplexing gain r, and T ≥ nt + nr − 1, the maximum
achievable diversity gain d(r) is governed by
d(r) = (nt − r)(nr − r). (4)
1As pointed out by the reviewers, the collection of matrices X could also
be regarded as forming a signal constellation in which case the term ST
modulation might be more appropriate. However, we have retained the ST
code label here to be in keeping with the widespread usage of this terminology
in the literature.
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The value of d(r) for non-integral values of r is obtained
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Fig. 1. Upper and Lower Bounds on the D-MG Tradeoff in the case of 4
transmit and 4 receive antennas.
through straight-line interpolation. For T < nt + nr − 1 only
upper and lower bounds on the maximum possible d(r) are
available. The plots in Fig. 1 are for the case of nr = nt =
T = 4. The two lines show upper and lower bounds on the
best possible D-MG tradeoff achievable when T = 4 with any
signalling scheme.
Zheng and Tse [1] establish that the D-MG tradeoff curve
coincides with the plot of outage probability and that random
Gaussian codes achieve the D-MG tradeoff provided T ≥
nt+nr− 1. They also show that orthogonal space-time block
codes in general, achieve maximum diversity gain but cannot
achieve maximal multiplexing gain. The reverse is shown
to hold in the case of the vertical Bell-Labs layered space-
time architecture (V-BLAST). Diagonal-BLAST (D-BLAST)
in conjunction with MMSE decoding, is shown to achieve
the tradeoff provided one ignores the overhead due to non-
transmission in certain space-time slots. It is observed in their
paper, that apart from the Alamouti [21] scheme that achieves
the D-MG tradeoff in the case of a single receive antenna,
there is no explicitly constructed coding scheme that achieves
the optimum tradeoff for all r > 0.
A. Prior work
In this paper, we shall refer to a ST code that achieves the
upper-bound on the D-MG tradeoff as being a D-MG optimal
ST code, or more simply, an optimal code. The results in [1]
spurred considerable research activity towards the construction
of optimal codes and some of this is briefly reviewed below.
1) Case of Two Transmit Antennas: For M even, let AQAM
denote the M2-QAM constellation given by
AQAM = {a+ ıb | |a|, |b| ≤M − 1, a, b odd} . (5)
The literature includes several constructions of (2 × 2)
ST codes that achieve the D-MG tradeoff. The unnormalized
ST code matrices X in the constructions in [5]–[8] share a
common structure, namely
X =
[
x1 y2
y1 x2
]
where the diagonal and anti-diagonal “threads” are unitary
transformations of vectors with QAM components, i.e., where[
x1
x2
]
= S1u,
[
y1
y2
]
= S2v
with u, v ∈ A2QAM and where S1, S2 are unitary. Setting
M2 = SNR
r
2 allows the ST code to transmit at information
rate R = r log(SNR) bits per channel use. The constructions
differ on the selection of the particular unitary matrices.
In the Yao-Wornell papers, [5], [6] it is shown that by opti-
mizing amongst the class of unitary matrices corresponding
to rotation of vectors in the complex plane, the minimum
determinant of the difference of two space-time code matrices
exceeds 1
2
√
5
independent of M and hence of the SNR. This
is then used to show that this code achieves the upper bound
on optimum D-MG tradeoff. This construction is the first to
provide an explicit construction for a code that achieves the
D-MG tradeoff for very value of nt, nr.
The construction by Dayal and Varanasi, [7] draws on
earlier constructions by Damen et al [13] and El Gamal
and Damen [14]. Here the authors optimize the coding gain
through appropriate selection of the matrices S1, S2. As with
the Yao-Wornell construction, the minimum determinant is
bounded away from zero as M2 → ∞. While the D-MG
tradeoff is not explicitly discussed in [7], by arguing as in
[5], [6], the optimality of the Dayal-Varanasi construction
can be established. The coding gain of the Dayal-Varanasi
construction, especially relevant for lower values of SNR, is
shown to improve upon that of the Yao-Wornell code.
A third construction of a ST code with nt = T = 2 that
achieves the D-MG tradeoff is the Golden code construction of
Belfiore et al. [8], so called because of the appearance of the
Golden number ζ = 1+
√
5
2 in the construction. The Golden
code is an example of a class of codes known as perfect
codes [11], [12] and this class of codes is discussed in greater
detail below. Optimality of the Golden code construction is
pointed out in [9]. Reference [12] contains other examples of
(2× 2) D-MG optimal codes as well.
A different thread-based construction of D-MG optimal (2×
2) code can found in the paper by Liao et al. [10].
2) LAST Codes: In [15], El Gamal, Caire and Damen
consider a lattice-based construction of space-time block codes
and call these codes LAST codes. In this construction, a
code matrix X in the space-time code C is identified with a
(ntT×1) vector x obtained by vertically stacking the columns
of the space-time code matrix. The construction calls for a
lattice Λc and a sublattice Λs. Message symbols are mapped
onto coset representatives {c} of the subgroup Λs of Λc that
lie within the fundamental region Vs of the sublattice Λs. Thus
the fundamental region of the sublattice serves as a shaping
region for the lattice. The transmitted vector x is then given
by
x = c− u (mod Λs),
where u is a pseudorandom “dither” vector chosen with
uniform probability from Vs. The dither is assumed to also
be known to the receiver. The lattice pair Λs,Λc, Λs ⊆ Λc is
drawn from an ensemble of lattices having good “covering”
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properties, an example of which can be found in a paper by
Loeliger [16]. It is shown that this ensemble of lattices contains
a lattice such that the resultant space-time code, when suitably
decoded using generalized minimum Euclidean distance lattice
decoding, achieves the D-MG tradeoff for all T ≥ nt+nr−1.
In actual code construction, a lattice drawn at random from the
ensemble of lattices is used. A principal advantage of LAST
codes is that in comparison to random Gaussian codes, the
decoding is simpler and does not require searching over the
entire codebook.
3) Division Algebra- Based Constructions:
a) ST Codes from Division Algebras: Space-time code
construction from division algebras was first proposed by
Sethuraman and Rajan [17]–[20] and independently shortly
after, by Belfiore and Rekaya [22].
In [20], Sethuraman et al. consider the construction of
ST codes from field extensions as well as division algebras
(DA). Two methods of constructing ST codes from DA are
presented. It is shown how Alamouti’s code [21] arises as a
special instance of these constructions. A general principle for
constructing CDAs using transcendental elements is given and
the capacity of the space-time block codes (STBCs) obtained
via this construction studied. A second family of CDAs
discovered by Brauer is discussed and applied to construct
ST codes.
b) Non-Vanishing Determinant: The notion of a non-
vanishing determinant (NVD) was introduced by Belfiore
and Rekaya [22]. The coding gain of a space-time code as
determined by pairwise error probability considerations, is a
function of the determinant of the difference code matrix. It is
therefore of interest to maximize the value of this determinant.
The authors of [22] note that while many constructions of
space-time codes have the property of having a non-zero
determinant, this determinant often vanishes as the SNR
increases and the size of the signal constellation is accordingly
increased to provide increased spectral efficiency. In [22],
the authors describe an approach for constructing CDA-based
square ST codes whose determinant is bounded from below for
all SNR and hence does not vanish. NVD code constructions
are outlined for nt = T = 2k and nt = T = 3 · 2k. Example
constructions are provided for nt = T = 2, 3, 4.
c) Perfect Codes: In [12], Oggier et al. define a square
(n× n) STBC to be a perfect code 2 if
• the code is a full-rate, linear-dispersion [47] code using
n2 information symbols drawn from either a QAM or
HEX constellation,
• the minimum determinant of the code is bounded away
from zero even as M →∞,
• the 2M2dimensional real lattice generated by the vec-
torized codewords, is either Z2M2 or AM22 (A2 is the
hexagonal lattice), and
• each symbol Xij in the code matrix has the same value
of average energy.
Perfect codes have been shown through simulation, to have
excellent performance as judged by codeword error probabil-
2The results of the present paper establish that perfect codes are D-MG
optimal as well.
ity. The authors of [12] show the existence of perfect CDA-
based space-time codes for dimensions n = 2, 3, 4, 6. The
Golden code is an example of a perfect code in 2 dimensions.
More recently, Elia et al. [23] show how the perfect code
construction can be generalized to yield perfect codes for any
value of the integer n.
d) Constructions with NVD: In [24], square ST codes
with the NVD property are constructed by Kiran and Sundar
Rajan for nt = T = 2k, 3·2k, 2.·3k or nt = T = qk(q−1)/2,
where q = 4s + 3 is a prime. Also contained in this paper,
is a lemma that simplifies the task of identifying the non-
norm element γ needed in the construction of a CDA having
a number field as its maximal subfield.
e) Approximate Universality: In [25], [26], Tavildar and
Viswanath consider the correlated fading channel model in
which the entries hij of the matrix H are allowed to have
arbitrary fading distributions. They show the existence of
permutation codes (codes based on permutations of the QAM
constellation) that achieve the D-MG tradeoff in the case of the
parallel channel (channel where H is diagonal). They note that
by using D-BLAST in conjunction with a permutation code
designed for the parallel channel, one can achieve the D-MG
tradeoff of the general correlated fading channel in the limit as
the delay parameter T → ∞. The main result is a sufficient
condition for a ST code to be approximately universal i.e.,
be D-MG optimal for every correlated MIMO fading channel.
This sufficient condition is expressed in terms of the product
of the squared-singular values of the difference code matrix.
It is also shown that in the case of the i.i.d. Rayleigh fading
channel, V-BLAST with a QAM signal constellation achieves
the last segment of the D-MG tradeoff curve while D-BLAST
achieves the first segment when nr = 2.
After the initial submission of the present paper, a more
detailed version [27] of [25], [26] containing proofs of all
results, has appeared in preprint form. It is shown in this
version (see also [28]) that the space-time block codes of Yao-
Wornell as well as those presented in the original submission
of our present paper here are approximately universal.
f) Other Work: Other references relating to the construc-
tion of space-time codes from division algebras include [31],
[32], [46]. Some analysis of the D-MG tradeoff of some known
constructions can be found in [9], [29], [30]. The rank-distance
construction of Lu and Kumar [33] as well as subsequent
generalizations in [34]–[36] are all optimal with respect to a
different tradeoff known as the rate-diversity tradeoff which is
based on the situation in which the signal constellation is fixed
independent of SNR, and where pairwise error probability is
used as a measure of performance.
B. Principal Results
A complete solution to the problem of explicitly construct-
ing ST codes that achieve the D-MG tradeoff of the i.i.d.
Rayleigh MIMO channel is presented in this paper.
The solution is presented in two parts. The first part es-
tablishes the optimality of a class of CDA-based ST codes
having the non-vanishing determinant (NVD) property. The
codeword matrices in this class of ST code are square i.e.,
SUBMITTED TO IEEE TRANS INFORMATION THEORY, SEP. 8, 2004 4
T = nt and correspond to minimum-delay ST codes. Prior
constructions [8], [11], [24] of such ST codes were restrictive
in terms of the values of nt that could be accommodated. In
the present paper, a general construction for minimal-delay
CDA based ST codes is given for all values of nt.
In the second part, optimal ST constructions are provided
for the rectangular, i.e., T > nt case. Both the square and
rectangular constructions achieve the same tradeoff as do the
constructions in the T ≥ nt+nr−1 case for which the D-MG
tradeoff is exactly known from [1]. This not only establishes
the optimality of the rectangular constructions, it also extends
the range of values of T for which the D-MG tradeoff is
exactly known from T ≥ nt + nr − 1 to T ≥ nt.
C. Outline
The optimality of CDA-based ST codes having the NVD
property is established in Section II. This section also pro-
vides some background on division algebras and on ST code
construction from division algebras. Two constructions of
optimal CDA-based ST codes, valid for all nt, nr, T = nt
are then presented in Section III. Section IV also presents
two constructions, but of optimal rectangular space-time codes
valid for all nt, nr, T > nt. Appendix I presents a primer
on the relevant number theory. While the discussion in the
paper is focused on constellations derived from an underlying
QAM constellation, the construction techniques and optimality
results also carry over to the case of the HEX constellation
and this is discussed in Appendix II. Appendix III contains
proofs not found elsewhere.
II. OPTIMALITY OF CDA-BASED ST CODES WITH NVD
PROPERTY
A. Division Algebras
Division algebras are rings with identity in which every
nonzero element has a multiplicative inverse. As commutative
division algebras are fields, it is the non-commutativity of a
division algebra that serves to differentiate them from fields
and as it turns out, endows certain associated space-time codes
with a key non-vanishing determinant property.
The center F of any division algebra D, i.e., the subset
comprising of all elements in D that commute with every
element of D, is a field. The division algebra is a vector space
over the center F of dimension n2 for some integer n. A
field L such that F ⊂ L ⊂ D and such that no subfield of D
contains L is called a maximal subfield of D (Fig. 2). Every
division algebra is also a vector space over a maximal subfield
and the dimension of this vector space is the same for all
maximal subfields and equal to n. This common dimension
n is known as the index of the division algebra. We will be
interested only in the case when the index is finite.
Example 1 (Quaternion Division Algebra): The classical
example of a division algebra is Hamilton’s ring
D = R(e, i, j, k) of quaternions over the real numbers
R, where e is the identity element and i, j, k are elements
satisfying
i2 = j2 = k2 = −1
ij = −ji = k, jk = −kj = i, ki = −ik = j.
The center of D is the field of real numbers R and one max-
imal subfield is isomorphic to the field of complex numbers
C. The index n thus equals 2 in this case.
L
F
D
n
n
Division Algebra
Centre
Maximal Subeld
Fig. 2. Structure of a Cyclic Division Algebra
B. Cyclic Division Algebras
Our interest is in CDA, i.e., division algebras in which the
center F and a maximum subfield L are such that L/F is a
cyclic (Galois) extension. CDAs have a simple characterization
that aids in their construction, see [37], Proposition 11 of [20],
or Theorem 1 of [22].
Let F, L be number fields, with L a finite, cyclic Galois
extension of F of degree n. Let σ denote the generator of the
Galois group Gal(L/F). Let z be an indeterminate satisfying
ℓz = zσ(ℓ) ∀ ℓ ∈ L and zn = γ,
for some non-norm element γ ∈ F∗, by which we mean some
element γ having the property that the smallest positive integer
t for which γt is the relative norm NL/F(u) of some element
u in L∗, is n. Then a CDA D(L/F, σ, γ) with index n, center
F and maximal subfield L is the set of all elements of the
form
n−1∑
i=0
ziℓi, ℓi ∈ L. (6)
Moreover it is known that every CDA has this structure. It can
be verified that D is a right vector space (i.e., scalars multiply
vectors from the right) over the maximal subfield L.
C. Space-Time Codes from Cyclic Division Algebras
A space-time code X can be associated to D by selecting the
set of matrices corresponding to the matrix representation of
elements of a finite subset of D. Note that since these matrices
are all square matrices, the resultant ST code necessarily has
T = nt.
The matrix corresponding to an element d ∈ D corresponds
to the left multiplication by the element d in the division
algebra. Let λd denote this operation, λd : D → D, defined
by
λd(e) = de, ∀ e ∈ D.
It can be verified that λd is a L-linear transformation of D.
From (6), a natural choice of basis for the right-vector space
D over L is {1, z, z2, . . . , zn−1}. A typical element in the
division algebra D is d = ℓ0 + zℓ1 + · · ·+ zn−1ℓn−1, where
the ℓi ∈ L. By considering the effect of multiplying d×1, d×z,
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. . . , d× zn−1, one can show that the L-linear transformation
λd under this basis has the matrix representation

ℓ0 γσ(ℓn−1) γσ2(ℓn−2) . . . γσn−1(ℓ1)
ℓ1 σ(ℓ0) γσ
2(ℓn−1) . . . γσn−1(ℓ2)
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
ℓn−1 σ(ℓn−2) σ2(ℓn−3) . . . σn−1(ℓ0)

 , (7)
known as the left regular representation of d.
A set of such matrices, obtained by choosing a finite subset
of elements in D constitutes the CDA-based ST code X . The
non-commutativity of the CDA endows the codeword matrices
with a key determinant property.
Lemma 1: Let A denote the (n×n) matrix that is the left-
regular representation of the element
ψ =
n−1∑
i=0
ℓiz
i, ℓi ∈ L.
Then det(A) ∈ F.
Proof: While this result is known (see [38] for example),
a short proof is included in Appendix III for the sake of
completeness.
D. Endowing the NVD Property
In this section, we follow [8], [12], [22] and show how a
CDA-based ST code with NVD can be constructed for the case
when the underlying constellation is the QAM constellation.
The construction can be extended (see [23]) to other constel-
lations such as the HEX constellation. Appendix I provides a
primer on the relevant number theory. Appendix II provides
constructions for the HEX constellation.
The AQAM constellation has the property that
u ∈ AQAM ⇒ | u |
2≤ 2M2.
Since
AQAM ⊆ Q(ı)
it is natural to consider CDA with center F = Q(ı).
Let F = Q(ı), L be a n-degree cyclic Galois extension
L/F of F and let σ be the generator of the Galois group
Gal(L/F). Let OF,OL denote the ring of algebraic integers in
F,L respectively. It is known that OF = Z[ı]. Let γ ∈ OF,
γ 6= 0, be a non-norm element and D(L/F, σ, γ) denote the
associated CDA.
Let {β1, . . . , βn} form an integral basis for OL/OF and
define the set
AQAM(β1, β2, . . . , βn) =
{∑
i
aiβi | ai ∈ AQAM
}
.
Thus AQAM(β1, β2, . . . , βn) is the set of all linear combina-
tions of the basis elements βi with coefficients lying in AQAM.
Consider the space-time code X comprising of matrices
corresponding to the left-regular representation as in (7) of
all elements d in CDA D which are of the form
d =
n−1∑
i=0
ziℓi , ℓi ∈ AQAM(β1, β2, . . . , βn).
From Lemma 1, it follows that the determinant of every such
left-regular representation lies in F = Q(ı). But since all
entries of the regular representation lie in the ring OL, it
follows that the determinant must moreover, lie in
OL ∩ F = OF = Z[ı].
The NVD property of the ST code constructed now follows
since the difference of any two elements in the CDA is also an
element of the CDA and since the magnitude of any nonzero
element in Z[ı] is ≥ 1.
E. Proof of D-MG Optimality of CDA-Based ST Codes having
the NVD Property
Theorem 2 (Proof of D-MG Optimality): Let T = nt = n.
Let the CDA-based ST code X be constructed as above and
let Z denote the normalized code
Z = {θX | X ∈ X}
where θ is chosen to ensure that
||θX ||2F ≤ T SNR, all X ∈ X . (8)
Then the ST code Z is optimal with respect to the D-MG
tradeoff for any number nr of receive antennas.
Proof: We will use the NVD property in conjunction
with the sphere bound to prove optimality of the code. The
requirement of transmitting information at rate r log(SNR)
forces M2 = SNR
r
n
. The energy requirement (8) then forces
θ2
.
= SNR1−
r
n
. Let m = min{nt, nr} and n∆ = |nt − nr|.
Let θX0, X0 ∈ X be the transmitted code matrix and X1 be
any other code matrix distinct from X0. Set ∆X = X0−X1.
Let
λ1 ≥ λ2 ≥ · · · ≥ λnt ≥ 0
0 ≤ l1 ≤ l2 ≤ · · · ≤ lnt (9)
denote the eigenvalues of H†H and ∆X∆X† respectively.
Note that only the first m eigenvalues {λi}mi=1 are nonzero.
We have the lower bound
d2E = θ
2Tr(H∆X∆X†H†) (10)
≥ θ2
n∑
i=1
liλi (11)
≥ θ2
k∑
i=1
λili 1 ≤ k ≤ m (12)
≥ θ2k
[
k∏
i=1
λi
] 1
k
[
k∏
i=1
li
] 1
k
(by AM-GM) (13)
≥ kθ2SNR−
1
k
∑
k
i=1
αi
[
SNR0
SNR(n−k)
r
n
] 1
k
(14)
.
= SNR−
1
k{
∑
k
i=1
αi+r−k}, 1 ≤ k ≤ m, (15)
where we have set λi = SNR−αi .
Inequality (11) is due to Ko¨se and Wesel [45] and a proof
is provided in Appendix III for the sake of completeness 3. In
3The original submission of this paper contained an independent proof of
this result as we were unaware at the time of the results in [45].
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(18), we used the NVD property of the CDA-based ST code
as well as the fact that every eigenvalue li is upper bound by
Tr(∆X∆X†) ≤˙ M2 .= SNR
r
n
.
By the sphere bound, given the channel matrix H , the
probability of codeword error Pr(E|H) is upper bounded by
the probability that the additive noise W causes the received
matrix to lie outside a ball of radius dE,min/2 where dE,min is
the minimum in the set {||[θH(X0−X1)]||F | X1 ∈ X}. Our
bound for dE above is independent of the particular pair of
codewords X0, X1, hence serves as a lower bound to dE,min
and can be used in place of dE,min in the sphere bound.
The random variable ||W ||2F is a chi-squared random vari-
able in 2nrT dimensions satisfying
Pr
(
||W ||2F >
d2E,min
4
)
= exp
(
−
d2E,min
4
)
nrT−1∑
k=0
(
d2E,min
4
)k
k!
(16)
Using the density function of the {αi} derived in [1], and
averaging over all channel realizations, we obtain
Pr(E) = EH(Pr(E|H))
≤
∫
α
K [log(SNR)]m exp(−(
m∑
i=1
SNR−αi)
SNR−
∑m
i=1
αi[n∆+2i−1]
exp(−SNR−
1
k
(
∑
k
i=1 αi+r−k))
nr−1∑
j=0
SNR−
j
k
(
∑k
i=1
αi+r−k)
j!

 dα
.
= SNR−e(r)
where K is a constant and where
e(r) =
inf
αk ≥ 0∑k
i=1 αi ≥ k − r
1 ≤ k ≤ m
m∑
i=1
αi(n∆ + 2(m+ 1− r) − 1).
We find after some work that e(r) is equal to the piecewise
linear function given by
e(r) = (nt − r)(nr − r)
for integral values of r.
A closer examination of the proof of Theorem 2 will reveal
that the following more general result is true.
Theorem 3 (Sufficient Condition for Optimality): Consider
a nt × T space-time code X with T ≥ nt indexed by
a rate parameter r such that when the space-time code
has size SNRrT and when each normalized code matrix
Z ∈ Z = {θX | X ∈ X} satisfies the energy requirement
||Z||2F ≤ T SNR, we have
min
∆Z = Zi − Zj 6= 0
Zi, Zj ∈ Z
det(∆Z∆Z†) ≥˙ SNRnt−r.
Then over the quasi-static i.i.d. Rayleigh-fading channel, the
normalized ST code Z is optimal with respect to the D-MG
tradeoff for any number nr of receive antennas.
Proof: Let µi = θ2li, µ1 ≤ µ2 ≤ · · · ≤ µn denote the
eigenvalues of ∆Z∆Z†. From the energy constraint it follows
that µi ≤˙ SNR. Proceeding now as in the proof of Theorem 2,
we obtain
d2E ≥ k
[
k∏
i=1
λi
] 1
k
[
k∏
i=1
µi
] 1
k
, 1 ≤ k ≤ m (17)
≥ k SNR−
1
k
∑k
i=1
αi
[
SNRn−r
SNRn−k
] 1
k
(18)
.
= SNR−
1
k{
∑
k
i=1
αi+r−k}, 1 ≤ k ≤ m, (19)
where m = min{nr, nt} as before. The rest of the proof now
proceeds as before.
We note that the theorem above can also be derived from
the results in [27].
III. CONSTRUCTION OF D-MG OPTIMAL SQUARE ST
CODES DERIVED FROM CDA
By a square ST code, we will mean a ST code in which
T = nt and we will use n to denote their common value.
In this section, we will present a construction of D-MG
optimal square (n × n) ST codes derived from CDA. From
the discussion in Section II, it follows that the problem of
constructing D-MG optimal ST codes from CDA reduces to
one of identifying cyclic Galois extensions L of arbitrary
degree n over F = Q(ı) containing a suitable non-norm
element γ. Prior to the present paper, these had only been
achieved for certain restricted values of n. In [8], [11], [12],
constructions were provided for values of n = 2, 3, 4, 6, while
in a more recent advancement [24], constructions are provided
for n = 2k, 3.2k, qk(q − 1)/2, where k is an arbitrary integer
and q is a prime of the form 4s+ 3, s ∈ Z.
Two general constructions will now be presented, both valid
for all values of the integer n. We begin with a lemma.
Lemma 4: [24] Let K be a cyclic extension of a number
field F. Let OF denote the ring of integers of F. Let p be a
prime ideal of OF that remains inert in the extension K/F and
let γ ∈ p \ p2. Then γ is a non-norm element.
It follows from this lemma, that for constructing D-MG
optimal square (n×n) ST codes from CDA, it is sufficient to
construct cyclic extensions of Q(ı) of degree n such that OF
contains a prime ideal p that remains inert in the extension.
A. Construction A
Let the integer n be factored as follows:
n = 2e0
r∏
i=1
peii = 2
e0n1 (20)
where the {pi} are distinct odd primes. Given an integer m ≥
3, we define ωm = exp(ı 2pim ).
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Construction A begins by identifying two cyclotomic exten-
sions, one of which contains a cyclic extension M of Q(ı) of
degree n1 and the second of which contains a cyclic extension
Q(ω2e0+2) of Q(ı) of degree 2e0 (see Fig. 3). Both extensions
moreover, contain prime ideals that remain inert. Then we
show how the two extensions can be made to yield a cyclic
extension L of Q(ı) of degree n also containing an inert prime
ideal.
Proposition 5: (Dirichlet’s theorem)
Let a,m be integers such that 1 ≤ a < m and gcd(a,m) = 1.
Then the arithmetic progression
{a, a+m, a+ 2m, . . . , a+ km, . . .}
contains infinitely many prime numbers.
Applying Dirichlet’s theorem, Proposition 5, to the arith-
metic progression
{1, 1 + n1, 1 + 2n1, . . . , 1 + kn1, . . .},
we see that we are always guaranteed to find a prime p such
that n1|(p − 1). Given this, we define the prime p and the
exponent e ≥ 1 such that pe is the smallest prime power such
that n1|(φ(pe)) (where φ is Euler’s totient function).
Lemma 6: The cyclotomic extension Q(ωpe) contains a
subfield K that is a cyclic extension of Q of degree n1.
Proof: Let G denote the Galois group Gal(Q(ωpe)/Q).
Then by Corollary 22, G is cyclic of size φ(pe) = pe−1(p−1)
and isomorphic to Z∗pe . Since n1 | φ(pe), it follows that G
contains a unique cyclic subgroup H of index n1, i.e., of size
φ(pe)/n1.
From the fundamental theorem of Galois theory, Proposition
16, there is a unique subfield K of Q(ωpe) which is fixed
by the subgroup H such that Q ⊆ K ⊆ Q(ωpe). Moreover,
[K : Q] = n1 and Gal(K/Q) ≈ G/H . Thus to show that
K/Q is cyclic, it is sufficient to show that G/H is cyclic and
this follows from Lemma 15.
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Fig. 3. The number fields appear in Construction A. n is the designed cyclic
extension.
Lemma 7: There exists a rational prime q1 such that the
ideal (q1) is inert in Q(ωpe)/Q.
Proof: Let ρ be a generator of the cyclic group Z∗pe .
Hence ρ has order φ(pe). By Dirichlet’s theorem, Proposi-
tion 5, applied to the arithmetic progression
{ρ, ρ+ pe, ρ+ 2pe, . . . , ρ+ kpe, . . .}
there exists a prime q1 ≡ ρ (mod pe). From Lemma 24 it
follows that (q1) is inert in Q(ωpe)/Q.
Our next aim is to construct a cyclic extension of Q(ı) of
degree 2e0 that contains an inert prime ideal. If e0 = 0, then
Q(ı) itself is the desired extension and we are done.
For e0 ≥ 1, the group Z∗2e0+2 is not cyclic by Lemma 19 and
so one cannot hope to find a rational prime q which remains
inert in the extension Q(ω2e0+2)/Q. However, it turns out that
one can always find a prime q such that the ideal (q) splits
into the product (q) = β1β2 of prime ideals βi, i = 1, 2 in the
extension Q(ı)/Q with each of the prime ideals βi remaining
inert in the extension Q(ω2e0+2)/Q(ı) and this turns out to be
sufficient for our purposes (see Fig. 4). We begin by showing
that the extension Q(ω2e0+2)/Q(ı) is cyclic.
Lemma 8: Q(ω2e0+2)/Q(ı) is a cyclic Galois extension of
degree 2e0 .
Proof: From Lemma 20, the maximal order of an element
in Z∗2e0+2 equals 2
e0
. The element 5 in Z∗2e0+2 has this
maximal possible order. This follows since every element must
have order dividing φ(2e0+2) = 2e0+1 and 52e0−1 ≡ (1 +
22)2
e0−1
≡ 1 + 2e0−1.22 6≡ 1 (mod 2e0+2). Next, consider
the automorphisms σk, 0 ≤ k ≤ 2e0 − 1, of Q(ω2e0+2)/Q
given by
σk(ω2e0+2) = ω
5k
2e0+2 , 0 ≤ k ≤ 2
e0 − 1.
These automorphisms form a cyclic group of order 2e0 and
the fixed field of this group is Q(ı) since ı5k = ı, all k. It
follows that Q(ω2e0+2)/Q(ı) is cyclic of degree 2e0 .
Lemma 9: There exists a prime ideal β such that β is inert
in Q(ω2e0+2)/Q(ı).
Proof: Let p be a prime such that p ≡ 1 (mod 4).
Then it follows from Lemma 23 and Lemma 24 that both
the ramification index e as well as the relative degree f of the
prime ideal pZ[ı] in the extension Q(ı)/Q equal 1. It follows
that the index g of the decomposition group of pZ equals 2,
i.e., that the ideal pZ[ı] splits into the product
pZ[ı] = β1β2
of distinct prime ideals β1, β2.
Next let us impose the further condition that p ≡ 5
(mod 2e0+2) which is consistent with p ≡ 1 (mod 4).
Consider the decomposition of pZ in the larger extension
Q(ω2e0+2)/Q. From the proof of Lemma 8, it follows that
the order of p (mod 2e0+2) equals 2e0 . Thus the relative
degree f of the prime ideal pZ[ω2e0+2 ] equals 2e0 . Since
φ(2e0+2) = 2e0+1 and the ideal pZ[ω2e0+2 ] is unramified, it
follows from equation (33) that the index g of the correspond-
ing decomposition group equals 2 so that the ideal generated
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by p in the ring of integers Z[ω2e0+2 ] of Q(ω2e0+2), factors
into the product of two prime ideals.
It follows now from (35) that both prime ideals βi remain
inert in the extension Q(ω2e0+2)/Q(ı).
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Fig. 4. Prime ideal decomposition in the number fields of Construction A.
Note that although qZ decomposes into the product of two prime ideals in
the extensions Q(ı)/Q and M/Q, we have shown only one of the two prime
ideals in the figure for the sake of clarity, namely the one generated by β1.
Theorem 10 (Construction A): Let
n = 2e0n1 (21)
where n1 is odd. Let pe be the smallest prime power such
that n1|φ(pe). Let G be the Galois group of Q(ωpe)/Q. Let
H be a subgroup of G of size φ(pe)/n1. Let K be the fixed
field of H . Let M be the compositum of K and Q(ı) and L
the compositum of M and Q(ω2e0+2). Then L is the desired
cyclic extension of Q(ı) of degree n (Fig. 3).
Let ρ ∈ Z∗pe be a generator of the cyclic group Z∗pe . Let q
be a rational prime such that
q =


ρ (mod pe)
5 (mod 2e0+2)
. (22)
Let β be a prime ideal of Z[ı] lying above qZ in Q(ı)/Q.
Then β is the desired prime that remains inert in the extension
L/Q(ı).
Proof: From Lemma 6 we know that K/Q is a cyclic
extension of odd degree n1. It is clear that Q(ı)/Q is cyclic of
degree 2. It follows from Lemma 17 that the compositum M =
K·Q(ı) is a cyclic extension of Q of degree 2n1. Since M/Q is
cyclic, it follows that the extension M/Q(ı) is cyclic of degree
n1 as well. From Lemma 8 we know that Q(ω2e0+2)/Q(ı) is
cyclic of degree 2e0 . It follows now from a second application
of Lemma 17 that L/Q(ı) is cyclic of degree n as desired.
To prove that the ideal β is inert in the extension L/Q(ı),
we note first of all that by the Chinese Remainder theorem
and Dirichlet’s theorem, Proposition 5, a prime q satisfying
(22) is guaranteed to exist. Next we observe that
1) the index of the decomposition group of qZ in Q(ı)/Q
equals 2. Hence from (36), the index of the decomposi-
tion group of qZ in M/Q must be a multiple of 2,
2) the relative degree of qZ in the extension K/Q equals
n1, hence the relative degree of qZ in the extension
M/Q must be a multiple of n1.
On the other hand, we have that the degree of the extension
M/Q equals 2n1 and hence it follows from equation (33) of
Appendix I that the index of the decomposition group of qZ in
M/Q equals 2 and the relative degree of qZ in the extension
M/Q equals n1.
Since the index of the decomposition group of qZ in Q(ı)/Q
equals 2, qZ factors into the product of two ideals β1β2 in
this extension. Without loss of generality, we set β = β1. An
application of equation (35) of Appendix I, then tells us that
the relative degree of the ideal β in the extension M/Q(ı)
equals n1, i.e., that the ideal is inert in this extension. Since
the ideal β is inert even in the extension Q(ω2e0+2)/Q(ı), it
follows once again from (35), that the ideal βZ[ı] remains
inert in the extension L/Q(ı) where L is the compositum of
the fields Q(ω2e0+2) and M (see Fig. 4).
B. Construction B
Theorem 11 (Construction B): Let
n = 2e0
r∏
i=1
peii = 2
e0n1 (23)
where pi are distinct odd primes. Let ρi, 1 ≤ i ≤ r be elements
of Z∗
p
ei+1
i
having maximum possible multiplicative order peii .
Let ρ be the element of Z∗n satisfying
ρ ≡
{
ρi (mod p
ei+1
i ), 1 ≤ i ≤ r
5 (mod 2e0+2).
(24)
Let Hi be the unique cyclic subgroup of Gal
(
Q(ω
p
ei+1
i
)/Q
)
of index peii , 1 ≤ i ≤ r. Let Fi, 1 ≤ i ≤ r be the fixed field
of Hi. Let K be the compositum of the (r + 1) fields Q(ı),
{Fi}ri=1 and let L be the compositum of K and Q(ω2e0+2)
(Fig. 5, 6). Then
1) there exists a prime q ≡ ρ (mod n)
2) L is a cyclic extension of Q(ı) of degree n
3) the ideal generated by qZ factors into the product of two
prime distinct ideals βi, i = 1, 2 in the ring of algebraic
integers of Z[ı], i.e.,
qZ = β1β2
4) each of the two ideals βi remains inert in the field
extension L/Q(ı)
Proof: The same argument used in the proof of Lemma 6
to show that the extension K/Q is cyclic, shows that each of
the fields Fi are cyclic extensions of Q of degree peii , 1 ≤
i ≤ r and that qZ remains inert in the extension Fi/Q. Since
the extensions Fi/Q have degrees that are relatively prime,
it follows that K/Q is a cyclic extension of degree n1 =∏r
i=1 p
ei
i . Moreover, since qZ remains inert in each of the
extensions Fi/Q, it follows from (35) and (33) that qZ remains
inert in the extension K/Q.
We are now in a similar situation as in the case of Con-
struction A. The only difference is the manner in which the
field K was constructed. Thus by following the remainder of
the proof of Theorem 10, the proof of the present proposition
follows.
SUBMITTED TO IEEE TRANS INFORMATION THEORY, SEP. 8, 2004 9
Q
(
ω
p
e1+1
1
)
· · · Q
(
ω
p
er+1
r
)
K
n1
JJ
JJ
JJ
JJ
JJ
J
UUU
UUU
UUU
UUU
UUU
UUU
UUU
U
XXXX
XXXX
XXXX
XXXX
XXXX
XXXX
XXXX
XXXX
XX
F1
p
e1
1
tt
tt
tt
tt
tt
t
· · ·
iii
iii
iii
iii
iii
iii
iii
i Fr
per
r
ffff
ffff
ffff
ffff
ffff
ffff
ffff
ffff
ff
Q
Fig. 5. Constructing the cyclic extension K/Q of Construction B.
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Fig. 6. Construction B with K constructed as in Fig. 5.
Having explicitly described the method for constructing γ
for any number of antennas, we proceed in Tables I, II, to
present example values of γ for nt in the range 2 ≤ nt ≤ 20
corresponding to Constructions A and B respectively.
IV. CONSTRUCTIONS FOR THE RECTANGULAR CASE
For the purposes of simplifying the exposition in this
section, we will use the term clearly optimal (nt × T ) ST
code to refer to a normalized nt × T space-time code Z with
T ≥ nt, indexed by a rate parameter r such that when
(i) the space-time code has size SNRrT and when
(ii) each normalized code matrix Z ∈ Z satisfies
||Z||2F ≤ T SNR,
(iii) we have
min
∆Z = Zi − Zj 6= 0
Zi, Zj ∈ Z
det(∆Z∆Z†) ≥˙ SNRnt−r.
It follows from Theorem 3, that a clearly optimal ST code is
D-MG optimal for any number nr of receive antennas.
Two general techniques will now be presented that enable
the construction of clearly optimal rectangular (nt × T ) ST
codes for every pair (nt, T ) with T > nt from clearly optimal
square ST codes of the appropriate dimension.
Both techniques will be shown to yield ST codes that
achieve the upper bound on the optimal D-MG tradeoff for
TABLE I
NON-NORM ELEMENTS FOR USE IN CONSTRUCTION A
No. nt of Antennas pe q Non-norm ‘γ’
2 8 5 (2 + ı)
3 7 5 (2 + ı)
4 8 5 (2 + ı)
5 11 13 (3 + 2ı)
6 7 5 (2 + ı)
7 29 37 (6 + ı)
8 8 5 (2 + ı)
9 19 29 (5 + 2ı)
10 11 13 (3 + 2ı)
11 23 5 (2 + ı)
12 7 5 (2 + ı)
13 53 5 (2 + ı)
14 29 36 (6 + ı)
15 31 53 (7 + 2ı)
16 8 5 (2 + ı)
17 103 5 (2 + ı)
18 19 13 (3 + 2ı)
19 191 29 (5 + 2ı)
20 11 13 (3 + 2ı)
TABLE II
NON-NORM ELEMENTS FOR USE IN CONSTRUCTION B
No. nt of Antennas prime ‘q’ Non-norm ‘γ’
2 5 (2 + ı)
3 5 (2 + ı)
4 5 (2 + ı)
5 13 (3 + 2ı)
6 5 (2 + ı)
7 5 (2 + ı)
8 5 (2 + ı)
9 5 (2 + ı)
10 13 (3 + 2ı)
11 13 (3 + 2ı)
12 5 (2 + ı)
13 37 (6 + ı)
14 5 (2 + ı)
15 113 (7 + 8ı)
16 5 (2 + ı)
17 5 (2 + ı)
18 5 (2 + ı)
19 13 (3 + 2ı)
20 37 (6 + ı)
all T ≥ nt (and all nr for a given T ) given by
d(r) = (nt − r)(nr − r) (25)
for integer r and by straight-line interpolation for non-integer
values. This will not only establish the D-MG optimality of
these construction techniques, but show in addition that for
all T ≥ nt, the D-MG tradeoff is given precisely by (25).
Previously, from [1], this was known to hold only for all T ≥
nt + nr − 1.
The first technique, which we term the row-deletion con-
struction, shows that a clearly optimal square ST code remains
clearly optimal even if an arbitrary number of rows from the
matrix is deleted.
The second construction, called the Cartesian-product con-
struction, shows that codewords from a collection of clearly
optimal (nt × Ti) ST codes can be horizontally stacked to
yield a clearly optimal ST code of larger length T =
∑
i Ti.
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A. The Row-Deletion Construction
Theorem 12 (Row-Deletion Construction): Let T > nt.
Let ZS be a clearly optimal (T ×T ) square ST code. Next, let
ZR be the (nt×T ) rectangular ST code obtained by deleting a
particular set of (T−nt) rows from every code matrix Z ∈ ZS .
Then the (nt × T ) ST code ZR is also clearly optimal.
Proof: We note first that the ST code ZS has the property
that the message symbols can be uniquely recovered given
either a single row or a single column of the code matrix. This
follows since no two code matrices in ZS can agree in any
single row or column, for, otherwise, their difference would
have determinant equal to zero.
Next we observe that if ZR is a (nt × T ) matrix obtained
from a (T × T ) ST code matrix ZS ∈ ZS , by deleting
some (T − nt) rows, then ∆ZR∆Z†R is a (nt × nt) principal
submatrix of ∆ZS∆Z†S . Let
µ1 ≤ µ2 ≤ · · · ≤ µnt (26)
ν1 ≤ ν2 ≤ · · · ≤ νnt ≤ · · · ≤ νT (27)
be the ordered eigenvalues of ∆ZR∆Z†R and ∆ZS∆Z
†
S re-
spectively. By the inclusion principle of Hermitian matrices,
(see Theorem 4.3.15 of [39]) the smallest eigenvalues of
∆ZR∆Z
†
R are larger than the corresponding smallest eigen-
values of ∆ZS∆Z†S , i.e.,
µk ≥ νk, 1 ≤ k ≤ nt.
Since ||∆ZS ||2F ≤˙ SNR, it follows that every eigenvalue νk
of ∆ZS∆Z†S is bounded above by SNR. If the ST code ZS is
designed to operate at rate r log(SNR) bits per channel use,
then we have
det(∆ZR∆Z
†
R) ≥˙
SNRT−r
SNRT−nt
= SNRnt−r
and it follows that the row-deleted code is also clearly optimal.
Example 2: (Row-Deleted ST Code Derived from CDA)
The CDA-based square ST codes presented in Section III
constitute an example of clearly optimal ST code. From (7),
each codeword Z in the row-deleted (nt × T ) normalized ST
code Z takes on the form
Z = θ


ℓ0 γσ(ℓT−1) · · · γσT−1(ℓ1)
ℓ1 σ(ℓ0) · · · γσT−1(ℓ2)
.
.
.
.
.
.
.
.
.
.
.
.
ℓnt−1 σ(ℓnt−2) · · · γσ
T−1(ℓnt)

 . (28)
B. The Cartesian-Product Construction
Theorem 13 (Cartesian-Product Construction): Let nt, T
be given, T > nt. Let T be partitioned into the integers
Tk ≥ nt, 1 ≤ k ≤ K, satisfying
∑K
k=1 Tk = T . Let
{Z(i)}Ki=1 be a collection of K clearly optimal ST codes of
size (nt × Tk). Then the Cartesian product
Z =
K⊗
k=1
Z(k)
comprised of (nt × T ) code matrices of the form
Z = [Z(1) Z(2) . . . Z(K)], Zi ∈ Z
(i)
is also clearly optimal.
Proof: It is clear that if each individual code matrix
Z(k) ∈ Z(k), satisfies the energy and rate requirements, the
same is true of the product code. It remains to verify that the
determinant condition is met. Consider the difference
∆Z = [Z
(1)
1 Z
(2)
1 . . . Z
(K)
1 ] −
[Z
(1)
2 Z
(2)
2 . . . Z
(K)
2 ]
= [∆Z(1) ∆Z(2) . . . ∆Z(K)]
between any two distinct code matrices in the product code
Z . At least one of the ∆Z(k), say, ∆Z(k0) must be nonzero.
Next, note that we can write
∆Z∆Z† = [∆Z(k0)][∆Z(k0)]† (29)
+
K∑
k=1,k 6=k0
[∆Z(k)][∆Z(k)]† (30)
= A+B (31)
where A = [∆Z(k0)][∆Z(k0)]† and B =∑K
k=1,k 6=k0 [∆Z
(k)][∆Z(k)]†. Let
µ
(A)
1 ≤ µ
(A)
2 ≤ · · · ≤ µ
(A)
nt and
µ
(A+B)
1 ≤ µ
(A+B)
2 ≤ · · · ≤ µ
(A+B)
nt
denote the ordered eigenvalues of the Hermitian matrices
A,A + B respectively. Then from a theorem of Weyl (see
Theorem 4.3.1 of [39]), we have that
µ
(A+B)
i ≥ µ
(A)
i , 1 ≤ i ≤ nt.
As a result, we have that
det([A+B]) ≥ det(A)
≥˙ SNRnt−r
and thus the determinant condition is also met.
C. Simulation Results
The simulations in this section are related to the row-
deletion construction of Theorem 12.
They present the performance of a rectangular nt = nr =
2, T = 3 ST code operating at 6 bpcu alongside that of the
Golden code [8] operating at 4 and 12 bpcu. The code matrices
in the (nt = 2, T = 3) rectangular ST code are obtained by
deleting the top row in the (nt = 3 × T = 3) CDA-based
perfect [12] code. With reference to Theorem 3, this code
is an admissible starting point for applying the row-deletion
construction because as shown in [23], the parent (nt = 3 ×
T = 3) perfect ST code satisfies the sufficiency condition in
Theorem 3 relating to D-MG optimality of the parent square
ST code.
We explain the structure of the rectangular code with the
aid of Fig. 7.
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Fig. 7. The number fields relevant to the simulated (2× 3) ST code.
In Fig. 7, K is the subfield Q(ω7 + ω67) of Q(ω7). The
extension L/Q(ı) is cyclic and the automorphism
σ : σ(ω7)→ ω
3
7 , σ(ı) = ı
is a generator of Gal (L/Q(ı)). Set γ = 2+ı1+2ı and
{β1, β2, β3} = {x, σ(x), σ
2(x)}
where
x =
2∑
k=1
τ3k
(
(ω47)(1 − ω7)
2∏
k=0
(1− ω3
k
7 )
)
,
with τ : ω7 → ω37 a generator of Gal (Q(ω7)/Q). Then
{β1, β2, β3} forms an integral basis for OL/Q(ı) and the code
matrices in the (3 × 3) ST code are then of the form
X =

 l0 γσ(l2) γσ2(l1)l1 σ(l0) γσ2(l2)
l2 σ(l1) σ
2(l0),


where
ℓi ∈


3∑
j=1
fijβj , fij ∈ AQAM

 ⊆ OL.
This particular choice of integral basis along with the
property |γ| = 1 turns out (see [12], [23]) to ensure that the
collection of code matrices, after vectorization, forms a cubic
constellation [12]. Moreover, each antenna element transmits
the same average amount of energy in each time slot. It turns
out that the resulting ST code not only satisfies the sufficiency
condition identified in Theorem 3 for D-MG optimality, it
also has excellent probability-of-error performance at low-
moderate values of SNR.
In our simulation of the rectangular ST code, we have
chosen the QAM constellation AQAM to have size M2 = 4.
Thus the size of the (3 × 3) ST code equals 49. Deleting
the first row does not change the size of the ST code and
hence the rectangular code also has the same size and hence
transmits 6 bpcu. From the row-deletion theorem, Theorem 12,
this rectangular code also satisfies the sufficiency condition
for D-MG optimality. From the simulation it is seen that
the performance of the rectangular code also tracks channel
outage.
APPENDIX I: NUMBER THEORY PRIMER
Example references for the relevant number theory include
[41]–[44].
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Rectangular CDA code v.s. square code v.s. outage
dB(SNR)
P C
W
E
golden 4bpcu
outage 4bpcu
golden 12bpcu
outage 12bpcu
CDA2x3 6bpcu
outage 6bpcu
Fig. 8. Simulation of the (nt = nr = 2, T = 3) rectangular code and
comparison with outage at 6 bits per channel use (bpcu). The performance
of the (nt = nr = T = 2) Golden code (along with the relevant plots of
channel outage), is also shown alongside for 4 and 12 bpcu.
A. Field Extensions
Let E,F be fields such that F ⊆ E. Then E is said to be an
extension field of F. E is naturally a vector space over F. The
extension E/F is said to be finite if this dimension is finite.
The degree of a finite extension E/F is the dimension of E
as a vector space over F and the notation [E : F] is used to
denote the degree of the extension. If E is a finite extension
of F and L is a finite extension of E, then we have
[L : F] = [L : E][E : F].
A number field is a field that is a finite extension of the field
Q of rational numbers. Unless otherwise specified, all fields
encountered will be assumed to be number fields. Hence all
fields will have characteristic zero and all extensions will be
of finite degree.
If E is an extension of F, then α ∈ E is said to be algebraic
over F if α is the zero of some nonzero polynomial f(x) ∈
F[x]. E is said to be an algebraic extension of F if every
element of E is algebraic over F. Every finite extension is an
algebraic extension.
Lemma 14: Let S = S1S2 · · ·Sr be the compositum of the
fields S1,S2,. . ., Sr. If each Si is an extension of F of degree
mi, where the mi are pairwise relatively prime, then S is an
extension over F of degree
∏r
i=1mi.
B. Algebraic Integers
An element θ in a number field F is said to be an algebraic
integer if θ is the zero of a monic polynomial with rational
integer (i.e., elements of Z) coefficients. The set of all the
algebraic integers in F forms a ring called the ring of integers
of F and is denoted by OF. It is also referred to as the integral
closure of Z in F. If [L : F] is a finite extension of number
fields, then the ring of integers OL of L is precisely the
collection of all elements in L that are the zeros of monic
polynomials with coefficients in OF, i.e., the integral closure
of OF in L is OL.
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An integral basis for an extension L/F of number fields is
a vector-space basis {α1, α2, . . . , αn} for L/F satisfying the
additional requirements that
• αi ∈ OL, all i
• Every element in OL is expressible as a linear combi-
nation of elements in the basis with coefficients lying in
OF, i.e., x ∈ OL implies
x =
n∑
i=1
ciαi, ci ∈ OF.
It is known that every number field extension has an integral
basis.
The term “rational integer” is often used to distinguish the
elements of Z from those in the ring of algebraic integers of
an extension field of Q.
C. Galois Theory
The Galois group of E/F is defined as the set of all
automorphisms σ of E that fix every element of F, i.e.,
Gal(E/F) = {σ : E→ E | σ is an automorphism of E
and σ(f) = f, all f ∈ F }.
This set forms a group under the composition operator. The
size of the Galois group of the extension E/F is always ≤
[E : F]. The extension is said to be Galois if equality holds.
An Abelian (cyclic) extension E/F is a Galois extension in
which the Galois group is Abelian (cyclic).
We digress briefly to state a lemma related to cyclic groups.
Lemma 15: Let G be a cyclic group of size g and H the
unique subgroup of size h with h|g. Then G/H is cyclic of
size g/h.
Proof: Let ψ be the homomorphism from G onto ψ(G)
defined by
ψ(x) = xh , x ∈ G .
Clearly, ψ(G) is a cyclic subgroup of G of order g/h. The
kernel Kψ of ψ is the set of all elements of G whose order
divides h. It follows that the kernel is a cyclic subgroup of size
h and since H is the unique subgroup of this size, it follows
that
Kψ = H .
It follows that G/H ∼= ψ(G) and is therefore cyclic.
A subfield E ⊃ F of L is said to be fixed (elementwise) by
a subgroup H of Gal(L/F) if
σ(x) = x for all x ∈ E and all σ ∈ H.
Proposition 16: (Fundamental Theorem of Galois Theory)
Let K1 be a finite Galois extension of F. Then there is a one-
one correspondence between the subfields K of K1 containing
F and subgroups H of G = Gal(K1/F). The correspondence
maps a subgroup H of G to the largest subfield K of K1 fixed
by the subgroup and subfields K of K1 containing F to the
largest subgroup of G fixing the subfield. Moreover, under this
correspondence,
G
H
Automorphisms
1K
1
F
K
Tower of
Fields
Tower of Group of
Fig. 9. The Fundamental Theorem of Galois Theory
• Gal(K1/K) = H
• Gal(K/F) ∼= G/H
Lemma 17: Let S = S1S2 · · ·Sr be the compositum of the
fields S1,S2,. . ., Sr. If each Si is a cyclic Galois extension over
F of degree ni, where the ni are pairwise relatively prime, then
S is a cyclic Galois extension over F of degree
∏r
i=1 ni.
Proof: Consider the compositum S = S1S2 . . .Sr. Each
Si/F is a cyclic Galois extension of order ni such that
(ni, nj) = 1 ∀ i 6= j. Thus,
Si ∩ Sj = F ∀ i 6= j
⇒ Gal(S/F) = Gal(S1/F)× · · · × Gal(Sr/F).
It follows that S/F is cyclic of degree n.
D. Prime-Ideal Decomposition in Number-Field Extensions
The integral closure OF of Z in a number field F is a
Dedekind domain and hence every prime ideal of OF is a
maximal ideal. To distinguish primes in Z from prime ideals of
the ring of integers OF of a number field F, the term “rational
prime” is often used to describe prime elements of Z. Every
ideal I of OF has a unique factorization as the products of
powers of prime ideals. Let E be a finite Galois extension
of F and let OE denote the ring of integers of E. If p is a
prime ideal of OF, then the ideal pOE of OE has a unique
factorization of the form
p OE =
g∏
i=1
βei , (32)
for distinct prime ideals βi ofOE. The ideal p can be recovered
from any of the βi via
p = βi ∩ OF.
The exponent e is called the ramification index of βi over p
and written e(βi/p). This number is the same for all βi. We
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will also loosely refer to e(βi/p) as the ramification index of
p or the ramification index of βi. One may naturally regard the
field OE/βi as an extension of the field OF/p and the degree
of this extension is called the relative degree of βi over p and
written f(βi/p). This relative degree is also the same for all
i. The decomposition group Gp of the ideal p of OF is the
largest subgroup of Gal(E/F) which fixes p, i.e.,
Gp = {σ ∈ Gal(E/F) | σ(ν) ∈ p whenever ν ∈ p}.
It turns out that the index
| Gal(E/F)/Gp |
of the decomposition group equals the integer g := g(βi/p)
appearing in the factorization of pOE in (32). Moreover,
e(βi/p) f(βi/p) g(βi/p) = [E : F] = n . (33)
The prime ideal p is said to be inert if
f(βi/p) = [E : F] = n
in which case, e(βi/p) = g(βi/p) = 1.
Let L be a Galois extension of E. If
OLβi =
g′∏
j=1
γe
′
j
is the unique factorization of the ideal OLβi in OL in terms
of prime ideals γj , then we have that
e(γj/p) := e
′
= e(γj/βi)e(βi/p) (34)
f(γj/p) = f(γj/βi)f(βi/p) (35)
g(γj/p) := g
′
= g(γj/βi)g(βi/p) (36)
E. Cyclotomic Extensions
Cyclotomic extensions are extensions of the rationals of the
form Q(ωm)/Q where
ωm = exp
(
ı2π
m
)
for some integer m ≥ 3. The degree of this extension equals
φ(m) where φ is Euler’s totient function. Such extensions are
of interest here as by a theorem of Kronecker-Weber [42],
every Abelian extension (and therefore every cyclic extension)
of Q is contained in a cyclotomic extension.
For m ≥ 3, let Zm denote the set of integers modulo m
and let Z∗m be the multiplicative group formed by the elements
a ∈ Zm such that (a,m) = 1. The following facts will be
useful in our study of cyclotomic extensions:
Lemma 18: [44] The Galois group Gal(Q(ωm)/Q) ∼= Z∗m.
Lemma 19: [44] Z∗m is a cyclic group iff m = 2, 4, pe, 2pe
where e ≥ 1 and p is an odd prime.
Lemma 20: [44] For e ≥ 3,
Z∗2e ∼= Z2 × Z2e−2 .
From Lemmas 18 and 19 it follows that:
Corollary 21: Let m ≥ 2 be an integer. Then the Galois
extension Q(ωm)/Q is cyclic iff m = 2, 4, pe, 2pe.
Lemma 22: The ring of algebraic integers of a cyclotomic
field Q(ωm) is the ring Z[ωm], i.e., the algebraic closure of Z
in Q(ωm) is Z[ωm].
Lemma 23: Let p be prime and m ≥ 1. The only rational
prime q for which the prime ideal qZ[ωpm ] is ramified (i.e.,
has ramification index e > 1 ) in Q(ωpm)/Q is the prime p
itself.
Lemma 24: [44] Let p be prime, m an integer ≥ 1 and let
ω = exp
(
ı2pi
pm
)
. Let q be any prime number distinct from p,
let f ≥ 1 be the smallest integer such that qf ≡ 1 (mod pm)
and let g = φ(pm)/f . Then qZ(ωpm) = β1 · · ·βg where
β1, · · · , βg are distinct prime ideals of Z(ωpm). In particular,
if the order of q (mod pm) = φ(pm), then f = φ(pm), g = 1,
so that the prime ideal qZ(ωpm) remains inert in Q(ωpm)/Q.
APPENDIX II: REPLACING THE QAM CONSTELLATION
WITH A HEX CONSTELLATION
a) HEX Constellation: For M ≥ 2, M even, we define
AHEX = {a+ ω3b | |a|, |b| ≤ (M − 1), a, b odd} ,
and will term the resulting constellation the HEX constellation,
(see [12]). For any particular value of M , a slightly different
collection of points from the lattice {a + ω3b} may be
preferable from the point of view of improving the shaping
gain, but for the purposes of constructing codes that are D-
MG optimal, this constellation will suffice. Note that as with
the M2-QAM constellation, we have
x ∈ AHEX ⇒ |x|
2 ≤ 2M2 and
E(|x|2) =
M2 − 1
3
(37)
assuming that every constellation point is chosen at random.
b) Endowing the NVD Property: The discussion in Sec-
tion II-D carries over to the HEX case if one replaces the ring
Z[ı] with the ring Z[ω3] of Eisenstein integers since every
nonzero element x ∈ Z[ω3] has |x| ≥ 1.
c) Proof of D-MG Optimality: It follows from (37) that
the proof of optimality remains unchanged in the case of the
HEX constellation.
d) Constructing D-MG Optimal CDA Codes: An exam-
ination of Section III shows that the crucial ingredient needed
for constructing a D-MG optimal CDA-based ST code over
the HEX constellation is the construction of a cyclic field
extension L/Q(ω3) such that the corresponding ring extension
OL/Z[ω3] contains a prime ideal that remains inert.
We provide constructions for the case n 6= 0 (mod 4). Let
pe be the smallest power of an odd prime p such that n|φ(pe).
From Lemma 6, we know that Q(ωpe) contains a subfield K
that is a cyclic extension of Q of degree n1. Let M be the
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Fig. 10. The number fields that appear in the HEX constellation construction
for n 6= 0 (mod 4).
compositum of Q(ω3) and K and L be the compositum of
Q(ω12) and M (see Fig. 10).
Consider the extension Q(ω12)/Q(ω3) (Fig. 11). This ex-
tension is cyclic of degree 2 and the Galois group is cyclic
having generator σ : ω12 → ω712.
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Fig. 11. This figure helps identify an inert prime ideal in the extension
Q(ω12)/Q(ω3).
Let q be a rational prime satisfying
q =


ρ (mod pe)
1 (mod 3)
3 (mod 4).
Then the ideal qZ splits into the product of two prime ideals
β1, β2 in Q(ω3)/Q since q = 1 (mod 3). On the other hand,
qZ is inert in Q(ı)/Q since q = 3 (mod 4). Hence it follows
that each of the prime ideals βi is inert in Q(ω12)/Q(ω3).
Since q = ρ (mod pe), it follows that the ideal qZ is inert in
K/Q, hence the ideals βi remain inert in M/Q(ω3), therefore
inert in L/Q(ω12) and as a consequence of their inertness in
Q(ω12)/Q(ω3), inert in L/Q(ω3) as well.
Then M/Q(ω3) and L/Q(ω3) are the desired cyclic exten-
sions of Q(ω3) for the cases e0 = 0, e0 = 1 respectively. Note
that in either extension, the ideals βi are inert.
APPENDIX III: MISCELLANEOUS PROOFS
A. Proof of Lemma 1 – Determinant Lies in the Center
Proof: We have
(
n−1∑
i=0
ziℓi) · z = (
n−1∑
i=0
zi+1σ(ℓi)) , (38)
= z(
n−1∑
i=0
ziσ(ℓi)) , (39)
∴ z−1(
n−1∑
i=0
ziℓi) · z =
n−1∑
i=0
ziσ(ℓi). (40)
It follows as a result, that the left-regular representations of
n−1∑
i=0
ziℓi and of
n−1∑
i=0
ziσ(ℓi)
are similar and therefore have the same determinant. How-
ever, from inspection of (7), it follows that the left-regular
representation of
∑n−1
i=0 z
iσ(ℓi) equals σ(A) where A is the
left regular representation of
∑n−1
i=0 z
iℓi. It follows that A and
σ(A) are similar and hence have the same determinant, i.e.,
det(σ(A)) = det(A)
i.e., σ(det(A)) = det(A),
so that det(A) ∈ F.
B. Proof of (11) – Mismatched Eigenvalue Bound
From (10), we have
d2E(∆X,H)
θ2
= Tr(H∆X∆X†H†).
Using Tr(AB) = Tr(BA) and the eigenvector decompositions
∆X∆X† = V LV † and H†H = U †ΛU , U, V unitary, Λ, L
diagonal, this can be rewritten in the form,
d2E(∆X,H)
θ2
= Tr(V †U †ΛUV L)
=
nt∑
i,j=1
λilj |dij |
2, (41)
(D = [dij ] = UV , also unitary). (42)
Let aij = |dij |2. Then,∑
i
aij =
∑
j
aij = 1 (43)
The RHS of (41) is equal to the sum of the elements of the
matrix

λ1l1a11 λ1l2a12 · · · λ1lna1nt
λ2l1a21 λ2l2a22 · · · λ2lna2nt
.
.
.
.
.
.
.
.
.
.
.
.
λnt l1ant1 λnt l2ant2 · · · λnt lntantnt

 (44)
We want to show that setting
aij =
{
1, i = j
0, otherwise ,
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minimizes this sum subject to (43). Consider any valid as-
signment of the {ai,j}. If a11 6= 1, then, at least two entries,
one each in the first row and first column are non-zero, say
ap1 = κ1 and a1q = κ2 (where, neither p nor q is 1). Define
κ = min{κ1, κ2}. Consider now the matrix below, obtained
by shifting “weights” κ from ap1 and a1q to a11 and apq
respectively while satisfying (43) as shown below.

l1λ1(a11 + κ) · · · lqλ1(a1q − κ) · · · lntλ1a1nt
l1λ2a21 · · · lqλ2a2q · · · lntλ2a2nt
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
l1λp(ap1 − κ) · · · lqλp(apq + κ) · · · lntλpapnt
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
l1λntant1 · · · lqλntantq · · · lntλntantnt


(45)
The difference between the sums of the entries of the
matrices in (44) and (45) equals
κλ1l1 + κλplq − κλpl1 − κλ1lq
= κ [λ1 − λp]︸ ︷︷ ︸
positive
[l1 − lq]︸ ︷︷ ︸
negative
is negative
where we have used (9). Thus we see that shifting weights
towards the diagonal entry a11 results in a reduction in
d2E(∆X,H). Repeated application of this procedure gives us
a11 = 1 and a1i, ai1 = 0 for i 6= 1. Repeating this procedure
with the first row and column removed leads us to setting
a22 = 1 as well and so on, leading to aii = 1, all i. 
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