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Ausgangspunkt dieser Arbeit ist die Dissertation von Sarah Ho¨fl [1], in der
rheologische Systeme u.a. mittels dielektrischer Spektroskopie untersucht wer-
den. Dabei werden Kettenmoleku¨le mit Dipolmomenten in oszillierender Scher-
stro¨mung betrachtet. Desweiteren wird ein schwaches, zeitlich vera¨nderliches
elektrisches Feld angelegt, und versucht, aus der Antwortfunktion des Systems
auf diese a¨ußere Sto¨rung Ru¨ckschlu¨sse auf die Gestalt der Moleku¨le zu ziehen.
Es stellt sich die Frage, ob sich diese Messungen und ihre Ergebnisse auch
durch theoretische Betrachungen erfassen lassen.
Obwohl es aus Gru¨nden, die spa¨ter noch eingehender diskutiert werden, noch
weiterer Forschung bedarf, die Studien von S. Ho¨fl theoretisch vollsta¨ndig
zu analysieren, stellt sich doch schnell heraus, dass die Untersuchung der
Konformationen von Kettenmoleku¨len anhand von Computersimulationen
ein spannendes Forschungsgebiet darstellt. Der Schwerpunkt dieser Arbeit
liegt daher auch auf der Untersuchung der Gestalt von Polymerketten im
”
Random-Walk-Rouse-Modell“ unter Verscherung.
Es ist bekannt, dass Polymere in der dichten Schmelze als
”
Random Walk“
beschrieben werden ko¨nnen. Interessanterweise zeigen Computersimulationen,
dass
”
Random Walks“ keineswegs eine isotrope Form, sondern typischerweise
die Gestalt eines stark deformierten Ellipsoids annehmen. Isotrope Verha¨ltnisse
erha¨lt man erst nach der Mittelung u¨ber alle mo¨glichen Orientierungen des
Ellipsoids.
Im Laufe der letzten Jahrzehnte wurden eine Reihe unterschiedlicher Studien
vero¨ffentlicht [2–6], die in ihrer Aussage u¨bereinstimmen, dass das Verha¨ltnis
der La¨ngenquadrate der Haupttra¨gheitsachsen etwa 12 : 3 : 1 betra¨gt.
Studien von Diehl und Eisenriegler [7] und von Jagodzinski, Eisenriegler und
Kremer [8] zeigen, dass sich diese intrinsische Anisotropie unter enormem
mathematischem Aufwand auch analytisch belegen la¨sst.
Desweiteren ist bekannt, dass a¨ußere Einflu¨sse wie Scherstro¨mungen oder
Wa¨nde [9] dazu tendieren, die Ketten zu orientieren und zu strecken. Die
meisten Studien zu diesem Thema behandeln diesen Effekt jedoch in demje-
nigen Koordinatensystem, das von außen durch die Stro¨mung bzw. Wand
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vorgegeben ist [10–17]. U¨ber die intrinsischen Verha¨ltnisse ist jedoch nur
wenig bekannt [3].
Ziel dieser Arbeit ist daher die Analyse der Kettenkonformationen in einem
intrinsischen Koordinatensystem. Als quantitative Gro¨ße bietet sich hierfu¨r
der sogenannte Gyrationstensor an, dessen Eigenwerte ein Maß fu¨r die Ausdeh-
nung der Moleku¨le entlang ihrer Haupttra¨gheitsachsen sind. Die Untersuchung
der Ketten in einem ko¨rpereigenen System ermo¨glicht die Trennung der oben
genannten Effekte. Die Streckung und Reorientierung der Polymere kann
demnach unabha¨ngig voneinander betrachtet werden.
Im Folgenden wird die Gestalt von drei unterschiedlichen Kettenmodellen in
Scherstro¨mung untersucht.
Wir gehen zuna¨chst von der Gaußschen Kette aus, in der effektive Monomere
mit entropischen Federn verbunden werden. Ketten dieser Art lassen sich
im Rahmen des
”
Random-Walk-Rouse“-Modells sowohl im Gleichgewicht als
auch in Scherstro¨mung analytisch geschlossen lo¨sen. Die Verteilung der Kon-
formationen kann somit im stationa¨ren Fall berechnet werden. Es wird sich
zeigen, dass auf rein analytischem Wege die mittlere Gestalt der Kette in ei-
nem a¨ußeren Koordinatensystem bestimmt werden kann. Lediglich der Schritt
zum ketteneigenen System bedarf einer numerischen Behandlung. Hierfu¨r wird
ein einfacher und sehr schneller Monte-Carlo-Algorithmus vorgestellt.
Dieser la¨sst sich nicht nur auf Systeme mit konstanter Scherrate anwenden. Es
ist ebenfalls mo¨glich, die Verteilung der Konformationen in einer zeitabha¨ngi-
gen Scherstro¨mung zu berechnen. Interessanterweise bietet sich daher die
Mo¨glichkeit, den Monte-Carlo-Algorithmus so zu modifizieren, dass Ketten in
oszillierender Scherstro¨mung simuliert werden ko¨nnen.
Desweiteren wird im Hinblick auf die Arbeiten von S. Ho¨fl [1] und M. Wilhelm
[18–20] die Gestalt von Kettenmoleku¨len mit Dipolmomenten in oszillierender
Scherstro¨mung unter Einfluss eines oszillierenden a¨ußeren Feldes untersucht.
Das Modell der Gaußschen Kette, bei der die Konnektivita¨t durch ein har-
monisches Potential realisiert wird, ist im Falle einer starken Streckung
unrealistisch. Daher werden als zweites Modell Ketten untersucht, deren Mo-
nomere durch sogenannte FENE-Federn1 verbunden sind. Das FENE-Potential
ist in erster Na¨herung harmonisch, weist aber eine logarithmische Divergenz
auf, die die La¨nge einer Bindung beschra¨nkt. Diese Einschra¨nkung hat zur
Folge, dass die Entwicklung einer geeigneten Monte-Carlo-Simulation im Falle




1finitely extensible nonlinear elastic
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Das dritte Kettenmodell, das in dieser Arbeit untersucht wird, geht noch einen
Schritt weiter und schra¨nkt die Bindungsla¨nge auf einen festen Wert ein.
Die Hoffnung war, so Probleme, die aufgrund der Divergenz des FENE-
Potentials auftreten, durch die Reduzierung der Freiheitsgrade zu umgehen.
Allerdings werden wir sehen, dass hierbei neue Herausforderungen auf uns
zukommen, die in der Literatur zwar bekannt sind [21–25], deren bisher be-
kannten Lo¨sungen allerdings Schwa¨chen haben.
In dem letzten Kapitel wird daher eine neue Herangehensweise vorgestellt,
um Freiheitsgrade bei stochastischen Prozessen mit Hilfe holonomer Zwangs-
bedingungen einzufrieren.
Zuallererst aber sollen im ersten Kapitel nun die wichtigsten Grundlagen
erla¨utert werden, die fu¨r das Versta¨ndnis dieser Arbeit von großer Bedeutung
sind. So wird im Folgenden zuna¨chst eine kurze Einfu¨hrung in das Konzept
der Gaußschen Kette, die Theorie der Brownschen Bewegung und das Rouse-
Modell als Dynamik-Modell fu¨r Polymere in der dichten Schmelze gegeben.
Kapitel 1
Theoretische Grundlagen
1.1 Die Gaußsche Kette
In der folgenden Arbeit soll die Konformation von Kettenmoleku¨len in einer
Schmelze untersucht werden. Demnach liegt allen weiteren Betrachtungen das
Flory-Theorem zugrunde. Dieses besagt, dass sich eine Polymerkette in einer





Random Walk“ kann sehr viele unterschiedliche Konformationen anneh-
men, was eine statistische Beschreibung erfordert. Betrachten wir ein Polymer
mit N+1 Monomeren. Die Bindungsvektoren, also die Relativkoordinaten von
einem Monomer zu seinem na¨chsten Nachbarn, werden mit ~qi bezeichnet.
Da es sich bei diesen ~qi um Zufallsvariablen handelt, verschwindet deren Er-
wartungswert aus Symmetriegru¨nden
〈~qi〉 = 0 . (1.1)
Desweiteren soll die mittlere quadratische Verbindungsla¨nge mit b2 bezeichnet
werden
〈~q 2i 〉 = b2 . (1.2)
Bei einem idealen
”
Random Walk“ sind außerdem alle Schritte untereinander
unkorreliert
〈~qi · ~qj〉 = 0 , ∀i 6= j . (1.3)






Somit verschwindet auch dessen Erwartungswert
〈~RE〉 = 0 , (1.5)




〈~qi · ~qj〉 =
∑
i
〈~q 2i 〉 = Nb2 . (1.6)
Um ho¨here Momente (z.B. 〈(~R2E)2〉) zu erhalten, betrachten wir zur Vereinfa-
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= 〈exp(ikq1)〉N , (1.8)
wo wir das Verschwinden von Korrelationen zwischen verschiedenen Bindun-
gen benutzt haben.
Betrachten wir nun eine Umskalierung der Kette gema¨ß
b → λ b =: b′ (1.9a)
N → λ−2N =: N ′ , (1.9b)
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so bleibt der mittlere quadratische End-zu-End-Abstand skaleninvariant
〈R2E〉 → 〈R2E〉 . (1.10)
Desweiteren sollen noch zwei Forderungen erfu¨llt werden
1. Nur die La¨ngenskala b soll von Bedeutung sein
〈exp(ikq1)〉 ≡ f(kb) (1.11)
2. Nicht nur 〈R2E〉, sondern alle Momente sollen skaleninvariant sein, d.h.






f(x) = exp(g(x)) ⇒ N g(kb) = N ′ g(kb′) (1.13)
folgt
g(x) = λ−2 g(λ x) . (1.14)






g(x) = x2 g(1) (1.16)
⇒ f(kb) = exp(const. k2b2) = 〈exp(ikq1)〉 . (1.17)

















dRE P(RE) exp(ikRE) , (1.20)
was nichts anderes als die Fourier-Transformierte der Verteilungsfunktion
P(RE) ist.
































Interpretiert man diese Gaußverteilung als Boltzmannverteilung, so erha¨lt man








(~ri+1 − ~ri)2 , (1.23)
und damit ein sehr einfaches Kettenmodell, bei dem einzelne Monomere mit
Hookeschen Federn verbunden werden. Diese nennt man
”
entropische Federn“.
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1.2 Die Fokker-Planck-Gleichung
Die Brownsche Bewegung eines Teilchens durch eine große Anzahl anderer
Teilchen, die alle untereinander stoßen, kann durch die Newtonsche Bewegungs-
gleichung beschrieben werden. Da es sich aber um ein Vielteilchenproblem
handelt, ist diese Beschreibung schwierig und im allgemeinen nicht lo¨sbar.
Eine statistische Behandlung vereinfacht das Problem. Die Fokker-Planck-
Gleichung ist eine partielle Differentialgleichung, die die zeitliche Entwicklung
einer Verteilungsfunktion fu¨r den Aufenthaltsort ebendieser Teilchen be-
schreibt. Die Bewegung aufgrund deterministischer Kra¨fte und Stro¨mungen
wird durch den Driftterm beschrieben. Der Diffusionsterm beschreibt die
Bewegung, die durch Sto¨ße mit anderen Teilchen zustande kommt.
Die Eigenschaften dieser Gleichung sollen nun anhand der eindimensionalen
Bewegung eines einzelnen Teilchens erla¨utert werden.
Die Verteilungsfunktion P(x, t|x0, t0) gibt die Wahrscheinlichkeit an, ein Teil-
chen, das zur Zeit t0 am Ort x0 war, zum Zeitpunkt t an einem Ort x zu
finden. Zur Herleitung der Fokker-Planck-Gleichung gehen wir davon aus, dass
die Verteilungsfunktion die Eigenschaften eines Markov-Prozesses erfu¨llt, d.h.
dass P(x, t|x0, t0) nicht von Zeiten vor t0 abha¨ngt.
Fu¨r diese Wahrscheinlichkeit gilt dann∫
dxP(x, t|x0, t0) = 1 (1.24)
und
P(x, t0|x0, t0) = δ(x− x0) . (1.25)
Nun muss sich das Teilchen zu einem Zeitpunkt t1, der zwischen t0 und t
liegt, an irgendeinem Ort x1 befinden, so dass sich die Verteilungsfunktion
P(x, t|x0, t0) durch
P(x, t|x0, t0) =
∫
dx1P(x, t|x1, t1)P(x1, t1|x0, t0) (1.26)
ausdru¨cken la¨sst. Dies ist die sogenannte Chapman-Kolmogorov-Gleichung.
Betrachten wir nun eine formale Entwicklung nach Momenten. Sei p(x) eine
Funktion, die folgende Eigenschaften erfu¨llt
• p(x) > 0
• ∫ dx p(x) = 1
• µn =
∫












Aus der Ru¨cktransformation folgt, dass ein eindeutiger Zusammenhang zwi-











Die Kramers-Moyal-Entwicklung der Verteilungsfunktion P(x, t|x0, t0) nach
Momenten von (x−x0) liefert schließlich die gesuchte Fokker-Planck-Gleichung.
Definiert man
µn(t; x0, t0) = 〈(x− x0)n〉 (t, t0)
=
∫
dx (x− x0)n P(x, t|x0, t0) (1.29)
so la¨sst sich nach Glg. (1.28) P(x, t|x0, t0) mit Hilfe dieser Momente ausdru¨cken









µn(t; x0, t0) . (1.30)
Fu¨r kleine τ liefert die Chapman-Kolmogorov-Gleichung






















µn(t+ τ ; x, t)P(x, t|x0, t0) .(1.31)
Ziehen wir den Term mit n = 0 ab, so erhalten wir
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τ












µn(t+ τ ; x, t)P(x, t|x0, t0) . (1.32)
Das Kurzzeitverhalten dieser Momente definiert dann die Kramers-Moyal-
Koeffizienten D(n)
〈(x− x0)n〉 (t0 + τ, t0) = n!D(n)(x0, t0)τ + o(τ) (1.33)
µn(t+ τ ; x, t) = n!D(n)(x, t)τ + o(τ) . (1.34)
Einsetzen in Glg. (1.32) liefert die generalisierte Fokker-Planck-Gleichung
∂
∂t







D(n)(x, t)P(x, t|x0, t0) . (1.35)
Diese la¨sst sich auch kurz
∂
∂t
P(x, t|x0, t0) = LP(x, t|x0, t0) (1.36)
schreiben, wobei L Fokker-Planck-Operator genannt wird.
Desweiteren besagt das Pawula-Theorem, dass nur vier Arten der Dynamik
existieren:
1. Die Entwicklung endet bei n = 0: Keine Dynamik
2. Die Entwicklung bricht bei n = 1 ab: Deterministischer Prozess (→
Liouville-Gleichung)
3. Abbruch bei n = 2: Fokker–Planck / Diffusionsprozess
4. Die Entwicklung endet erst bei n =∞
Der Beweis dieses Theorems soll hier nicht explizit vorgerechnet werden, ist
aber beispielsweise in [26] zu finden.
Im Folgenden werden wir uns auf Prozesse des Typs 3 konzentrieren. In meh-
reren Variablen nimmt die Fokker-Planck-Gleichung dann die Form
∂
∂t
























xi = D(1)i + ζi(t) (1.38)
geschrieben werden. Dies ist eine stochastische Differentialgleichung, die als
Langevin-Gleichung bezeichnet wird. Wir legen hier die Ito-Interpretation
(s.u.) zugrunde.
Formales Aufintegrieren der Langevin-Gleichung liefert












ζi ist ein Rauschterm, der die Diffusion beschreibt. Er wird Gaußsches weißes
Rauschen genannt und ist durch seinen verschwindenden Erwartungswert und
sein zweites Moment
〈ζi〉 = 0 (1.40)
〈ζi(t) ζj(t′)〉 = 2D(2)ij δ(t − t′) (1.41)
charakterisiert. Fu¨r die zweiten Momente der stochastischen Verru¨ckungen gilt
dann






dt′ 〈ζi(t) ζj(t′)〉 = 2D(2)ij τ . (1.42)
Man beachte, dass nach der Ito-Vorschrift D(2)ij an der Stelle t = 0 auszuwerten
ist. Die ho¨heren Momente werden so definiert, dass ∆xstoi eine gaußverteilte
Zufallsvariable ist.
Um zu erkla¨ren, warum der stochastische Term als weißes Rauschen bezeichnet







dt e−iωtζ(t) . (1.43)
Fu¨r die ersten beiden Momente gilt
1.3 Die Langevin-Gleichung 19























δ(ω1 − ω2) . (1.45)
Die Rauschamplitude ist demnach frequenzunabha¨ngig. Deshalb wird dieser
Term als weiß bezeichnet.
Die Problematik bei dieser formalen Schreibweise der Bewegungsgleichung
besteht darin, dass die Trajektorie xi(t) bei einem Diffusionsprozess zwar
stetig, aber nirgendwo differenzierbar ist.
Dies bedeutet, dass es neben der Langevin-Gleichung noch einer Interpretation
des stochastischen Terms bedarf. Itos Interpretation geht direkt zu Beginn
davon aus, dass die Trajektorie nicht differenzierbar ist und fu¨hrt daher direkt
verschwindende Korrelationszeiten ein.
Stratonovichs Interpretation der Langevin-Gleichung geht zuna¨chst davon aus,
dass die Trajektorien differenzierbar sind und nimmt den Grenzfall verschwin-
dender Korrelationszeiten erst am Ende.
Betrachten wir zur Erkla¨rung die Gleichung
d
dt
x = F (x) + σ(x)f(t) . (1.46)
Hierbei sind F der deterministische Anteil, σ(x) die Rauschamplitude und fu¨r
f(t) gilt
〈f〉 = 0 (1.47a)
〈f(t) f(t′)〉 = 2δ(t − t′) . (1.47b)
Da die Rauschamplitude von x abha¨ngt, liegt hier sogenanntes
”
multiplikatives






dt σ(x(t)) f(t) → σ(x(0))
∫ τ
0







Die Fokker-Planck-Gleichung hat dann die Gestalt
∂
∂t





σ2(x) − F (x)
)
P(x, t|x0, t0) . (1.50)































= 0 + σ
dσ
dx
τ + O(τ 2) (1.52)
folgt.
Dieser zusa¨tzliche Term wird
”
spurious drift“ genannt. Die Fokker-Planck-
Gleichung hat dann die Form
∂
∂t









P(x, t|x0, t0) . (1.53)
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1.4 Das Rouse-Modell
Das Rouse-Modell beschreibt die Dynamik einer einzelnen Polymerkette. Wir
wollen hier ein dreidimensionales System annehmen. Das Modell geht von einer
Gaußschen Kette aus und liefert eine exakte Lo¨sung fu¨r die Langevin-Gleichung
d
dt
~ri = µ~Fi + ~ζi . (1.54)





wobei die Wechselwirkung durch das entropische Federpotential (1.23) der
Gaußschen Kette gegeben ist.
µ ist die Mobilita¨t der Monomere und ist u¨ber das Fluktuations-Dissipations-
Theorem mit der stochastischen Kraft ~ζi verknu¨pft
〈ζαi 〉 = 0 (1.56a)
〈ζαi (t) ζβj 〉(t′) = 2µkBT δijδαβδ(t − t′) . (1.56b)
Es handelt sich um eine u¨berda¨mpfte Langevin-Gleichung mit unkorrelierten




Die Herausforderung bei dieser Gleichung liegt darin, dass es sich hierbei
aufgrund der Wechselwirkungsterme um eine gekoppelte Differentialgleichung
handelt, die sich nicht so einfach lo¨sen la¨sst. Rouse [27] gibt allerdings eine Me-
thode an, mit deren Hilfe sich diese Gleichung vollkommen entkoppeln la¨sst.


























Die Φnp sind orthonormale Matrizen
N−1∑
p=0
ΦnpΦmp = δnm , (1.59)
so dass die Wechselwirkungsenergie diagonalisiert wird und durch unabha¨ngige























das transformierte Rauschen ist.
Die Relaxationszeiten der Rouse-Moden τp sind gegeben durch











































Die la¨ngste Relaxationszeit der Kette, d.h. diejenige mit p = 1, wird Rousezeit
genannt
τR ≡ τ1 = b
2N2
3π2µkBT







2.1.1 Das Rouse-Modell unter Scherstro¨mung
In dieser Arbeit soll die Dynamik von Kettenmoleku¨len in Scherstro¨mung be-
trachtet werden.
Hierzu erweitern wir die Langevin-Gleichung (1.54) um einen weiteren Term.
~˙rn = −µ ∂H({~rn})
∂~rn
+ ~ζn(t) + f(t)
↔
ε ~rn , (2.1)
wobei ~rn, n = 1, . . . , N , wieder die Position des n-ten Monomers und µ die
Mobilita¨t beschreibt. Der Rauschterm ~ζn wird, wie im ersten Kapitel beschrie-
ben, durch die ersten Momente und das Fluktuations-Dissipations-Theorem
charakterisiert.
〈ζαn (t)〉 = 0 ,
〈ζαn (t)ζβm(t′)〉 = 2µkBT δ(t− t′) δmn δαβ , (2.2)
wobei α und β kartesische Indizes bezeichnen.






(~rn+1 − ~rn)2 . (2.3)
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rate of strain“-Tensor, eine 3×3-Matrix,
die die ra¨umliche Orientierung der Scherstro¨mung angibt. Im Folgenden wird
angenommen, dass solch ein System immer so orientiert werden kann, dass in










annimmt. Die Sta¨rke der Scherung, sowie deren Zeitabha¨ngigkeit werden durch
die Scherrate f(t) beschrieben.
Wie im Falle der Gleichgewichtsdynamik la¨sst sich auch das gescherte Sys-





~rnΦnp p = 0, 1, . . . , N − 1 . (2.5)





























+ ~ξp + f(t)
↔






die Transformation des Rauschens.
Es gilt
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ΦnpΦmq 〈 ~ζn(τ) ⊗ ~ζm(τ ′) 〉 . (2.8)
Somit erfu¨llt ~ξp das Fluktuations-Dissipations-Theorem (2.2)









Φnp Φnq δ(τ − τ ′) δαβ
= 2 δpq δαβ δ(τ − τ ′) . (2.9)









ein, so erha¨lt man eine Bewegungsgleichung der Form
~˙xp = −kp ~xp + ~ξp(t) + f(t) ↔ε ~xp . (2.11)
2.1.2 Lo¨sung der Langevin-Gleichung
Konstante Scherrate
Glg. (2.11) la¨sst sich fu¨r den Spezialfall zeitunabha¨ngiger Scherrate mit












~xhomp (t) = e
↔
At ~xhomp (0) (2.13)
gelo¨st.
Da alle ho¨heren Potenzen von
↔


































(−kpt)n−1 γ˙ ↔ε t
= (−kpt)n
↔
































































= e−kpt {↔1 + γ˙ ↔ε t} (2.15)
und somit ergibt sich die Lo¨sung des homogenen Anteils der Bewegungsglei-
chung





ε t) ~xhomp (0) . (2.16)




At ~yp(t) . (2.17)











A ~xp(t) + ~ξp(t) , (2.18)
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woraus sich die Bedingung
~˙yp(t) = e
−↔At ~ξp(t) (2.19)
ergibt. Die Exponentialfunktion e−
↔
At bestimmt man analog zu (2.15)
e−
↔
At = ekpt (
↔
1 − γ˙ ↔ε t) . (2.20)
Die Lo¨sung von Glg. (2.19) lautet demnach





1 − γ˙ ↔ε τ) ~ξp(τ) (2.21)


























ε (t− τ)) ~ξp(τ) (2.23)
eine Linearkombination des Rauschens ist.
Da jede Linearkombination von Gaußschen Variablen selbst wieder eine gauß-
verteilte Gro¨ße ist, folgen die ~χp ebenfalls einer Normalverteilung.
Allgemeine Zeitabha¨ngigkeit
Glg (2.11) la¨sst sich auch fu¨r eine allgemeinere Zeitabha¨ngigkeit lo¨sen, indem
man als homogenen Anteil der Langevingleichung nur den ersten Term der
rechten Seite behandelt und die Gleichung dann komponentenweise lo¨st.
Die Lo¨sung des homogenen Anteils
~˙xhomp (t) = −kp ~xhomp (t) (2.24)
lautet
~xhomp (t) = e
−kpt ~xhomp (0) . (2.25)
Die Lo¨sung der Bewegungsgleichung erha¨lt man dann wieder mit Hilfe des
Ansatzes
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~xp(t) = e
−kpt ~yp(t) . (2.26)
Das Ableiten dieser Gleichung und Gleichsetzen mit Glg. (2.11) liefert
~˙xp(t) = −kp e−kpt ~yp(t) + e−kpt ~˙yp(t)
= −kp e−kpt ~yp(t) + f(t) ↔ε e−kpt ~yp(t) + ~ξp(t) (2.27)
⇒ ~˙yp(t) = f(t) ↔ε ~yp(t) + ekpt ~ξp(t) . (2.28)
In Komponenten ausgeschrieben erha¨lt man ein Gleichungssystem aus drei
gekoppelten Differentialgleichungen
y˙xp (t) = e






kpt ξzp(t) . (2.29c)












dτ ekpτ ξzp(τ) . (2.30b)
Setzt man dies in Glg. (2.29a) ein, so erha¨lt man die fu¨r die Scherung inter-
essante Komponente





dτ ekpτ ξyp(τ) + e
kpt ξxp (t) (2.31)
yxp (t) = y
x
















dτ ekpτ ξxp (τ) . (2.32)
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Das Doppelintegral in Glg. (2.32) la¨sst sich nur schwer lo¨sen. Die Rechnung
vereinfacht sich jedoch erheblich, wenn man dieses Integral mit Hilfe partieller










dτ ekpτ ξyp(τ) . (2.34)


























und Glg. (2.32) la¨ßt sich in der Form
yxp (t) = y
x
p (0) + y
y







dτ F (τ)ekpτξyp(τ) +
∫ t
0
dτ ekpτ ξxp (τ) (2.36)
ausdru¨cken. Setzt man dieses Ergebnis in den Ansatz (2.26) ein, ergibt sich fu¨r




−kpt + yyp(0) e











dτ ekpτ ξxp (τ) .(2.37)
Im Falle konstanter Scherrate, den wir im Folgenden zuna¨chst betrachten wol-
len, stimmen Glg. (2.37) und Glg. (2.22) miteinander u¨berein.
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2.1.3 Einheiten
Im Hinblick auf die Notwendigkeit, bei Computersimulationen einheitenlose
Gro¨ßen verwenden zu mu¨ssen, wechseln wir nun in natu¨rliche Einheiten des
Systems.
Im Folgenden werden daher La¨ngen in Einheiten der mittleren Bindungsla¨nge




Mit einer Tilde (˜ ) gekennzeichnete Gro¨ßen sind dimensionsbehaftet. Eine Um-
rechnung in die natu¨rlichen Einheiten liefert fu¨r die bisher verwendeten Gro¨ßen
und Formeln
r˜ = r · b
t˜ = t · b
2
µkBT
E˜ = E · kBT (2.38)









Dimensionslose Gleichungen erha¨lt man daher, indem man kBT , µ und b
jeweils durch Eins ersetzt.




+ ~ζn + f(t)
↔
ε ~rn . (2.40)















, d.h. das Verha¨ltnis dieser beiden
Gro¨ßen tra¨gt keine Einheit.













Gleichung (2.37) ist unter der Wahl der Einheiten forminvariant.
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2.1.4 Verteilung der Rouse-Moden
Fu¨r die Rouse-Moden mit p > 0 bleiben nach Glg. (2.37) im Langzeitli-
mes nur Terme stehen, die durch das Rauschen verursacht werden. Dadurch
ko¨nnen die Rouse-Moden an sich durch gaußverteilte, statistische Variablen
beschrieben werden. Die Verteilung dieser Variablen wird im wesentlichen
durch die Matrix
↔
Xp = 〈∆~xp ⊗∆~xp〉 bestimmt.
Da die einzelnen Richtungen des Rauschens statistisch unabha¨ngig sind und
unter Verwendung von Glg. (2.9) gilt im Falle konstanter Scherstro¨mung
F (t) = γ˙t
〈 (xαp − 〈xαp 〉)(t) (xβp − 〈xβp 〉)(t) 〉








′)(〈ξαp (τ)ξβp (τ ′)〉
+ γ˙(t− τ ′)εβµ〈ξαp (τ)ξµp (τ ′)〉 + γ˙(t− τ)εαµ〈ξµp (τ)ξβp (τ ′)〉























1 − (1 + 2kpt+ 2k2pt2)e−2kpt
)
. (2.44)
Im Langzeitlimes ergibt sich dann die einfache Form [17, 28]
↔















Da es sich hierbei um eine symmetrische Matrix handelt, la¨sst sich diese mit
Hilfe einer orthogonalen Transformation diagonalisieren.
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Erstmals verwendete Solc [5] 1971 Verha¨ltnisse der Eigenwerte des Gyrations-
tensors in einem intrinsischen Koordinatensystem als Maß fu¨r die Aspha¨rizita¨t
einer Polymerkette im Gleichgewicht. Wa¨hrend in spa¨teren Arbeiten zur Ge-
stalt von Kettenmoleku¨len in Scherung meist der gemittelte Gyrationstensor
oder der mittlere quadratische Gyrationsradius betrachtet wurden [10–12, 14–
16, 29, 30], greifen Bosko et al. [3] in ihren Studien auf die von Solc eingefu¨hrte
Darstellung zuru¨ck.
Wir schließen uns der Beschreibung von Solc und Bosko an und verwenden
den intrinsischen Gyrationstensor als quantitative Gro¨ße zur Beschreibung
der Konformation von Moleku¨len.
Der Gyrationstensor beschreibt den mittleren quadratischen Abstand der ein-






(r αn − Rαcm)(r βn − R βcm) , (2.48)








Seien Gˆi die Eigenwerte eines Gyrationstensors, dann beschreibt dieser ein
Ellipsoid, dessen Hauptachsen bis auf eine Konstante die La¨ngen
√
Gˆi haben.
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Die zugeho¨rigen Eigenvektoren zeigen in Richtung der Hauptra¨gheitsachsen.
Genauere Beschreibungen dieses Tensors finden sich beispielsweise in [31, 32].
Es fa¨llt auf, dass die 0-te Rouse-Mode bis auf einen Faktor
√
N gleich dem








N · ~Rcm . (2.50)





















































Somit ist es mo¨glich, den mittleren Gyrationstensor in einem a¨ußeren Bezugs-













da fu¨r p > 0 im Langzeitlimes
〈~xp〉 = 0 (2.53)
und somit
∆~xp = ~xp (2.54)
gilt.
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Nachdem wir nun gezeigt haben, dass die Verteilung der Normalmoden im
”
Random Walk Rouse Modell“ bei konstanter Scherung analytisch berechnet
werden kann, wollen wir mit Hilfe einer Monte-Carlo-Simulation Aussagen u¨ber
die Ausdehnung der Kette im intrinsischen Koordinatensystem des Moleku¨ls,
sowie deren Orientierung gegenu¨ber dem durch die Scherstro¨mung vorgegebe-
nen System treffen.
Der Algorithmus besteht aus wenigen Punkten, die in diesem Kapitel noch
na¨her erla¨utert werden:
1. Erzeugen der Rouse-Moden
2. Berechnen des Gyrationstensors
3. Wechsel in das intrinsische Koordinatensystem der Kette
4. Bestimmung der Orientierung der Kette
5. Wiederholen der Schritte 1 bis 4 und Mitteln der Eigenwerte des Gyra-
tionstensors, sowie weitere Datenanalyse.
2.2.2 Erzeugen von Rouse-Moden
Der erste Schritt der Simulation besteht in der Generierung unabha¨ngiger Nor-
malmoden.
Wie in Kapitel 2.1 beschrieben, handelt es sich bei den Moden im stationa¨ren
Fall um gaußverteilte Variablen. Um mit dem Computer nun ein Ensem-
ble von Moden zu erzeugen, die ein einzelnes Moleku¨l beschreiben, ist es
notwendig, zuna¨chst normalverteilte Zufallszahlen zi mit verschwindendem
Mittelwert und Varianz 1 zu generieren. Solche Zufallszahlen lassen sich spa¨ter
auf Rouse-Moden transformieren. Um diese Variablen zu erzeugen, wird der
Box-Muller-Algorithmus verwendet.
Um aus den so gewonnenen Zufallszahlen Normalmoden zu erzeugen, ist es
notwendig, die Transformationsvorschrift zu kennen.







〈xαp 〉 = 0 (2.56a)









Q= {qαβ} la¨ßt sich relativ einfach berechnen, da
↔






diag(λ1 , λ2 , λ3) mit





















λ3 = 1 (2.57c)








































































als eine mo¨gliche Lo¨sung folgt.
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2.2.3 Berechnung des Gyrationstensors und Wechsel
auf das intrinsische Koordinatensystem
Der Gyrationstensor einer einzelnen Kette kann wa¨hrend der Simulation nach
Glg. (2.51) vollsta¨ndig im Modenraum berechnet werden. Die Notwendigkeit
der Ru¨cktransformation in den Ortsraum entfa¨llt demnach und bringt somit
eine Verbesserung der Laufzeit.
Der Wechsel auf das intrinsische Koordinatensystem der Kette geschieht durch
die Diagonalisierung des Gyrationstensors und zwar vor der Mittelung. Zur
Berechnung der Eigenwerte und Eigenvektoren wurden zwei Routinen aus
den Numerical Recipes [33] u¨bernommen. tred2 erzeugt u¨ber eine Housholder-
Transformation eine Tridiagonalmatrix, aus der die Routine tqli die Eigenwerte
und Eigenvektoren der urspru¨nglichen Matrix berechnet.
Um eindeutige Aussagen u¨ber Orientierung und Streckung treffen zu ko¨nnen,
muss man wissen, welcher Eigenwert und Eigenvektor zu welcher Hauptachse
geho¨rt. Deshalb werden die Eigenwerte der Gro¨ße nach sortiert.
Da jedesmal nur 3 Elemente sortiert werden mu¨ssen, unterscheidet sich die
Laufzeit nicht, jenachdem welchen Sortieralgorithmus man verwendet. Es wur-
de ein Bubblesort-Algorithmus angewendet, da sich dieser in sehr einfacher
Weise so modifizieren la¨sst, dass bei jedem Tausch der Eigenwerte auch die zu-
geho¨rigen Eigenvektoren getauscht werden. Dies bietet die Mo¨glichkeit, auch
nach dem Sortieren jeder Hauptachse des Ellipsoids eine eindeutige Richtung
zuzuordnen.
Am Schluss wird u¨ber alle so erzeugten Eigenwerte gemittelt, deren Schwan-
kungen berechnet und auf den kleinsten Eigenwert normiert. Die Schwankun-
gen werden zur Bestimmung des Fehlers nach gaußscher Fehlerfortpflanzung
beno¨tigt.
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2.2.4 Orientierung der Kette
Ha¨ufig findet man als Gro¨ße fu¨r die Orientierung des Moleku¨ls den Winkel χ
[34, 35, 29, 15, 36, 30, 17, 37] mit
tan 2χ =
2G12
G11 − G22 . (2.63)
Dies ist der Winkel, um den man den mittleren Gyrationstensor um die z-Achse
drehen muss, um ihn zu diagonalisieren.
Um jedoch eine Verteilung der Orientierungen der einzelnen Ketten im Raum
anzugeben, ist dieser Winkel ungeeignet.
Stattdessen ist es anschaulicher, den Aufpunkt der la¨ngsten Hauptachse des
Ellipsoids auf einer Halbkugelschale mit Radius 1 anzugeben, was bedeutet,
dass man den Eigenvektor normiert und ihn als Funktion eines Polarwinkels θ
gegenu¨ber der x-Achse und eines Azimuthwinkels ϕ angibt.












wobei ~g3 den dritten bereits normierten Eigenvektor und nach der Sortierung
somit den Eigenvektor zum gro¨ßten Eigenwert bezeichnet. Demnach lassen sich
θ und ϕ wie folgt berechnen









Von dieser Winkelverteilung wird dann ein Histogramm erstellt. Zur Darstel-
lung dieses Histogramms ist es hilfreich, statt θ als Variable cos θ zu verwenden,
um das Fla¨chenelement auf der Oberfla¨che der Halbkugel zu beru¨cksichtigen
und bei isotroper Orientierung auch ein gleichverteiltes Histogramm zu erhal-
ten.
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2.3 Ergebnisse
2.3.1 Ketten im Gleichgewicht
Um die Effektivita¨t der verwendeten Simulation zu testen und den Vergleich
mit fru¨heren Studien [2–6] ziehen zu ko¨nnen, bietet es sich an, zuna¨chst Ketten
im Gleichgewichtszustand, d.h. ohne Scherung zu betrachten.
Es wurden fu¨r Kettenla¨ngen zwischen 8 und 180 Monomeren jeweils 106 Konfi-
gurationen bei verschwindender Scherrate γ˙ = 0 gemittelt. Die auf die kleinste
Komponente normierten Eigenwerte des Gyrationstensors Gi zeigen eine deut-
liche Tendenz. Insbesondere wenn man die la¨ngste Hauptachse des gemittel-
ten Ellipsoids betrachtet, fa¨llt auf, dass Ketten mit geringerer La¨nge sta¨rker
gestreckt sind. Diesen
”
finite-size-Effekt“ kann man sich schnell anhand des
Extremfalles einer Hantel klarmachen.
Die Abbildungen 2.1 zeigen einen deutlichen 1
N2
-Verlauf. Ein Fit liefert fu¨r den
gro¨ßten Eigenwert
G3(N) = (12.055± 0.004) + 246.3± 1.7
N2
, (2.67)
und fu¨r den mittleren
G2(N) = (2.715± 0.001) + 49.4± 0.2
N2
. (2.68)
Die Werte 1:2.72:12.06 stimmen recht gut mit denen von Janszen, Tervoort
und Cifra [4] (1:2.72:12.03) u¨berein.
2.3.2 Streckung bei konstanter Scherrate
Simulationsergebnisse
Um fu¨r verschiedene Kettenla¨ngen eine Aussage u¨ber ihr Verhalten bei nicht
verschwindender Scherrate treffen zu ko¨nnen, ist es sinnvoll, an dieser Stelle
eine neue dimensionslose Gro¨ße einzufu¨hren, die Weissenbergzahl We. Sie ist
definiert als das Produkt aus einer charakteristischen Zeit des Polymers und
einer charakteristischen Verformungsrate der Stro¨mung. In diesem Fall ist der
stro¨mungsabha¨ngige Faktor die Scherrate γ˙ und als charakteristische Zeit des








Somit lautet die Weissenbergzahl in den natu¨rlichen Einheiten des Systems





































Abbildung 2.1: Eigenwerte G2 und G3 als Funktion von N ohne Scherung bei einer
Mittelung u¨ber 106 Konfigurationen mit Fit
Abbildung 2.2 zeigt fu¨r unterschiedliche Kettenla¨ngen die Streckung der Mo-
leku¨le in Abha¨ngigkeit der Weissenbergzahl. Man erkennt, dass auch bei nicht-
verschwindenden Scherraten finite-size-Effekte auftreten.
Fu¨r die folgenden Betrachtungen soll nun eine bestimmte Kettenla¨nge festge-
legt werden. Dabei spielen zwei Aspekte eine entscheidende Rolle. Zum einen
lassen sich ku¨rzere Ketten wesentlich schneller simulieren, was die Mo¨glichkeit
bietet u¨ber mehr Konfigurationen zu mitteln und somit genauere Werte liefert;
andererseits sollen die Ketten aber so lang sein, dass sie sich in ihrem Verhal-
ten mo¨glichst wenig von sehr langen Polymeren unterscheiden. Im folgenden
werden daher Ketten mit 64 Monomeren untersucht.
Betrachtet man in Abbildung 2.3 die la¨ngste Achse des Polymers, also den
gro¨ßten Eigenwert des intrinsischen Gyrationstensors G3 in Abha¨ngigkeit der
Weissenbergzahl, so findet man, dass sich die Kette bis zu einer Weissenberg-
zahl kleiner als 1 nur wenig bzw. gar nicht streckt. Daru¨ber hinaus wird das
40



















Abbildung 2.2: Eigenwert G3 als Funktion der Weissenbergzahl We fu¨r verschie-
dene N bei einer Mittelung u¨ber 106 Konfigurationen














Abbildung 2.3: Eigenwert G3 als Funktion der Weissenbergzahl We fu¨r N=64 bei
einer Mittelung u¨ber 106 Konfigurationen
Fu¨r Weissenbergzahlen, die gro¨ßer sind als 1, erha¨lt man eine quadratische
Abha¨ngigkeit der Weissenbergzahl. Ein Fit liefert
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f(We) = (1.529 ± 0.004) ·We(2.0042±0.0002) (2.71)
fu¨r We ≫ 1.
Na¨herungslo¨sung im a¨ußeren Koordinatensystem
Im Laborsystem kann diese quadratische Abha¨ngigkeit auch analytisch gezeigt
werden.
Entwickelt man die Sinusfunktion in Glg. (2.10)








und setzt dies in Glg. (2.52) ein, so ergeben sich die nicht verschwindenden
Komponenten des Gyrationstensors














































G22 = G33 ≈ N
3π2
ζ(2) , (2.73c)












































Abbildung 2.4: Simulationsdaten und Na¨herung (2.75) der Spur des Gyrationsten-
sors (Mittelung u¨ber 106 Konf.)
Betrachten wir zuna¨chst eine invariante Gro¨ße des Systems, um zu testen,
inwiefern diese Na¨herung mit der Simulation u¨bereinstimmt. Die Spur des Gy-
rationstensors, also der quadratische Gyrationsradius, ist solch eine invariante
Gro¨ße.
In der Na¨herung (2.73) erha¨lt man fu¨r die Spur des Tensors eine quadratische






















Vergleicht man in Abb. (2.4) die simulierten Daten mit dem berechneten
Verlauf (2.75), so sieht man, dass die Na¨herung recht gut mit den Simulati-
onsdaten u¨bereinstimmt.
Beim Wechsel auf das intrinsische Koordinatensystem wa¨hrend der Simulati-
on werden die Eigenwerte des Gyrationstensors immer auf die kleinste Achse
normiert.
Um einen Vergleich zwischen den simulierten Werten der Streckung in dem
Hauptachsensystem der Ketten und dem berechneten Verlauf im Laborsystem
ziehen zu ko¨nnen und so auch eventuelle Effekte der Mittelung und Anisotropie
der Ketten zu sehen, ist es also erforderlich, auch den gro¨ßten Eigenwert des
mittleren Gyrationstensors auf dessen kleinsten Eigenwert zu normieren.
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Da die Wurzel immer gro¨ßer als 1 ist, sieht man, dass λ− kleiner als λ3 ist.
















































Abbildung 2.5: Vergleich zwischen Simulation und Theorie (Mittelung u¨ber 106
Konf.)
Man erwartet, dass fu¨r kleine Scherraten die simulierten Werte um etwa einen
Faktor 12 gro¨ßer sind, als die berechneten, da die Orientierungen im Fall oh-
ne Scherrate isotrop sind und man somit einen spha¨rischen Gyrationstensor
erha¨lt. Dieser sollte sich allerdings fu¨r hohe Scherraten weiter an die Simulati-
onsdaten im intrinsischen System anpassen, da sich die Ketten immer weiter in
die Stro¨mung hinein drehen. Eine interessante Gro¨ße ist daher das Verha¨ltnis
aus simulierten Daten und berechnetem Verlauf im Laborsystem.
Abb. 2.6 zeigt das Verha¨ltnis aus den normierten Eigenwerten G3 im ketten-
eigenen System und dem berechneten normierten Eigenwert λ+
λ−
. Bei kleinen
Weissenbergzahlen sieht man den erwarteten Wert. Bei hohen Weissenbergzah-
len hingegen ist es keineswegs so, dass dieses Verha¨ltnis gegen 1 konvergiert,




































12.07± 0.02 fu¨r We≪ 1
3.392± 0.003 fu¨r We≫ 1 . (2.77)
Dies bedeutet, dass selbst bei starker Scherung die Fluktuationen noch starke
Auswirkungen auf die Orientierung der Kette haben.
2.3.3 Winkelverteilung
Abbildung 2.8 zeigt die Orientierung der Ketten fu¨r verschiedene Weissenberg-
zahlen. Man erkennt, dass die Ketten ohne Scherung wie erwartet gleichverteilt
sind. Mit zunehmender Scherung reorientieren sich die Ellipsoide, wobei ihre
Verteilung um einen Azimuthwinkel von ϕ = 0 streut und bei einem cos θ
kleiner als 1 anfa¨ngt einen Peak auszubilden.
Diese Beobachtung entspricht auch fru¨heren Studien, die nur die mittlere Ori-
entierung des Gyrationstensors betrachtet haben [17, 35, 37], sowie dem theo-
retischen Verlauf des in Kapitel 2.2.4 angesprochenen Orientierungswinkels χ,
nach dem bei sehr kleinen Scherraten die Ketten sich unter einem Winkel von π
4
anfangen auszurichten und fu¨r ho¨here Scherraten dann weiter in die Stro¨mung
hinein drehen. Dieser theoretische Verlauf ist in Abb. 2.7 dargestellt.
Nach Glg. (2.63) und (2.73) gilt fu¨r den Orientierungswinkel χ
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Fu¨r große Weissenbergzahlen geht dieser Winkel gegen 0. Man sieht also, dass
die Kette sich in die Stro¨mung dreht. Jedoch werden bei dieser Darstellung
Fluktuationen vernachla¨ssigt, die zu dem in Abschnitt 2.3.2 besprochenen
Effekt fu¨hren.
Die Orientierung der anderen beiden Haupttra¨gheitsachsen ist bei einem
Schnitt bei cos(θ) = 0, wie erwartet. Betrachtet man hohe Scherraten, wie
in Abbildung 2.9, so ist der gro¨ßte Teil der kleinsten und der mittleren Achse
senkrecht zur x-Achse orientiert, wobei die kleinste Achse u¨berwiegend unter
einem Azimuthwinkel von ϕ = π und die mittlere Achse hauptsa¨chlich unter
ϕ = π
2
ausgerichtet sind. Bei kleineren Polarwinkeln vermischt sich das Bild,
woran man sieht, dass keine klare Trennung der beiden Richtungen, selbst bei
46
















































































































































Abbildung 2.9: Histogramme der Winkelverteilungen fu¨r die kleinste (a) und die
mittlere (b) Haupttra¨gheitsachse bei We = 5
hohen Weissenbergzahlen, mo¨glich ist.
Es ist zu beachten, dass nur die Halbkugelschale mit x > 0 betrachtet wur-
de. Eigenvektoren, deren x-Komponente kleiner als 0 sind, werden durch eine
Punktspiegelung ~r → −~r in den Halbraum mit positiven x-Werten abgebil-
det. Daher ist in Abbildung 2.9a keine Symmetrie zwischen 0, π und 2π zu
erkennen, wie man es eigentlich erwarten wu¨rde.
Zur Veranschauung sind in Abbildung 2.10 ein paar Kettenkonfigurationen fu¨r
unterschiedliche Weissenbergzahlen abgebildet.
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Monte-Carlo-Simulation von harmonischen Kugel-Feder-Ketten in
Scherstro¨mung
We = 0 We = 1
We = 5 We = 10
We = 50 We = 100
Abbildung 2.10: Beispielkonfigurationen fu¨r verschiedene Weissenbergzahlen (N =
1000). Die Kugeln sind fu¨r jede Konfiguration gleich groß. Ledig-
lich die Entfernung a¨ndert sich, um die ganze Kette ins Bild zu
bekommen.
Kapitel 3
Die Konformationen von Ketten
in oszillierender Scherstro¨mung
3.1 Ketten mit Dipolmomenten in a¨ußeren
Feldern
3.1.1 Modell
Betrachten wir, wie im Falle konstanter Scherung, ein Kugel-Feder-Modell, bei
dem einzelne Massepunkte mit Hookeschen Federn verbunden werden. Hinzu
kommt nun allerdings noch ein Dipolmoment entlang der Kette. Zu dem har-
monischen Potential wird demnach noch die Dipolwechselwirkung mit einem
a¨ußeren elektrischen Feld ~E addiert
U = H + HE , (3.1)













q(~rn+1 − ~rn) · ~E








= q ~E · (~rN − ~r1) . (3.2b)
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Die Langevingleichung der Gleichgewichtsdynamik muss in solch einem System
nun um zwei Terme, dem Scherterm und dem Dipolterm, erweitert werden
~˙rn = −µ ∂U
∂~rn





+ ~ζn + f(t)
↔
ε ~rn − µq ~E(δNn − δ1n) . (3.3)
















Φnp~rn − µq ~E
∑
n
(ΦnpδNn − Φnpδ1n) (3.4)
und man erha¨lt die Bewegungsgleichung der entkoppelten Normalmoden
~˙xp = −kp~xp + ~ξp + f(t) ↔ε ~xp − µq ~E(ΦNp − Φ1p) . (3.5)
Setzt man die Inhomogenita¨t
~κp = ~ξp − µq ~E(ΦNp − Φ1p) (3.6)
so erha¨lt man die bereits bekannte Gleichung
~˙xp = −kp~xp + f(t) ↔ε ~xp + ~κp . (3.7)
3.1.2 Berechnung der Erwartungswerte der Rouse-
Moden in oszillierender Anregung
Aus den bekannnten Lo¨sungen von Glg. (3.7) (siehe Kapitel 2.1.2) lassen sich













und somit (i = y, z)
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Interessanter hingegen ist die x-Komponente:
xxp(t) = e



























dτekpτµq(ΦNp − Φ1p)Ex(τ) (3.11)












~E(t) = ~A cos(ωEt+ ϕE) . (3.13)











· (− kp cos(ϕE)− ωE sin(ϕE)
+ ekpt(kp cos(ωEt+ ϕE) + ωE sin(ωEt+ ϕE))
)
(3.14)
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∫ t
0





(ωS − ωE) cos(ϕE − ϕS) + kp sin(ϕE − ϕS)
k2p + (ωS − ωE)2
+
(ωS + ωE) cos(ϕE + ϕS) − kp sin(ϕE + ϕS)




k2p + (ωS − ωE)2
(
(ωS − ωE) cos((ωE − ωS)t+ (ϕE − ϕS))




k2p + (ωS + ωE)
2
(− (ωS + ωE) cos((ωE + ωS)t+ (ϕE + ϕS))
+kp sin((ωE + ωS)t+ (ϕE + ϕS))
)]}
(3.16)
Im Langzeitlimes, also unter Vernachla¨ssigung aller exponentiell abfallenden
Terme (e−kpt → 0, ∀p 6= 0) und der Verwendung der Linearkombinationen
Ω± = ωS ± ωE (3.17a)
ϕ± = ϕS ± ϕE (3.17b)
folgt der Erwartungswert der x-Komponente der p-ten Rouse-Mode
〈xxp(t)〉 ≃ −µq(ΦNp − Φ1p){[ γ˙0
ωS
(

























3.1 Ketten mit Dipolmomenten in a¨ußeren Feldern 53
Setzen wir Glg. (3.14) in (3.9) ein, so nehmen die Erwartungswerte der y- und
der z-Komponente die Form
〈xyp(t)〉 ≃ −µ (ΦNp − Φ1p) qAy





〈xzp(t)〉 ≃ −µ (ΦNp − Φ1p) qAz






Nun fehlt noch der Vorfaktor ΦNp−Φ1p. Da aber die Standardtransformation















p 6= 0 , (3.20)
la¨sst sich dieser einfach berechnen.
Im Falle p = 0 folgt daraus
ΦNp − Φ1p = 0 . (3.21a)
Der Erwartungswert der x-Komponente des Schwerpunkts verschwindet also.
Im Fall p 6= 0 gilt
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3.1.3 Gyrationstensor und zweite Momente
Der mittlere Gyrationstensor kann nach Glg. (2.52) auf einfache Weise in





〈~xp ⊗ ~xp〉 (3.22)
Zur Berechnung der zweiten Momente der Rouse-Moden machen wir einige
Annahmen und fu¨hren ein paar Abku¨rzungen ein:
• Der von p abha¨ngige Vorfaktor wird mit
Φ˜p = ΦNp − Φ1p (3.23)
abgeku¨rzt.






• Der Zeitnullpunkt wird so festgelegt, dass die Phase der oszillierenden
Scherrate verschwindet ϕS = 0.
• Es wird nur ein asymptotisches Langzeitverhalten betrachtet, d.h. expo-
nentiell geda¨mpfte Terme werden vernachla¨ssigt.
• Wir gehen davon aus, dass nur schwache elektrische Felder angelegt
werden. Daher werden Terme in quadratischer Ordnung O(q2A2) ver-
nachla¨ssigt.
Um die zweiten Momente zu berechnen, betrachten wir zuna¨chst die Abha¨ngig-
keit der ersten Momente von dem elektrischen Feld. Nach Glg. (3.18) und (3.19)
sind die ersten Momente proportional zur ersten Potenz des Feldes
〈xip〉 ∝ qA . (3.25)
Desweiteren gilt nach Glg. (3.8) und (3.9) sowie Glg. (3.10) und (3.11)
xip − 〈xip〉 ∝ (qA)0 . (3.26)
Fu¨r die zweiten zentrierten Momente der Rouse-Moden gilt
〈(xip − 〈xip〉)(xjp − 〈xjp〉)〉 = 〈xip xjp〉 − 〈xip〉 〈xjp〉 . (3.27)
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Addieren wir den zweiten Term der rechten Seite, so stellen wir fest, dass die
zweiten Momente der Rouse-Moden bis auf Terme der Ordnung O(q2A2) durch
ihre zentrierten zweiten Momente ausgedru¨ckt werden ko¨nnen,
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Somit haben die zentrierten zweiten Momente die Gestalt



















































































Anhand analoger Rechnungen erha¨lt man auch
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〈∆xxp ∆xzp〉 = 〈∆xzp∆xxp〉
= 〈∆xyp ∆xzp〉
= 〈∆xzp∆xyp〉
= 0 . (3.30d)
Unter Verwendung dessen und einiger Additionstheoreme, erhalten wir die





























































+ O(q2A2) . (3.31a)






































Man erkennt also, dass die Eintra¨ge des Gyrationstensors alle erst quadratisch
von dem angelegten a¨ußeren Feld abha¨ngen, wa¨hrend der End-zu-End-Vektor
hingegen linear von dem elektrischen Feld abha¨ngt. Im Rahmen der
”
line-
ar response theory“, in der nur lineare Terme des Sto¨rfeldes beru¨cksichtigt
werden, kann die Gestalt der Ketten also als unabha¨ngig von der Dipol-Feld-
Wechselwirkung angesehen werden. Aufgrund dieses schwachen Einflusses
bietet es sich an, wie M. Wilhelm und S. Ho¨fl [1, 18–20] dies in ihren rheo-
logischen Untersuchungen getan haben, die dielektrische Spektroskopie zur
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Messung der Kettenkonformationen zu verwenden.
Inwiefern durch diese Messmethode wirklich Ru¨ckschlu¨sse auf die Gestalt der
Moleku¨le gezogen werden ko¨nnen, kann an dieser Stelle nicht gekla¨rt werden.
Da diese Arbeit ausschließlich Einzelkettensimulationen behandelt, mu¨sste
die Theorie der molekularen Polarisierbarkeit zuna¨chst durch eine konsistente
”
Mean-Field“-Na¨herung ausgedru¨ckt werden. Damit wu¨rde man die Notwen-
digkeit der Berechnung von Crosskorrelationen zwischen verschiedenen Ketten
umgehen.
Einen ersten Schritt zu solch einer Entwicklung macht Mazenko in [39], der
die Clausius-Mosotti-Formel mit Hilfe einer
”
Mean-Field“-Theorie herleitet.
Allerdings besteht zur vollen Beschreibung der Problematik noch weiterer
Kla¨rungsbedarf.
Betrachten wir daher nur die Abha¨ngigkeit des Gyrationstensors von der oszil-
lierenden Scherrate. Es ist interessant, dass sich dieser in drei unterschiedliche
Anteile gliedern la¨sst
1. Den isotropen Anteil des Gleichgewichtszustands
2. Oszillatorische Anteile, die von Amplitude und Frequenz der Scherrate
abha¨ngen
3. Anteile, die zwar ebenfalls von Amplitude und Frequenz abha¨ngen, aber
zeitunabha¨ngig sind.
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3.2 Zeitliches Mittel
3.2.1 Gyrationstensor im Zeitmittel
Um ein Gefu¨hl fu¨r das Verhalten der Ketten in oszillatorischer Scherstro¨mung
zu bekommen, macht es Sinn, zuna¨chst den Gyrationstensor und damit die
Gestalt der Moleku¨le im Zeitmittel zu betrachten.























la¨sst sich demnach leicht berechnen.
Die zeitlich gemittelten zweiten Momente der Rousemoden erha¨lt man aus Glg.
(3.31)
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Diese einfache Form macht es leicht, sich Grenzfa¨lle anzuschauen. Im Falle
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Dies bedeutet, dass fu¨r verschwindende Frequenz der Scherung und hohe
Weissenbergzahlen, die Streckung sich im Zeitmittel ebenso verha¨lt, wie im
Falle konstanter Scherung. Dies sollte natu¨rlich auch der Fall sein, da ver-
schwindende Frequenz nichts anderes als konstante Scherrate bedeutet.
Im Falle hoher Frequenzen ωS ≫ 1 kann hingegen im Nenner des zweiten
Terms der erste Summand 4k2p gegenu¨ber ω
2

















Dies bedeutet, dass die Streckung der Ketten fu¨r hohe Frequenzen in den
Gleichgewichtszustand u¨bergeht, die Moleku¨le der Bewegung der Scher-
stro¨mung also nicht folgen ko¨nnen.
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3.3 Ketten in oszillatorischer Scherung
3.3.1 Der Gyrationstensor und seine Eigenwerte
Betrachtet man die zeitabha¨ngige Verteilung der Rouse-Moden, so mitteln sich
die xy-Komponenten nicht mehr heraus. Um eine Monte-Carlo-Simulation in
der Art wie bei konstanter Scherung entwerfen zu ko¨nnen, ist es daher not-
wendig die Eigenwerte und Eigenvektoren der Korrelationsmatrix zu kennen.





















































Grenzfa¨lle: Um sich zuna¨chst einmal daru¨ber klarzuwerden, welches Ver-
halten der Ketten man eigentlich erwartet, ist es sinnvoll auch an dieser Stelle
zuna¨chst die beiden Grenzfa¨lle verschwindender Frequenz und sehr hoher zu
betrachten.
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Dies entspricht, wie erwartet, wieder dem Fall der konstanten Scherung.





〈xxpxyp〉 ≈ O(ω−1S ) , (3.41b)
was wiederum der Gleichgewichtsverteilung entspricht.
Modifikation der Simulation Die Eigenwerte und Eigenvektoren lassen
sich nicht mehr so einfach berechnen, wie das bei konstanter Scherung der Fall
war. Daher ist es einfacher die Matrixelemente als Variablen zu betrachten und













zu diagonalisieren. Hierbei sind
a ≡ kp · 〈(xxp)2〉 (3.43a)
b ≡ kp · 〈xxpxyp〉 . (3.43b)
Die Eigenwerte der Matrix
↔
A lauten


































R= diag(λ+, λ−, 1) (3.46)
gilt.
Es handelt sich bei der Polymerschmelze in oszillatorischer Scherung zwar
um ein System im Nicht-Gleichgewicht, das explizit zeitabha¨ngig ist, dennoch
a¨ndert sich nichts an dem Gaußschen Charakter der Ketten. Die Lo¨sungen
der Bewegungsgleichung beinhalten nur Superpositionen von Gaußvariablen.
Somit sind die interessanten Gro¨ßen immer noch gaußverteilt, lediglich die
Varianz a¨ndert sich und wird zeitabha¨ngig.
Wenn auch unkonventionell, so scheint es daher doch sinnvoll, auf die bereits
zuvor verwendete Monte-Carlo-Methode zuru¨ck zu greifen und lediglich eine
neue Variable Zeit t einzufu¨hren.
In der Simulation muss dann prinzipiell nur noch die Transformation von den
standardnormalverteilten Zufallszahlen auf Rousemoden modifiziert werden.
Die Berechnung dieser Transformationsmatrix erfolgt anlog zu dem Fall mit
konstanter Scherung.


































































Abbildung (3.1) zeigt einige Simulationsergebnisse der Monte-Carlo-
Simulation zur Untersuchung oszillatorischer Scherung. Zu sehen ist der
zeitliche Verlauf des gro¨ßten normierten Gyrationseigenwerts G3 fu¨r eine feste
Weissenbergzahl We = 1000.
Wird die Kette oszillatorisch geschert, so oszilliert auch der Eigenwert. Man
erkennt, dass die Amplitude und die Phasenverschiebung von der Frequenz























































Abbildung 3.1: Gro¨ßter normierter Eigenwert G3 als Funktion der dimensionslosen
Zeit ω · t fu¨r verschiedene Frequenzen ω und Weissenbergzahl We=
1000 (gemittelt u¨ber 2.5 · 105 Konfigurationen)
der Scherung abha¨ngen. Desweiteren erkennt man auch, dass die Frequenz,
mit der das System antwortet, doppelt so groß ist, wie diejenige der Scherung.
Daher wurde an einige Simulationsergebnisse eine Sinusfunktion angepasst.
Die Fitfunktion lautet
f(x) = a + b · sin(2 k · x + c) . (3.48)
Fu¨r drei unterschiedliche Weissenbergzahlen und unterschiedliche Frequenzen
sind die Fitparameter in Tabelle 3.1 aufgefu¨hrt.
Die Beobachtungen, die man anhand dieser Tabelle machen kann, stimmen
mit den aus Glg. (3.39) zu erwartenden Tendenzen u¨berein.
Zeitlicher Mittelwert und Amplitude nehmen mit steigender Weissenbergzahl
zu und sinken bei wachsender Frequenz. Die Antwortfrequenz ist im wesentli-
chen doppelt so hoch wie die Anregungsfrequenz.
Aus Glg. (3.39) geht hervor, dass das xx-Element des Gyrationstensors pro-
portional zum Quadrat der Weissenbergzahl ist, wa¨hrend die Nebendiagonal-
elemente nur linear in We sind. Bei hoher Scheramplitude dominiert daher der
Diagonalanteil, der mit doppelter Scherfrequenz oszilliert. Eine leichte Ver-
schiebung der Antwortfrequenz fu¨r unterschiedliche Anregungsfrequenzen ist
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ω a b c k
We=500
0.01 137345± 27 96933± 38 0.0888± 0.0008 0.9996± 0.0001
0.05 17462± 9 8716± 12 −0.897± 0.003 0.9988± 0.0004
0.1 5146± 4 2649± 5 −1.053± 0.004 0.9993± 0.0005
0.5 265.5± 0.3 157.9± 0.3 −1.292± 0.005 1.0022± 0.0007
1 78.08± 0.07 45.04± 0.1 −1.366± 0.005 1.0026± 0.0007
We=1000
0.01 549375± 103 387722± 147.1 0.0899± 0.0008 0.9995± 0.0001
0.05 69821± 36 34877± 48 −0.896± 0.003 0.9986± 0.0004
0.1 20555± 14 10595± 18 −1.054± 0.004 0.9994± 0.0005
0.5 1032± 1 629± 1 −1.293± 0.005 1.0023± 0.0007
1 281.4± 0.3 178.2± 0.4 −1.368± 0.005 1.0032± 0.0007
We=5000
0.01 1.4 · 107 ± 2687 9.7 · 106 ± 3836 0.0896± 0.0008 0.9995± 0.0001
0.05 1.7 · 106 ± 894 8.72 · 105 ± 1202 −0.897± 0.003 0.9987± 0.0004
0.1 513634± 344 264930± 458 −1.054± 0.003 0.9995± 0.0005
0.5 25557± 27 15696± 35 −1.293± 0.005 1.0024± 0.0007
1 6801± 8 4432± 11 −1.369± 0.005 1.0036± 0.0008
Tabelle 3.1: Fitparameter nach Glg. (3.48) fu¨r verschiedene Weissenbergzahlen und
Scherfrequenzen
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wohl auf den Einfluss dieser Nicht-Diagonalelemente zuru¨ck zu fu¨hren.
Die Phasenverschiebung ha¨ngt nur von der Anregungsfrequenz, aber nicht von

















Abbildung 3.2: Gro¨ßter normierter Eigenwert G3 als Funktion der Weissenbergzahl




















Abbildung 3.3: Gro¨ßter normierter Eigenwert G3 als Funktion der reduzierten
Scheramplitude γ˙0
ω
(Mittelung u¨ber 2.5 ∗ 105 Konfigurationen)
Abbildung (3.2) zeigt den gro¨ßten normierten Eigenwert als Funktion der
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Weissenbergzahl fu¨r eine willku¨rlich festgelegte Zeit t = 0.8 und verschiedene
Frequenzen. Man erkennt auch hier, dass die Streckung des Moleku¨ls immer
spa¨ter einsetzt, je ho¨her die Frequenz ist.
Tra¨gt man den Gyrationseigenwert G3 als Funktion des Verha¨ltnisses aus
Scheramplitude und Frequenz γ˙0
ω
, so erkennt man in Abbildung (3.3), dass sich
der Verlauf der Graphen mit zunehmender Frequenz immer mehr entspricht.
Die Gestalt des Moleku¨ls ha¨ngt also nicht mehr allein von Scherrate und Re-
laxationszeit ab, sondern vielmehr von dem Produkt aus Scherrate und der
dritten charakteristischen Zeit des Systems, der inversen Scherfrequenz.




























Abbildung 3.4: Gro¨ßter normierter Eigenwert G3 als Funktion der dimensionslosen
Zeit ω · t fu¨r ω = 0.01 und ω = 0.05 und Weissenbergzahl We= 1
(gemittelt u¨ber 2.5 · 105 Konfigurationen)
Es stellt sich noch die Frage, was bei einer Scherrate wa¨hrend des U¨bergangs
vom Gleichgewichtsverhalten zur Streckung der Kette geschieht. Bei einer
Weissenbergzahl von We ≃ 1 ko¨nnte es sein, dass die Nicht-Diagonalelemente
(3.39b) sta¨rker ins Gewicht fallen und die U¨berlagerung von Frequenzen sowie
die unterschiedlichen Phasenverschiebungen zu einem komplizierteren Verhal-
ten der Ketten fu¨hren. Das dem nicht so ist, zeigt Abbildung 3.4. Man erkennt,
dass auch bei We = 1 das System mit der doppelten Frequenz antwortet. Le-
diglich die Amplitude ist sehr klein, was an der geringen Scherrate liegt. Auf
die Darstellung mit ho¨heren Frequenzen wurde daher verzichtet, da sich die






Problematik und Beschreibung eines BD-Algorithmus
Das Kugel-Feder-Modell, bei denen die einzelnen Monomere durch Hookesche
Federn verbunden sind, ist gerade bei starker Scherung unrealistisch.
Physikalischer ist ein Modell, bei dem die La¨nge der Bindungen limitiert ist. Bei
sogenannten FENE-Ketten1 sind die Monomere durch Federn verbunden, die
nur fu¨r kleine Ausdehnungen na¨herungsweise durch ein harmonisches Potential
beschrieben werden ko¨nnen und deren Potential bei einem maximalen Wert R0
divergiert.













Dies hat zur Folge, dass die Langevin-Gleichung
~˙rn = 3

 ~rn+1 − ~rn1 − (~rn+1−~rn
R0







 + ~ζn + γ˙ ↔ε ~rn (4.2)
nicht mehr linear in den Monomerpositionen ~rn ist, weshalb eine Transfor-
mation auf Rousemoden nicht mehr zu der gewu¨nschten Entkopplung der
1FENE ist die Abku¨rzung fu¨r
”
Finitely Extensible Nonlinear Elastic“
70
”
Brownian Dynamics“ - Algorithmen von FENE-Ketten
Gleichung fu¨hrt. Man steht also vor dem Problem einer gekoppelten und
nichtlinearen Bewegungsgleichung, die nicht mehr so einfach gelo¨st werden
kann.
Um einen geeigneten Monte-Carlo Algorithmus zu entwickeln, wu¨rde aller-



















Der Versuch, das Problem im Fokker-Planck-Bild zu lo¨sen, scheitert jedoch
























Wa¨hrend sich der symmetrische Anteil der Bewegungsgleichung auf ein Ge-
schwindigkeitspotential, das sogenannte Kramers-Potential [40], zuru¨ckfu¨hren
la¨sst, ist der Rotationsanteil nicht konservativ und kann somit nicht durch ein
Potential ausgedru¨ckt werden.
In niedrigster Ordnung der Scherrate kann der
”
rate of strain“-Tensor durch
seinen symmetrischen Anteil ersetzt werden [14, 41]. Allerdings interessiert uns
nicht nur der Fall kleiner Scherraten, sondern gerade der sehr hoher.
Ein einfacher und schneller Monte-Carlo-Algorithmus wie im Fall der Kugel-
Feder-Moleku¨le mit harmonischen Potential ist somit nicht mo¨glich.
Daher wird im Folgenden ein Brownian-Dynamics-Algorithmus vorgestellt, der
a¨hnlich einem Velocity-Verlet-Algorithmus konstruiert ist.
Ausgangspunkt ist die Langevin-Gleichung (4.2), die im Folgenden nume-
risch integriert werden soll. Der Rauschterm erfu¨llt das bereits bekannte
Fluktuations-Dissipations-Theorem
〈ζαn 〉 = 0 (4.5a)
〈ζαn (t)ζβm(t′)〉 = 2δnmδαβδ(t− t′) . (4.5b)
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P˙ = (L1 + L2)P . (4.8)
Die formale Lo¨sung dieser Gleichung lautet
P(h) = e(L1 +L2) hP(0) . (4.9)
Eine Trotter-Na¨herung liefert dann




] + O(h3) (4.10)
Mit Hilfe einer Taylorentwicklung la¨sst sich zeigen, dass beide Seiten bis auf
Terme der Ordnung O(h3) u¨bereinstimmen [42].
Dies bedeutet, dass der zugeho¨rige Algorithmus im Wesentlichen aus drei
Schritten besteht:
• Entwicklung des Diffusionsterms um einen halben Zeitschritt
~rn
′ = ~rn(t) +
√
h ~ξn ; (4.11)
• Berechnung der neuen Kra¨fte und ein ganzer Zeitschritt deterministischer
Verru¨ckung
~rn






Brownian Dynamics“ - Algorithmen von FENE-Ketten
• Wiederum ein halber Zeitschritt Diffusion
~rn(t+ h) = ~rn
′′ +
√
h ~ξn . (4.13)
Hierbei sind die ξαn Zufallszahlen, die das stochastische Rauschen ergeben.
Die Kra¨fte sind gegeben durch




 ~rn+1 − ~rn1− (~rn+1−~rn
R0








Man beachte, dass (4.12) einen Fehler der Ordnung O(h2) einfu¨hrt, da ~F im
Allgemeinen nicht konstant ist. Dies bedeutet, dass der Algorithmus bezu¨glich
der Konvergenzordnung a¨quivalent zu einem Euler-Update ist. Die gewa¨hlte
Zerlegung ist jedoch besonders zweckma¨ßig, um in ku¨nftigen Implementatio-
nen die Konvergenzordnung zu verbessern, da hier auf Standardmethoden fu¨r
deterministische Differentialgleichungen zuru¨ckgegriffen werden kann.
Fu¨r den stochastischen Term werden pro Zeitschritt und Update zwei gauß-
verteilte Zufallszahlen beno¨tigt. Der Box-Muller-Algorithmus zur Erzeugung
solcher Zufallszahlen kostet im Vergleich zu der restlichen Simulation viel Zeit.
Daher ist es sinnvoll, sich Gedanken u¨ber andere Verteilungen und den zen-
tralen Grenzwertsatz zu machen. Fu¨r die Momente einer Gaußverteilung gilt,
dass das vierte Moment proportional zum Quadrat der Varianz, das sechste
Moment zu der dritten Potenz der Varianz und so weiter ist. Desweiteren ist die
Varianz in fu¨hrender Ordnung proportional zum Zeitschritt h. Dies bedeutet
aber, dass eine Entwicklung einer Gaußverteilung nach ihren Momenten gleich-
bedeutend mit der Entwicklung nach Potenzen von h ist. Verwendet man nun
also eine Verteilung, deren Momente mit denen der beno¨tigten Gaußverteilung
bis zum vierten Moment u¨bereinstimmen, so weicht diese ho¨chstens in dritter
Ordnung in h von der Gaußschen ab. Da aber aufgrund der Trotter-Na¨herung
ohnehin Fehler der Ordnung O(h3) auftreten, reicht es aus, eine Verteilung zu
finden, deren Erwartungswert, Varianz und viertes Moment mit der zugrun-
de liegenden Normalverteilung u¨bereinstimmen, d.h. eine um Null verteilte,
symmetrische Verteilung mit Varianz 〈ξ2〉 = 1 und viertem Moment 〈ξ4〉 = 3.
Eine einfache Lo¨sung des Problems liegt darin, in der Verteilung nur drei Werte
zuzulassen
P (ξ) = (1− p)δ(ξ) + p
2
δ(ξ − a) + p
2
δ(ξ + a) . (4.15)
Diese Verteilung ist auf 1 normiert und ihre ungeraden Momente verschwinden.
Das zweite und vierte Moment lauten
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pa2 = 1, (4.16a)
pa4 = 3, (4.16b)
was bedeutet, dass a =
√




Um Anhaltspunkte zu finden, ob die Simulation vernu¨nftige Werte liefert, ist
es hilfreich, dass sich im Gleichgewicht einige Erwartungswerte berechnen las-
sen, die mit Simulationsergebnissen bei verschwindender Scherrate verglichen
werden ko¨nnen. Einfach zu messen und auch zu berechnen sind die mittlere
innere Energie eines Kettengliedes, sowie die mittlere Verbindungsla¨nge.








wobei zu beachten ist, dass U in Einheiten von kBT angegeben wird.












dx x2 (1− x2)α ln(1− x2)∫ 1
0
dx x2 (1− x2)α
. (4.19)
Diese Gleichung la¨sst sich mit Hilfe von [43] lo¨sen. Es gilt
〈U〉 = α {ψ(α + 1 + 1
2
) − ψ(α + 1)} , (4.20)






Die mittlere Verbindungsla¨nge 〈r〉, sowie die mittlere quadratische Verbin-




dr r3 (1− r2) 32R20∫ R0
0
dr r2 (1− r2) 32R20
(4.22)
wird mittels der Substitution (4.18)
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dx x3 (1− x2)α∫ 1
0





(4 + 6α + 2α2)
√
π Γ(α + 1)
. (4.23)




In allen Gleichungen bleibt ein freier Parameter stehen. Daher muss zur
Durchfu¨hrung der Simulation noch ein R0 gewa¨hlt werden. Bei Problemen
mit Lennard-Jones-Wechselwirkung ist es u¨blich, R0 = 1.5 zu verwenden. Bei
dieser Simulation gibt es zwar keine Notwendigkeit, R0 genau so zu wa¨hlen,
aber dennoch ist es sinnvoll, einen kleinen Wert anzunehmen, da so ein kleine-
rer Bereich von Scherraten durchlaufen werden muss, um Effekte der Divergenz
zu sehen.
Setzt man nun also R0 = 1.5, erha¨lt man die Werte
〈U〉 = 1.099923 (4.25a)
〈r〉 = 0.713299 (4.25b)
〈r2〉 = 0.574468 . (4.25c)
Aufbau und Durchfu¨hrung der Simulation
Die Simulation erfolgt in einem C-Programm. Hierbei werden die Teilchen-
positionen als Array angegeben. Auf einem zweiten Hilfsarray geschehen die
Teilchenupdates, wie im vorangegangenen Abschnitt beschrieben. Durch den
in der Simulation notwendig endlichen Zeitschritt kann es passieren, dass
einzelne Ketten brechen, d.h. dass zwei benachbarte Teilchen weiter als die
im Potential maximal mo¨gliche Bindungla¨nge R0 voneinander entfernt sind.
In diesem Fall wa¨re die auf die Teilchen wirkende Kraft (Glg (4.14)) nicht
mehr attraktiv. Dieser verbotene Zustand muss in der Simulation abgefangen
werden, was dadurch geschieht, dass das Array der Teilchenpositionen nur
dann nach dem Zeitschritt durch das Hilfsarray ersetzt wird, wenn jeder
Abstand eines Monomers zu seinen Nachbarn kleiner als R0 ist.
Dies beeinflusst auch stark die Wahl des Zeitschrittes. Zu viele Kettenbru¨che
sind ein Indiz fu¨r einen zu hohen Zeitschritt und die Simulation muss mit
einem kleineren Zeitschritt erneut gestartet werden.
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U¨bersteigt die Bruchrate einen gewa¨hlten Wert2, so wird der Zeitschritt ver-
kleinert und die Simulation von vorne begonnen. Unterschreitet der Zeitschritt
einen zuvor festgelegten Minimalwert, so wird die Simulation abgebrochen.
Diese untere Schranke des Zeitschritts ist im Hinblick auf die Laufzeit der
Simulation notwendig.
Allerdings stellt dies gerade bei hohen Scherraten eine starke Beschra¨nkung
dar. Durch eine starke Scherung gibt es viele Verbindungen, deren La¨nge
bereits nahe an der Divergenz des Potentials liegen. Dadurch wa¨chst die
Gefahr, bei einem Update diese Barriere zu durchbrechen. Es kommt zu vielen
Kettenbru¨chen, bis der Zeitschritt so klein wird, dass die Simulation abbricht.
Simulationen bei sehr hohen Weissenbergzahlen sind mit diesem Algorithmus
daher nicht mo¨glich.
Die Monte-Carlo-Simulation der Kugel-Feder-Ketten mit harmonischem Po-
tential war so schnell, dass es gu¨nstiger war, die Auswertung direkt in das
Simulationsprogramm zu integrieren. Bei jeder neuen Konfiguration Eigenwer-
te und Eigenvektoren des Gyrationstensors in eine Datei zu schreiben ha¨tte




Brownian Dynamics“-Simulation hingegen ist viel langsamer. Statt die
Werte direkt im Programm zu mitteln oder ein Histogramm der Winkelver-
teilung zu erstellen, ist es sinnvoll, nach einer bestimmten Zeit einen Satz an
Daten in eine Datei zu schreiben.
In dieser Simulation wird zuna¨chst eine Startkonfiguration gewu¨rfelt, die fu¨nf
Rousezeiten lang in die richtige Verteilung relaxiert. Danach werden jede
zehntel Rousezeit die Eigenvektoren und Eigenwerte des Gyrationstensors,
sowie die innere Energie, die Contourla¨nge und der End-zu-End-Vektor der
Kette in eine Datei geschrieben.
Fu¨r jede Weissenbergzahl wurden 32 Simulationsla¨ufe durchgefu¨hrt und bei
jedem Durchlauf 1000 Datenpunkte, also 100 Rousezeiten, aufgenommen3.
Am Ende wurde das arithmetische Mittel u¨ber die Ergebnisse der einzelnen
Simulationen gebildet und deren statistischer Fehler berechnet.
Diese 32 Durchla¨ufe haben mehrere Vorteile. Die Daten jeder Einzelsimulation
sind untereinander korreliert, nicht jedoch die Daten zweier unterschiedlicher
Durchla¨ufe. Die Bestimmung der Korrelationszeiten und deren Beru¨cksichti-
gung bei der Bestimmung der Fehler wurde somit auf sehr einfachem Wege
umgangen. Um sicherzustellen, dass die Einzelsimulationen untereinander
auch nicht durch den Zufallszahlengenerator korreliert sind, z.B. dadurch dass
sie zur gleichen Zeit gestartet werden, und deren Zufallszahlengeneratoren
2In der Implementation wurde eine maximale Bruchrate von einem Bruch auf 2 · 106
Teilchenupdates gewa¨hlt
3Der Wert fu¨r We=1000 wurde wegen der langen Rechenzeit nur u¨ber 12 Werte gemittelt
und sollte daher nur als Scha¨tzwert betrachtet werden
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somit den gleichen Startwert haben, wird den Simulationen ein
”
Seed“ u¨ber-
geben, der durch einen externen Zufallszahlengenerator erzeugt wird.
Ein weiterer Vorteil liegt darin, dass mehrere Simulationen gleichzeitig auf
unterschiedlichen Prozessoren laufen ko¨nnen.
Aufgrund der langen Laufzeit wurde eine Kettenla¨nge von nur 40 Monomeren
gewa¨hlt, statt der bisherigen 64.
Vergleich zwischen berechneten und simulierten Werten
Zuna¨chst vergleichen wir die Simulationsergebnisse der mittleren inneren Ener-
gie pro Bindung, sowie die mittlere Bindungsla¨nge im Gleichgewicht We = 0
mit den in Glg. (4.25a) und (4.25b) berechneten Werten. In der Simulation




〈U〉 1.0999 1.098± 0.001
〈r〉 0.7133 0.7128± 0.0002
Diese Werte stimmen recht gut u¨berein, was ein Indiz fu¨r die Richtigkeit der
Simulation ist.
Streckung von FENE-Ketten
Bei der Untersuchung der Streckung der harmonischen Kugel-Feder-Ketten
wurde als relevante Gro¨ße der gro¨ßte gemittelte Eigenwert des Gyrationstensor
Gˆ3, normiert auf dessen kleinsten gemittelten Eigenwert Gˆ1, verwendet und
gegen die Weissenbergzahl aufgetragen.
Diese Beschreibung ist im Falle von Ketten mit einer maximalen Contourla¨nge
nur noch eingeschra¨nkt sinnvoll. Die mittlere Bindungsla¨nge kann einen Wert
R0 nicht u¨berschreiten. Die Contourla¨nge der Ketten ist demnach durch
R0 ·(N−1) beschra¨nkt. Daher macht es Sinn, von einer endlichen Streckbarkeit
der Ketten zu sprechen. Jedoch ist es so, dass Gˆ3 gegen einen endlichen Ma-
ximalwert konvergiert, wa¨hrend die Kette mit zunehmender Scherung immer
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schmaler wird. Dies hat zur Folge, dass Gˆ1 immer kleiner wird. Das Verha¨ltnis
aus beiden divergiert daher.
Neben dem normierten Eigenwert G3 wird im Folgenden deshalb auch ein Blick
auf die mittlere Bindungsla¨nge, sowie die Absolutwerte Gˆ3 und Gˆ1 geworfen.
4.2 Semi-impliziter Algorithmus
Gerade bei hohen Scherraten muss der verwendete Zeitschritt sehr klein
gewa¨hlt werden. Dies fu¨hrt zu sehr langen Laufzeiten des Programms, was
die maximale Scherrate, deren Simulation noch sinnvoll ist, stark limitiert.
O¨ttinger [25] beschreibt dieses Problem, das bei expliziten Algorithmen zur
Dynamik von FENE-Moleku¨len auftritt und gibt einen semi-impliziten Algo-
rithmus fu¨r FENE-Hanteln an, der das Problem der Kettenbru¨che vermeidet.
Dieser Algorithmus wurde spa¨ter von Somasi et al. [44] auf FENE-Ketten ver-
allgemeinert und von Prabhakar und Prakash [45] auf Systeme mit
”
excluded
volume“ und hydrodynamischer Wechselwirkung erweitert. Hierbei handelt es
sich um einen semi-impliziten Pra¨diktor-Korrektor-Algorithmus. Der Vorteil
dieser Art der Simulation liegt darin, dass durch die Vermeidung von Ket-
tenbru¨chen zum einen die Verwendung eines gro¨ßeren Zeitschritts ermo¨glicht
wird und zum anderen die Einschra¨nkungen an die mo¨glichen Scherraten, wenn
auch nicht aufgehoben, so immerhin zu sehr viel ho¨heren Weissenbergzahlen
verschoben werden.
Der Zeitschritt wurde wa¨hrend der Simulation so gewa¨hlt, dass das Verha¨ltnis
aus diesem Zeitschritt und der ku¨rzesten charakteristischen Zeit des Systems
noch klein gegen 1 ist










wobei a = 0.01 bei niedrigen und wegen der Rechenzeit der Simulation a = 0.1
bei sehr hohen Scherraten gewa¨hlt wurde.
Da in dieser Arbeit Kettenmoleku¨le in Rouse-Dynamik, also ohne hydrody-
namische Wechselwirkung und
”
excluded volume“-Effekt, untersucht werden,
folgen die weiteren Betrachtungen dem von Somasi [44] angebenen Schema.
Ausgangspunkt des Algorithmus ist die Bewegungsgleichung fu¨r die Relativ-
koordinaten ~qi
∆~qi = {γ˙ ↔ε ~qi + (2 ~Fi − ~Fi−1 − ~Fi+1)} · h +
√
2h (~ηi+1 − ~ηi), (4.27)
wobei der Rauschterm mathematisch wieder durch Zufallszahlen mit Erwar-
tungswert 〈ηαi 〉 = 0 und zweitem Moment 〈ηαi ηβj 〉 = δijδαβ beschrieben wird
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und die Kra¨fte durch die Kraft einer FENE-Feder gegeben ist




Der Algorithmus berechnet nun in drei Schritten aus einer gegebenen Lo¨sung
~q ni zum Zeitpunkt nh die Lo¨sung ~q
(n+1)
i im na¨chsten Zeitschritt t = (n+1) ·h.
1.Schritt: Im sogenannten Pra¨diktorschritt werden die Verbindungsvektoren
explizit durch ein Euler-Update entwickelt




ε ~q ni + (2
~F ni − ~F ni−1 − ~F ni+1)} · h +
√
2h (~η ni+1 − ~η ni ) (4.29)
2.Schritt:Der erste Korrekturschritt behandelt die Kra¨fte ~¯Fi und ~¯Fi−1 implizit






ε ~q ni +
↔




2h (~η ni+1 − ~η ni ) .
(4.30)
Setzt man hier Glg. (4.28) ein, fu¨hrt dies auf eine kubische Gleichung der
Betra¨ge q¯i = |~¯qi|, die genau eine Lo¨sung zwischen 0 und R0 besitzt [25]
q¯3i − Xq¯i − R20(1 + 6h)q¯i + R20X = 0 , (4.31)
wobei X der Betrag der rechten Seite von Glg. (4.30) ist.
3.Schritt: Der zweite Korrekturschritt berechnet nun mit Hilfe der Hilfsvek-
toren ~¯qi aus dem vorangegangenen Schritt die Verbindungsvektoren zur Zeit
t = (n + 1)h. Hierbei werden die Kra¨fte ~F n+1i und
~F n+1i−1 implizit behandelt






ε ~q ni +
↔




2h (~η ni+1−~η ni ),
(4.32)
was wiederum zu einer kubischen Gleichung a¨hnlich Glg. (4.31) fu¨hrt
(qn+1i )
3 − Y (qn+1i )2 − R20(1 + 6h)qn+1i + R20Y = 0 , (4.33)
wobei Y der Betrag der rechten Seite des zweiten Korrekturschritts (4.32) ist.
Nachdem wieder diejenige Lo¨sung gewa¨hlt wurde, deren Betrag zwischen 0
und R0 liegt, wird ein Residuum ǫ aus den beiden Korrekturschritten gebildet,
das als Differenz der beiden Lo¨sungen ~¯qi und ~q
n+1
i definiert wird




(~q n+1i − ~¯qi)2 . (4.34)
Ist dieses Residuum gro¨ßer als eine vorher festgelegte Toleranz4 T , so wird ~¯qi =
~q n+1i gesetzt und Schritt 3 solange wiederholt, bis die gewu¨nschte Konvergenz
erreicht wird.
4.3 Auswertung der Simulationsdaten
4.3.1 Vergleich zwischen explizitem und semi-
implizitem Algorithmus
In Abbildung 4.1 wurden der normierte gemittelte Eigenwert G3 als Funkti-
on der Weissenbergzahl sowohl aus Simulationsergebnissen des expliziten, als
auch aus solchen des semi-impliziten Algorithmus aufgetragen. Alle Daten pas-
sen recht gut zusammen, so dass es fu¨r die Diskussion der Ergebnisse keinen
Unterschied macht, welche Simulationsmethode verwendet wurde.
Da allerdings der semi-implizite Algorithmus wesentlich ho¨here Scherraten
zula¨sst, werden alle folgenden Betrachtungen anhand der aus dieser Simulati-








Implizit (N = 40)
Explizit (N = 40)
Abbildung 4.1: Normierter Eigenwert G3 als Funktion der Weissenbergzahl fu¨r ver-
schiedene Simulationsmethoden zu FENE-Ketten
4In der Simulation wurde eine Toleranz von T = 10−6 gewa¨hlt.
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Abbildung 4.2: Normierter Eigenwert G3 als Funktion der Weissenbergzahl
Wie bereits vorher beschrieben, soll an dieser Stelle wieder der Verlauf des
normierten Eigenwertes des Gyrationstensors G3 in Abha¨ngigkeit der Scherung
untersucht werden.
Abbildung 4.2 zeigt den Verlauf der Simulationsdaten, welcher sich grob in
drei Teile untergliedern la¨sst.
• Bei niedrigen Weissenbergzahlen (bis etwa We=1) ist G3 konstant bei
seinem Gleichgewichtswert.
• Zwischen Weissenbergzahlen von etwa 1 bis 100 zeigt der Plot einen
starken Anstieg
• Daru¨ber hinaus steigt der normierte Gyrationseigenwert schwa¨cher mit
zunehmender Scherung, geht aber nicht in ein Plateau u¨ber.
Dieses Verhalten erkla¨rt sich, wenn man den Verlauf der nicht normierten
Eigenwerte Gˆ1 und Gˆ3 in Abbildung 4.3 betrachtet. Bei niedrigen Weissen-
bergzahlen bleiben beide Eigenwerte bei ihrem Gleichgewichtswert.
Wa¨hrend der gro¨ßte Eigenwert ab Scherraten mit We> 1 ansteigt, a¨ndert sich
Gˆ1 noch nicht.
Etwa bei gleicher Scherrate (We≈ 100) geht der Verlauf von Gˆ3 in ein Plateau
u¨ber, wa¨hrend Gˆ1 mit zunehmender Weissenbergzahl sinkt.
Geometrisch ausgedru¨ckt bedeutet dies, dass das Tra¨gheitsellipsoid der Kette
nicht unendlich ausgedehnt werden kann, was auch zu erwarten war. Statt-
dessen wird die la¨ngste Haupttra¨gheitsachse bis zu einem maximalen Wert
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gestreckt. Daru¨ber hinaus beha¨lt das Ellipsoid zwar seine La¨nge, wird aber
zunehmend schmaler.

















Abbildung 4.3: Nicht normierte Eigenwerte Gˆ3 und Gˆ1 als Funktion der Weissen-
bergzahl
4.3.3 Bindungsla¨nge und Energie
Abbildung 4.4 zeigt den Verlauf der mittleren Bindungsla¨nge als Funktion der
Weissenbergzahl. Dieser Plot zeigt ebenfalls drei unterschiedliche Bereiche:
• Bis zu We=10 findet praktisch keine Dehnung der FENE-Federn statt.
In diesem Bereich kann es nur zur reinen Orientierung des Tra¨gheits-
ellipsoids, sowie zu einer Streckung durch Orientierung der Bindungen
kommen.
• Mit zunehmender Scherung werden die Federn gestreckt.
• Diese Streckung ist jedoch durch die Singularita¨t in dem Potential be-
schra¨nkt, so dass der Verlauf bei einer Weissenbergzahl von etwa 104 in
ein Plateau u¨bergeht.
Allerdings ist dieses Plateau keineswegs konstant, sondern steigt immer noch
leicht an. Dies wird deutlich, wenn man die gemittelte innere Energie der Ket-
ten betrachtet (Abb. 4.5), die mit steigender Weissenbergzahl weiter anwa¨chst
U¯ ∝ log(We) fu¨r We > 1000 . (4.35)
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Abbildung 4.4: Mittlere Bindungsla¨nge r¯ als Funktion der Weissenbergzahl
Man wu¨rde erwarten, dass die Ketten bei sehr hohen Scherraten fast
vollsta¨ndig gestreckt sind, dass also auch der End-zu-End-Abstand nahe sei-
nem maximal mo¨glichen Wert (N − 1) · R0 liegt. Abbildung 4.6 zeigt jedoch,
dass dies nicht der Fall ist. Fluktuationen in der Orientierung der einzelnen
Bindungen scheinen daher noch eine große Rolle zu spielen. Diese Beobachtung
stimmt mit Ergebnissen in [13] u¨berein.
4.3.4 Vergleich zwischen Ketten mit FENE- und har-
monischem Potential
In Kapitel 2 wurde ausfu¨hrlich die Konformation von Kugel-Feder-Ketten, die
mit idealen Hookeschen Federn verbunden sind, diskutiert. In diesem Modell
bestehen keine Einschra¨nkungen an die Ausdehnung des Tra¨gheitsellipsoids,
solange die durch die Scherung in das System gebrachte Energie hinreichend
groß ist.
Es wurde sowohl analytisch (Glg. (2.76)) als auch mit Hilfe von Monte-Carlo
Simulationen gezeigt, dass die Streckung der Kette, ausgedru¨ckt durch den
gro¨ßten normierten Eigenwert G3 des Gyrationstensors, fu¨r hohe Scherraten
quadratisch mit der Weissenbergzahl wa¨chst.
In dem Modell, bei dem die Monomere durch FENE-Federn miteinander ver-
bunden sind, ist die Streckung hingegen stark beschra¨nkt. Es wird wesentlich
mehr Energie beno¨tigt, um die Kette zu deformieren. Abbildung 4.7 zeigt das
komplexere Verhalten von FENE-Ketten gegenu¨ber harmonischen bei starker
Scherung sehr deutlich.


































〈R2E〉 als Funktion der Weissenbergzahl
4.3.5 Orientierung
Die Winkelverteilung wurde auf die gleiche Art bestimmt wie in Abschnitt
2.3.3. Allerdings stehen pro Scherrate bei dieser Simulation nur 32 ·103 Daten-
punkte zur Verfu¨gung, von denen ein Histogramm erstellt werden kann, was
eine wesentlich kleinere Anzahl an Messdaten als in dem vorangegangenen
Kapitel ist.
Daher wurde auch eine geringere Auflo¨sung fu¨r das Histogramm gewa¨hlt
(30× 120 bins). Abbildung 4.8 zeigt mehrere Histogramme der Winkelvertei-
lungen mit zunehmender Weissenbergzahl. Qualitativ la¨sst sich sagen, dass
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Abbildung 4.7: Vergleich: G3 als Funktion von We fu¨r FENE-Ketten und fu¨r Ketten
mit harmonischem Potential (N=40)
sich die Orientierung von FENE-Moleku¨len in Scherstro¨mung a¨hnlich verha¨lt
wie die in Abschnitt 2.3.3.
Jedoch erfolgt die Reorientierung sehr viel schwerfa¨lliger als bei harmonischen
Kugel-Feder-Ketten, wie ein Vergleich mit Abbildung 4.9 zeigt.
Abbildung 4.10 zeigt die Winkelverteilung der End-zu-End-Vektoren der glei-
chen Messungen wie in Abbildung 4.8. Man sieht, dass sich diese im Mittel
ebenso ausrichten, wie die Eigenvektoren zum gro¨ßten Gyrationseigenwert.
Abbildung 4.11 zeigt Beispielkonfigurationen zu verschiedenen Scherraten. So-
wohl der Effekt der Streckung, als auch derjenige der Orientierung wird hierbei
sehr anschaulich.

























































































Abbildung 4.8: Histogramme der Winkelverteilungen des Eigenvektors zu G3 fu¨r
verschiedene Scherraten bei FENE-Ketten (N=40)
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Abbildung 4.9: Histogramme der Winkelverteilungen des Eigenvektors zu G3 fu¨r
verschiedene Scherraten aus MC-Simulationen von harmonischen
Ketten (N=40)
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Abbildung 4.11: Beispielkonfigurationen fu¨r verschiedene Weissenbergzahlen (N =
100)
Kapitel 5
Moleku¨le mit starren Bindungen
5.1 Zwangsbedingungen in der statistischen
Physik
Im vorangegangenen Kapitel wurde die Problematik, die die Simulation von
FENE-Ketten mit sich bringt, ausgiebig diskutiert.
Durch die Divergenz des FENE-Potentials wird die Diskretisierung der Ketten-
dynamik schwierig. Der in Simulationen notwendigerweise endliche Zeitschritt
fu¨hrt zu
”
verbotenen“ Zusta¨nden, in denen der Abstand zwischen zwei Mono-
meren gro¨ßer wird als durch das Potential erlaubt. Dies fu¨hrt zu sehr kleinen
Zeitschritten, bei denen eine Simulation durchgefu¨hrt werden kann.
Um diese Probleme zu vermeiden, scheint es natu¨rlich, Ketten zu betrachten,
deren Teilchenabsta¨nde durch holonome Zwangsbedingungen festgehalten
werden, was die effektive Anzahl der Freiheitsgrade verringert.
Allerdings treten bei solchen Modellen eine Vielzahl anderer, in hohem Maße
nicht trivialer Probleme auf.
Es ist bekannt, dass es mo¨glich ist, solche Moleku¨le entweder aus
”
starren
Stangen“1, oder aus unendlich steifen Federn aufzubauen.
Wa¨hrend sich diese beiden Modelle in der klassischen Mechanik nicht un-
terscheiden, erfahren wir im statistischen Bild, in dem nicht mehr einzelne
Trajektorien, sondern Maße im Phasenraum betrachtet werden, einen enormen
Unterschied.
Helfand [22] gibt eine scho¨ne Beschreibung der Ursache fu¨r die Problematik,
die generell bei der Einfu¨hrung von Zwangsbedingungen in der statistischen
1Solche Moleku¨le werden Kramers-Ketten genannt
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Mechanik auftritt.
Abbildung 5.1: Gleichverteilung entlang der Kurve erzeugt eine Nicht-
Gleichverteilung entlang x (entnommen aus [22])
Betrachten wir ein System mit zwei Freiheitsgraden x, y und ein Teilchen, das
sich entlang eines durch eine analytische Funktion eingeschra¨nkten Weges C
bewegt
C : y = φ(x) . (5.1)
Ist die Trajektorie durch holonome Zwangsbedingungen festgelegt
y − φ(x) = 0 , (5.2)
erha¨lt man eine Gleichverteilung entlang der generalisierten Koordinate q, also
entlang des Linienelements.
Dies fu¨hrt zu einer ungleichma¨ßigen Verteilung in der Koordinate x, wie Ab-
bildung 5.1 anschaulich zeigt.
Betrachtet man die Einschra¨nkung von y hingegen als sehr hartes Federpoten-
tial
V (x, y) =
1
2
k [y − φ(x)]2 , (5.3)
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Abbildung 5.2: In Richtung y ist die Kurve C1 a¨quidistant zu C. Orthogonal zu C
ist C1 an Punkt A na¨her als bei D. (entnommen aus [22])
so mu¨ssen A¨quipotentiallinien statt des Linienelements betrachtet werden.
Diese A¨quipotentiallinien Ci sind in y-Richtung an jedem Punkt x a¨quidistant.







in der Freiheit der Bewegung senkrecht zu C.
Der Unterschied zwischen beiden Modellen wird auch direkt deutlich, wenn
man sich das einfache Beispiel des Trimers ansieht [46–48]. Kettenmoleku¨le in
einer dichten Schmelze verhalten sich im Gleichgewicht wie ein idealer
”
Ran-
dom Walk“. Im Fall harter Bindungen weicht die Gleichgewichtsverteilung je-
doch enorm von derjenigen des
”
Random Walks“ ab. Die Gleichgewichtsver-
teilung des eingeschlossenen Winkels zwischen den beiden Bindungen ϑ ist fu¨r
einen
”





gegeben, wa¨hrend sich fu¨r ein starres Kramers-Trimer
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ergibt.
Der Fall, in dem die Monomer-Monomer-Wechselwirkung durch Federn mit
divergierenden Federkonstanten realisiert wird, ist daher wesentlich physikali-
scher.





harte“ Freiheitsgrade eingefroren werden.
Die Langevin- und Fokker-Planck-Gleichungen der beiden Modelle unterschei-
den sich daher hinsichtlich der sogenannten
”
metrischen Kraft“, die gerade die
unterschiedlichen Maße im Konfigurationsraum beschreibt. Diese ist zwar in
der Literatur wohl bekannt, allerdings tauchen bei deren Herleitung weitere
Probleme auf.
Hinch [23] leitet die metrische Kraft aus einer Entwicklung der Langevin-
Gleichung her. Allerdings legt er die Stratonovich-Interpretation der Langevin-
Gleichung zugrunde und es tritt multiplikatives Rauschen auf, was fu¨r Simu-
lationszwecke eine Transformation ins Ito-Bild erfordert.
Außerdem bleibt es etwas undurchsichtig, nach welchem kleinen Parameter
eigentlich entwickelt wird.
Einfacher ist eine Beschreibung im Fokker-Planck-Bild, die Ito-Stratonovich-
Probleme vermeidet. In den bisher bekannten Herleitungen, die z.B. bei Bird
et al. oder Morse [21, 24] zu finden sind, wird allerdings eine lokale Gleichge-
wichtsverteilung der harten Freiheitsgrade postuliert2.
Eine neue Art der Herleitung dieser Dynamik, die im Rahmen dieser Ar-
beit in enger Zusammenarbeit mit B. Du¨nweg entwickelt wurde, besteht in
einer Multi-Zeitskalen-Analyse nach dem Vorbild einer Chapman-Enskog-
Entwicklung. Dabei fu¨hrt eine systematische Entwicklung des Fokker-Planck-
Operators sowie der Verteilungsfunktion nach Potenzen des Zeitskalenpara-
meters ε zu der asymptotischen, langsamen Dynamik der Kette.
Diese Entwicklung ist zwar technisch etwas aufwa¨ndig, erzeugt aber auf kon-
sistentem und konzeptionell einfachem Wege einen Fokker-Planck-Operator,
der das Fluktuations-Dissipations-Theorem erfu¨llt und die richtige metrische
Kraft liefert.
Im Folgenden wird diese Herleitung explizit ausgefu¨hrt.
Am Ende soll der so gewonnene Fokker-Planck-Operator mit einer Formulie-
rung O¨ttingers[25, 49] der Dynamik in generalisierten Koordinaten verglichen
werden.
2Vergleiche Glg. (14.6-15) in [21]; Glg. (2.112) in [24]
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5.2
”
Brownian Dynamics“ mit Zwangsbedin-
gungen
5.2.1 Der Fokker-Planck-Operator in generalisierten
Koordinaten
Fokker-Planck-Operator in kartesischen Koordinaten
Wir wollen in diesem Kapitel also die metrische Kraft und den Diffusionstensor,
die in der ga¨ngigen Literatur zu finden sind, anhand einer Multi-Zeitskalen-
Analyse herleiten, wie sie im Falle einer Chapman-Enskog-Entwicklung u¨blich
ist.




P(~x) = LP(~x) . (5.6)










wobei Fj eine Kraft bezeichnet und durch
Fj = − ∂
∂xj
H , H = H(~x) (5.8)





und die Dij sind Funktionen der kartesischen Koordinaten
Dij = Dij(~x) . (5.10)
Außerdem wird in diesem Kapitel durchga¨ngig die Einsteinsche Summenkon-
vention zugrunde gelegt.
Wechsel auf generalisierte Koordinaten
Wechseln wir nun in ein generalisiertes Koordinatensystem. Der Raum der
neuen Koordinaten wird so gewa¨hlt, dass er sich in zwei Unterra¨ume gliedern
la¨sst.
Wir bezeichnen langsame Variablen mit
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sα = sα(~x) , (5.11a)
schnelle Variablen werden mit
fa = fa(~x) (5.11b)
bezeichnet.
Sind alle generalisierten Koordinaten gemeint, wird
qi = qi(~x) (5.11c)
verwendet.
Die holonomen Zwangsbedingungen sind durch
fa = 0 (5.12)
gegeben. Der korrekte Limes besteht allerdings nicht in festen Zwangsbedin-
gungen, sondern darin, Freiheitsgrade physikalisch einzuschra¨nken, beispiels-
weise im Grenzfall unendlich starrer Federn. Wir machen daher die Annahme,
dass sich das Potential aus einem allgemeinen Anteil H0, der nur eine Funktion
der langsamen Variablen ist, und einem harmonischen Potential der schnellen
Freiheitsgrade zusammensetzt:
H = H0({sα}) + 1
2
k˜abfafb . (5.13)
Man beachte hierbei, dass in Glg. (5.13) angenommen wurde, dass k˜ab nicht
von den sα abha¨ngt. Die zugrundeliegende Idee ist dabei die, dass die Para-
metrisierung der fa so gewa¨hlt worden ist, dass dies physikalisch sinnvoll ist.
Zum Beispiel wu¨rde man im Falle einer Polymerkette mit eingeschra¨nkten
Bindungsla¨ngen die sα als Winkelvariablen wa¨hlen, die die Orientierungen
der Bindungen beschreiben, und die fa als Abweichungen der Bindungsla¨ngen
von den Idealwerten (aber nicht eine Kombination aus Bindungsla¨ngen und
Bindungswinkeln, was mathematisch durchaus mo¨glich wa¨re).
Wir untersuchen nun also den Grenzfall
k˜ab →∞ , (5.14)
und schra¨nken die Dynamik des Systems auf die langsamen Variablen sα ein.
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Metrischer Tensor und der Basiswechsel einer Fokker-Planck-
Gleichung
Der metrische Tensor gij wird anhand des Linienelements ds
2 bestimmt.
Es gilt
ds2 = gijdqidqj , (5.15)


























Wir bezeichnen die Determinante dieses Tensors mit g,
g := det(gij) . (5.18)





Der metrische Tensor ist also das Produkt aus der Jacobimatrix mit ihrer
Transponierten
gij = JkiJkj . (5.20)
Daraus folgt fu¨r g
g = det(JJT ) = [det(J)]2 (5.21)
und damit fu¨r den Betrag der Determinanten der Jacobimatrix
| det(J)| = √g . (5.22)
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Fu¨r die Transformation des Volumenelements gilt demnach
dd~x = | det(J)| dd~q = √g dd~q . (5.23)









⇒ P ′(~q) = √gP(~x(~q)) . (5.25)
Um die Transformationsvorschrift fu¨r den Fokker-Planck-Operator zu erhalten,

























P ′(~q) , (5.27)
woraus sich der transformierte Fokker-Planck-Operator L′ ergibt
L′ = √gL 1√
g
. (5.28)
Die transformierten Gro¨ßen sind damit immer noch normiert∫
dd~qP ′(~q) = 1 (5.29)
und folgen der Fokker-Planck-Gleichung
∂
∂t
P ′(~q) = L′(~q)P ′(~q) . (5.30)
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Transformation des Fokker-Planck-Operators in langsame und
schnelle Koordinaten
Nachdem die Transformationsvorschrift des Fokker-Planck-Operators nun be-
kannt ist, la¨sst sich dieser auch konkret in generalisierte Koordinaten transfor-
mieren.
Einsetzen von Glg. (5.7) in Glg. (5.28) liefert




















































Um den Faktor 1√
g
an der Klammer vorbeizuziehen, fu¨hren wir gema¨ß Glg.
(5.25) ein effektives Potential Heff ein












































































Setzen wir dies in Glg. (5.31) ein, so ergibt sich fu¨r den transformierten Ope-
rator
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Bezeichnet G die Inverse des metrischen Tensors g






















Einsetzen in Glg. (5.37) liefert
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Die allgemeine Form eines Fokker-Planck-Operators erfordert, dass die Ab-


































g 6= 0 gilt und die Jacobimatrix ∂xi
∂qp
nicht ausgeartet ist.


































































100 Moleku¨le mit starren Bindungen












Nach Gleichung (86,4) aus [50] la¨sst sich das Differential dg umschreiben in
dg = g Gmk dgmk , (5.49)













































































= 0 , (5.53)
da Gmk symmetrisch unter Vertauschung der Indizes m und k ist, wa¨hrend
der Anteil in Klammern antisymmetrisch ist. Somit wurde gezeigt, dass Xp
verschwindet und Glg. (5.43) gilt.
Damit du¨rfen wir aber auch Glg. (5.42) umschreiben
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Dij = Dδij (5.58)
erha¨lt man dann die einfache Beziehung
D′kl = GkmDgmnGnl
= DGkm δml
= DGkl . (5.59)
Bevor Glg. (5.55) explizit in langsamen und schnellen Variablen angegeben
wird, sollen noch kurz ein paar Vereinfachungen in der Notation vorgenommen
werden. Erstens wechseln wir wieder in ein natu¨rliches Einheitensystem und
setzen β = 1. Desweiteren wurde nun alles in einem gestrichenen System
ausgedru¨ckt, es treten also keine Mischterme mehr auf, weshalb im Folgenden
auf die Kennzeichnung verzichtet wird. Die generalisierten Variablen qi werden
nun in langsame sα und schnelle fa aufgeteilt. Griechische Indizes α, β, γ . . .
bezeichnen langsame Freiheitsgrade, lateinische a, b, c . . . stehen fu¨r schnelle.
Das effektive Potential setzt sich dann aus drei Anteilen zusammen
Heff = H0({sα}) + 1
2
k˜ab fafb − λ(sα, fa) , (5.60)





Teilen wir Glg. (5.55) nun nach schnellen und langsamen Variablen auf und

















































Der physikalische Grenzfall fu¨r die Dynamik, die nur noch die langsamen Va-
riablen beinhaltet, besteht, wie bereits erwa¨hnt, nicht darin, einfach nur den
Anteil der langsamen Freiheitsgrade in (5.62) zu betrachten und den Anteil
der schnellen zu vernachla¨ssigen, sondern im Grenzfall unendlich harter Feder-
potentiale.
Daher soll an dieser Stelle eine neue Skalenvariable ε eingefu¨hrt werden, so




kab , ε→ 0 (5.63)
ersetzt wird.










kab fafb] eine wesentliche Singularita¨t aufweist. Die Lo¨sung dieses
Problems liegt in der Umskalierung der schnellen Variablen gema¨ß
fa = εϕa , (5.64)
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kab ϕa ϕb . (5.65)













kab ϕb . (5.67)
Entwickeln wir nun die Tensoren Dij und die metrische Gro¨ße λ nach Potenzen
von ε, so ergibt sich
Dij({sα}, {fa}) = Dij({sα}, {εϕa})













ϕaϕb + . . .
≡ D(0)ij + εD(1)ij + ε2D(2)ij + . . . , (5.68)













ϕaϕb + . . .



















































ϕb + O(ε2) (5.71)
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folgen.





















































































L(−1) + L(0) + O(ε) . (5.73)
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Multi-Zeitskalen-Analyse
Nachdem die Entwicklung des Fokker-Planck-Operators nach der Skalenvaria-
blen nun bekannt ist, soll eine Zeitskalentrennung stattfinden.
Die Zeitvariable t wird in ultrakurze, kurze und normale Zeitskalen unterteilt
(siehe z.B. [51])
t → (t−2, t−1, t0, t1, . . . ) (5.75)
mit
t = ε2t−2 = εt−1 = t0 =
1
ε
t1 = . . . (5.76)
















+ . . . . (5.77)




























Da die Singularita¨t des Potentials ausskaliert wurde, ko¨nnen wir davon ausge-
hen, dass die Verteilungsfunktion P regula¨r ist
P ≡ P(0) + εP(1) + ε2P(2) + . . . . (5.79)
Sortiert man Glg. (5.78) nach den einzelnen Ordnungen in ε und vernachla¨ssigt













































Da uns nur die Dynamik der langsamen Freiheitsgrade interessiert, betrachten
wir nur Zeitskalen, auf denen die schnellen Freiheitsgrade bereits in einen lo-
kalen Gleichgewichtszustand relaxiert sind3.






= 0 . (5.81)
Man erha¨lt eine vereinfachte Hierarchie
L(−2)P(0) = 0 (5.82a)
L(−2)P(1) = −L(−1)P(0) (5.82b)







Diese Hierarchie la¨sst sich nach Momenten der schnellen Freiheitsgrade entwi-
ckeln. Diese Momente sind gegeben durch
3Diese Forderung ist wesentlich schwa¨cher als diejenige in [21, 24], da keine Annahmen
u¨ber die explizite Gestalt der Verteilungsfunktion getroffen werden.










Die nullten Momente Q(k) beschreiben eine reduzierte Verteilungsfunktion,
bei der alle schnellen Freiheitsgrade ausintegriert wurden und die daher nur
noch die Verteilung der langsamen Variablen beinhaltet.









P(0) = 0 . (5.84)
Da Randterme verschwinden, ergibt das nullte Moment, also die einfache In-
tegration dieser Gleichung u¨ber die schnellen Variablen, lediglich die triviale
Gleichung
0 = 0 . (5.85)
Multipliziert man Glg. (5.84) von links mit ϕd und bildet dann
∫
d~ϕ, so erha¨lt































= −D(0)db kbc〈ϕc〉(0) . (5.86)
Da die Matrix D(0)db kbc nicht ausgeartet ist, folgt daraus, dass die ersten Mo-
mente in nullter Ordnung in ε verschwinden
〈ϕa〉(0) = 0 . (5.87)
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Das zweite Moment la¨sst sich auf a¨hnliche Weise berechnen. Man multipliziert






























d~ϕ [δadϕe + δaeϕd] kbcϕcP(0)
= D(0)ab (δadδbe + δaeδdb)Q(0)
−D(0)ab [δadkbc〈ϕeϕc〉(0) + δaekbc〈ϕdϕc〉(0)]
= (D(0)de + D(0)ed )Q(0)
−D(0)db kbc〈ϕeϕc〉(0) − D(0)eb kbc〈ϕdϕc〉(0) (5.88)
Verwendet man, dass D(0)ab symmetrisch ist, so erha¨lt man
2D(0)ab Q(0) = D(0)ac kcd〈ϕdϕb〉(0) + D(0)bc kcd〈ϕdϕa〉(0) . (5.89)
kcd 〈ϕdϕb〉(0) ist eine M ×M-Matrix, wobei M die Anzahl der schnellen Frei-
heitsgrade ist. (5.89) ist also ein Gleichungssystem mit M2 Gleichungen und
M2 Unbekannten. Gehen wir davon aus, dass dieses Gleichungssystem eine
eindeutige Lo¨sung besitzt, so ist diese durch
kcd 〈ϕdϕb〉(0) = δcbQ(0) (5.90)
gegeben, wie man leicht sieht, wenn man dies in (5.89) einsetzt.
Bei der na¨chst ho¨heren Ordnung geht man vo¨llig analog vor.
Einsetzen von (5.74b) in Glg. (5.82b) liefert
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D(0)αa kab〈ϕb〉(0) , (5.92)
was wieder auf Glg. (5.87) fu¨hrt und somit keine neue Information liefert.
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Somit la¨sst sich das erste Moment in erster Ordnung in ε durch die reduzierte
Verteilungsfunktion und das zweite Moment in nullter Ordnung ausdru¨cken.
Das zweite Moment kennen wir aber bereits. Setzt man nun also Glg. (5.90)
in (5.93) ein, so erha¨lt man




















































Fu¨hrt man jetzt noch einen Reibungstensor im Raum der schnellen Variablen
ein
ζadD(0)db = δab , (5.95)
so vereinfacht sich (5.94) zu
















Letztendlich fehlt nur noch die Integration von Glg. (5.82c) u¨ber ~ϕ.
Es gilt
∫




D(0)αa kab 〈ϕb〉(1) (5.97b)























































































































































D(0)αa kab 〈ϕb〉(1) (5.98)
Einsetzen von Glg. (5.90) und (5.96) liefert
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und mit der Definition einer effektiven Diffusionskonstanten
D˜(0)αβ := D(0)αβ − D(0)αa ζabD(0)bβ (5.100)

















Der Fokker-Planck-Operator hat wieder die Form, die nach der allgemeinen
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5.2.3 Vergleich mit O¨ttingers Beschreibung
O¨ttinger hat in [25] eine Fokker-Planck-Gleichung fu¨r Ketten unter Zwangs-
bedingungen in generalisierten Koordinaten angegeben
∂
∂t
P = − ∂
∂sα
{


















Fβ beschreibt die Kraft. G˜αβ ist die Inverse einer modifizierten metrischen
Matrix g˜αβ im Raum der generalisierten langsamen Koordinaten,
g˜αβG˜βγ = δαγ . (5.104)








σ˜µν ist ein modifizierter Reibungstensor, der durch
σ˜µν := σµν − ρTµ · Z · ρν (5.106)
gegeben ist. Der absolute effektive Reibungstensor Z und die Wichtungsten-
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Damit nimmt die Fokker-Planck-Gleichung die Form
∂
∂t
























Falls der effektive Diffusionstensor im Raum der langsamen Variablen D˜(0)αβ
mit dem inversen modifierten metrischen Tensor G˜αβ der O¨ttingerschen For-
mel u¨bereinstimmt, so ist Glg. (5.110) mit (5.103) identisch (man beachte
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kBT = 1).
Aus Zeitgru¨nden kann diese U¨bereinstimmung in dieser Arbeit nicht mehr
vollsta¨ndig gezeigt werden. Stattdessen beschra¨nken wir uns darauf, dies fu¨r
den Spezialfall eines zweidimensionalen Trimers in Abwesenheit hydrodynami-
scher Wechselwirkung und mit einheitlichen Reibungskoeffizienten zu zeigen.
Die Monomere des Trimers haben die Positionen ~r1, ~r2, ~r3. Wir transformie-
ren auf Schwerpunkts- und Relativkoordinaten, wobei letztere in Polarwinkel
φ1, φ2 und die Auslenkungen der Bindungsla¨ngen von ihrer Gleichgewichtslage
f1, f2 unterteilt werden.





(~r1 + ~r2 + ~r3) (5.111a)














(~r2 − ~r1)2 − l20 (5.112a)
f2 =
√




































































































1 0 0 0 0 0
0 1 0 0 0 0
0 0 2 −c 0 s
l0+f2
0 0 −c 2 − s
l0+f1
0















an, wobei die Abku¨rzungen c und s fu¨r
c := cos(φ2 − φ1) (5.116a)
s := sin(φ2 − φ1) (5.116b)
stehen.
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Der Schwerpunkt entkoppelt vollsta¨ndig, weshalb wir ihn im Folgenden ver-
nachla¨ssigen und lediglich die Dynamik der zwei schnellen Freiheitsgrade
f1, f2 und der langsamen Variablen φ1, φ2 betrachten.
Zuna¨chst berechnen wir die inverse modifizierte metrische Matrix G˜αβ der
O¨ttingerschen Darstellung.
Da wir nur den Fall betrachten, in dem alle Monomere den gleichen Reibungs-
koeffizienten haben, sowie in Abwesenheit hydrodynamischer Wechselwirkung,
gilt fu¨r den Reibungstensor
σµν = σδµν (5.117)
und somit erhalten wir fu¨r O¨ttingers modifizierten effektiven Reibungstensor
σ˜µν = σµν − ρTµZρν


















· σ . (5.121)
Im Falle des Trimers ist N = 3.
Die modifizierte metrische Matrix g˜αβ lebt nur im Raum der langsamen Varia-


































Nach dieser Formel gilt
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g˜12 = g˜21 =
1
3




l20 σ . (5.123c)






4− cos2(φ2 − φ1)
·
(
2 − cos(φ2 − φ1)
− cos(φ2 − φ1) 2
)
. (5.124)
Es la¨sst sich zeigen, dass der effektive Diffusionstensor (5.100) der Multi-
Zeitskalen-Analyse genau dieselbe Form annimmt.
Betrachten wir den selben Spezialfall, so gilt fu¨r den Diffusionstensor Glg.
(5.59),
D′kl = DGkl . (5.125)
Der effektive Reibungstensor im Raum der schnellen Variablen la¨sst sich durch
Invertieren der Matrix Gab berechnen. Es gilt





4− cos2(φ2 − φ1)
(
2 cos(φ2 − φ1)




Damit gilt fu¨r den zweiten Term von Glg. (5.100)




4− cos2(φ2 − φ1)
·
(
2 − cos(φ2 − φ1)
− cos(φ2 − φ1) 2
)
. (5.128)
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Setzen wir dies in Glg. (5.100) ein, so erhalten wir den effektiven Diffusions-
tensor




4− cos2(φ2 − φ1)− sin2(φ2 − φ1)
4− cos2(φ2 − φ1)
·
(
2 − cos(φ2 − φ1)






4− cos2(φ2 − φ1)
(
2 − cos(φ2 − φ1)
− cos(φ2 − φ1) 2
)
,
was (solange β = 1 ist) Glg. (5.124) entspricht. Damit stimmen aber auch Glg.
(5.110) und (5.103) in dem hier betrachteten Spezialfall miteinander u¨berein.
5.3 Simulationsmethode
Prinzipiell besteht die Mo¨glichkeit, aus der Fokker-Planck-Gleichung (5.101)
einen expliziten Algorithmus zur Integration von N-meren mit festen Bin-
dungsla¨ngen in generalisierten Koordinaten zu entwickeln.
Allerdings wa¨re ein solcher Algorithmus sehr rechenintensiv und damit
zeitaufwa¨ndig. Hierfu¨r lassen sich zwei Gru¨nde nennen. Die generalisierten
Koordinaten eines solchen Systems sind typischerweise die Winkel in spha¨ri-
schen Koordinaten. Zum einen sind diese jedoch untereinander gekoppelt, was
dazu fu¨hrt, dass der Diffusionsanteil in einem expliziten
”
Brownian Dyna-
mics“- Algorithmus nicht mehr diagonal ist.
In jedem Zeitschritt mu¨sste daher eine Multiplikation der kompletten Matrix
mit einem Vektor aus Zufallszahlen stattfinden, deren Laufzeit mit quadrati-
scher Ordnung in der Dimension der Matrix erfolgt.
Zum anderen fu¨hrt die Transformation aufgrund der Phasenraumfaktoren∏
i sinϑi zu mo¨glichen Singularita¨ten in der Na¨he der Pole. Dies wu¨rde die
Einfu¨hrung von lokalen Koordinatensystemen fu¨r jede Bindung erforderlich
machen, oder aber zur Notwendigkeit eines sehr kleinen Zeitschrittes fu¨hren.
Stattdessen u¨bernehmen wir einen von O¨ttinger entwickelten Algorithmus,
dessen Herleitung in [25] zu finden ist. Ausgangspunkt der Herleitung ist
Glg. (5.103), allerdings verwendet dieser Algorithmus letztendlich keine gene-
ralisierten Koordinaten, sondern die kartesische Basis der Monomerpositionen.
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5.3.1 Algorithmus
Sind die Monomerpositionen einer Kette zum Zeitpunkt t durch ~rn gegeben,
so werden die Positionen der Teilchen zum Zeitpunkt t+∆t in zwei Schritten
konstruiert:
1. Der erste Schritt besteht aus einem Euler-Update um den Zeitschritt
∆t, bei dem noch keine Freiheitsgrade eingeschra¨nkt werden, und dessen
einzige Erweiterung in dem metrischen Kraftterm besteht.
2. Bei dem zweiten Schritt handelt es sich um eine iterative Korrektur, die
die Bindungsla¨ngen auf die sogenannte
”
constraint surface“ zuru¨ck zie-
hen, d.h. dass die Bindungsla¨ngen so angepasst werden, dass die Zwangs-
bedingungen innerhalb einer gewissen Toleranz erfu¨llt sind.
Da in unserem Modell ausschließlich eine Stro¨mung auf die Ketten wirkt, aber
keinerlei intramolekulare oder a¨ußere Kra¨fte, ist der Euler-Schritt in natu¨rli-
chen Einheiten durch













ε ~rn beschreibt wie in den vorangegangenen Kapiteln die Scher-
stro¨mung, und ~ηn ist ein Vektor aus Zufallszahlen mit verschwindendem
Mittelwert, Varianz 〈ηµην〉 = δµν und viertem Moment 〈η4µ〉 = 3. ~F (met)n
ist ein metrischer Kraftterm, dessen Berechnung spa¨ter noch eingehender
diskutiert wird.
Die endgu¨ltigen Monomerpositionen werden durch eine Iteration gewonnen.





berechnet. [. . . ]c gibt an, dass die Ableitung an Teilchenpositionen
(1− c)~rn + c~r ∗n mit c ∈ [0, 1] ausgewertet werden. In unserem Fall gilt c = 12 .
In der Iteration mu¨ssen Lagrange-Multiplikatoren Λ
(i)
a so angepasst werden,
dass die Zwangsbedingungen
fa({~rn(t+∆t)}) = 0 (5.131)
erfu¨llt sind. Der Index (i) gibt den Iterationsschritt an.




Λ(0)a = 0 . (5.132b)
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fb({~r(i+1)n }) . (5.134)







Um Glg. 5.134 auszuwerten, ist es nicht notwendig, Gab zu invertieren. Statt-
dessen kann auch ein tridiagonales Gleichungssystem der Form
[Gab]c(Λ
(i+1)
b − Λ(i)b ) = fa({~r(i+1)n }) (5.136)
gelo¨st werden, wofu¨r sehr effiziente Algorithmen existieren. In der Implemen-
tation wird dafu¨r eine GSL-Routine verwendet.
Mit Hilfe der Gleichungen (5.133) und (5.136) wird so lange iteriert, bis die
Zwangsbedingungen innerhalb einer zuvor festgelegten Toleranz4 erfu¨llt sind.
Diese Iteration beschra¨nkt die Gro¨ße des Zeitschritts. Wa¨hrend der ersten
Testla¨ufe der Simulation hat sich herausgestellt, dass bei der Wahl eines
zu großen Zeitschritts oder bei hohen Weissenbergzahlen, also immer dann,
wenn die A¨nderung der Teilchenpositionen in einem einzigen Zeitschritt groß
werden kann, instabile Iterationen auftreten, d.h. solche, die nicht gegen einen
Fixpunkt konvergieren.
Setzt man c = 0 und vernachla¨ssigt den metrischen Kraftterm in dem Euler-
Schritt, so erha¨lt man einen Algorithmus, den Liu [46] bereits fru¨her verwen-
dete, um Kramers-Ketten in Stro¨mungen zu studieren.
5.3.2 Berechnung der metrischen Kra¨fte
Um die metrischen Kra¨fte ~F
(met)
n zu berechnen, wurde eine Rekursion von
Pasquali und Morse [52] verwendet.
Die metrischen Kra¨fte ko¨nnen durch
4In der Implementation wurde eine Toleranz von T = 10−6 verwendet
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berechnet werden [23, 53].




(~rk+1 − ~rk) , (5.138)




(~u2a − 1) . (5.139)
Setzt man dies in Glg. (5.135) ein, so sieht man, dass Gab eine Tridiagonalma-
trix mit den Eintra¨gen
Gaa ≡ da = 2 (5.140a)
Ga,a−1 = Ga−1,a ≡ ca = −~ua · ~ua−1 . (5.140b)
ist. Einsetzen in Glg. (5.137) liefert






Die Problematik bei der Bestimmung der metrischen Kraft liegt also darin,
die Matrix G zu invertieren. Dies ha¨tte eine Laufzeit der Ordnung O(N3).
Pasquali und Morse geben jedoch einen Algorithmus an, der lediglich eine
lineare LaufzeitO(N) hat. Die Idee dieses Algorithmus liegt in der Feststellung,
dass nicht die komplette inverse Matrix beno¨tigt wird, sondern lediglich die
Nebendiagonalelemente. Diese Elemente ko¨nnen durch eine Entwicklung nach
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Der Cofaktor cofGa,a−1 eines Subdiagonalelements ist gleich minus die Deter-
minante einer (N − 2) × (N − 2)-Matrix, die man durch Streichen der a-ten
Reihe und (a− 1)-ten Spalte von G erha¨lt.
Es gilt






. . . 0 ca−3 da−3 ca−2 0 . . .
. . . 0 ca−2 da−2 0 . . .
. . . 0 ca−1 ca 0 . . .









d1 c2 0 . . .




. . . 0 ca−3 da−3 ca−2






da+1 ca+2 0 . . .




. . . 0 cN−2 dN−2 cN−1
. . . 0 cN−1 dN−1


≡ −ca detT a−2 detBa+1 . (5.143)
Der zweite Schritt dieser Gleichung ist die Entwicklung der Determinanten
nach der Reihe, die ca entha¨lt. Wenn a > 2 ist, entha¨lt diese Reihe nur zwei
nicht verschwindende Elemente, ca und ca−1.
Fu¨r a = 2 ist ca das einzige nicht triviale Element dieser Reihe. Der Cofaktor
von ca−1 verschwindet fu¨r alle a > 2.
Die obere linke quadratische i× i-Matrix, die sich aus den Reihen und Spalten
1, . . . , i von G zusammensetzt, bezeichnen wir mit T i. Die untere rechte (N −
j)× (N − j)-Matrix, die aus den Reihen und Spalten j, . . . , N − 1 der Matrix
G hervorgeht, wird mit Bj bezeichnet. Die komplette Matrix G kann durch
G = TN−1 = B1 (5.144)
ausgedru¨ckt werden.
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Nutzt man aus, dass T i und Bj tridiagonal und symmetrisch sind, lassen sich
ihre Determinanten rekursiv bestimmen. Es gilt
detT i+1 = di+1 det T
i − c2i detT i−1 (5.146a)
detBj−1 = dj−1 detBj − c2j detBj+1 . (5.146b)
Die ersten Rekursionsglieder sind nach Konvention durch detT 0 = detBN =
1 und die explizit berechneten Werte detT 1 = d1 und detB
N−1 = dN−1
gegeben.
5.4 Ergebnisse der Simulation
Wie in Kapitel 4 wurden jeweils 32 unabha¨ngige Durchla¨ufe der Simulation
pro Weissenbergzahl zu verschiedenen
”
Random Walk“ Startkonfigurationen
durchgefu¨hrt. Jede Konfiguration wurde zuna¨chst 5 Rousezeiten lang ins
Gleichgewicht relaxiert. Daraufhin wurden 100 Rousezeiten lang jede zehntel
Rousezeit ein Datenpunkt mit End-zu-End-Vektor, Gyrationseigenwerten und
Eigenvektoren des Gyrationstensors aufgenommen.
Bei niedrigen Weissenbergzahlen wurde ein Zeitschritt von ∆t = 10−4 verwen-
det. Ab We = 10000 wurde dieser Zeitschritt auf ∆t = 10−5 verringert, da
sonst Instabilita¨ten der Iteration auftreten. Desweiteren ist somit auch gewa¨hr-
leistet, dass der Zeitschritt sehr viel kleiner als jede charakteristische Zeit des




Im richtigen Grenzfall soll sich eine Kette wie ein idealer
”
Random Walk“
verhalten. Die einfachste Gro¨ße, die ein Indiz der Richtigkeit der Simulations-






N − 1 . (5.147)
Dies stimmt mit den Ergebnissen der Simulationen im Grenzfall verschwinden-
der Scherung sehr gut u¨berein, wie man anhand Abbildung 5.3 sieht.
Allerdings u¨berrascht der weitere Verlauf bei zunehmender Scherrate. Man er-
wartet, dass ab We ≈ 1 der End-zu-End-Abstand zunimmt und irgendwann
einen Maximalwert annimmt, da die Contourla¨nge und damit auch der End-
zu-End-Abstand durch die feste Bindungsla¨nge auf b · (N − 1) beschra¨nkt ist.
Abbildung 5.3 zeigt den Anstieg ab We ≈ 1. Der Plot zeigt allerdings, dass


















Abbildung 5.3: Mittlerer End-zu-End-Abstand als Funktion der Weissenbergzahl
(N = 40)
der mittlere End-zu-End-Abstand ab einer Weissenbergzahl von etwa 102 einen
Maximalwert annimmt, der weit unterhalb der Contourla¨nge liegt, was einer
vollkommen gestreckten Kette entsprechen wu¨rde. Bei noch ho¨heren Weissen-
bergzahlen nimmt er sogar wieder ein wenig ab.5
Eine mo¨gliche Erkla¨rung fu¨r diesen geringeren Maximalwert liegt darin, dass
es zu
”
gefalteten“ Ketten kommen kann. Die einzelnen Bindungen richten sich
fu¨r zunehmende Scherung entlang der x-Achse aus. Da dieses Modell aber
keine
”
excluded volume“-Effekte beru¨cksichtigt, besteht die Mo¨glichkeit, dass
der Winkel zwischen zwei Bindungen nahe 0 statt bei π liegen kann.
Dies sieht man auch, wenn man sich Abbildung 5.8 ansieht, die einige Bei-
spielkonfigurationen fu¨r unterschiedliche Scherraten zeigt. Man erkennt, dass
die Ketten selbst fu¨r hohe Weissenbergzahlen nicht vollsta¨ndig gestreckt sind.
Mo¨glicherweise kommt es wa¨hrend der Simulation bei hohen Scherraten zu
Problemen der Ergodizita¨t. Dies wu¨rde bedeuten, dass die Ketten in einer
Konfiguration
”
gefangen“ sind. Ist das der Fall, so sollte die Simulation sensi-
tiv auf die gewa¨hlte Startkonfiguration reagieren.
Daher wurden weitere 32 Simulationen durchlaufen, bei denen statt der
”
Ran-
dom Walk“ Verteilung eine gestreckte Kette als Startkonfiguration gewa¨hlt
wurde. Die Weissenbergzahl war We = 104 und der Zeitschritt betrug
∆t = 5 · 10−5. Vergleichen wir den mittleren End-zu-End-Abstand dieser Si-
5Liu [46] und spa¨ter Lyulin et al. [13] haben ebenfalls ein Abnehmen des End-zu-End-
Abstandes fu¨r wachsende Scherrate bei der Simulation von starren Kramers-Ketten beob-
achtet.
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mulationen mit dem Wert, den wir aus den Simulationen mit den
”
Random
Walk“ Startkonfigurationen erhalten haben, so ergibt sich
RW :
√〈R2E〉 = 19.72 ± 0.08
gestreckt :
√〈R2E〉 = 19.69 ± 0.06 .
Es ist kein signifikanter Unterschied zwischen diesen beiden Werten zu er-
kennen, so dass die Verringerung des End-zu-End-Abstandes bei wachsender
Weissenbergzahl kein Effekt der gewa¨hlten Startkonfiguration zu sein scheint.
5.4.2 Gyrationstensor
Anhand des Gyrationstensors la¨sst sich dieser Effekt ebenfalls beobachten.
Die nicht normierten Eigenwerte des Gyrationstensors haben, wenn man sie
gegen die Weissenbergzahl auftra¨gt, einen a¨hnlichen Verlauf wie bei FENE-
Ketten. Die unterschiedlichen Skalierungen in Abbildung 4.3 und 5.4, die bei
dem gro¨ßten Eigenwert auftreten, kommen daher, dass der Erwartungswert
der Bindungsla¨nge bei FENE-Federn im Gleichgewicht unterhalb von 1 liegt
und bei steigender Scherrate auf Werte oberhalb 1 anwa¨chst, wa¨hrend die
La¨nge der Bindungen bei den Kugel-Stangen-Moleku¨len genau 1 betra¨gt. Da
es sich in den Abbildungen um Absolutwerte der Gyrationseigenwerte handelt,














Abbildung 5.4: Nicht normierte Eigenwerte gegen Weissenbergzahl (N = 40)
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Tra¨gt man wie in Abbildung 5.5 den normierten Eigenwert G3 gegen die Weis-
senbergzahl auf und vergleicht dies mit den Ergebnissen der vorangegangenen
Kapitel, so fa¨llt auf, dass die Streckung dieser Moleku¨le noch langsamer ge-













Abbildung 5.5: Normierte gro¨ßte Eigenwerte G3 als Funktion der Weissenbergzahl
fu¨r unterschiedliche Kettenmodelle (N = 40)
Dies liegt vor allem an der eingeschra¨nkten Art der Streckung. Flexible Poly-
mere, d.h. solche bei denen die einzelnen Monomere mit flexiblen Federn ver-
bunden sind, weisen zwei Mechanismen zur Streckung auf. Zum einen strecken
sie sich durch Orientierung der Bindungen, d.h. die einzelnen Bindungen dre-
hen sich in die Stro¨mung. Zum anderen werden die Bindungen an sich gedehnt.
Je starrer nun aber das Potential wird, umso geringer wird der letzte Effekt.
Im Falle von Ketten mit fester Bindungsla¨nge ko¨nnen sich die Moleku¨le nur
noch durch eine Reorientierung strecken. Desweiteren ist die Bewegung eines
Monomers viel sta¨rker von seinen Nachbarn abha¨ngig, da die Zwangsbedin-
gungen immer erfu¨llt sein mu¨ssen. Dies stellt eine weitere Behinderung fu¨r die
Streckung der Kette dar.
5.4.3 Orientierung
Die Abbildungen 5.6 und 5.7 zeigen die Winkelverteilung des gro¨ßten normier-
ten Eigenwertes und des End-zu-End-Vektors.















































































Abbildung 5.6: Histogramme der Winkelverteilungen des Eigenvektors zu G3
fu¨r verschiedene Scherraten bei Ketten mit fester Bindungsla¨nge
(N=40)


















































































Abbildung 5.7: Histogramme der Winkelverteilungen des End-zu-End-Vektors fu¨r
verschiedene Scherraten (N=40)
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Abbildung 5.8: Beispielkonfigurationen fu¨r verschiedene Weissenbergzahlen (N =
100)
Zusammenfassung
Das Ziel dieser Diplomarbeit war es, die Konformationen von Polymerketten
in Scherstro¨mung im Rahmen des Rouse-Modells anhand von Einzelketten-
simulationen zu analysieren. Die Idee war, dass dies nicht in dem von der
Stro¨mung vorgegebenen Koordinatensystem geschehen sollte, sondern in dem
Haupttra¨gheitsachsensystem der Ketten, um die Orientierung und die Stre-
ckung der Moleku¨le sauber trennen zu ko¨nnen.
Daher wurde die Gestalt von drei unterschiedlichen Kettenmodellen in Scher-
stro¨mung mit konstanter Scherrate untersucht, indem der Gyrationstensor in
einem intrinsischen Koordinatensystem analysiert wurde.
Das erste Modell, das betrachtet wurde, war die Gaußsche Kette, deren
Monomere mit harmonischen Federn verbunden sind. Die lineare Form der
Langevin-Gleichung, an der auch der Scherterm nichts a¨ndert, ermo¨glichte
uns eine weitgehend analytische Behandlung des Systems im Rahmen einer
Rouse-Moden-Analyse. Mit Hilfe einer Standard-Rouse-Transformation ließ
sich das System vollsta¨ndig entkoppeln und es konnte gezeigt werden, dass
sich der Gyrationstensor vollsta¨ndig in Rouse-Moden berechnen la¨sst. Aus
der Kenntnis der Verteilung dieser Normalmoden ließ sich ein sehr effizienter
Monte-Carlo-Algorithmus entwickeln, dessen Berechnungen vollsta¨ndig im
Moden-Raum stattfinden. Da die Notwendigkeit der Ru¨cktransformation auf
die Ortskoordinaten der Monomerpositionen zur Bestimmung des Gyrations-
tensors entfa¨llt, bildet dieser Algorithmus ein einfaches und sehr schnelles
Werkzeug zur Untersuchung der Gestalt harmonischer Kugel-Feder-Ketten.
Das zweite Modell, das wir betrachtet haben, wurde aufgrund dessen ein-
gefu¨hrt, dass das harmonische Modell bei hohen Scherraten unphysikalisch
ist. Die entropischen Federn der Bindungen wurden durch FENE-Federn
ersetzt. Die Langevin-Gleichung in diesem Modell ist nicht linear, weshalb
eine Entkopplung der Gleichung mittels einer Rouse-Transformation nicht
mo¨glich ist. Desweiteren war es uns aufgrund der Scherung nicht mo¨glich,
eine stationa¨re Lo¨sung der Fokker-Planck-Gleichung zu finden. Daher wurde
die Analyse statt mit Monte-Carlo-Methoden mit Hilfe von
”
Brownian Dy-
namics“-Simulationen durchgefu¨hrt. Hierbei verwendeten wir einen expliziten
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und einen semi-impliziten Algorithmus. Letzterer wurde eingefu¨hrt, da sich
bei den expliziten Simulationen schnell herausstellte, dass eine Simulation von
FENE-Ketten bei hohen Weissenbergzahlen nur mit sehr kleinen Zeitschrit-
ten mo¨glich ist. Der endliche Zeitschritt fu¨hrte bei stark gestreckten Ketten
aufgrund der Divergenz des Potentials zu verbotenen Zusta¨nden der Konfi-
guration, d.h. zu Kettenbru¨chen. Der semi-implizite Algorithmus vermeidet
dieses Problem.
Bei dem letzten von uns betrachteten Kettenmodell werden die Bin-
dungsla¨ngen zwischen den Monomeren durch holonome Zwangsbedingungen
festgehalten. Es stellte sich heraus, dass die Einfu¨hrung von Zwangsbedingun-
gen bei stochastischen Prozessen allgemein problematisch ist.
Die Verteilungsfunktion starrer Kramers-Ketten unterscheidet sich wesentlich
von derjenigen, in der die Bindungsla¨ngen durch steife Potentiale eingefroren
werden. Die Dynamik solcher Systeme richtig zu beschreiben, ist nicht einfach
und erfordert einen hohen technischen Aufwand.
Im Rahmen dieser Arbeit wurde ein neuer Zugang zu dieser Problematik
entwickelt, der die Schwachstellen fru¨herer Studien umgeht. Mit Hilfe einer
Multi-Zeitskalen-Analyse haben wir auf konzeptionell einfachem Wege eine
Fokker-Planck-Gleichung hergeleitet, die die asymptotische, langsame Dy-
namik eines stochastischen Prozesses beschreibt. Diese Herleitung liefert die
richtige metrische Kraft, die typischerweise bei solchen Systemen auftritt.
Desweiteren erhalten wir einen effektiven Diffusionstensor im Raum der lang-
samen Variablen.
Ob dieser Diffusionstensor mit den Beschreibungen fru¨herer Studien u¨berein-
stimmt, muss noch gekla¨rt werden. Jedoch konnte anhand des Spezialfalles
eines Trimers gezeigt werden, das dies mit hoher Wahrscheinlichkeit der Fall
ist.
Diese Entwicklung ist eines der grundlegenden Ergebnisse dieser Arbeit.
Die Untersuchungen zur Gestalt der Moleku¨le mit festen Bindungsla¨ngen wur-
de mit Hilfe eines von O¨ttinger [25] entwickelten Algorithmus durchgefu¨hrt.
Die Analyse des intrinsischen Gyrationstensors zeigt, dass sich die Ketten
in allen drei Modellen mit wachsender Scherrate zunehmend entlang der
Stro¨mung ausrichten. Außerdem stimmen alle drei Modelle darin u¨berein,
dass bis zu einer Weissenbergzahl We ≃ 1 praktisch keine Streckung statt-
findet. Erst daru¨ber hinaus beobachtet man eine Streckung der la¨ngsten
Haupttra¨gheitsachse. Wa¨hrend sich der Effekt der Orientierung in allen drei
Modellen kaum unterscheidet, stellen wir fest, dass der Effekt der Streckung,
wie erwartet, bei hohen Weissenbergzahlen mit zunehmender Einschra¨nkung
der Bindungspotentiale schwa¨cher wird.
Im Fall der harmonischen Ketten konnte sowohl analytisch im Laborsystem
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als auch durch Simulationen im ko¨rpereigenen Koordinatensystem gezeigt
werden, dass die Streckung der Ketten in Form des gro¨ßten normierten Gyra-
tionseigenwertes quadratisch mit der Weissenbergzahl wa¨chst.
Es u¨berrascht allerdings, dass bei starker Scherung die analytischen Rechnun-
gen nicht mit den intrinsischen Simulationsdaten u¨bereinstimmen. Man wu¨rde
erwarten, dass bei hohen Weissenbergzahlen das Haupttra¨gheitsachsensystem
der Ketten mit dem Laborsystem u¨bereinstimmt. Es stellt sich jedoch heraus,
dass das Verha¨ltnis der gro¨ßten normierten Eigenwerte aus Simulation und
Rechnung keineswegs gegen 1 konvergiert, sondern einen Wert von etwa 3.4
annimmt.
Die Fluktuationen spielen daher bei hohen Scherraten eine gro¨ßere Rolle als
vorher angenommen.
Desweiteren beobachtet man, dass die Streckung bei den letzten beiden Mo-
dellen zwar beschra¨nkt ist, aber nicht den maximal mo¨glichen Wert annimmt,
wie die Analyse des End-zu-End-Abstandes zeigt. Vielmehr kommt es zu
gefalteten Ketten.
Ein weiteres großes Ziel dieser Arbeit war die Analyse der Konformationen
von Polymerketten mit Dipolmoment in oszillierender Scherstro¨mung unter
Einfluss eines a¨ußeren, zeitlich vera¨nderlichen elektrischen Feldes. Fu¨r harmo-
nische Kugel-Feder-Ketten konnten wir analytisch zeigen, dass die Gestalt der
Moleku¨le in Form des Gyrationstensors erst in quadratischer Ordnung von
dem a¨ußeren Feld abha¨ngt.
Wir haben uns daher darauf beschra¨nkt, Ketten ohne Dipolmomente und
ohne elektrisches Feld in einer oszillierenden Scherstro¨mung zu simulieren.
Obwohl es fu¨r Systeme im Nicht-Gleichgewicht ungewo¨hnlich ist, konnten
wir dennoch auf den Monte-Carlo-Algorithmus, der fu¨r den Fall konstanter
Scherrate entwickelt wurde, zuru¨ck greifen.
Wir haben gesehen, dass die Streckung der Moleku¨le mit der doppelten Anre-
gungsfrequenz der Stro¨mung antwortet, und dass fu¨r hohe Scherfrequenzen bei
fester Scheramplitude keine Streckung mehr stattfindet. Ab einem gewissen
Punkt wird die Rouse-Zeit als charakteristische Zeit des Systems durch die
inverse Scherfrequenz abgelo¨st.
Diese Untersuchungen sind ein erster Schritt zum theoretischen Versta¨ndnis
der Dissertation von S. Ho¨fl [1]. Um eine vollsta¨ndige Analyse zu erhalten, soll
in Zukunft, wie in Kapitel 3 beschrieben, noch eine konsistente
”
Mean-Field“-
Na¨herung der Theorie der molekularen Polarisierbarkeit entwickelt werden, die
den Vergleich zwischen den Ergebnissen der Einzelkettensimulationen mit den
experimentellen Messungen ermo¨glicht.
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