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The stepwise replacement of conventional power plants by renewable-based
ones such as wind power plants could affect the system behaviour and plan-
ning. First, the network stability may be compromised as it becomes less
resilient against sudden changes in the loads or generator trips. This is be-
cause wind turbines are not synchronized with network frequency but they
are usually connected to the grid through fast controllable electronic power
converters. And second, due to the stochastic nature of wind, the electrical
power generated by wind power plants is neither constant non controllable.
This affects the network planning as the expected generation level depends
on non reliable wind forecasts. Also it affects the power quality as the fast
fluctuations of wind power can cause harmonics and flicker emissions.
For these reasons, network operators gradually set up more stringent re-
quirements for the grid integration of wind power. These regulations require
wind power plants to behave in several aspects as conventional synchronized
generating units. Among other requirements, it is set the provision of some
ancillary services to the grid as frequency and voltage control, the capability
of withstanding short-circuits and faults, and to respect some threshold level
with regard to the quality of the power generated.
Accordingly, energy storage systems may play an important role in wind
power applications by enhancing the controllability of the output of wind
power plants and providing ancillary services to the power system and thus,
enabling an increased penetration of wind power in the system.
This thesis focuses on the potential uses of flywheel energy storage sys-
tems in wind power. The thesis introduces the basis of several energy storage
systems as well as identifies their applications in wind power based on an
extensive literature review. It follows with the presentation of the design
and setting up of a scale-lab flywheel-based energy storage system. From
this work, research concentrates on the application of flywheel devices for
power smoothing of wind power plants. The developed concepts are proved
by simulations but also experimentally using the above mentioned scale-lab
test bench. In particular, research focuses on the definition of an optimiza-
tion criteria for the operation of flywheel devices while smoothing the wind
power, and the design and experimental validation of the proposed control
algorithms of the storage device.
The last chapters of the thesis research on the role of wind power plants
in system frequency control support. In this sense, an extensive literature
review on the network operator’s requirements for the participation of wind
power plants in system frequency control related-tasks is offered. Also, this
review covers the proposed control methods in the literature for enabling
wind turbines to participate in system frequency control. The results of
this work open the door to the design of control systems of wind turbines
and wind power plants for primary frequency control. The contribution of
flywheel devices is also considered.
Results highlight the tremendous potential of energy storage systems in
general for facilitating the grid integration of wind power plants. Regarding
the uses of flywheel devices, it is worth noting that some of their charac-
teristics as the high-ramp power rates can be exploited for reducing the
variability of the power generated by wind turbines, and thus for improving
the quality of the power injected to the grid by wind power plants. Also,
they can support wind power plants to fulfil the requirements for their par-
ticipation in system frequency control support related tasks.
II
Resum
El progressiu desplaçament de plantes de generació convencionals per part
de plantes de generació de tipus renovable, com els parcs eòlics, pot afectar
el comportament i la planificació del sistema elèctric. Primer, l’estabilitat
pot ser compromesa ja que el sistema elèctric resulta més vulnerable davant
canvis abruptes provocats per les càrregues del sistema o desconnexions no
programades de generadors. Això es degut a que les turbines eòliques no
estan sincronitzades amb la freqüència elèctrica del sistema ja que la seva
connexió és a través de convertidors electrònics de potència. Segon, degut a
la gran variabilitat del vent, la potència elèctrica generada per les turbines
eòliques no és constant ni controlable. En aquest sentit, la qualitat de la
potència del parc eòlic es pot veure compromesa, ja que es poden detectar
nivells apreciables d’harmònics i emissions de “flicker” degudes a les ràpides
variacions de la potència generada pel parc eòlic.
Per aquests motius, els operadors dels sistemes elèctrics fan gradualment
més restrictius els requeriments de connexió dels parcs eòlics al sistema
elèctric. Aquestes regulacions requereixen als parcs eòlics que es comportin
en molts aspectes com plantes de generació convencional. Entre d’altres re-
queriments, els parcs eòlics han de proveir serveis auxiliars per a la operació
del sistema elèctric com també el suport en el control dels nivells de tensió
i freqüència de la xarxa; oferir suport durant curtcircuits; i mantenir uns
nivells mı́nims en la qualitat de la potència generada.
Els sistemes d’emmagatzematge d’energia poden millorar la controlabilitat
de la potència generada pels parcs eòlics i ajudar a aquests a proveir serveis
auxiliars al sistema elèctric, afavorint aix́ı la seva integració a la xarxa. Aque-
sta tesi tracta l’aplicació en parcs eòlics dels sistemes d’emmagatzematge
d’energia basats en volants d’inèrcia. La tesi introdueix les bases de diver-
sos sistemes d’emmagatzematge i identifica les seves potencials aplicacions
en parcs eòlics en base a una extensa revisió bibliogràfica. El treball con-
tinua amb la posta a punt d’un equipament de laboratori, que configura un
sistema d’emmagatzematge d’energia basat en un volant d’inèrcia.
Següents caṕıtols de la tesi estudien l’aplicació dels volants d’inèrcia per
a esmorteir el perfil fluctuant de la potència generada pels parcs eòlics. Els
treballs es focalitzen en la definició dels criteris per a la operació òptima
dels volants d’inèrcia per la seva aplicació d’esmorteir el perfil fluctuant de
potencia eòlica, i també en el disseny i validació experimental dels algoritmes
de control desenvolupats per governar el sistema d’emmagatzematge.
Els caṕıtols finals de la tesi tracten sobre el suport al control de freqüència
per part dels parcs eòlics. S’ofereix una extensa revisió bibliogràfica respecte
els requeriments indicats pels operadors del sistema elèctric en aquest sentit.
A més, aquesta revisió cobreix els mètodes de control dels parcs eòlics i
turbines eòliques per la seva participació en el suport al control de freqüència.
Les conclusions extretes serveixen per proposar sistemes de control de parcs
eòlics i de turbines eòliques per proveir el servei de control de freqüència.
Aquest treball, també contempla la inclusió de volants d’inèrcia en els parcs
eòlics.
Dels resultats de la tesi se’n dedueix l’important potencial dels sistemes
d’emmagatzematge d’energia per a afavorir la integració a la xarxa dels parcs
eòlics. La controlabilitat de la potència dels volants d’inèrcia, afavoreix el
seu ús per reduir la variabilitat de la potència generada pels parcs eòlics,
millorant aix́ı la qualitat de potència del mateix. A més, els volants d’inèrcia
poder ajudar als parcs eòlics a complir amb els requeriments per a la seva
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This thesis was framed in the doctorate program of the Department of Elec-
trical Engineering of the Polytechnical University of Catalonia (UPC). It
was developed between September 2009 and July 2013, in the Electrical En-
gineering Research Area (EERA) of Catalonia Institute for Energy Research
(IREC), in Barcelona. IREC is framed in the Catalan, Spanish and global
economic systems. It was created in 2007 with the objective of the creation
of value through scientific knowledge and technological development in the
energy sector. The EERA focuses its activities in the field of wind power,
microgrids and electric vehicles. As a PhD fellowship in EERA, the author
had the opportunity of participating in projects with industry collaboration
in the field of grid integration of wind power. This facilitated the identifi-
cation of the interests of the industry with respect to the grid integration
of wind power and the energy sector in general. The proximity to industry
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to wind power and ESSs. Moreover, it is worth highlighting that the the-
sis has been enriched with the availability of laboratory equipments which
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and Energy System Technology (IWES), Kassel, Germany. The stay lasted
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of an international research center. The work done during this stay focused




Wind energy is one of the fastest growing sources of electricity nowadays.
In fact, the cumulative wind power installation in the EU at the end of 2012
was 931.9 GW. This installed capacity would be enough to cover up to 7% of
European electricity consumption in a normal wind year. The penetration of
wind power in some European countries has reached values close to 20%, as
in the case of Denmark (27%), Portugal (17%) and Spain (16%) [289]. Due to
the stochastic nature of wind, the electric power generated by wind turbines
is highly erratic, and therefore the wind power penetration in power systems
and may affect both the power quality and the planning of power systems [4].
These problems may be especially important in weak or islanded grids. As a
consequence, the electrical system operators are gradually developing more
stringent requirements for the grid integration of wind generation facilities.
These requirements define the so-called grid codes and among others, they
require wind generation facilities to present special control capabilities with
output power and voltage, to withstand disturbances and short circuits in the
network during defined periods of time, as well as to provide some ancillary
services for the proper operation of the electrical network as conventional
generating units do. In this way, wind generation facilities are known as
wind power plants.
In this scenario, energy storage systems (ESS) may play an important
role in wind power applications by controlling wind power plant output
and providing ancillary services to the power system and thus, enabling
an increased penetration of wind power in the system. Among the broad
catalogue of energy storage systems, this thesis focuses on the potential uses
of flywheel energy storage systems in wind power.
Flywheels are electromechanical systems that store energy in form of ki-
netic energy. Its operation principle is based on the rotating movement of
a disk, which is coupled with an electric machine. Energy is transferred to
the flywheel when the machine operates as a motor (the flywheel acceler-
ates), charging the energy storage device. The flywheel is discharged when
the electric machine regenerates through the drive (slowing the flywheel).
The energy capacity of flywheels is so that the system can exchange power
continuously at its ratings during no more than a few minutes at most.
This way, flywheels are classified as short-term energy storage devices. The
major advantages of the system are high efficiency, high cyclability, high
ramp power rates and short time responses. On the other hand, flywheels
present relatively high standing losses, so they are not adequate devices for
long-term energy storage.
The thesis has three different parts. The first part comprises Chapters
2 and 3. These chapters provides an extensive state of the art on energy
storage systems as well as the setting up of laboratory equipments for the
experimental validation of the concepts developed throughout the thesis.
The second part comprises the Chapters 4 and 5, which deal with wind power
smoothing related studies. The last part of the thesis comprises Chapters 6
and 7, which deal with the topic of frequency control support by wind power
plants (considering also the support of flywheel systems).
As previously noted, in Chapter 2 a literature review on the potential ap-
plications of energy storage systems in wind power plants is presented. This
section introduces the basis of several storage systems such as those with
extremely high energy and power capacities (e.g. pumped-hydro installa-
tions or hydrogen-based energy storage systems); those with medium energy
and power capacities (e.g. batteries and flow batteries); and those with low
energy and power capacities (e.g. supercapacitors and flywheels). Following
this introduction, a literature review on studies concerning the uses of the
above mentioned energy storage systems in wind power is offered. The stor-
age devices are thus classified according to their suitability in different tasks
that comes in different time frames from the fast power smoothing of wind
turbines to the long seasonal storage of wind power. This Chapter provides
a general idea of the state of the art of energy storage systems, and in the
views of the purposes of the thesis, it helps to identify the interest of the
scientific community in the uses of flywheel systems.
To carry out the experimental validation of some of the concepts devel-
oped throughout the thesis, it has been necessary the design and setting
up of a scale-lab flywheel-based energy storage test bench. The results of
this work are presented in Chapter 3. The resultant is not a high-tech de-
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vice, but a proof of concept system instead. The setting up of the system
comprises several tasks such as the modeling of the system in a simulation
software, the design and the tuning of the control algorithms, as well as the
implementation of these algorithms in the Digital Signal Processors (DSPs)
of the control boards of the electronic power converters of the system.
Chapters 4 and 5 focus on wind power smoothing related studies. These
studies propose the inclusion of a flywheel storage device to the point of
connection of a wind turbine (or a wind power plant). The flywheel is in
charge of fastly inject or absorb power so that the net power injected into the
grid by the wind generation facility and the storage device becomes smoothed
as much as possible. The high controllability and the high ramp power rates
of the flywheel define this system as well suited for this application. To
maximize the smoothing of wind power, it has been detected the necessity
of including a high-level energy management algorithm for the flywheel.
In particular, this is motivated from the need of maintaining a determined
average State of Charge (SoC) of the flywheel function of the expected energy
to be exchanged so as to ensure the availability of the storage device at all
times and to improve the wind power smoothing. The definition of the
optimization criteria for the operation of the flywheel is the main object of
Chapter 4. The work presented in Chapter 5 deeps on the design of the
high-level energy management algorithm and presents also the experimental
validation of the developed concepts.
Finally, Chapters 6 and 7 address the topic of system frequency con-
trol support by wind power plants. This is one of the mandatory ancillary
services required by system operators to wind power plants for their grid
integration. Chapter 6 presents an extensive literature review on the re-
quirements set by some European grid codes in this regard, as well as on
control methods for operating wind turbines so that they can maintain a de-
termined level of power reserves to be able to participate in frequency control
related tasks. Chapter 7, based on the previous literature review, proposes
a control method for variable speed wind turbines to maintain the required
power reserves by the network operator. Also, it proposes the inclusion of
a flywheel-based energy storage system to the wind power plant to provide
part of the required power reserves by the network operator. This way, the
need of deloading the wind turbines to provide the required power reserves
is alleviated. The inclusion of the storage system in the wind power plant
involves the design of a wind power plant central controller to coordinate




A review of energy storage
technologies for wind power
applications
Summary.- Energy Storage Systems (ESS) may play an important role in
wind power applications by controlling WPP output and providing ancillary
services to the power system and therefore, enabling an increased penetration
of wind power in the system. This chapter deals with the review of several
energy storage technologies for wind power applications. The main objec-
tives of the chapter are the introduction of the operating principles, as well
as the presentation of the main characteristics of energy storage technologies
suitable for stationary applications, and the definition and discussion of po-
tential ESS applications in wind power, according to an extensive literature
review.

2. A review of energy storage technologies for wind power applications
2.1 Introduction
Numerous publications regarding the review of suitable storage technologies
for stationary applications are found in literature [35, 145, 231]. In [145,
231], a summary of ESS main features is provided. In addition, a revision
of specific, worldwide ESS examples for renewable energy applications is
detailed in [35].
This chapter focuses on two main objectives; firstly, the introduction of
operating principles and the main characteristics of several storage tech-
nologies suitable for stationary applications; and, secondly, the definition
and discussion of potential ESS applications in wind power. The classifi-
cation of potential ESS applications has been performed under full power
duration of the storage criteria in each case. Thus, applications where ESS
are required to inject or absorb power for less than a minute, as in power
smoothing of wind turbines; or long-term storage applications, such as those
related to load following or seasonal storage, have been considered.
2.2 Energy storage technologies
Electrical energy can be converted to many different forms for storage [231]:
• as gravitational potential energy with water reservoirs,
• as compressed air,
• as electrochemical energy in batteries and flow batteries,
• as chemical energy in fuel cells,
• as kinetic energy in flywheels,
• as magnetic field in inductors,
• as electric field in capacitors.
In this section, a review of several available technologies of energy storage
that can be used for wind power applications is evaluated. Among other
aspects, the operating principles, the main components and the most rele-
vant characteristics of each technology are detailed. In order to obtain an
overview of the main characteristics of the energy storage technologies pre-
sented in this chapter, and the differences between them in a comprehensive
way, some tables and graphics, based on the data collected from several
publications and manufacturers, are shown.
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2.2.1 Pumped Hydro Storage (PHS)
PHS is a large scale ESS. Its operating principle is based on managing the
gravitational potential energy of water, by pumping it from a lower reser-
voir to an upper reservoir during periods of low power demand. When the
power demand is high, water flows from the upper reservoir to the lower
reservoir, activating the turbines to generate electricity. The energy stored
is proportional to the water volume in the upper reservoir and the height of
the waterfall. According to [92], the use of PHS can be divided into 24 hours
time-scale applications, and applications involving a more prolonged energy
storage in time, including several days. Actually, there is a tremendous
potential for hydro-storage capacity in many areas globally. In type-one ap-
plications, the potential is around 1675 GW, and for type-two, 1454 GW.
This technology is the most used for high-power applications [145].
An illustrative example of a PHS installation, is in operation by First
Hydro Company [112]. This installation was commissioned in 1984. It can
inject 1728 MW for 5 hours, including high power ramp rates. The system
is capable of moving from 0 to 1320 MW power injection in 12 seconds by
means of managing 6 motor-generators of 330 MW activated by reversible
Francis water turbines, installed in Europe’s largest man-made cavern.
In general, the life time of PHS installations is around 30-50 years, with
an acceptable round trip efficiency of 65-75% and power capital costs of
500-1500 e/kW and 10-20 e/kWh [160]. Despite the large power volumes
and energy management in PHS installations, it is remarkable that a fast
response time (less than 1 minute [112]) enables the PHS systems as impor-
tant components to control electrical network frequency and in provision of
reserve generation.
2.2.2 Compressed Air Energy Storage (CAES)
CAES systems are based on conventional gas turbine technology. In this type
of system, the energy is stored in form of compressed air in an underground
storage cavern. When energy is required to be injected into the grid, the
compressed air is drawn from the storage cavern, heated and then expanded
in a set of high and low pressure turbines which convert most of the energy
of the compressed air into rotational kinetic energy. The air is additionally
mixed with natural gas and combusted. While the turbines are connected to
electrical generators in order to obtain electrical energy, the turbine exhaust
is used to heat the cavern air. The topology of the whole system is shown
in Figure 2.1.
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Figure 2.1: System description of Compressed Air Energy Storage
Currently, the use of CAES systems is not widespread. Only two plants
have been constructed in the world so far; one in Germany (290 MW) and the
other in the USA (110 MW) [145]. Nevertheless, this technology is currently
attracting much interest. One of the biggest projects that is being carried
out is the Iowa Stored Energy Park, with 2,700 MW of turbine power. This
is being developed in conjunction with a large wind farm. The aim of CAES
is to store the excess of wind energy generation [290].
Advances in this technology have led to the development of Advanced-
Adiabatic CAES (AA-CAES). As its name suggests, the air is adiabatically
compressed and then pumped into an underground cavern. The key parts
of this system are the heat exchangers, which are quite expensive. The
effectiveness and the economics of these heat exchangers, and the compressor
and expander trains are the main concerns for the success of AA-CAES [231].
The life time of CAES installations is approximately 40 years, with an
energy efficiency of 71% [80]. Since the self-discharge of the system is very
low, CAES systems are considered long-term time scale storage installations
which can compete with PHS.
2.2.3 Battery Energy Storage System (BESS)
Batteries are one of the most used energy storage technologies available on
the market. The energy is stored in the form of electrochemical energy, in
a set of multiple cells, connected in series or in parallel or both, in order to
obtain the desired voltage and capacity. Each cell consists of two conductor
electrodes and an electrolyte, placed together in a special, sealed container
and connected to an external source or load [287]. The electrolyte enables
the exchange of ions between the two electrodes; while the electrons flow
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through the external circuit. BESS is a solution based on low-voltage power
battery modules, connected in series / parallel in order to achieve the desired
electrical characteristics. According to [85], BESS comprises batteries, the
Control and Power Conditioning System (C-PCS) and the rest of the plant,
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Figure 2.2: Operation principle of Battery Energy Storage System
Many types of batteries are now mature technologies. In fact, research
activities involving Lead-Acid batteries have been conducted for over 140
years. Notwithstanding, a tremendous effort is being carried out to tur
technologies like Nickel-Cadmium and Lithium-Ion batteries into cost ef-
fective options for higher power applications. In the following sections, a
description of some of the most important typologies of batteries is pre-
sented.
Lead-Acid battery
The Lead-Acid battery is the most mature type of battery. It is made
up of stacked cells, immersed in a dilute solution of sulfuric acid (H2SO4)
as an electrolyte. The positive electrode of each cell is composed of lead
dioxide (PbO2), while the negative electrode is sponge lead (Pb). During
discharge, both electrodes are converted into lead sulphate (PbSO4). During
the charge cycle, both electrodes return to their initial state. There are two
major types of Lead-Acid batteries: flooded batteries, which is the most
common topology, and valve-regulated batteries, which are the subject of
extensive research and development [228].
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The reversible redox reactions deteriorate the battery electrodes, giving
them a cycle life of 1200-1800 cycles (depending on the Depth of Discharge,
DoD), with a round trip efficiency of 75-80%. The life time of the system is
approximately 5-15 years [126] and depends on the operating temperature
of the system. In fact, high operating temperatures (up to 45◦C [128]) can
improve the battery performance in terms of higher capacity, but reduce the
life time of the system. Due to their low daily self-discharge, <0.1% [126],
Lead-Acid batteries are suitable for storing energy for long periods of time
[146].
In addition to the relatively poor performance of the battery at low and
high ambient temperatures, and its relatively short life time, the main dis-
advantages of the Lead-Acid battery are the necessity for periodic water
maintenance (in the case of a flooded battery) and its low specific energy
and power, 30 Wh/kg and 180 W/kg respectively. In addition, Lead-Acid
batteries present difficulties in providing frequent power cycling, often at a
partial state of charge, which can lead to premature failure due to sulphation
[198].
Nickel-Cadmium battery (Ni-Cd)
Development of this type of alkaline rechargeable batteries has been carried
out since 1950. This has helped to make them a well-established technology
in the market place. The main components of Ni-Cd batteries are nickel
species and cadmium species as the positive and negative electrodes’ active
materials respectively, and aqueous alkali solution as the electrolyte [203].
During the discharge cycle, Ni(OH)2 is the active material of the positive
electrode, and Cd(OH)2 is the active material of the negative electrode. Dur-
ing the charge cycle, NiOOH is the active material of the positive electrode,
and metallic Cd the active material of the negative electrode. The alkaline
solution KOH acts as the electrolyte [46].
This type of battery can be commonly found in two different forms, de-
pending on the application: in its sealed form in portable equipment, and
in its flooded form in general industrial applications. In order to obtain a
full-charge flooded Ni-Cd battery, it is necessary to apply a certain level of
overcharging, with a very quick charge cycle. The discharge cycle is also
very quick, due to significant lower internal resistance [203]. Ni-Cd batteries
can inject their rated power during 2 hours [46].
The Ni-Cd battery has good characteristics with respect to its long cycle
life (more than 3500 cycles [46]), combined with low maintenance require-
ments [198]. Nevertheless, its cycle life is highly dependent on the DoD. It
13
2.2. Energy storage technologies
can reach more than 50000 cycles at 10% of DoD.
Although the Ni-Cd battery presents some good technical characteristics,
it has not had a major commercial success, mainly due to its considerable
costs at more than 10 times of Lead-Acid [79]. However, Ni-Cd production
gross is increasing, despite having a strong competitor such as NiMH in the
field of alkaline batteries. Thus, the alkaline rechargeable battery market
should rapidly expand [46].
Two major drawbacks of Ni-Cd batteries are their toxicity and the fact
that they suffer from the memory effect. Actually, cadmium and nickel are
toxic heavy metals which can cause health risk in humans [313, 176]. For this
reason, in November 2003, the European Commission drew up a proposal
for new directives including recycling targets of 75% for this type of battery.
With this new legal framework, energy storage in Ni-Cd batteries has an
uncertain future.
Sodium-Sulphur battery (NaS)
Besides being a relatively recent technology, NaS batteries are one of the
most promising options for high power energy storage applications. The
anode of this type of battery is made of sodium (Na), while the cathode is
made of sulphur (S). Ceramic Beta-Al2O3 acts as both the electrolyte and
the separator simultaneously [309]. During the discharge cycle, the metallic
anodic material (sodium) is oxidized, releasing Na+ ions, while the cathodic
material is reduced, releasing S−2 sulphur anions. The electrolyte enables
the transfer of sodium ions to the cathode where they combine with sulphur
anions and produce sodium polysulphide NaSx. During the charge cycle, the
opposite reaction occurs; sodium polysulphide is decomposed into sodium
and sulphur.
NaS battery cells are usually designed in a tubular manner where the
sodium is normally contained in an interior cavity formed by the electrolyte.
An important feature of this type of battery is its high temperature oper-
ation, around 350◦C [46]. At this temperature, sodium, sulphur and the
product of the electrochemical reaction, NaSx, are in liquid state, which al-
lows a high reactivity of the electrodes. There are many concerns regarding
the high temperature operation of the battery. To summarize: as the cell
reactions are exothermic, the energy input required to maintain a proper
operating temperature is low and therefore, the efficiency of the battery is
not substantially reduced [221]. According to [309], the lower the electrolytic
resistance of the battery, the better the performance due to the minimization
of the energy lost in form of heat in the electrolyte.
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One of the largest manufacturers of NaS batteries is the Japanese company
NGK insulators [216]. One of its models can inject 50 kW of rated power
for 7 hours [41]. The energy density and the energy efficiency of this type
of batteries are very high, 151 kWh/m3 and 85% respectively, [151].
Additional important features of NaS batteries are no self-discharge, low
maintenance and their 99% recyclability.
Lithium-ion battery (Li-ion)
Li-ion batteries are widely used in small applications, such as mobile phones
and portable electronic devices; therefore the annual production gross is
around 2 billion cells [48]. In addition, this type of batteries attracts much
interest in the field of material technology and others, in order to obtain high
power devices for applications like electric vehicles and stationary energy
storage.
The operation of Li-ion batteries is based on the electrochemical reactions
between positive lithium ions (Li+) with anolytic and catholytic active ma-
terials [304]. The cells of Li-ion batteries are made of anolytic and catholytic
plates, filled with liquid electrolyte material. The electrode areas are delim-
ited by a porous separator of polyethylene or polypropylene, which allows the
transit of lithium ions. The catholytic material is usually based on lithium
metal oxide, as lithium cobalate (LiCoO2), while the anolytic material is
graphite (C). The electrolyte is usually a non-aqueous organic liquid, such
as PC, EC or DMC, which contains dissolved lithium salts such as LiClO4.
The charging and discharging cycles of the battery are detailed as follows.
During the charge cycle, Li+ flows from the positive electrode, made of
LiCoO2, to the graphite sheets of the negative electrode [48, 304]. The
discharge cycle consists of the reverse process.
Since the performance and the range size of the battery are strongly re-
lated to the active materials of the electrodes and the electrolyte, there is a
tremendous amount of research in the field of material technology nowadays
[48, 111, 195, 304].
As important features of Li-ion batteries, it is appropriate to mention their
high energy density and specific energy, 170-300 Wh/l and 75-125 Wh/kg
respectively [304]. Another major feature is their fast charge and discharge
capability [317]. In fact, time constants (understood here as the time to reach
90% of the rated power of the battery) around 200 ms, with a relatively high
round trip efficiency of 78% within 3500 cycles, have been reported [6]. These
characteristics make Li-ion batteries good candidates for applications where
the response time and weight are important. In addition, Li-ion batteries
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are mainly an option in short time scale applications, due to their relatively
high daily self-discharge, between 1-5% [128, 231, 317].
Referring to the drawbacks of Li-ion batteries, it can be mentioned that,
since their life time is dependent on cycle DoD, this technology is not ade-
quate for the use in back-up applications where they may become fully dis-
charged. In addition, maintaining a safe voltage and temperature operation
ranges are essential aspects for this technology, due to its fragility. Indeed,
protection circuits are required [128]. In addition, the use of flammable
organic electrolytes raises issues about security and greenness.
2.2.4 Flow Battery Energy Storage System (FBESS)
Flow batteries are a relatively young technology. Their operating principle
is based on reversible electrochemical reactions that occur in a set of cells
connected in series, parallel or both, in order to achieve the desired voltage
level. Unlike conventional batteries, two different aqueous electrolytic solu-
tions are contained in separate tanks. During the normal operation of the
battery, these aqueous solutions are pumped through the electrochemical
cell where the reactions occur [130, 260]. Three types of commercially avail-
able flow batteries are considered in this chapter: Vanadium Redox Battery
(VRB), Zinc Bromine Battery (ZBB) and Polysulphide Bromide Battery
(PSB). Since their operation is based on reduction and oxidation reactions
of the electrolyte solutions, these types of batteries are also called redox flow
batteries. Their operating principle is presented in Figure 2.3. As shown,
during the charge process, the electrolyte A is oxidized at the anode, while
the electrolyte B is reduced at the cathode. The discharge cycle consists of
the reverse process.
One of the major advantages of flow batteries is that their energy capacity
is easily scalable, since it depends on the volume of the stored electrolyte.
This leads to lower installation costs the larger the system is [313]. As a
result, energy and power capacity of flow batteries are independent charac-
teristics: the power capacity of the system depends on the cell number and
the size of the electrodes. But operating costs are not negligible, due to the
control of electrolytic flows and pumps [130]. In this sense, the ZBB presents
worse performance than a PSB and VRB, since a third pump is required for
the recirculation of bromine complexes.
Other interesting features of flow batteries are their ability to become
fully discharged without any damage, and their very low self-discharge, since
the electrolytes are stored in separate sealed tanks. Therefore, redox flow
batteries result as systems with a long life and low maintenance, able to
16
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Figure 2.3: Operation principle of Flow Battery Energy Storage System
Vanadium Redox flow Battery (VRB)
The VRB stores energy in two tanks, an anolytic and catholytic reservoir,
containing sulphuric acid solutions. In the anolytic reservoir, V2+/V3+
are used as electrolytes, while the electrolytes V4+/V5+ are used in the
catholytic reservoir [233, 256]. When an electrochemical reaction occurs,
carbon electrodes enable the electron flow through the load, while the electri-
cal balance is achieved by means of the migration of a hydrogen ion through
the membrane which separates the two electrolytes. Since the products of
chemical reactions remain dissolved in the electrolytes, the reverse process
leads solutions to their initial state. Moreover, there is no danger of cross-
contamination of the electrolytes, as they both contain the same type of
metal ion.
The system life is about 15-20 years [255], with more than 1000 charge
and discharge cycles at 100% of DoD [36]. However, while electrolytes do
not require special maintenance, it is recommended to replace the separator
membrane every 5 years [256]. The system can achieve an energy efficiency
of 78% [144], and it results in relatively low cost to store large amounts of
energy for long times. According to [291], the cost per kWh decreases as
17
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energy storage capacity increases, achieving costs as low as 150 $/kWh for
8 or more hours of storage devices.
Referring to the drawbacks of the system, it is remarkable that its low
specific energy and energy density, around 25-35 Wh/kg and 20-33 Wh/l
respectively [292] reduce the potential uses of the battery in non-stationary
applications.
Zinc-Bromine flow Battery (ZBB)
In ZBBs, two aqueous solutions, based on Zn and Br and stored in separate
tanks, flow through electrolytic cells where the reversible electrochemical
reactions are produced. During the discharge process, bromide ions Br− are
converted to bromine Br−3 , in the positive electrode, which reacts with other
organic amines and creates thick bromine oil that sinks to the bottom of
the tank. Meanwhile, in the negative electrode, positive zinc ions Zn2+ are
converted to metallic Zn. Reverse reactions to those described are carried
out during the charge process of the battery. Cell electrodes are composed
of carbon-plastic composite and are separated by means of a micro-porous
polyolefin membrane [97, 233].
Since the invention of ZBBs in 1970 by Exxon, this technology has evolved
to the point that it is now commercially available in sizes of 1 MW / 3 MWh
for utility-scale applications [97], with the ability to provide its rated power
for 2-10 hours [183]. Indeed, large amounts of energy can be stored for long
periods of time due to virtually no self-discharge of the battery [247]. Other
important features of this technology are its relatively high specific energy
of 75-85 Wh/kg [318] (between 2 or 3 times that of Lead-Acid batteries),
a high energy efficiency of 75-85% [130] and a longer cycle life than 2000
charge and discharge cycles at 100% of DoD without any damage [108]. In
terms of greenness, these products are basically made of recycled plastics,
allowing low cost production and high recyclability [247].
Polysulphide-Bromide flow Battery (PSB)
The operation of PSBs, also called regenerative fuel cells or Regenesys, are
based on the electrochemical reactions between two salt-based electrolytes:
sodium bromide (NaBr) and sodium plysulphide (Na2Sx). The electrolytes
are separated by a polymer membrane which only allows the interchange
of positive sodium ions [85, 313, 233, 260]. During the charge cycle, bro-
mide ions (Br−) are transformed into tribromide ions (Br−3 ) in the positive
electrode of the cell. In the negative electrode, dissolved sodium particles
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(S2−4 ) in the polysulphide electrolyte are reduced to sulphide ions (S
2−
2 ). The
discharge cycle consists of the reverse process.
Regenesys Technologies built the larger system based on this battery type
in 2003. The rated power and energy capacity of this system are 15 MW and
120 MWh respectively, which provide a duty cycle of 10 hours [233, 235].
The system has a modular design. Each module has 100 kW of rated power.
The energy efficiency of the system is 75%, with a relatively long life, more
than 15 years. The project budget was around 250 million dollars.
Since a PSB has practically no self-discharge, it is suitable for storing
energy during long periods of time. Moreover, the chemical elements present
in the battery are abundant in nature, and their costs are reasonable [233].
On the other hand, a tank failure would expel toxic bromine gas [313].
2.2.5 Hydrogen-based Energy Storage System (HESS)
Hydrogen can be obtained in various ways: by means of water electroly-
sis, from renewable energies such as solar or wind installations, gasifying
biomass, coal or fuel (which is the most common option) [68, 310]. When
hydrogen is produced from WPPs, it can be stored in order to be used
directly in fuel cells, or transported to users through pipelines to produce
electricity [267].
When hydrogen is stored, the technology used is known as Regenerative
Fuel Cell (RFC) [57, 274]. As shown in Figure 2.4, it is composed of the
following components: a water electrolyzer system, a fuel cell system, a
hydrogen storage and a power conversion system. This technology is re-
sponsible for carrying out the electrochemical transformations in order to
store energy in the form of hydrogen and inject it as electricity into the grid,
when required.
As presented, electrolyzers are key parts of RFCs. By means of these de-
vices, water is electrolytically decomposed into hydrogen and oxygen. There
are many types of electrolyzers, from common technologies such as Alkaline
electrolyzers [267], to more modern types like Polymer Electrolyte Membrane
(PEM) electrolyzers. PEM electrolyzers were invented in 1970, but hydro-
gen production by means of this type of technology is currently considerable,
reporting production volumes up to 10 Nm3/h [236]. The electrolyzers are
classified by their type of electrolyte, liquid or solid. The use of solid elec-
trolytes allows PEM electrolyzers to generate hydrogen at suitable pressures
(200-6000 psi [274]) in order to store it in tanks or in metal hydrides.
In fact, hydrogen can be stored in many forms [68, 128, 299]: as gas in
metal tanks (or other composite materials like carbon fiber or polymer) at
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Figure 2.4: Topology of Regenerative Fuel Cell
pressures up to 350 bar, or in metal hydrides. Storing hydrogen in metal
tanks may be suitable for large volume applications for long term storage
(more than 30 hours), while storing hydrogen in metal hydrides is suitable
for storage periods longer than 3 hours [310]. Other less developed storage
technologies include the liquefaction of hydrogen and the storage in carbon
nanofibers.
Similarly to the electrolyzers, there are many types of fuel cells for station-
ary and distributed generation purposes [214, 296], depending on their elec-
trolytic material. In Figure 2.4, the Polymer Electrolyte Membrane Fuel Cell
(PEMFC), Alkaline Fuel Cell (AFC), Molten Carbonate Fuel Cell (MCFC)
and Solid Oxide Fuel Cell (SOFC) are detailed. The PEMFC is the most
used technology. Its low operation temperature (between 50-100◦C), mainte-
nance and corrosion, as its electrolyte is solid, are important characteristics
of this type of fuel cell. On the other hand, since the catalytic material
is platinum, the cost of the device increases significantly. In addition, this
technology is affected by hydrogen impurities, which affect its life.
The sizing of the stack depends on the type of technology used, leading to
100 kW PEMFC stacks or 2 MW SOFC stacks. Fuel cells are noted for their
good dynamic behavior, allowing a quick star -up, even at partial load. No
acoustic emissions are noted during their operation and they only discharge
water as a product [57].
As they are flow batteries, RFC power and energy capacity are not related
characteristics. In addition, since they are designed in a modular manner,
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high energy systems with more than 100 MWh and with high peak power,
more than 10 MW, can be achieved. Their practically zero self-discharge
(depending on the type of hydrogen storage) allows these systems to store
energy for long periods of time. In terms of their useful life and cycle life,
they are estimated at more than 15 years and 20000 charge and discharge
cycles (at 100% of DoD) respectively [145, 274, 310]. Finally, notice that one
of the major drawbacks of a RFC is its low energy efficiency, about 42%, due
to the relatively low energy efficiencies of the fuel cell and the electrolyzer,
about 60% and 70% respectively [184].
2.2.6 Flywheel Energy Storage System (FESS)
A FESS is an electromechanical system that stores energy in form of kinetic
energy. A mass rotates on two magnetic bearings in order to decrease friction
at high speed, coupled with an electric machine. The entire structure is
placed in a vacuum to reduce wind shear [42, 313, 189, 321]. The scheme of

























































Figure 2.5: Topology of Flywheel Energy Storage System
Energy is transferred to the flywheel when the machine operates as a motor
(the flywheel accelerates), charging the energy storage device. The FESS is
discharged when the electric machine regenerates through the drive (slowing
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the flywheel). In fact, the energy stored by the flywheel is dependent on
the square of the rotating speed and its inertia. Commercially, the two
major types of machines used for flywheels systems are the axial-flux and the
radial-flux permanent magnet machines. Apart from the permanent magnet
machine used in almost all flywheels, there is also the possibility of using
synchronous reluctance or induction machines. In general, flywheels can be
classified as low speed or high speed devices. The first operates at revolutions
per minute (rpm), measured in thousands (this class of flywheel uses steel as
the main structural material in the rotor), while the latter operates at rpm
measured in tens of thousands (this class of flywheel uses a rotor made of an
advanced composite material, such as carbon-fiber or graphite [141, 189]).
The energy density of the flywheel depends on the product of a shape factor,
taking the inertia of the rotating disk into account, and the permissible
tangential strength of the disk, which depends on its material. Moreover,
the maximum specific energy of the system is determined by the ratio of the
energy density and the density of the material of the rotating disk [21, 141].
Thus, the choice of the material is a key point in the system performance,
since high-strength but lightweight materials are required. Moreover, the
rated power of the system is limited by its C-PCS.
On the one hand, a FESS presents good features regarding high efficiency
(around 90% at rated power), long cycling life, wide operating temperature
range, freedom from depth-of-discharge effects, higher power and higher
energy density [42, 313, 154, 249]. On the other hand, flywheels present
relatively high standing losses. Self-discharge rates for complete flywheel
systems are about 20% of the stored capacity per hour [128]. This is the
reason why flywheels are not adequate devices for long-term energy storage.
The largest available kinetic energy storage device is manufactured by Piller
Power Systems [232]. This system is designed to operate within a speed
range of 3600 rpm to 1500 rpm. Its energy capacity is about 19 MWs and
can deliver 10 seconds of ride-through at 1.65 MW load and proportionately
a longer ride-through at lesser loads.
2.2.7 Superconducting Magnetic Energy Storage (SMES)
The SMES system is a relatively recent technology. The first system based
on this technology was built in 1970 [249]. Its operation is based on storing
energy in a magnetic field, which is created by a DC current through a large
superconducting coil at a cryogenic temperature.
The energy stored is calculated as the product of the self-inductance of
the coil and the square of the current flowing through it [218]. Thus, the
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Table 2.1: Capital cost, energy and power ratings of ESSs







500-8000 [151] 10-1000 [151]
HESS 2-15 e/kWh [160] 120 [145] 0.1-15 [145], 0.3-
50 [113]







VRB 600 $/kWh [25] 2 [198], 6 [11], 1.2-
60 [237], 120 [298]
0.25 [198], 6 [11],
0.2-10 [237], 12
[298]
ZBB 500 $/kWh [293] 0.1-3 [97], 0.15
[234], 0.4 [70], 2
[106], 2.8 [11], 4
[35]
0.1-1 [97], 0.1
[234], 0.2 [70], 2


















0.001-40 [198] 0.05-10 [198]
Ni-Cd 400-2400 $/kWh
[128]
6.75 [11] 45 [11]
Li-ion 900-1300 $/kWh
[128]
0.0016 [65], 0.5 [1],
0.0015-50 [257]
0.1 [65], 2 [1],
0.015-50 [257]
SMES - 0.001 [258],
0.00083 [35], 0.015
[132]












0.01 [77] 0.05-0.1 [145], 0.25
[77]
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Table 2.2: Specific energy and power, as well as cycling capability and life















- 2·104 [274] 15 [274]
CAES 3.2-5.5 [128] - 104-3·104 [97] 30 [193], 40
[80]
VRB 20 [80], 25-35
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PSB - - - 15 [233]
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11900 [189] 105−107 [128] 20 [34]
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PHS 65-75 [160], 67
[151], 75-80
[128][80]
No [151] First Hydro Com-
pany [112], MWH
[210]
HESS 35 [145], 40 [193],
35-40 [37], 42 [184]
No [113] Fuel Cell Energy
Inc. [113]
CAES 70 [145], 71 [80],
73 [128]
No [151] Enis Windgen
[100], Dresser-Rand
[88]




Very low [237] Prudent Energy
Corp. [237]
ZBB 65-75 [77], 68
[144], 70 [168], 80
[233], 75-85 [130]




PSB 60-65 [255], 75
[233]
No [233] Regenesys Tech-
nologies [248]
NaS 75-85 [160], 80
[46], 85 [151],
84-87 [128]
No [309] NGK [41]
Lead-Acid 75-80 [160], 70-80
[256]
<0.1 [128], 0.1
[9, 231], 0.2 [168]
Alcad [12], Exide
Technologies [109]
Ni-Cd 72 [31] 0.2 [9], 0.3 [128] Saft [257], Alcad
[12], Harding En-
ergy Inc. [131]












FESS 85 [145] 100 [128] Beacon Power [34],
Active Power [5],
Piller [232]
SCESS 65 [168], 80 [231,
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characterization of the coil has a central role in the system design. De-
pending on the system operating temperatures, superconducting coils can
be classified as: High Temperature Coils (HTS), which work at temperatures
around 70 K, and Low Temperature Coils (LTS), a more mature technology,
with working temperatures around 5 K. A balance between cost and system
requirements determines the technology used.
The maximum current that can flow through the superconductor is tem-
perature dependent. Indeed, the lower the operating temperatures, the
higher the operating currents that can be achieved. According to [231],
flux densities around 10 T at 4.2 K have been experimentally reported, al-
lowing energy densities of 40 MJ/m3. Therefore, higher energy densities
than those of flywheels and conventional batteries can be obtained.
The cooling system must be considered as a core element of the system,
since it is fundamental to obtain a superconductor coil in its cryogenic state
[270]. In this sense, the system has two cryocoolers, the first is responsible
for cooling the superconductor coil by means of liquid helium or nitrogen
bath, and the second is required to cool shields outside the bath [265]. For-
tunately, the energy required for these cooling systems is much smaller than
the energy stored in the system. Therefore, and taking into account other
energy losses such as those due to the C-PCS, SMES systems have very high
energy efficiencies up to 90% [218]. Indeed, a cryocooler can keep the sys-
tem operating temperature at 20 K with a lower power consumption than
20 W/s [165].
Concerning the C-PCS, two different types of power converters are consid-
ered, the VSC and the CSC [15, 218]. Even though the active and reactive
power can be properly controlled with both power electronics-based convert-
ers, a reactive power management with a very low or even zero current in
the coil is only possible with VSC. On the other hand, CSCs are able to
inject higher reactive currents. In addition, VSC control is usually more
complicated than a CSC one, due to the presence of a DC/DC chopper.
Finally, it is appropriate to highlight some important features of SMES
systems. Undoubtedly, a defining feature of these systems is their ability to
inject or absorb large amounts of energy in a very short time. According to
[258], the power injection of a 1 MW / 1 kWh SMES can be increased in 200
kW in only 20 ms. Other experimental studies show similar results [133].
The energy capacity of these systems ranges from 100 kW to 10 MW, and
it is possible to inject their rated power only for a few minutes before being
discharged [218, 249]. In addition, SMES systems have a very long cycle
life of tens of thousands of cycles [218]. Despite their good technological
features, there are actually very few SMES systems built, mainly due to
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their high cost [231]. According to [35], the capital power cost may vary
between 1000-10000 $/kW.
2.2.8 Supercapacitor Energy Storage System
Supercapacitors are also known as ultracapacitors or double-layer capaci-
tors. Like batteries, supercapacitors are based on electrochemical cells which
contain two conductor electrodes, an electrolyte and a porous membrane
whereby ion transit between the two electrodes is permitted. However, no
redox reactions occur in the cells, because the operating voltage is lower, in
order to electrostatically store charge on the interface between the surfaces
of the electrolyte and the two conductor electrodes [127, 239, 266]. In fact,
this structure creates two capacitors (due to both interfaces, electrolyte -
negative electrode and electrolyte - positive electrode), and for this reason,
they are called double-layer capacitors.
The energy stored in the capacitors is directly proportional to their capac-
ity and the square of the voltage between the terminals of the electrochemical
cell, while the capacity is proportional to the electrode-surface area and in-
versely proportional to the distance between the electrodes. Therefore, the
main difference between capacitors and supercapacitors is the use of porous
electrodes with high surface-areas by the latter ones, providing higher energy
densities to the system [87, 266].
Due to their low-cell voltage (about 3V), the desired voltage and capacity
of the supercapacitor are achieved by the series and parallel connection of
a set of cells [231]. The topology of a system based on a supercapacitor is
shown in Figure 2.6.
There are two types of supercapacitors depending on the design of the elec-
trodes [23, 26, 266]: symmetrical and asymmetrical supercapacitors. Unlike
unsymmetrical ones, symmetrical supercapacitors utilize the same material
for their positive and negative electrodes. Moreover, further classification
can be made for electrodes based upon their materials [24]. In this sense,
it can be distinguished between activated carbon electrodes, metal-oxide
electrodes and electronically conducting polymer electrodes. Activated car-
bon electrodes are commonly used in commercial systems due to their low
cost and high capacity (up to 5000F [197, 239]). In fact, activated car-
bon electrodes provide capacities from 100 to 1000 times per unit volume
over conventional electrolytic capacitors [207]. Concerning the electrolyte,
since its breakdown voltage limits the voltage of the supercapacitor cell, the
proper choice of its material is very important. There are several types of
electrolytes. To summarize, they can be classified into aqueous electrolytes
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Figure 2.6: ESS based on a supercapacitor
and organic electrolytes, which are most common [266].
As mentioned, electrolyte and electrode materials have a fundamental in-
fluence on the energy and power capacity of the supercapacitor, as well as its
dynamic behavior. Actually, the product of the equivalent resistance of the
electrolyte and the capacity of the supercapacitor determine its charge and
discharge time constants. This equivalent resistance is very small (less than
1 miliohm [229]), therefore short time constants can be achieved. In addi-
tion, power densities 10 times higher than batteries can be achieved. These
features, combined with the high self-discharge of the system (which can be
20% of its rated capacity in 12 hours, due to the non negligible equivalent re-
sistance of the contact between the electrolyte and the electrodes [168, 223]),
define the system as a candidate for short time scale applications with short
time responses.
Other important features of supercapacitors are their long life, more than
5·104-105 cycles with virtually no maintenance and energy efficiency of about
75-80% [136]. Charge and discharge cycle times of the system are about 1-
30 seconds at rated power, while the specific power and energy power of
the system are very high, 2000-5000 W/kg and 20000-30000 W/m3 respec-
tively. However, its specific energy and energy density are low, 2-5 Wh/kg
and 10000 Wh/m3, due to the difficult access to the porous surface of the
electrode by ions [90, 60]. Finally, it can be noted that the most important
drawback of supercapacitors is their high cost, estimated at 5 times that of
Lead-Acid battery cost, 9500 $/kWh [175].
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Figure 2.7: Discharge time at rated power of ESS, according to the data
collected in Table 2.1
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Figure 2.8: Energy efficiency of ESS’s, according to the data collected in
Table 2.2
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2.3 Applications of the storage technologies in wind
power
This section details the potential applications of ESS in wind power. Each
technical issue, concerning different aspects related with the management of
WPPs and their integration into the electrical network, has been identified
and defined according to [31, 33, 35, 79, 106, 115, 284]. In addition, the
definition of these aspects is complemented by a brief discussion on the ESS
role in each case. Finally, a review of several publications concerning the
ESS applications in wind power is summarized in Table 2.4 and Table 2.5.
2.3.1 Fluctuation suppression
Fast output fluctuations (in the time range up to a minute) of the power
of wind generators can cause network frequency and voltage variations, es-
pecially in isolated power systems, and thus impairing the power quality
[208]. In order to mitigate the effects of power fluctuations, an ESS can be
used. Storage technologies suitable for this application present high ramp
power rates and high cycling capability, since fast power modulation and
continuous operation are required. Thus, batteries (excluding conventional
Lead-Acid batteries), flow batteries, and especially short time scale energy
storage like supercapacitors, flywheels and SMES are well suited for this
service.
A widely accepted solution to mitigate the power fluctuations of a wind
turbine driving a DFIG is to include an ESS in the dc-link of the back-
to-back converters of the machine. This storage device is equipped with
a control which interacts with the turbine’s and other controls in order to
optimize the net power delivered to the external grid by the entire system.
This is the case presented in [238]: a supercapacitor connected to the dc-link
of a wind generator through a two-quadrant dc-dc converter. Two levels of
control are defined, the high level (wind farm supervisory controller), which
is in charge of coordinating the set points of each wind generator, and the
low level, which details the vector controllers of the converters of each wind
generator. As a wind turbine controller, the C-PCS of each storage device
receives the set point calculated by the high level controller, and manages the
power injection or absorption by means of computing the difference between
this signal and the actual active power of the wind generator.
Flywheels are also under study for complementation of the dc-link of DFIG
wind turbines. Since the operating principle of this technology is highly re-
lated to the power management of a motor / generator, the control theory
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1 Although the storage technology is suitable for this application, dedicated studies are
not listed here.
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1 Although the storage technology is suitable for this application, dedicated studies are
not listed here.
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of electrical drives plays a key role in these studies. In [43], three tech-
niques of sensor-less vector-controlled induction motors driving a flywheel
are compared. In addition, control theories based on the Model Reference
Adaptative System (MRAS) for the design of speed estimation algorithms,
as well as flux weakening aspects, motivated by the high speed of the fly-
wheel are taken into account [54, 55]. In addition to the use of induction
machines, permanent magnet and switched reluctance machines are studied
for flywheel storage devices [56].
As noted at the beginning of this section, the effects of power fluctuations
of wind turbines regarding power quality issues, are remarkable, especially
in isolated systems. Related to this problem, the combination of storage
systems, like flywheels, supercapacitors or batteries in hybrid systems with
offshore wind generation, diesel and photovoltaic generation, is proposed by
[243].
Other studies [134, 165] propose the use of SMES in order to perform
the task of fluctuation suppression, providing storage at the PCC of the
wind farm to the network. In this configuration, the rated power of SMES
reaches several MW. For instance, a 15 MWh - 60 seconds SMES is proposed
in [219], in order to smooth the power fluctuations of a 100 MW wind power
installation. In this case, the WPP is connected to the external grid through
a back-to-back DC link. To conclude, it is noted that by means of the
management of charge and discharge rates of SMES, the capacity of the
power converters of the WPP can be reduced by 60%. Issues such as SMES
capital costs, as well as power losses, due to maintaining low temperature of
operation and leakage magnetic fields, have to be taken into account.
2.3.2 Low Voltage Ride Through (LVRT)
The voltage control of WPPs at the point of connection with the external
grid during voltage dips, is carried out in order to prevent the WPP from
being disconnected, which could cause the collapse of the network. For this
reason, Grid Codes require WPPs to withstand voltage dips up to 0% of the
rated voltage and for a specified duration. These requirements are known
as LVRT requirements. Since many technologies of wind generators include
power converters, it is possible to adjust the reactive power injected into the
grid during these situations [120, 121, 159]. Therefore, energy storage is not
necessary in these situations, but may protect the dc-link of the converters
from over-voltage.
As in the case of fluctuation suppression service, the suitable storage sys-
tems for this application present high ramp-up rates enabling a fast power
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modulation. Therefore, batteries, flow batteries, and short time scale en-
ergy storage like supercapacitors, flywheels and SMES are well suited for
this application.
In [2], the dc-link of the set of back-to-back converters of a wind turbine
driving a DFIG is complemented by supercapacitors. Numerous simulation
results show the improved ride-through capability of the system with energy
storage support. Fuzzy logic control techniques are suggested to manage
the interaction between the C-PCS of the supercapacitors and the wind
generator converter controllers, dumping the voltage variations of the dc-
link during these disturbances.
The use of these control theories is also proposed in [13]. This article
deals with the SMES implementation in a system with fixed speed wind
turbines equipped with pitch control. The SMES is connected to an ac
cable through a six pulse PWM rectifier/inverter, using IGBTs and two
quadrant dc-dc choppers. Both converters are linked by a dc-link capacitor.
The effectiveness of pitch control and the SMES in the voltage stability
of the system under persistent fault situations, caused by the inability of
reclosure the circuits breakers of the system, is studied. The improvement
of the voltage stability with SMES under LVRT situations is discussed also
in [269].
Another C-PCS of SMES is presented in [167]. In this case results as a
combination of series and parallel inverters. Their dc-links are connected
to a two-quadrant dc-dc converter with a dc-link capacitor and a super-
conducting coil. While the series converter is responsible for regulating the
voltage oscillations of the wind generator, the parallel converter simultane-
ously controls active and reactive power in order to damp the oscillations
of the tie-line power flow. The dc bus voltage is properly maintained by
controlling the superconducting coil.
As well as SMES and supercapacitors, batteries and flow batteries are also
proposed for LVRT applications. For instance, in [308], a VRB is connected
to a dc-link of a direct drive wind turbine driving a permanent magnet syn-
chronous generator. The control of the dc-dc converter of the VRB enables
an improved capability of the generator under LVRT situations.
2.3.3 Voltage control support
Wind generators, and especially squirrel cage induction generators, consume
large amounts of reactive power. The control of the reactive power flow in
an electrical network is crucial for maintaining proper levels of voltage in
the system. Therefore, various technologies of wind generators have been
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developed so far [29]. Wind turbines driving a DFIG or full power con-
verters synchronous generators are ways to transfer all or a part of power
generated to the network via power converters. With these topologies, the
reactive power control of wind generators and hence the voltage control at
their connection point is feasible. Also, with the inclusion of energy storage
support, the dynamics of the voltage control can be improved.
Batteries, flow batteries, and short time scale energy storage like super-
capacitors, flywheels and SMES, are well suited for this application, mainly
because of their high enough ramp rates. Since the storage device must be
able to manage both active and reactive power, the C-PCS of the storage
device becomes essential. In this sense, FACTS/ESS systems are proposed
to carry out this task properly, e.g. [282] proposes a Distribution Static
Synchronous Compensator (DSTATCOM), coupled with a flywheel in or-
der to mitigate voltage stability problems due to the introduction of wind
generation in the electric system. Since the dc-link of the STATCOM is
strengthened by the energy storage support, it can exchange both active
and reactive power.
In [30], a STATCOM/BESS is connected to a wind self-excited induction
generator, not only to manage reactive power, but also to compensate har-
monic currents and load changes of an isolated system. As a result, the
efficiency and the availability of the system are enhanced.
It is important to note that active power control features depend on the
storage technology. In this sense, a SMES system presents very good char-
acteristics for a fast injection or absorption of active power; e.g. [133] shows
field test results of SMES, where a 16.6 ms response time in the step input
of both active and reactive power can be seen.
2.3.4 Oscillation damping
The system stability against disturbances may be compromised with high
penetration levels of wind power to the grid. For this reason, WPPs will be
required in future Grid Codes for helping generators of an interconnected
network not to lose synchronism against perturbations. Thus, WPPs will
be required to mitigate these power oscillations of the system by absorbing
or injecting active power at frequencies of 0.5 to 1 Hz [106].
Many storage technologies are suitable for this service. The time of injec-
tion / absorption of active power by the storage device is about one minute,
therefore high ramp-up rates and response time are preferable. Thus, HESS,
flow batteries, batteries, and short time scale energy storage like superca-
pacitors, flywheels and SMES are well suited for this application. System
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stability aspects are usually dealt with by modal and frequency domain anal-
ysis. Flywheels are proposed to be included in the network in favor of better
dynamic performance under disturbances [187, 323]. For instance, in [187],
a general multimachine system is considered a study case in which a method
for an optimal installing location of flywheel devices is performed in order
to damp the low frequency power oscillations of the system.
The SMES system capacity to quickly manage large quantities of active
and reactive power simultaneously is investigated in [188, 215, 225, 305].
WPPs with SMES are required to provide oscillation damping of power flows
in an interconnected system in these studies. A frequency domain analysis,
based on linearized system models using eigenvalue techniques, as well as
time domain analysis, based on a more detailed non-linear system models
under disturbance conditions, are proposed. These system disturbances may
be caused by the disruption of local loads, wind gusts, fast wind fluctuations
or short-circuits. Control techniques are a key aspect here. Since system
uncertainties must be taken into account, e.g. various generating and loading
conditions, parameter variations and non-linearities, the application of linear
controllers is not always appropriate.
In this regard it is interesting to note the methods described in [215]. Here,
a robust non-linear control of SMES is proposed, which bases its operation on
the addition of a power disturbance in a wind-based network with oscillating
power flow in order to reach a net constant power flow in the system. The
consideration of uncertainties of the system in SMES control provides a much
adequate behavior of its response.
Not only theoretical studies have been done, but also experimental tests,
[89]. Here, the benefits of the inclusion of storage devices for improving the
system stability are discussed. It is concluded that power oscillation damping
control is more robust against variations of power system conditions in the
case of managing active and reactive power by means of SMES and batteries
actuation.
2.3.5 Spinning reserve
According to [244], spinning reserve is defined as the unused capacity that
can be activated by the system operator’s decision, and which is provided
by synchronizing with the network devices capable of affecting the active
power of the system. Since a secondary and tertiary reserve can be activated
by the system operator’s decision, they are regarded as spinning reserves.
Therefore, according to the definition, WPPs are required to regulate their
active power for up to 30 minutes, in order to provide a frequency support
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to the system.
There are many storage technologies which are suitable for this appli-
cation: flywheels, SMES, batteries, flow batteries, HESS, CAES or PHS
installations. Batteries and flow batteries have been the subject of study in
numerous publications for providing spinning reserve capability in WPPs.
The provision of spinning reserves plays a key role, especially in isolated
systems [182, 199]. In this sense, BESS is proposed to be included in an
isolated wind - hydro - gas system in [199]. The management, as well as the
optimal size of batteries, are the main concerns of study in order to obtain
the maximum economical benefit by the owner of the storage device while
fulfilling the spinning reserve function. A numerical optimization problem is
proposed in order to optimize the economical benefit, given by the difference
between the revenues, due to the frequency control reserves availability and
the storage energy sales income, and costs, due to maintenance and invest-
ments in storage technologies. The experience results of providing spinning
reserve by a 6 MW - 6 MWh VRB in a 30.6 MW WPP are reported in
[314]. In conclusion, it is important to remark that wind generator power
oscillations for a period of 30 minutes are reduced by a factor of 3. The
estimation of the battery charge state by means of cell voltage measurement
favors the VRB operation.
Flow batteries in spinning reserve applications have been extensively re-
ported in literature. In fact, short response times and the capacity of being
overloaded make these system superbly well suited for this application, even
having advantages over other conventional facilities, like fossil fuel power
stations [259].
2.3.6 Load following
In this service, storage technologies are required to provide energy in the
time frame of minutes to 10 hours [31]. Due to the stochastic nature of
wind, the WPP output would not match the power demand. This leads to
various technical and economic problems regarding the operation of the elec-
trical system. Technical issues, like voltage and frequency variations due to
imbalances between electricity generation and demand, limit the renewable
technologies’ penetration into the electrical network. Regarding economic
issues, it should be remarked that some regulatory frameworks specify eco-
nomic penalties to WPPs for not meeting generation bids, on account of
wind forecasting errors. In this sense, the ESS can be used to store and
inject electrical power for hours. Batteries, flow batteries, as well as HESS,
CAES or PHS installations are well suited for this application.
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Probably, a glaring example of the feasibility of combining wind with
battery solutions is a wind power installation case in Futumata (Japan),
where a 34 MW NaS battery bank is used to level the production of a 51 MW
WPP [147]. Proper management of the energy of the battery is essential,
not only regarding technical issues (e.g. shortage/surplus of the battery),
but also from an economic point of view. In this sense, in [138], a control
algorithm that optimizes the economic benefit of the system, minimizing the
storage in peak-demand hours when the market price of the energy is high,
is developed.
In this case, control and dimensioning aspects of flow batteries are dis-
cussed in [27, 28, 44]. As a conclusion of these works, it can be said that many
techno-economic benefits for the electrical system derives from a proper so-
lution of these aspects. Proper control of the batteries improves the pre-
dictability of WPPs and therefore, the associated costs for their grid integra-
tion regarding reserve requirements can be decreased, since great precision
in matching their output with their forecast power is achieved. According
to [44], 34 MW and 40 MWh of storage capacity are required to improve the
forecast power output of a 100 MW wind plant (34% of the rated power of
the plant) with a tolerance of 4%/pu, 90% of the time.
Techno-economic analyses are addressed in [59, 193, 283], regarding CAES
use in load following applications. As an example, [283] presents a stochas-
tic electricity market model in order to study the effects of high penetration
of wind power in the electrical systems, as well as the economical viability
of including CAES solutions. With system minimization costs as criteria,
there is an optimization problem which takes into account aspects, such as
transmission capabilities of the system, energy prices, technical characteris-
tics of the generating plants, electricity demand profiles, investments costs
and power reserve requirements. Important conclusions (taking into account
the German electricity market), include an economic advantage of CAES to
conventional peak thermal plants in a scenario with high penetration of wind
power.
Finally, it is important to remark that hydrogen-based storage technolo-
gies are considered as one of the most promising technologies in load fol-
lowing applications. Actually, several demo projects have been developed as
a proof of concept concerning stand-alone systems with wind, photovoltaic
generation and hydrogen storage [7, 148, 186]. These projects focus on devel-
oping power management algorithms, using the excess of energy for creating
hydrogen in an electrolyser and using it in a fuel cell in order to inject power
to the system when required. The evaluation of the system operation shows
the technical feasibility of such isolated schemes with hydrogen support.
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2.3.7 Peak shaving
This service falls within the time frame of 1 hour to 10 hours. The operating
strategy for the storage devices is to store cheap energy at off-peak demand
periods (overnight), and to inject it into the network during periods of high
electricity demand, and hence soften the typical mountain and valley shape
of the load curve.
Well suited ESSs for peak shaving applications are batteries, flow bat-
teries, CAES, HESS and PHS. Regarding the batteries, numerous techno-
economic studies display the feasibility to store energy during off-peak de-
mand hours and sell it at peak demand periods.
In [91, 252], the use of NaS batteries for this application is discussed.
While technical benefits for the electrical system in a real case, as well as
details referring to the design of the C-PCS of the battery, are presented in
[252], an interesting techno-economic analysis of BESS is discussed in [91].
In conclusion, in order to define an available economic operation of BESS in
the Spanish energy market, the sale price of the battery energy is fixed at
0.22 - 0.31 e/kWh (actually, the energy price is around 0.04 - 0.05 e/kWh).
Therefore, it is concluded that BESS operators should receive subsidies, due
to the emissions that would imply the use of conventional fuel plants for
peak shaving applications, in order to make its use economically profitable.
The selling price of BESS energy is substantially lower than that of a RFC
system. According to [38], in order to make a RFC economically viable to
operate with a WPP, it would imply fixing its energy selling price at 1.71
e/kWh in the Spanish case, due to the low energy efficiency of the storage
technology and the high cost of its components. Therefore, compared with
the selling price of the energy injected by batteries, the selling price of the
energy injected by hydrogen-based technology is around 5-8 times higher.
This is one of the main challenges regarding the inclusion of hydrogen-based
storage systems in the network.
Without a doubt, PHS is considered to be one of the most well suited
storage systems in order to achieve high penetration levels of wind power in
isolated systems. Indeed, wind-hydro systems have been studied, amongst
other publications, in [47, 161, 227]. A techno-economic study of the viability
of wind-hydro systems in providing power during peak load demand periods
is performed in [161]. The results show an excellent technical and economic
performance. It can be concluded that the integration of WPPs in the
isolated study case can be increased by 9%, allowing to a penetration level
of 20%. In addition, a significant reduction of CO2 emissions through the use
of PHS installations instead of using fuel peak power plants is highlighted in
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[37]. However, regarding dynamic security issues of the system operation, it
can be concluded that it may be appropriate to add some more technologies
in order to provide spinning reserve to the system [47].
2.3.8 Transmission curtailment
In this application, storage technologies are required to provide energy in the
time frame of 5 hours to 12 hours. Due to several reasons, such as the need
for ensuring the stability of the electrical system or technical limitations in
power transmission lines, WPPs have to be disconnected. In this sense, an
ESS can store energy for hours and inject it in a controlled manner according
to the capacity of transmission lines and stability issues, and thus, avoiding
the disconnection of wind turbines. Well suited ESS for this application are
flow batteries, CAES, hydrogen-based systems and PHS installations.
Studies regarding wind-hydro systems and CAES installations for trans-
mission curtailment applications are considered by [17, 81, 92, 316]. In
general, wind-based isolated systems or systems connected to weak grids are
considered to display the most interesting scenarios. Findings agree with
the idea of including ESS in highly renewable penetration systems with the
aim of reducing wind curtailments, backup power, transmission losses, en-
suring security of supply, saving update costs and avoiding the building of
new transmission lines.
Finally, since hydrogen can be created by means of rejected wind power,
hydrogen-based storage systems are considered a promising technology to be
included in wind power applications. Once the hydrogen is stored, it can be
used in different ways: either to generate electricity in fuel cells and inject
it into the network during periods of peak power demand or for other uses,
such as the field of mobility. As introduced to the previous section, the main
challenges for the inclusion of hydrogen-based storage systems are related to
the uncertainty of their economic viability (owing to the high system costs
and its low energy efficiency) and the dependence of high hydrogen market
prices [57, 122, 169, 191].
2.3.9 Time shifting
In time shifting services, storage technologies are required to provide energy
in the time frame of 5 hours to 12 hours. In this case, ESS is required to
absorb all the energy from WPPs during off-peak demand periods, supple-
mented with cheap power bought from the network if necessary, and selling
it during peak-power demand periods, thus avoiding the activation or update
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of other conventional peak power generation plants.
Flow batteries, CAES, PHS installations and hydrogen-based storage tech-
nologies are well suited for this application.
In [220], the effects on the operation of electrical networks considering bulk
energy storage capacity and WPPs are discussed. In this sense, many op-
erating strategies for wind-ESS are considered. One of the most interesting
study cases is based on charging the storage device continuously for 12 hours
period (low demand period) and injecting its power in a controlled manner
during the following 12 hours (high demand period). As a conclusion, the
fact is highlighted that time shifting services by means of ESS inclusion into
the network are not economically viable without any kind of subsidy, due to
high investments costs of the technologies (in this case, CAES systems is the
most favorable technology) and relatively low energy efficiencies (depending
on the technology). Regarding environmental aspects, ESS should be able
to inject power during the entire high peak demand period, otherwise the
operation of base load plants would be increased, with a consequent increase
of CO2 emissions.
2.3.10 Unit commitment
In unit commitment services, storage technologies are required to provide
energy in the time-frame of hours to days. Due to the uncertainties regarding
mesoscale variations of the wind, it is hard to manage the commitment of
wind turbines in order to meet the estimated demand at all times. Also, the
introduction of WPPs into electrical systems motivates the need to maintain
a certain level of energy reserves in order to compensate forecast errors.
Therefore, the introduction of high capability ESS into the network may
be useful to fight the effects of uncertainties in wind forecasting and to
reduce system energy reserves during its normal operation. Large scale ESSs
are suitable for this application: CAES and PHS installations, as well as
hydrogen-based storage technologies.
This topic is addressed as a numerical optimization problem, in which
the objective function is to minimize the operation costs of the electrical
network, so as to maximize the return of the investments in including ESS
[47, 72]. For instance, in [72], the unit commitment problem is formulated in
a power system with wind generation and CAES. The benefits of including
CAES solutions, in order to reduce the operation costs of the electrical
network by means of allowing the use of wind energy in charging this storage
technology when the energy is not required by the system, and thus avoiding
the disconnection of the wind turbines, are discussed.
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2.3.11 Seasonal storage
In this application, ESSs capable of storing and injecting energy during
periods in the time frame of months are well suited. Storing energy for long
periods of time can be useful in systems with large seasonal variations in the
level of generation or consumption. Clearly, only those storage technologies
with a very large energy capacity and no self-discharge are eligible, such as
large PHS installations or hydrogen-based solutions.
In cases where it can be technically interesting to include seasonal storage,
and taking into account the investment costs regarding the installation of
wind turbines and storage systems based on hydrogen, it may look favorable
to oversize WPPs in order to reduce the size of the storage reserves [169].
However, this would increase the non-utilized wind power capacity range
and hence decrease the efficiency of the system. On the other hand, the
energy costs of the system would be reduced.
A demo project regarding seasonal storage by means of hydrogen-based
storage technologies in a stand-alone system is described in [186]. It must be
noted, that although storing energy during long periods of time is technically
feasible due to no leaks in the hydrogen storage tank, the use of the RFC
must be limited, in order just to store the excess productions of wind power,
in favor of minimizing the losses of the system, since the energy efficiency of
RFCs is very low.
2.4 Chapter remarks
In this chapter, the operating principles as well as the main characteristics
of several storage technologies suitable for stationary applications have been
described. In addition, a summary of potential ESS applications in wind
power have been defined and discussed according to an extensive literature
review. In conclusion, it is worth pointing out that several benefits for the
operation of the power system considering WPPs as well as some consider-
ations can be achieved:
• High power ramp rates of some systems such as SMES, flywheels or
supercapacitors allow their use for power smoothing of wind turbines,
favoring the mitigation of the voltage and frequency variations at the
connection point of the WPP.
• Regarding the use of short time-scale storage technologies, their op-
timal location in the wind plant and sizing have to be addressed in
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order to ensure their proper operation. In addition, since the C-PCS
of the ESS have to interact with the power converters of wind turbines
in most of the cases, the topology of the wind plant, as well as the
wind turbine types and control strategies play a key role in the system
operation and design.
• Other aspects related with the system stability under perturbations,
like oscillation damping issues and LVRT capability, become clearly
improved with energy storage support. These capabilities take on a
key role from their incorporation into Grid Codes. Once more, energy
technologies with high ramp rates are required.
• The technical feasibility of isolated and hybrid systems with high pen-
etration rates of wind power becomes significantly improved since the
predictability of WPPs with ESS is increased. Also, a continuous
power supply for the loads of such systems can be ensured.
• The predictability improvement of the output of WPPs with an ESS
not only involves technical benefits that favor the incorporation of wind
power in the network, but also economic benefits owing to penalty re-
ductions in forecasting errors. In addition, operation costs of the power
system can be reduced due to the reduced power reserve requirements
of the system.
• The installation of ESS strongly depends on the economic viability of
the project. In this sense, although hydrogen-based storage technolo-
gies have a great potential for long term storage applications, the main
challenges for their inclusion are related to the uncertainty of their eco-
nomic viability (due to high system costs and low energy efficiency)
and the dependence on high hydrogen market prices.
• A proper control strategy by the system operator is necessary in order
to ensure the correctness in the utilization of long term storage tech-
nologies. In addition, it is found that ESS operators should receive
subsidies according to the emissions that would imply the use of con-
ventional fuel plants for peak shaving applications, in order to make
their use economically profitable.
• Nowadays, there is a tremendous effort in improving the capabilities
and efficiencies of the available storage technologies, as well as re-
ducing their capital costs. The aim of this research is to make ESS
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economically suitable for the use in stationary applications and, there-






experimental validation of the
flywheel test bench
Summary.- This chapter deals with the modeling, control and experimental
validation of a flywheel test bench which is part of IREC’s lab-scale micro-
grid. The system is based on a low-speed rotating disk mechanically coupled
to a Permanent Magnet Synchronous Machine (PMSM). The electrical power
is exchanged with the external grid by means of a set of back-to-back power
converters. These power electronics control the speed of the machine, and
thus the active power absorbed or injected by the device, and also regulate
the reactive power at the point of common coupling with the external grid.
Vector control techniques are used for designing the converter controllers:
a field oriented vector control algorithm is implemented for governing the
servomotor while an instantaneous power theory-based algorithm is used to
manage the active and reactive currents flowing from the grid side converter.
The control implementation in the experimental setup has been carried out
by means of programming Digital Signal Processors (DSP’s). The modeling
and control system design has been validated after executing several exper-
iments. Other characteristics such as the torque losses of the system as
well as the system performance concerning energy rating, power rating and
energy efficiency characteristics are determined experimentally.

3. Modeling, control and experimental validation of the flywheel test bench
3.1 Introduction
The most used technologies for flywheel systems are permanent magnet,
induction and synchronous reluctance machine types. Control theory of
electrical drives plays a key role in flywheel-related studies. Some examples
are found in the literature mainly concerning flywheel-based induction ma-
chines, i.e. field oriented vector control [63], V/f control [279], and sensorless
vector control [43, 54, 55], where results were experimentally validated.
In the present chapter, a field oriented vector control algorithm [171, 288,
19] is implemented for governing, in this case, a flywheel-based Permanent
Magnet Synchronous Machine (PMSM). The study is focused on the model-
ing of the storage device, its control design and its experimental validation
with field data. This is the main contribution of the chapter. Also, the
performance of the storage device regarding power and energy capacity as
well as energy efficiency is experimentally determined.
The storage device is based on a rotating disk mechanically coupled to
a PMSM. It is a low-speed system type since the rated speed is 3000 rpm.
Electrical power is exchanged with the external grid by means of a set of a
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Figure 3.1: System topology
This chapter has been structured as follows: in Section 3.2, the IREC’s
49
3.2. IREC’s microgrid and flywheel device
microgrid is shortly presented; in Section 3.3, the system modeling is in-
troduced; in Section 3.4, the control methods description and design are
explained; Section 3.5 presents detailed data of the experimental setup, the
determination procedures of the torque losses of the system as well as ex-
perimental results for the modeling of the system and its control validation;
Section 3.6 deals with the determination of the energy rating, power rating
and energy efficiency characteristics of the system; finally, in Section 3.7,
the conclusions of the chapter are presented.
3.2 IREC’s microgrid and flywheel device
The flywheel-based storage device is integrated in IREC’s microgrid. As
shown in Figure 3.2, IREC’s microgrid is a flexible system that includes
emulated devices, semi-emulated devices, real power systems, electric vehi-
cle fast chargers and header elements. Emulated devices comprise several
cabinets that emulate generators, loads or storage devices by adjusting the
consumption or absorption time-dependent reference curves of their power
electronic converters. The units are managed and controlled by energy ef-
ficient algorithms, and measurement systems provide real time supervision
and regulation. Test benches that emulate wind turbine generators of dif-
ferent technologies comprise semi-emulated devices. These test benches em-
ulate wind turbines driving a permanent magnet synchronous generator, a
doubly feed induction generator and a squirrel cage induction generator.
Each test bench comprises an electric motor driven by a frequency regula-
tor, mechanically coupled to the shaft of the generator. This motor acts as a
wind turbine, i.e., its velocity is regulated to emulate the effect of the power
captured by the blades of the turbine on the shaft of the generator. The
setting up of some of these test benches are still in progress.
The real power systems comprise a micro wind turbine, a solar panel
and storage devices as ultracapacitors, a lithium battery and a flywheel.
Controllable power electronics and measured systems are included. Finally,
the microgrid includes three electric vehicle fast chargers and the so-called
headers elements, which permits us to emulate different grid characteristics,
faults, disturbances and so on. Rated power of the microgrid is 200 kW.
The energy management of the microgrid is carried out by communication
systems with IEC 61850 standard. All these equipments permits us to study
different aspects related to the management, design and integration into the
grid of microgrids, wind power installations and ESSs. More details about
IREC’s microgrid can be found in [66, 254, 98, 121].
50










































































































































































































































































































































































































































The following Sections deal with the modeling of both the electrical machine
and the power electronics of the flywheel.
3.3.1 PMSM and rotating disk modeling
Since the mechanical coupling between the electrical machine and the rotat-
ing disk does not include a gear box, the whole system can be modelled as
a single mass system.
To describe the machine equations it is common practice not to use instan-
taneous values leading to a three-dimensional problem in the abc coordinate
system, but to transform all value into a rotating reference frame. This
transformation is called qd0 or Park’s transformation [171]. Accordingly,
voltage equations of the PM machine in the rotor reference frame are pre-
sented as follows (stator currents are shown in motor orientation, and all
magnitudes are expressed in SI units,)
usq = Rsisq + Lq
d
dt
isq + ωrLdisd + ωrψPM (3.1)
usd = Rsisd + Ld
d
dt
isd − ωrLqisq (3.2)




where usqd0 and isqd0 are the stator voltages and currents; Lq = Lls+Lmq,
Ld = Lls + Lmd and ψPM is the flux generated by the permanent magnets;
Rs is the stator resistance and ωr is the electrical frequency (the mechanical
speed ωm results dividing ωr by the pole pairs of the machine).
Since a surface mounted permanent magnet machine is considered, and ac-
cording to the data provided by the manufacturer of the permanent magnet
machine object of study in this chapter [69], there is no significant internal
asymmetry in the iron parts of the rotor, so direct-axis and quadrature-axis
inductances of the machine are approximately equal, Ld ≈ Lq. Accordingly,









The modeling is completed by means of including the equation of motion
of the electromechanical system composed by the electrical machine and the
rotating disk.
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where Tl is the torque losses of the system, which is mainly due to the
friction in the bearings, and presents a speed-dependent profile,
Tl = k1 · ωm + k2 (3.6)
3.3.2 Power converters modeling
The FESS power converters are in a back-to-back configuration. These elec-
tronic power converters are modeled as six force-commutated IGBT power
switches connected in a bridge configuration. In addition, series inductances
are included at the AC terminals of both the grid side converter and the
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Figure 3.3: Set of back-to-back power converters
The mathematical modeling of the grid side converter circuit, the dc-link,
and the machine side converter circuit are presented in the following sections.
Grid side converter circuit
Figure 3.4 shows the electrical connection between the grid side converter
and the coupling transformer. As illustrated, an inductive filter is included
between these two elements.
Voltage equations of the electrical circuit presented in Figure 3.4, ex-
pressed in a synchronous qd0 reference with the grid frequency, take the
form of,
ulq − uclq = rlilq + Ll
d
dt
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Figure 3.4: Grid side converter circuit modeling
uld − ucld = rlild + Ll
d
dt
ild − ωlLlilq (3.8)
DC-link modeling
According to Figure 3.3, the DC-link power balance gives the following ex-
pression,
Pcl − Pcs = PDC (3.9)
where Pcl is the power extracted from the network, Pcs is the power con-
sumed by the electrical machine, and therefore, PDC is the power consumed
by the DC-link capacitors. These magnitudes, as shown by the following





















The time dependent value of the DC bus voltage E(t) is computed as,





(iDCcl − iDCm)dt (3.13)
where E0 is the DC bus voltage at time t = 0; C is the total capacitance
value; iDCcl is the injected current from the grid side converter; and iDCm
is the injected current to the machine side converter circuit.
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Machine side converter circuit
As in the case of the grid side converter, an inductive filter is included in the
machine side converter output. Its aim is to filter the harmonic components
of the currents flowing into the servomotor. Considering the converter as
three ideal voltage sources, the equivalent electric circuit of the machine side
converter circuit is presented in Figure 3.5.
Dec. terms
D-axis current controller
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Figure 3.5: Machine side converter circuit
In a synchronous qd0 reference with the electrical frequency of the servo-
motor, the mathematical modeling of the system presented in Figure 3.5,
take the form of,
ucsq − usq = rlisq + Ll
d
dt
isq + ωrLlisd (3.14)
ucsd − usd = rlisd + Ll
d
dt
isd − ωrLlisq (3.15)
Substituting (3.1)-(3.2) in (3.14)-(3.15), results,
ucsq = (rl + rs)isq + (Ll + Lq)
d
dt
isq + ωr(Ll + Ld)isd + ωrψPM (3.16)
ucsd = (rl + rs)isd + (Ll + Ld)
d
dt
isd − ωr(Ll + Lq)isq (3.17)
3.4 Control system design
3.4.1 Machine side converter controller
Figure 3.6 shows the control system scheme. This section presents the meth-
ods used for designing the machine side converter controller.
The machine side converter controller is based on the current vector con-
trol algorithm of the PM machine [171, 288, 277]. Its main objective is to
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Machine side converter controller
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Figure 3.6: Control scheme of the energy storage system
control the speed of the servomotor and the reactive currents flowing from
the stator of the machine. According to equation (3.4), the electromagnetic
torque produced by the machine is only dependent on the quadrature-axis
stator current. Thus, the direct-axis current isd, i.e. reactive current, does
not have any effect on the torque.
Usually, for speeds below the rated speed of the machine, i∗sd is set to
zero. This type of control is possible for machines where inductances present
relatively small values and the armature reaction is almost insignificant.
However, when speed exceeds its rated value, it is necessary to set i∗sd 6= 0:
it is necessary to apply the principle of flux weakening control in order not
to exceed the rated voltage of the machine [55, 172].
In summary, the control scheme of the machine side converter is presented
in Figure 3.7.
As shown, the measured signals needed for the control algorithm are the
alternating currents flowing from the converter isabc, the rotor angle θr, and
the dc-link voltage E. Setpoint signals are the speed of the servomotor ω∗m
and the direct-axis stator current component i∗sd. The outputs of the algo-
rithm are the voltage setpoints for the converter expressed in a stationary
frame u∗csαβ.
The three-phase alternating voltages of the voltage source converter that
drives the machine are obtained by means of Space Vector Pulse Width Mod-
ulation (SVPWM) techniques [171] from the mentioned voltage setpoints
u∗csαβ. It is a common practice in back-to-back VSC-based power converters
to use this modulation technique. The main advantages of SVPWM tech-
nique are the low harmonic content of the output voltage waveform of the
converter (much lower than in other modulation techniques such as PWM
and histeresis modulation [171]), and the ease of implementation in DSPs.
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Figure 3.7: Machine side converter control scheme
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The voltage references u∗csαβ for the converter, are obtained by applying cur-
rent control loops using linear controllers. Following sections deal with the
tuning of these linear controllers.
Current control of the PMSM
According to the equations (3.16) and (3.17), the quadrature-axis component
of the stator voltage usq depends on the direct-axis component of the stator
current isd. In like manner, the direct-axis component of the voltage usd
depends on the quadrature-axis current component isq. In order to obtain
a decoupled linear system, the following restructuring is proposed,
ucsq = ûcsq + ωr(Ll + Ld)isd + ωrψPM︸ ︷︷ ︸
∆uq
(3.18)
ucsd = ûcsd − ωr(Ll + Lq)isq︸ ︷︷ ︸
∆ud
(3.19)
where ûcsq and ûcsd describe a decoupled linear system, G(s), in which,











Now, the addition of the decoupling terms ∆uq and ∆ud to ûcsq and
ûcsd respectively complete the computation of ucsq and ucsd. Since G(s)
describes a linear system, a PI controller is proposed in order to control the
stator currents of the servomotor.
The direct synthesis method is used for designing this controller [18]. This
method consists on defining a controler C(s), which transfer function is
specified according to the desired closed-loop transfer function of the system,
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Figure 3.8: Block diagram control methodology for the stator currents
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The desired closed-loop transfer function of the system M(s) is a first-





Then, for instance, the quadrature-axis current controller C(s), results as














where G11(s) is the one-one component of the matrix G(s). Thus, the









As shown, the direct synthesis method is based on the exact cancellation
of the poles of the transfer function of the plant G(s) by the proper location
of the zero of the PI controller for both the q and d axis. For the knowledge of
the poles of the plant it is required to know the inductances and resistances
of the system. The uncertainty in these magnitudes reduces the robustness
of the designed controller. Therefore, the response of the system would be
affected according to the magnitude of the error made in the determination
of the system parameters. However, it is important to note that if the
location of the zero of the PI controller of, for instance, the q-axis, do not
exactly matches the pole of the plant G11(s), the resultant of the product
of the transfer functions of the PI and G11(s) would lead a second order
function. Thus, the stability of the system would be ensured as far as the
gain of the controller is not excessive. Moreover, it is worth noting that the
effects of these slightly incorrect location of the zeros of the controller are
mitigated by the considered feed-forward decoupling terms ∆uq and ∆ud.
According to Figure 3.7, the q-axis current controller is equipped with an
anti-windup scheme. The following lines describe the aim of this component.
Although the peak value of the stator voltage is limited by the converter
itself, a variable dc-link voltage can lead to instabilities in the machine side
converter controller. For instance, in the event of dramatic dc-link voltage
drop, the voltage obtained from the converter could be not high enough
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for maintaining the desired speed of the machine and, thus, the controller
integrator could fall into an over-saturated state. After a sudden recovery
of the dc-link voltage, and due to the over-saturated state of the controller,
the servomotor will accelerate uncontrollably. In order to avoid this over-
saturation of the integrator and thus maintain the system in a controlled
state during these situations, the q-axis PI current controller is equipped
with an anti-windup.
Considering SVPWM techniques, the peak value for the alternating volt-
ages that can be obtained in a range of linear modulation is achieved with
a modulus equal to the radius of the largest circle that can be circum-
scribed within the boundaries of the hexagon built by the 6 possible states
for the transistors of the power converter. Thus, the peak value of the fun-
damental component of the line-to-neutral voltage that can be produced is
|uref | ≤ E/
√
3. The outer circle to the hexagon can be achieved by over-
modulation.








When u∗csq reaches the value of u
sat
csq, the controller output u
∗
csq is saturated
and the integrator input is computed by the error signal e multiplied by a
gain, where e = u∗csq − usatcsq. The gain is determined by the expression
αKpsq/Kisq.
Speed control of the PMSM
The speed control is accomplished by adjusting the torque of the servomotor.
Thus, the speed controller provides the torque reference, which is propor-
tional to the q-axis stator current isq, according to the equation (3.4). In
this way, the speed control output feeds a cascaded current regulated field
oriented drive, creating electromagnetic torque of the motor (see Figure 3.7).
An ideal orientation of the qd0 reference with the magnetic flux created by
the magnets of the rotor, and a current controller bandwidth much beyond
required motion control bandwidth are assumed.
The accelerating torque of the servomotor is related with the torque losses
and the rotating speed, as explained in equation (3.5). The expression of
this equation in the Laplace domain yields to,
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Accordingly, the block diagram control loop for the rotating speed is pre-
sented in Figure 3.9.
Phase Locked Loop
Q-axis current controller
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Figure 3.9: Rotating speed control scheme
If Tl equals to zero, the controller Cω(s) could be made simply by a gain
proportional to the error e = ω∗r − ωr, in order not to obtain a steady state
error in response to a step-profiled speed reference ω∗r since the open loop





However, since Tl is not negligible, the speed regulator should contain an
integral part in order to obtain a zero steady state error. Notwithstand-
ing that, in the current study case a proportional controller is considered.
Although, the controller output, i.e. the torque reference, is limited.
The closed loop transfer function of ωr/ω
∗





























where λω is a time constant response.
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3.4.2 Grid side converter controller
The grid side converter controller is responsible for maintaining the DC bus
voltage to a constant referenced value. In addition, this controller is in charge
of regulating the injected or absorbed reactive power to or from the external
grid. An instantaneous power theory-based algorithm [10, 159, 86, 119]
is used to control these magnitudes. The control scheme of the grid side
converter is presented in Figure 3.10.
As shown, the measured signals needed for the control algorithm are the
alternating currents flowing from the converter ilabc, the alternating voltages
at low-voltage side of the coupling transformer, ulabc, and the dc-link voltage
E. Setpoint signals are the desired dc-link voltage E∗ and the direct-axis
current component flowing from the converter i∗ld. The outputs of the algo-
rithm are the voltage setpoints for the converter expressed in a stationary
frame u∗clαβ.
Current control loop
According to the equations (3.7) and (3.8), the quadrature-axis component of
the grid side converter voltage uclq depends on the direct-axis component of
the current flowing to the grid ild. In like manner, the direct-axis component
of the voltage ucld depends on the quadrature-axis current component ilq.
In order to obtain a decoupled linear system, the following restructuring
(analogue to the case of the machine side converter controller) is proposed,
uclq = −ûclq + ulq − ωlLlild︸ ︷︷ ︸
∆uq
(3.31)
ucld = −ûcld + ωlLlilq︸ ︷︷ ︸
∆ud
(3.32)
where ûclq and ûcld perform a decoupled first-order type system G(s),











The addition of the decoupling terms ∆uq and ∆ud to ûclq and ûcld re-
spectively completes the computation of uclq and ucld. Since G(s) describes
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Figure 3.10: Grid side converter controller
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a first-order type system, a linear controller is proposed in order to regu-
late the currents flowing from the grid side converter. By means of using
the direct synthesis method [18], the linear controller C(s) is designed in
the following lines. Its transfer function is determined so that the desired
closed-loop transfer function of the system, M(s), is accomplished. The de-
sired closed-loop transfer function of the system M(s) is a first-order type





The parameters for the q-axis current controller are determined using an










The input of this controller is the desired DC voltage level E∗. The out-
put provides the q-axis current reference i∗lq for the inner current control
loop. The dc-link voltage controller design is carried out with the follow-
ing hypothesis: i) a large enough dc-link capacitor is considered so that the
dynamics of the dc voltage are much more slower than the dynamics of the
inner current control loop; ii) the inner current control loop is considered
fast enough so that the converter can be seen as an ideal three-phase current
source; iii) the power converter performs a perfect ac-dc voltage conversion,
with no power losses.
According to Figure 3.3, and taking into account both the above-named
assumption iii) and a qd0 reference orientation in such a way the direct-axis
component of the grid side converter voltage ucld is set to zero, the dc current
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Therefore, a linear relationship between the dc-bus current iDCcl and the
q-axis component of the grid side converter current ilq is derived. In turn,
the dc-link voltage is related to dc bus currents iDCcl and iDCm by means























































































Figure 3.11: DC-link voltage control scheme
Since iDCm is normally different to zero, a proportional integral type con-
troller is required in order to obtain a zero steady state error. Accordingly,
























s2 + 2ξEωEs+ ω2E
(3.40)









3.5 Testing of the experimental setup and model
validation
This section deals with the testing of the experimental setup and the valida-
tion of its modeling in the software Matlab Simulink. The chapter is divided
in three main sections. In Section 3.5.1 the characteristic parameters as well
as the torque losses of the system are detailed. In Section 3.5.2 the per-
formance of the current vector control algorithm and the speed regulator
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of the PM machine are introduced. Finally, in Section 3.5.3 the dynamics
of the alternating currents flowing from the grid side converter in response
to step-profiled reactive current references as well as the dc-link controller
performance are presented.
3.5.1 Description of the experimental setup
In Table 3.1, detailed data of the servomotor, the dc-link and the inductive
filters of the system are offered. Parameters of PMSM and the cabinet are
obtained from manufacturer’s catalogues [69, 64]. In addition, Figure 3.12
pictures the experimental setup.
Table 3.1: Characteristic parameters of the system
Element Parameter Symbol Value
PMSM Rated power Pn 5.5 kW
Rated voltage Un 400 V
Resistance (ph-ph) Rs 0.44 Ω
Inductance on qd axis Lq = Ld 2.88·10−3 mH
Flux created by the magnets ψPM 0.2465 Wb
Rotating disk Inertia J 0.868 kg·m2
Power converters Over current protection - 16 A
Inductive filters Inductance Ll 4.6 mH
Resistance Rl 0.3 Ω
DC-link Capacitance C 0.0050 µF
In order to quantify the torque losses of the system, an experiment has
been carried out. As a result, Figure 3.13 presents the power losses of the
system versus its mechanical speed.
As shown, the relationship between these two magnitudes can be accu-
rately modeled by a second order function Pl. Since Tl can be expressed





= 0.0019ωm + 1.4606 (3.43)
Ergo, Tl is linearly dependent with the mechanical speed and the static
friction level of the system is modeled as a constant torque equals to 1.4606
Nm.
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Figure 3.12: Experimental setup. From left to right: item 1) Grid side con-
verter; item 2) Oscilloscope; item 3) Dc-link; item 4) Machine side converter;
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Figure 3.13: Power losses versus mechanical speed profile
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3.5.2 Machine side converter controller testing and validation
Bearing in mind the computation expressions for the parameters of the lin-
ear controllers presented in Section 3.4.1, i.e. equations (3.23)-(3.24) and
(3.30), the particular values of proportional and integral parts of these lin-
ear controllers used in the current study case are introduced in Table 3.2.
For calculating the above-mentioned parameters, the desired closed loop
time constants for the PI current contollers are selected as one hundred times
the sample time of the DSP. In that case, λs =
100Ts
2π , where sample time Ts
is 12 kHz−1.
Moreover, the selected time constant value of the speed regulator is λω =
0.5 s. This time constant value allows the controller to support instantaneous
gradients of the mechanical speed reference up to 20 rad/s without saturating
the q-axis current reference.
Table 3.2: Machine side converter controller parameters
Controller Proportional gain Integral gain
Symbol Value Symbol Value
Q-axis current controller Kpsq 5.74 Kisq 567.57
D-axis current controller Kpsd 5.74 Kisd 567.57
Speed regulator Kpω 0.193 Kiω -
A phase-to-phase RMS value of grid voltage (Vph−phRMS ) approximately
equals 305 V is fixed in all experiments in this Section. The dc-link voltage
value is set to E = 650V . In Figures 3.14 and 3.15 the dynamics of the abc
currents flowing to the servomotor while changes in q-axis or d-axis current
references are presented.
Figure 3.16 shows a temporal response to step-profiled mechanical speed
reference. As previously noted, a steady state error in the response can be
observed.
Figure 3.17 presents the performance of the anti-windup algorithm of the
isq current controller. The rotating speed of the machine is approximately
170 rad/s when a dc-link voltage drop occurs. That makes the converter
unable to maintain the speed of the machine above approximately 140 rad/s
since the dc-link voltage drops to 400 V and a peak value of the fundamen-
tal component of the line-to-neutral voltage that can be produced by the
converter is set to 115 V. Thus, in order to prevent the current controller
integrator from falling into an over-saturated state, the anti-windup algo-
rithm comes into play reducing the currents of the machine and facilitating
its normal operation when the dc-link voltage shoot up to a higher value.
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Figure 3.14: Temporal response to a step-profiled q-axis current reference
from 4 A to 7 A. Green lines plot measured values while blue lines plot
simulation results























Figure 3.15: Temporal response to a step-profiled d-axis current reference
from 6 A to 3 A. Green lines plot measured values while blue lines plot
simulation results
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Mechanical speed, measured data from the DSP
Mechanical speed, simulation result
Figure 3.16: Temporal response to a step-profiled speed reference from 100
rad/s to 115 rad/s. Green line plot measured values while blue line plot
simulation results
























ABC stator currents, meas. data






















 limited to 115 V u
sq
 limited to 130 V
Anti-windup actuation
Figure 3.17: Alternating stator currents of the machine while using the q-
axis current controller anti-windup. The q-axis current reference is equal to
i∗sq = 5 A throughout
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3.5.3 Grid side converter controller testing and validation
The design process to calculate the electrical current control loops of the grid
side converter and also the dc-link voltage regulator have been presented in
Section 3.4.2. Bearing in mind the computational expressions for the pro-
portional and integral parameters of these linear controllers, i.e. equations
(3.35)-(3.36) and (3.41)-(3.42), the particular values of proportional and in-
tegral parts of these linear controllers used in the actual study case are
introduced in Table 3.3.
For calculating the above-mentioned parameters, the desired closed loop
time constants for the PI current controllers are selected as thirty times the
sample time of the DSP. In that case, λl =
30Ts
2π , where sample time Ts is
24 kHz−1. Moreover, the selected natural frequency ωE and the damping
factor ξE of the closed loop transfer function E/E
∗ (see equation (3.40))
are equals to ωE = 2 · π · 1.8Hz = 11.31 rad/s and ξE = 0.98. Finally, the
control parameters of the Phase-Locked-Loop (PLL) for obtaining the angle
of the grid voltage are depicted, (see Figure 3.10). It is worth noting that
the tuning of a PLL can be a challenging task, in fact it is subject of exten-
sive research activities, and it is thickened, for instance, from considering
stability issues under network disturbances. However, these aspects have
not been considered in the present study as being out of the scope. This
work considers a classical design for the PLL structure [18] and the value of
its control parameters are also shown in Table 3.3.
Table 3.3: Grid side converter controller parameters
Controller Proportional gain Integral gain
Symbol Value Symbol Value
Q-axis current controller Kplq 23.51 Kilq 1533.1
D-axis current controller Kpld 23.51 Kild 1533.1
Dc-voltage regulator KpE 0.1929 KiE 1.113
PLL parameters KpPLL 1.1 KiPLL 1.5
A phase-to-phase RMS value of grid voltage Vph−phRMS approximately of
305 V is fixed in all experiments in this Section. For the proper operation
of SVPWM techniques, the dc-link voltage must remain within a suitable
operational range. Specifically, the lower operating value for the dc-link








3.5. Testing of the experimental setup and model validation
Thus, in the following experiments the dc-link voltage will be regulated
within a range represented by E = [550, 750]V .
Figure 3.18 shows the dynamics of the dc-link regulator in response to a
step-profiled voltage reference E∗. In Figure 3.19, the dynamics of the direct-
axis current while a change in the dc-link voltage level occurs is presented.


















DC bus voltage, measured data
DC bus voltage, simulation result
Figure 3.18: Temporal response to a step-profiled voltage reference from E∗
equals to 650 V to 700 V. Green line plots the measured dc-link voltage
while blue line plots the simulation result
As previously noted, dc-link allows the power transmission between the
servomotor and the external grid. Since the speed of the electrical machine
is continuously changing, the dc-link voltage controller have to face several
disturbances in the dc-voltage level due to these transient states. Figure 3.20
plots the dc-voltage level during a step-profiled reference of q-axis stator cur-
rent component i∗sq from 9 A to -9 A. As can be observed, the dc-link voltage
controller keeps the dc-voltage level within the operating limits, which are
set to Emin = 550V and Emax = 750V.
Figure 3.21 plots the dynamics of the abc grid currents in response to a
step-profiled current reference i∗ld.
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Figure 3.19: Direct-axis current component in response to a step-profiled
voltage reference from E∗ equals to 650 V to 700 V. Green line plots the
measured data from the DSP while blue line plots the simulation result




















ABC stator currents, measured data


















Mechanical speed, measured data

















DC voltage bus, measured data







Figure 3.20: Dc-link voltage level while the servomotor is being accelerated
and suddenly decelerated near its rated speed
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Figure 3.21: Temporal response to a step-profiled d-axis current reference
from 2 A to 6 A. Green lines plot measured values while blue lines plot
simulation results
3.6 Characterization of the energy storage system
This section deals with the determination of some of the main characteris-
tics of the storage system such as energy rating, power rating and energy
efficiency. Experimental data has been obtained from an acceleration of the
system from its operational minimum speed, set at 50 rad/s to maximum
operating speed, set at 314 rad/s. Since active power generated or absorbed
by the PMSM results from the product of electrical torque and rotating
speed of the machine, at low speeds the ability to inject or absorb power
of the storage device is very limited. This is why a non zero minimum op-
erating speed is indicated. In fact, it is a common practice not to operate
commercial flywheels below 50% of their maximum rotating speed [34].
Figures 3.22 and 3.23 show the instantaneous injected or absorbed power
of the storage system at its Point of Common Coupling (PCC) with the
external grid and the alternating currents respectively. The acceleration
and deceleration of the system is controlled by the speed regulator presented
and described in Section 3.5.2. As explained, the output of this controller
provides a servomotor torque reference. In order to limit the maximum
currents flowing through the system the torque reference has been limited
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to 10 Nm. Thus, the currents of the servomotor results saturated at 9 A
maximum during the acceleration of the machine to 300 rad/s. Similarly, the
currents becomes saturated at -9 A during the deceleration of the machine
to 65 rad/s.























Active power at PCC, meas. data from the DSP
Acceleration: 50 - 300 rad/s
Acceleration: 50 - 314 rad/s
Deceleration: 314 - 65 rad/s
Deceleration: 314 - 50 rad/s
Figure 3.22: Active power at PCC during an acceleration from 50 rad/s to
314 rad/s and a following deceleration to 50 rad/s
According to IEEE Std 1679-2010, which is a recommended practice for
the characterization and evaluation of energy storage technologies in sta-
tionary applications [146], the energy rating is defined as the usable energy
storage capacity of the system at a defined discharge rate. Therefore, and ac-
cording to Figure 3.22, the energy rating Erating of the system at a constant
stator currents discharge rate of -9 A, while the mechanical speed decreases




P (t) · dt ≈ 30 kW · s (3.45)
Considering the system fully charged while running at its rated speed,
the power rating is determined as 3 kW for a State of Charge (SoC) equals
100%, during a discharge rate defined by the constant value of the stator
currents of the PMSM equals -9A.
Finally, energy efficiency is defined as the usable energy output divided
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ABC currents at PCC, measured data

m
= 50 rad/s                   300 rad/s   314 rad/s       314 rad/s              65 rad/s   50 rad/s
Figure 3.23: Alternating currents at PCC during an acceleration from 50
rad/s to 314 rad/s and a following deceleration to 50 rad/s
by the energy input to the system. Taking into account the energy rating
value previously defined, and understanding the energy input to the system
as the kinetic energy of the rotating disk Ek, the energy efficiency during




· 100 = 73% (3.46)
It is clear that the system performance is far from usual features of com-
mercial systems. However, the goal of the project is not to develop a high-
tech flywheel. The system has been designed as a proof of concept instead.
However, is worth noticing that in the views of improve the utility of the
system in terms of power, energy capacity and efficiency some modifications
of the system topology and control strategy could be set out. For instance,
since the power exchanged by the PMSM is proportional to the iq current
and the rotating speed, increasing the maximum allowable currents through
the system would improve the power capacity of the storage device. Also,
field weakening control strategies of the PMSM would permit the system
to achieve rotating speeds above rated value, and then improve the stored
energy in the rotating disk. And finally, it is clear from Figure 3.13 that the
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power losses are very important in the system, limiting in great extent the
energy efficiency of the system. In this regard, the use of magnetic bearings
would dramatically reduce the mechanical losses of the system.
3.7 Chapter remarks
In this chapter, the modeling, control and experimental validation of a
flywheel-based energy storage device have been presented. A field oriented
vector control algorithm has been implemented for governing the servomo-
tor while the instantaneous power theory-based algorithm has been used to
manage the active and reactive currents flowing from the grid side converter.
The modeling, which has been carried out in software Matlab Simulink, and
control system design have been validated executing several experiments.
Moreover, other characteristics like the torque losses of the system have been
determined experimentally. The energy capacity of the system has been de-
termined to be 30 kWs while decreasing the speed of the machine from its
rated value to 65 rad/s at constant stator current rated discharge equals 9
A. The energy efficiency of this process has been quantified to 73%. More-
over, the power capacity of the system has been limited to 3 kW in order to




Energy management of a
flywheel for wind power
smoothing
Summary.- Power fluctuations of wind generators may affect power qual-
ity especially in weak or isolated grids. This chapter proposes an energy
management strategy for a flywheel-based energy storage device. The aim
of the flywheel is to smooth the net power flow injected to the grid by a
variable speed wind turbine. The design of the energy management strategy
is conducted through several phases. First, a definition and determination
of the optimal operation of the storage device is carried out through the for-
mulation and deterministic solution of an optimization problem in GAMS.
Based on this solution, an online energy management algorithm is proposed
to achieve a close to optimal operation of the flywheel. This algorithm deter-
mines the set points of the torque control of the flywheel electrical machine.
The proposed methodology is illustrated by simulations.

4. Energy management of a flywheel for wind power smoothing
4.1 Introduction
Power fluctuations (in the time range up to a minute) of wind turbines may
cause fast voltage variations, especially in weak or isolated grids [208, 143].
In fact, and according to [276, 40, 286], fast power fluctuations of wind
turbines could markedly affect power quality levels. In particular, high flicker
levels can be noted due to cyclic perturbations to the rotational torque as
well as other stochastic factors related to the randomness of wind. The flicker
is a voltage fluctuation that is clearly observed in lighting levels. In order
to mitigate the effects of power fluctuations, an ESS can be used [83, 249,
202, 285, 137, 315]. Storage technologies with high ramp power rates and
high cycling capability are required for this purpose. Short time scale ESSs
such as supercapacitors, superconducting magnetic energy storage devices
and flywheel systems are well suited.
The application of flywheel systems has been proved to be effective for
wind power smoothing. The related studies address two control levels: the
energy management algorithm and the control scheme of the electrical ma-
chine. The latter control level includes sensorless control and field weakening
strategies to maximize the energy capacity of the system. For instance, three
techniques of sensorless vector-controlled induction motors driving a flywheel
are compared in [43]. In [56] flywheel system is activated by a Switched Re-
luctance Machine (SRM) and is connected to a DC bus of back-to-back
power converters of a wind turbine. The aim of the flywheel control is to
regulate the dc-link voltage against fluctuations in the generated current by
the wind turbine. Cardenas et al. [55] has proposed the same scheme as
in [56], but in this case the flywheel is impulsed by an induction machine.
This machine is controlled to operate in a wide speed range by using flux
weakening above its rated speed. In [116] an induction machine-based fly-
wheel device is driven by a direct AC-AC matrix converter system as an
alternative to the conventional set of back-to-back power converters. Field
weakening capability is also added to this control.
Within the high-level energy management algorithms, several schemes
based on fuzzy-logic ideas have been proposed. For instance, a coordinated
control algorithm is presented for regulating the dc-link voltage in a variable
speed wind turbine with flywheel [54]. The aim of the control of induction
machine-based flywheel is to smooth the net dc-link current disturbances us-
ing a feedforward compensation scheme augmented by a fuzzy-implemented
nonlinear controller. Dc-link stability of a variable speed wind turbine with
flywheel is also regarded in [63] and [153]. In these articles, a fuzzy-logic
based algorithm is also used to manage the current injection or absorption
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to the dc-link by the flywheel. The fuzzy-logic algorithm is established to
generate the adequate regulation of the power injected to the grid by means
of the flywheel speed and the filtered power of the wind turbine. A fuzzy-
logic structure is implemented also in [180] to manage the power exchanged
between the flywheel energy storage and the ac grid taking into account the
filtered value of wind turbine power and the State of Charge (SoC) of the
storage device.
This chapter proposes a methodology to design the high-level energy man-
agement algorithm of the storage device. This methodology consists of sev-
eral stages. First, a definition and determination of the optimal operation of
the storage device is carried out through the formulation and deterministic
resolution of an optimization problem in GAMS. From the solution of this
optimization problem, it is possible to determine the optimal mean flywheel
speed to achieve the better energy management of the storage device. This
optimal mean flywheel speed along with the wind power is used to determine
the power that the flywheel must store in order to smooth the power deliv-
ered to the grid. Modeling and control system implementation as well as the
performance of the obtained results are analysed using Matlab Simulink.
4.2 Flywheel systems for wind power smoothing
Figure 4.1 depicts a conceptual diagram of the system. It comprises a vari-
able speed wind turbine and a flywheel-based storage device. Only partial
load operation of the wind turbine is considered in this chapter. The wind
turbine provides highly variable power to the grid. To smooth this power,
the storage device exchanges power with an external network in order to
smooth the power flow. For high wind power values, part of the energy is
stored in the flywheel. This energy is delivered to the grid during low wind
power levels. Thus, the variability of power injected into grid is smoother
than the power that would be injected by the wind turbine without flywheel
support. Since the energy storage capability of the flywheel is limited it is
necessary an energy management strategy to operate the system within its
SoC limits. The flywheel need to maintain some energy stored to be able to
supply power when the grid requires it. Without an adequate energy man-
agement strategy, the storage device could frequently be fully discharged,
thus limiting its operability. Figure 4.2 shows the block diagram of wind
and wind turbine model. Detailed explanation of each part of the wind
model can be found in [40, 217] and [230]. However, appropriate approach
to the wind model is offered in the following.
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Power smoothing of the wind turbine by the inclusion of a flywheel storage unit
Figure 4.1: Conceptual diagram of the FESS for wind power smoothing
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Figure 4.2: Wind and wind turbine model
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4.2.1 Wind speed model
Wind speed experienced by a particular point of a blade can be modeled
as a quasi-constant average component, evaluated in the range of minutes,
and a changing wind speed component depending on both deterministic and
stochastic factors. Deterministic factors are primarily wind shear, tower
shadow, and the presence of other wind turbines and near obstacles. Stochas-
tic components are derived from the spatial and temporal distribution of the
turbulence [40, 75].
This chapter adopts the so-called ”Effective wind model” (see e.g. [40]).
By means of this model, an equivalent scalar wind speed to the three-
dimensional wind field that experiences the blades of the rotor is computed.
Mean wind speed component, turbulence as well as rotating sampling effect
are considered in this model.
As it can be noted in Figure 4.2, the wind turbulence is obtained from




(TV s+ 1)(TV a2 + 1)
, (4.1)
where the parameters a1 and a2 depends on the location of the wind turbine.
TV depends the mean wind speed Vm and the heigh of the hub of the turbine
LV and is computed by
TV = LV /Vm. (4.2)







− a2 + 1− a21
)−1
. (4.3)
The output of this filter is multiplied by the estimated standard deviation
of the turbulence σv, which is computed as
σV = Vmσv, (4.4)
where σv is obtained experimentally and depends also on the location of the
wind turbine. The particular values of all parameters of the wind model are
presented in Table B.1 in Appendix.
The above presented operations build the model of the wind turbulence.
Then, its output is affected by the rotating sampling effect. This effect
denotes in some extent the cycling torque perturbations due to the airflow
deviation through the tower section. The frequency of this perturbation is
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established by the mean rotational frequency of the turbine P corresponding
to the considered mean wind speed multiplied by the number of blades N .
Mathematically, this model can be built up by two filters. The aim of the





where ωsf is the cut-off frequency. The second filter Hrot2 represents the
effect of the rotating sampling
Hrot2 =




(s2 + 2ds+ d2 + (NP )2)
, (4.6)
where d depends on the mean wind speed, the speed of the turbine and
the turbulence intensity [40]. The above presented procedures complete the
wind model. Wind shear effects have not been modeled since summation
torque from the blades removes most of these effects [276]. Since the time
range considered for the analysis under study in this chapter is chosen as
10 minutes, mean wind speed component is defined constant. Figure 4.3
presents a wind profile obtained with this model for mean wind speed of 7.5
m/s and 0.05 p.u. turbulence. The wind turbulence can be defined as the
division between its standard deviation and its mean value during a given
time period.
4.2.2 Wind turbine model







where A is the area swept by the blades, ρ is the air density, vw is the wind






where ωt is the rotational speed of the turbine and R is the rotor radius.
The power coefficient can be given by the following expression
Cp(λ, β) = c1(c2
1
∧
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and c1 to c9 depend on the particular wind turbine [4]. The mechanical









The drive-train of the wind turbine is modeled as a two mass system.


















t − θg) (4.12)












where Tg is the generator torque, Jg is the inertia of the generator, θg is
the angle of the generator, Jt is the inertia of the blades, θt is the angle
of the turbine, D is the damping of the shaft and k represents its stiffness.
The superscript indicates that the quantities and parameters are referred
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to the high speed end of the gearbox. As presented, this model inputs
the mechanical torque at the turbine shaft T
′
t and the electrical torque Tg
obtained from the electrical model of the generator. From these magnitudes,
the differential equations in the model can be solved, which provide the speed
at both the generator and the turbine shaft. In steady-state, the torque of
the turbine T
′
t is equal to the torque at generator shaft Tg times the gear-box
ratio N . The generator torque Tg follows the electrical torque reference T
∗
g ,
which corresponds to the output of a maximum power tracking algorithm.
At partial load operation region, the torque reference signal is calculated as
T ∗g = KCpω
2
t , (4.14)
where KCp is a parameter that depends on the wind turbine [159], [119]. The
electrical dynamics of the generator are much faster than the mechanical
dynamics, and can be approximated to a first order type system with a time
constant in the range of milliseconds [275], since the generator is controlled
by fast power converters. Figure 4.4 shows the frequency power spectrum
corresponding to a three-blade wind turbine of 1.5 MW exposed to the wind
profile in Figure 4.3.














Figure 4.4: Frequency power spectrum of a three blade wind turbine of 1.5
MW exposed to the wind profile in Figure 4.3
Detailed data of the wind turbine can be found in Table B.1 in Appendix.
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As can be seen, the concentration of energy around the rotational frequency
of the turbine P times its number of blades. The 1P component and its
second harmonic 3P are clearly identified.
4.2.3 Flywheel modeling and control
The ESS comprises a 100 kW high-speed Permanent Magnet Synchronous
Machine (PMSM) coupled with a rotating disk. The storage device ex-
changes electrical power by means of regulating the electrical torque of the
servomotor.
In practice, the flywheel could be directly connected to the point of com-
mon coupling of the wind turbine with the grid. In this case, the storage
device would exchange power with the grid through a set of back-to-back
power converters. Another possibility is to connect the storage device to
the dc-link of a variable speed wind turbine (DFIG or full power converter-
based). Considering the latter option, the grid side converter of the set of
back-to-back power converters of the flywheel is not required. However, the
grid side converter of the wind turbine should be oversized as it manages
the power from the rotor side converter of the turbine and also the power
of the flywheel. From a literature review [83], it is worth noting that power
smoothing of wind turbines do not commonly require storage devices with
power capacities higher than 10% of the rated power of the turbine. This
figure bounds the oversizing of the rotor side converter of the wind turbine.
In this chapter, the FESS includes a ac-dc power converter for its con-
nection to the dc-link of a variable speed wind turbine. The machine side
converter controls the rotational speed of the flywheel. The grid side con-
verter of the wind turbine is in charge of transferring the sum of the power
generated by the wind turbine and also the power from the FESS to the
grid. The main characteristics of the system are presented in Table B.1 in
Appendix, with the data adopted from [282].
The modeling of the electrical machine and the low level control algorithms
of the power converters of the flywheel are deeply explained in Chapter 3,
Section 3.3. For the purposes of the present chapter, the modeling of the
grid side converter of the storage device is omitted, and the machine side
power converter is modeled as three-phase ideal controlled voltage sources.
Figure 4.5 presents the control system of the storage device. As it can be
noted, a multilevel controller has been implemented. The setpoints of the
low-level control algorithm of the machine side converter of the flywheel (i.e.
the field oriented vector control of the PMSM [171, 288, 277]), are obtained
from the high-level control algorithm. The parameters of the PI current
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where λs is a time constant value [18]. The particular values of the above
parameters used in this chapter are presented in Table B.1 in Appendix.
As shown in Figure 4.5, the high-level control algorithm is in charge of de-
termining the torque reference of the servomotor. This algorithm inputs the
instantaneous speed of the flywheel ωfw as well as the instantaneous power
generated by the wind turbine Pwt. Since the operation of the flywheel is
bounded by the synchronous speed of the PMSM, direct-axis current refer-
ence is always zero. The following section introduces the motivation of this
algorithm as well as details its design.
4.3 Optimal operation of the storage device
The storage device exchanges power at the dc-link of the wind turbine so
as to the net power flow injected together with the wind turbine becomes
smoothed as much as possible.
The variability of the power generated by the wind turbine increases in
high wind speeds (considering the partial load operation of the wind tur-
bine). Thus, the wind energy that the storage unit has to compensate de-
pends on the power generated by the wind turbine. Also, the capability
of the flywheel to inject or absorb energy depends on its SoC, i.e. on its
rotational speed. This is because the power of the flywheel is bounded by
the product of its current rotational speed and its rated torque. Therefore,
it is proposed to manage the average SoC of the flywheel with respect to
the average generation level of the wind turbine to adequate the capability
of the flywheel to inject or absorb energy to the expected wind energy to be
compensated.
The inclusion of an energy management strategy of the flywheel is also
motivated from further considerations.
First, it is worth noting that without a proper control of the SoC of the
storage unit, the flywheel would overcome its maximum and minimum charge
levels during its operation.
Second, the flywheel is characterized by its high-standing losses. There-
fore, despite the fact that the flywheel is required to balance the wind power
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Figure 4.5: Control scheme of the machine side converter with low-level
control structure presented in detail
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fluctuations with average value close to zero, the flywheel would become fully
discharged without the maintenance of a proper mean SoC, thus limiting its
operability.
And third, since the losses in the flywheel depend on the rotational speed,
it is interesting to search the optimum mean SoC so that it can ensure a
proper performance of the storage unit taking also into account its power
losses. For instance, there is no reason to maintain a high level of SoC if the
flywheel is required to exchange low levels of power.
In practice, the management of the mean SoC of the flywheel is achieved
by controlling the accelerations of its machine, i.e. the electrical torque.
Accordingly, the energy management algorithm of the flywheel is represented
as the torque reference computation algorithm block in Figure 4.5. The
details of the design of this block are given in this section.
Several tasks relating the definition and determination of the optimal op-
eration of the system as well as the definition of the control algorithm itself
have to be addressed to design the torque reference computation algorithm.
As presented in Figure 4.6, the first stage of the proposed methodology is
the definition of the so-called optimal operation of the storage device as well
as the general and specific objectives of the torque reference computation
algorithm. A second stage deals with the mathematical formulation of the
optimal operation and its resolution by means of a deterministic procedure
in GAMS [114]. GAMS is a software for mathematical programming and op-
timization. Then, a third stage provides a function based on the solution of
the previous optimization procedure to compute online the close to optimal
mean SoC reference of the flywheel, i.e. the angular mean speed reference.
The optimization problem in online operation would require the knowledge
of future data for its resolution. Moreover, solving the optimization problem
is too time consuming. For these reasons implementing online the optimiza-
tion problem is not possible making necessary the implementation of the
mentioned function instead. The fourth stage consist in the design of the
torque reference computation algorithm that drives the low-level control
scheme of the PMSM based on the results obtained in the previous stages.
The following subsections detail all these stages.
4.3.1 Stage 1: Operational strategy objectives
The general objective of the high-level control algorithm of the storage de-
vice, i.e., of the torque reference computation algorithm, is to fulfil a close to
optimal operation of the storage system. Optimal operation of the system
is defined as one that minimizes the difference between the energy to be
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Figure 4.6: Methodology for the design of the energy management algorithm
injected or absorbed by the storage system, and the energy that is finally
injected or absorbed by it during a given time interval. This general objec-
tive is translated into the determination of the torque reference of the field
oriented vector control of the PMSM, which ensures that the mean value of
SoC of the storage device remains close to the optimal operation.
4.3.2 Stage 2: Optimal operation of the storage device
formulation and solving
The energy absorbed or injected into the grid by the flywheel during a certain
time interval depends on two terms:
• The power due to the acceleration of the storage device, which is ex-
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• The power losses of the storage device, which are expressed as a second






To smooth the power delivery to the grid, the flywheel has to compensate
the power reference Preft corresponding to the turbulent components of wind
power. Therefore, the difference ∆P between the power absorbed or injected
by the flywheel and the power reference has to be minimized at all times.




{ut[Preft − (Pacct + Plosst)︸ ︷︷ ︸
∆P




where the binary variable ut depends on the sign of Preft .
Notice that the difference ∆P , and J , would be zero only if the flywheel
could be able to compensate all turbulent components of the wind power
represented by Preft . However, the energy and power the storage unit is
capable of injecting or absorbing are limited and depend on its SoC. As
previously noted, the power of the flywheel is bounded by the SoC as it
depends on the product of its rotational speed and its rated torque. Also, the
energy the storage device is capable of storing is bounded by the maximum
rotational speed of the system, i.e. by the maximum SoC.
As a consequence, ∆P would not be zero in practice and the optimal
rotational speed of the flywheel ω∗fwt and the electrical torque Tacct must be








• The storage device must remain within its speed operating limits,
ωfwmin ≤ ω
∗
fwt ≤ ωfwmax (4.21)
• Maximum electrical torque of the servomotor due to the acceleration
of the system cannot be exceeded,
Taccmin ≤ Tacct ≤ Taccmax (4.22)
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k2 = Tacct (4.23)
• The binary parameter ut is set to 1 while positive values of Preft are
considered,
utPreft ≥ 0 (4.24)
• The binary parameter ut is set to 0 while negative values of Preft are
considered,
(1− ut)Preft ≤ 0 (4.25)
• The power injected by the storage device should not exceed the power
referenced,
utPreft ≥ ut(Pacct + Plosst) (4.26)
• The power absorbed by the storage device should not exceed the power
referenced,
(1− ut)Preft ≤ (1− ut)(Pacct + Plosst) (4.27)
• The operating state of the storage device i.e., to inject or absorb power,
must agree with the sign of the power referenced.
Preft(Pacct + Plosst) ≥ 0 (4.28)
The variables to be determined are
• Tacct is the electrical current consumed or injected by the flywheel due
to an acceleration or deceleration at time t,
• ω∗fwt is the angular speed reference of the flywheel at time t,
and the input data are
• Preft is the series of the power reference of the flywheel, obtained by
computing the difference between the output power of the wind turbine
and its filtered value at a given cutoff frequency. This power reference
is also limited by the rated power of the flywheel. This series depends
on the particular mean wind speed and its turbulence,
• ut is a binary parameter which depends on the signal of Preft .
The optimization problem parameters are
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• ωmin and ωmax, (rad/s), are the operational speed limits of the fly-
wheel,
• Taccmin and Taccmax , (A), are the maximum positive and negative val-
ues for the electrical torque of the flywheel servomotor, due to the
acceleration or deceleration of the system,
• k2, (kgm2), is a flywheel characteristic computed by 2J/p,
• c1, (Ws2/rad2), is a flywheel power losses characteristic,
• c2, (Ws/rad), is a flywheel power losses characteristic,
• ∆t, (s), is the time interval unit.
Given a time series of Preft , the solution of the optimization problem de-
termines the optimum instantaneous rotational speed and torque developed
by the flywheel for the considered period of time. Thus, it provides the time
series of the power exchanged by the flywheel so as to the net energy injected
and absorbed matches as much as possible to the requirements, taking into
account the limitations of the storage unit. This formulation results in a
mixed integer non linear problem, which is solved using GAMS.
4.3.3 Stage 3: Computation of flywheel mean speed reference
function
The energy management algorithm needs the optimal angular speed refer-
ence ω∗fw to achieve an optimal operation of the FESS. However, the solu-
tion of the optimization problem (4.20) cannot be included in the energy
management algorithm because it is too time consuming and requires the
knowledge of future data. To circumvent this problem, the optimization
problem is solved for sufficient representative cases (two hundred cases) in
order to be able to express the flywheel mean speed reference ω̄∗fw as a func-
tion of the wind power characteristics during a given time interval. Thus,
this function can be used in the energy management algorithm to compute
the speed reference instead of obtaining the optimal instantaneous speed by
solving the optimization problem (4.20).
To obtain the function of the wind power characteristics, several wind
profiles are generated for a given mean wind speed and turbulence. Then,
the power reference Pref is computed for each wind profile. As noted in
Figure 4.9, the wind power for the computation of Pref is passed through
a fourth order Butterworth filter with 0.4 Hz as cutoff frequency. This
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filter permits to separate the power associated to the turbulence, which
are desired to be attenuated. The corresponding angular speed reference
ω∗fw are obtained by solving the optimization problem (4.20). From this
procedure the speed reference for each time step are obtained. Then, the
function provides the mean value of these angular speeds for each mean
wind power. Repeating this procedure for different wind power profiles, i.e.,
different values of mean wind speed and turbulence, permits to generate a
look-up-table, which provides the angular mean speed reference ω̄∗fw.
















































Mean value: 2905 rad/s
Figure 4.7: Power reference, actual power delivered by the flywheel and the
optimal angular speed reference ω∗fw corresponding to a wind profile of 7.5
m/s mean wind speed and 0.05 p.u. of turbulence
In Figure 4.7, the time series of the power reference Pref , and the ac-
tual power delivered by the flywheel Pfw for a particular wind profile are
shown. The corresponding solution of the optimization problem (4.20) is
also presented in this figure. The considered mean wind speed is 7.5 m/s
and the turbulence is 0.05 p.u, which corresponds to 0.15 p.u of wind power
turbulence. A 600 s time interval is considered for each wind profile. It can
be observed that 99% of the energy required by the optimal solution can be
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provided by the flywheel. Remind that the power reference Pref indicates
the power that ideally must be provided by the flywheel to smooth the wind
power and taking into account the power limitations of the storage device.
The difference between Pref and Pfw is a consequence of the SoC of the
flywheel in a particular moment.
Figure 4.8 presents the angular mean speed reference function of the mean
wind power for a flywheel of 100 kW and a wind turbine of 1.5 MW (see
Appendix for more details). This function was obtained following the proce-
dure previously described. Only partial load operation of the wind turbine
has been considered. Results indicate that the higher mean wind power, the
higher mean rotating speed.
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Figure 4.8: Relationship between flywheel mean speed reference ω̄∗fw and
mean wind power obtained by analysing optimal results. Each cross corre-
sponds to the mean value of ω̄∗fw for all cases evaluated for each mean wind
power
Given a wind turbulence, the wind power that the storage device has to
compensate is higher considering high mean generation levels of the wind
turbine than considering low generation levels (referring to the partial load
operation of the wind turbine), as most wind power is injected into the grid.
The energy the flywheel is able to exchange is proportional to the square of
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its rotating speed. Thus, seems to be reasonable to consider different mean
rotating speeds of the flywheel dependent on the mean expected energy levels
to inject or absorb.
As shown in Figure 4.8, this trend can be fitted by a second order function.
The mean speed reference are in the range of 2900 to 3020 rad/s approxi-
mately, this represent a 89 to 93% of SoC. The mean energy delivered by
the storage device is approximately 99% of the energy required in all cases
considered in the present study.
4.3.4 Stage 4: Torque reference computation algorithm
As previously noted, the results of the optimization problem determine the
optimum values of the flywheel angular speed reference depending on wind
power profiles. However, these results obtained by GAMS cannot compute
the torque reference during the operation of the flywheel. For this reason,
a look-up-table from Figure 4.8 is used instead to compute the mean an-
gular speed reference of the flywheel. In this section, the torque reference
computation algorithm is presented. Figure 4.9 summarizes this algorithm.
Two inputs can be noted: the instantaneous power of the wind turbine and
the speed of the flywheel. The output of the control algorithm is the torque
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Figure 4.9: Torque reference computation algorithm
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The algorithm consists in four main parts: the desirable optimal torque
reference computation; the instantaneous flywheel speed signal treatment;
the optimal mean flywheel speed acquisition; and the decision algorithm.
Each procedure is explained in the following lines.
Desirable optimal torque reference computation The difference between
the instantaneous power of the wind turbine and its filtered value provides
the power reference. This power is limited by the power limits of the fly-
wheel. This is the time dependent power reference profile used for the reso-
lution of the optimization problem. The torque reference Tref is obtained by
dividing the power reference between the instantaneous value of the flywheel
speed. This torque reference is saturated at the rated value of the PMSM
in order to meet the operational restriction of the equation (4.22). This is
the desirable optimal torque reference, T
′
ref .
Instantaneous flywheel speed signal treatment Two inputs to the so-
called decision algorithm are derived from reading the flywheel speed: the




Optimal mean flywheel speed acquisition Optimization problem solution
provides a direct relationship between the wind power and the angular speed
reference of the flywheel ω∗fw. This relationship provides a function to de-
termine the mean flywheel speed ω̄∗fw from mean wind power. This function
is presented in Figure 4.8.
Decision algorithm Each of the above-detailed processes determines an
input to the decision algorithm. This algorithm provides the torque reference
of the storage device T ∗fw during its normal operation. Accordingly, flywheel
average speed results as close as possible to its optimum value, while allowing
a close to optimal operation of the storage device. The decision algorithm
provides a reference torque of the PMSM T ∗fw equals the desirable optimal
torque reference T
′
ref when any of the following conditions occur.
• Given a non-negative desirable optimal torque reference T ′ref ≥ 0 the
decision algorithm gives a torque reference T ∗fw equals zero when in-
stantaneous flywheel speed reaches its maximum value. The torque
reference T ∗fw is also set to zero when the mean flywheel speed is
higher than its optimum level ω̄∗fw minus a given interval ∆ω, and
99
4.4. Application example of the dynamic performance
also its time derivative is strongly increasing with maximum growth
rate of ∆α. These conditions are imposed to maintain a close to opti-
mal mean SoC of the storage device. This can be summarized as
T ∗fw =

0 if ωfw ≥ ωmax
0 if (ω̄fw ≥ ω̄∗fw −∆ω)&
dω̄fw
dt ≥ ∆α ≥ 0
T
′
ref ≥ 0 otherwise
(4.29)
• Analogously to the previous case, given a non-positive desirable opti-
mal torque reference T
′
ref ≤ 0 the decision algorithm gives a torque
reference T ∗fw equals zero when instantaneous flywheel speed reaches
its minimum value. The torque reference T ∗fw is also set to zero when
the mean flywheel speed is lower than its optimum level plus a given
interval ∆ω and also its time derivative is strongly decreasing with
maximum growth rate of ∆α. This is summarized as
T ∗fw =

0 if ωfw ≤ ωmin
0 if (ω̄fw ≤ ω̄∗fw + ∆ω)&
dω̄fw
dt ≤ ∆α ≤ 0
T
′
ref ≤ 0 otherwise
(4.30)
4.4 Application example of the dynamic performance
This section presents the results of the simulation of the system. The partic-
ular study case imposes an average wind speed of 7 m/s, and wind turbulence
of 0.05 p.u., which results in wind turbine power turbulence of 0.14 p.u. The
data used for the simulations are given in Table B.1 in Appendix. The aim
of the storage device is to smooth power of the wind turbine from a cutoff
frequency of 0.4 Hz. The operation of the storage device is defined according
to the torque reference control algorithm designed in previous sections. A
close to optimal operation of the storage device is achieved by applying the
proposed energy management algorithm.
Previously defined intervals ∆ω and ∆α are used in the formulation of
the so-called decision algorithm (see Section 4.3.4) in order to limit the
flywheel reference torque T ∗fw starting from its average speed. Particular
values of these indices are dependent on the study case regarding the size of
the storage device, the wind turbine dimension as well as the mean flywheel
speed reference. Particular values ∆ω = 10 rad/s and ∆α = 0.1 rad/s2 have
been chosen as most well suited to the current study case.
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Figure 4.10 shows the spectrum of the power injected to the grid, with and
without including the storage device support, according to above detailed
study case definition. As presented, rotating sampling effect of the wind
turbine is clearly smoothed through the flywheel support.






















Power spectrum of wind turbine
Power spectrum of wind turbine + flywheelCutoff frequency: 0.4 Hz
Figure 4.10: Spectrum of the power injected to the grid, with and with-
out including storage support. The mean wind speed is 7 m/s, and wind
turbulence is 0.05 p.u.
In order to better quantify the improvement achieved by the storage device
controlled by the proposed algorithm, an index is introduced. This index is
defined as the quotient of the turbulent energy component reduction of the
wind turbine output from the indicated cutoff filtering frequency 0.4 Hz after
the application of the storage device and the turbulent energy component
without the flywheel support. This turbulent energy component is computed
by the time integral of the power output above the indicated cutoff filtering







|(Pwt + Pfw)− PFilt wt|dt∫
|Pwt − PFilt wt|dt
100, (4.31)
where E0 is the turbulent energy component of the wind turbine from the in-
dicated cutoff filtering frequency, and therefore depends on the wind turbine
power profile, Pwt, and its time dependent filtered characteristic PFilt wt.
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Similarly, Ef is defined as the turbulent energy component of the total
power injected to the grid by both wind turbine and storage device form the
indicated cutoff filtering frequency. This magnitude depends on the wind
turbine power profile, its time dependent filtered characteristic and the stor-
age device power profile Pfw. Figure 4.11 draws on the definition of the
previous concepts. For the data presented in Figure 4.10, the improvement
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Figure 4.11: Instantaneous wind power profile, its filtered profile and the
resulted power injected to the grid with the storage device support
A close to optimal operation of the storage device provides the results pre-
sented in Figure 4.10. Figure 4.12 plots the instantaneous flywheel speed, its
time dependent average value, and the flywheel mean speed reference during
the simulation of the study case. As shown, average speed of the flywheel
is close to flywheel mean speed reference at all times. A close to optimal
SoC of the system is achieved therefore validating the torque reference com-
putation algorithm design. As a result, 92.7% of total energy demanded to
the storage device is provided by means of continuously regulating the ac-
celeration and deceleration of the flywheel. Recall that 99% of total energy
demanded is satisfied by means of an optimal operation.
Additional simulation results are presented in Figure 4.13 and Figure 4.14.
Figure 4.13 shows the total power injected into the grid by the system and its
comparison with the power generated by the wind turbine. Also, it is shown
the variability of the mechanical speed of the turbine due to the randomness
of the wind.
Figure 4.14 presents the power of the flywheel, which corresponds to the
difference between the net power injected to the grid and the power of the
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Figure 4.12: Instantaneous flywheel speed, its average value and the flywheel
angular speed reference obtained by the simulation of the current study case
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Figure 4.13: Detail of the total power injected into the grid, the power gen-
erated by the turbine, its rotating speed and the wind speed (mean value 7
m/s)
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wind turbine. Further magnitudes of the flywheel as the electrical currents
and the instantaneous speed are shown. As it can be noted, the dynamics of
the electrical currents are much faster than the rate of change of the speed
due to the inertia of the flywheel.















































Electrical currents of the flywheel, i
sq
Figure 4.14: Detail of the power, current and speed of the flywheel for a
reduced time frame of 100s
Table 4.1 presents some complementary results to compare different oper-
ational strategies of the storage device. Different mean operational SoC of
the system, i.e., different mean operational rotating speeds are set instead
of setting at all times the SoC defined by Figure 4.7. It also includes the
optimal solution obtained by GAMS that cannot be implemented in online
operation of the system (see Section 4.3.3). It can be observed that clearly
the better improvement is obtained with the optimal solution. However,
the proposed close to optimal strategy produces results close to the optimal.
The sacrifice of not using the optimal reference is not significant in this case.
Besides, the proposed algorithm provides better improvement than the use
of other mean operational SoC of the flywheel.
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Table 4.1: Evaluation of different operational strategies with mean wind
speed 7 m/s and 0.05 turbulence.
Op. Strategy ωfw (rad/s) %ν
Opt. Solution 2920 (90.0% SoC) 97.1
Close to opt. Op. 2920 (90.0% SoC) 91.9
With 95% mean SoC 3080 91.1
With 85% mean SoC 2761 89.6
With 80% mean SoC 2602 87.2
With 75% mean SoC 2425 85.7
4.5 Chapter remarks
This chapter proposes an energy management strategy of a FESS. The aim
of the flywheel is to smooth the net power flow injected to the grid by a
variable speed wind turbine. An optimal energy management of the storage
device is defined as that which minimizes the difference between the energy
to be injected or absorbed by the storage device and the energy that is finally
exchanged by it during a given time interval.
The formulation and solution of an optimization problem in GAMS for a
set of sufficient representative wind profiles provides the optimal mean SoC
of the flywheel. From the solution of this optimization problem a function
is produced to compute offline a close to optimal flywheel angular speed
reference. This simplifies the implementation of the algorithm online. The
optimization results also show that the higher mean wind power, the higher
mean rotating speed of the flywheel. In all cases, the optimal operation of
the storage device is in the range of 89 to 93% of its mean SoC.
Simulation results for an illustrative example show that the flywheel with
the proposed energy management algorithm is able to achieve a 91.9% of
turbulent energy component reduction in the high frequency components of
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Summary.- This chapter deals with the design and the experimental vali-
dation in scale-lab test benches of an energy management algorithm based
on feedback control techniques for a flywheel energy storage device. The
designed energy management algorithm is based on the results obtained in
Chapter 4. The aim of the flywheel is to smooth the net power injected to
the grid by a wind turbine or by a WPP. In particular, the objective is to
compensate the power disturbances produced by the cycling torque distur-
bances of the wind turbines due to the airflow deviation through its tower
section. The chapter describes the control design, its tuning, as well as the
description of the experimental setup and the methods for the experimental
validation of the proposed concepts. Results show that the fast wind power
fluctuations can be mostly compensated through the flywheel support.

5. Design and experimental validation of a novel control strategy of a flywheel for
power smoothing of wind power plants
5.1 Introduction
As explained in previous Chapters, to minimize the effects of the variabil-
ity of wind power, an ESS can be used [83, 249, 315]. Furthermore, the
utilization of energy storage devices together with wind turbines have some
additional functionalities, such as frequency support and matching of fore-
casted and real active power production. Flywheel systems are effective for
wind power smoothing. As noted in Chapter 4, related studies address two
control levels: the design of high level energy management algorithms of
the storage device and the research in the low level control scheme of the
electrical machine.
The inclusion of a high-level control algorithm is motivated from the need
of maintaining the State of Charge (SoC) within certain operating limits so
as to ensure the availability of the storage device to compensate the wind
power fluctuations when required. Within the related studies, it can be
found several proposals based on fuzzy-logic schemes [153, 63, 180]. These
high-level energy management algorithms determine the set points to the
low-level control scheme of the electrical machine of the flywheel, i.e. the
instantaneous torque (or power) reference, from the measurement of the
power of the wind turbine and the SoC of the storage device. Despite the fact
that the SoC is maintained within certain operating limits in the previous
works, its average value is not controlled. However, in [82] it has been
concluded that an improvement in the power smoothing can be achieved
if the average SoC is adjusted with respect to the expected energy to be
exchanged between the network and the storage device.
This chapter complements previous works depicted in Chapter 4. It pro-
poses a novel high-level control algorithm of a flywheel-based storage device
using the expected energy exchanged to maintain an optimal SoC and thus
to improve the smoothing of the power injected by a wind turbine or by
a WPP. The high-level control algorithm is in charge of managing the en-
ergy stored in the flywheel so that it can compensate as much as possible
the turbulent components of the wind power. The aim of the control algo-
rithm is to maintain a determined average SoC, i.e. an average rotational
speed of the flywheel, while also permitting the fast accelerations and decel-
erations of the machine for compensating the turbulent components of the
wind power. Similarly to [54, 153, 63, 180], the high-level control algorithm
determines the set points to the low-level one from the measurement of the
rotational speed of the flywheel and the wind power. As a difference with
the above mentioned works, the proposal of the present chapter is based on
active power control through an I-P control structure [158, 201] instead of
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fuzzy-logic-based control schemes. The proposed control scheme has been
evaluated experimentally in laboratory. The main advantages with respect
to previous works based on fuzzy-logic are design procedure, ensuring specific
dynamic performance, and the simplicity of the proposed algorithm. The
latter is an important point since the computation time in these schemes
could be a constraint for their implementation in industrial computers [63].
5.2 Conceptual diagram of the proposed control
scheme
The present chapter, as that depicted in Chapter 4, focuses on the smoothing
of the turbulent components of the power which mainly correspond to the
rotating sampling effect. Only partial load operation of the wind turbines is
considered, as the variability of the power generated is alleviated from the
action of the pitch actuator in the full load operating region of the turbines.
To smooth the net power injection to the grid, the flywheel is added to
the point of connection of the wind turbine. The flywheel is in charge of
fastly injecting and absorbing power so that it can compensate the wind
power fluctuations. The turbulent components of the wind power to be
compensated are obtained from filtering the wind power measurement Pwt.
This power filtering is part of the flywheel control system which receives also
the measurement of the flywheel speed ωfw. From these signals the high-
level control algorithm sets out the electrical torque reference T ∗fw for the
machine side converter of the flywheel, so that the net power injection by
the flywheel and the wind turbine becomes smoothed as much as possible.
The proposed control scheme is detailed in Figure 5.1.
The electrical torque reference T ∗fw set by the energy management algo-
rithm of the flywheel permits the storage device to accelerate and brake but
also to maintain a determined average SoC within the specified operating
limits.
In [82], it is found that in order to operate the flywheel in an optimal way,
i.e. to smooth as much as possible the turbulent components of the wind
turbine, the storage device has to maintain a determined average rotational
speed function of the average power generated by the wind turbine. This is
motivated from the dependence between the power capacity of the flywheel
and its rotational speed. In fact, the power that the flywheel is capable
of exchanging results from the product of its rotational speed and its rated
torque. Moreover, the magnitude of the turbulent components of wind power
to be compensated by the flywheel depends on the power generated by the
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Figure 5.1: Conceptual diagram of the proposed control scheme
turbine which is greater in high wind speeds.
Accordingly, it is proposed to adjust the average SoC of the flywheel with
the average power generated by the wind turbine to fit the power capacity
of the flywheel to the expected wind power to be compensated.
Also, the inclusion of an energy management algorithm of the flywheel is
motivated from the following reasons:
1. The limited energy capacity of the flywheel. Without an energy man-
agement strategy, the storage device would frequently become fully
charged or discharged, thus limiting its operability.
2. The need of compensating the high-standing losses of the flywheel.
Compensating the turbulent components of the wind power requires
the flywheel to exchange a power series with average value close to
zero. However, without a proper compensation of the standing losses,
the storage device will become continuously discharged.
3. The possibility of reducing the losses of the flywheel in operation. The
losses of the flywheel increase with the rotational speed. Thus, there
is no reason to concern, for instance, high average rotational speeds if
the flywheel is intended of just exchanging low levels of power.
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Following sections describe the design of the energy management algo-
rithm of the flywheel.
5.3 Design of the high-level energy management
algorithm of the flywheel
The energy management algorithm of the flywheel is presented in Figure 5.2.
As it can be noted, the algorithm consists of two main parts: the so-called
inputs filtering and processing; and the feedback control. These two parts








































Figure 5.2: Energy management algorithm of the flywheel. The input signals
of the algorithm (Pwt and ωfw) are shaded in orange, while the output T
∗
fw
is shaded in green
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5.3.1 Inputs filtering and processing
As noted in Section 5.2, the high-level energy management algorithm of the
flywheel has two main objectives: to let the flywheel maintain an optimum
average rotational speed while enabling the fast accelerations and decelera-
tions of the system. Mathematically, achieving these two objectives means
to track the average rotational speed reference ω̄∗fw and the high frequency
torque reference d∗. These signals are the setpoints enter the feedback con-
trol in different point as can be seen in Figure 5.2. The block “inputs filtering
and processing” in the energy management algorithm computes these set-
point signals from the input signals ωfw and Pwt. The optimum average
rotational speed ω̄∗fw depends on the mean wind power (with averaging pe-
riod several minutes) and is obtained from solving an optimization problem
presented in [82]. In the present chapter, the dependency between these two
variables is represented by the P − ω droop characteristic (see Figure 5.2).
While the optimum average rotational speed ω̄∗fw is a slowly varying signal,
the torque reference d∗ contents high frequency components. The reference





where Pfluc corresponds to the fast wind power fluctuations that must be
attenuated. This signal is obtained from passing the wind power measures
through a high pass filter. The cutoff frequency of this filter is chosen so
that the power disturbances caused by the rotating sampling effect passes
through the filter without significant distortion.
5.3.2 Feedback control
The aim of the feedback control is to ensure the tracking of the slowly varying
reference ω̄∗fw and the fast varying reference d
∗. To this end, an I-P controller
acts on the torque reference T ∗ω to regulate the instantaneous rotational
speed of the flywheel ωfw. The I-P structure facilitates the development of
a systematic procedure for the tuning of the controller. Also, it satisfies the
two first motivations (or control requirements) for the energy management
algorithm that are depicted in Section 5.2. As a reminder, the first and
the second requirement refer to the need of not overcoming the operating
limits of the storage device, and of compensating the standing losses of the
flywheel. These requirements are satisfied by the proportional and integral
parts of the controller. The third requirement of the energy management
algorithm refers to the need of varying the average SoC with the average
113
5.3. Design of the high-level energy management algorithm of the flywheel
wind power. This is satisfied by adding the previously presented P − ω
droop characteristic (see Figure 5.2).
As can be seen in Figure 5.2, the torque reference T ∗fw is the sum of the
torque d∗ and the compensation term
T ∗w = KI
∫
(ω̄∗fw − ωfw)dt−KPωfw. (5.2)
The parameters KI and KP of the I-P controller are tuned to shape the
frequency responses of the transfer functions from ω̄∗fw to ωfw and from d
∗
to ωfw.
Note that the error between the reference signal and the feedback of the
plant is affected by a pure integrator in both P-I and I-P controllers. How-
ever, as a difference with conventional P-I controllers, the proportional gain
does not affect the error signal but the feedback of the plant instead in I-P
controllers (Figure 5.2).
For the controller design purpose, the plant (the flywheel) is characterized
by its mechanical dynamics imposed by the inertia J (see Figure 5.2). The
fast electrical dynamics of the machine is omitted as being much faster than























The reference d∗ is not a completely exogenous signal since it depends on
the flywheel speed according to (5.1). To consider this fact in the parameter
tuning and guarantee stability in all possible values of power and flywheel
speed, the reference is expressed as
d∗ = δ · ωfw, (5.7)
where δ = Pfluc/ω
2
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With the previous definitions and using the small gain theorem [271], it is
possible to state conditions to ensure stability of the close loop systems for
all acceptable values of power and rotational speed. More precisely, the
closed loop system is stable for all values of δ in [−δmax, δmax] if the infinite
norm of the transfer function from d∗ to the output of the plant ωfw (Td∗ω)
does not exceed the upper limit δmax, i.e.
||Td∗ω||∞ = max
ω
|Td∗ω(jω)| < δmax. (5.9)

























Therefore, the integrator gain KI should satisfy
KI > p1δmax (5.12)
to ensure closed loop stability for all possible values of power and speed.
Further, the proportional gain can be obtained from comparing the denom-










where p2 = KI/Jp1.
In Figure 5.3, an asymptotic graph of the frequency responses of Td∗ω and
T can be observed. The pole p1 defines the bandwidth of the speed tracking
as well as the infinity norm of Td∗ω. Therefore, once the bandwidth of T ,
the parameters of the controller can be computed from (5.12) and (5.13).
5.4 Experimental validation
This section describes the flywheel test bench, the wind turbine emulator as














































































Figure 5.3: Asymptotic diagram of the frequency responses of the transfer
functions Td∗ω and T
for the purposes of the study. Emphasis is done in presenting those actions
needed to emulate the variability of the power of the wind turbine in a lab-
scaled equipment among other considerations. Then, experimental results
are analysed with the aim of validating the proposed energy management
algorithm of the flywheel.
5.4.1 Description of the experimental setup
Figure 5.4 presents an scheme of the experimental setup. As it can be
noted, the system is composed by a flywheel test bench, a wind turbine
emulator, a coupling transformer which connects the system to the grid,
measurement devices and communication and control devices. Each of these
main components of the system are detailed as follows.
Flywheel test bench
The flywheel test bench has been explained in detail in Chapter 3. The
reader is referred to that chapter for further details. As a reminder, the
system is composed by a rotating disk mechanically coupled to the shaft of a
permanent magnet synchronous machine (PMSM). The electrical machine is
controlled by a set of back-to-back power converters. These power converters
are driven by digital signal processor (DSP)-based control boards.
As previously noted, the flywheel is added to the point of connection of
the wind turbine emulator. The design and experimental validation of the
low level algorithm of the power converters of the flywheel test bench are
deeply explained in [84]. As a summary, the grid side converter of the system
is in charge of regulating the voltage of the dc link of the back-to-back power
converters and also the reactive currents exchanged with the network. The
control of the machine side converter is the field oriented vector control
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Figure 5.4: Scheme of the experimental setup
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system of the PMSM [171, 288]. This control algorithm governs the PMSM
so that it follows the instantaneous electrical torque T ∗fw referenced by the
energy management algorithm.
The rated power capacity of the storage device is 3 kW, and the energy
capacity is 30 kWs. Further parameters of the system are presented in Table
B.2 in Appendix.
Wind turbine emulator
The wind turbine is emulated by a cabinet composed by two identical three
phase voltage sources in back-to-back configuration [254] (see Figure 5.4).
A bidirectional power flow through the converters is possible since they
can be operated as either active rectifiers or active inverters. According to
Figure 5.4, power flows from the ac side of the converter “emulator” to the
ac side of the converter “active front end” while representing the behaviour
of a generator. The reverse process depicts the behaviour of a load. The low
level control algorithms of the power converters of the cabinet receive the
series of active and reactive power set points to represent the power profile
of the wind turbine. The rated apparent power of the cabinet is bounded
to 4 kVA. The relevant parameters of the cabinet for the purposes of the
present chapter are presented in Table B.2 in Appendix. Further details of
the cabinet are presented in [254].
Measurement devices
For the purposes of the chapter, it is needed to analyze the variability of
the power injected by the emulator of the wind turbine, and its attenuation
from the inclusion of the flywheel. Accordingly, a wattmeter registers si-
multaneously the power series in the points A, B and C depicted in Figure
5.4 for their post processing and analysis. These points corresponds to the
terminals of the wind turbine emulator, the terminals of the flywheel test
bench, and the point of connection of the system to the network respec-
tively. Figure 5.5 depicts the wattmeter, the coupling transformer for the
connection of the system to the network and the wind turbine emulator.
Communications
As presented in Figure 5.4, the wind turbine emulator represents the vari-
ability of the power of the wind turbine following the power set-points sent
through a Controller Area Network (CAN) bus by a computer. CAN bus is
also used to let the energy management algorithm of the flywheel know the
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Figure 5.5: Experimental setup. From left to right: 1) wattmeter; 2) coupling
transformer; 3) power converter of the wind turbine emulator “active front
end”; 4) power converter “emulator”; 5) CAN bus port
above mentioned wind power. The precise clocking of the digital signal pro-
cessor (DSP) of the control board the machine side power converter of the
flywheel is used as a time basis to coordinate the exchange of signals between
the computer, the wind turbine emulator and the flywheel. In particular,
the signals are sent through the CAN bus each 20 milliseconds.
5.4.2 Assumptions for the emulation of the fluctuating
components of wind power
According to Figure 5.2, the average optimum rotational speed of the fly-
wheel ω̄∗fw and also the wind power fluctuations Pfluc have to be determined
from filtering the generated power by a wind turbine Pwt. However, the pre-
sented experimental validation avoids the emulation of the power Pwt and
consequently its filtering. Only the wind power fluctuation Pfluc is actually
emulated instead by the wind turbine emulator. Thus, Pfluc is a power pro-
file with average value close to zero that is obtained from the simulation of
the system and the application of the high-pass filter to the output of the
model of the wind turbine Pwt.
This is carried out with the aim of adjusting the magnitude of the wind
power fluctuations Pfluc to the actual power ratings of the flywheel test
bench and the wind turbine emulator. The present chapter considers a
scaling factor of 20 for the power of a 1.5 MW wind turbine. The magnitude
of the resultant profile Pfluc is similar to the ratings of the wind turbine
emulator (4 kVA), and also to the ratings of the flywheel test bench (3 kW).
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Therefore, the size of the flywheel test bench can be considered adequate
to compensate the fluctuations of the power of a wind turbine with a rated
power 1.5/20 MW.
Figure 5.6 plots the results of the simulation of a 1.5 MW wind turbine.
Its power output profile Pwt has been scaled by a factor of 20. The subplot
below shows the resultant Pfluc. As it can be noted, the magnitude of Pfluc
is bounded to 3 kW approximately, which corresponds to the rated power of
the flywheel test bench. The cutoff frequency of the high pass filter of Pwt
is set to 0.4 Hz so that the rotating sampling effect can be represented. The
details of this filter can be found in Appendix.





































Figure 5.6: Scaled magnitude of the power output of a 1.5 MW wind turbine
and the fluctuating components of it from a cutoff frequency of 0.4 Hz
As a consequence of the direct emulation of Pfluc, the P − ω droop char-
acteristic (Figure 5.2) is not applied. Therefore, the optimum average ro-
tational speed of the flywheel ω̄∗fw will be step-profiled in following sections
for evaluating the performance of the designed feedback control.
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5.4.3 Determination of the control parameters for the
experimental system
Section 5.3.2 depicts the procedure for the tuning of the parameters of the
I-P structure which builds up the feedback control. The present section
presents the particular values of the controller determined for the study
case.
As it can be noted in equations (5.12) and (5.13) the parameters of the
I-P controller KP and KI depend on the location of the pole p1, which in
turn bounds the value of the pole p2. The pole p1 determines the time
response of the control loop for the reference ω̄∗fw. This time response can
be very slow since the dynamics of ω̄∗fw depends on the average value of Pwt
with an averaging period 600 seconds. Thus, the pole p1 is set to p1 = 0.01
rad/s. This implies a time response of the control loop system of 628 seconds
approximately.
The value of KI also depends on the parameter δmax (see equation (5.8)).
As a reminder, this parameters is given at maximum power developed by
the flywheel Pmax and at minimum operating rotational speed ωfw. The
maximum power is given by the maximum torque developed by the flywheel
(12.2 Nm). Accordingly, the limit of the time varying parameter results
δmax = 0.122 W/(rad/s)
2, assuming a minimum flywheel speed of 100 rad/s.
Then, from equation (5.12), the parameter K2 becomes
KI = p1δmax = 0.0012 W/(rad/s). (5.14)
Finally, applying equation (5.13), the value of the parameter KP is set to
KP = 0.1307 W/(rad/s)
2 (5.15)
provided that p2 = KP /(J ·K1) and J is 0.868 kg·m2.
Figure 5.7 presents the frequency responses of T and Td∗ω corresponding
to the previous designed values of KI and KP . As it can be noted, the
closed loop system will be able to track speed references until the cutoff
frequency of 0.01 rad/s, which corresponds to the location of the pole p1.
The frequency response of Td∗ω shows that the infinity norm is below the
limit (δmax)
−1 = 8.19 Nm/(rad/s) (18.3 dB). The graph also shows that the
system is able to track torque references in the ranging from 0.01 to 0.1 rad/s







































































Figure 5.7: Bode diagrams of the closed loop transfer function T (from ω̄∗fw
to ωfw) and the transfer function Td∗ω (from d
∗ to ωfw)
5.4.4 Analysis of the experimental results
Following content present the obtained experimental results to evaluate the
performance of the proposed energy management algorithm of the flywheel.
As noted in previous sections, the wind turbine emulator reproduces the
fluctuating power components depicted in Figure 5.6, that the flywheel test
bench is in charge of compensating. Accordingly, Figure 5.8 depicts the
actual power developed by the wind turbine emulator, the flywheel and the
net power exchanged with the network.
As it can be noted, the flywheel compensates the fluctuating components
of wind power, leaving the net power profile almost constant. However, the
average value of the power of the flywheel and thus of the net power ex-
changed with the network is not zero due to the necessity of compensating
the power losses of the flywheel for maintaining the indicated average rota-
tional speed ω̄∗fw. The optimal average rotational speed is close to 220 rad/s
in this case [82]. As this setup is meant to be a proof of concept system,
the losses in the flywheel test bench are much higher than in a commercial
flywheel storage device. In particular, the energy efficiency of the test bench
is 73%, and the power losses depends on the rotational speed, reaching up
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to 800 W at rated speed [84]. These figures are far from those corresponding
to a high-tech flywheel, in which the energy efficiency is around 90% and
the power losses level at rated speed represents just 2% of the rated power
[179].





















Figure 5.8: Power of the wind turbine emulator, the flywheel and the net
power exchanged with the network. The average rotational speed of the
flywheel is ω̄fw = 220rad/s
Figure 5.9 examines more closely the previously presented power profiles
in Figure 5.8. The power profile of the flywheel and the profile of the net
power exchanged with the network have been corrected by subtracting the
standing losses of the flywheel at the constant speed of ω̄fw = 220 rad/s.
This way, the average value of the power exchanged with the network and
the average power profile of the flywheel are zero. As a result, in this Figure
5.9 it can be better observed that the instantaneous power of the flywheel
(green line) compensates to a great extent the fluctuating components of
the power of the wind turbine (blue line). This instantaneous regulation of
the power of the flywheel is governed by the torque reference d∗ (see Figure
5.2).
The RMS currents of the flywheel, the wind turbine emulator and the
network are depicted in Figure 5.10. As shown, the magnitude of the cur-
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Figure 5.9: Instantaneous power of the wind turbine emulator (blue line),
as well as the power profiles of the flywheel and at the network terminals
subtracting the standing losses of the flywheel. The average rotational speed
of the flywheel is 220 rad/s
rents of the flywheel are much higher than the currents of the wind turbine
emulator, due to the necessity of compensating the losses of the system, as
previously discussed. Without the proper losses compensation, the storage
device will become completely discharged.
Apart from compensating the fast fluctuations of the power of the wind
turbine, the second objective of the feedback controller of the flywheel is
to maintain a determined average rotational speed ω̄∗fw. The performance
of this control loop is depicted in Figure 5.11. As it can be observed, the
flywheel is steadily rotating at 220 rad/s in average and the time response
to a step-profiled average speed reference ω̄∗fw from 220 rad/s to 270 rad/s
is around 600 seconds, as imposed by the design of the controller presented
in Section 5.4.3. Moreover, in the subplot below it can be observed that the
voltage of the dc-link of the flywheel test bench keeps stable at 750 V in aver-
age, while regulating the rotational speed of the flywheel and compensating
the fast wind power fluctuations.
The spectrum of the power of the wind turbine emulator, as well as the
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RMS current of wind turbine emulator
RMS current of the flywheel
RMS current at grid terminals
Figure 5.10: RMS electrical currents of the wind turbine emulator, the fly-
wheel and the network. The average rotational speed of the flywheel is
ω̄∗fw = 220rad/s
total power exchanged with the network in case of considering the support
of the flywheel are depicted in Figure 5.12. The average rotational speeds of
the flywheel are 120 rad/s and 220 rad/s. As it can be noted, the wind tur-
bine emulator clearly represents the rotational sampling effect of the turbine
at 0.6 and 1.2 Hz approximately. The rotating sampling effect is mostly com-
pensated with the flywheel support. The constant component of the power
spectrum of the flywheel due to its losses has been subtracted so that it can
be better observed the performance of the system. This figure depicts the
support of the flywheel considering different average SoC. It is worth noting
that the support that the flywheel can provide is better while rotating at 220
rad/s in average (close to the optimum) than while rotating at 120 rad/s.
This is because the power capability of the flywheel is bounded by the prod-
uct of the speed and the rated torque of the electrical machine and thus,
as discussed in [82], there is an average optimal speed of the flywheel ω̄∗fw
dependent on the magnitude of the fluctuating components of wind power
to be compensated.
The performance of the system considering different flywheel average oper-
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Figure 5.11: Rotational speed of the flywheel in response to a step-profiled
average speed reference ω̄∗fw from 220 rad/s to 270 rad/s. The dc-link voltage
of the flywheel test bench is presented in the bottom subplot
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Flywheel average speed: 120 rad/s
Flywheel average speed: 220 rad/s
Rotating sampling, 1P
Rotating sampling, 3P
Figure 5.12: Spectrum of the net power exchanged with the network without
flywheel support, as well as with flywheel at different average SoC. The
average power losses of the flywheel have been subtracted
ating rotational speeds, is quantified from the attenuation of the fluctuating
components of the net power exchanged with the network. This magnitude is
computed from the data shown in Figure 5.12. The ratio between the energy
of the fluctuating components of the net power exchanged with the network
considering the flywheel support (red and green lines in Figure 5.12), and
the fluctuating components of the wind turbine emulator (blue line in Fig-
ure 5.12), gives the attenuation. It is found an attenuation of 85% while the
flywheel is rotating at 120 rad/s in average. The attenuation reaches the
92% with 220 rad/s as the average rotational speed of the flywheel.
5.5 Chapter remarks
A high-level energy management algorithm of a flywheel for power smooth-
ing in wind generation systems has been designed. The algorithm is based
on feedback control techniques. The controller has been conveniently for-
mulated and tuned so that the desired time response of the storage device
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can be ensured. The algorithm successes in letting the flywheel maintain an
optimum average rotational speed while enabling the fast accelerations and
decelerations of the storage device for smoothing the fast fluctuating com-
ponents of the power of the wind turbine. The maintenance of the indicated
average rotational speed of the flywheel avoids the progressive discharge of
the storage device in its operation. Also, the control capability of the average
rotational speed of the flywheel, permits to adjust the average SoC of the
storage device to the magnitude of the power and energy to exchange. The
controller has been validated experimentally in scale-lab equipments. Re-
sults show that most of the fluctuating components of the power of the wind
turbine due to the rotating sampling effect can be compensated through the
flywheel support.
This chapter proves that the short time response and high controllability
define flywheel systems as well suited devices to compensate the variability of
the power generated by wind turbines and thus, to promote their integration
into the network. The quality of the power injected into the grid by a wind




Participation of wind power
plants in system frequency
control: review of Grid Code
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methods
Summary.- Active power reserves are needed for a proper operation of
the electrical system. These reserves are continuously regulated in order to
match the generation and consumption in the system and thus, to main-
tain a constant electrical frequency. These reserves are usually provided by
synchronized conventional generating units like hydraulic or thermal power
plants. With the progressive displacement of these generating plants by
non-synchronized renewable-based power plants (e.g. wind and solar) the
net level of synchronous power reserves in the system becomes reduced.
Therefore WPPs are required, according to some European Grid Codes,
to provide also power reserves as conventional generating units do. This
chapter focuses in the review of the requirements set by Grid Codes, but
also in control methods of wind turbines for their participation in primary
frequency control and inertial response.

6. Participation of wind power plants in system frequency control: review of Grid
Code requirements and control methods
6.1 Introduction
For a stable operation of the electrical network, system frequency control is
decisive. It ensures a continuous adaptation of power generation to power
consumption. The power balance in the electrical network is interrelated
to the network frequency via all synchronous generators connected to it.
E.g. an increase in the load decelerates the synchronous generators and
thus leads to a frequency drop. As frequency is uniform throughout the
interconnected network, it is convenient to use it as a control variable for
a decentralized control system: the network frequency control. It makes
use of the power plants in the network, which - according to their abilities
and agreements - adapt their active power feed-in in according to the current
system requirements. Thus, the power plants involved require a certain level
of active power reserves. Traditionally and still typically, it is conventional
generation plants, like hydroelectric and thermal power plants, which are
used for frequency control. The ability of a system to maintain its frequency
into a certain tolerance band is called frequency stability.
Another important function of conventional power plants for frequency
control is the passively provided so-called instantaneous power reserve. Any
imbalance between power generation and consumption is instantaneously
balanced due to the physical principle of the synchronous generator. The
large inertia of the rotating generator set works as a buffer storage, leading
to the mentioned change in rotational speed and thus system frequency.
The larger the synchronised inertia in the system, the slower the change of
frequency [163].
The stepwise replacement of conventional generating units by WPPs will
have a significant impact on the system frequency behaviour. First, the
grid looses the active power reserves of conventional plants. And second, it
looses instantaneous power reserves, because wind turbine generator sets are
operated decoupled from system frequency, which allows for aerodynamically
efficient operation. In detail, the turbine’s synchronous or asynchronous
generators are connected to the grid via fast controlled power electronics
[312, 177, 83].
The contribution of the system inertia to limit the rate of change of fre-
quency against active power disturbances may be insufficient for systems
with high penetration of renewables. The studies by the Irish regulator set
out that system frequency stability could be compromised with 60-70% of
the total instantaneous power generated from WPPs [94].
In order to maintain system frequency stability in a network with an in-
creasing share of wind power, wind turbines will have to take more and
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more tasks of conventional power plants related to frequency control. This
is reflected by a gradual development of more stringent requirements by sys-
tem operators in regard of the integration of WPPs into network frequency
control [101]. According to some system operators, e.g. the Irish operator
[95], WPPs are already required to provide power reserves. Also, future
regulations will appear with the development of new requirements regarding
inertial response by WPPs [101].
Even though the power output of wind turbines depends on the non-
reliable and difficultly predictable wind speed, and even though the gen-
erator set is not providing passive instantaneous power reserve, there are
methods for WPPs to actually provide power reserves and thus to partici-
pate in system frequency control. Such abilities will be crucial for a sucessful
integration of WPPs into the grid.
This chapter presents a review of some European Grid Codes and future
trends regarding the tasks of WPPs related to participation in frequency
control. Also, it covers a literature review about the proposed methods for
enabling wind turbines to provide primary reserves and the aspects related
to the inertial response of wind turbines.
6.2 Review of European Grid Codes regarding
frequency control support
Due to the island situation of Ireland and UK, frequency control is a par-
ticularly challenging task in these electrical networks since they do not have
access to the large power reserves in the interconnected network of continen-
tal Europe. Thus, requirements for WPPs are significantly stricter in these
networks than in the continental grid. However, since the share of wind
power also in the continental European grid rises, requirements will become
stricter.
Accordingly, this section firstly depicts the basis for understanding the
deployment sequence of power reserves for frequency control. Secondly, par-
ticular requirements for WPPs regarding frequency control according to the
Grid Codes of Ireland and UK are presented. Finally, future trends based
on the latest draft of the ENTSO-E [101] are discussed.
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6.2.1 Power reserves: Definition and deployment sequence for
frequency control
Power reserves can be defined as the additional active power (positive or
negative) that can be delivered by a generating unit in response of a power
unbalance in the network between generation and consumption. Three dif-
ferent reserve levels can be defined: primary, secondary and tertiary reserve
[140]. This terminology is widely accepted; however nomenclature can vary
from one country to another. With the aim of harmonizing these concepts,
on June 2012 the European Network of Transmission System Operators for
Electricity ENTSO-E, which is the association of Transmission System Op-
erators (TSOs) in continental Europe, defines primary reserves as frequency
containment reserves [104]; secondary reserves as frequency restoration re-
serves; and tertiary reserves as replacement reserves. Previously to the pub-
lication of this document, in ENTSO-E’s ”Operational Handbook” [103],
these reserve levels were set as primary, secondary and tertiary control re-
serves. The present document considers both above mentioned publica-
tions (due to their complementary and non-exclusive character) to depict
the ENTSO-E’s recommendations regarding system frequency control and
reserve power levels.
Primary reserve is intended to be the additional capacity of the network
that can be automatically and locally activated by the generator’s governor
after a few seconds at most of an imbalance between demand and supply
of electricity in the network [103]. The aim of primary reserve is to fastly
balance the consumed and generated power in the system and thus to sta-
bilize frequency at a certain level. These primary reserves are activated by
automatic active power output adjustments of generating units according
to a droop controller. Primary reserves must be delivered until the power
deviation is completely offset by secondary or tertiary reserves. The physical
stabilizing effect of all connected rotating machines due to their inertia is
not considered to be primary reserve.
Secondary reserves are activated to restore the rated frequency of the
system, releasing primary reserves, and to restore active power interchanges
between control areas to their set points [103]. They are activated by the
TSOs, modifying the active power set points of the generating units within
each respective control area.
Finally, the aim of tertiary reserves is to replace the secondary reserves
and to restore frequency to its rated value if secondary reserves were not
sufficient. Furthermore they are used for economic power dispatch [261],
considering system constraints such as current limits of transmissions lines.
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These reserves are activated manually and centrally at TSO’s control cen-
ters in case of observed sustained activation of secondary reserves, and to
anticipate a response to expected unbalances [103].
General rules and technical recommendations regarding reserve power lev-
els and their associated control performance are set in the ENTSO-E’s ”Op-
erational Handbook” [103]. Despite these general guidelines, the responsi-
bility of the national TSOs must be determined in their own Grid Codes.
Figure 6.1 depicts the principle behaviour of system frequency after a
sudden lack of power generation in the network with all mentioned power
reserve levels being involved. Some annotations on their activation are in-
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Figure 6.1: Concepts definition (particular values of time frames and fre-
quencies are according to the recommendations of ENTSO-E [103])
In the event of a generation drop in the network, the instantaneous reserves
of the synchrono s generating units balance the power due to the mentioned
passive effect. Their electrical power Pelect rapidly increases, which provokes
an electromechanical unbalance in the generator set according to the follow-
ing physical princ ple
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Pmech being the developed mechanical power by the generator, J is the
moment of inertia referred to the generator shaft and ωg the mechanical
speed of the generator (the electrical rotational speed of the generator ωr is





The rate of change of system frequency depends on the amount of available
instantaneous power reserves and thus on the inertia constant of the system
H. The inertia constant, in seconds, determines the duration in which the
generating unit theoretically may provide its rated power only using the ki-
netic energy stored in its rotating parts. It can be mathematically expressed












where ωnomrot is the nominal rotor speed in rad/s, P
total
nom is the nominal power
of the generating unit, and J is the moment of inertia in kgm2, referred to
the generator shaft. The reader is referred to [163] and [4] for further details
regarding the definition of inertia constant. It is important to note that wind
turbines have no inertia from a system point of view, since the rotor is not
synchronized with the network but connected through power electronics.
At a certain frequency level, the primary power reserves are activated,
the generators’ driving mechanical power rises. As it reaches their electrical
power, an equilibrium is achieved and the frequency stops dropping, i.e. the
frequency nadir is achieved. A further increase of primary reserve power
accelerates the generator sets, the system frequency rises. As the primary
controller structure contains a droop, the frequency finally stabilizes at a
new steady state below its rated value.
According to [163] and [280], the slope of the primary power - frequency
droop characteristic has a major influence in the achieved frequency nadir
and in the level of frequency in the following steady state after the network
disturbance. Also, it can be noted that the slower the governor response of
the wind turbine, the lower frequency nadir. However, it is neither noticed
that droop characteristic, nor governor response speed influence the rate of
change of frequency (ROCOF). This value is influenced by the system iner-
tia instead [177]. Low levels of system inertia, i.e, high levels of ROCOF,
can provoke the tripping of sensible loads, generating units and relays (im-
plemented to avoid islanding [94]), thus affecting system frequency stability.
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According to [177], ROCOF increases under system frequency disturbances
as wind generation displaces conventional generation. This is due to the
decoupling of the rotor of the generators by their fast controlled power elec-
tronics [163]. However, it does not happen with squirrel-cage asynchronous
generators, since they provide naturally inertial response as being directly
connected to the grid [278].
The activation of secondary reserves provokes the recuperation of the nor-
mal operating frequency levels and thus the deactivation of primary reserves.
Secondary reserves are operated until being fully replaced by tertiary re-
serves. Proper explanations of the parameters presented in Figure 6.1 are
listed as follows [103]:
• fmin and fmax: Minimum and maximum expected instantaneous fre-
quency after a reference incident (loss of generation or loss of load)
assuming predefined system conditions.
• fdst min and fdst max: Minimum and maximum steady state frequency.
They define the tolerance band for the quasi-steady-state system fre-
quency after the occurrence of a reference incident, assuming prede-
fined system conditions. Outside this interval, all available primary
reserves should be activated. This means that droop controllers of all
units providing primary reserves should be set for deploying all their
contracted or obligatory primary reserve capacity.
• fc min and fc max: Maximum allowed frequency dead-band for the ac-
tivation of primary reserves. These limits define an interval in which
primary reserves are not required to be activated. This allowed fre-
quency deviation usually corresponds to the accuracy of the frequency
measurement and the insensitivity of the controller. Notwithstanding
that, a greater dead band is also permitted in accordance with TSO.
• tip, tis and tit: Maximum starting time for the activation of primary,
secondary and tertiary reserves from the event detection time.
• tfp 50% and tfp 100%: Maximum deployment time for 50% and 100%
respectively of total primary reserves from the event detection time.
• tfs 100% and tft 100%: Maximum deployment time for 100% of total
secondary and tertiary reserves from the event detection time.
• tfp end, tfs end and tft end: Minimum capability of actuation of primary,
secondary and tertiary reserves.
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Accordingly, Table 6.1 presents specific values of the above listed fre-
quency levels and time frames from ENTSO-E’s recommendations in its Op-
erational Handbook [103], as well as particular data from several European
Grid Codes. It must be noted that the indicated values apply to conven-
tional generating units participating in system frequency control. Particular
values for WPPs are presented as well.
As can be noted in Table 6.1, the specified frequency levels in both Ger-
man and Spanish Grid Codes mainly match with the recommendations of
ENTSO-E [103]. Primary reserves are required to be fully activated 30s at
most after the frequency deviation detection. In contrast to these continen-
tal Grid Codes, the Irish Grid Code requires a faster response time in full
activation of power reserves. Despite the fact that the authors of this work
were not able to find a particular value for the response time in full activation
of primary reserves in the Irish Grid Code, the activation time of secondary
reserves is set to 5s at most after the frequency deviation detection.
According to the analysed German Grid Code, it is mandatory for genera-
tor units with rated power greater than 100 MW to provide primary reserves
to the system. Smaller generators may also be employed by agreement with
the TSO [301]. The participation in this service is remunerated and also re-
newable power plants can participate. According to the Spanish Grid Code,
all synchronized generators must provide primary reserves. This participa-
tion is not paid though. On the other hand, the provision of secondary and
tertiary reserves is market regulated.
Neither the recommendations from ENTSO-E, nor the Grid Codes from
Germany and Spain require renewable generating units to provide primary
reserves. Notwithstanding that, and according to the German Grid Code,
renewable generating units are required to reduce their output under sys-
tem frequencies above 50.2 Hz and also they can provide primary reserves
in agreement with the TSO [107]. On the other hand, Irish and UK Grid
Codes, within the consulted regulations, set specific requirements for re-
newable generating units regarding primary reserve in both directions of
frequency deviations. Frequency regulation-related tasks in Ireland and UK
are particularly complicated since these countries are electrical islands. Gen-
erating units should be remunerated for their participation in this service
according to Irish regulation.
According to this literature review, the following sections detail both Irish
and UK regulations, emphasizing in the requirements regarding primary re-
serves for renewable generating units. A brief note about secondary reserves
according to the Irish regulation is also included as being considered partic-
ularly interesting for the purpose of this chapter.
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Table 6.1: Parameters extracted from ENTSO-E’s recommendations and
some European Grid Codes for conventional generating units participating











f0 50 Hz 50 Hz 50 Hz 50 Hz 50 Hz
{fc min;fc max} ±20 mHz ±20 mHz ±20 mHz ±15 mHz ±15 mHz
{fdst min;fdst max} ±200 mHz ±200 mHz ±200 mHz ±500 mHz ±500 mHz
{fmin;fmax} ±800 mHz ±800 mHz ±800 mHz ±1 Hz ±800 mHz
tip A few sec. after detecting ∆f of ±20 mHzab with ∆f of ±15 mHzc
tfp 50% ≤15 s - ≤15 sd - -
tfp 100% ≤30 s ≤30 s ≤30 se - ≤30 sf
tfp end ≥15 min ≥15 min As long as req. ≥30 s ≥30 ming
tis ≤30 s ≤30 s - ≤5 s -
tfs 100% ≤15 min ≤15 min 300 s≤500 sh ≤15 s -
tfs end As long as required ≥15 min 10 min -
tit In TSO’s decision
tft 100% A short time ≤15 min - -
tft end - - ≥2 h 15 min - -
aAccording to the corresponding document, section A-S2.3. “Physical deployment
times”.
bAccording to the German Grid Code, section 5.2.2, page 39 [301], and referring to the
frequency control, “the TSO shall use primary control power in accordance with the
rules of the UCTE-OH Policy 1”, that is the document referred to the first column of
the table ENTSO-E (2009) [103].
cAccording to the Grid Code of UK, section CC.A.3.4 [212], and referring to the activation
of primary reserves, “the active power output should be released increasingly with time
over the period 0 to 10 seconds from the time of the start of the frequency fall”.
dThe deployment time from 50% to 100% of total primary reserve rises linearly from
tfp 50% to tfp 100%.
eIf network frequency variation is less than 100 mHz, tfp 100% =15 s.
fThis value corresponds to the maximum deployment time of the so-called primary re-
sponse capability of a generator unit operating in frequency sensitive mode. For more
details please refer to Section 2.3
gThis value corresponds to the minimum capability of actuation of the so-called secondary
responses of a generating unit operating in frequency sensitive mode. For more details
please refer to Section 2.3.
hResponse time constant of 100 s of a 1st order type system.
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6.2.2 Ireland
This section sets out the most relevant aspects regarding system frequency
control support by WPPs according to the Irish Grid Code [95]. WPPs do
not have the same characteristics as conventional synchronous generating
units. Accordingly, the Irish regulation details, among other contents, a
specific set of requirements for WPPs in regard of some aspects concerning
their controllability and behaviour during grid disturbances and frequency
and voltage control support.
There are some differences between the ENTSO-E [104] and the Irish ter-
minology regarding power reserves. The Irish Grid Code adopts the term
operating margin. It represents the power reserve to be sustained to meet
the expected system demand for limiting and correcting system frequency
deviations. The operating margin consists of operating reserve, replacement
reserve, substitute reserve and contingency reserve. The operating reserve
is defined as “the additional power output provided by generating units
realizable in real time operation to limit and correct system frequency de-
viations to an acceptable level”. This operating reserve consists, in turn,
of primary operating reserve, secondary operating reserve, tertiary operating
reserve band 1 and tertiary operating reserve band 2. Each of these operat-
ing reserves applies over different time frames up to 20 minutes following an
event.
Moreover, and continuing with the description of terminology differences,
frequency control is carried out by means of using the operating reserves
and occurs in two time scales: primary frequency control, and secondary
frequency control. Primary frequency control takes place in the period of
up to 30 seconds after the detection time of the frequency deviation. It is
achieved by automatic corrective responses which include governor droop
actions of generators and automatic load shedding. Secondary frequency
control takes place in the time frame comprised between 5 seconds up to 10
minutes after a frequency deviation. It is carried out by a combination of
automatic and manual actions (dispatch instructions from TSO).
Figure 6.2 sumarizes the Irish terminology regarding power reserves, and
its equivalence with the ENTSO-E’s terminology. WPPs are required to par-
ticipate in system frequency control with the provision of primary reserves
and secondary reserves.
As set in Table 6.1, primary reserves take place in the period of up to 30
seconds after the detection of a frequency deviation. In the case of WPPs,
their activation is carried out by automatic local controllers. If frequency de-
viation is within the levels 49.8 Hz to 50.2 Hz, frequency control is intended
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Figure 6.2: Equivalences between ENTSO-E (2009) [103], ENTSO-E (2012)
[104] and Irish [95] regulations
as frequency regulation and should be carried out only by generating units
with rated capacity greater than 60 MW and synchronized with the grid un-
der the control of a governor control system. Therefore, WPPs are required
to ramp up and down their power output only outside of these frequency
limits. A wind farm control system shall present the capabilities according
to Figure 6.3 regarding the activation of primary reserves, where PA to PE ,
and fA to fE are determined by the TSO before the start of operation of
the unit. As can be noted from Figure 6.3, at rated system frequency, a
WPP is required to feed in less than its available active power. This der-
ated operation allows the WPP to provide both positive and negative power
reserves, i.e. to ramp power both up and down in response to system fre-
quency deviations. The primary reserves should be activated immediately
after detecting a frequency deviation from the specified dead band without
any control signal from the TSO.
Secondary reserves come into play in the time scale from 5 seconds up to
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Figure 6.3: Droop characteristic for primary reserves activation according to
requirements set by Irish regulation for WPPs [95]
10 minutes after detecting the frequency deviation. Its active power setpoint
comes from the TSO. A time delay of up to 10 seconds from receiving this
set point is allowed for their activation.
Regarding active power ramp rates for both primary and secondary re-
serves activation, the response rate of each available wind turbine shall be
at least 1% of its rated capacity per second. Moreover, the TSO limits
the active power ramp rate to the WPP as a global. In this sense, it shall
be possible to vary the active power ramp rate between 1 MW/min to 30
MW/min.
6.2.3 United Kingdom
Each WPP (both onshore and offshore) with a registered capacity over 50
MW must be capable of participating in frequency control by continuously
adjusting its active power output. This active power control can be per-
formed applying two operating modes, the so-called frequency sensitive mode
and limited frequency sensitive mode.
In the latter operational mode, the generating units must be capable of
maintaining a constant level of active power output for system frequency
changes within 49.5 Hz and 50.5 Hz. In the case of WPPs, the active power
output shall be independent of the system frequency in this range. Moreover,
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below 49.5 Hz to 47.0 Hz, the active power level of the WPPs shall not drop
by more than 5% because of the decay in system frequency.
The participation in frequency control according to frequency sensitive
mode is an ancillary service. There are two categories of ancillary services:
the so-called system ancillary services and the commercial ancillary services.
In the first category we find two types of ancillary services: types 1 and
2. Type 1 details mandatory capabilities in respect to reactive power and
frequency control. This document focuses on this ancillary service type 1.
The term frequency sensitive mode is the generic description of an oper-
ation mode which includes the provision of primary response, and/or sec-
ondary response and/or high frequency response. The so-called primary and
secondary responses refer to negative frequency deviation, while the high
frequency response refers to positive frequency deviations. This frequency
response capabilities are activated by automatic controllers in the generating
unit. Therefore, and according to the used terminology in this document,
primary, secondary and high frequency response capability can be intended
as primary reserves. Each response capability must be tested inducing a
ramp from 0 to 0.5 Hz change over a ten second period to the frequency
control device. This frequency deviation must be sustained thereinafter.
Primary response capability of a generating unit is the minimum increase
of active power between 10 and 30 seconds after the start of the induced
frequency deviation ramp to the controller. Secondary response capability
is the minimum increase of active power output between 30 seconds and 30
minutes after the activation of this ramp. Finally, high frequency response
capability is the decrease in active power output 10 seconds after the induc-
tion of, in this case, a frequency ramp with positive slope. These concepts
are depicted in Figure 6.4.
The minimum power output change required to a generating unit can be
found in Figure 6.5. As shown, the change on the generation level depends
on the actual loading of the unit. A generating unit must be capable of pro-
viding frequency response at least up to the indicated boundaries depending
on its loading. Since the indicated power change levels correspond to a
frequency deviation of 0.5 Hz, a directly proportional change of power level
has to be determined for smaller frequency deviations. Also, two operational
limits are highlighted: the designed minimum operating level and the mini-
mum generation level. The latter defines the minimum stationary part-load
level at which the generating unit must be capable to remain. This level
should not exceed 65% of the rated power (see [212], page CC-68 for fur-
ther explanations). For instance, a wind turbine, or a thermal power plant,
must be capable of working at 65% or 60% of its rated capacity in steady
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Figure 6.4: Representation of primary, secondary and high frequency re-
sponse capabilities according to UK Grid Code [212]
state. The former concept, the designed minimum operating level, bounds
the minimum generation level at which the generating unit must provide
high frequency response, i.e., must activate negative primary reserves at grid
frequencies above 50.0 Hz. The generating unit would have to provide also
high frequency response under the designed minimum operating level but
only under frequencies above 50.5 Hz.
From Figure 6.5, we can conclude that, similar to the Irish case, a con-
tinuous power derating should be applied to WPPs in order to be able to
transiently increase their output according to the requirements of provision
of primary reserve (provided that no energy storage devices are included
in the WPP). Finally, it should be noted that the deadband of frequency
control devices in frequency sensitive mode must be ±0.015 Hz at most.
6.2.4 Future trends regarding the provision of primary reserves by
WPPs and inertial response
In order to harmonize the connection requirements for generating units of
the European power system, ENTSO-E presented its first network code [101]
in June 2012. The network code applies to all grid connected generators.
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Figure 6.5: Minimum active power regulation levels for primary, secondary
and high frequency response capabilities (i.e. primary reserves activation)
for WPPs in the event of a system frequency deviation of 0.5 Hz according
to UK Grid Code [212]
Generating units are classified in different types according to the voltage
level at their grid connection point and their rated power. In spite of not
explicitly referring to the terms primary, secondary and tertiary reserves,
the network code details specific requirements for generating units regarding
their participation in frequency control.
Most restrictive requirements regarding frequency control are borne by
the so-called generating units type C. This category covers, for instance,
WPPs with rated power above 50 MW in continental Europe, above 10 MW
in UK and above 5 MW in Ireland. These WPPs must be equipped with
a power control system for frequenc response. There are two operation
modes for this control system, i.e., the limited frequency sensitive mode and
the frequency sensitiv mode1.
In the latter operating mode, the control system is in charge of ramping
up and down the active power output of the generating unit in case of over
and underfrequency, according to a power - frequency droop characteris-
tic. The limited frequency sensitive mode, as a particular case, just requires
the generating unit to increase its power output while while frequency lies
between 49.5 and 49.8 Hz. These concepts are depicted in Figure 6.6.
As shown, in frequency sensitive mode the generating unit must be capable
1This terminology for defining the operation modes are clearly consistent with that de-
fined in UK regulation.
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Figure 6.6: Active power frequency response droop characteristic according
to ENTSO-E’s network code [101]
of regulating its power output according to the system frequency within a
given range around the currently available power. The required range can be
defined between 1.5 and 10% of the nominal power of the unit. The droop
characteristic is saturated at predefined frequency levels, which must be
determined in accordance with the relevant TSO. The droop characteristic
must present a slope comprised between 2 and 12% and could include a
deadband up to 0.5 Hz (in accordance with the relevant TSO). Finally, taking
into account inevitable frequency measurement errors, there is a tolerance for
frequency measurement of 10-30 mHz. The maximum admissible time delay
for the activation of primary reserves must be determined in accordance
with the relevant TSO (for synchronized generators its value is 2 seconds
at most), while the full activation time is 30 seconds at most. This active
power surplus has o be provided for 15-30 minutes depending on the type
of generating unit and the agreement achieved with the TSO.
Apart from the requirements regarding primary reserves, the network code
introduces the concept of synthetic inertia (or inertial response thereinafter)
[101].
With the aim of contrib ting to the frequency stability of the electrical
system, TSOs are encou aged to set, in the future, requirements for WPPs
(both onshore and offshore) for providing inertial response under low fre-
quency events. Inertial response means to replicate the inertia of a synchro-
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nized generating units by a non-synchronized generating unit, i.e. a WPP.
In particular, it implies to inject in a very short time (200 ms) a large power
proportional to the “severity”2 of the disturbance [101].
Hydro-Québec TransÉnergie recently researched the inertia emulation needs
[45]. The analysis quantifies the impact on frequency performance and sta-
bility of the inclusion of new 2000 MW of wind power into the Hydro-Québec
transmission system. Simulation results show that in order to maintain sys-
tem frequency within its operating limits under a low frequency disturbance
(58.5 Hz) and thus avoiding automatic load shedding, wind farms have to
participate in frequency regulation with their inertia emulation. This state-
ment is consistent with results of [123], which determines that the inertial
response by wind turbines can help to avoid the activation of underfrequency
automatic load shedding as higher frequency nadir are registered during
a frequency disturbance. Going back to the discussion of Hydro-Québec
TransÉnergie’s work [45], it can be noted that inertia emulation parameters
were quantified in terms of deadband for their activation, duration, active
power contribution and recovery characteristics following that contribution.
It is worth highlighting that the minimum duration of active power contri-
bution for inertia emulation is set to 10 seconds (considering 6% of active
power increase) in order to expand the contribution beyond the frequency
nadir.
According to [102], there are two technical solutions under development
for providing inertial response: providing a fast power injection proportional
to the rate of change of frequency; and delivering fast frequency response
(according to a power/frequency droop characteristic) with very short time
response and time delay. Both strategies are discussed in Section 3.2 accord-
ing to a literature review.
6.3 Participation methods of WPPs for primary
frequency control and inertial response
6.3.1 Deloading methods of wind turbines for primary frequency
control
Conventionally, wind turbines are operated at maximum aerodynamic effi-
ciency, so that they can maximize the power extracted from the wind. At
partial-load region, the speed of the turbine is controlled by the regulation
of the aerodynamic torque [159], leading the so-called optimal torque rotor-
2This requirement is not defined in further detail in the Grid Code [101]
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speed curve. In particular, the optimal aerodynamic torque is computed
by
T ∗ = Kcp(β) · ω2t , (6.4)
where ωt is the speed of the turbine, Kcp is the so-called optimal aerodynamic
torque coefficient and depends on the aerodynamics of the turbine and the
pitch angle β.
For maximum power generation, β is maintained constant to zero degrees
in partial-load operation of the turbine. The pitch angle is only regulated in
full-load operating region. Usually, pitch control techniques are used to limit
the power captured from wind in wind turbines in order not to exceed the
rated power [272], [96], [40]. In this regard, the turbine’s power is limited at
wind speeds above the rated wind speed by applying a PI controller governed
by the difference between the rated power of the wind turbine and the actual
measurement of it [297]. Controlling the rotor speed at constant torque can
be also a possibility for driving this PI controller.
As noted in Section 6.2, WPPs are required to participate in primary
frequency control by ramping up and down their output according to a
power - frequency droop characteristic and during a certain period of time.
This means that wind turbines either have to be operated in a deloaded
mode, or a suitable energy storage device has to be available. This chapter
focuses on solutions for the first method. Different approaches can be found
in the literature regarding deloading methods of wind turbines. They can
be classified in two main categories: pitching techniques and overspeeding
techniques [312].
Both methods are based on the idea of achieving a non-optimal working
point in the power (or torque) rotor-speed curve of a wind turbine. As it
can be noted in Figure 6.7, frequency control is then realised by using C
(overspeeding the turbine) or B (pitching the blades) as standard operating
points and switching between point A and additional deloaded points.
While applying pitching techniques, the rotating speed of the turbine is
kept constant (point B). Conversely, while applying overspeeding techniques,
the turbine is operated at a higher rotor speed, while keeping the pitch angle
constant (point C). One main difference between these two strategies is the
fact that overspeeding can only be applied in variable speed wind turbines
(i.e. DFIG-based and full-converter-based wind turbines).
Underspeeding techniques are not preferably applicable as for increasing
the power margin (i.e. reducing the generation level), the generated electric
power first increases due to the kinetic energy delivered to the grid due to
the deceleration of the rotor of the turbine. Small signal stability could be
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also endangered (unlike with respect to pitching techniques) [152].
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Figure 6.7: Power rotor-speed curves for different values of pitch angle and
deloaded options for a 1.5 MW wind turbine (wind speed: 10m/s)
Depending on the wind speed level, one or the other method (pitching or
overspeeding) is advantageous. Three different operating regions for wind
turbines can be considered in this sense: low, medium and high wind speed
ranges. In low wind speed range, wind turbines operate at partial load.
Thus, the rotating speed of the turbine does not reach at any time its rated
value, allowing the application of overspeeding techniques. In medium wind
speed range wind turbines mostly operate at partial load but they can tran-
siently achieve their rated rotational speed, and thus the pitch controller
may be activated. In this region, a combination of overspeeding and pitch-
ing techniques may be a good option for deloading the wind turbine. And
finally, in high wind speed range pitch control becomes a key factor for both
limiting the power extracted from the wind in order not to exceed the rat-
ings of the generator and for applying deloading strategies. Overspeeding
strategies generally do not fit well in this region. Apart from the limitations
regarding wind speed for applying the above mentioned deloading strategies,
further related considerations can be found in the literature that must be
taken into account. A brief summary of some of them is presented in Table
6.2.
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Table 6.2: Considerations regarding deloading strategies of wind turbines
Overspeeding techniques
• Method preferably applied to below rated wind speed levels [192].
• Wind speed measurements are usually required for determining the max-
imum power that a wind turbine could extract from wind while applying
the deloaded power - rotor speed curves. Accuracy and reliability of this
wind speed measurement is crucial [73].
• Considering DFIG, the percentage of power transmitted through the set
of back-to-back power converters becomes greater with greater values of
slip. This limits the overspeeding of the wind turbine in order not to
overcome the ratings of the power converters [192, 206].
• Danger of excessive mechanical stress in the rotor shaft due to the fast
deloading through the fast torque control for speed regulation. Need of
limitations of rate of change of torque [152].
• Rotor speed regulation is only possible in variable speed wind turbines.
• Due to the inertia of the rotor, the power ramping is not linear.
Pitching techniques
• Method preferably applied to above rated wind speed [192].
• Excessive pitch control actions may lead to tear and wear of the mecha-
nism [152, 300]. Moreover, pitch angle regulation could affect fatigue life
of the blades as it affects their dynamic loads [51, 52].
• Larger time responses than in overspeeding techniques due to pitch servo
time delays [206].
• Usually, no wind speed measurements are required [205].
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The following subsections deal with a literature review regarding the ap-
plication of each of the above mentioned strategies.
Control basis of overspeeding and pitching techniques for the deloaded
operation of wind turbines: an example
Since deloaded operation is now considered, the input of the PI controller
that drives the pitch actuator can be computed by the difference between
the measurement of the generation level and the deloaded power reference.
The control strategy is presented in Figure 6.8.
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Figure 6.8: Pitch control scheme and primary frequency control droop of a
wind turbine for deloaded operation. Scheme adopted and adapted from
[140] and [280]
As shown, the deloaded power reference Pref can be obtained from the
sum of a signal from a WPP controller, Pw , a d the output of a primary
frequency control droop ∆P . The control signal from the WPP controller
can be determined considering the required deloading level for the WPP.
However, this is not so trivial as the available power of the WPP has to be
estimated continuously. It is worth noting that the update rate f this signal
is much lower than the other control signals within the local controllers of
the wind turbine.
Considering low wind speeds and rotor speeds below rated, deloaded op-
eration is preferable carried out by means of overspeeding techniques. For
wind speeds near or above nominal, when maximum rotor speed is reached,
the required power reserve of a wind turbine is affected by the control of the
pitch angle. In [73], overspeeding is achieved operating the wind turbines
not following optimum P − ω curves as indicated by a MPT algorithm for
extracting the maximum available power from the wind, but their active
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power references are obtained from the so-called deloaded optimum power
curves instead. This concept is also adopted in [74], [320], [319], [241] and
[322]. The active power set-point of the wind turbine Pdelopt obtained follow-
ing this operating mode is dependent on the corresponding power reference
that would be carried out following a MPT algorithm, Popt, and also on the
required reserve level
Pdelopt = Popt(1− x), (6.5)
where x is the required power margin. Provided the desired level power
Pdelopt and wind speed measurement, the corresponding sub-optimal power
coefficient Cpdel can be computed as




Given the wind speed and Pdelopt , the value of Cpdel(vw, ωt, β) can be com-
puted from equation (6.6). The power coefficient is a function of pitch angle,
wind and rotor speed. Then, for a given pitch angle and wind speed, the
corresponding rotor speed can be determined. By means of these operations
a family of deloaded optimum P − ω curves can be defined, as plotted in
Figure 6.9.
As can be noted, given a desired power margin x and the rotor speed, it
is possible to access to the corresponding deloaded optimum power curve
and determine the active power reference for the low level control of the
generator. The torque reference can be also computed instead of the active
power reference.
An example of a control scheme for providing primary reserves using over-
speeding technologies based on the above depicted deloaded optimum power
curves is detailed in Figure 6.10. As can be noted, the required power mar-
gin x is obtained, as in pitching techniques, from the WPP controller, Pwf ,
and the primary frequency control droop ∆P .
Overspeeding and pitching techniques for deloaded operation of wind
turbines
Reference [320] proposes overspeeding techniques to below rated wind speed
region (i.e. below rated rotor speeds) but the control scheme also combines
pitching techniques near or above nominal wind speed in order to avoid rotor
speeds beyond nominal. In [152] and [241], a look-up table is used to deter-
mine the deloaded power set-point which drives the low level active power
control system of the rotor side converter of the generator. This look-up
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Figure 6.9: Deloaded optimum power curves for deloaded operation of a 1.5
MW DFIG-based wind turbine
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Figure 6.10: Rotor speed control scheme for deloaded operation
table takes as inputs the required power margin and the rotor speed mea-
surement. No wind speed measurements are required. The determination of
the power set-point in above rated wind speed region is carried out by means
of a second look up table, which takes into account the required power mar-
gin and the pitch angle measurement. The output of this look up table is
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the required deloaded power generation setpoint of the wind turbine. Also,
it takes into account cubic interpolation between different but close pitch
angles due to their large influence in the aerodynamic behaviour of wind
turbine. Finally, it is remarkable that overspeeding and pitching actions are
not carried out at the same time, but overspeeding only applies when pitch
angle is set to zero.
Approaches which take wind speed measurement as input can also be
found in the literature. For instance, in [73] it is proposed to access to
the optimum power curve using wind speed as input, and determine the
optimum power reference Popt and its corresponding optimum rotor speed
ωopt. From these signals and the required power margin x, one can determine
the deloaded optimum generating point.
In this way, accuracy and reliability of wind speed measurements become
key issues for the implementation of the proposed control strategy. In fact,
wind speed measurement on top of the nacelle is not really reliable when
it comes to representing free wind speed due to influences by the rotor.
The adopted reserve margin allows the wind turbine to increment its power
output in response of a frequency drop.
Finally, it can be noted that the authors in [73] also propose to affect the
active power set-points of wind turbines according to the inputs received
from a wind farm central controller. The dispatch function of wind farm
central controller is based on the solution of an optimization problem, which
sets adjustments of active and reactive power set-points for each wind turbine
so that to optimize the power flow within the wind park, i.e. to minimize
active power losses while fulfilling the requirements of the system operator.
Another approach for combining rotor speed and pitch angle regulations
but in this case at the same time in below rated rotor speed range is proposed
in [320]. The idea is to control the above mentioned parameters in order
to maintain a required deloaded level of the wind turbine. Thus, when a
frequency drop occurs, wind turbine shifts the pitch angle and rotor speed
references towards their optimal values (i.e., shifts pitch angle to a minimum
value and rotor speed according to the optimal power curve of the wind
turbine.) It is worth pointing out how the set-points of rotor speed and
pitch angle are determined in order to provide the required power reserve.
Given a required deloaded power level, the deloaded aerodynamic power
coeficient Cpdel(vw, ωt, β) can be determined applying equation (6.6). For
each wind speed, Cpdel(vw, ωt, β) is influenced by the selected combination
of ωt and β, and there is more than one possible combination. The authors
research on the definition of an optimization procedure for determining the
proper combination of ωt and β so that the ωt is maximized and thus it
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is also maximized the kinetic energy stored in the rotating masses of the
wind turbine. This optimization procedure is complex and time spending.
Therefore, the offline obtained results were extrapolated to a suitable online
strategy. It is worth highlighting that wind speed measurements are required
for implementing this control algorithm. When a frequency drop occurs, and
due to high initial rotor speed, the speed regulation of the wind turbine deals
a large amount of kinetic energy injected to the grid in the first seconds of the
frequency excursion. The above mentioned strategy only applies to below
rated rotor speed range. For near or above rated wind speed levels, in order
to avoid exceeding the rated rotor speed level, pitch control is responsible
of carrying out the deloaded operation of the wind turbine. As a result of
the maximization of the kinetic energy injected in the first seconds of the
frequency disturbance, the frequency nadir is delayed in time and its value is
higher than in the case of applying a deloaded strategy without this kinetic
energy support. However, it is worth noting that the fast power regulation
means large loads on the shaft of the turbine.
The idea of taking advantage of the kinetic energy stored in the rotating
parts of a wind turbine while in deloaded operation is further investigated
by the authors of [320] in [319]. Here, new control algorithms for both pitch
angle and rotor speed that allow the maximization of the stored kinetic
energy in the rotating parts of a wind turbine in order to improve the fre-
quency control support are presented. It is worth noting that both articles
conclude that using the kinetic energy stored in the wind turbine reduces
the need of deloaded operation while still providing the required amount of
power reserve for a short time frame. This time frame is considered to be
the maximum deployment time of 100% of primary reserves according to the
ENTSO-E [103], i.e, 30 seconds.
Deloaded operation of wind turbines taking also into account the interac-
tion with wind farm central controllers are regarded in [253], [3] and [73].
In regard with communications within the park for this purpose, it is worth
noting that reliable and fast SCADA systems with sampling rate of 1-3 s for
frequency measurements should be adequate, considering the desired reac-
tion time of wind turbines [152]. In [253], it is considered a wind farm active
and reactive control system, which provides power set-points for each wind
turbine. The active power set-point of a wind turbine is achieved varying
the pitch angle, which in turns varies the rotor speed simultaneously.
Once local control of a wind turbine receives the active power set-point,
two situations may happen. It could happen that wind speed is high enough,
and therefore, it is possible to achieve the required generation level. Then,
a PI controller is driven by the error between the active power set-point
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and the measured power signal. The output of this PI is the required pitch
angle. Therefore, the turbine is always operated at the maximums of the
pitch angle curves of Figure 6.7, while the PI controller chooses the pitch
angle curve. It is worth pointing out that the article does not analyze the
stability issues derived from the interaction between the PI controller for
pitching the turbine and the central control system of the WPP that sets
out the active power reference for the wind turbines.
At the same time of computing the pitch angle, a MPT algorithm inputs
the measured generation level of the wind turbine and outputs a speed ref-
erence. Since the output power is being reduced by the pitch controller, the
MPT algorithm outputs a speed reference below its optimal value, dealing
reduced values of tip speed ratio and Cp power coefficients and then, helping
wind turbine to reduce its generation level. On the other hand, if wind speed
is not high enough to achieve the required generation level, the pitch angle
results saturated at its minimum value maximizing the power extracted from
the wind. It is deduced that deloaded operation can be also be carried out
with control techniques presented in this article.
The following paragraphs focus on the description of pitching techniques
according to a literature review. A pitching technique for deloaded operation
is presented in [140]. Pitch regulation is defined for two regions: region A
(above rated power output), and region B (below rated power output). In
region A, usually the active power output to the turbine is limited to its
rated value by setting a non-minimum pitch angle. However, the turbine
is deloaded in this case through a further pitch angle increment. In this
manner, it is possible to ramp up and down the output of the wind turbine
for frequency regulation. This output power ramping is commanded by a
frequency - power droop characteristic. In region B, active power control
scheme of the rotor side converter controller is commonly commanded by
a MPT algorithm [159] (considering variable speed wind turbines). In this
region the pitch angle is usually set to its minimum value in order to extract
the maximum power from the wind. However, in this article the minimum
pitch angle is also proportionally regulated to the change in frequency in a
narrow band of ±2 degrees for enabling the deloaded operation of the wind
turbine in this region. Therefore, it is applied a frequency-pitch angle droop
characteristic. It is pointed out that this narrow pitch angle regulation band
deals up to 400 kW of power spill for a 2 MW DFIG-based wind turbine.
In [205], the proposed deloaded technique is applied to DFIG and PMSG-
based wind turbines. As the power extracted from the wind is linear depen-
dent on the power coefficient Cp, a defined percentage reduction of power
generation can be achieved reducing in the same proportion Cp. The wind
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turbine is always operated with an optimal tip speed ratio λopt (and thus
with an optimal Cp when no deloaded operation is commanded). This means
that a reduction in Cp from its optimal value can be achieved by determining
a non-minimum pitch angle β. This pitch angle is mathematically computed
from the following expression,
Cp(λopt, β) = (100− x)% · Cp,opt(λopt, βmin). (6.7)
Knowing the desired load percentage reduction x, λopt and Cp,opt, the desired
value of Cp(λopt, β) is determined and from it, the required pitch angle β.
Deloaded operation is then achieved by the above mentioned strategy con-
sidering below rated wind speed. Above rated wind speed level, the output
of a pitch angle PI controller, which is in charge of limiting the rotor speed
to its rated level, is added to the previously and mathematically computed
angle β for deloaded operation.
Finally, it is appropriate to note that the contribution of offshore wind
farms to main grid frequency control support is also investigated. For in-
stance, [129] considers an offshore wind farm connected to the grid via a
VSC-HVDC link. The WPP is composed by full converter wind turbines.
The objective is to regulate the output of the wind farm in response to main
grid frequency variations. The power output of the wind turbines is governed
by the offshore side VSC of the HVDC transmission and this converter does
not receive any measurement of the main grid frequency. The frequency de-
viation is estimated by the offshore installation through the measurement of
the dc voltage fluctuations of the HVDC transmission. The voltage level of
the HVDC transmission is ramped up and down proportionally to the main
grid frequency deviation. This voltage ramping is carried out by the main
grid side VSC terminal. Results show an improvement in grid frequency
control support during grid disturbances. The used deloading method of
the wind turbines is not discussed though.
6.3.2 Inertial response
As discussed in Section 6.2.4, in order to promote high penetration levels of
wind power into the grid without compromising frequency stability, WPPs
may be required in future to provide an emulated inertial response [102].
Inertial response can be achieved proposing additional control schemes that
affect the generated active power of wind turbines in the presence of fre-
quency deviations, in order to allow them to behave similar to synchronized
generating units in these situations.
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According to [204] and [164], typical wind turbine’s inertia constant is
between 4 and 6 seconds. These values are comparable with the normalized
inertia constant of conventional generating units (between 2 and 9 seconds
depending on the type of generator). Using the fact that the rotor speed
of variable speed wind turbines is not coupled to the grid frequency, the
deceleration of the rotor can be chosen by the controller. This allows to
choose the provided power or the duration. Since generator speed of a wind
turbine can drop to 0.7 pu, while the speed of conventional synchronized
generating units only normally drops to 0.95 pu (assuming that frequency
variations stay within 47.5 to 52.5 Hz), wind turbines would have more
than 4 times the capacity of regulation of the kinetic energy of conventional
synchronized generating units [312].
The initial loading of wind turbines has great influence on their provision
of inertial response as it depends on the square of the rotational speed (see
equation (6.3)). Also, the ratings of the converters of the turbine [163] have
to be taken into account for the evacuation of the kinetic energy through
these power electronics.
Following the conventional torque control strategy (which has been shortly
explained in Section 6.3.1), wind turbines basically does not react to changes
in system frequency. Thus, proper design of inertial response control system
should allow wind turbines to behave by approximation as synchronized gen-
erating units in this sense and thus to provide instantaneous power reserves.
In [241], an inertial response control system is proposed. Figure 6.11
depicts its topology. As shown, the loop L1 is in charge of providing a
torque signal proportional to the ROCOF, e.g. a decelerating torque signal
if the frequency drops down its nominal value. This decelerating torque
signal lasts until the frequency stabilizes. Then, without the support of any
additional control action, the turbine would be accelerated as the torque
reference T ∗elec is determined from just the MPT algorithm. This acceleration
transiently reduces the power injected to the grid as the turbine is gaining
kinetic energy and this could reduce further the frequency level during the
network disturbance.
In order to avoid the consequent acceleration of the turbine for the recu-
peration of the optimal rotational speed as soon as the frequency achieves
the new steady state, the inertial response control system also includes, in
this case, a second loop L2. It is worth noting that this is not commonly
found in the literature though. This is in charge of providing an additional
torque signal proportional to the frequency deviation not to the ROCOF, so
its output lasts until the nominal frequency level is recovered.
Reference [67] adopts the previously presented inertial response control
157



















Pitch control & actuator


































Low level active 
power control 






































Figure 6.11: Determination of the electromagnetic torque set-point from
a MPT algorithm and additional control loop for inertial response. Plot
adopted and adapted from [241]
system. It is noticed, talking in terms of Figure 6.11, that both K1 and K2
are varied regarding the loading level of the wind turbine. It is done be-
cause, as discussed in the article, inadequate control parameters can cause
unstable operation of the wind turbine. For instance, excessive value of pro-
portional parameter K2 under low wind conditions can cause wind turbine
to stall because excessive extraction of kinetic energy. The control scheme
also considers a recovering strategy for the wind turbines to their initial
operating point. The recovering strategy on the WPP central controller is
based on instructing each wind turbine to switch off their frequency support
at different times.
Two different control methods for inertial response are proposed in [129].
The first method is composed by simply the control loop L1 in Figure 6.11.
However, a low-pass filter is added after obtaining the frequency derivative
signal. The aim of this filter is to avoid high rates of changes in the obtained
torque set-point due to noise in frequency measurement. These undesirable
excessive torque variations may affect the mechanical drive train and also
may exceed the current limits of the power converters of the wind turbine.
The second control method is based on the second loop L2 in Figure 6.11.
This article is devoted to compare the performance of the above mentioned
control methods under the event of a system frequency disturbance. It is
concluded that the droop control of loop L2 deals lower increase in active
power than the inertial response provided by loop L1. This results in lower
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over-currents and mechanical stress for the wind turbine.
As previously noted, the additional loop L2 permanently affects the torque
reference, even when the steady state is achieved. In order to overcome this
effect the signal ∆f is proposed to be affected by a high-pass filter in [241].
In this manner, loop L2 does not provide an additional torque signal at
constant frequency levels.
A new inertial response approach is offered in [196]. This method relies
on a conventional primary frequency control scheme, but performed in a
transient manner. Therefore, the aim is not to let the wind turbine behave
similar to a conventional generating unit but to take advantage of the capa-
bility of fast and transiently regulating the power of the wind turbine. To do
that, a droop characteristic (in MW/Hz), is used to obtain a power reference
signal, which is added to the output of the conventional MPT algorithm. In
this article, ∆f is affected by a wash-out filter (in order to reject the con-
stant component of the signal), so the input of the power / frequency droop
characteristic is zero as soon as the steady state is achieved.
It is worth pointing out that the article also considers the interaction of
this fast and transient power regulation of wind turbines with their near
conventional generating units. It is noticed that the fast response of wind
turbines following a network power imbalance can slow down to some extent
the response of conventional generators. This is because the additional and
instantaneous power injection of wind turbines partly compensates the power
network unbalance (affecting the network frequency). But their support
lasts for a few seconds and then, conventional generators, which did not
notice the real magnitude of the power unbalance from the beginning of
the disturbance, are required to act to recover the network balance by full
activation of their power reserves. In order to overcome this response delay
of conventional generating units, a communication scheme between them
and wind turbines is proposed.
Also, the article offers a comparison with the previously mentioned iner-
tial response depicted in [241]. In regard with this comparison it is worth
noting that care should be taken in setting the above mentioned proportional
characteristic K2 (see Figure 6.11), as higher values of this parameter can
affect the oscillatory modes of an interconnected system. On the contrary,
the implementation of the wash-out filter for the frequency in [196], favours
the mitigation of these oscillatory modes.
Finally, in [164], the inertial response of a wind farm with variable speed
wind turbines is depicted. It is worth noting that even though partial load
conditions are considered for the analysis, the active power output of wind
turbines is adjusted by the regulation of pitch angle. In the event of a
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derivative of frequency, an increment in the active power set-point is directly
commanded to the local controller of the power converters of each wind
turbine. After 3 seconds from the activation of this power increase, a slow
recovering process to the initial state of wind turbines is performed. This
slow recovering process is carried out by delaying in time the particular
recovering process of each wind turbine which would be commanded by the
pitch control. Accordingly, each wind turbine is injecting an increased level
of power for a specific time frame. This strategy smooths the net power
injected by the wind farm during the recovering process which can last for
up to 30 seconds. It is worth noticing that no aggregated model of the wind
farm is used in order to allow individual recovering process to each wind
turbine and also to take advantage of the spatial smoothing effect of wind
farm. In fact, it is noticed that the total harmonic distortion of the power
output of a WPP of N wind turbines is reduced by 1/
√
N that of a single
wind turbine.
6.4 Chapter remarks
The following remarks are extracted from the contents of the chapter:
• Current Grid Codes of islanded European networks like UK and Ire-
land already considers the participation of WPPs in primary frequency
control. In this sense, they require wind turbines to be operated not
extracting the maximum available power from wind. They have to be
operated in a deloaded mode instead, in order to be able to ramp up
and down their output in the event of a frequency deviation.
• These above mentioned Grid Codes require to derate wind turbines
up to 20% of the power they can extract from wind and for periods
of time up to 30 minutes in the event of a frequency deviation. In
case the frequency level is within the normal operating limits, wind
turbines have to maintain a deloaded level up to 10% of the maximum
power they can extract from wind.
• Future trends like the recent European Network Code developed by
the ENTSO-E, indicates also the need of deloading wind turbines to
participate in primary frequency control.
• Current regulations of strong electrical grids like the German grid, do
not consider the operation of wind turbines in a deloaded mode in
normal operating conditions. For instance, the German Grid Code
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requires wind turbines to transiently reduce their power injection in
the particular case of overfrequency.
• In the literature it can be found two major methods for deloading wind
turbines: pitching methods and overspeeding methods. Both methods
are based on the idea of achieving a nonoptimal working point in the
power (or torque) - rotor speed characteristic of the wind turbine.
• Each of the above mentioned strategies fits best with different wind
speed levels. For low and medium wind speed levels, considering that
the rated rotor speed is not achieved, overspeeding techniques are
preferable. Pitching techniques are best suited considering that the
rated rotor speed is achieved.
• Among the consulted articles, it can be found approaches that con-
sider the measurement of the wind speed for developing overspeeding
techniques. This is intended as a major drawback. Also, some con-
siderations have to take into account while applying overspeeding and
pitching techniques like the tear and wear of the pitch actuator, re-
liability of control signals and high mechanical stress from the speed
regulation of the wind turbines.
• Wind power plants may be required in the future to provide synthetic
inertia. The idea is to equip wind turbines with control schemes to
mimic both the dynamics and the dependency on frequency of syn-
chronized generating units. The provision of synthetic inertia by wind
turbines contributes to reduce the rate of change of frequency under a
network disturbance, thus enhancing network frequency stability and





wind turbines and flywheel
storage for primary frequency
control support
Summary.- This chapter assesses the participation of wind power plants
in primary frequency control support. To participate in frequency control-
related tasks, the WPPs have to maintain a certain level of power reserves.
In this chapter, the WPP is equipped with a flywheel-based storage system
to fulfil the power reserve requirements set by the network operator. The
chapter focuses on two main aspects: the definition of the control strategy
to derate the wind turbines to provide part of the required power reserves;
and the coordinated regulation of the power reserves of the wind turbines
and the flywheels while participating in primary frequency control. This
coordinated regulation enables the WPP to maintain the net level of power
reserves set by the network operator while alleviating the need of deloading
the wind turbines. The performance of the proposed control schemes are
shown by simulation.

7. Coordinated operation of wind turbines and flywheel storage for primary
frequency control support
7.1 Introduction
More stringent requirements are gradually developed by system operators
for the grid integration of WPPs [212, 95, 101]. These regulations require
WPPs to behave in several aspects as conventional synchronized generating
units. Among other requirements, it is set the participation of WPPs in
system frequency control-related tasks (as indicated, for instance, by the
Irish operator [95]).
Wind turbines are capable of providing system frequency control support
[163, 312, 177, 240, 278]. In [163] it is proposed an analysis on the effects
of the displacement of the conventional generating units in a power system
with high penetration of WPPs. It is found the necessity of WPPs to par-
ticipate in frequency control as the synchronized inertia of the system is
lowered from the decoupling of the rotor inertia of the wind turbines by fast
controlled power electronics. Frequency stability may be compromised with
reduced levels of synchronized inertia if high rates of change of frequency
are registered.
For ensuring the constancy and stability of the frequency of the electrical
network, a certain level of active power reserves is required. These reserves
are continuously regulated to match the power consumption and generation
in the network, but also in presence of power disturbances such as sudden
trips of generating units. Wind turbines have to be operated not extracting
the maximum available power from the wind but maintaining a certain power
margin in order to participate in primary frequency control.
But maintaining a power margin is a major drawback from the point of
view of the operators of WPPs, as they are losing revenues from not selling
up to 10% of the available power that can be captured from wind in normal
and continuous operation. In addition, the primary frequency support WPPs
can provide depends on the wind level and the control techniques used for
governing the ramp up and down of the output of the wind turbines in
response of a network power unbalance.
From the above mentioned considerations, it could be interesting to the
owner of a WPP to connect an ESS in the point of common coupling of
the generating facility with the external grid. In this case the wind turbines
could be operated extracting the maximum available power from the wind.
The ESS would provide the required power reserves for the participation of
the WPP in primary frequency control therefore. The economic viability
of the project would be determined by a cost-benefit analysis considering
the cost of the storage system against the alternative of operating the wind
turbines in a deloaded mode in a continuous basis.
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Of course, from the point of view of the network operation, the inclusion
of an ESS in the point of connection of a generation facility could not be the
better allocation. It could be preferable the installation of the storage facility
near the network loads in order to reduce transmission losses. However, it
is also interesting to study the allocation of the storage system in the point
of connection of a WPP for several reasons: i) The exploitation of the high-
ramp power rates and short time responses of an adequate storage technology
could lead to a great system primary frequency support from the point of
common coupling of the wind facility to the grid; ii) To install a storage
facility could help the WPP to fulfil the gradually increasing requirements
of the Grid Codes regarding the grid integration of renewable-based power
plants [83].
Several energy storage devices suitable for frequency control - related
tasks can be found. Among them, the literature considers the applica-
tion of large scale storage systems like pumped-hydro, compressed-air and
hydrogen-based systems. Also, it is worth noting that batteries, flow bat-
teries and those storage devices with very high ramp power rates and short
time responses like SMES and flywheels are specially well-suited for this
application [83].
This chapter considers the inclusion of a flywheel-based storage plant in
the point of common coupling of a WPP with the external grid. The fly-
wheels are considered to be part of the WPP and provide part of the power
reserves indicated by the system operator to the WPP. This way, the WPP
participates in primary frequency control. Wind turbines are required to
operate to some extent in a deloaded mode depending on the level of power
reserves of the flywheels, i.e. depending on their State of Charge (SoC).
Thus, the required power reserves by the system operator to the wind facil-
ity can be computed by the sum of the power reserves of the flywheels and
the power reserves provided by the wind turbines. The latter can be deduced
from the capability of the wind turbines to increase their generation level
up to the maximum available power that can be extracted from the wind.
Conceptually, the scope of the chapter responds to Figure 7.1. It can be
pointed out two contributions from the present work:
• The design of the central control system of the WPP and the local
controllers of the wind turbines and the flywheels. These control sys-
tems are in charge of regulating the power reserves maintained by the
wind turbines and the flywheels under network disturbances and also
in normal operating conditions. In case of a network disturbance, i.e.
of a system frequency deviation from its set-point, the power reserves
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of the wind turbines and the flywheels are immediately activated by
their local controllers. This activation though, is supervised by the
central control system of the WPP, and this is the main contribution
of the chapter.
• The determination of the control method to allow the wind turbines to
maintain a certain power margin from the maximum available power
that can be extracted from the wind. This control method is included
in the local controller of the wind turbines. It is adopted and adapted
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Figure 7.1: Conceptual diagram of the scope of the chapter
7.2 Proposed control schemes for the WPP
In regard of the main contributions of the chapter, this section deals with
the presentation of control techniques for enabling a wind turbine to operate
maintaining a power margin from the maximum available power that can be
extracted from the wind. Also, the proposed central control system of the
WPP to manage the power reserves of the wind turbines and the flywheels
is detailed.
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7.2.1 Deloaded operation of wind turbines
State of the art
As presented in Chapter 6, there are two options for enabling a wind tur-
bine to maintain a certain level of power reserves and thus to participate in
frequency control-related tasks. These options are overspeeding and pitch-
ing techniques of wind turbines for deloaded operation. Both are based on
operating the wind turbines not extracting the maximum available power
from wind. Overspeeding techniques are carried out applying the so-called
deloaded optimum torque (or power) - omega curves Γ − ω [74, 320, 319,
241, 322]. These curves impose operating points out of the Γ − ω curve
indicated by a maximum power tracking algorithm. The deloaded optimum
Γ − ω curves are defined up to the rated speed of the turbine as presented
in Figure 7.2. As it can be noted, following these operating curves the rated
speed of the turbine is reached for wind speeds much lower than nominal.
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Figure 7.2: Deloaded optimum Γ−ω curves for a DFIG-based wind turbine
of 1.5MW of rated power for power margins up to 20%. Rated wind speed
10.1 m/s
As an example, following the deloaded optimum Γ−ω curve for the power
margin x = 20%, the wind turbine achieves its rated rotational speed for
wind speeds around 7.5 m/s. Note that, at maximum efficiency, the rated
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wind speed for the turbine is around 10.1 m/s. Then, once the wind turbine
reaches its rated speed combined regulations between the electrical torque
and the pitch angle are needed in order to maintain the desired power margin
level. Otherwise the wind turbine would overcome its speed ratings.
In the literature different approaches to the definition of the deloaded
operating curves can be found. In [206] a strategy to ensure the required
power margin at all operating ranges of a wind turbine is proposed. For
wind speeds near and above nominal, when the rated rotor speed is reached,
a three dimensional look-up-table which inputs the pitch angle and the re-
quired power margin is applied. The look-up-table provides the electrical
power setpoint of the wind turbine. For the computation of this three di-
mensional look-up-table, and to the best of the knowledge of the authors of
the present work, the power margin is defined in this article from the ratio
between the developed electrical power and the rated power of the turbine.
In the present chapter, the power margin x is defined from the ratio be-
tween the generated electrical power Poptdel and the maximum power that




if vw ≤ vwrated
Poptdel
Prated
if vw > vwrated
(7.1)
Proposed control method
The present chapter proposes an strategy for ensuring the required power
margin at all operating ranges of a wind turbine. Overspeeding techniques
are implemented for rotor speeds below the rated speed. In this operating
range, the wind turbine is governed by the deloaded Γ− ω curves of Figure
7.2. Pitch angle is zero in this operating range. Once the rated speed of the
turbine has been reached, the electrical torque reference is determined by a
second look-up-table. As in [206], this look-up-table inputs the pitch angle,
which is non-zero, and the required power margin. As a difference with
[206], the output of the look up table is not the electrical power setpoint,
but the electrical torque. Moreover, this magnitude is determined from the
definition of the power margin presented in (7.1). Once the electrical torque
reference is computed, it is sent to the low level control algorithm of the
rotor-side power converter of the wind turbine.
The computation of this second look-up-table is presented as follows.
Given a power margin x, the wind turbine achieves its rated speed at a wind
speed below rated vwmin . From this wind speed on (up to the rated wind
speed for the wind turbine vwrated), the required power margin is achieved
169
7.2. Proposed control schemes for the WPP
with a proper combination of the pitch angle β and the electrical torque.





0.5ρAv3wCpdel(vw, ωtrated , β)
0.5ρAv3wCpopt(vw, ωtopt , 0)
=
Cpdel(vw, ωtrated , β)
Cpopt(vw, ωtopt , 0)
= (1− x),
(7.2)
where vwε[vwlim , vwrated ] and there is one vwlim for each power margin x.
Therefore, solving this equation for each wind speed vw and power margin
x, the required pitch angle for each case can be calculated. Then, for each
combination (vw, β), it is possible to find the required deloaded optimum
torque as
Toptdel =
0.5ρAv3wCpdel(vw, ωtrated , β)
ωtrated
. (7.3)































Figure 7.3: Proposed torque curves depending on the pitch angle and the
power margin x
Applying this procedure, the torque curves of Figure 7.3 can be drawn.
Note that for each power margin x, there is a pitch angle that corresponds
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to the deloaded operating point at rated wind speed, denoted as βmax. From
this pitch angle on, the electrical torque for the required deloaded operation





The proposed strategy for the determination of the torque reference at
all operating ranges leads the control scheme for deloaded operation of the
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Figure 7.4: Control scheme for deloaded operation of a variable speed wind
turbine for its participation in primary frequency control
As presented, the control system inputs five signals: the frequency devia-
tion ∆f from its nominal value, the power margin reference in steady state
conditions x∗wt sd, the rated rotational speed of the turbine ωt rated, and the
measurement of the rotational speed of the turbine ωt and the pitch angle
β.
Given a frequency deviati n ∆f , the power / frequency droop character-
istic for the primary frequency control outputs an increment or decrement
in the desired power margin of the wind turbine in per unit values ∆x.
Then, this variation ∆x is expressed in per cent and added to the required
steady state power margin x∗wt sd, given the total power margin reference
x∗wt. The steady state power margin reference can be determined by a high
level control algorithm, e.g. the central controller of the WPP.
Considering that the rotational speed of the wind turbine is lower than
the rated, the electrical torque reference T ∗e is obtained accessing to the
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Γ− ω curve (Figure 7.2). This torque reference inputs the low level control
algorithm of the rotor-side power converter of the wind turbine.
Once the rated speed of the wind turbine is reached, the regulation of the
pitch angle comes into play. The pitch angle is regulated so that the rated
speed of the turbine is not exceeded. In the case of a change in the deloaded
conditions, a combined regulation of the electrical torque reference and the
pitch angle is required. The electrical torque reference is obtained from the
Γ− β curves of Figure 7.3.
The pitch control system includes a PI controller. The tuning of this lineal
controller has been carried out so that no greater gradients than ±10 degrees
per second in the pitch angle are reached. Also, the controller leads a second
order type temporal response on a step-profiled reference, with a damping
around 0.6-0.7. The maximum pitch angle is limited to 30 degrees.
7.2.2 Management of the power reserves of the wind turbines
and the flywheels for frequency control support
The central control system of the WPP determines the power reserves of the
wind turbines in steady state conditions function of the power reserves that
the flywheels are capable of providing. Since part of the total power reserves
required to the WPP is provided by the flywheels, the need of deloading the
wind turbines so that they can maintain a certain power margin from the
maximum available power they can extract from the wind is alleviating.
The central control system does not govern the ramping up and down of the
power of the wind turbines and the flywheels in the event of a frequency
deviation. The fast local controllers of these elements are responsible of
doing that instead.
The central control scheme of the WPP is presented in Figure 7.5, where
it is also depicted the local control system of the flywheels and the wind
turbines.
As it can be noted, the central control system of the WPP takes four input
signals: the steady state power margin reference for the WPP (considering
the wind turbines and the flywheels) x∗sd; the total power margin reference
for the wind turbines x∗wt; the power output of the wind turbines at the point
of common coupling of the WPP with the network Pwt; and the rotational
speed of the flywheels ωfw. It is considered that all flywheel units rotate at
the same speed as they receive the same control references.
From these inputs, the central controller provides five output signals: the
steady state power margin reference for the wind turbines x∗wt sd, as well as
the signals Pcap+, Pcap−, xcap+ and xcap−. These four output signals are
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Figure 7.5: Central control system and local controllers of the wind turbines
and the flywheels
173
7.2. Proposed control schemes for the WPP
needed to inform the local controllers of the wind turbines about the power
margin that the flywheels can handle and thus, to limit their fast power
output ramping up and down in the event of a frequency deviation.
The action of the central control system of the WPP should be so that
it does not counteract with the fast control actions of the local controllers.
Fast control actions of the central control system may affect the stability
of the WPP as they would compete with the fast actuation of the local
controllers of the flywheels and wind turbines. For that reason, the outputs
of the central control system are affected by a first order type filter with
a time constant of δ 5 seconds. This time constant is chosen taking into
account that the time constant of the pitch actuator is in the order of 2
seconds, and the time constant of the response of the storage units are in
the order of milliseconds.
Following contents detail the processes carried out by the central control
system to provide the previously mentioned output signals.
As it can be noted in Figure 7.5, the input signals Pwt, x
∗
wt and ωfw
serve to compute the function f(Pwt, x
∗
wt, ωfw). This function determines
the capacity of the flywheels to continuously inject or absorb power for
up to 30 minutes. This is the period of time indicated in the ENTSO-E’s
recommendations [101] for the definition of the processes involving primary
frequency control in the event of a frequency deviation.
The power (in MW) that the flywheels can continuously absorb for up to
30 minutes is denoted as Pcap+. The expression of this value in per cent of
the maximum available power that the wind turbines can capture from wind
is denoted as xcap+. Similarly, the power (in MW) that the flywheels can
inject continuously for up to 30 minutes is named Pcap−, and in percentage





















where Jfw is the inertia of a flywheel unit in kgm
2, ωfw is the speed in
rad/s, ωmin and ωmax are the operating limits, Tloss is the torque losses,
nfw is the number of flywheel units of the storage plant and t is the time
in seconds that the flywheels would be required to inject or absorb power
continuously. This value is 30 minutes in normal operating conditions, but it
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also represents the remaining time that the flywheels must exchange power
from the event of a system frequency deviation.
To compute xcap+ and xcap−, it is necessary to estimate the maximum
power that wind turbines, as a global, could capture from wind at maximum
efficiency, Pwt max (in MW). This is carried out from the measurement of
the power generated by the wind turbines at the point of common coupling









To compute Pwt max, it is necessary to estimate the power losses within
the WPP. The power losses are represented by the magnitude Plosswt . It is
assumed that its value is a percentage of the power measured in the point
of common coupling with the external grid, e.g. of about 3%.










The subtraction between the steady state power margin reference of the
WPP x∗sd and the power margin that the flywheels can handle xcap− is the
power margin that the wind turbines have to provide in steady state,
x∗wt sd = x
∗
sd − xcap−. (7.10)
It is important to note that x∗wt sd is bounded to 0% for consistency. Negative
values of x∗wt sd would not have sense.
As previously noted, the outputs of the central control system Pcap+,
xcap+, Pcap− and xcap− are used by the local controllers of the wind turbines
and the flywheels to limit the ramping up and down of the power injected
into the grid by these elements in the event of a frequency deviation (Fig-
ure 7.5). The local controllers are equipped with a primary control droop
which translates the detected frequency deviation to a certain decrement (or
increment) in the total power margin reference.
Considering a negative frequency deviation, i.e. a frequency level above
50 Hz, the WPP is required to ramp down its power injection into the grid
incrementing the total power margin ∆x. From the point of view of the
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flywheels, this means to absorb power. In this case, the fraction of the total
power margin increment (expressed in MW) set by the primary control droop
that the flywheels can handle is




Similarly, considering a frequency level under 50 Hz, the flywheels would be
required to inject power to the grid, handling the power margin increment
(in MW) expressed by




P ∗storage is bounded by the power capacity of the flywheels Pcap− and Pcap+.
Then, the torque reference of each flywheel unit is computed by dividing the
above-computed power reference by the rotating speed ωfw and the number
of flywheel units nfw.
In the event of a frequency deviation, the primary control droop of the
local control system of the wind turbines output the power margin increment
∆x, as the local control system of the storage facility does. However, the
local control systems of the wind turbines apply a dynamic dead zone to the
signal ∆x, in which the limits of the dead zone are xcap− and xcap+. This
block outputs zero for inputs within dead zone. Also, it offsets inputs signals
by either the negative or positive limits of the dead zone when outside of it.
The output of this dynamic dead zone is the actual power margin increment
required to the wind turbines ∆xwt. For instance, for an input ∆x = 7%,
and xcap+ = 5%, ∆xwt results ∆xwt = 7% − 5% = 2%. By applying this
strategy, the regulation of the power margin of the wind turbines comes into
play just to handle the power margin increment that the storage facility
cannot satisfy.
Once the power margin increment of the wind turbines is obtained, it is
added to the steady state power margin set by the central control system of
the WPP. The obtained power margin set point x∗wt is then transmitted to
the deloaded optimum torque omega curves of the wind turbines (see Figure
7.5) in order to develop the adequate electrical torque to fulfill the power
margin requirements.
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7.3 Simulation results
7.3.1 Network topology and configuration
Figure 7.6 shows the network topology. The network comprises a non-reheat
steam turbine-based conventional power plant, a WPP and a load. The
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Figure 7.6: Network topology. The WPP is equipped with a flywheel-based
storage system
The model of the conventional generating unit includes a third order type
model of a synchronous generator, coupled to a non-reheat steam turbine.
The electrical model of the generator is detailed extensively in [224], while
the model of the steam turbine is explained in [173]. The power generation
of the steam turbine is governed by a primary controller as detailed also in
[173].
The model of the DFIG-based wind turbines including the electrical and
mechanical models, as well as the low level control algorithms of the power
converters are fully explained in [159].
Regarding the storage plant, it is worth noting that flywheels are com-
monly made up of a permanent magnet synchronous machine, mechanically
coupled to a rotating disk. The power exchange with the external grid is
through a set of back-to-back power converters. The model of a flywheel
unit as well as the low level control algorithm of its power converters can be
found in [84].
The present chapter considers a storage plant comprised by several fly-
wheel units in parallel so that it can achieve the required power and energy
capacity for participating in primary frequency control. High-speed fly-
wheels commonly regulate hundreds of kilowatts for a few minutes. There-
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fore, it is needed to dispose several flywheels to regulate tens of megawatts
for up to 30 minutes.
According to the Irish network operators EirGrid and Soni, on their pub-
lication “All Island TSO Facilitation of Renewables Studies” [94], the Irish
network has set the highest binding electricity target in the EU from re-
newable sources by 2020. In particular, 40% of electricity to come from
renewables has been accorded. Some of the assumptions made in this study
from the Irish network operators will be used in the current chapter for
defining a realistic network with high penetration of wind power.
In the above mentioned work, it has been defined the so-called “opera-
tional metric 1”. This magnitude defines the ratio of wind generation plus
import and system load plus export. It could be intended as “inertialess
penetration”. Upper levels of this ratio than 60-80% are intended to be
only technically viable with major adaptations of the power system. These
adaptations refer, among others, to the change of the threshold levels of the
rate of change of frequency for the relays at distribution level of more than
the actual level of ±0.6Hz/s.
Considering an “inertialess penetration” of 50%, the expected ratio be-
tween the synchronized kinetic energy of the system Ek (in MWs) and the
load level Pload (in MW) is around 6 seconds. This is the inertia constant
of the conventional synchronized generation therefore. For a Pload = 1000
MW, the installed capacity of wind facilities becomes Pwpp=50%·Pload=500
MW. Taking into account that each wind turbine has a rated power of 1.5
MW, 333 wind turbines configure the total installed capacity of wind power.
Finally, the largest severity of the power imbalance in the network has to
be determined for the analysis performed in the present study. For doing
that, and according to [94], the so-called “operational metric 2” is defined.
This magnitude is the ratio of kinetic energy stored in conventional genera-
tors plus load and the largest severity of the power imbalance. This ratio can
be intended as an indicator of frequency stability. Stable operation of the
2020 scenario in the Irish network is considered with an “operational metric
2” greater than 20-30 MWs/MW. Considering that the kinetic energy stored
in conventional generators is Ek = 1000MW ·6s = 6000 MWs, the largest
severity of power imbalance is Pimb = 6000MWs/30MWs ·MW−1 = 200
MW.
The flywheel-based storage system is sized so that it has twice the power
and energy capacity of a storage plant the manufacturer of flywheels Beacon
Power has commissioned for frequency regulation [179]. This system is able
to continuously regulate 20 MW for 15 minutes at full load, extending its
operation for lesser loads. The storage plant proposed in the present chapter
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is composed by 400 flywheel small units. Each unit can continuously regulate
100 kW for 15 minutes. Operated at partial load, one can come up with a
storage plant that can continuously regulate 20 MW for 30 minutes. All units
are connected in parallel, as in the above mentioned commercial solution.
A summary of the parameters for the network configuration is presented in
Table 7.1. The characteristic parameters of the particular model of each
component of the system are presented in the Appendix.
Table 7.1: Parameters for the study case
Parameter Value Units
Rated power of conventional generation 1000 MVA
Primary control droop of conv. generation R 0.05 pu
Inertia constant of conventional generation H 6.0 s
Largest power imbalance in the network 200.0 MVA
Rated power of WPP 500.0 MVA
Primary control droop of WPP Rwpp 0.1 pu
Limits of ∆x of primary control of WPP 0.1 pu
Steady state power margin of WPP x∗sd 10 %
Ratings of flywheel-based storage plant 20-30 MW-min
Number of flywheel units nfw 400 pu
7.3.2 Regulation of the deloading level of wind turbines
The following paragraphs evaluate the performance of the proposed control
scheme for governing the deloaded level of the wind turbines (Section 7.2.1).
Three different scenarios have been proposed: i) the wind speed is low, much
lower than the rated level for the wind turbine, and therefore the pitch angle
is zero at all times; ii) the wind speed is higher than in the previous case,
but still lower than the rated wind speed level for the wind turbine. The
pitch angle could be different from zero depending on the required power
margin; iii) the wind speed is very high, higher than the rated wind speed
of the wind turbine, and a non-minimum pitch angle is therefore required
regardless the required power margin.
In the first scenario, the desired power margin of the wind turbine x∗wt can
be achieved just overspeeding the wind turbine. Figure 7.7 plots the response
of the turbine on a step-profiled power margin increment from x∗wt = 10% to
x∗wt = 15%. The wind speed is maintained constant at 7.5 m/s. As shown,
since the wind speed is low, the rated rotor speed is not achieved even while
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derating the turbine. Therefore, the pitch angle is zero at all times and the
torque reference is obtained from the Γ− ω curves of Figure 7.2.

































































































Figure 7.7: Performance evaluation of the proposed control system for de-
loaded operation. The power margin reference x∗wt is incremented from 10%
to 15%. The wind turbine is subjected to a low wind speed of 7.5 m/s
Figure 7.8 plots the response of the turbine on a step-profiled power mar-
gin increment from x∗wt = 10% to x
∗
wt = 15%. The wind speed is maintained
constant at 8.5 m/s. The wind speed is lower than the rated wind speed
for the turbine at maximum efficiency (10.1 m/s). However, the rated rotor
speed of the turbine is achieved for a power margin x∗wt of 15%. From this
point on the pitch angle is not zero and the torque reference is obtained
from the second look-up-table (see Figure 7.3), which inputs the pitch angle
and the required power margin. It is worth noting that the turbine speed
is maintained within its operating limits due to the combined regulations
of the electrical torque and the pitch angle. The temporal response of the
speed of the turbine presents just a little overshot between 40 and 41 sec-
onds. The peak value of the rotor speed during this overshot overpasses in
just 0.4% the rated rotor speed.
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Figure 7.8: Performance evaluation of the proposed control system for de-
loaded operation. The power margin reference x∗wt is incremented from 10%
to 15%. The wind turbine is subjected to a low wind speed of 8.5 m/s
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The primary frequency control support that the wind turbines can provide
is evaluated in Figure 7.9. Nor the flywheels, neither other control schemes
apart from the control scheme for deloading the wind turbines (Figure 7.4)
are affecting the power margin reference of the wind turbines. As it can be
noted, the maximum rate of change of frequency (registered at the beginning
of the disturbance) is the same in all cases as the synchronized inertia of the
system does not vary. Considering wind speeds below the rated (7.5 m/s
and 8.5 m/s), both the frequency nadir and the steady state level of the
frequency after the disturbance are improved with the participation of wind
turbines in primary frequency support. In this region, the regulation of the
power margin maintained by the wind turbines is mainly carried out by
overspeeding the turbines. As previously noted in Figure 7.7 and Figure 7.8
this regulation is very fast and also implies the exchange of kinetic energy
of the rotor of the turbines with the network. These aspects favours the
provided primary frequency support to the network.



























no frequency control support by WPP
Figure 7.9: Network frequency excursion due to a sudden change in the load
level of 200 MW. Wind turbines participate in primary frequency control
under different load conditions. The flywheels are not involved
Considering wind speeds above rated (blue line in Figure 7.9), the power
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regulation of the wind turbines is influenced by the dynamics of the pitch
control. These dynamics are much slower than those involved in overspeed-
ing techniques. Also, since the rotational speed of the turbines is kept con-
stant, there is no kinetic energy of the rotor of the turbines exchanged with
the network. These aspects lead a lower frequency nadir than applying
overspeeding techniques. On the other hand, since a variation in the power
margin reference of the turbines ∆x implies the regulation of high power,
the new steady state frequency level achieved after the network disturbance
is much higher than in the case of considering low wind speed levels.
7.3.3 Coordinated activation of the power reserves of the wind
turbines and the flywheels under a network disturbance
The following set of simulations concerns the coordinated regulation of the
power margin developed by the components within the WPP, i.e. the wind
turbines and the flywheels, so that it can fulfil the power margin require-
ments set by the network operator in steady state conditions and also during
a network disturbance.
This coordinated regulation of the power margin developed by the com-
ponents of the WPP is carried out by the central control system of the WPP
and the local controllers of the wind turbines and the flywheels (Figure 7.5).
In order to evaluate the performance of the proposed control systems
under different load conditions of the wind turbines, two wind speed levels
have been considered. Firstly, it is considered a wind speed level low enough
to permit the wind turbines to fulfil their power margin reference x∗wt by just
applying overspeeding techniques. Secondly, it is considered a wind speed
level above the rated so the required power margin of the wind turbines is
affected by their pitch control.
Although, in practice, the setpoint for each wind turbine is different, as
the wind speed can be quite different from one wind turbine to the other,
the same wind speed level is considered for all wind turbines as an average.
This simplification has been considered as the aim of the study at this point
is to evaluate the support that the wind power plant could provide as a
global in primary frequency control. Moreover, it is worth noting that the
designed wind power plant controller does not consider any control signal
from an individual wind turbine, but it considers the net power generated by
all wind turbines as a global. Notwithstanding, further studies considering
different wind speed levels for each wind turbine would complement the
performance evaluation of the proposed controller and the support of wind
power plants in primary frequency control.
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Low wind speed level
As in the previous simulations, it is considered a sudden power imbalance in
the network that the generating units of the system (both the conventional
generating unit and the WPP) have to compensate through their primary
frequency controllers.
Figure 7.10 plots the total power margin developed by the WPP. As a
reminder, the total power margin for the WPP is determined from the sum
of the steady state power margin reference for the WPP x∗sd and the power
margin increment or decrement set by the primary control droop ∆x. As it
can be noted in Figure 7.10, at 60 seconds simulation time it is considered
a sudden system load increase. This provokes the system frequency to drop
to a level below 50 Hz, and therefore the WPP is required to reduce the
developed power margin, i.e. to increase its power injection to the grid. The
steady state power margin reference for the WPP is set to x∗sd = 10% with
respect to the maximum available power that could be extracted from wind.



























Figure 7.10: Power margin developed by the WPP. At time t=60 seconds
there is a sudden increase of the system load level. The wind turbines are
exposed to a wind speed of 8.5 m/s
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The required power margin is provided by the power reserves of the wind
turbines and the energy stored in the flywheels. The variation of the power
margin of the wind turbines is carried out as soon as the primary control
droop of the local controllers of the wind turbines output an increment or
decrement power margin variation ∆x greater than the power margin the
storage facility can handle. This can be appreciated in Figure 7.11.
























WPP power margin reference x*
sd
+x
Power margin ref. for WTs (steady state) x*
wt_sd








The power margin of the wind turbines are
varied as soon as overtaking the x the
flywheels can handle
Figure 7.11: Power margin developed by the WPP. Detail of the power mar-
gin developed by the wind turbines and the flywheels. At 60 seconds simu-
lation time there is a network disturbance. The wind turbines are exposed
to a wind speed of 8.5 m/s
As it can be observed, the developed power margin by the wind turbines
previous to the network disturbance is about xwt = 3.4%. The total power
margin required by the system operator is x∗sd = 10%. Thus, the storage
facility, which SoC is 100%, is in charge of handling a power margin xfw =
10% − 3.4% = 6.6%. The network disturbance provokes that the primary
control droops of the local controllers of the flywheels and the wind turbines
output a decrement in the developed power margin ∆x. Then, the total
power margin reference for the WPP becomes x∗sd + ∆x. The regulation of
the power reserves of the wind turbines is carried out as soon as the frequency
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deviation requires a decrement in the developed power margin greater than
the maximum power margin the storage facility can handle xcap−.
As presented in Figure 7.11, the actual power margin developed by wind
turbines does not follow the power margin reference x∗sd + ∆x during the
transient state provoked by the network disturbance, until achieving the
new steady state. This is due to the fact that since the operating points
of the wind turbines require applying just overspeeding techniques, there
is kinetic energy released to the network from the speed regulation of the
wind turbines. This surplus of energy released during the transient state
is intended to be a benefit from the point of view of the network, as it
complements the primary frequency support provided by the WPP.
To evaluate the provided frequency control support, Figure 7.12 plots the
frequency excursion of the network. Red line plots the case of no frequency
control support by the WPP. Only conventional synchronized generating
units are in charge of developing this task therefore. With the participation
of the WPP (the flywheels are fully charged), the frequency profile depicted
by the blue line can be obtained. As it can be noted, higher frequency nadir
and also higher frequency level at the new steady state after the disturbance
can be obtained in this case.
As it can be observed in Figure 7.12, the contribution of the WPP in pri-
mary frequency control depends on the SoC of the flywheels. Considering
the flywheels discharged, i.e. leaving the wind turbines alone for carrying
out the task, a higher frequency nadir than in the case the flywheels are
also participating can be obtained. This is due to the fact that in this case,
the power margin of the wind turbines is regulated by just applying over-
speeding techniques. Thus, some kinetic energy of the rotor of the turbines
is exchanged with the network from the variation of their rotational speeds.
As previously noted in the chapter, this surplus of energy injected to the
grid improves the performance of the provided primary frequency support.
Therefore, if the flywheels are discharged, the wind turbines have to sat-
isfy the net variation of the power margin requirements, and then they are
speeded down in a higher extent than in the case the required power margin
decrement is satisfied also by the flywheels, leading a higher kinetic energy
exchanged with the network.
Wind speed above rated
This section deals with the evaluation of the performance of the proposed
controllers for the WPP while having wind speeds above the rated wind
speed of the wind turbines. The wind speed level is set to 11 m/s (the
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freq. support by wind turbines + storage
freq. support by wind turbines
no freq. support by wind power plant
Figure 7.12: Frequency deviation caused by a sudden load increase. Red
line plots the case of no frequency support by the WPP. Blue line shows
the obtained performance from the support of the WPP (wind turbines and
flywheels). Green line presents the obtained result considering the flywheels
discharged. The wind turbines are exposed to a wind speed of 8.5 m/s
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rated wind speed is 10.1 m/s) and the flywheels are fully charged. Figure
7.13 plots the power margin developed by the WPP while having a network
disturbance.
























Figure 7.13: Actual power margin developed by the WPP and its reference
value x∗sd + ∆x. The wind speed is 11 m/s
As it can be noted in Figure 7.13, the developed power margin by the
WPP follows the reference x∗sd + ∆x to a large degree. From a certain point
the developed power margin is transiently different that the reference level.
At the beginning of the frequency deviation, the flywheel storage activates
very fast its power reserves, so the developed power margin matches with
the reference. This occurs until the regulation of the power margin of the
wind turbines comes into play. Since the regulation of the power margin of
the wind turbines depends, in this case, on the slow dynamics of their pitch
actuator, the regulation of the power margin is not fast enough to follow the
reference during the transient state.
The dynamics of the pitch actuator of a wind turbine are shown in Figure
7.14 (bottom left corner). Figure 7.14 also plots the speed and torque of the
turbine. As shown the turbine speed is varied in a very little extent. In the
top left corner the SoC of a flywheel is presented. As shown, flywheel units
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Figure 7.14: Flywheel speed before and after detecting the network distur-
bance at time 60 seconds. Also, it is shown the speed, the pitch angle and
the mechanical and electrical torque developed by wind turbines. The wind
turbines are exposed to a wind speed of 11 m/s
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become continuous (but slowly) discharged due to the standing losses. At 60
seconds simulation time, the primary control droop of its local control system
detects the frequency deviation and the flywheel starts injecting power into
the grid. As shown, there are no fast changes in the speed of the flywheel.
This favours the slow dynamics of the control signals xcap−, xcap+, Pcap−
and Pcap+.
Figure 7.15 plots the frequency excursion due to the network disturbance
at 60 seconds simulation time. Red line plots the case of no frequency control
support by the WPP. Only conventional generating units are in charge of
this task in this case. With the participation in primary frequency control of
the WPP (the flywheels are charged) it is obtained the frequency excursion
depicted by the blue line. As it can be noted, the contribution of the wind
turbines and the flywheels improve the obtained frequency nadir and also
the new steady state after the disturbance.


















freq. support by wind turbines
no freq. support by wind power plant
freq. support by wind turbines + storage
Figure 7.15: Frequency deviation caused network disturbance. Red line plots
the case of no frequency support by the WPP. Blue line shows the obtained
performance from the contribution of the WPP (wind turbines and fly-
wheels). Green line presents the result considering the flywheels discharged.
The wind turbines are exposed to a wind speed of 11 m/s
Figure 7.15 also plots the case of considering the flywheels discharged.
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Table 7.2: Power reserve allocation between wind turbines and flywheels
(fully charged)
Wind speed (m/s)
7.0 8.0 9.0 10.0 11.0
Required power reserve to the WPP in (MW)
16.7 25.3 35.9 49.2 50.7
Power reserve allocation
W. turbines (MW) 0.0 5.3 15.9 29.3 30.7
Flywheels (MW) 20.0 20.0 20.0 20.0 20.0
Flywheels share (%) 120.0 79.3 55.7 40.7 39.5
The primary frequency control support the wind turbines can provide in this
case (their power margin is affected by the dynamics of the pitch actuator)
is as good as the support provided by the WPP when considering the fast
actuation of the flywheels. This is due to the fact that despite the flywheels
responds in the range of milliseconds to a power request, its power injection
is governed by the slow dynamics imposed by the output of the primary
control droop of its local control system, i.e. the slow dynamics of the
frequency excursion.
From the analysis performed in this Section 7.3.3, it is worth to remark
that the main advantage of including the flywheels in the WPP is the re-
duction of the power margin that the wind turbines have to maintain during
network disturbances and also in steady state conditions. In this regard,
Table 7.2 depicts the assignment of the required power reserve to the WPP
between the flywheels and the wind turbines. As it can be noted, the fly-
wheels, while being fully charged, are capable of providing up to the net
level of power reserves of the WPP depending on the wind speed, enabling
the wind turbines to operate at maximum efficiency in a continuous basis
(as for 7.0 m/s wind speed).
7.4 Chapter remarks
The final remarks of the presented chapter are outlined as follows:
• A control method for derating variable-speed wind turbines has been
developed. This control method combines overspeeding techniques and
pitching techniques. From the application of the designed method, the
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wind turbines can be operated so that they maintain a power margin
from the maximum available power that can be extracted from wind.
The method is applicable to all wind speed ranges of variable speed
wind turbines; both above and below the rated wind speed level.
• The frequency control support that the wind turbines can provide per-
mits to improve the frequency nadir and the steady state level of the
frequency due to a network disturbance. The contribution of the wind
turbines though, is subjected to the applied control techniques. For
instance, in case of governing the power margin through overspeeding
techniques, the frequency control support they can provide is aug-
mented by the kinetic energy of the rotor of the turbine exchanged
with the network due to the variation of their rotating speed.
• Looking at the contribution of the WPP to primary frequency control,
it is worth noting that the application of the designed central control
system of the WPP and the local controllers of the wind turbines and
the flywheels, allow the management of the level of reserves maintained
by the wind turbines in function of the SoC of a flywheels. The in-
clusion of the flywheels in the WPP reduces the need of operating the
wind turbines in a deloaded mode, enabling them to operate extract-
ing the maximum available power from the wind and thus maximizing
the revenues of the WPP operator while still providing the primary




This thesis focuses on the research on the applications in wind power of
energy storage systems in general, and of flywheel-based energy storage sys-
tems in particular. This Chapter covers the general conclusions of the work.
Particular remarks on the topic of each chapter can be found in dedicated
sections.
The thesis has covered literature review, simulation-based and experimen-
tal works using laboratory equipments. The main contributions of the thesis
are listed as follows:
• An introduction to several energy storage systems and the identifica-
tion of their potential uses in wind power plants.
• The setting up of a scale-lab flywheel-based energy storage system for
the experimental validation of some of the developed control methods
throughout the thesis.
• The definition of an optimization criteria for the operation of the fly-
wheel for the power smoothing of wind turbines. This covers the for-
mulation and deterministic solution of an optimization problem.
• The design and the experimental validation of a novel energy manage-
ment algorithm of a flywheel for the power smoothing of wind power
plants. The designed control algorithm takes into account the previ-
ously defined optimization criteria for the operation of the flywheel
and it is based on feedback control techniques.
• The literature review on control methods of wind power plants and
grid codes requirements for system frequency control.
• The design of a control method for variable speed wind turbines for
enabling their participation in system frequency control.
• The design of a control system for wind power plants considering the
support of energy storage devices for primary frequency control. The
control system manages the power reserves of the wind turbines and
the storage devices within the plant (flywheel-based in this case) for
the participation of the wind power plant in primary frequency control.
From the results of the thesis, it is concluded that flywheels can be used
to enhance the grid integration of wind power. For instance, the high-ramp
power rates and short time responses define flywheels as well suited for re-
ducing the variability of the power generated by wind turbines, and thus
for improving the quality of the power injected to the grid by wind power
plants. Also, since flywheels can exchange power during several minutes
at full power, they can also help wind power plants to provide the manda-
tory ancillary services set by the network operators in their grid codes such
as system frequency control support. Besides, it is worth highlighting the
following conclusions from the thesis:
• The solution of the optimization problem proposed in Chapter 4, leads
that in order to maximize the wind power smoothing, it is convenient
to adjust the average state of charge of the storage device to the ex-
pected magnitude of the fluctuating components of wind power to be
compensated. As a result, it is found that the higher average wind
power, the higher optimum average state of charge of the flywheel.
Simulation results for an illustrative example show that the optimum
average state of charge of the flywheel varies between 89 to 93% of
its maximum energy capacity depending on the considered generation
levels of the wind turbine. Also, following the proposed optimization
criteria, simulation results show that an attenuation of up to 97.1%
of the fluctuating components of wind power from a cutoff frequency
of 0.4 Hz can be achieved. The power fluctuating components from
this cut off frequency include the power disturbances associated to the
rotating sampling effect of the wind turbine.
• The control algorithm for the flywheel for wind power smoothing de-
signed and experimentally validated in Chapter 5 permits to adjust
the average state of charge of the flywheel as a function of the average
wind power. Also, it is worth noting that the control of the indi-
cated average rotational speed of the flywheel avoids the progressive
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discharge of the storage device in its operation due to the losses of
the system, while permitting the fast accelerations of the flywheel for
wind power smoothing. Experimental results show that most of the
fluctuating components of the power of the wind turbine due to the
rotating sampling effect can be compensated by the flywheel, support-
ing the simulation results obtained in Chapter 4. Also, it is depicted
the convenience of varying the average state of charge of the flywheel
with the magnitude of wind power to be compensated. In particular,
it is found an attenuation of the fluctuating components of wind power
of up to 85% while the flywheel test bench is rotating at 120 rad/s in
average, and an increased attenuation to 92% considering 220 rad/s as
the average rotational speed of the flywheel test bench.
• Finally, and regarding the results of Chapter 7, it is worth noting that
the inclusion of flywheels in wind power plants reduces the need of
operating the wind turbines in a deloaded mode for primary frequency
control support, enabling them to operate extracting the maximum
available power from the wind. Since the wind turbines are operated
at maximum efficiency, the revenues of the wind power plant operator
can be maximized. In particular, it is found that a flywheel-based
storage plant with rated power 20 MW and energy capacity of 10 MWh
provides enough power reserves to fulfil the reserve requirements of 500
MW of installed capacity of wind power for primary frequency control
support.
8.1 Further related work
From the conclusions of the thesis, there is no doubt that energy storage
systems can benefit the grid integration of wind power. This assertion is
mainly based on technical arguments such as the possibility of improving
the controllability of the power output of wind power plants. Major barriers
for the installation of energy storage devices have to do with economical as-
pects. In this sense, it is proposed to evaluate the inclusion (looking at the
location, sizing and operation) of the storage devices for enhancing an op-
timal operation of the electrical network while considering high penetration
rates of wind power plants.
Moreover, there is a wide research field on the support that wind power
plants (equipped or not with storage devices) can provide to system fre-
quency control related tasks. Some proposals regarding further work in this
direction are depicted in the following:
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• To propose further control methods of wind power plants for their
participation in system frequency control related task. For instance,
aspects such as different control architectures and the recovering pro-
cess of the power reserves of the wind power plant required by the
network operator after a network disturbance should be investigated.
• To improve the primary frequency control support that wind power
plants could provide by evaluating the inertial response capability of
wind turbines. This inertial response could be provided by acting on
either the local controllers of the wind turbines, but also it can be
provided by storage devices with high ramp power rates and short
time responses included in the wind power plant.
• In the views of the network frequency stability, it is proposed to study
the effect of the fast regulation of the power output of the wind power
plants while participating in primary frequency control.
• To perform a cost-benefit analysis evaluating the installation of stor-
age devices against the alternative of operating the wind turbines in
a deloaded mode in a continuous basis. As explained in the thesis, to
operate the wind turbines in a deloaded mode is needed for the pro-
vision of the required power reserves for their participation in system
frequency control.
Finally, it is proposed to compare flywheel systems with other short-term
storage devices such as ultracapacitors or SMES for evaluating also their
suitability in wind power applications.
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[33] Bayod-Rújula, A.A. Future development of the electricity systems with
distributed generation. Energy 2009;34:377-7 31
[34] Beacon Power Corporation website http://www.beaconpower.com [ac-
cessed 07.05.2013] 23, 24, 25, 74
[35] Beaudin, M., Zareipour, H., Schellenberglabe, A. and Rosehart, W.
Energy storage for mitigating the variability of renewable electric-
ity sources: An updated review. Energy for Sustainable Development
2010;14:302-13 9, 23, 25, 27, 31
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[82] Dı́az-González, F., Sumper, A., Gomis-Bellmunt, O. and Bianchi F.D.
Energy management of flywheel-based energy storage device for wind
power smoothing. Applied Energy 2013;110:207-219 109, 110, 113, 122,
125
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[91] Dufo-López, R., Bernal-Agust́ın, J.L. and Domı́nguez-Navarro, J.A.
Generation management using batteries in wind farms: Economical and
technical analysis for Spain. Energy Policy 2009;37:126-14 32, 33, 40
[92] Dursun, B. and Alboyaci, B. The contribution of wind-hydro pumped
storage systems in meeting Turkey’s electric energy demand. Renewable
and Sustainable Energy Reviews 2010;14:1979-10 10, 32, 41
[93] EA Technology. Review of electrical energy storage technologies and





[94] EirGrid and System Operator for Northern Ireland (SONI). All island
tso facilitation of renewables studies, http://www.eirgrid.com [ac-
cessed 26.04.2013] 131, 135, 178
[95] EirGrid. Eirgrid grid code version 4.0, http://www.eirgrid.com [ac-
cessed 26.04.2013] XVI, 132, 138, 139, 140, 141, 165
[96] El-Tous, Y. Pitch angle control of variable speed wind turbine. Americal
Journal of Engineering and Applied Sciences 2008;1:118-120 147
[97] Electricity Storage Association website, http://www.
electricitystorage.org/ [accessed 07.05.2013] 18, 23, 24
[98] Elias-Alcega, A., Roman-Barri, M., Ruiz-Álvarez, A., Cairo-Molins, I.,
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[202] Moreno-Muñoz, A., González de la Rosa, J.J., Flores-Arias, J.M.,
Bellido-Outerino, F.J. and Gil-de-Castro, A. Energy efficiency criteria
in uninterruptible power supply selection. Applied Energy 2011;88:1312-
1321 81
[203] Moriokaa, Y., Narukawab, S. and Itou, T. State-of-the-art of alkaline
rechargeable batteries. Journal of Power Sources 2001;100:107-10 13
[204] Morren, J., Pierik, J. and de Haan, S. Inertial response of variable
speed wind turbines. Electric Power Systems Research 2006;76:980-987
157
[205] Moutis, P., Loukarakis, E., Papathanasiou, S. and Hatziargyriou, N.
Primary load-frequency control from pitch-controlled wind turbines. In:
IEEE Power Tech. 2009 149, 155
[206] Moutis, P., Papathanassiou, S., Hatziargyriou, N. Improved load-
frequency control contribution of variable speed variable pitch wind
generators. Renewable Energy 2012;48:514-523 149, 167, 169
[207] Mufti, M., Lone, S.A., Iqbal, S.J., Ahmad, M. and Ismail, M. Super-
capacitor based energy storage system for improved load frequency con-
trol. Electric Power Systems Research 2009;79:226-8 27, 33
[208] Muljadi, E., Butterfield, C.P., Chacon, J. and Romanowitz, H. Power
quality aspects in a wind power plant. In: IEEE Power Engineering
Society General Meeting. 2006 31, 81
[209] Muyeen, S.M., Hasan-Ali, M., Takahashi, R., Murata, T. and Tamura,
J. Damping of blade-shaft torsional oscillations of wind turbine gener-
216
Bibliography
ator system. Electric Power Components and Systems 2008;36:195-17
33
[210] MWH Global Inc. website, http://www.mwhglobal.com/, . Access
date: 20/04/2011 25
[211] Nakken, T., Strand, L.R., Frantzen, E., Rohden, R., Eide, P.O. The
Utsira wind hydrogen system - Operational Experience. Proceedings of
the EWEC. 2006, http://www.ewec2006proceedings.info/ [accessed
07.05.2013] 32
[212] National Grid plc. The grid code, issue 4 revision 13 (2012), http:
//www.nationalgrid.com/uk/ [accessed 26.04.2013] XVI, 138, 142,
143, 144, 165
[213] NEC TOKIN Corp. website, http://www.nec-tokin.com/ [accessed
07.05.2013] 25
[214] Neef, H.-J. International overview of hydrogen and fuel cell research.
Energy 2009;34:327-7 20
[215] Ngamroo, I., Cuk-Supriyadi, A.N., Dechanupaprittha, S. and Mitani,
Y. Power oscillation suppression by robust SMES in power system with
large wind power penetration. Physica C 2009;469:44-8 33, 37
[216] NGK Insulators Ltd. website, http://www.ngk.co.jp/english/ [ac-
cessed 07.05.2013] 15
[217] Nichita, C., Luca, D., Dayko, B. and Ceanga, E. Large band simu-
lation of the wind speed for real time wind turbine simulators. IEEE
Transactions on Energy Conversion 2002;17:523-529 82
[218] Nielsen, K.E., and Molinas, M. Superconducting Magnetic Energy
Storage (SMES) in power systems with renewable energy sources. In:
IEEE International Symposium on Industrial Electronics. 2010. p. 2487-
6 22, 24, 25, 26, 33
[219] Nomura, S., Ohata, Y., Hagita, T., Tsutsui, H., Tsuji-Iio, S. and Shi-
mada, R. Wind farms linked by SMES systems. IEEE Transactions on
Applied Superconductivity 2005;15:1951-4 33, 34
[220] Nyamdash, B., Denny, E. and Malley, M.O. The viability of bal-




[221] Okuyama, R. and Nomura, E. Relationship between the total energy
efficiency of a sodium-sulfur battery system and the heat dissipation of
the battery case. Journal of Power Sources 1999;77:164-6 14
[222] Onar, O.C., Uzunoglu, M. and Alam, M.S. Dynamic modeling, design
and simulation of a wind/fuel cell/ultra-capacitor-based hybrid power
generation system. Journal of Power Sources 2006;161:707-16 32
[223] Onar, O.C., Uzunoglu, M. and Alam, M.S. Modeling, control
and simulation of an autonomous wind turbine/photovoltaic/fuel
cell/ultra-capacitor hybrid power system. Journal of Power Sources
2008;185:1273-11 28
[224] Ong, C.-M. Dynamic simulation of electric machinery using Matlab /
Simulink. Prentice Hall PTR, 1997 177
[225] Padimiti, D.S. and Chowdhury, B.H. Superconducting Magnetic En-
ergy Storage System (SMES) for improved dynamic system perfor-
mance. In: IEEE Power Engineering Society General Meeting. 2007
33, 37
[226] Papaefthimiou, S., Karamanou, E., Papathanassiou, S. and Pa-
padopoulos, M. A wind-hydro-pumped storage station leading to high
RES penetration in the autonomous island system of Ikaria. IEEE
Transactions on Sustainable Energy 2010;1:163-10
[227] Papaefthimiou, S., Karamanou, E., Papathanassiou, S. and Pa-
padopoulos, M. Operating policies for wind-pumped storage hybrid
power stations in island grids. IET Renewable Power Generation
2009;3:293-11 32, 40
[228] Parker, C.D. Lead-acid battery energy-storage systems for electricity
supply networks. Journal of Power Sources 2001;100:18-11 12, 33
[229] Payman, A., Pierfederici, S. and Meibody-Tabar, F. Energy control of
supercapacitor/fuel cell hybrid power source. Energy Conversion and
Management 2008;49:1637-8 28
[230] Petru, T. Modeling of wind turbines for power system studies.
Chalmers University of Technology; 2001 82
[231] Pickard W. F., Shen, Q. A. and Hansing, N. J. Parking the power:
Strategies and physical limitations for bulk energy storage in supply-
218
Bibliography
demand matching on a grid whose input power is provided by intermit-
tent sources. Renewable and Sustainable Energy Reviews 2009;13:1934-
12 9, 11, 16, 25, 26, 27
[232] Piller Power Systems website, http://www.piller.com [accessed
07.05.2013] 22, 23, 25
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[245] Red Eléctrica de España. P.O 7.1 servicio complementario de reg-
ulación primaria. Resolución de 30.07.1998, boe 18.08.1998, http:
//www.ree.es [accessed 26.04.2013] 138
[246] Red Eléctrica de España. P.O. 7.2 regulación secundaria. Resolución de
18.05.2009, boe 28.05.2009, http://www.ree.es [accessed 26.04.2013]
138
[247] Redflow Technologies Ltd. website, http://www.redflow.com.au/
[accessed 07.05.2013] 18, 25
[248] Regenesys Technologies website, http://www.regenesys.com [ac-
cessed 07.05.2013] 25
[249] Ribeiro, P.F., Johnson, B.K., Crow, M.L., Arsoy, A. and Liu, Y. En-
ergy storage systems for advanced power applications. Proceedings of
the IEEE 2001;89:1744-13 22, 23, 24, 26, 33, 81, 109
[250] Ridge Energy Storage & Grid Services L.P. The economic im-
pact of CAES on wind in TX, OK, and NM. http://www.
ridgeenergystorage.com/re_wind_projects-compressed2005.pdf
[accessed 07.05.2013] 23
[251] Ries, G. and Neumueller, H.-W. Comparison of energy storage in fly-
wheels and SMES. Physica C 2001;357-360:1306-5 24
[252] Roberts, B.P. Sodium-Sulfur (NaS) batteries for utility energy storage
applications. In: IEEE Power and Energy Society General Meeting -
Conversion and Delivery of Electrical Energy in the 21st Century. 2008
33, 40
[253] Rodriguez-Amenedo, J., Arnalte, S., Burgos, J. Automatic generation
control of a wind farm with variable speed wind turbines. IEEE Trans-
actions on Energy Conversion 2002; 17:279-284 154
220
Bibliography
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Robles, R. A review of energy storage technologies for wind power ap-
plications. Renewable and Sustainable Energy Reviews 2012;16:2154-
2171
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Robles, R. Modeling and validation of a flywheel energy storage lab-
setup. In: 3rd IEEE PES Innovative Smart Grid Technologies (ISGT)
Europe Conference (2012), Berlin, Germany
A.3 Other publications
Other relevant publications in non peer-reviewed journals or not directly
related to the thesis are listed in this section.
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This Appendix summarizes those parameters which, for the sake of clarity,
have not been previously included and are needed for developing the models
presented in previous chapters of the thesis, as well as those characteristics
of the experimental setup in Chapter 5.
B.1 Parameters of the system for the purposes of
Chapter 4
Table B.1 depicts the parameters of the models of the wind and wind turbine,
the flywheel and the optimization problem presented in Chapter 4.
B.2 Parameters for the purposes of Chapter 5
B.2.1 Parameters of the experimental setup
Table B.2 presents the parameters of the experimental setup that was per-
formed for the purposes of Chapter 5.
B.2.2 High-pass filter for obtaining the fluctuating components
of the power of the wind turbine
The fluctuating components of the wind turbine power profile Pfluc are iden-
tified through the application of a third order high pass filter (Butterworth
type) to the wind power profile Pwt.
B.2. Parameters for the purposes of Chapter 5
Table B.1: Parameters of the system
System Parameter Value





















Ld & Lq(mH) 0.1
Rs(mΩ) 8
p 2
PMSM control Kpsqd 0.0767
Kisqd 6.1359






Table B.2: Parameters of the experimental setup
System Parameter Value












Flywheel (PMSM) ψm (Wb) 0.2465
Ld & Lq (mH) 2.88·10−3
Rs (Ω) 0.44
pole pairs 2
Flywheel (power electronics) (same as emulator)
The cutoff frequency of the filter is 0.4 Hz and its mathematical expression,
in Laplace domain, is
F (s) =
s3
s3 + 5.03s2 + 12.63s+ 15.88
. (B.1)
B.3 Parameters for the purposes of Chapter 7
The characteristic parameters of the synchronous generator of the conven-
tional power plant are extracted from [173] (in p.u. stator base): rated power
1000 MVA, rated stator line-to-line voltage 18 kV, rs = 0.0033, xd = 1.65,




q = 0.275, T
′
d0 = 6.5 s, T
′
q0 = 1.25 s. The
parameters of its speed governor are [173] (in p.u. stator base): R = 0.05,
TG = 0.2 s. The parameter of the non-reheat turbine is [173]: TCH = 0.3 s.
The characteristic parameters of the DFIG are [311]: rated mechanical
power 1.5 MW, rated stator line-to-line voltage 690 V, rated rotor speed 1750
rpm, rs = 2.65 mΩ, r
′
r = 2.63 mΩ, xls = 0.053Ω, x
′
lr = 0.042Ω, xm = 1.72,
poles P = 4, inertia Jg = 100 kg·m2. The characteristic parameters of
the turbine are: R = 41.7 m, inertia Jt = 3 · 106 kg·m2, damping coefficient
233
B.3. Parameters for the purposes of Chapter 7
D = 7.5·105 Nms/rad, stiffness k = 12·107 Nm/rad, gear-box ratio N = 105,
rated wind speed vw = 10.1 m/s. The aerodynamic parameters are [4]:
c1 = 0.73, c2 = 151, c3 = 0.58, c4 = 0.0002, c5 = 2.14, c6 = 13.2, c7 = 18.4,
c8 = −0.02, c9 = −0.003.
The characteristic parameters of a flywheel unit are [179]: rated power
100 kW, operating speed limits 16− 8 krpm, torque losses Tloss = 1.19 Nm,
inertia Jfw = 86.4 kg· m2.
The characteristic parameters (in per unit) of the power transformers
of the system are [173]: copper losses 0.1% of rated power, short-circuit
voltage ε = 0.15 pu, leakage reactance 0.1 pu. The particular ratings of each
transformer are: ratings of the step-up power transformer for the voltage of
the conventional generating unit 1000 MVA - 220 kV / 18 kV; ratings of the
step-up transformers for the voltage of the wind power plant 500 MVA - 220
kV / 30 kV and 500 MVA - 30 kV / 690 V.
The characteristic parameters of the lines are: r13 = r23 = 0.0212Ω/km,
x13 = x23 = 0.116Ω/km (50 km).
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