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ROUGH SOLUTIONS OF THE 3-D COMPRESSIBLE EULER EQUATIONS
QIAN WANG
Abstract. We prove the local-in-time well-posedness for the solution of the compressible
Euler equations in 3-D, for the Cauchy data of the velocity, density and vorticity (v, ̺,w) ∈
Hs ×Hs ×Hs
′
, 2 < s′ < s.
The classical local well-posedness result for the compressible Euler equations in 3-D holds
for the initial data v, ̺ ∈ Hs+
1
2 , s > 2. Due to the works of Smith-Tataru [21] and Wang [32],
for the irrotational isentropic case, the local well-posedness can be achieved if the data satisfy
v, ̺ ∈ Hs, with s > 2. In the incompressible case, the solution is proven to be ill-posed for the
datum w ∈ H
3
2 by Bourgain-Li [4]. Hence the solution of the compressible Euler equations is
not expected to be well-posed if the data merely satisfy v, ̺ ∈ Hs, s > 2 with a general rough
vorticity.
The rough term curlw lowers the regularity of the spacetime geometry, and causes crucial
difficulties in each main building block of the work: the energy propagation, linearization and
the proof of Strichartz estimates.
By introducing the decomposition of the velocity into the term (I−∆e)−1 curlw and a wave
function verifying an improved wave equation, with a series of cancellations for treating the
latter, we achieve the Hs-energy bound and complete the linearization for the wave functions
by using the Hs−
1
2 , s > 2 norm for the vorticity. The propagation of energy for the vorticity
typically requires either the data of velocity to be 1
2
-derivative smoother or curlw ∈ C0,0+
initially, stronger than our assumption by 1
2
-derivative. We perform trilinear estimates to gain
regularity by observing a div - curl structure when propagating the energy of the normalized
double-curl of the vorticity, and also by spacetime integration by parts. To prove the Strichartz
estimate for the linearized wave in the rough spacetime, we encounter a strong Ricci defect
which requires the bound of ‖ curlw‖L∞x L1t
on the acoustic null cones since curlw appears in
the Ricci tensor. This difficulty is solved by uncovering the cancellation structures due to the
acoustic metric on the angular derivatives of Ricci and the second fundamental form.
1. Introduction
1.1. Basic set-up and the main result. We consider the compressible Euler equations of 3
space dimension for a perfect fluid under a barotropic equation of state, that is the pressure p is
a function of the density ρ : R1+3 → (0,∞),
p = p(ρ). (1.1)
We can fix a constant background density ρ¯ > 0. Define the normalized density
̺ = ln(ρ/ρ¯) (1.2)
and the sound speed
c =
√
dp
dρ
.
Clearly, due to (1.1), c = c(̺).
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Let v be the velocity of the compressible fluid v : R1+3 → R3. We define the acoustic metric
g as
g := −dt⊗ dt+ c−2
3∑
a=1
(dxa − vadt)⊗ (dxa − vadt), (1.3)
and may regard R3× [0, T ] with T > 0 as the acoustic spacetime (M,g). The inverse metric g−1
can be written as
g−1 = −T⊗T+ c2Σ3a=1∂a ⊗ ∂a,
where T is the future directed, time-like unit normal of the level set of t. And the component of
g−1 will be denoted by gαβ . 1
Relative to the Cartesian coordinates, T is written as
T = ∂t + v
a∂a.
We can compute directly the induced metric gij = c
−2δij on Σt = {t} × R3, where δij is the
kronecker delta. Define the second fundamental form
kij = −
1
2
LTgij , Trk = g
ijkij ,
where LX denotes the Lie derivative by the vector field X . Let
◦
kij= −
1
2LTδij . Thus Tr
◦
k:=
δij
◦
kij= −∂ivi.
Now we introduce the compressible Euler equations with (1.1) for ̺ and v,{
T̺ = − div v
Tvi = −c2δia∂a̺,
(1.4)
where div v = ∂ivi, ̺ is the normalized density function in (1.2).
Let ǫ jki , i, j, k = 1, 2, 3, be the standard volume form on R
3. We define the vorticity to be 2
wi = ǫ
j
i k∂jv
k. We may employ the normalized vorticity Ω = e−̺w for convenience. There hold
for Ω the equations
divΩ = −Ωa∂a̺, (1.5)
TΩi = Ωa∂av
i, (1.6)
where (1.5) can follow directly due to divw = 0.
The compressible Euler equations (1.4) can be reduced to
✷gv
i = −e̺c2 curl Ωi +Qi, (1.7)
✷g̺ = Q
0, (1.8)
where ✷g is the Laplace-Beltrami operator of the Lorentzian metric g, and the two quadratic
forms are
Q
i := −(1 + c−1c′)gαβ∂α̺∂βvi + 2e̺ǫiabTv
aΩb,
Q
0 := −3c−1c′gαβ∂α̺∂β̺+ 2
∑
1≤a<b≤3
(
∂av
a∂bv
b − ∂bv
a∂av
b
)
.
See the equations from the work of Luk-Speck [18, Page 13].
1We adopt Einstein summation convention in this article. The range of the indices of Greek letters such as
α, β, µ, ν is 0, · · · , 3, and the range of the Latin letters i, j, k, l,m, n, a, b is 1, 2, 3. We also fix the convention that
∂0 = ∂t.
2The indices of the tensor field here are lifted and lowered by the Euclidean metric.
3We can derive by using (1.6) the following transport equation for Ci = e−̺ curlΩi that
TCi = −2δjkǫ
iab∂av
j∂bΩ
ke−̺ + ǫajk∂av
i∂jΩ
ke−̺, (1.9)
with the derivation given in Section 3. (See also [18, (2.3.4.b)].)
Assume there hold
|v, ̺| ≤ C1, c > c0 > 0, at t = 0 (1.10)
where C1, c0 > 0 are constants. c0 > 0 is used in particular to ensure the uniform hyperbolicity
of the compressible Euler system. The lower bound c0 can be determined by the bound C1 on
|̺(0)| if one assumes an explicit form for the pressure, such as the Gamma-law, i.e. p(ρ) = Aργ ,
with constants A, γ > 0.
Let ∂ represent the spatial derivative ∂i, i = 1, 2, 3 and ∂ include ∂ and T. Now we state the
main result of this paper.
Theorem 1.1. Let s and s′ be fixed and 2 < s′ < s. For the given data set of (v, ̺,w) satisfying
the assumption of (1.10) and any M > 0, there exist positive constants T∗ and M1 such that if
the initial data satisfy
‖(∂v, ∂̺,w)(0)‖Hs−1(R3)×Hs−1(R3)×Hs′ (R3) ≤M <∞,
there exists a unique set of the solution with (∂v, ∂̺,w) ∈ C(I∗, Hs−1)×C(I∗, Hs−1)×C(I∗, Hs
′
)
for the 3-D compressible Euler equations in (1.4) and (1.6), satisfying the estimates
‖∂v,∂̺‖L2
I∗
L∞x
≤M1,
‖(∂v, ∂̺,w)(t)‖Hs−1(R3)×Hs−1(R3)×Hs′ (R3) + |(v, ̺)(t)| ≤M1, t ∈ I∗, (1.11)
where I∗ = [0, T∗] and 0 < s′ − 2 < ( s−25 )
2. 3
Remark 1.2. Theorem 1.1 holds if the first assumption in (1.10) is replaced by the boundedness
of ‖v− v¯‖L2(Σ0)+‖̺− ¯̺‖L2(Σ0) with v¯ and ¯̺ constant states, since, in view of Sobolev embedding
on R3, the bound on |v, ̺| in (1.10) can be obtained by combining the L2 assumption with the
other assumption in Theorem 1.1.
Remark 1.3. The assumption on ∂v in Theorem 1.1 is merely on div v, due to the standard
elliptic estimates for the Hodge operator ( div , curl ) on vector fields in R3. By direct comparison
estimates on the initial slice, the assumption and the result on ∂̺ in Theorem 1.1 can be stated
for Tv instead, due to (1.4) and (1.10); Theorem 1.1 can also be stated with w replaced by Ω.
Remark 1.4. Since the classical local well-posedness holds for s > 52 , we focus on the case
2 < s < 52 .
1.2. Motivation of the problem. The classical local well-posedness of the compressible Euler
equations in n-D can be obtained by using energy method for the Cauchy data v, ̺ ∈ Hs, s >
n
2 +1. See [19, Chapter 2] and also the earlier work by Kato [9] for the alternative approach. For
incompressible Euler equations, Kato and Ponce in [10] proved the classical local well-posedness
for data in the general Sobolev space v ∈ W s,p(Rn) = (I −∆e)
s
2Lp(Rn) with s > n/p + 1 and
1 < p < ∞, where ∆e is the Laplace-Beltrami operator of the Euclidean metric. In 3-D for the
incompressible case, the assumption of the datum that w ∈ Hs−
1
2 , s > 2 is sharp, since in [4]
the solution is proven to be strongly ill-posed if s = 2.
3The upper bound of s′ here is merely chosen for convenience. One may extend the energy estimate to
2 < s′ < s. Since the ultimate challenge is to prove the above result for s′ = s− 1
2
, such an extension, requiring
higher regularity assumption on data, is not of our interest.
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Recall the general quasilinear wave equations considered in [12, 21, 32]
✷h(φ)φ = Q(∂φ,∂φ) (1.12)
with h(φ) a Lorentzian metric depending on φ and the right hand side being quadratic forms
of ∂φ. By using the energy method and iteration, the classical local well-posedness holds for
(φ(0), ∂tφ(0)) ∈ Hs × Hs−1 with s > 52 (see [8]), which is of the same level as the classical
result for the compressible Euler equations. Starting from the late 90s, based on establishing
Strichartz estimates with loss for wave equations with rough coefficients, there had been vast
improvements, due to Smith, Bahouri-Chemin, Tataru, and Klainerman-Rodnianski, to s > 2+ 14
achieved in [2, 3, 23], to s > 2 + 16 in [24, 11], and to s > 2 +
2−√3
2 achieved in [12], and for
s > 2 for Einstein vacuum equations in [14, 15, 13] and [29, 30]. Apart from the improvements
over the Sobolev exponents, the commuting vector field approach for Strichartz estimate was
introduced in [11]. This physical approach further showed its power in [12] where a fundamental
decomposition of a Ricci component (proposed in [11]) was used for improving the regularity in
the causal geometry. On the other hand, the Fourier method of proving the Strichartz estimate by
constructing parametrix and wave packets was developed to rely on the actual null hypersurfaces
in the Lorentzian spacetime. With the help of the improvement on the causal geometry, the
sharp local well-posedness for the solution of (1.12) was proven in [21], and by the vector field
approach in [32], for the initial data (φ(0), ∂tφ(0)) ∈ Hs ×Hs−1 for s > 2.
In comparison with the equation (1.12), we schematically unify (1.7) and (1.8) into the fol-
lowing equation for Φ = (v, ̺),
✷g(Φ)Φ = Q(∂Φ,∂Φ)− (e
̺c2 curl Ω, 0), (1.13)
where 4 Q(∂Φ,∂Φ) represents symbolically the finite sum of N (Φ)∂Φ∂Φ, with N smooth func-
tions of their variables, and ∂Φ representing terms of ∂v or ∂̺.
Note that if Ω = 0, the above equation takes the form of
✷g(Φ)Φ = Q(∂Φ,∂Φ).
Therefore the local well-posedness for the irrotational (isentropic) compressible Euler flow holds
for (v(0), ̺(0)) ∈ Hs×Hs for any s > 2 by the results of [21] and [32]. Note the proof of the sharp
local well-posedness result for (1.12) is based on the energy method, and via a bootstrap argument
the key analysis that reestablishes the standard Strichartz estimate for the free wave in the
Minkowski space for the linearized wave equation ✷h(φ)ψ = 0 within a short life-span. The latter
relies sensitively on the regularity of the spacetime metric. If Ω (or comparablyw ) is non-zero and
sufficiently smooth, the term e̺c2 curl Ω in (1.13) can be treated as a good inhomogeneous term of
the linearized wave equation for both the energy method and the Strichartz estimate, which does
not in turn influence the regularity of the spacetime metric. This case can be incorporated in the
regime either given in [21] or in [32]. See [7] which assumes curl Ω ∈ Hs−1∩C0,α, 0 < α < 1 for the
data, and treats the case allowing dynamical entropy with the same smoothness assumption on
the divergence of the initial entropy gradient. This assumption is smoother than our assumption
in Theorem 1.1 by more than 12 -derivative.
Clearly, due to the result of [4], lowering the regularity of the datum for Ω below a certain
level would significantly change the behaviour of the solution and the regularity of the spacetime
metric. As the ultimate challenge, we propose the sharp local well-posedness conjecture for the
compressible Euler equations in 3-D, which reaches the sharp results in both the irrotational and
incompressbile cases.
4These quadratic forms are of the same symbolic type for either Φ = v or ̺. Instead of repeating them in the
bracket notation, we simply write them as one term.
5Conjecture. The solution (v, ̺,w) of the 3-D compressible Euler equations (1.4) and (1.6) is
well-posed for t ∈ (0, T ] with some T > 0 if the data satisfy (1.10) and (∂v,w) ∈ Hs−1 ×Hs−
1
2
with s > 2.
In Theorem 1.1, the regularity of vorticity datum is set such that the term of curl Ω in (1.7)
can not be treated as a source term associated to the approach in [32] for irrotational fluids.
This entails a deeper understanding on the velocity and correspondingly a different regime. By
introducing a decoupling method, for the data verifying the assumption (1.10) and ∂v ∈ Hs, with
the bound of ‖Ω‖
C0[0,T ]H
s− 1
2
x
, s > 2, we reduce the proof of the local well-posedness to recovering
the standard Strichartz estimate of the free wave in Minkowski space to the linear wave equation
in the acoustic spacetime. To solve the conjecture, there remains the obstruction for proving the
Strichartz estimate due to the insufficiently smooth acoustic null hypersurfaces. The regularity of
data in Theorem 1.1 reaches the borderline for guaranteeing the acoustic null hypersurfaces to be
sufficiently regular. Due to the rough data, curlΩ fundamental influences our analysis. It forces
us to create and uncover a variety of cancellations on the vorticity derivative and the structure of
the acoustic metric for completing the proof of Theorem 1.1. With lower regularity of Ω(0) than
in Theorem 1.1, we encounter the same difficulty from the rough null hypersurfaces as that stops
the improvement over the resolution of the bounded L2-curvature conjecture for Einstein vacuum
equations in [17]. For the latter, there is also a gap of 12 -derivative between the critical Sobolev
exponent for the Einstein vacuum equations and the result by Klainerman-Rodnianski-Szeftel in
[17].
We remark that our result can be extended to equations with dynamical entropy by treating
the divergence of the entropy gradient analogous to curlw. In this article we focus on presenting
the method for reducing the regularity requirement on data.
1.3. Main idea of the proof for Theorem 1.1.
1.3.1. A quick guide to the main difficulties. v, ̺ and Ω in the compressible Euler equations
exhibit different physical and analytic properties. To achieve a result with the data v, ̺ ∈
Hs, s > 2, it is necessary to resort to establishing the Strichartz estimate which gains the spatial
regularity by taking the advantage of the dispersive property in time-variable of the quantities.
It works particularly well for the solutions of wave equations. To have a brief idea of how the
vorticity derivative is involved in the analysis, we will apply the energy method to the geometric
wave equations (1.7) and (1.8). Through this procedure, we can see the regularity requirement
on the Cauchy data by following the approach in [32].
Under the bootstrap assumption that ‖∂Φ‖L1t [0,T ]L∞x is bounded, applying the standard energy
argument to (1.13) implies 5
‖∂Φ(t)‖Hs−1x . ‖∂Φ(0)‖Hs−1x + ‖e
̺c2 curlΩ‖L1tH
s−1
x
+ ‖Q(∂Φ,∂Φ)‖L1tH
s−1
x
, s ≥ 2. (1.14)
Due to the standard product estimate, the last term on the right hand side can be controlled
by the energy bound, provided that one can control ‖∂Φ‖L1t [0,T ]L∞x in terms of the initial data.
Assuming the absence of curlΩ, to gain such control, this was done in [21, 32] by recovering the
Strichartz estimate of the free wave in R3+1 for the solution ψ of the linear wave equation in the
acoustic spacetime (R3 × [0, T ],g),
✷g(Φ)ψ = 0, (1.15)
5We call C a universal constant if it depends merely on the bound of M in Theorem 1.1, and the constants C1
and c0 in (1.10). A . B means there exists a universal constant C > 0 such that A ≤ CB. We denote A ≈ B if
A . B and B . A.
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which implies
‖∂Φ‖Lqt [0,T ]L∞x . ‖∂Φ(0)‖H1+ǫx + ‖✷g(φ)Φ‖L1t [0,T ]H
1+ǫ
x
, ǫ > 0, (1.16)
where q > 2 is sufficiently close to 2.6 By choosing a small life-span T , this estimate (1.16)
can close the bootstrap argument with the help of the standard product estimate if the last
term is quadratic in ∂Φ. The proof of the Strichartz estimates depends highly sensitively on
the regularity of the spacetime metric. It at least requires the bound on ‖∂Φ‖C0t [0,T ]H
1+
x
+
‖∂Φ‖L2t [0,T ]L∞x .
Consider the term of curlΩ on the right hand side of (1.14). Note that with a normalization
curlΩ verifies the transport equation (1.9). We can at best expect the regularity of curlΩ is
preserved with time. This means one has to assume curlΩ ∈ Hs−1x when t = 0, in order to
complete the estimate of (1.14). However, our assumption of the initial data is that curl Ω ∈
Hs
′−1
x , 2 < s
′ < s, with s′ arbitrarily close to 2, which is insufficient for using (1.14). Therefore,
in order to achieve (1.11), we need a different strategy from the above straightforward treatment.
The other serious difficulty arises from the energy propagation of the vorticity, or more pre-
cisely, in bounding the norm curlΩ(t) ∈ Hαx , α ≥ 1, for 0 < t ≤ T . To understand the issue, we
consider the normalized transport equation (1.9) for curlΩ, which symbolically reads
TC = ∂v∂Ω, with C = e−̺ curlΩ. (1.17)
Applying (3.5) to F = G = C, and using Tr
◦
k= − div v, we obtain in view of (1.17) that
‖C(t)‖Hαx . ‖C(0)‖Hαx +
∫ t
0
‖∂Ω · ∂v‖Hαx dt
′, with 1 ≤ α ≤ s′ − 1.
By the standard product estimate
‖∂Ω · ∂v‖Hαx . ‖∂Ω‖L∞x ‖∂v‖Hαx + ‖∂Ω‖Hαx ‖∂v‖L∞x , 1 ≤ α ≤ s
′ − 1,
we derive
‖C(t)‖Hαx . ‖C(0)‖Hαx +
∫ t
0
(‖∂Ω‖L∞x ‖∂v‖Hαx +‖∂v‖L∞x ‖∂Ω‖Hαx )dt
′, with 1 ≤ α ≤ s′−1. (1.18)
In view of (1.5) and the elliptic estimate for the div - curl Hodge system, we can obtain
‖∂Ω‖Hαx . ‖C‖Hαx + l.o.t.. (1.19)
Thus by applying Gronwall’s inequality and the above estimate to (1.18), to bound ‖∂Ω(t)‖Hαx ,
with 1 ≤ α ≤ s′ − 1, we need the bound ‖∂Ω‖L1t [0,T ]L∞x . The latter can be bounded by requiring
curlΩ(0) ∈ C0,0+x , by using (1.9) and the elliptic theory for the Hodge operator ( div , curl ).
This assumes an additional 12 -derivative than Theorem 1.1 in terms of Sobolev embedding.
Note that without the bound of the vorticity term ‖ curl Ω‖H1x or equivalently ‖C‖H1x , we lose
the bound of ‖✷g(Φ)Φ‖L1tH1x in view of (1.13). According (1.14) with s = 2 and (1.16), this means
we lose both the bounds of ‖∂Φ‖C0t [0,T ]H1x and ‖∂Φ‖L2t [0,T ]L∞x . Hence, this is neither a chance to
establish the Strichartz estimate for the linearized wave (1.15). Based on the above treatment, in
order to close the energy argument, one may have to assume curl Ω ∈ Hs−1 ∩C0,0+ when t = 0.
The more crucial obstruction from the rough vorticity actually lies in the difficulty in estab-
lishing the Stricharz estimate for the linear wave equation (1.15), which is not yet shown in the
above analysis. To prove the Stricharz estimate, it heavily relies on the regularity of the optical
function of the Lorentzian space time. The optical function u in the acoustic spacetime, defined
by the solution of the Eikonal equation gαβ∂αu∂βu = 0, can be constructed by level hypersur-
faces, formed by generating null geodesic congruences satisfying certain initial conditions. The
6We refer to Theorem 4.3 for the precise version, with the relation between ǫ, q specified therein.
7regularity of the foliation by the level surfaces of u, i.e. the null cones Cu, is particularly im-
portant for obtaining the dispersive estimates of the linear wave equation (1.15) in the acoustic
spacetime (see Theorem 4.11).
With b−1 = T(u), we define the null area expansion, trχ = −b✷gu, which is the most
important geometric quantity of the null cones. Denote the normalized null geodesic generator
by L = −bDu, where D is the Levi-Civita connection of g. trχ satisfies the Raychaudhuri
equation given in (7.13), where the Ricci component RLL is the highest order term on the right
hand side. Note curlΩ appears in the equation (7.33) for RLL as one of the main terms. To
achieve the crucial L2tL
∞
x control of trχ for proving the decay estimate in Theorem 4.11, we need
the L∞ bound of curl Ω along each null cone Cu. If assuming the bounded C0,0+ norm of curlΩ
initially, with the help of the transport equation, the L∞ control on curlΩ can hold for t ≤ T .
In this situation the smooth vorticity term has no influence to the analysis of causal geometry in
[32] (See Sections 5 and 6 therein). However, with merely the control of H2+x bound of Ω(t), we
can only obtain the H
1
2+
x bound on null cones for ∂Ω(t) by the standard trace inequality. Thus,
there lacks a 12 -derivative for curlΩ on the null cone for achieving the desired bound on trχ.
This remains to be the main issue even if adopting the alternative approach in [21] to prove the
Strichartz estimate for the linear wave.
The mechanism described above is based on treating the velocity identically as in the irrota-
tional case, provided that the vorticity datum is sufficiently smooth. We list below the regularity
it requires on the vorticity to summarize the above discussion.
(a) For achieving the energy estimate for v, ̺ in (1.11), it requires the initial datum of the
vorticity to be bounded in Hs norm;
(b) For bounding the energy of vorticity, it requires the initial datum of curlΩ to be bounded
in C0,0+;
(c) For controlling the regularity of the optical function u, it needs the initial datum of curlΩ
to be bounded in C0,0+ as well.
With the much weaker assumption on the datum of the vorticity in Theorem 1.1, we will give
our approach based on a deeper understanding of the behaviour of the velocity.
1.3.2. Decoupling method and cancellations. Ω (or w) apparently verifies a good transport equa-
tion (1.6). As such, we conceptually regard the vorticity as the relatively stationary part of ∂v,
which does not exhibit the same dispersive property as a free wave. Since w is defined in terms
of ∂v, with the rough data on curlΩ, ∂v is not expected to have the same dispersive property
as the irrotational fluid even within a short life-span, which is demonstrated by the result of
Bourgain-Li [4] in the extremal case when div v = 0. To trace the difference back from v, we
note for the incompressible case, that is when div v = 0, the equation (1.7) can be written as
✷gv = −TTv − c
2 curl 2v + l.o.t = −c2 curl 2v + l.o.t.
If repeat the procedure in Section 1.3.1 to treat the term c2 curl 2v on the right hand side as a
source term, there again requires the smoother data on vorticity as stated in Section 1.3.1 (a)-(c).
Nevertheless, clearly from the above equation, the vorticity term can be cancelled by the same
term on the left hand side. In this situation, it is improper to treat v as the solution for the wave
equation (1.7). Thus, in our approach the behaviour of the velocity of the compressible fluid is
understood as a blend of the key features from both of the irrotational fluid and the incompressible
fluid. Merely applying the approach for the irrotational fluid to (1.7) does not match with the
physical nature of v, consequently, does not provide us with the desired result. Schematically, to
prove Theorem 1.1, by decomposing the velocity into two fundamentally different parts, we can
divide and conquer.
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We hence introduce a decomposition for the velocity
vi = vi+ + η
i, (1.20)
where v+ is a vector-valued wave function, satisfying an improved wave equation system; and η
is the part of the velocity determined by the vorticity. ✷gη is supposed to cancel the vorticity
derivative on the right hand side of (1.7). We then will treat v+ and ̺ together as wave functions,
for which we apply the energy argument together with establishing the Strichartz estimate, since
they verify better wave equations than (1.13); for η, we will rely on elliptic estimates and the
transport equation for the vorticity.
More precisely, we define the vector field ηi by
Λ2ηi := (I −∆e)η
i = curlwi, (1.21)
where ∆e is the Laplace-Beltrami operator of the Euclidean metric. By direct computation,
curlwn = e̺ curl Ωn + ǫnijwj∂i̺.
Hence, we can substitute (1.21) to the right hand side of (1.7) to derive
✷gv
i = c2∆eη
i − c2ηi + c2wn∂m̺ǫ
imn +Qi.
Since the induced metric gij = c
−2δij is conformally flat, there holds
∆g(η
i) = c2(∆e(η
i)− ∂j(log c)∂j(η
i)).
Hence in view of (1.20), we can obtain the wave equation for v+
✷gv
i
+ = −TTv
i
+ +TrkTv
i
+ +∆gv
i
+
= TTηi − TrkTηi − c2(ηi − ∂j log c∂j(η
i)) + c2wn∂m̺ǫ
imn +Qi,
(1.22)
which gives
✷gv
i
+ = TTη
i − TrkTηi + Q˜i − c2ηi, (1.23)
where the quadratic term
Q˜
i = Qi + c2(wn∂m̺ǫ
imn + ∂j(log c)∂j(η
i)).
Such reduction transforms the higher order linear term (1.21), which appears on the right hand
side of the equation (1.7), to the term TTη. The latter still looks to be a linear higher order
term. We manage to cancel this term during the applications of the wave equation (1.23). As the
consequence of the cancellations, there involves merely spatial derivatives of Tη in the analysis
of this article, which can be well-controlled by the derivative bound of vorticity with the help
the elliptic estimate.
Due to the appearance of the TTη in (1.23), we consider the following equation for wave
functions v+ and ̺, which better represents the structure of (1.23),
✷gΨ =W +TY − TrkY, (1.24)
where the pair of functions (Ψ, Y ) is either (v+,Tη) or (̺, 0) with the corresponding error terms
contained in W .
Consider the above quasilinear wave equation for Ψ, we manage to cancel TY in the following
two major applications.
• For energy estimates and the flux estimates along null cones, we introduce the modified
current (2.23), which was originally constructed in [29, Section 3.2], to cancel the term
TY . By combining the elliptic estimates for η, we can obtain the total energy of ̺, v.
(See Corollary 3.3). Due to the TTη term in (1.22), we need to avoid commuting T
with the wave operator ✷g, the equations in (1.4) allow us to transform from spatial
derivatives for v, ̺ to their time derivatives.
9• To bound the Strichartz norm ‖∂Ψ‖L2tL∞x with Ψ = v+, ̺, instead of treating the full
right hand side of (1.24) as the inhomogeneous term of (1.15), we adapt the method
of linearization in [29, Section 4.2] to reduce TY carefully into Y via the Duhamel’s
principle in a delicate manner. (See (4.5).)
By the completion of the above two steps, we bound the energy of Ψ = v+, ̺ up to the highest
order in (2.88) and obtain the necessary η estimates by elliptic estimates, provided that the norm
of ‖Ω‖
H
s− 1
2
x
can be bounded. Therefore to solve the difficulty of (a) listed in Section 1.3.1, for
the vorticity we only need the bound of ‖Ω(t)‖
H
s− 1
2
x
.
1.3.3. Trilinear structure for the propagation of the vorticity. Due to (c) in Section 1.3.1, we will
have to control the higher order norm ‖Ω(t)‖Hs′x , 2 < s
′ < s for t ≤ T , even though the energy
control of v, ̺ and the linearization only rely on the bound of ‖Ω‖
H
s− 1
2
x
. Therefore we need to
solve the difficulty in (b).
To solve this difficulty, we first note that to bound ‖Ω(t)‖Hs′x , it suffices to bound ‖ curlC(t)‖H
α
x
with 0 ≤ α ≤ s′ − 2, 0 < t ≤ T, in the same manner as in (1.19) by applying elliptic estimates
for the Hodge operator ( div , curl ) and comparison estimates.
To control ‖ curlC‖L2x , we integrate the following identity in t
′ ∈ [0, t].
∂t
∫
R3
| curlC|2dx =
∫
R3
(2T curlC · curlC− Tr
◦
k | curlC|2)dx, (1.25)
which is obtained by applying (3.5) to F = G = curlC. We recall Tr
◦
k= −div v for treating the
last term.
For the term T curlC, we recast the commutation formula (3.2) schematically as
T curlC− curlTC = ∂v∂C. (1.26)
Substituting it to the first term on the right hand side of (1.25), and also using the elliptic
estimate for Hodge system to control ∂C by ( divC, curlC) in L2x , allow us to focus on treating
the following integral
I =
∫ t
0
∫
R3
curlTC curlCdxdt′,
since other terms can be treated by Gronwall’s inequality with the expectation of bounding
‖∂v‖L1t [0,T ]L∞x .
Instead of using the symbolic formula (1.17) to TC in the above, we observe trilinear structures
in I by deriving the precise formula in (3.13), with the main terms listed below 7
I =
∫ t
0
∫
Σt′
e−̺{∂n∂mvj∂nΩj + ∂jT̺∂mΩj} curlCmdxdt′ + · · · .
See the complete formula in (3.15).
Clearly, since we at most can obtain the bound ‖∂2v(t)‖Hs−2x for t ≤ T , to close the estimate
for I with the bound of ‖ curlC(t)‖L2x , it seems that we need to bound ‖∂Ω‖L1tL∞x ([0,T ]×R3).
Instead of seeking for the direct bounds, for the first term, since the last factor in the integrand
is curlCm, and ∂m( curlC)
m = 0, we calculate the integrand by
e−̺∂n∂mvj∂nΩj curlCm = ∂m(∂nvj∂nΩj curlCme−̺)− e−̺∂nvj∂m∂nΩj curlCm
− ∂m(e
−̺)∂nvj∂nΩj curlCm.
7∂n here is δnl∂l instead of n-th order derivative. We will clarify whenever such confusion may occur.
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After integration on Σt′ , the first term vanishes due to integration by parts, and other terms can
be treated by using the elliptic estimate, Sobolev embedding and Gronwall’s inequality.
For the second term in the integrand of I, note
e−̺∂jT̺∂mΩj curlCm = e−̺(T∂j̺+ [∂j ,T]̺)∂mΩj curlCm
= T(e−̺∂j̺∂mΩj curlCm)− ∂j̺T(e−̺∂mΩj curlCm)
+ e−̺[∂j ,T]̺∂mΩj curlCm.
We then carry out the integration by parts in the spacetime to treat the first term on the right
hand side with the help of (3.5), which only generates lower order terms. For the second term,
we can substitute the transport equations of ∂Ω and curlC to save derivatives. The commutator
term is relatively of lower order. See the proof of (3.6) for the full detail.
To control ‖ curlC‖Hαx with α = s
′−2, 0 < t ≤ T, besides entailing the above set of integration
by parts, for the estimate of the highest order, we have an additional issue coming from the high
low interaction for the product in the first term below∫ t
0
‖∂v∂C(t′)‖
Hs
′
−2
x
‖ curlC(t′)‖
Hs
′
−2
x
dt′, (1.27)
which comes from the commutator term in (1.26).
Note that with the expectation of bounding 8 ‖∂v‖
L2tB
s′−2
∞,2,x
by establishing Strichartz estimate
for v+ and the elliptic estimate for η, (1.27) can be treated by using Gronwall’s inequality and
the elliptic estimate. There is yet no control on ‖∂v‖L2tB
s−2
∞,2,x
due to our approach in [32] for
(1.12), even with smoother vorticity data than assumed. The s-s′ energy hierarchy for v, ̺ and
w helps crucially to complete the estimate of (1.27).
1.3.4. Fundamental structures for the causal geometry of the acoustic spacetime. At last, we
consider the difficulty from (c) in Section 1.3.1, that is to control the acoustic null cones. We
will focus on treating the null area expansion trχ, which is the most important quantity in the
geometric analysis. The regularity from the general derivative of the metric is by no means
sufficient for the purpose even in the previous works for quasilinear wave equations.
Since trχ verifies the Raychaudhuri equation (7.13), i.e.
Ltrχ+
1
2
(trχ)2 = −RLL + l.o.t.,
the strategy is to gain regularity by taking advantage of the structure of the Ricci component
RLL, which works particularly well in Einstein vacuum spacetime due to the vanishing Ric.
For the acoustic spacetime, we derive in (7.33) that
RLL = L(ΞL)− e
̺δijN
j curl Ωi + l.o.t., (1.28)
where the one form Ξµ = Γ
η
αβ(g)g
αβgηµ, Γ(g) is the Christoffel symbol of g (see (7.28) and
(7.29)), and N is the outward unit normal of St,u := Σt ∩ Cu. The basic analysis on null
hypersurfaces relies on the energy fluxes of v, ̺ and the vorticity controlled in Section 6. We
can control the double-curl flux of vorticity ‖µs
′−2Pµ curlC‖l2µL2(Cu)+‖ curlC‖L2(Cu)
9 by energy
method and the trilinear estimates, nevertheless, can not bound ∂C at the same level, since there
lacks the trilinear structure if using T∂C to propagate the energy, and there is neither a proper
Hodge systems for C = e−̺ curl Ω available on St,u. Applying the trace inequality and using the
8The definition of the Besov norm can be found at the end of Section 3.1.
9We refer to (2.2) for the definition of the Littlewood-Paley projector.
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full energy bound of ‖C(t)‖
Hs
′
−1
x
on Σt lead to a loss of
1
2 -derivative due to the restriction to
St,u. We then lose the bound on ‖ curlΩ‖L∞(St,u) by
1
2 -derivative.
For quasilinear wave equations (1.12), one can gain regularity for trχ+ΞL as in [11, 12, 21, 32]
due to (1.28) and the absence of vorticity. Due to the weak regularity, the derivative of the term
ΞL = ΞµL
µ caused one of the main difficulties for proving the sharp local well-posedness for the
solution of (1.12) via the geometric approach devised in [11] and [12]. The difficulty was solved
in [32] by introducing the geometric normalization via the conformal change of the spacetime
metric together with bounding the conformal energy by an un-canonical energy method. The
issue from ΞL remains the same for the compressible Euler equations, for which we adopt the
method in [32].
In the sequel, we focus on solving the difficulty from the Ricci defect caused by the rough
curlΩ in bounding ‖trχ − 2r˜‖L2tL∞x (u≥0), with r˜ = t − u in (8.10). The estimate is crucial for
proving the Strichartz estimate in Theorem 4.3. The region of the norm is, roughly, the domain
of influence of a unit ball with the time-span nearly upto the large frequency λ fixed in Theorem
4.3. In such region, 0 ≤ u ≤ t, with u = 0 on the boundary of the domain of influence and u = t
along the time-axis. (We refer to Section 5.1 for the set-up of the acoustic null cones Cu.)
Now consider the transport equation for z = trχ+ ΞL −
2
r˜ in (8.46), which is recast below
Lz +
2z
t− u
= e̺ curlΩN +
2
r
(ΞL − kNN) + · · · ,
where nonlinear terms are omitted. Note the term curlΩ on the right hand side is merely bounded
in H
1
2+(St,u), which is short of
1
2 -spatial-derivative on St,u to give the bound of ‖z‖L∞(St,u)
directly. By (7.38), curl ΩiN
i = ǫAB /∇AΩB where /∇ denotes the Levi-Civita connection on St,u
with respect to the induced metric, {eA}2A=1 forms the orthonormal basis and ǫ
AB is the volume
form on St,u. Since it is an angular derivative, we can not directly write it into LF + E with F
and E smoother functions.
To solve the difficulty, we uncover fundamental structures in Section 7 on the angular deriva-
tives of RLL and the radial component of the second fundamental form kNN, in the acoustic
spacetime.
As the first step, we derive the L∞ bound on r˜
1
2 z by applying the Sobolev inequality
|r˜
1
2 z| . ‖r˜
1
2− 2p (r˜ /∇)(≤1)z‖Lp(St,u), 0 < 1−
2
p
< s′ − 2. (1.29)
To bound the right hand side, we consider the transport equation of /∇z by differentiating (8.46).
It is crucial to observe the following trace decomposition derived in (7.34),
/∇(e̺ curlΩN) = /∇L(e
̺ curlΩ)A + e
̺eAiΠ
ijǫ ljm ( curl
2Ω)lN
m + l.o.t.,
with Πij = gij+TiTj−NiNj , since this quantity can not be directly bounded by the double-curl
flux for vorticity.
This leads to
/∇L /∇z +
3
t− u
/∇z = /∇L(e
̺ curl Ω)A + e
̺eAiΠ
ijǫ ljm ( curl
2Ω)lN
m +
2
r˜
/∇(ΞL − kNN) + · · · .
(1.30)
By combining the first terms on both sides, we can derive the transport equation for /∇Az −
(e̺ curl Ω)A in (8.49) and obtain the following estimate by integrating along the null cone Cu,
‖r˜( /∇Az − e
̺( curl Ω)A)‖Lpω(St,u) . r˜
−1
∫ t
tmin
‖r˜ /∇(ΞL − kNN)‖Lpωdt
′ (1.31)
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+ r˜−1
∫ t
tmin
‖r˜2 curl 2Ω‖Lpωdt
′ + · · · ,
where tmin = max(u, 0), ω ∈ S2 on St,u is the pull-back coordinate via the null geodesic flow, (see
the construction in Section 5,) and we omitted the terms of initial data and nonlinear terms. We
can control ‖r˜
3
2 ( /∇Az − e
̺( curlΩ)A)‖Lpω(St,u) by bounding the right hand side of the inequality
with the flux control in Section 6 and its consequences in Proposition 8.6. The desired bound of
/∇z in (1.29) follows since the other term r˜e̺( curl Ω)A can be easily bounded in Lpω. Thus we
can obtain the pointwise bound on r˜
1
2 z.
As the second step, we need to derive the integral bound ‖z‖L2tL∞x (u≥0). Note that near the
time-axis, the estimate can not follow from the pointwise estimate of r˜
1
2 z, since r˜ = t − u can
be approaching to 0. In terms of Lpω estimate, we need the bound of ‖ sup0≤u≤t ‖r˜ /∇z‖Lpω‖L2t .
In view of (1.31), the term 2r˜ /∇(ΞL − kNN) in (1.30) is the obstruction for controlling the above
bound since it may require the bound of ‖r˜ /∇(ΞL − kNN)‖L2tL∞u L
p
ω(Cu), much stronger than the
bound on flux.
We manage to cancel such term by further deriving in Proposition 7.7 that
kNN −
1
2
ΞL = −
1
2
(
L(log c+ ̺) + 2L(v)N
)
. (1.32)
Based on the above trace decomposition, and the equation L logb = −kNN in (7.12), we consider
instead of z the normalized quantity Y = b(trχ + ΞL) −
2
r˜ . Note z = b
−1Y + 2b
−1−1
r˜ , where
the second term on the right hand side and b−1 are relatively easier to control. Thus, it remains
to derive the bound of ‖Y ‖L2tL∞x (u≥0). Note the transport equation of /∇Y takes the form,
/∇L( /∇AY − be
̺( curlΩ)A) +
2
r˜
( /∇AY − be
̺( curlΩ)A)
= −
2
r˜
/∇(ΞL − 2kNN) + be
̺eAiΠ
ijǫ ljm ( curl
2Ω)lN
m + · · · . (1.33)
By using (1.32), we derive the following trace decomposition
2 /∇(ΞL − 2kNN) = L/∇π1 + l.o.t, with π1 = 2 /∇(log c+ ̺) + 4 /∇v
iNjgij .
Substituting the above identity to the first term on the right hand side of (1.33), we can see
that the transport equation of /∇AY − be
̺( curl Ω)A +
π1
r˜ no longer contains the singular higher
order term. Thus we manage to control the estimates of Y and the desired estimate for z. See
the details of the proof in Proposition 8.18. The estimate of trχ− 2r˜ follows due to the bounded
norm of ‖ΞL‖L2tL∞x by the bootstrap assumption (2.1) and the estimate of z.
To reduce the technical baggage for controlling the full null second fundamental form (with
trχ being its trace), we manage to improve the treatment for the torsion tensor ζ. One can refer
to Section 8 for the details.
1.4. Organization of the proof. The proof of Theorem 1.1 consists of three main building
blocks: energy and flux propagation, linearization and reduction for Strichartz estimates, control
of the causal geometry of the acoustic spacetime.
The energy propagation includes the propagations of v, ̺ and the vorticity from the Cauchy
data. They are completed in Section 2 and 3 with the help of the main bootstrap assumption
(2.1) in R3 × [0, T ]. In Section 2, the energy estimate of v+, ̺ up to the order of H2x can be
bounded together with deriving the bounds of the Lpx norms of ∂Ω, ∂w, ∂
2η, with 2 ≤ p ≤ 33−s
from the initial data. They are summarized in Corollary 2.11. To bound the highest order
energy ‖∂v, ∂̺‖Hs−1x , Proposition 2.14 shows that it relies on the norm of ‖ curl Ω(t)‖Hs−
3
2
x
. We
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then bound the stronger norm ‖Ω‖C0t [0,T ]H2x in (3.6) in Section 3.1 by performing the trilinear
estimates. This closes the highest order energy control on v and ̺ in Corollary 3.3. We then use
this result to obtain the highest order energy bound for the vorticity in Proposition 3.5.
To prove (2.1), as in [32], we take the framework of the physical approach initiated by the
work of [11] (see also [12, 14]). In Section 4-5 we obtain the Strichartz estimates in Theorem 4.1
based on Theorem 5.3, which proves (2.1). The proof consists of a series of reductions. We first
prove Theorem 4.1 by applying the dyadic Strichartz estimates in Theorem 4.3 to the Littlewood-
Paley pieces Pλ∂v+ and Pλ∂̺, with large λ, which are represented in (4.5) by the solution of the
linearized wave equation. By running the T T ∗ argument,10 we then reduce the proof of Theorem
4.10, which is the rescaled statement of Theorem 4.3, to the decay estimate in Theorem 4.11.
By proper localizations in the physical space, it is then reduced to the proof of Proposition 4.12
and then further reduced to controlling the conformal energy in Theorem 5.3 in the domain of
influence of a unit ball with the life-span slightly less than the large frequency λ.
To prove Theorem 5.3, we need to run the multiplier approach in [32, Section 7] which also
adopts a conformal change of the spacetime metric for the purpose of normalizing the causal
geometry. To obtain the necessary geometric control required therein, we carry out geometric
analysis of the acoustic null cones in Section 8 and Section 9. In Section 5-7, we provide pre-
liminaries for controlling the causal geometry. In Section 5, we give the geometric set-up for the
acoustic null cones. In Section 6, we obtain the control on derivatives of the metric and vortic-
ity along the null cones from the energy estimates in the ambient acoustic spacetime, upto the
highest order, with the help of the trace estimates and elliptic estimates for derivatives of η. In
Section 7, we derive the important trace decompositions for /∇(RLL) and the second fundamental
form in Proposition 7.5 and Proposition 7.7, and also provide the structure equations of the null
tetrad and the necessary decompositions of Riemann curvature. In Section 8, by using the re-
sults in Proposition 7.5 and Proposition 7.7, we prove Proposition 8.2 simultaneously with other
estimates therein. With the help of them, in Section 9, we further control the renormalized mass
aspect function and obtain the derivative control of the conformal factor used for the geometric
normalization, in Proposition 9.4 and Proposition 9.5. Thus we complete the full set of geometric
estimates for running the proof in [32, Section 7]. This completes the proof of Theorem 5.3.
2. Energy estimates for wave functions (v+, ̺)
2.1. Bootstrap assumptions. For the fixed number 2 < s < 52 , we fix
0 < ǫ0 <
s− 2
5
, s′ − 2 = δ0 = ǫ20.
Now we make the following preliminary bootstrap assumption in a spacetime slab [0, T ] × R3
with T > 0 (or, identically, (M,g)) that
‖∂̺,∂v+,∂v‖
2
L2tL
∞
x
+
∑
λ≥2
λ2δ0‖Pλ(∂̺,∂v+)‖
2
L2tL
∞
x
≤ 1, (2.1)
where Pλ is the Littlewood-Paley projector with frequency λ = 2
k defined for any function f by
Pλf(x) = fλ(x) =
∫
R3
eix·ξβ(λ−1ξ)fˆ(ξ)dξ (2.2)
with β a smooth function supported in the shell {ξ : 12 ≤ |ξ| ≤ 2} satisfying
∑
k∈Z β(2
kξ) = 1 for
ξ 6= 0. We refer to [22] for detailed properties of Littlewood-Paley decompositions.
10See [29, Section 4] and [32, Setion 3 and Section 9] for the T T ∗ argument and also for more details of the
reduction.
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We also make an auxiliary bootstrap assumption that
‖∂̺‖L2tL3x([0,T ]×R3) ≤ 1, (2.3)
which will be improved in Section 2.5 to
‖∂̺‖L2tL3x([0,T ]×R3) ≤ CT
1
2
where C is a universal constant.
(2.1) will be improved to
‖∂v+,∂̺,∂v‖
2
L2tL
∞
x
+
∑
λ≥2
λ2δ0‖Pλ(∂̺,∂v+)‖
2
L2tL
∞
x
≤ CT 2γ1 , (2.4)
where s > 2 and 0 < γ1 ≤ ǫ0. With 0 < T < 1 sufficiently small, we can have max(CT
1
2 , CT 2γ1) <
1. The improvement will be achieved in Section 4 by establishing the dyadic Strichartz estimate
in Theorem 4.3 for (1.15), and by a delicate linearization from (1.24) of Ψ = (v+, ̺) to (1.15).
To prove the Strichartz estimates (2.4), we need the full energy control for v, ̺ in Corollary 3.3.
To complement the energy estimates on v+, ̺ by using wave equations, the estimates for η will
be achieved by elliptic estimates combined with the energy estimates for curl(≤2)Ω, completed
in Section 3.
Since any point (x, t) ∈ (M,g) can be reached by following the integral curve of T, denoted
by x(t), from the initial slice
c(x(t), t)/c(x(0), 0) − 1 = c(x(0), 0)−1
∫ t
0
c′(̺)T̺; ̺(x(t), t) = ̺(x(0), 0) +
∫ t
0
T̺. (2.5)
By (1.10) at t = 0, |̺| ≤ C1. By the evolution of ̺ and (2.1), we can obtain for all t ∈ [0, T ],
|̺| ≤ C1 + 1. Since c, c′ are smooth functions about ̺, |c′, c| . 1. By using (2.1)
|
c(x(t), t)
c(x(0), 0)
− 1| . (C1 + 1)c(x(0), 0)
−1T
1
2 ≤ Cc−10 T
1
2 <
1
2
as long as we fix 0 < T
1
2 < 12c0C
−1, where C is a universal constant. This leads to 12 <
c(x(t), t)/c(x(0), 0) < 32 and thus for t ∈ [0, T ],
1
2
c0 <
1
2
c(x(0), 0) ≤ c ≤
3
2
c(x(0), 0) ≤ C0, (2.6)
where C0 is a universal constant.
This fact together with the fact that |c′, c′′| . 1 in [0, T ]× R3 will be frequently used in this
paper. The metric gij = c
−2δij is thus always an conformally flat Riemannian metric on Σt for
0 < t ≤ T .
Similar to (2.5), we can also obtain the bound on v due to (2.1) and the C1 bound in (1.10).
Thus we will frequently use |̺, v| . 1, and
‖C(f)‖L∞x . 1, ‖∂(C(f))‖L∞x . ‖∂f‖L∞x (2.7)
with f = ̺ or v, where C(y) is a smooth function.
2.1.1. The second fundamental form. Next we derive the formula for the second fundamental
form.
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Proposition 2.1. Define the second fundamental form for T on Σt as kij := −
1
2LTgij. Let
gijkij = Trk, and kˆij = kij −
1
3Trkgij. There hold
kij = −
1
2
c−2(−2T(log c)δij + ∂ivj + ∂jvi) (2.8)
Trk = 3T log c− div v. (2.9)
Proof. By the fact that
[T, ∂i] = −∂iv
a∂a, (2.10)
we can compute by definition that
kij = −
1
2
LTgij = −
1
2
(Tgij − g([T, ∂i], ∂j)− g(∂i, [T, ∂j ]))
= −
1
2
(T(c−2)δij + ∂ivagaj + ∂jvagia)
= −
1
2
c−2(−2T(log c)δij + ∂ivj + ∂jvi).
Thus the trace and the traceless part of k are
Trk = gijkij = −
1
2
(−6T(log c) + 2div v) = 3T log c− div v,
kˆij = −
1
2
c−2(∂ivj + ∂jvi) +
1
3
c−2 div δij .
The proof is complete. 
2.2. Preliminaries for energy estimates. To begin with, we give the uniform method to treat
the equations (1.23) and (1.8) without involving the term TTη in analysis.
2.2.1. Reduction to the first order system. We note the main equations (1.23) and (1.8) take the
form of
✷gΨ =W +TY − TrkY, (2.11)
which can be written as the first order equation system for a pair of functions (U, V ){
TU = V + FU
TV = ∆gU + FV +TrkV
(2.12)
with
U = Ψ, FU = −Y, FV = −W. (2.13)
It is crucial not to apply T derivative to (2.11) for energy estimate. The use of (2.12) allows us
to keep track of the error terms produced by applying the spatial derivatives or Littlewood-Paley
projector Pλ with λ > 1 to (2.11).
(2.11) for Ψ = v+ can be written as (2.12) with
U = vi+, V = Tv
i, FU = −Tη
i, FV = −Q˜
i + c2ηi; (2.14)
(2.11) for Ψ = ̺ can be written as (2.12) with
U = ̺, V = T̺, FU = 0, FV = −Q
0. (2.15)
We denote Uv+ and U̺ the functions U listed above for Ψ = v+ or ̺ respectively. The same
convention applies to V and the errors FU and FV . We set the vector-valued function U =
(Uv+ , U̺) and V = (Vv+ , V̺) to unify both cases. In the same manner
FU = (FUv+ , 0), FV = (FVv+ , FV̺).
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By abuse of notation, when using U and V unless specified, we mean the components in the
corresponding vectors U and V. We can directly write in view of (2.14) and (2.15) that
FU = (−Tη, 0). (2.16)
Consolidating the quadratic forms Q0 in (1.8) and Q˜i in (1.23), we write both components of
FV as
FV = (C(̺) + 1) ·Z + c
2(η +w · ∂̺+ ∂(log c) · ∂η), (2.17)
where C(̺) denotes some smooth functions of ̺, which may vary when distributed to each term
in the other factor of the product, and
Z = (∂v)2 + ∂̺ · (∂v + ∂̺). (2.18)
Here we use ∂f to denote the component of total derivative (∂f,Tf) for smooth functions f .
We may write FU to represent any of the components in FU, and apply the same convention to
FV.
By using (2.10) we differentiate (2.12) to obtain the equation system for (U
(1)
i , V
(1)
i ) = (∂iU, ∂iV ){
TU(1) = V(1) + FU(1)
TV(1) = ∆gU
(1) + FV(1) +TrkV
(1),
(2.19)
where
FU(1) = ∂iFU − ∂iv
m∂mU
FV(1) = ∂i(c
2)∆eU − ∂iv
m∂mV − ∂i(c
2∂m(log c))∂mU + V ∂iTrk + ∂iFV .
(2.20)
For calculating the above error terms, we used the commutator formula for the scalar function
f = U ,
∂i∆gf −∆g(∂if) = ∂i(c
2)∆ef − ∂i
(
c2∂j(log c)
)
∂jf.
For (U, V ) satisfying (2.12), by applying the Littlewood-Paley projection Pµ with µ > 1 to
(2.12), we can obtain (2.12) holds for the pair of functions (Uµ, Vµ) := (PµU, PµV ) with FUµ and
FVµ given by{
FUµ = −[Pµ, v
m]∂mU + PµFU ,
FVµ = [Pµ, c
2]∆eU + PµFV + [Pµ,Trk]V − [Pµ, c2∂l(log c)]∂lU − [Pµ, vm]∂mV.
(2.21)
Define the energy for (U, V ) satisfying (2.12) by
E(t) = E [U ](t) :=
1
2
∫
Σt
(
gij∂iU∂jU + |V |
2
)
dµg, (2.22)
which may also be denoted by EU (t). With U(0) = U, V(0) = V , we define
E(m)(t) = E [U(m)](t), m = 0, 1,
E(1)µ (t) = E [U
(1)
µ ](t).
For the component of a vector-valued function such as vi+, we denote the sum of the energy of
all components of U i by the same notation whenever no confusion occurs.
The low order energy control can be undertaken for v and ̺ directly by using (1.7) and (1.8)
under the assumption of (2.1). This will be given in (2.35) and in Corollary 2.8.
For the higher order energy, we will construct the modified current for the equation (2.11),
which cancels the term TY on the right hand side. Only the spatial derivative of Y will be
involved in our analysis. This enables us to control energy (and energy flux in Section 6) for v+
and ̺ by (2.11) from initial data merely with the help of the norm of ‖ curlΩ‖
H
s− 1
2
x
and (2.1).
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2.2.2. The modified current. We construct the modified energy current of scalar functions U 11
satisfying the equation (2.11), or identically, (2.12) with (2.13),
P[U ]µ = −FUDµU +Q[U ]µνT
ν +
1
2
F 2UDµt, (2.23)
where for any scalar function f , Qαβ := Q[f ]αβ is the standard energy momentum tensor defined
by
Q[f ]αβ = ∂αf∂βf −
1
2
gαβD
µfDµf (2.24)
withD the Levi-Civita connection of g and indices lifted or lowered by g. Applying the divergence
theorem to Pµ in the spacetime region
⋃
0≤t′≤tΣt yields∫
Σt
PµT
µ =
∫
Σ0
PµT
µ −
∫ t
0
∫
Σt′
DµPµ, (2.25)
where we hide the standard volume element on Σt and
⋃
0≤t′≤tΣt′ which are dµg and dµgdt
′.
dµg is always comparable to dµe due to (2.6).
Now we show
DµPµ = −FV · V −D
iFUDiU − (k
ij −
1
2
Trkc2δji)DiUDjU −
1
2
TrkV 2. (2.26)
Indeed, since (2.12) implies V = −FU +TU , we have from the definition of Pµ that
DµPµ = −D
µFUDµU − FU✷gU +D
µQµνT
ν +
1
2
Qµν
(T)πµν
+ FUD
µFUDµt+
1
2
F 2U✷gt
= DT(FU )DTU −D
iFUDiU − FU✷gU +✷gUDTU +
1
2
Qµν
(T)πµν
+ FUD
µFUDµt+
1
2
TrkF 2U
= (−FU +DTU)(✷gU +DTFU )−D
iFUDiU +
1
2
Qµν
(T)πµν +
1
2
TrkF 2U
= (✷gU +DTFU )V −D
iFUDiU +
1
2
Qµν
(T)πµν +
1
2
TrkF 2U .
Here π(T) := LTg is the deformation tensor of T.
In view of (2.11) and (2.13), we obtain (2.26).
DµPµ = (−FV +TrkFU )V −D
iFUDiU +
1
2
Qµν
(T)πµν +
1
2
TrkF 2U . (2.27)
Note (T)πij = −2kij is the non-trivial part of π(T). We compute
−
1
2
Qµν
(T)πµν = Qijk
ij = kij(DiUDjU −
1
2
gijD
αUDαU)
= kijDiUDjU −
1
2
TrkDiUDiU +
1
2
Trk(DTU)
2
= kijDiUDjU −
1
2
TrkDiUDiU +
1
2
Trk
(
(FU )
2 + 2V FU + V
2
)
.
Substituting the above identity to (2.27) implies (2.26) in view of (2.11).
11This is adapted from the one introduced in [29, Section 3.2].
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We also compute
TµPµ = −FUTU +QµνT
µTν +
1
2
F 2UT(t)
=
1
2
(TUTU +DiUDiU) +
1
2
F 2U − FUTU
=
1
2
{(TU − FU )
2 +DiUDjU}
=
1
2
(|V |2 + c2δij∂iU∂jU).
This is identical to the integrand of (2.22). Thus∫
Σt
TµPµ = E(t). (2.28)
Lemma 2.2 (Fundamental inequalities for higher order energies). If ‖∂v‖L1tL∞x ([0,T ]×R3) . 1,
there hold with α > 0 that
E(t)
1
2 . E(t)
1
2 +
∫ t
0
(
‖∂FU‖L2x + ‖FV ‖L2x
)
dt′ (2.29)
E(1)(t)
1
2 . E(1)(0)
1
2 +
∫ t
0
(
‖∂FU(1)‖L2x + ‖FV(1)‖L2x
)
dt′ (2.30)
‖λαE
(1)
λ (t)
1
2 ‖l2
λ
. ‖λαE
(1)
λ (0)
1
2 ‖l2
λ
+
∫ t
0
(
‖λα∂F
U
(1)
λ
‖l2
λ
L2x
+ ‖λαF
V
(1)
λ
‖l2
λ
L2x
)
dt′ (2.31)
12
Remark 2.3. Since
∫
Σt
|∇f |2gdµg ≈
∫
Σt
|∂f |2dµe, with dµe the volume element of the Euclidean
metric, we will not distinguish the metric used for H˙1 norm. And the assumption ‖∂v‖L1tL∞x ([0,T ]×R3) .
1 is a consequence of (2.1).
Proof. We first derive from (2.26) that∫ t
0
∫
Σt′
|DαPα| .
∫ t
0
{(‖FV (t
′)‖L2x + ‖∂FU (t
′)‖L2x)E
1
2 (t′) + ‖k(t′)‖L∞x E(t
′)}dt′. (2.32)
Note |c′, c−1| . 1 due to (2.6) and (2.7). We can bound |T log c| . |T̺|. Hence using (2.8) and
the first equation in (1.4), we have
|k| . |∂v|. (2.33)
In view of (2.33), substituting (2.32) and (2.28) into (2.25) gives
E(t) ≤ E(0) +
∫ t
0
{(‖FV (t
′)‖L2x + ‖∂FU (t
′)‖L2x)E
1
2 (t′) + ‖∂v(t′)‖L∞x E(t
′)}dt′.
(2.29) follows immediately by using Gronwall’s inequality and the bound ‖∂v‖L1tL∞x ([0,T ]×R3) . 1.
Applying (2.29) to (U(1), V(1)) with error terms verifying (2.20), we can obtain (2.30). Applying
(2.29) to (U
(1)
λ , V
(1)
λ ) with error terms (2.21) substituted by (U
(1), V(1)) gives (2.31). 
Corollary 2.4. Under the assumption of (2.1), there hold the energy estimates for l = 0, 1,
E(l)(t)
1
2 . E(l)(0)
1
2 +
∫ t
0
{‖∂∂(l)FU , ∂
(l)FV ‖L2x + l(‖∂v‖H1x + ‖∂̺‖H1x)(‖∂U‖L∞x + ‖V ‖L∞x )}dt
′.
(2.34)
12In this paper, for any f , ‖f‖l2
λ
:= (
∑
λ>1 |fλ|
2)
1
2 with λ dyadic.
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Proof. The case of l = 0 in (2.34) is (2.29). We only need to consider the first order estimate,
for which need to bound the integrand of the right hand side of (2.30). In view of (2.20), we
compute that
‖∂FU(1)‖L2x . ‖∂
2FU‖L2x + ‖∂v‖L∞x ‖∂
2U‖L2x + ‖∂
2v‖L2x‖∂U‖L∞x ,
‖FV(1)‖L2x . ‖∂̺‖L∞x ‖∆eU‖L2x + ‖∂v‖L∞x ‖∂V ‖L2x + ‖∂Trk‖L2x‖V ‖L∞x
+ ‖∂2(c2)‖L2x‖∂U‖L∞x + ‖∂FV ‖L2x
. ‖∂̺, ∂v‖L∞x E
(1)(t) + (‖V ‖L∞x + ‖∂U‖L∞x )(‖∂
2c‖L2x + ‖|∂Trk‖L2x) + ‖∂FV ‖L2x .
By using (2.9) and the first equation in (1.4), |c, c′, c′′, c−1| . 1, and Sobolev embedding, we
bound
‖∂Trk‖L2x + ‖∂
2(c2)‖L2x . ‖∂v‖H1x + ‖∂̺‖H1x .
Combining the above two estimates, we can obtain (2.34). 
The purpose of introducing the modified current is mainly to control the higher order energy.
For the low order estimates, we adopt the standard method.
Proposition 2.5 (0-order energy). Under the assumption (2.1), there holds
‖∂v,∂̺‖L2(Σt) . ‖∂v,∂̺‖L2(Σ0) +
∫ t
0
‖ curlΩ(t′)‖L2xdt
′. (2.35)
Proof. To prove (2.35), we recall the standard energy approach.
By applying the divergence theorem to the energy current P
(T)
α [f ] = Q[f ]αβT
β, we can obtain
the energy identity∫
QαβT
αTβ(t)dµg −
∫
QαβT
αTβ(0)dµg = −
∫
[0,t]×R3
(
✷gfDTf +
1
2
(T)παβQ
αβ
)
. (2.36)
For any smooth scalar function, since
Q[f ]TT =
1
2
(
(Tf)2 + c2δij∂if∂jf
)
there holds for 0 ≤ t ≤ T∫
Σt
Q[f ]TTdµg ≈
∫
Σt
(
|∂f |2 + |Tf |2
)
dµe = ‖∂f(t)‖
2
L2x
, (2.37)
where the constant depends on c0 and C0.
Since the non-trivial component of the deformation tensor π
(T)
ij = −2kij , we use (2.33) to
bound |Qαβ(T)παβ | . |∂v||∂f |2. Due to (2.1),
‖∂f(t)‖L2x . ‖∂f(0)‖L2x +
∫ t
0
‖✷gf(t
′)‖L2xdt
′. (2.38)
Applying (2.38) to (1.7) for v and to (1.8) for ̺, and using (1.4) lead to
‖∂v(t)‖L2x + ‖∂̺(t)‖L2x
. ‖∂v(0)‖L2x + ‖∂̺(0)‖L2x +
∫ t
0
(‖✷gv‖L2x + ‖✷g̺‖L2x)dt
′
. ‖∂v(0)‖L2x + ‖∂̺(0)‖L2x +
∫ t
0
{‖(∂̺+ ∂v)2‖L2x + ‖∂̺Ω‖L2x + ‖ curlΩ(t
′)‖L2x}dt
′
. ‖∂v(0)‖L2x + ‖∂̺(0)‖L2x +
∫ t
0
‖∂̺,∂v‖L∞x ‖∂̺,∂v,Ω‖L2x + ‖ curl Ω‖L2x}dt
′.
20 QIAN WANG
Since |Ω| . |∂v|, we will incorporate this term as part of ∂v in the last line. The consequence
drops out by using Gronwall’s inequality and (2.1). 
In order to carry out energy estimate for the dyadic pairs (Uµ, Vµ), we need to derive a series of
product estimates and commutator estimates with Littlewood-Paley theory. Since the estimates
are not limited to the applications in the energy estimates, we provide them in Section 10.
Now we give the energy inequality of the highest order.
Proposition 2.6. With 0 < α < 1, under the assumption of (2.1), there holds
‖µαE(1)µ (t)
1
2 ‖l2µL2x . ‖µ
αE(1)µ (0)
1
2 ‖l2µL2x + T
1
2 sup
0≤t′≤t
E(≤1)(t′)
1
2
+
∫ t
0
(‖∂v, ∂(c2),Trk‖H1+αx ‖∂U, V ‖L∞x + ‖∂(∂FU , FV )‖H˙αx )dt
′.
Proof. In view of (2.31), we control the integrand with the help of (2.21). Recall that
F
U
(1)
µ
= −[Pµ, v
m]∂mU
(1) + PµFU(1)
F
V
(1)
µ
= [Pµ, c
2]∆eU
(1) + PµFV(1) + [Pµ,Trk]V
(1) −
1
2
[Pµ, ∂(c
2)]∂U(1) − [Pµ, v
m]∂mV
(1).
To treat the commutators, we will employ commutator estimates provided in Section 10. By
applying (10.4) to (F,G) = (v, U(1)), we can bound
‖µα∂F
U
(1)
µ
‖l2µL2x . ‖∂[Pµ, v]∂U
(1)‖l2µL2x + ‖µ
α∂PµFU(1)‖l2µL2x
. ‖µα∂PµFU(1)‖l2µL2x + ‖∂v‖L∞x ‖∂U
(1)‖Hαx + ‖∂v‖H1+αx ‖U
(1)‖L∞x .
(2.39)
To estimate ‖µαF
V
(1)
µ
‖l2µL2x , we first apply (10.2) to (F,G) = (c
2, ∂U(1)) and (v, V(1)) to derive
‖µα[Pµ, c
2]∆eU
(1)‖l2µL2x + ‖µ
α[Pµ, v]∂V
(1)‖l2µL2x . ‖∂̺‖L∞x ‖∂U
(1)‖Hαx + ‖∂v‖L∞x ‖V
(1)‖Hαx .
Note V(1) = ∂V . Applying (10.3) to (F,G) = (∂(c2), U(1)) and (Trk, V ) yields
‖µα[Pµ, ∂(c
2)]∂U(1)‖l2µL2x + ‖µ
α[Pµ,Trk]V
(1)‖l2µL2x
. ‖∂̺,Trk‖L∞x ‖∂U
(1), V(1)‖Hαx + ‖∂(c
2),Trk‖H1+αx ‖U
(1), V ‖L∞x .
Combining the above two estimates in view of the formula of F
V
(1)
µ
and also using (2.33) imply
‖µαF
V
(1)
µ
‖l2µL2x . ‖µ
αPµFV(1)‖l2µL2x + ‖∂̺, ∂v‖L∞x ‖∂U
(1), V(1)‖Hαx
+ ‖∂(c2),Trk‖H1+αx ‖U
(1), V ‖L∞x .
(2.40)
It remains to bound the first terms on the right hand side of (2.39) and (2.40). In view of (2.20),
we apply (10.8) to (F,G) = (∂v, ∂U) to derive
‖µαPµ∂FU(1)‖l2µL2x . ‖∂
2FU‖H˙αx + ‖µ
αPµ∂(∂v · ∂U)‖l2µL2x
. ‖∂2FU‖H˙αx + ‖∂
2v‖Hα‖∂U‖L∞x + ‖∂v‖L∞x ‖∂
2U‖Hαx .
Applying (10.7) to (F,G) = (V,Trk), (∂U, ∂(c2)), (∂v, V ) and (∂(c2), ∂U) yields
‖µαPµFV(1)‖l2µL2x . ‖∂v,Trk‖H1+α‖V ‖L∞x + ‖∂(c
2)‖H1+αx ‖∂U‖L∞x
+ ‖∂v, ∂̺‖L∞x ‖V
(1), ∂U‖H1+αx + ‖∂FV ‖H˙αx ,
where we also used (2.33) to bound |Trk| . |∂v|.
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We summarize the above estimates as
‖µαPµ∂FU(1)‖l2µL2x + ‖µ
αPµFV(1)‖l2µL2x (2.41)
. ‖∂v, ∂(c2),Trk‖H1+α‖V, ∂U‖L∞x + ‖∂v, ∂̺‖L∞x ‖V
(1), ∂U‖H1+αx + ‖∂
2FU‖H˙αx + ‖∂FV ‖H˙αx .
Substituting the inequality to (2.31) implies that for 0 < α < 1,
‖µαEµ(t)
1
2 ‖l2µL2x . ‖µ
αE
1
2
µ (0)‖l2µL2x +
∫ t
0
‖∂v, ∂̺‖L∞x (‖µ
αE(1)µ (t
′)
1
2 ‖l2µ + E
(≤1)(t′))dt′
+
∫ t
0
(‖∂v, ∂(c2),Trk‖H1+αx ‖∂U, V ‖L∞x + ‖∂(∂FU , FV )‖H˙αx )dt
′.
Proposition 2.6 follows by applying the Gronwall’s inequality with the help of ‖∂v, ∂̺‖L1tL∞x . 1
due to (2.1). 
The main task will be to control ‖∂(∂FU , FV )‖L1tHαx with 0 ≤ α ≤ s− 2 for both U = v+ and
U = ̺. In particular for U = v+, due to (2.14), we need to provide estimates for ∂η. This will
be carried out in the following subsection.
2.3. Preliminary Estimates for Ω and η. We first rely on the definition of η in (1.21) and
the equation (1.6) to prove the following estimates for the vorticity and η.
Lemma 2.7. (1) For any p ≥ 2,
‖Ω(t)‖Lpx . ‖Ω(0)‖Lpx . 1; (2.42)
(2) Let 0 < ǫ ≤ s− 2. For any 2 ≤ p ≤ 31−ǫ , there hold
‖∂Ω, ∂w‖Lpx . ‖∂̺‖Lpx + 1, (2.43)
‖ curlΩ,C‖Lpx . 1, (2.44)
and
‖∂2η‖Lpx . ‖∂̺‖Lpx + 1. (2.45)
Substituting the estimate (2.44) into (2.35) implies the lowest order energy estimate,
Corollary 2.8.
‖∂̺,∂v‖L2(Σt) . ‖∂̺,∂v‖L2(Σ0) + T . 1.
Proof of Lemma 2.7. The first inequality in (2.42) can be obtained by integrating (1.6) with the
help of the bound ‖∂v‖L1tL∞x . 1 due to (2.1). The second one is due to Sobolev embedding
‖Ω(0)‖Lpx . ‖Ω(0)‖
H
3
2
+
x
. 1 for all p > 2.
Similarly, by integrating (1.9), for 2 ≤ p ≤ 31−ǫ
‖C(t)‖Lpx . ‖C(0)‖Lpx +
∫ t
0
‖∂v‖L∞x ‖∂Ω‖Lpx. (2.46)
Recall from (1.5) and the definition of C that
divΩ = −Ωa∂a̺, curl Ω = e
̺
C
The Lp estimate for the above Hodge system gives
‖∂Ω‖Lpx . ‖Ω · ∂̺‖Lpx + ‖C‖Lpx .
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Substituting the above estimate into (2.46) implies
‖C(t)‖Lpx . ‖C(0)‖Lpx +
∫ t
0
‖∂v‖L∞x (‖Ω · ∂̺‖Lpx + ‖C‖Lpx)dt
′.
By using (2.42) for the estimate of ‖Ω‖Lpx and applying (2.1) for ‖∂v, ∂̺‖L2tL∞x . 1, we can obtain
‖C(t)‖Lpx . 1.
This gives the estimate of (2.44) and we can bound
‖∂Ω‖Lpx . ‖Ω‖L∞x ‖∂̺‖Lpx + 1 . ‖∂̺‖Lpx + 1
which is the first estimate in (2.43).
It is straightforward to compute,
curlwi = curl (Ωe
̺)i = ǫ
mn
i (∂mΩn +Ωn∂m̺)e
̺.
We hence have obtained the Hodge system
divw = 0, curlwn = e
̺
(
( curl Ω)n + ǫ
ij
n Ωj∂i̺
)
. (2.47)
It follows by the Lp estimate for the above Hodge system, (2.44) and (2.42) that
‖∂w‖Lpx . ‖C‖Lpx + ‖∂̺‖Lpx‖Ω‖L∞x . 1 + ‖∂̺‖Lpx, (2.48)
which is the second estimate of (2.43).
Also in view of (2.47), (2.44) and (2.42), we have
‖∂2η‖Lpx . ‖∂
2Λ−2( curlw)‖Lpx . ‖Ω · ∂̺‖Lpx + ‖ curl Ω‖Lpx . ‖∂̺‖Lpx + 1,
which gives (2.45). The proof of Lemma 2.7 is complete. 
Next, we give more estimates on η.
Proposition 2.9. There hold the following estimates for t ∈ [0, T ],
‖η‖H2x . 1, ‖η‖L∞x . 1, (2.49)
‖Tη‖Hlx . 1 + l
(
‖∂η‖L∞x + ‖∂v‖H1x(‖∂̺‖L3x + 1)
)
, l = 0, 1 (2.50)
‖∂Tη‖H1x . ‖∂v‖H1x(‖∂η‖L∞x + ‖∂̺‖L3x + 1). (2.51)
Proof. The first estimate in (2.49) is obtained by using (2.45) and Corollary 2.8, and the second
one follows immediately as its consequence by Sobolev embedding.
Consider the estimate of Tη. We first derive the symbolic formula
T( curlw)n = ∂
(
∂vΩe̺
)
+ Ce2̺∂v + ∂v · ∂̺Ωe̺. (2.52)
Indeed, by using the second identity in (2.47), (1.6), (1.9) and the first equation in (1.4) that
T( curlw)n = T(Cne
2̺) +T
(
Ωjǫ
ij
n ∂i(e
̺)
)
= TCne
2̺ + CnT(e
2̺) +TΩjǫ
ij
n ∂i(e
̺) + Ωjǫ
ij
n T∂i(e
̺)
= (TCn + 2CnT̺)e
2̺ +Ωa∂avjǫ
ij
n ∂i(e
̺) + Ωjǫ
ij
n (∂iT(e
̺) + [T, ∂i]e
̺)
= −2∂b(Ωj∂av
jǫ abn e
̺) + ∂avn curl Ω
ae̺ + 2Cne
2̺T̺+ ∂i(Ωjǫ
ij
n T(e
̺))
− ( curl Ω)nT(e
̺) + Ω∂v∂e̺
= −2∂b(Ωj∂av
jǫ abn e
̺) + ∂i(Ωjǫ
ij
n T(e
̺)) + Cne
2̺∂v +Ω∂v∂e̺,
where we used (2.10) and also have written the higher order terms on the right hand side into
divergence form. By using the first equation in (1.4) again, we can obtain (2.52).
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We next show
‖∂(m)Λ−2T curlw‖H1x . m‖∂v‖H1x‖∂̺‖L3x + ‖∂v‖
max(m−1,0)
H1x
, m = 0, 1, 2, (2.53)
by using the following standard estimates for scalar functions F ,
‖Λ−1F‖L2x . ‖F‖L
6
5
x
, ‖Λ−2F‖L2x . ‖F‖L1x, (2.54)
which follows directly from the duality argument, Sobolev embedding and L2 estimates for the
Calderon-Zygmund operator. The constants in the inequalities are the universal Sobolev con-
stants.
By using (2.54), in view of (2.52), we derive by using (2.42), (2.44), Corollary 2.8 and Sobolev
embedding that
‖Λ−2T curlw‖L2x . ‖Λ
−2∂
(
∂vΩe̺
)
‖L2x + ‖Λ
−2(∂v(e̺C+ ∂̺Ω)e̺)‖L2x
. ‖∂v · Ω‖
L
6
5
x
+ ‖∂ve̺(Ce̺ + ∂̺Ω)‖L1x
. ‖∂v‖L2x‖Ω‖L3x + ‖∂v‖L2x
(
‖∂̺‖L2x‖Ω‖L∞x + ‖C‖L2x
)
. 1;
and
‖∂Λ−2T curlw‖L2x . ‖∂v‖L2x‖Ω‖L∞x + ‖Λ
−1(∂v(e̺C+ ∂̺Ω)e̺)‖L2x
. 1 + ‖‖∂v(e̺C+ ∂̺Ω)e̺‖
L
6
5
x
. 1 + ‖C‖L3x‖∂v‖L2x + ‖Ω‖L∞x ‖∂v‖L6x‖∂̺‖L3x
. 1 + ‖∂v‖H1x‖∂̺‖L3x.
Similarly, also using (2.43)
‖∂2Λ−2T curlw‖L2x . ‖∂(∂vΩe
̺)‖L2x + ‖∂v(Ce
̺ +Ω∂̺)e̺‖L2x
. ‖∂2v‖L2x‖Ω‖L∞x + ‖∂v‖L6x‖C, ∂Ω‖L3x + ‖Ω‖L∞x ‖∂v‖L6x‖∂̺‖L3x
. ‖∂v‖H1x(‖∂̺‖L3x + 1).
Therefore (2.53) is proved.
On the other hand by the definition of η in (1.21)
T(I −∆e)η = T curlw
which implies
Tη = (I −∆e)
−1(−[T, I −∆e]η +T curlw).
By using (2.10), there holds symbolically that
[T,∆e]η = ∂(∂v∂η) + ∂v(∂
2η).
Thus,
Tη = Λ−2(∂(∂v∂η) + ∂v∂2η +T curlw). (2.55)
By using (2.54), we first give the base order estimate for Tη with the help of the above identity,
‖Tη‖L2x ≤ ‖Λ
−1(∂v∂η)‖L2x + ‖Λ
−2(∂v∂2η)‖L2x + ‖Λ
−2T curlw‖L2x
. ‖∂v∂η‖
L
6
5
x
+ ‖∂v · ∂2η‖L1x + ‖Λ
−2T curlw‖L2x
. ‖∂v‖L2x(‖∂η‖L3x + ‖∂
2η‖L2x) + ‖Λ
−2T curlw‖L2x
. 1 + ‖Λ−2T curlw‖L2x ,
where we employed Corollary 2.8, Sobolev embedding and the first estimate in (2.49).
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For higher order derivatives, in view of (2.55), using (2.49), Corollary 2.8, Sobolev embedding
and the first estimate in (2.54), we derive
‖∂Tη‖L2x . ‖∂v · ∂η‖L2x + ‖Λ
−1(∂v · ∂2η)‖L2x + ‖∂Λ
−2T curlw‖L2x
. ‖∂v‖L2x‖∂η‖L∞x + ‖∂v · ∂
2η‖
L
6
5
x
+ ‖∂Λ−2T curlw‖L2x
. ‖∂v‖L2x‖∂η‖L∞x + ‖∂v‖L3x‖|∂
2η‖L2x + ‖∂Λ
−2T curlw‖L2x
. ‖∂η‖L∞x + ‖∂v‖L3x + ‖Λ
−2T curlw‖H1x ;
‖∂2Tη‖L2x . ‖∂(∂v∂η)‖L2x + ‖∂v · ∂
2η‖L2x + ‖∂Λ
−2T curlw‖H1x
. ‖∂2v‖L2x‖∂η‖L∞x + ‖∂v‖L6x‖∂
2η‖L3x + ‖∂Λ
−2T curlw‖H1x
. ‖∂v‖H1x(‖∂η‖L∞x + ‖∂̺‖L3x + 1) + ‖∂Λ
−2T curlw‖H1x ,
where we also used (2.45) to derive the last line.
Note by using Corollary 2.8 and Sobolev embedding
‖∂v‖L3x . ‖∂v‖
1
2
H1x
‖∂v‖
1
2
L2x
+ ‖∂v‖L2x . ‖∂v‖
1
2
H1x
+ 1.
Applying (2.53) to the above inequalities leads to
‖Tη‖Hlx . 1 + l
(
‖∂η‖L∞x + ‖∂v‖H1x(‖∂̺‖L3x + 1)
)
, l = 0, 1
‖∂Tη‖H1x . ‖∂v‖H1x(‖∂η‖L∞x + ‖∂̺‖L3x + 1).
These are (2.50) and (2.51).

2.4. Energy estimates for v+ and ̺. We will provide the energy estimates for v+ and ̺ in
this subsection. To distinguish the energies with (U, V, FU , FV ) defined in (2.14) and (2.15), we
denote the two sets of energies by E
(l)
v+(t) and E
(l)
̺ (t) respectively.
2.4.1. Lower order energy estimates. We give the first order energy estimate, where the 0-order
energy estimate in Corollary 2.8 will be frequently used.
Proposition 2.10 (First order energies). For (U, V, FU , FV ) given in (2.14) and (2.15), there
hold
(0)
‖FU‖H1x . 1 + ‖∂η‖L∞x + ‖∂v‖H1x(‖∂̺‖L3x + 1); (2.56)
‖Z ‖L2x + ‖FV ‖L2x . ‖∂v,∂̺‖L∞x + 1 + ‖∂̺‖L3x (2.57)
and in particular FU ≡ 0 for U = ̺.
(1)
‖∂2FU‖L2x . (1 + ‖∂v+‖H1x)(‖∂η‖L∞x + ‖∂̺‖L3x + 1) (2.58)
‖∂FV ‖L2x . (‖∂v,∂̺, ∂η‖L∞x + ‖∂̺‖L3x + 1)
(
‖∂̺‖H1x + ‖∂
2v+‖L2x + 1
)
. (2.59)
(2)
E(≤1)v+ (t)
1
2 + E(≤1)̺ (t)
1
2 . E(≤1)v+ (0)
1
2 + E(≤1)̺ (0)
1
2 + 1 . 1 (2.60)
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Proof. We first give the 0-order error estimates in (0). Recall FU = (−Tη, 0), (2.56) follows from
(2.50). Recall from (2.17) and Corollary 2.8, using the first estimate in (2.49), (2.42) and Sobolev
embedding we bound
‖Z ‖L2x + ‖FV ‖L2x . (‖∂v‖L2x + ‖∂̺‖L2x)(‖∂v‖L∞x + ‖∂̺‖L∞x ) + ‖η, (Ω, ∂η) · ∂̺‖L2x
. ‖∂v,∂̺‖L∞x + ‖η‖L2x + ‖Ω‖L∞x ‖∂̺‖L2x + ‖∂η‖L6x‖∂̺‖L3x
. ‖∂v,∂̺‖L∞x + 1 + ‖∂̺‖L3x .
This gives (2.57).
The estimate of (2.58) follows from (2.51), ‖∂2FU‖L2x = ‖∂
2Tη‖L2x , and the derivative esti-
mates
‖∂mv‖L2x . ‖∂
mη‖L2x + ‖∂
mv+‖L2x . ‖∂
mv+‖L2x + 1, m = 0, 1, 2, (2.61)
which is derived by using (2.49).
Next we consider ‖FV ‖H1x . In view of (2.17),
∂FV = ∂
(
(C(̺) + 1) ·Z
)
+ II (2.62)
with
II = ∂
(
c2(η +w · ∂̺+ ∂(log c) · ∂η)
)
and Z given in (2.18). Expanding ∂Z gives
∂Z = (∂̺+ ∂v) · (∂∂̺+ ∂∂v). (2.63)
It follows by using (1.4) and (2.61)
‖∂Z ‖L2x . ‖∂̺,∂v‖L∞x · (‖∂∂̺, ∂
2v+, ∂Tv‖L2x + 1)
. ‖∂̺,∂v‖L∞x (‖∂̺‖H1x + ‖∂
2v+‖L2x + ‖|∂̺|
2‖L2x + 1)
. ‖∂̺,∂v‖L∞x (‖∂̺‖H1x + ‖∂
2v+‖L2x + 1),
(2.64)
where we have used Sobolev embedding on R3 and Corollary 2.8 to bound
‖∂̺‖L4x . ‖∂̺‖
3
4
H1x
‖∂̺‖
1
4
L2x
. ‖∂̺‖H1x + 1. (2.65)
The estimate for the term II in (2.62) is performed term by term as follows:
‖∂(c2η)‖L2x . ‖∂̺‖L2x‖η‖L∞x + ‖∂η‖L2x . 1
where we used (2.49) and Corollary 2.8.
‖∂(c2w∂̺)‖L2x . ‖∂̺‖L6x‖∂w‖L3x + ‖w‖L∞x ‖|∂̺|
2‖L2x
. ‖∂̺‖H1x(‖∂̺‖L3x + 1)
where we used (2.42) and (2.43) to bound w, used (2.65) and Sobolev embedding to bound norms
of ∂̺. By using the first estimate in (2.49) and (2.65), we can obtain
‖∂(∂(c2)∂η)‖L2x . ‖∂
2(c2)‖L2x‖∂η‖L∞x + ‖∂
2η‖L2x‖∂(c
2)‖L∞x
. (‖∂̺‖H1x + 1)‖∂η‖L∞x + ‖∂̺‖L∞x .
Combining the above three estimates gives
‖II‖L2x . (‖∂̺‖H1x + 1)(‖∂η‖L∞x + ‖∂̺‖L3x + 1) + ‖∂̺‖L∞x
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In view of (2.62), substituting the estimate for ‖II‖L2x , (2.64) and the first estimate in (2.57)
leads to
‖∂FV ‖L2x . ‖∂Z ‖L2x + ‖∂C(̺)‖L∞x ‖Z ‖L2x + ‖II‖L2x
. (‖∂v,∂̺, ∂η‖L∞x + ‖∂̺‖L3x + 1)
(
‖∂̺‖H1x + ‖∂
2v+‖L2x + 1
)
.
This gives (2.59).
We now rewrite the error estimates (2.56)-(2.59) in view of and ∂η = ∂v − ∂v+ as
‖FU‖H2x + ‖FV ‖H1x . (‖∂v,∂̺, ∂v+‖L∞x + ‖∂̺‖L3x + 1)
(
E
(≤1)
v+ (t)
1
2 + E(≤1)̺ (t)
1
2 + 1
)
. (2.66)
Substituting the above estimates to (2.34) and also applying (2.61) imply
1∑
l=0
(E(l)v+(t)
1
2 + E(l)̺ (t)
1
2 )
.
∫ t
0
(‖∂v, ∂v+,∂̺‖L∞x + ‖∂̺‖L3x + 1)(E
(≤1)
̺ (t)
1
2 + E(≤1)v+ (t)
1
2 + 1)
+
1∑
l=0
(E(l)v+(0)
1
2 + E(l)̺ (0)
1
2 )
(2.67)
Similar to (2.61), there holds the derivative estimate
‖∂mv+‖L2x . ‖∂
mη‖L2x + ‖∂
mv‖L2x . ‖∂
mv‖L2x + 1, m = 0, 1, 2.
Therefore when t = 0, also using (1.4), Vv+ = Tv in (2.14) and Sobolev embedding ‖∂̺‖L4x .
‖∂̺‖H1x , we have
E(l)v+(0)
1
2 . ‖∂v(0)‖Hlx + ‖∂̺(0)‖Hlx , l = 0, 1.
Similarly in view of (2.15) and the first equation in (1.4), we derive
E(l)̺ (0)
1
2 . ‖∂̺(0)‖Hlx + ‖∂v(0)‖Hlx , l = 0, 1.
Thus we have the comparison result for the initial data that
E(l)v+(0) + E
(l)
̺ (0) . 1, l = 0, 1.
Using (2.1) and (2.3) and applying Gronwall’s inequality to (2.67), (2.60) can be proven. 
2.5. Improvement on (2.3). As a direct consequence of (2.60), by Sobolev embedding, we
obtain ‖∂̺‖L3x . ‖∂̺‖H1x . 1. Hence
‖∂̺‖L3x . 1, ‖∂̺‖L2tL3x . T
1
2 . (2.68)
Thus the bootstrap assumption (2.3) is improved.
We summarize some important estimates below for future reference.
Corollary 2.11. Let 0 < ǫ ≤ s− 2. There hold
‖∂v, ∂v+,∂̺‖H1x + ‖∂C(̺)‖H1x . 1, (2.69)
‖w,Ω‖H1x . 1, ‖∂Ω, ∂w, ∂
2η‖Lpx . 1, (2.70)
‖Ric(g)‖L2x . 1, (2.71)
where 2 ≤ p ≤ 31−ǫ and C(y) are smooth functions; and there hold the following error estimates
‖FU‖H2x + ‖FV ‖H1x . ‖∂v,∂̺, ∂v+‖L∞x + 1. (2.72)
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Proof. The first set of estimates in (2.69) is a consequence of Corollary 2.8 and (2.60). The
second estimate follows by using the first set of estimates and the smoothness of C′′ and Sobolev
embedding. Substituting (2.68) and (2.60) into (2.66) implies (2.72). It follows from (2.69) and
Sobolev embedding that ‖∂̺‖Lpx . 1 if 2 ≤ p ≤
3
1−ǫ . The derivative estimates in (2.70) can then
be derived by combining this estimate, (2.43) and (2.45). The L2x estimates for w and Ω have
been obtained in (2.42). Note Ric = g(∂2g + ∂g∂g). (2.71) is a consequence of the derivative
estimate of ̺ in (2.69) together with Sobolev embedding, (2.6) and |̺| ≤ C. 
Using [1] or [20, Theorem 5.4], there exists a constant d0 > 0 depending only on the constant
bounds in (2.6) and the bound of ‖Ric‖L2x , which is the uniform lower bound of radius of injectivity
on Σt for t ∈ [0, T ]. We assume T satisfies 0 < T ≤ min(d0, 1) throughout the paper.
Due to Corollary 2.8, and for smooth function C(y), there holds ‖C(̺), C′(̺)‖L∞x +‖∂̺‖H1x . 1.
This leads to
Lemma 2.12. Let 0 < α ≤ 12 be fixed. For C(̺) a smooth function of ̺, there hold for scalar
functions f that
‖Λα(C(̺)f)‖L2x . ‖Λ
αf‖L2x + ‖f‖L2x, (2.73)
‖Λ
1
2+α(C(̺)f)‖L2x . ‖Λ
1
2+αf‖L2x + ‖f‖L2x. (2.74)
Proof. For (2.73), we apply (10.13) to (F,G) =
(
C(̺), f
)
to obtain
‖Λα(C(̺)f)‖L2x ≤ ‖C(̺)‖L∞x ‖Λ
αf‖L2x + ‖C(̺)‖Bα∞,2‖f‖L2x. (2.75)
Note that due to Bernstein inequality
‖µαPµC(̺)‖L∞x . ‖µ
α+ 12Pµ∂C(̺)‖L2x .
Thus for all 0 ≤ α ≤ 12
‖µαPµC(̺)‖l2µL∞x . ‖∂C(̺)‖H1x . ‖∂̺‖H1x . 1.
Combining this inequality with (2.75) implies (2.73).
For (2.74) and 0 < α < 12 , we first derive
µ
1
2+α‖Pµ(C(̺)f)‖L2x ≤ µ
1
2+α‖C(̺)Pµf‖L2x + µ
1
2+α‖[Pµ, C(̺)]f‖L2x .
For the second term on the right hand side, we apply (10.16) to (F,G) =
(
C(̺), f) to derive
‖µ
1
2+α[Pµ, C(̺)]f‖l2µL2x . ‖∂C(̺)‖H1x‖Λ
αf‖L2x . ‖Λ
αf‖L2x,
where we used (2.69). Combining the above two inequalities gives (2.74) for the case 0 < α < 12 .
If α = 12 , we can directly obtain (2.74) by using (2.69) and Sobolev embedding. 
Proposition 2.13. Let ǫ = s− 2. There hold the following estimates
‖∂η‖L∞ + ‖∂
2η‖Lpx . 1, 2 ≤ p ≤
3
1− ǫ
(2.76)
‖∂Ω‖H˙αx . ‖ curlΩ‖H˙αx + 1, 0 < α ≤
1
2
+ ǫ (2.77)
‖ curlw‖Hαx . ‖ curlΩ‖Hαx + 1, 0 < α ≤
1
2
+ ǫ (2.78)
‖η‖H2+αx . ‖ curlΩ‖Hαx + 1, 0 < α ≤
1
2
+ ǫ (2.79)
‖Tη‖H2x . 1, (2.80)
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‖Tη‖L∞x . 1, (2.81)
‖Tη‖H2+ǫx . ‖∂v, ∂̺‖H1+ǫx + ‖ curlΩ‖H
1
2
+ǫ
x
+ 1. (2.82)
Proof. The Lpx estimate in (2.76) has been included in (2.70). The estimate of ‖∂η‖L∞x is a
consequence of the Lpx estimate and (2.49) by using Sobolev embedding.
Next we consider (2.77). Note that by using (1.5)∫
Σt
µ2α|∂PµΩ|
2 =
∫
Σt
µ2α{| curlPµΩ|
2 + | divPµΩ)|
2}dx
=
∫
Σt
µ2α{|Pµ curl Ω|
2 + |Pµ divΩ|
2}dx
=
∫
Σt
µ2α{|Pµ curl Ω|
2 + |Pµ(Ω∂̺)|
2}dx.
Thus,
‖µα∂PµΩ‖
2
l2µL
2
x
= ‖µαPµ curlΩ‖
2
l2µL
2
x
+ ‖µαPµ(Ω∂̺)‖
2
l2µL
2
x
. (2.83)
We consider the second term on the right hand side of (2.83) by applying (10.12) to (F,G) =
(Ω, ∂̺), which gives
‖µαPµ(Ω∂̺)‖l2µL2x . ‖Ω‖H˙
1
2
+α‖∂̺‖H1x + ‖Ω‖L∞x ‖∂̺‖H˙αx , 0 < α ≤
1
2
+ ǫ. (2.84)
If α ≤ 12 , using (2.70) and (2.42), the right hand side is bounded by ‖∂̺‖H1x . In this case, by
using (2.69), we can obtain
‖∂Ω‖H˙αx . ‖ curlΩ‖H˙αx + ‖∂̺‖H
1
x
. ‖ curl Ω‖H˙αx + 1.
(2.77) is proved. If α > 12 , note that with θ =
α− 12
α and using (2.70),
‖Ω‖
H˙
1
2
+α
x
≤ ‖Ω‖θ
H˙1+αx
‖Ω‖1−θ
H˙1x
. ‖Ω‖θ
H˙1+αx
,
where we also used (2.43). Combining the above estimate with (2.83) and (2.84), by using Young’s
inequality, we can obtain (2.77) for the case 12 < α ≤
1
2 + ǫ.
Recall from the second equation of (2.47), applying Lemma 2.12 and (2.84)
‖ curlw‖Hαx . ‖ curlΩ‖Hαx + ‖Ω · ∂̺‖Hαx , 0 < α ≤
1
2
+ ǫ
. ‖ curlΩ‖Hαx + ‖Ω‖H
1
2
+α
x
+ 1
. ‖ curlΩ‖Hαx + 1,
where we also used (2.42), (2.77) and (2.69) to derive the last two lines. Thus (2.78) is proved.
(2.79) is a direct consequence of (2.78) and the definition of η in (1.21).
(2.80) can be derived by substituting the first estimate in (2.76), (2.69) and (2.68) into the
estimates (2.50) and (2.51). (2.81) is its consequence due to Sobolev embedding.
Thus we complete the proof of (2.81) in view of the first estimate in (2.76).
We next consider (2.82) in view of (2.55),
‖∂2Tη‖Hǫx ≤ I + J +K,
where
I = ‖∂(∂v · ∂η)‖Hǫx , J = ‖∂v · ∂
2η‖Hǫx , K = ‖T curlw‖Hǫx .
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For the first term I, applying (10.10) to F = ∂v, G = ∂η and α = ǫ gives
I . ‖∂v‖H1+ǫx ‖∂η‖L∞x + ‖∂v‖H1x‖∂η‖H
3
2
+ǫ
x
.
For the second term J , we apply (10.11) to F = ∂v, G = ∂η and α = ǫ to derive
J . ‖∂v‖H1+ǫx ‖∂η‖L∞x + ‖∂v‖H1x‖∂η‖H
3
2
+α
x
.
Also by using (2.79), (2.76) and (2.49), we can conclude that
I + J . ‖∂v‖H1+ǫx + ‖∂v‖H1x‖ curl Ω‖H
1
2
+ǫ
x
.
For K, in view of (2.52), we apply (2.73) with α = ǫ and C(y) = ey to derive
‖T curlw‖Hǫx . ‖∂
(
∂vΩe̺
)
‖H˙ǫx + ‖Ce
2̺∂v‖Hǫx + ‖∂v · ∂(e
̺)Ω‖Hǫx
. ‖∂(∂vΩ)‖Hǫx + ‖ curlΩ · ∂v‖Hǫx + ‖∂v · ∂̺Ω‖Hǫx .
(2.85)
For the first term on the right hand side, we apply (10.10) to (F,G) = (∂v,Ω) and α = ǫ to
derive
‖∂
(
∂vΩ
)
‖Hǫx . ‖∂v‖H1+ǫx ‖Ω‖L∞x + ‖∂v‖H1x‖Ω‖H
3
2
+ǫ
x
. ‖∂v‖H1+ǫx + ‖∂v‖H1x(‖ curl Ω‖H
1
2
+ǫ
x
+ 1),
where we also used (2.77) with α = 12 + ǫ and (2.42).
For the second term on the right of (2.85), by applying (10.11) to (F,G) = (∂v,Ω) we derive
‖Λǫ( curlΩ∂v)‖L2x . ‖∂v‖H˙1+ǫx ‖Ω‖L∞x + ‖∂v‖H1x‖Ω‖H
3
2
+ǫ
x
. ‖∂v‖H˙1+ǫx + ‖∂v‖H1x(‖ curl Ω‖H
1
2
+ǫ
x
+ 1),
where we used (2.42) and (2.77).
For the third term on the right of (2.85), we apply (10.15) to (G1, G2, G3) = (∂v, ∂̺,Ω) that
‖Λǫ(∂v · ∂̺ · Ω)‖L2x . ‖Λ
ǫ∂v‖H1x‖∂v‖H1x‖Ω‖H1x + ‖Λ
ǫΩ‖H1x‖∂v‖H1x‖∂̺‖H1x
+ ‖Λǫ∂̺‖H1x‖∂v‖H1x‖Ω‖H1x .
Since ‖Ω‖H1x . 1 in (2.70), also using (2.69) and (2.77),
‖Λǫ(∂v · ∂̺ · Ω)‖L2x . ‖Λ
ǫ(∂v, ∂̺)‖H1x + ‖Λ
ǫ curl Ω‖L2x + 1.
Summing up the above estimates for three terms and also using (2.69) imply
K = ‖T curlw‖Hǫx . ‖Λ
ǫ(∂v, ∂̺)‖H1x + ‖ curlΩ‖H
1
2
+ǫ
x
+ 1.
Combining the above estimate with the estimate for I + J give (2.82). 
2.5.1. Highest order energy estimates for v+ and ̺. We will control the highest order energy for
v+ and ̺, by giving the control of FU and FV at the highest order, and using Proposition 2.6.
Proposition 2.14. Let 0 < ǫ ≤ s− 2.
(1) For (U, V, FU , FV ) in (2.14) and (2.15), there hold
‖∂2FU‖Hǫx . ‖∂v,∂̺‖H1+ǫx + ‖ curlΩ‖H
1
2
+ǫ
x
+ 1, (2.86)
‖∂FV ‖Hǫx . (‖∂(∂v,∂̺)‖H˙ǫx + ‖ curlΩ‖H
ǫ
x
+ 1)(‖∂v,∂̺‖L∞x + 1). (2.87)
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(2) Denote E
(1)
µ (t) := E
(1)
v+,µ(t) + E
(1)
̺,µ(t) for short. There hold the following energy estimate
‖µǫE(1)µ (t)
1
2 ‖l2µ . 1 +
∫ t
0
‖ curlΩ‖
H
1
2
+ǫ
x
(‖∂̺, ∂v+‖L∞x + 1)dt
′
+ ‖µǫE(1)µ (0)
1
2 ‖l2µ .
(2.88)
To prove the above result, we need a preliminary comparison result.
Lemma 2.15. Let 0 < ǫ ≤ s− 2.
‖∂∂v‖H˙ǫx .
(∑
µ>1
µ2ǫE(1)µ (t)
) 1
2 + ‖ curlΩ‖Hǫx + 1, (2.89)
‖∂∂̺, ∂Trk, ∂2(c2)‖H˙ǫx .
(∑
µ>1
µ2ǫE(1)̺,µ(t)
) 1
2 + 1. (2.90)
Proof. Due to (2.79) and v = v+ + η, we can obtain
‖∂2v‖H˙ǫx . ‖∂
2v+‖H˙ǫx + ‖ curl Ω‖H
ǫ
x
+ 1.
Since Tv = −c2∂̺ in (1.4), ∂Tv = c2(c−1c′(̺)∂̺∂̺+ ∂2̺). We apply Lemma 2.12 to derive
‖c2∂2̺‖Hǫx . ‖∂
2̺‖Hǫx .
By using (10.14) with F = G = ∂̺, (2.69) and Lemma 2.12, we have
‖C(̺)∂̺∂̺‖Hǫx . ‖|∂̺|
2‖Hǫx . ‖∂̺‖
2
H1x
. 1. (2.91)
Combining the above two estimates yields
‖∂Tv‖H˙ǫx . ‖∂
2̺‖Hǫx + 1.
Hence (2.89) is proved.
The estimate in (2.90) for ∂∂̺ follows by definition. In view of (2.9) and (1.4)
∂Trk = 3∂((log c)′T̺) + ∂T̺ = C(̺)(∂∂̺+ ∂̺∂̺),
where C(̺) represents several smooth functions of ̺. ∂2(c2) can also be written in the same
symbolic form. Applying Lemma 2.12 and (2.91) leads to
‖∂Trk, ∂2(c2)‖H˙ǫx . ‖∂∂̺‖H
ǫ
x
+ 1.
Thus (2.90) is proved. 
Proof of Proposition 2.14. Note FU = 0 in (2.15), (2.86) holds trivially in this case. Recall the
formula of FU from (2.14) and ‖∂
2FU‖Hǫx = ‖∂
2Tη‖Hǫx . (2.86) follows immediately by using
(2.82).
Recall the definition of FV in (2.17) and w = Ωe
̺. We symbolically write
∂FV = ∂(Z (C(̺) + 1)) + ∂(c
2(η +w · ∂̺+ ∂ log c∂η))
= (∂Z + ∂(η +Ω · ∂̺+ ∂̺∂η))C(̺) + ∂Z + (Z + η +Ω · ∂̺+ ∂̺∂η)∂C(̺),
where C(̺) are smooth functions of ̺ and may vary when distributed to different factors.
Since in (2.59) we have obtained the estimate for ‖∂FV ‖L2x , we only consider the highest order
estimate. Applying (2.73) twice gives
‖∂FV ‖H˙ǫx . ‖∂η‖H
ǫ
x
+ ‖∂Z ‖Hǫx + ‖∂(Ω · ∂̺+ ∂η · ∂̺)‖Hǫx + ‖(Z + η +Ω∂̺+ ∂η∂̺)∂C(̺)‖Hǫx
. 1 + ‖∂Z ‖Hǫx + ‖∂(Ω · ∂̺+ ∂η · ∂̺)‖Hǫx + ‖(Z + η +Ω∂̺+ ∂η∂̺)∂̺‖Hǫx ,
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where we also employed the first estimate in (2.49). For the lower order term, applying (10.14)
to (F,G) = (η, ∂̺) yields
‖η · ∂̺‖Hǫx . ‖η‖H
1
2
+ǫ
x
‖∂̺‖H1x + ‖∂̺‖H
1
2
+ǫ
x
‖η‖H1x
. ‖η‖H1x‖∂̺‖H1x . 1,
where we used (2.69) and (2.49).
Next we estimate the quadratic terms. Recall (2.63) for the form of ∂Z . We apply (10.8)
with
α = ǫ, F = ∂v,∂̺; G = ∂v,∂̺,Ω, ∂η
to derive
‖∂Z ‖Hǫx + ‖∂(Ω · ∂̺+ ∂η · ∂̺)‖Hǫx
. ‖∂(∂v,∂̺)‖Hǫx‖∂v,∂̺,Ω, ∂η‖L∞x + ‖∂v,∂̺‖L∞x ‖∂(∂v,∂̺,Ω, ∂η)‖Hǫx .
By using (2.77) and (2.79),
‖∂Ω‖Hǫx + ‖∂
2η‖Hǫx . ‖ curlΩ‖Hǫx + 1. (2.92)
Using the above estimate, (2.42) and (2.76), we obtain
‖∂Z ‖Hǫx + ‖∂(Ω · ∂̺+ ∂η · ∂̺)‖Hǫx
. (‖∂(∂v,∂̺)‖H˙ǫx + ‖ curl Ω‖H
ǫ
x
+ 1)(‖∂v,∂̺‖L∞x + 1).
For the cubic terms, we apply (10.15) to G1 = ∂v,∂̺,Ω, ∂η, G2 = ∂v,∂̺ and G3 = ∂̺.
‖(Z +Ω∂̺+ ∂η∂̺)∂̺‖Hǫx . ‖∂v,∂̺,Ω, ∂η‖H1+ǫx ‖∂v,∂̺‖H1x‖∂̺‖H1x
+ ‖∂v,∂̺,Ω, ∂η‖H1x(‖∂v,∂̺‖H1+ǫx ‖∂̺‖H1x + ‖∂v,∂̺‖H1x‖∂̺‖H1+ǫx ).
Using (2.92), (2.70), (2.49), and Corollary 2.8, we derive
‖(Z +Ω∂̺+ ∂η∂̺)∂̺‖Hǫx . ‖∂(∂v,∂̺)‖Hǫx + ‖ curlΩ‖Hǫx + 1.
Summing up the estimates for the lower order, quadratic and cubic terms yields (2.87).
We hence combine the estimates of (2.86) and (2.87) with (2.89) to conclude
‖∂(∂FU , FV )‖Hǫx . (
(∑
µ>1
µ2ǫE(1)µ (t)
) 1
2 + ‖ curl Ω‖
H
1
2
+ǫ
x
+ 1)(‖∂̺,∂v‖L∞x + 1). (2.93)
To prove (2.88), we will substitute (2.86) and (2.87) to the right hand side of the inequality in
Proposition 2.6. Recall from Lemma 2.15 that
‖∂2(c2), ∂∂v, ∂∂̺, ∂(Trk)‖Hǫx . (
∑
µ>1
µ2ǫE(1)µ (t))
1
2 + ‖ curl Ω‖Hǫx + 1.
Moreover, by (1.4) and the first estimate in (2.76), for both the cases of (U, V ) in (2.14) and
(2.15)
‖∂v‖L∞x + ‖∂U, V ‖L∞x . ‖∂̺, ∂v+‖L∞x + 1. (2.94)
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Hence by using (2.60), (2.93) and (2.94), we derive
‖µǫE(1)µ (t)
1
2 ‖l2µL2x
. ‖µǫE(1)µ (0)
1
2 ‖l2µL2x + T
1
2 sup
0≤t′≤t
E(≤1)(t′)
1
2
+
∫ t
0
(‖∂v, ∂(c2),Trk‖H1+ǫx ‖∂U, V ‖L∞x + ‖∂(∂FU , FV )‖Hǫx)dt
′
. ‖µǫE(1)µ (0)
1
2 ‖l2µL2x + T
1
2 +
∫ t
0
(‖µǫE(1)µ (t
′)
1
2 ‖l2µ + ‖ curl Ω‖H
1
2
+ǫ
x
+ 1)(‖∂̺, ∂v+‖L∞x + 1)dt
′.
(2.88) can be obtained by Gronwall’s inequality and using (2.1). 
3. H2+δ energy estimates for vorticity
Let 0 ≤ δ ≤ s′ − 2. The purpose of this section is to derive the bound of ‖Ω‖H2+δ(Σt) for
all 0 < t ≤ T . Neither ∂v nor Ω is sufficiently smooth for providing such bound by using the
transport equation if following the standard product estimates under the bootstrap assumption
(see (1.18)). Applying the curl -operator to (1.9) followed by pairing the resulting equation with
a curl -structure leads to a series of crucial cancellations including the div - curl structure in
space and integration by part in spacetime, with the help of the Hodge system
div v = −T̺, curl v = Ωe̺ (3.1)
and the transport equations (1.6) and (1.9).
Recall from (2.88) that we need to obtain the bound of ‖ curlΩ(t)‖
H
s− 3
2
x
for all 0 < t ≤ T to
obtain the highest order energy estimates for the wave functions (v+, ̺). Under our assumption
on the initial vorticity, we will bound ‖C(t)‖H1x norm to close the energy estimate in (2.88). We
then further obtain the bound for ‖C(t)‖H1+δx with the help of the bound on the highest order
energy for (v+, ̺) and (2.1). For both estimates on C(t), we heavily rely on the the particular
structure in the curl -equation of (1.9).
We first give the precise formulae of T curlF for vector fields F .
Proposition 3.1. There hold for Σt-tangent vector fields F that
13
T curlFm −T̺ curlFm = ∂nv
m curlFn − ǫmni∂nvj∂iF
j + curlTFm, (3.2)
and identically,
T(e−̺ curlFm) = e−̺∂nvm curlFn − ǫmni∂nvj∂iF je−̺ + curlTFme−̺. (3.3)
Let (∂vj ∧ ∂F j)m = ǫmni∂nvj∂iF j. There holds
curl (e−̺∂vj ∧ ∂F j)m (3.4)
= e−̺
(
∂n∂mvj∂nF
j + ( curl 2vj + ∂jT̺)∂mF
j + ∂mv
j(− curl 2F j + ∂j( divF ))
− ∂nv
j∂n∂mFj − ǫ
ni
m ǫ
ab
i ∂av
j∂bFj∂n̺
)
.
Proof. In view of (2.10)
[T, ∂j ]F
i = −∂jv
l∂lF
i,
13We use the Euclidean metric δij to lift and lower the indices of tensor fields.
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we can derive
ǫmji[T, ∂j ]F
i = ǫm ji ∂jv
l∂lF
i
= ǫmij∂jv
l(∂iFl + ǫ
n
li curlFn)
= ǫmij∂jv
l∂iFl + ∂nv
m curlFn − div v curlFm,
where we calculated for Zn = curlFn that
ǫmjiǫ
ni
l ∂jv
lZn = (δ
m
l δ
n
j − δ
j
l δ
mn)∂jv
lZn = ∂
nvmZn − div vZ
m
to obtain the last line. (3.2) follows by applying (1.4) to div v.
(3.3) is a consequence of multiplying (3.2) by e−̺.
Next we prove (3.4). We first directly compute ǫiabǫmni = δ
a
mδ
b
n − δ
a
nδ
b
m. With its help, we
derive
ǫ imn ∂
n(e−̺∂vj ∧ ∂F j)i = ǫ imn ∂
n(ǫiab∂
avj∂bFje
−̺)
= e−̺{(δamδ
b
n − δ
a
nδ
b
m)∂
n(∂av
j∂bFj)− ǫ
i
mn ǫiab∂
n̺∂avj∂bFj}
= e−̺{(δamδ
b
n − δ
a
nδ
b
m)
(
∂n∂av
j∂bFj + ∂av
j∂n∂bFj
)
− ǫ imn ǫ
ab
i ∂
n̺∂av
j∂bFj}
= e−̺
(
∂n∂mv
j∂nFj −∆ev
j∂mFj + ∂mv
j∆eFj − ∂nv
j∂n∂mFj − ǫ
i
mn ǫ
ab
i ∂
n̺∂av
j∂bFj
)
.
Noting for a vector-valued function G there holds
∆e(G
j) = − curl 2(Gj) + ∂j( divG)
and using the first equation in (1.4) when G = v, we can obtain
ǫmni∂
n(e−̺∂vj ∧ ∂F j)i
= e−̺
(
∂n∂mv
j∂nFj + ( curl
2vj + ∂jT̺)∂mF
j + ∂mv
j(− curl 2Fj + ∂j( divF ))− ∂nv
j∂n∂mFj
)
− e−̺ǫ imn ǫ
ab
i ∂
n̺∂av
j∂bFj .
This is (3.4). 
Proof of (1.9). (1.9) is a direct consequence of applying (3.3) to F = Ω. Indeed,
T(e−̺ curlΩm) = ∂nvm(e−̺ curl Ωn)− ǫmni∂nvj∂iΩje−̺ + curlTΩme−̺.
By using (1.6), (1.5) and Ω = we−̺, we calculate
curl (TΩm) = ǫmij∂i(TΩj) = ǫ
mij∂i(Ω
a∂avj)
= ǫmij∂iΩ
a∂avj + ∂aw
mΩa = ǫmij∂iΩ
a(∂jva + ǫ
l
aj wl) + ∂aw
mΩa
= ǫmij∂iΩ
a∂avj − (δ
m
a δ
il − δmlδia)wl∂iΩ
a + ∂aw
mΩa
= ǫmij∂iΩ
a∂avj − (∂iΩ
m
w
i −wm∂aΩ
a) + ∂aw
mΩa
= ǫmij∂iΩ
a∂jva − (∂iw
me−̺wi +wm∂i(e−̺)wi +wmΩa∂a̺) + ∂awmΩa
= ǫmij∂iΩ
a∂jva.
Combining the above two calculations gives (1.9). 
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Recall that for any vector fields Z tangent to Σt and any scalar function f there holds∫
Σt
LZ(fdµe) =
∫
Σt
div(fZ)dµe = 0. To derive the H
2 energy of vorticity, we derive the en-
ergy formula for Σt-tangent vector fields F,G
∂t
∫
Σt
〈F,G〉edµe =
∫
Σt
(〈F,TG〉e + 〈G,TF 〉e)dµe +
∫
Σt
〈F,G〉(∂t + Lv)dµe
=
∫
Σt
(〈F,TG〉e + 〈G,TF 〉e)dµe +
∫
Σt
−〈F,G〉Tr
◦
k dµe,
(3.5)
where we used LTdµe = −δij
◦
kij dµe = −Tr
◦
k dµe, and 〈·, ·〉e means the contraction by using
the Euclidean metric.
3.1. H2 estimate for vorticity. We first derive the energy estimate for vorticity in H2x, which
is sufficient to complete the energy estimate for the wave function (v+, ̺) given in (2.88).
Proposition 3.2 (H2 bound of vorticity). There hold for 0 < t ≤ T that
‖ curlC‖L2(Σt) + ‖∂C‖L2(Σt) + ‖∂
2Ω‖L2(Σt) + ‖∂
2
w‖L2(Σt) . 1. (3.6)
Proof. We first reduce the proof of (3.6) to showing the first estimate therein.
By Ci = e−̺ curl Ωi, we derive
divC = ∂i(e
−̺) curl Ωi.
By the elliptic estimate for hodge system, Sobolev embedding on R3, (2.69) and (2.44), we can
obtain that
‖∂C‖L2(Σt) . ‖∂(e
−̺)‖L6x‖ curlΩ‖L3(Σt) + ‖ curlC‖L2(Σt)
. ‖∂̺‖L6x‖+ ‖ curlC‖L2(Σt) . ‖ curlC‖L2(Σt) + 1.
Moreover, by the elliptic estimate and the formula
∆eΩ
j = − curl 2Ωj + ∂j divΩ,
we derive by using (2.69), (2.70), (2.42), (1.5) and the Sobolev embedding that
‖∂2Ω‖L2(Σt) . ‖ curl (e
̺
C
i)‖L2(Σt) + ‖∂(Ω∂̺)‖L2(Σt) + ‖∂̺ · curl Ω‖L2(Σt)
. ‖ curlC‖L2(Σt) + ‖∂̺‖L6(Σt)‖C, ∂Ω‖L3(Σt) + ‖Ω‖L∞x ‖∂
2̺‖L2(Σt)
. ‖ curlC‖L2(Σt) + 1.
(3.7)
Next, we recall that w = Ωe̺, which gives
∂2w = ∂2(Ωe̺) = e̺(∂2Ω+ ∂Ω∂̺) + ∂(e̺∂̺)Ω
= e̺{∂2Ω + ∂Ω∂̺+Ω
(
(∂̺)2 + ∂2̺
)
}.
(3.8)
Note that by using (2.70) and (2.69) we can derive by using Sobolev embedding
‖∂Ω · (∂̺,∂v)‖L2x + ‖Ω(∂̺)
2‖L2x . ‖∂Ω‖L3x‖∂̺,∂v‖L6x + ‖Ω‖H1x‖∂̺‖
2
H1x
. 1. (3.9)
Hence taking L2x norm of the expression for ∂
2w yields
‖∂2w‖L2x . ‖∂
2Ω‖L2x + ‖∂Ω∂̺‖L2x + ‖Ω(∂̺)
2‖L2x + ‖Ω∂
2̺‖L2x
. ‖∂2Ω‖L2x + ‖Ω‖L∞x ‖∂
2̺‖L2x + 1 . ‖∂
2Ω‖L2x + 1,
where we used (2.69), (2.70) and (2.42). Combined with (3.7), we have
‖∂2w‖L2x . ‖ curlC‖L2x + 1,
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as desired. Therefore
‖∂C‖L2(Σt) + ‖∂
2Ω‖L2(Σt) + ‖∂
2
w‖L2(Σt) . ‖ curlC‖L2(Σt) + 1. (3.10)
To prove (3.6), it suffices to consider the first estimate.
Now we apply (3.5) to F = G = curlC. By using Gronwall’s inequality, Tr
◦
k= − div v = T̺
and (2.1),∫
Σt
| curlC|2dµe . ‖ curlC‖
2
L2(Σ0)
+ |
∫ t
0
∫
Σt′
〈 curlC, 2T curlC−T̺ curlC〉edµedt
′|. (3.11)
To treat the last term on the right hand side, which will be denoted as I, we apply (3.2) to
F = C, followed with using (3.10) and the first equation in (1.4) to derive
I . |
∫ t
0
∫
Σt′
〈 curlC, curlTC〉edµedt
′|+
∫ t
0
‖∂v‖L∞x ‖∂C‖L2x‖ curlC‖L2xdt
′
. |
∫ t
0
∫
Σt′
〈 curlC, curlTC〉edµedt
′|+
∫ t
0
‖ curlC‖L2x(1 + ‖ curlC‖L2x)‖∂v‖L∞x dt
′.
The second term on the right will be treated by Gronwall’s inequality and using (2.1) when
integrating in t. We focus on the first term on the right hand side, denoted by |I1| with
I1 =
∫ t
0
∫
Σt′
〈 curlC, curlTC〉edµedt
′. (3.12)
By using (1.9), we compute
curlTCm = −2 curl (e
−̺∂vj ∧ ∂Ωj)m + curl (∂avCa)m. (3.13)
Note that
curl (∂avC
a)m = ǫmni∂
n(∂av
i curlΩae−̺)
= ǫmni∂
n∂av
i
C
a + ǫmni∂av
i∂nCa
= ∂awmC
a + ǫmni∂av
i∂nCa.
(3.14)
Thus by using (3.10) and (2.70), we can directly bound
‖ curl (∂avC
a)‖L2(Σt) . ‖∂w‖L3x‖C‖L6x + ‖∂av‖L∞x ‖∂C‖L2x
. ‖C‖H1x(‖∂w‖L3x + ‖∂v‖L∞x ) . (‖ curlC‖L2x + 1)(‖∂v‖L∞x + 1).
Hence the second term in (3.13) has been treated.
It only remains to bound ‖ · ‖L2x norm of the first term on the right hand side of (3.13). For
this purpose, we apply (3.4) to F = Ω and observe that the first term on the right takes the
form of ∂2v · ∂jΩ, which is only expected to be in L
3
2
x instead of the favourable L2x. To solve this
difficulty, we derive carefully the integral below,
I1+ =
∫ t
0
∫
Σ′t
curl (e−̺∂vj ∧ ∂Ωj)m curlCmdµedt′
=
∫ t
0
∫
Σ′t
{e−̺(∂n∂mvj∂nΩj + (∂jT̺+ curl 2vj)∂mΩj + ∂mvj(− curl 2Ωj + ∂j( divΩ))
− ∂nv
j∂n∂mΩj − ǫmniǫ
iab∂av
j∂bΩj∂
n̺)} curlCmdµedt
′.
(3.15)
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The above integral can be decomposed into two parts. For the following part, denoted by I1+,1,
we will employ integration by parts in R3 and in spacetime,
I1+,1 =
∫ t
0
∫
Σt′
e−̺(∂n∂mvj∂nΩj + ∂jT̺∂mΩj) curlCmdµedt′, (3.16)
while the remaining terms are denoted by I1+,2. Using the second equation in (2.47), (2.42) and
(3.9), we carry out the direct estimate below,
|I1+,2| .
∫ t
0
∫
Σt′
(
| curlw||∂Ω|+ |∂v|(|∂2Ω|+ |∂Ω · ∂̺|)
)
| curlC|dµedt
′
.
∫ t
0
‖ curlC‖L2x{‖|∂Ω|(|∂Ω|+ |Ω∂̺|)‖L2x + ‖∂v‖L∞x (‖∂
2Ω‖L2x + ‖∂Ω · ∂̺‖L2x)}
.
∫ t
0
‖ curlC‖L2x
(
‖|∂Ω|2‖L2x + 1 + ‖∂v‖L∞x (‖∂
2Ω‖L2x + 1)
)
dt′.
By using Sobolev embedding, (2.70) and (3.7)
‖|∂Ω|2‖L2x . ‖∂Ω‖H1x‖∂Ω‖L3x . ‖ curlC‖L2x + 1.
Substituting the above estimate in the estimate for |I1+,2|, also using (3.7) again, we can obtain
|I1+,2| .
∫ t
0
‖ curlC‖L2x(‖ curlC‖L2x + 1)(1 + ‖∂v‖L∞x )dt
′,
which can be further treated by Gronwall’s inequality.
For the first term in (3.16), we observe the div - curl structure and perform integration by
parts on Σt,
I1+,1,1 =
∫ t
0
∫
Σt′
e−̺∂n∂mvj∂nΩj curlCmdµedt′
=
∫ t
0
∫
Σt′
{∂m(e
−̺∂nvj∂nΩj curlCm)− ∂m(e−̺∂nΩj curlCm)∂nvj}dµedt′. (3.17)
The first term is a boundary term, denoted by I1+,1,1,b which vanishes identically. Due to
∂m( curlC)
m = 0, we obtain
I1+,1,1 = −
∫ t
0
∫
Σt′
∂m(e
−̺∂nΩj curlCm)∂nvjdµedt′
= −
∫ t
0
∫
Σt′
(
∂m(e
−̺)∂nΩj + e−̺∂m∂nΩj
)
curlCm∂nvjdµedt
′.
We then use (3.7) and the first estimate in (3.9) to derive
|I1+,1,1| .
∫ t
0
(1 + ‖∂2Ω‖L2x)‖ curlC‖L2x‖∂v‖L∞x dt
′
.
∫ t
0
(1 + ‖ curlC‖L2x)‖ curlC‖L2x‖∂v‖L∞x dt
′.
The above term can be then treated by Gronwall’s inequality.
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Next, we consider the second term of I1+,1 in (3.16), which is denoted by I
1
+,1,2 below. In view
of (3.5), we integrate by parts in spacetime to obtain
I1+,1,2 =
∫ t
0
∫
Σt′
∂jT̺∂mΩ
je−̺ curlCmdµedt′
=
∫ t
0
∫
Σt′
([∂j ,T]̺+T∂j̺)∂mΩ
je−̺ curlCmdµedt′
=
∫ t
0
∫
Σt′
(∂jv
a∂a̺+Tr
◦
k ∂j̺)∂mΩ
je−̺ curlCmdµedt′
+
∫ t
0
∂t
∫
Σt′
∂j̺∂mΩ
je−̺ curlCmdµedt′ −
∫ t
0
∫
Σt′
∂j̺T(∂mΩ
je−̺ curlCm)dµedt′,
(3.18)
where we used (2.10) to treat the commutator.
By using (3.9) and (2.1), we control the first term on the right hand side
|I1+,1,2,1| = |
∫ t
0
∫
Σt′
(∂jv
a∂a̺+Tr
◦
k ∂j̺)∂mΩ
je−̺ curlCmdµedt′|
.
∫ t
0
‖∂v‖L∞x ‖∂̺ · ∂Ω‖L2x‖ curlC‖L2xdt
′
.
∫ t
0
‖∂v‖L∞x ‖ curlC‖L2xdt
′ . sup
0≤t′≤t
‖ curlC‖L2(Σt′ ).
Similarly, we bound the boundary term by
|I1+,1,2,2| . sup
0≤t′≤t
{‖∂̺ · ∂Ω‖L2x‖ curlC‖L2x} . sup
0≤t′≤t
‖ curlC‖L2(Σt′ ).
For the last term in I1+,1,2, we first show the following preliminary estimates
‖T(∂Ω · (e−̺ + 1))‖L2x . 1. (3.19)
Indeed, we compute by using (1.6), (1.4) and (2.10) that
T∂Ω = ∂Ω∂v +Ω∂2v, T(∂Ωe−̺) = e−̺(∂Ω∂v +Ω∂2v). (3.20)
Therefore, it follows by using (3.9), (2.42) and (2.69) that
‖T∂Ω(e−̺ + 1)‖L2x . ‖∂Ω · ∂v‖L2x + ‖Ω‖L∞x ‖∂
2v‖L2x . 1.
This gives (3.19).
In view of (1.9), we can symbolically write
TC = e−̺∂v · ∂Ω; curlTC = ∂(e−̺∂v · ∂Ω). (3.21)
Using the above symbolic formulas, (2.10) and C = e−̺ curlΩ, we derive
I1+,1,2,3 =
∫ t
0
∫
Σt′
{∂j̺∂mΩ
je−̺( curlTCm + [T, curl ]Cm) + ∂j̺T(∂mΩje−̺) curlCm}dµedt′
=
∫ t
0
∫
Σt′
∂̺{∂Ωe−̺∂(e−̺∂v · ∂Ω) + ∂v∂C∂Ωe−̺ +T(∂Ωe−̺) curlC}dµedt′
=
∫ t
0
∫
Σt′
{∂̺∂Ωe−2̺(∂2v∂Ω+ ∂v∂̺∂Ω+ ∂v∂2Ω) + ∂̺T(∂Ωe−̺) curlC}dµedt′.
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By using (3.19), we can estimate the last term in the last line,
‖∂̺T(∂Ωe−̺) curlC‖L1x . ‖∂̺‖L∞x ‖ curlC‖L2x .
For the remaining terms in the last line, we employ Sobolev embedding, (2.69) and (2.70) to
derive
‖∂j̺∂Ωe
−2̺(∂2v∂Ω+ ∂v∂̺∂Ω+ ∂v∂2Ω)‖L1x
. ‖∂̺‖L6x
(
‖∂2v‖L2x‖∂Ω‖
2
L6x
+ ‖∂Ω‖L6x‖∂Ω‖L3x‖∂v‖L6x‖∂̺‖L6x + ‖∂
2Ω‖L2x‖∂Ω‖L6x‖∂v‖L6x
)
. (‖ curlC‖L2x + 1)(‖ curlC‖L2x + 1),
where we used Sobolev embedding and (3.7) to treat ‖∂Ω‖L6x + ‖∂
2Ω‖L2x in the last step.
Combining the estimates for the two parts gives
|I1+,1,2,3| .
∫ t
0
(‖ curlC‖L2x + 1)(‖∂̺‖L∞x + ‖ curlC‖L2x + 1)dt
′,
which then can be treated by Gronwall’s inequality.
We now summarize the above calculations as
|I|+ |I1| .
∫ t
0
(‖ curlC‖L2(Σt) + 1)
2(‖∂v, ∂̺‖L∞x + 1)dt
′ + sup
0≤t′≤t
‖ curlC‖L2(Σ′t). (3.22)
Substituting the above estimate in (3.11) yields∫
Σt
| curlC|2dµe . ‖ curlC‖
2
L2(Σ0)
+
∫ t
0
(‖ curlC‖L2x + 1)
2(‖∂v, ∂̺‖L∞x + 1)dt
′
+ sup
0≤t′≤t
‖ curlC‖L2(Σt′ ),
which implies the first estimate in (3.6) by using Gronwall’s inequality. 
Corollary 3.3. For 0 ≤ ǫ ≤ s− 2, there hold
‖Ω‖H2x + ‖ curlΩ‖H1x . 1 (3.23)
‖∂v,∂̺,Trk, ∂(c2)‖H1+ǫx . 1, ‖µ
ǫE(1)µ (t)
1
2 ‖l2µ . 1 (3.24)
‖T2v,T2̺‖Hǫx . 1. (3.25)
Proof. (3.23) is a consequence of (3.6) and (2.70). The second estimate in (3.24) is derived by
substituting (3.6) and (2.1) to (2.88). The H˙1+ǫ bound in the first estimate in (3.24) follows as
the consequence of the second estimate with the help of Lemma 2.15 and (3.23), while the lower
order bound can be obtained by (2.69).
To show (3.25), we first derive by using (1.4) and (2.10) that
T2(v) = T(−c2∂̺) = cc′T̺∂̺+ c2∂v∂̺+ c2∂T̺
T2̺ = T(∂v) = ∂Tv + (∂v)2.
Hence, symbolically, we can write
T2v,T2̺ = C(̺)(∂(v, ̺))2 + C(̺)∂T(̺, v).
By using (2.73), and (10.14)
‖T2v,T2̺‖Hǫx . ‖(∂(v, ̺))
2‖Hǫx + ‖∂T(̺, v)‖Hǫx
. ‖∂(v, ̺)‖
H
ǫ+ 1
2
x
‖∂(v, ̺)‖H1x + ‖∂T(̺, v)‖Hǫx .
Therefore ‖T2v,T2̺‖Hǫx . 1 follows by using (3.24). 
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Let 0 < α < 1 be fixed. Define for functions f the following Besov norm
‖f‖Bα
∞,2,x
= ‖f‖L∞x + ‖µ
αPµf‖l2µL∞x .
Corollary 3.4. Let 0 < δ ≤ s′ − 2. There hold the following estimates
‖∂v‖Bδ
∞,2,x
. ‖∂v+‖Bδ
∞,2,x
+ 1
‖∂v‖L∞x . ‖∂v+‖L∞x + 1
Proof. By using v = v+ + η, Bernstein inequality, the estimate for η in (2.79) and (3.6)
‖∂v‖Bδ
∞,2,x
. ‖∂v+‖Bδ
∞,2,x
+ ‖ curl Ω‖
H
1
2
+δ
x
+ 1
. ‖∂v+‖Bδ
∞,2,x
+ 1.
Similarly, by using (2.80),
‖Tv‖Bδ
∞,2,x
. ‖Tη‖Bδ
∞,2,x
+ ‖Tv+‖Bδ
∞,2,x
. ‖Tη‖
H
3
2
+δ + ‖Tv+‖Bδ
∞,2,x
. 1 + ‖Tv+‖Bδ
∞,2,x
.
The L∞x estimate can be derived in the same way. 
3.2. H2+δ bound for vorticity. Let 0 < δ ≤ s′ − 2 be fixed. In this subsection, we derive the
highest order energy bound for the vorticity. Such bound for the vorticity, together with the flux
on curlC which will be bounded in Section 6.2, is used particularly for controlling the geometry
of the acoustic cones.
Proposition 3.5 (Highest-order energy control for vorticity). Let 0 < δ ≤ s′ − 2. There hold
the following estimates
‖ curlC‖Hδ(Σt) + ‖∂C‖Hδ(Σt) + ‖∂
2
w‖Hδ(Σt) + ‖∂
2Ω‖Hδ(Σt) . 1. (3.26)
Since the L2x estimates have been proved in (3.6), we will focus on proving the highest order
estimates in the above result. We first prove two sets of preliminary estimates.
Lemma 3.6. Let 0 < δ ≤ s′ − 2 and C(y) be any smooth function. There hold
‖µδ[T, Pµ curl ]F
m‖l2µL2x . ‖∂v‖Bδ∞,2,x‖∂F‖L2x + ‖∂v‖L
∞
x
‖∂F‖Hδx , (3.27)
‖C(̺)F‖H1+δx . ‖F‖H1+δx . (3.28)
Proof. In view of (3.2) and using (1.4) to treat T̺ therein, symbolically, we can write
[T, Pµ curl ]F
m = [T, Pµ] curlF
m + Pµ(∂v · ∂F ). (3.29)
Since
[Pµ,T] curlF
m = [Pµ, v]∂ curlF
m,
by applying (10.2) to F = v and G = curlF , we derive
‖µδ[Pµ,T] curlF‖l2µL2x . ‖∂v‖L∞x ‖ curlF‖Hδx . (3.30)
For the other term in (3.29), we apply (10.13) with F = ∂v and G = ∂F to have
‖∂v · ∂F‖Hδx . ‖∂v‖Bδ∞,2,x‖∂F‖L2x + ‖∂v‖L
∞
x
‖∂F‖Hδx .
We combine the above estimate with (3.30) to derive (3.27).
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Next we prove (3.28). It suffices to consider the highest order estimate. We apply (2.73) to
α = δ, C(̺) and f = ∂F ; and apply (10.14) to α = δ, F and G = ∂(C(̺)) to derive
‖Λδ∂(FC(̺))‖L2x . ‖Λ
δ(∂FC(̺))‖L2x + ‖Λ
δ(F∂(C(̺)))‖L2x
. ‖∂F‖Hδx + ‖F‖H
1
2
+δ
x
‖∂(C(̺))‖H1x + ‖F‖H1x‖∂(C(̺))‖H
1
2
+δ
x
. ‖∂F‖Hδx + ‖F‖H1x ,
where we used ‖∂̺, ∂
(
C(̺)
)
‖H1x . 1 in (2.69). Thus (3.28) is proved. 
Next we provide a comparison result.
Lemma 3.7. Let 0 < δ ≤ s′ − 2. There hold the following estimates,
‖∂C‖Hδx + ‖∂
2Ω‖Hδx + ‖∂
2
w‖Hδx . ‖ curlC‖Hδx + 1. (3.31)
Proof. We first show the following preliminary estimates
‖(e±̺ + 1)∂̺ · (C+ ∂Ω)‖Hδx . 1, (3.32)
‖Ω · ∂2̺‖Hδx + ‖∂(Ω · ∂̺)‖Hδx . 1, (3.33)
‖(e±̺ + 1)(∂̺)2Ω‖Hδx . 1. (3.34)
Indeed, applying (10.14) to F = ∂̺ and G = C + ∂Ω, and using the result ‖∂̺,C, ∂Ω‖H1x . 1
which is from (2.69) and (3.6), we have
‖(e±̺ + 1)∂̺ · (C+ ∂Ω)‖Hδx . ‖∂̺ · (C+ ∂Ω)‖Hδx
. ‖∂̺‖H1x(‖C‖H1x + 1) . 1,
where for the first inequality we applied Lemma 2.12. This gives (3.32).
By using (10.13), (3.23), (2.42) and (3.24),
‖Ω · ∂2̺‖Hδx . ‖Ω‖Bδ∞,2,x‖∂
2̺‖L2x + ‖Ω‖L∞x ‖∂
2̺‖Hδx
. ‖Ω‖
H
3
2
+δ
x
‖∂2̺‖L2x + ‖Ω‖L∞x ‖∂
2̺‖Hδx . 1.
Due to ∂(Ω∂̺) = Ω∂2̺ + ∂Ω∂̺, combining the above estimate with (3.32) yields the second
estimate in (3.33).
For (3.34), we first use (2.73), and then apply (10.15) with G1 = G2 = ∂̺ and G3 = Ω to
derive
‖(e±̺ + 1)(∂̺)2Ω‖Hδx . ‖(∂̺)
2Ω‖Hδx . ‖∂̺‖
2
H1x
‖Ω‖H1+δx + ‖Ω‖H1x‖∂̺‖H1+δx ‖∂̺‖H1x
. 1,
where we used (3.24) and (3.23).
Now we consider the estimate in (3.31). By using the equation
divC = −∂i̺C
i (3.35)
and the elliptic estimate for the div - curl system, we derive
‖∂C‖Hδx . ‖∂i̺ · C
i‖Hδx + ‖ curlC‖Hδx . (3.36)
Applying (3.32) to the first term gives the first estimate in (3.31).
For the second estimate in (3.31), similar to (3.7), we derive
‖∂2Ω‖Hδx . ‖ curl
2Ω‖Hδx + ‖∂(Ω · ∂̺)‖Hδx
. ‖ curl (e̺C)‖Hδx + ‖∂(Ω · ∂̺)‖Hδx
. ‖e̺ curlC‖Hδx + ‖e
̺∂̺ · C‖Hδx + ‖∂(Ω · ∂̺)‖Hδx . (3.37)
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Applying Lemma 2.12 to the first term, (3.32) to the second term and (3.33) to the third term
leads to
‖∂2Ω‖Hδx . ‖ curlC‖Hδx + 1. (3.38)
Finally, we estimate ‖∂2w‖Hδx in view of the symbolic formula (3.8) for ∂
2w
‖∂2w‖Hδx . ‖e
̺{∂2Ω + ∂Ω∂̺+Ω
(
(∂̺)2 + ∂2̺
)
}‖Hδx
. ‖∂2Ω‖Hδx + ‖∂Ω∂̺‖Hδx + ‖Ω∂
2̺‖Hδx + ‖Ω(∂̺)
2‖Hδx
. ‖∂2Ω‖Hδx + 1 . ‖ curlC‖Hδx + 1,
where we used (2.73), (3.32)-(3.34) and the estimate (3.38). Using the L2x bound in (3.6), (3.31)
is proven. 
For estimates in the fractional Sobolev spaces, we recall the standard trichotomy of the
Littlewood-Paley theory. For smooth functions F and G,
Pµ(F ·G) = Pµ[F ·G]HL + Pµ[F ·G]LH + Pµ[F ·G]HH (3.39)
where
Pµ[F ·G]HL = Pµ(PµFP≤µG),
Pµ[F ·G]LH = Pµ(P≤µFPµG),
Pµ[F ·G]HH = Pµ(
∑
λ>µ
PλFPλG).
Lemma 3.8. Let 0 < δ ≤ s′ − 2 and let Iµ = µ2δ
∫ t
0
∫
Σt′
Pµ( curlTC
m)Pµ curlCmdµedt
′. There
holds the following estimate,∑
µ>1
|Iµ| .
∫ t
0
(‖ curlC‖H˙δx + 1){‖∂v‖Bδ∞,2,x + (1 + ‖∂v‖L
∞
x
)(‖ curlC‖H˙δx + 1)}dt
′
+ sup
0≤t′≤t
‖Λδ curlC(t′)‖L2x .
Proof. In view of (3.13),
Iµ = µ
2δ
∫ t
0
∫
Σt′
(−2Pµ curl (e
−̺∂vj ∧ ∂Ωj)m + Pµ curl (∂avCa)m) · Pµ curlCmdµe
= I1µ + I
2
µ.
(3.40)
For the term I2µ, we recall the formula in (3.14). We first bound the second term in (3.14) by
applying (10.13) to F = ∂v and G = ∂C,
‖µδPµ(∂v · ∂C)‖l2µL2x . ‖∂v‖Bδ∞,2,x‖∂C‖L2x + ‖∂C‖Hδx‖∂v‖L
∞
x
. ‖∂v‖Bδ
∞,2,x
+ (‖ curlC‖H˙δx + 1)‖∂v‖L
∞
x
,
where we used (3.6) and (3.31) to derive the last line.
For the first term in (3.14), we apply (10.14) to F = ∂w and G = C, and also use (3.6) to
derive
‖µδPµ(∂w · C)‖l2µL2x . ‖∂w‖H
1
2
+δ
x
‖C‖H1x + ‖∂w‖H1x‖C‖H
1
2
+δ
x
. 1.
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Combining the above two estimates implies∑
µ>1
|I2µ| .
∫ t
0
‖ curlC‖H˙δx(‖∂v‖Bδ∞,2,x + (‖ curlC‖H˙δx + 1)‖∂v‖L
∞
x
+ 1)dt′. (3.41)
For the hard term I1µ
14, applying (3.4) to F = Ω, similar to (3.15), we write
I1µ = µ
2δ
∫ t
0
∫
Σ′t
curlPµ(e
−̺∂vj ∧ ∂Ωj)mPµ curlCmdµedt′
= µ2δ
∫ t
0
∫
Σ′t
Pµ{e
−̺(∂n∂mvj∂nΩj + (∂jT̺+ curl 2vj)∂mΩj + ∂mvj(− curl 2Ωj + ∂j( divΩ))
− ∂nv
j∂n∂mΩj − ǫ
ni
m ǫ
ab
i ∂av
j∂bΩj∂n̺)}Pµ curlC
mdµedt
′.
Let us write the hard term below, which will be treated by integration by parts
I1+,µ = µ
2δ
∫ t
0
∫
Σ′t
Pµ{e
−̺(∂n∂mvj∂nΩj + ∂jT̺∂mΩj)}Pµ curlCmdµedt′. (3.42)
The remaining terms are denote by I1−,µ
I1−,µ = µ
2δ
∫ t
0
∫
Σt′
Pµ(e
−̺Am)Pµ curlCmdµedt′
where
Am = curl
2vj∂mΩ
j + ∂mv
j(− curl 2Ωj + ∂j( divΩ))− ∂nv
j∂n∂mΩj − ǫ
ni
m ǫ
ab
i ∂av
j∂bΩj∂n̺
= curlw∂Ω+ ∂v∂2Ω + ∂v · ∂Ω · ∂̺
= e̺( curl Ω + Ω∂̺)∂Ω+ ∂v∂2Ω+ ∂v · ∂Ω · ∂̺.
and we used the second equation in (2.47) to derive the last line. To control this term, we first
directly obtain ∑
µ>1
|I1−,µ| .
∫ t
0
‖e−̺A‖H˙δx‖ curlC‖H˙δxdt
′. (3.43)
We then estimate by using Lemma 2.12 that
‖e−̺A‖H˙δx . ‖ curl Ω · ∂Ω‖H˙δx + ‖Ω∂̺∂Ω‖Hδx + ‖∂v∂
2Ω‖Hδx + ‖∂v · ∂Ω · ∂̺‖Hδx .
By using (10.14) and (3.6)
‖∂Ω · ∂Ω‖H˙δx . ‖∂Ω‖H
1
2
+δ
x
‖∂Ω‖H1x . ‖∂Ω‖
2
H1x
. 1.
By using (10.13), (3.6) and (3.31), we can obtain
‖∂v∂2Ω‖Hδx . ‖∂v‖Bδ∞,2,x‖∂
2Ω‖L2x + ‖∂v‖L∞x ‖∂
2Ω‖Hδx
. ‖∂v‖Bδ
∞,2,x
+ ‖∂v‖L∞x (‖ curlC‖H˙δx + 1).
For the cubic terms, we employ (10.15) to obtain
‖(Ω + ∂v + ∂̺) · ∂Ω · ∂̺‖Hδx .
(
‖ΛδΩ‖H1x + ‖Λ
δ(∂v, ∂̺)‖H1x
)
‖∂Ω‖H1x‖∂̺‖H1x
+ ‖Ω, ∂v, ∂̺‖H1x(‖∂Ω‖H1x‖Λ
δ∂̺‖H1x + ‖Λ
δ∂Ω‖H1x‖∂̺‖H1x)
. ‖Λδ∂Ω‖H1x + 1 . ‖ curlC‖H˙δ + 1,
(3.44)
where we employed Corollary 3.3, (3.6) and (3.31) to get the last line.
14We dropped the constant −2 which does not influence the analysis.
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Substituting the above three estimates to (3.43) yields∑
µ>1
|I1−,µ| .
∫ t
0
‖ curlC‖H˙δx{‖∂v‖Bδ∞,2,x + (1 + ‖∂v‖L
∞
x
)(‖ curlC‖H˙δx + 1)}dt
′. (3.45)
Next we consider the term of (3.42). For the two terms therein, we will integrate by parts in
two different ways. Therefore we first separate them as
Jµ = µ
2δ
∫ t
0
∫
Σt′
Pµ[∂
n∂mv
j · ∂nΩje
−̺]Pµ curlCmdµedt′,
Kµ = µ
2δ
∫ t
0
∫
Σt′
Pµ[∂jT̺ · ∂mΩ
je−̺]Pµ curlCmdµedt′.
(3.46)
For Jµ, using ∂mPµ curlCm = 0, we derive
Jµ = µ
2δ
∫ t
0
∫
Σt′
Pµ[∂m(∂
nvj · ∂nΩje
−̺)− ∂nvj∂m(∂nΩje−̺)]Pµ curlCmdµedt′
= µ2δ
∫ t
0
∫
Σt′
{
∂m
(
Pµ(∂
nvj · ∂nΩje
−̺)Pµ curlCm
)
− Pµ[∂
nvj∂m(∂nΩj · e
−̺)]Pµ curlCm
}
dµedt
′.
Again, since the boundary term vanishes, we only need to treat the last line. By trichotomy in
(3.39), we decompose Jµ = Jµ,HL + Jµ,LH + Jµ,HH ,
Jµ,HL = µ
2δ
∫ t
0
∫
Σt′
Pµ[∂
nvjµ · P≤µ∂m(e
−̺∂nΩj)]Pµ curlCmdµedt′,
Jµ,LH = µ
2δ
∫ t
0
∫
Σt′
Pµ[P≤µ∂nvjµ · Pµ∂m(e
−̺∂nΩj)]Pµ curlCmdµedt′,
Jµ,HH = µ
2δ
∫ t
0
∫
Σt′
∑
λ≥µ
Pµ[Pλ(∂
nvjµ) · Pλ∂m(e
−̺∂nΩj)]Pµ curlCmdµedt′,
where we neglected the − sign, since it does not influence the estimate; and F iµ = Pµ(F
i). By
using Ho¨lder inequality and Cauchy-Schwarz inequality, we derive∑
µ>1
|Jµ,HL| .
∫ t
0
‖∂v‖Bδ
∞,2,x
‖∂(e−̺∂Ω)‖L2x‖ curlC‖H˙δxdt
′;
∑
µ>1
(|Jµ,LH |+ |Jµ,HH |) .
∫ t
0
‖∂v‖L∞x ‖∂(e
−̺∂Ω)‖H˙δx‖ curlC‖H˙δxdt
′.
(3.47)
By using (3.28) with F = ∂Ω and (3.31), we have
‖∂(e−̺∂Ω)‖H˙δx . ‖ curlC‖H˙δx + 1.
Note the lower order estimate holds due to (2.69), the first estimate in (3.9) and (3.6)
‖∂(e−̺∂Ω)‖L2x . ‖ curlC‖L2x + 1 . 1.
Substituting the above two estimates to (3.47) yields∑
µ>1
|Jµ| .
∫ t
0
{‖∂v‖Bδ
∞,2,x
+ ‖∂v‖L∞x (‖ curlC‖H˙δx + 1)}‖ curlC‖H˙δxdt
′. (3.48)
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Next we treat Kµ in (3.46) by performing the spacetime integration by parts by virtue of (3.5).
Kµ = µ
2δ
∫ t
0
∫
Σt′
Pµ(∂jT̺∂mΩ
je−̺)Pµ curlCmdµedt′
= µ2δ
∫ t
0
∫
Σt′
Pµ
(
([∂j ,T]̺+T∂j̺)∂mΩ
je−̺
)
Pµ curlC
mdµedt
′
= µ2δ
∫ t
0
∫
Σt′
Pµ[T(∂j̺∂mΩ
je−̺)− ∂j̺T(∂mΩje−̺) + ∂jvn∂n̺∂mΩje−̺]Pµ curlCmdµedt′
= µ2δ
∫ t
0
{TPµ(∂j̺∂mΩ
je−̺) + [Pµ,T](∂j̺∂mΩje−̺) + Pµ[−∂j̺T(∂mΩje−̺)
+ ∂jv
n∂n̺∂mΩ
je−̺]}Pµ curlCmdµedt′
= µ2δ
∫ t
0
∫
Σt′
(
T{Pµ(∂j̺∂mΩ
je−̺) · Pµ curlCm} − Pµ(∂j̺∂mΩje−̺)TPµ curlCm
)
dµedt
′
+ µ2δ
∫ t
0
∫
Σt′
{[Pµ,T](∂j̺∂mΩ
je−̺) + Pµ[−∂j̺T(∂mΩje−̺) + ∂jvn∂n̺∂mΩje−̺]}Pµ curlCmdµedt′
= µ2δ{
∫ t
0
∫
Σt′
Tr
◦
k Pµ(∂j̺∂mΩ
je−̺)Pµ curlCmdµedt′ +
∫ t
0
∂t
∫
Σt′
Pµ(∂j̺∂mΩ
je−̺)Pµ curlCmdµedt′}
+ µ2δ
∫ t
0
∫
Σt′
{[Pµ,T](∂j̺∂mΩ
je−̺) + Pµ
(
− ∂j̺T(∂mΩ
je−̺) + ∂jvn∂n̺∂mΩje−̺
)
}Pµ curlC
mdµedt
′
− µ2δ
∫ t
0
∫
Σt′
Pµ(∂j̺∂mΩ
je−̺)TPµ curlCmdµedt′.
Let us denote the last line by K−µ and the remaining four terms together by K
+
µ . We further
decompose K−µ as follows
K−µ = µ
2δ
∫ t
0
∫
Σt′
Pµ(∂j̺∂mΩ
je−̺)TPµ curlCmdµedt′
= µ2δ
∫ t
0
∫
Σt′
Pµ(∂j̺∂mΩ
je−̺)([T, Pµ curl ]Cm + Pµ curlTCm)dµedt′
= K−1,µ +K
−
2,µ,
where the − sign is dropped without influencing the result. We can bound the second term by
using (3.21) and the finite band property
|K−2,µ| ≤
∫ t
0
∫
Σt′
µ2δPµ(∂̺∂Ωe
−̺)Pµ∂(e−̺∂v · ∂Ω)dµedt|
. µ1+2δ
∫ t
0
‖Pµ(∂̺e
−̺ · ∂Ω)‖L2x‖Pµ(e
−̺∂v∂Ω)‖L2xdt
′.
By using (2.74)
Er : = ‖Λ
1
2+δ(∂̺e−̺ · ∂Ω)‖L2x + ‖Λ
1
2+δ(e−̺∂v · ∂Ω)‖L2x
. ‖Λ
1
2+δ(∂̺∂Ω)‖L2x + ‖Λ
1
2+δ(∂v∂Ω)‖L2x .
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1
2+δ norms, applying (10.14) to (F,G) = (∂̺, ∂Ω) and (F,G) = (∂v, ∂Ω) leads to
Er . ‖∂̺, ∂v‖H1+δx ‖∂Ω‖H1x + ‖∂̺, ∂v‖H1x‖∂Ω‖H1+δx
. ‖∂̺, ∂v‖H1+δx + ‖∂Ω‖H1+δx ,
where we used Corollary 2.11 to obtain the last inequality. Hence by using Corollary 3.3 and
(3.31),
Er . ‖ curlC‖H˙δx + 1.
We thus conclude that∑
µ>1
|K−2,µ| .
∫ t
0
‖Λ
1
2+δ(e−̺∂̺∂Ω)‖L2x‖Λ
1
2+δ(e−̺∂v · ∂Ω)‖L2xdt
′
.
∫ t
0
(‖ curlC‖H˙δx + 1)
2dt′.
For the other term, we first derive∑
µ>1
|K−1,µ| .
∫ t
0
‖Λδ(e−̺∂̺∂Ω)‖L2x‖µ
δ[T, Pµ curl ]C‖l2µL2xdt
′.
Due to (3.32)
‖e−̺∂̺∂Ω‖Hδx . 1. (3.49)
Combining the above estimate with (3.27) for F = C, (3.6) and (3.31) yields∑
µ>1
|K−1,µ| .
∫ t
0
(‖∂v‖Bδ
∞,2,x
‖∂C‖L2x + ‖∂v‖L∞x ‖∂C‖Hδx)dt
′
.
∫ t
0
{‖∂v‖Bδ
∞,2,x
+ ‖∂v‖L∞x (‖ curlC‖H˙δx + 1)}dt
′.
Hence∑
µ>1
|K−µ | .
∫ t
0
{‖∂v‖Bδ
∞,2,x
+
(
‖ curlC‖H˙δx + 1 + ‖∂v‖L
∞
x
)
(‖ curlC‖H˙δx + 1)}dt
′. (3.50)
We go back to consider K+µ , which has four terms, denoted by K
+
i,µ with i = 1, · · · , 4. By using
(3.20), we symbolically rewrite the term below
K+1,µ =
∫ t
0
∫
Σt′
µ2δPµ(−∂j̺T(∂mΩ
je−̺) + ∂jvn∂n̺∂mΩje−̺)Pµ curlCmdµedt′
=
∫ t
0
∫
Σt′
µ2δPµ{(∂̺(∂̺+ ∂v)∂Ω + Ω∂
2̺)e−̺}Pµ curlCdµedt′.
Thus it follows by using Lemma 2.12, (3.44) and (3.33) that∑
µ>1
|K+1,µ| .
∫ t
0
‖∂̺(∂̺+ ∂v)∂Ω+ Ω∂2̺‖Hδx‖Λ
δ curlC‖L2xdt
′
.
∫ t
0
(‖ curlC‖H˙δ + 1)
2dt′.
For the term
K+2,µ = µ
2δ
∫ t
0
∫
Σt′
Tr
◦
k Pµ(∂̺∂Ωe
−̺)Pµ curlCdµedt′
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by using (3.49) and Tr
◦
k= −div v we estimate∑
µ>1
|K+2,µ| .
∫ t
0
‖Tr
◦
k ‖L∞x ‖Λ
δ(∂̺∂Ωe−̺)‖L2x‖Λ
δ curlC‖L2xdt
′
.
∫ t
0
‖∂v‖L∞x ‖Λ
δ curlC‖L2xdt
′.
For the term
K+3,µ = µ
2δ
∫ t
0
∫
Σt′
[Pµ,T](∂̺∂Ωe
−̺)Pµ curlCdµedt′
we recall that [Pµ,T] = [Pµ, v]∂ and apply (10.2) to F = v and G = ∂̺∂Ωe
−̺ with α = δ,∑
µ>1
|K+3,µ| .
∫ t
0
‖µδ[Pµ, v]∂(∂̺∂Ωe
−̺)‖l2µL2x‖Λ
δ curlC‖L2xdt
′
.
∫ t
0
‖∂v‖L∞x ‖∂̺∂Ωe
−̺‖Hδx‖Λ
δ curlC‖L2x
.
∫ t
0
‖∂v‖L∞x ‖Λ
δ curlC‖L2xdt
′,
where we used (3.49) to obtain the last line.
For the boundary term,
K+4,µ = µ
2δ
∫ t
0
∂t
∫
Σt′
Pµ(∂̺∂Ωe
−̺)Pµ curlCdµedt′,
by using (3.49) again, we derive∑
µ>1
|K+4,µ| . sup
0≤t′≤t
‖Λδ(∂̺∂Ωe−̺)‖L2x‖Λ
δ curlC‖L2x
. sup
0≤t′≤t
‖Λδ curlC‖L2x(t
′).
Hence we summarize the above estimates for the terms in K+µ , and combine the estimate of (3.50)
to conclude ∑
µ>1
|Kµ| .
∫ t
0
(‖∂v‖L∞x + ‖Λ
δ curlC‖L2x + 1)(‖Λ
δ curlC‖L2x + 1)dt
′
+ sup
0≤t′≤t
‖Λδ curlC‖L2x(t
′) +
∫ t
0
‖∂v‖Bδ
∞,2,x
dt′.
Combining the above estimate with (3.48) and (3.45) implies the result in Lemma 3.8. 
Proof of Proposition 3.5. We apply (3.5) to F = G = Pµ curlC to obtain∑
µ>1
µ2δ
∫
Σt
|Pµ curlC|
2dµe
. ‖Λδ curlC(0)‖2L2x +
∑
µ>1
|
∫ t
0
µ2δTPµ curlC · Pµ curlCdµedt
′|
+
∫ t
0
‖∂v‖L∞x ‖Λ
δ curlC‖2L2xdt
′
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. ‖Λδ curlC(0)‖2L2x +
∑
µ>1
|
∫ t
0
µ2δ([T, Pµ curl ] + Pµ curlT)C · Pµ curlCdµedt
′|
+
∫ t
0
‖∂v‖L∞x ‖Λ
δ curlC‖2L2xdt
′
. ‖Λδ curlC(0)‖2L2x +
∑
µ>1
|
∫ t
0
µ2δ[T, Pµ curl ]C · Pµ curlCdµedt
′|
+
∫ t
0
‖∂v‖L∞x ‖Λ
δ curlC‖2L2xdt
′ +
∑
µ>1
|Iµ|
.
∫ t
0
(‖ curlC‖H˙δx + 1){‖∂v‖Bδ∞,2,x + (1 + ‖∂v‖L
∞
x
)(‖ curlC‖H˙δx + 1)}dt
′
+ sup
0≤t′≤t
‖Λδ curlC‖L2x(t
′) + ‖Λδ curlC(0)‖2L2x ,
where we used Tr
◦
k= −div v, and applied (3.27) to F = C together with (3.31), and Lemma
3.8 to obtain the last inequality. Proposition 3.5 then follows by using Gronwall’s inequality and
using (3.31). 
4. Reduction to the Strichartz estimates for the linearized wave equation
Due to Corollary 3.4, the main task from now on is to improve the bootstrap assumption in
(2.1) by establishing Strichartz estimate for the wave function Ψ = (v+, ̺), which is restated
below.
Theorem 4.1 (Main estimate). Let s > 2 and let Ψ = (v+, ̺) be the pair of solutions of (1.23)
and (1.8). If Ψ satisfies (2.1), then there holds with a number 8δ0 < γ0 < s− 2
‖∂Ψ‖2L2
[0,T ]
L∞x
+
∑
λ≥2
λ2γ0‖P¯λ∂Ψ‖
2
L2
[0,T ]
L∞x
. T 2γ1 (4.1)
where P¯λ denote the Littlewood-Paley projections with
∑
λ P¯λ = Id in L
2(R3) and 0 < γ1 ≤ ǫ0.
Remark 4.2. Different from [29, Section 4] and [32, Section 3], T-derivative estimates in (4.1)
will be derived by using (1.4) and the spatial derivative estimate in (4.1) due to a potential issue
from commutations.
We first reduce the proof of Theorem 4.1 to the proof of Strichartz estimates on small time
intervals. Let λ be a fixed large dyadic number and let 0 < ǫ0 <
s−2
5 and δ0 = ǫ
2
0 be the fixed
numbers as mentioned in the introduction. By using the bootstrap assumption (2.1), we can
partition [0, T ] into disjoint union of sub-intervals Ik := [tk−1, tk] of total number . λ8ǫ0 with
the properties that |Ik| ≤ λ−8ǫ0T and
‖∂Ψ‖2L2
Ik
L∞x
+
∑
µ≥2
µ2δ0‖P¯µ∂Ψ‖
2
L2
Ik
L∞x
. λ−8ǫ0 . (4.2)
The total number of intervals Ik depends on λ, which is denoted by kλ.
Let H be the space of pairs of functions ϑ = (ϑ0, ϑ1), with the norm
‖ϑ‖2H = ‖∂ϑ0‖
2
L2x
+ ‖ϑ1 + v
i∂iϑ0‖
2
L2x
.
For the pair of functions f [t] := (f(t), ∂tf(t)),
‖f [t]‖2H = ‖∂f(t)‖
2
L2x
+ ‖Tf(t)‖2L2x .
On each time interval Ik we will show the following dyadic Strichartz estimate.
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Theorem 4.3 (Dyadic Strichartz estimates for the linearized wave equation). Fix λ ≥ Λ with Λ
a large constant. Let g be the acoustic metric given in (1.3), and ψ be a solution of
✷gψ = 0 (4.3)
on the time interval Ik. Then for any q > 2 sufficiently close to 2 there holds
‖Pλ∂ψ‖Lq
Ik
L∞x
. λ
3
2− 1q ‖ψ[tk]‖H,
where ∂ = ∂,T.
4.1. Proof of Theorem 4.1 assuming Theorem 4.3. By the reproducing property, we can
write P¯µ = P
2
µ with Pµ the Littlewood-Paley projection associated to a different symbol. We now
recall that for the solution U of (2.11) verifies the first order system (2.12) with correspondence
given in (2.13). We also obtained that the corresponding (Uµ, Vµ) = (PµU, PµV ) verifies (2.12)
with FUµ and FVµ given in (2.21). Recast the equation for Uµ into a form of (2.11) by using
(2.13), we have
✷gPµU = −TFUµ +TrkFUµ − FVµ .
We will apply the above calculation to U being either of the function in Ψ according to (2.14)
and (2.15). The first term on the right hand side will be shortly transformed into the lower order
term −FUµ which are set into the functions of initial data in Duhamel’s principle.
To be precise, we define W (t, s) to be the operator defined on H such that, for each ϑ :=
(ϑ0, ϑ1) ∈ H on Σs, φ(t, s, x) = W (t, s)(ϑ) is the unique solution of the initial value problem such
that
✷gφ = 0 (4.4)
with
φ(t; s, x) = ϑ0, ∂tφ(t; s, x) = ϑ1, at t = s.
Then, by an adaption from [29, Section 4], we derive the representation formula by the
Duhamel’s principle for t ∈ Ik = [tk−1, tk] that
PµU(t) = W (t, tk−1)
(
PµU(tk−1), ∂tPµU(tk−1)− FUµ(tk−1)
)
+
∫ t
tk−1
{W (t, s)(0,−Rµ(s)) +W (t, s)(FUµ (s), 0)}ds, (4.5)
where
Rµ = −FVµ + v
i∂iFUµ . (4.6)
Now we apply Pµ to the both sides and take the spatial derivative.
P 2µ∂mU(t) =
∫ t
tk−1
{
∂mPµW (t, s)(0,−Rµ(s)) + ∂mPµW (t, s)(FUµ (s), 0)
}
ds
+ ∂mPµW (t, tk−1)
(
PµU(tk−1), ∂tPµU(tk−1)− FUµ(tk−1)
)
. (4.7)
By using Theorem 4.3, we have for any one-parameter family of data ϑ(s) := (ϑ0(s), ϑ1(s)) ∈ H
with s ∈ Ik := [tk−1, tk] that
‖Pµ∂W (t, s)(ϑ(s))‖Lq
[s,tk]
L∞x
. µ
3
2− 1q ‖ϑ(s)‖H.
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In view of the Minkowski inequality we then obtain∥∥∥∥∥
∫ t
tk−1
Pµ∂W (t, s)(ϑ(s))ds
∥∥∥∥∥
L2
Ik
L∞x
.
∫ tk
tk−1
‖Pµ∂W (t, s)(ϑ(s))‖L2
[s,tk]
L∞x
ds
. |Ik|
1
2− 1q µ
3
2− 1q
∫
Ik
‖ϑ(s)‖Hds.
Since |Ik| . Tµ−8ǫ0, it follows that∥∥∥∥∥
∫ t
tk−1
Pµ∂W (t, s)(ϑ(s))ds
∥∥∥∥∥
L2
Ik
L∞x
. T
1
2− 1q µ(
1
2− 1q )(1−8ǫ0)
∫
Ik
µ‖ϑ(s)‖Hds.
Applying the above inequality to (4.7) gives, with δ2 := (
1
2 −
1
q )(1 − 8ǫ0), that
‖P¯µ∂mU‖L2
Ik
L∞x
. T
1
2− 1q µδ2‖µ(FUµ ,−Rµ)‖L1IkH
+ T
1
2− 1qBµ(tk−1), (4.8)
where
Bµ(t) := µ
δ2‖µ
(
PµU(t), ∂tPµU(t)− FUµ(t)
)
‖H,
In the following we will give the estimates on Rµ, FUµ and Bµ(tk−1). Positive indices ǫ0, q, δ are
chosen such that 4ǫ0 + δ2 + δ < s− 2, and δ2 + δ < 4ǫ0.
Remark 4.4. For convenience, we choose 12 −
1
q = ǫ0. Hence 0 < δ < min(s − 2 − 4ǫ0 − ǫ0(1 −
8ǫ0), 4ǫ0 − ǫ0(1 − 8ǫ0)). Since s − 2 > 5ǫ0 > 0, this allows us to achieve δ > 8ǫ20 = 8δ0 in the
range.
4.1.1. Estimates for Rµ, FUµ . To treat the first term on the right of (4.8), we note
‖(FUµ(s),−Rµ(s))‖
2
H = ‖(−Rµ + v
m∂mFUµ)(s)‖
2
L2x
+ ‖∂FUµ(s)‖
2
L2x
= ‖FVµ(s)‖
2
L2x
+ ‖∂FUµ(s)‖
2
L2x
.
(4.9)
Lemma 4.5. For any δ1 > δ > 0 satisfying b := δ2 + δ1 < 4ǫ0, there holds∑
µ>Λ
κµ∑
k=1
‖µ1+δ2+δ(FUµ (s),−Rµ(s))‖
2
L1
Ik
H
 12 . 1. (4.10)
Proof. Recall from the definitions of (2.21),
FVµ = [Pµ, c
2]∆eU − [Pµ, v
m]∂mV + PµFV + [Pµ,Trk]V − [Pµ, c
2∂l(log c)]∂
lU,
∂iFUµ =− [Pµ, v
m]∂i∂mU − [Pµ, ∂iv
m]∂mU + ∂iPµFU .
These terms will be divided into two types and thus treated differently,
I1 :=
∑
µ>Λ
κµ∑
k=1
‖µ1+δ2+δ([Pµ, c
2]∆eU, [Pµ, v]∂V, [Pµ, v]∂
2U)‖2L1
Ik
L2x
,
I2 :=
∑
µ>Λ
κµ∑
k=1
‖µ1+δ2+δRˇµ‖
2
L1Ik
L2x
,
where symbolically
Rˇµ = [Pµ,Trk]V + [Pµ, ∂iv
m]∂mU + [Pµ, ∂l(c
2)]∂lU + PµFV + ∂PµFU .
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It suffices to show that
I
1
2
1 . ‖∂
2U, ∂V ‖L∞I L2x , (4.11)
I
1
2
2 . ‖∂v+,∂̺‖L1IL∞x + ‖µ
1+b∂PµFU‖L1
I
l2µL
2
x
+ ‖µ1+bPµFV ‖L1
I
l2µL
2
x
. (4.12)
By (4.2) and Lemma 3.4, we have ‖∂̺, ∂v‖L1
Ik
L∞x
. µ−8ǫ0T
1
2 . We can apply (10.1) to obtain
‖µ1+δ+δ2([Pµ, c
2]∆eU, [Pµ, v]∂V, [Pµ, v]∂
2U)‖L1IkL
2
x
. µδ+δ2‖∂̺, ∂v‖L1IkL
∞
x
‖∂2U, ∂V ‖L∞t L2x
. µδ+δ2−8ǫ0‖∂2U, ∂V ‖L∞t L2x .
Recall also that κµ . µ
8ǫ0 . We can obtain
κµ∑
k=1
‖µ1+δ+δ2([Pµ, c
2]∆eU, [Pµ, v]∂V, [Pµ, v]∂
2U)‖2L1
Ik
L2x
≤ Cµ2(δ+δ2−4ǫ0)‖∂2U, ∂V ‖2L∞t L2x .
Since 0 < δ < δ1 and b := δ2 + δ1 < 4ǫ0, we have
I1 . Λ
2(b−4ǫ0)‖∂2U, ∂V ‖2L∞t L2x . ‖∂
2U, ∂V ‖2L∞t L2x ,
which gives (4.11).
Next we prove (4.12). Since 0 < δ < δ1, we observe that for any function aµ there holds
∑
µ>Λ
κµ∑
k=1
‖µδaµ‖
2
L1
Ik
L2x
≤
∑
µ>Λ
‖µδaµ‖
2
L1
I
L2x
≤
∫
I
∑
µ>Λ
‖µδaµ‖L2x
2
.
(∫
I
‖µδ1aµ‖l2µL2x
)2
. (4.13)
The first three terms in Rˇµ can be treated directly by using (4.13). We first note that
[Pµ, f ]G = Pµ(fG)− fPµG.
Applying (10.6) to the first term yields
‖µ1+b[Pµ, f ]G‖l2µL2x . ‖f‖L∞x ‖G‖Hb+1x + ‖f‖H1+bx ‖G‖L∞x .
With the help of the above estimate and (4.13),
‖µ1+b
(
[Pµ,Trk]V, [Pµ, ∂v]∂U, [Pµ, ∂l(c
2)]∂lU
)
‖l2µL2x
. ‖∂v,Trk, ∂(c2)‖L∞x ‖V, ∂U‖Hb+1x + ‖∂v,Trk, ∂(c
2)‖H1+bx ‖V, ∂U‖L∞x .
Using (2.94) and taking L1I norm gives
‖µ1+b
(
[Pµ,Trk]V , [Pµ, ∂v]∂U, [Pµ, ∂l(c
2)]∂lU
)
‖l2µL2x
. ‖∂̺, ∂v+‖L1
I
L∞x
‖V, ∂U, ∂v,Trk, ∂(c2)‖L∞t H
1+b
x
.
(4.12) then follows by applying Corollary 3.3.
Thus
I1 + I2 ≤ ‖∂v+,∂̺‖L1
I
L∞x
+ ‖µ1+bPµFU‖L1
I
l2µH
1
x
+ ‖µ1+bPµFV ‖L1
I
l2µL
2
x
+ ‖∂2U, ∂V ‖L∞I L2x .
We now combine Corollary 3.3, (2.86), (2.87) and Corollary 3.4 to obtain
‖µ1+bPµFU‖L1Il2µH1 + ‖µ
1+bPµFV ‖L1I l2µL2x . ‖∂v+,∂̺‖L1IL∞x + 1.
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Using the above estimate, ‖∂v+,∂̺‖L1
I
L∞x
. 1 due to (2.1) and Corollary 3.4, we can conclude
(4.10). 
4.1.2. Estimate for Bµ(tk−1). Recall (2.12) with U being PµU . By the definition of H, we derive
Bµ(t)
2 = µ2δ2+2
(
‖TPµU(t)−FUµ(t)‖
2
L2x
+ ‖∂PµU(t)‖
2
L2x
) = µ2δ2+2
(
‖PµV (t)‖
2
L2x
+ ‖∂PµU(t)‖
2
L2x
)
.
(4.14)
Hence, by using (3.24), we can obtain directly
Lemma 4.6. If 4ǫ0 + δ + δ2 < s− 2, there holds∑
µ>Λ
κµ∑
k=1
µ2δBµ(tk−1)2 . 1.
Indeed since κµ < µ
8ǫ0 , we can derive in view of the energy bound in (3.24) that∑
µ>Λ
κµ∑
k=1
µ2δBµ(tk−1)2 .
∑
µ>Λ
µ2δ+2δ2+8ǫ0 sup
t∈I
E(1)µ (t)
.
∑
µ>Λ
µ2δ+2δ2+8ǫ0−2(s−2) · sup
t∈I
sup
µ>Λ
µ2(s−2)E(1)µ (t) . 1.
In view of (4.8), Lemma 4.5, Lemma 4.6 and writing∑
µ>Λ
‖µδPµ∂mU‖
2
L2IL
∞
x
=
∑
µ>Λ
κµ∑
k=1
‖µδPµ∂mU‖
2
L2Ik
L∞x
,
we can obtain the following result.
Proposition 4.7. For any q > 2 sufficiently close to 2 and any δ > 0 sufficiently small such
that 4ǫ0 + δ2 + δ < s − 2, where δ2 := (
1
2 −
1
q )(1 − 8ǫ0), and δ2 + δ < 4ǫ0, for (U, V ) in (2.14)
and (2.15) satisfying (2.12) there holds∑
µ>Λ
‖µδPµ∂U‖
2
L2
I
L∞x
. T 1−
2
q .
Therefore for Ψ = (v+, ̺), we have obtained
‖∂Ψ‖2L2
I
L∞x
+
∑
µ>Λ
‖µδPµ∂Ψ‖
2
L2
I
L∞x
≤ CT 1−
2
q .
We need the following result for obtaining the control on TΨ.
Lemma 4.8. There holds the following commutator estimate
‖[Pµ, G]∂f‖L∞x . µ
− 12 ‖∂G‖L∞x ‖∂
2f‖L2x , µ > 1.
Indeed, from (10.1), (10.5) and using Bernstein inequality, we derive
‖[Pµ, G]∂mf‖L∞x . ‖[Pµ, G]∂f≤µ‖L∞x + ‖Pµ(
∑
λ>µ
(G)λ∂fλ)‖L∞x
. µ−1‖∂G‖L∞x ‖∂f≤µ‖L∞x +
∑
λ>µ
λ−1‖∂(G)λ‖L∞x ‖∂fλ‖L∞x
. ‖∂G‖L∞x {µ
−1∑
l≤µ
‖l
3
2 ∂fl‖L2x + µ
− 12
∑
λ>µ
(
µ
λ
)
1
2 ‖λPλ∂f‖L2x}
. µ−
1
2 ‖∂G‖L∞x ‖∂
2f‖L2x.
52 QIAN WANG
This implies Lemma 4.8.
Corollary 4.9. With the same choices of q, δ2, δ as in Proposition 4.7, for Ψ = (v+, ̺), there
hold
‖TΨ‖2L2IL∞x
+
∑
µ>Λ
‖µδP¯µTΨ‖
2
L2IL
∞
x
≤ CT 1−
2
q .
Proof. By using (1.4) and (1.20), we can derive
Tv+ = Tv −Tη = −c
2∂̺−Tη,
T̺ = − div v = −(∂v+ + ∂η).
By using (2.76), (2.80) and Sobolev embedding,
‖Tv+‖L∞ ≤ ‖∂̺‖L∞x + ‖Tη‖L∞x . ‖∂̺‖L∞x + 1;
‖T̺‖L∞x . ‖∂v+‖L∞x + ‖∂η‖L∞x . ‖∂v+‖L∞x + 1.
Hence the L2IL
∞
x estimates in Corollary 4.9 follows immediately as a consequence of the L
2
IL
∞
x
estimates in Proposition 4.7.
By Sobolev embedding and (2.80), we derive
‖µδP¯µTη‖l2µL∞x . ‖Tη‖H2x . 1
Applying Lemma 6.20 to G = c2, together with using (2.69) implies
‖µδP¯µ(c
2∂̺)‖l2µL2IL∞x . ‖µ
δP¯µ∂̺‖L2
I
l2µL
∞
x
+ ‖∂̺‖L2
I
L∞x
.
These two estimates imply
∑
µ>Λ ‖µ
δP¯µTv+‖2L2
I
L∞x
≤ CT 1−
2
q , by using the estimate of ∂̺ in
Proposition 4.7.
Note by Berntein inequality, (2.79) and (3.23), we derive
‖µδP¯µ∂η‖l2µL∞x . ‖µ
δ+ 32 P¯µ∂η‖l2µL2x . ‖ curlΩ‖H
1
2
+δ
x
+ 1 . 1.
Combining the above estimate with the estimate of ∂v+ in Proposition 4.7 gives
‖µδP¯µT̺‖L2Il2µL∞x . T
1
2 + ‖µδP¯µ∂v+‖L2I l2µL∞x . T
1
2− 1q .
Hence the proof of Corollary 4.9 is complete. 
Rename the choice of δ, q in Remark 4.4 by γ0 = δ, and γ1 =
1
2 −
1
q . The proof of Theorem
4.1 is complete.
4.2. Prove Theorem 4.3 using dispersive estimate. In order to prove Theorem 4.3 on each
spacetime slab Ik×R3, we consider the coordinate change (t, x)→ (λ(t−tk), λx). The interval Ik
becomes I∗ = [0, τ∗] with τ∗ ≤ λ1−8ǫ0T . Under the rescaled coordinates the function Φ = (̺, v)
and the metric component g in (1.3) become
Φ(λ−1t+ tk, λ−1x) and g(Φ(λ−1t+ tk, λ−1x)) (4.15)
which are still denoted as Φ and g. In view of (4.2), Corollary 3.4 and |Ik| ≤ λ−8ǫ0T , we have
‖∂g‖L1
I∗
L∞x
. λ−8ǫ0 .
Therefore, to prove Theorem 4.3, it is equivalent to show the following Strichartz estimate on I∗
with respect to Littlewood-Paley projection P on the frequency domain {1/2 ≤ |ξ| ≤ 2}. Here
we fix the convention that P = P1, which is the Littlewood-Paley projection Pλ with λ = 1.
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Theorem 4.10. If there is a large number Λ such that for λ ≥ Λ, on the time interval I∗ = [0, τ∗],
there holds
‖∂v+,∂̺‖
2
L2
I∗
L∞x
+ λ2δ0
∑
µ≥2
µ2δ0‖P¯µ∂(v+, ̺)‖
2
L2
I∗
L∞x
. λ−1−8ǫ0 (4.16)
then for any solution ψ of ✷gψ = 0 on the time interval I∗ and q > 2 sufficiently close to 2,
there holds
‖P∂ψ‖Lq
I∗
L∞x
. ‖ψ[0]‖H. (4.17)
The proof of Theorem 4.10 crucially relies on the following decay estimate.
Theorem 4.11 (Decay estimate). Let 0 < ǫ0 <
s−2
5 be a fixed number. There exists a large
number Λ such that for any λ ≥ Λ and any solution ψ of the equation
✷gψ = 0 (4.18)
on the time interval I∗ = [0, τ∗] with τ∗ ≤ λ1−8ǫ0T , there is a function d(t) satisfying
‖d‖
L
q
2
. 1, for q > 2 sufficiently close to 2 (4.19)
such that for any 0 ≤ t ≤ τ∗ there holds
‖PTψ(t)‖L∞x ≤
(
1
(1 + t)
2
q
+ d(t)
)(
3∑
m=0
‖∂mψ(0)‖L1x +
2∑
m=0
‖∂mTψ(0)‖L1x
)
. (4.20)
Assuming Theorem 4.11, we can prove Theorem 4.10 by running the T T ∗ argument. See [29,
Section 4] and [32, Section 9].
To prove Theorem 4.11, we carry out a further localization of the solution for (4.18) in physical
space in I∗ × R3 with I∗ = [0, τ∗] under the rescaled coordinates, where τ∗ ≤ λ1−8ǫ0T . For each
t denote by g(t) or g the induced Riemannian metric of (4.15) on Σt = {t} × R3. Given d > 0
and p ∈ Σt we use Bd(p) and Bd(p, g) to denote the Euclidean ball and the geodesic ball on Σt
with respect to g. We can find R > 0 such that
BR(p) ⊂ B 1
2
(p, g(t)), ∀p ∈ Σt and 0 ≤ t ≤ τ∗. (4.21)
This is achievable due to the ellipticity condition from (2.6). Now we fix t0 = 1. We take a
sequence of Euclidean balls {BJ} with radius R such that their union covers R3 and any ball
in this collection intersect at most 20 other balls. Let {XJ} be a partition of unity subordinate
to the cover {BJ}. We may assume that
∑3
m=1 |∂
mXJ |L∞x ≤ C1 holds uniformly in J . By
using this partition of unity and a standard argument we can reduce the proof of Theorem
4.11 to establishing the following dispersive estimate for the solution of ✷gψ = 0 with ψ[t0] :=
(ψ(t0), ∂tψ(t0)) supported on an Euclidean ball of radius R.
Proposition 4.12. There is a large constant Λ such that for any λ ≥ Λ and any solution ψ of
✷gψ = 0
on the time interval [0, τ∗] with τ∗ ≤ λ1−8ǫ0T and with ψ[t0] supported in the Euclidean ball BR
of radius R, there exists a function d(t) satisfying
‖d‖
L
q
2 [0,τ∗]
. 1 for q > 2 sufficiently close to 2 (4.22)
such that for all t0 ≤ t ≤ τ∗,
‖PTψ(t)‖L∞x .
(
1
(1 + |t− t0|)
2
q
+ d(t)
)
(‖ψ[t0]‖H + ‖ψ(t0)‖L2). (4.23)
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In order to show Theorem 4.11 by using Proposition 4.12, we first need the standard energy
control.
Lemma 4.13. Under the bootstrap assumption (2.1), there holds, for any solution ψ of (4.18),
the standard energy estimate
‖ψ[t]‖H . ‖ψ[0]‖H, (4.24)
and for 0 < t ≤ t0,
‖ψ(t)‖L2x . ‖ψ[0]‖H + ‖ψ(0)‖L2x .
Proof. (4.24) follows from (2.38). The other inequality then can be obtained by using the fun-
damental theorem of calculus. 
Proof of Theorem 4.11 assuming Proposition 4.12. For 0 < t < t0, we may use the Bernstein
inequality of LP projections to obtain
‖PTψ(t)‖L∞x . ‖Tψ(t)‖L2x .
Also using Lemma 4.13 and the Sobolev embedding W 2,1 →֒ L2 in R3, we can obtain the desired
inequality. Thus we can assume t0 ≤ t ≤ τ∗. By using the partition of unity {XJ} we decompose
ψ =
∑
J ψJ , with ψJ the solution of ✷gψJ = 0 satisfying the initial conditions
ψJ (t0) = XJψ(t0), ∂tψJ(t0) = XJ∂tψ(t0).
By using (4.23) in Proposition 4.12, we have
‖PTψJ (t)‖L∞x .
(
1
(1 + |t− t0|)
2
q
+ d(t)
)
(‖ψJ [t0]‖H + ‖ψJ(t0)‖L2).
In view of Lemma 4.13 and the Sobolev embedding W 2,1 →֒ L2 in R3, we obtain
‖PTψJ(t)‖L∞x .
(
1
(1 + |t− t0|)
2
q
+ d(t)
)(
3∑
m=0
‖∂mψJ(0)‖L1x +
2∑
m=0
‖∂mTψJ(0)‖L1x
)
.
Summing over J and using the fact that any ball BJ intersects with at most 20 other balls, we
can conclude the desired estimate. 
5. Reduction to the boundedness of conformal energy
The main task now is to prove Proposition 4.12, which will be reduced further to controlling
conformal energy. To define the conformal energy, we set up a foliation of the acoustic spacetime
by outgoing acoustic null cones, which covers the domain of influence of B 1
2
(p, g(t0)).
5.1. Construction of foliations of acoustic null cones. Let p be the center of BR in Propo-
sition 4.12 at t = t0. We denote by Γ
+ the time axis passing through p which is defined to be the
integral curve of the forward unit normal T with Γ+(tp) = p. We similarly extend the integral
curve of −T from t = tp till t = 0, which is still denoted as Γ
+ by abuse of notation, and denote
the point Γ+(0) = o. We will only consider the segment of Γ+(t) with t ∈ [0, τ∗].
Define the optical function u to be the solution of the Eikonal equation
gαβ∂αu∂βu = 0. (5.1)
We refer to the level sets of the optical function u, denoted by Cu, as the acoustic cones. The
global optical function u is constructed as follows.
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Let p be any point on Γ+, and Lω, ω ∈ S2 be the family of null vectors in TpM. For each
ω ∈ S2, define the vector field L′ to be the generator of the null geodesic Υω in (M,g) by
DL′L
′ = 0,
d
ds
Υω(s) = L
′, L′(s) = 1, (5.2)
and when s = 0, L′ = Lω. The null vector Lω can be decomposed as Lω = T+Nω, whereNω, ω ∈
S
2 is the family of the unit vectors in TpΣtp . We set u = t at p ∈ Γ
+. The ruled hypersurface
formed by {Υω, ω ∈ S2} is the level set of u, which is denoted by Cu. This immediately yields
L′(u) = 0. One can direct check via (5.2) and Eikonal equation that L′ = −Du, and clearly
Tu = 1, on Γ+(tp). (5.3)
As such, the optical function u has been defined in the causal future of o, denoted by D+,
with the level sets Cu being the outgoing null (acoustic) cones with vertex on Γ
+ at t = u. With
St,u = Cu ∩ Σt, which is a smooth surface diffeomorphic to S2, we denote the two solid cones
D+0 =
⋃
{t∈[t0,τ∗],0≤u≤t}
St,u and D
+ =
⋃
{t∈[0,τ∗],0≤u≤t}
St,u.
Next we extend the foliation of spacetime by the null cones to a neighbourhood of D+ in⋃
t∈[0,τ∗] Σt. Recall that τ∗ ≤ λ
1−8ǫ0T and 0 < T ≤ d0, where d0 > 0 is the radius of injectivity
on Σt for t ≤ [0, T ]. Let v∗ = 45τ∗. We can guarantee that there is a neighbourhood O of o
contained in the geodesic ball Bτ∗(o, g) of radius τ∗ on {t = 0} such that it can be foliated by
the level sets Sv of a function v taking all values in [0, v∗] with v(o) = 0 and with each Sv, for
v > 0, diffeomorphic to S2; see Proposition 5.1 shortly for various important properties. Let
a−1 = |∇v|g be the lapse function on {t = 0} and we know limv→0 a = 1 in Proposition 5.1.
Then, in O the metric g can be written as
ds2 = a2dv2 + γABdω
AdωB, (5.4)
where ωA, A = 1, 2, denote the angular variables on S2 and γ is the induced metric on Sv. At
t = 0, we denote by N = N(v, ω) the outward unit normal of the foliation of Sv with [0, v∗] and
we also note that N→ Nω as v→ 0 for ω ∈ S
2.
With the initial datum at Sv given by
L′ = a−1(T+N), 0 < v ≤ v∗, t = 0, (5.5)
we define L′,Υω to be the vector field and the null geodesic satisfying (5.2). By setting u = −v,
the level set of u which is Cu is the ruled hypersurface of the null geodesics {Υω, ω ∈ S2}, and
thus L′(u) = 0. And we can check L′ = −Du.
This gives an extension of u satisfying (5.1) in the causal future of ∪0≤v≤v∗Sv, denoted by D˜+.
It is foliated by the null cones Cu, initiating from Sv with u = −v at t = 0, and those initiating
from the time axis Γ+ with u = t. We still denote St,u = Cu ∩Σt for −v∗ ≤ u < 0 and t ∈ [0, τ∗].
D˜+ can be written as
D˜+ =
⋃
{t∈[0,τ∗],−v∗≤u≤t}
St,u.
Define in D˜+ for all 0 < t ≤ τ∗ that
b−1 := Tu = −〈L′,T〉.
By (5.5) and (5.3), we can see the initial and the boundary value of b verify b = a at t = 0 and
b = 1 on Γ+(t).
Next we directly compute
∇u = Du+ 〈Du,T〉T = −L′ + b−1T
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and thus |∇u| = b−1. Let N be the outward unit normal of the radial foliation St,u with
−v∗ ≤ u ≤ t on Σt. By the above calculation
N = bL′ −T.
Moreover, also using L′ = −Du,
−N(u) = b−1 = Tu = |∇u|.
We can directly see that
N→ Nω
(
Γ+(t)
)
, b→ 1 as u→ t.
In Lemma 8.4, we will show that |b− 1| ≤ 14 . Assuming this property, we can prove as in [32,
Section 4] that
B 1
2
(p, g(t0)) ⊂ D
+
0 ∩ Σt0 ,
which implies BR(p) ⊂ D
+
0 ∩Σt0 .
For convenience in D˜+, we introduce the pair of null frames
L = bL′ = T+N, L = T−N, (5.6)
and define the projection tensor as
Πµν = gµν +TµTν −NµNν (5.7)
or identically
Πµν = gµν +
1
2
(LµLν + LµLν).
Since N is the unit normal to St,u in Σt, Πµν gives the induced metric on St,u, which will be
denoted as γ, with /∇ the corresponding Levi-Civita connection on St,u. We can write down the
line element of the metric g as
ds2 = b2du2 + γABdω
AdωB. (5.8)
Let {eA, eB} with A,B = 1, 2 be the orthonormal basis of the tangent bundle on St,u. We
now introduce the connection coefficient on Cu by using the null pair e4 = L, e3 = L. The null
second fundamental forms χ and χ, the torsion ζ, and the Ricci coefficient ζ of the foliation St,u
are defined by
χAB = g(DAe4, eB), χAB = g(DAe3, eB),
ζA =
1
2
g(D3e4, eA), ζA =
1
2
g(D4e3, eA).
(5.9)
We denote by trχ and χˆ the trace and traceless part of χ by the metric γ, and apply the same
convention to χ.
On each Cu ∩ D˜+, with tmin = max{u, 0}, we write Υ(t, ω) := Υ(s(t, ω), ω) for tmin ≤ t ≤ τ∗
by change of parameter. The pull-back coordinates (t, ω1, ω2) induced by the null geodesic flow
Υ(t, ω), ω ∈ S2 along Cu together with the function u define a complete system of coordinates
on D˜+. Indeed, the short-time well-posedness of the null geodesic family {Υ(s(t), ω, u)}, for all
ω ∈ S2,−v∗ ≤ u ≤ t can follow from the standard ODE theory. The semi-global behaviour
throughout D˜+, or more precisely, the global diffeomorphism of the null exponential map, Υ :
[tmin, τ∗] × S2 → Cu ∩ D˜+ for all Cu contained in D˜+, can be guaranteed by running the same
continuity argument for proving [27, Theorem 1.2], based on (8.5), Proposition 8.3, (8.20) and
(2.1).
Hence for each p ∈ D˜+, there exists a unique triplet (t, ω, u) such that p = Υ(t, ω, u). Corre-
sponding to the case that t = 0 in the triplet, in view of (5.4), we note on each Sv, {∂ω1 , ∂ω2}
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is the pair of pull-back coordinate frame by the diffeomorphism S2 → Sv with 0 < v ≤ v∗. (See
more details in the proof in [31] for Theorem 5.1.)
For t > 0, we introduce the transport coordinate on Cu by
d
dt
xµ
(
Υ(t, ω)
)
= Lµ(t, ω), t > 0 (5.10)
and adopt the pull-back coordinate frame {∂ωA , A = 1, 2} on St,u defined by the diffeomorphism
Υ(t, ·, u) : S2 → St,u, t > 0. Along the cone Cu, L = ∂t
15 together with the the pull-back
coordinate frame {∂ω1 , ∂ω2} forms a set of coordinate frame on Cu. We can derive
d
dt
γ(∂ωA , ∂ωB ) = γ(DL∂ωA , ∂ωB ) + γ(∂ωA ,DL∂ωB )
= γ(D∂ωAL, ∂ωB ) + γ(∂ωA ,D∂ωBL)
= 2χ(∂ωA , ∂ωB ).
(5.11)
The second fundamental form of St,u in Σt for 0 ≤ t ≤ τ∗ is given by
θ(X,Y ) = 〈∇XN, Y 〉 (5.12)
for any vector fields X,Y tangent to St,u. The trace of θ is defined by trθ = γ
ABθAB, and the
traceless part of θ is denoted by θˆ.
Let
vt =
√
|γ|√
|γ(0)|
,
where γ(0) is the canonic round metric on S2. Since vt is defined on St,u, we may write it as vt,u
in particular when u is also varying. By LLγ = 2χ,
L(vt) = vttrχ. (5.13)
We define St,u-tangent tensor field F if F verifies iLF = 0 and iLF = 0. For such tensor
fields, |F | is the norm of F under the induced metric γ. We will use the two norms
‖F‖q
Lqx(St,u)
=
∫
St,u
|F |qdµγ and ‖F‖
q
Lqω(St,u)
=
∫
S2
|F |q(ω)dµS2 .
For St,u-tangent tensor field F on Cu, we introduce the mixed norms
‖F‖q
LqωL∞t (Cu)
=
∫
S2
sup
Υω
|F |qdµS2 and ‖F‖
q
LqxL∞t (Cu)
=
∫
S2
sup
t∈Υω
(vt|F |
q)dµS2
and
‖F‖p
LptL
q
x(Cu)
=
∫ t2
t1
(
∫
S2
|F |qvt′dµS2)
p
q dt′.
For tensor fields F defined on Σt ∩ D˜+ we use the norms
‖F‖p
LpuL
q
x
=
∫ u2
u1
(
∫
S2
|F |qvt,u′dµS2)
p
q du′,
‖F‖LqxL∞u =
(∫
S2
(sup
u
(vt|F |
q))(ω)dµS2
) 1
q
.
We may write dµS2 as dω for convenience. The ranges t1, t2 and u1 and u2 are determined by
the integral regions.
15This is the partial differentiation with u and ω fixed, instead of the ∂t in the cartesian frame.
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Finally, we recall that the existence of the v-foliation with the desired properties in a neigh-
bourhood of o on {t = 0} is guaranteed by the following result. The proof of the following result
depends on the Ricci curvature of the induced metric g on Σt, which is of the same regularity
level as in [32]. See the proof in [31, Section 10].
Proposition 5.1. On {t = 0} there exists a function v with 0 ≤ v ≤ v∗ = 45τ∗ such that each
level set Sv is diffeomorphic to S
2 and
tr θ + kNN =
2
av
+Tr k − Ξ4, a(o) = 1. (5.14)
Let γ(0) be the canonical round metric on S2 and γ be the induced metric of g on Sv. Let
◦
γ = v−2γ
and γˇ = v2γ(0). Then on ∪0≤v≤v∗Sv there hold
|a− 1| . λ−4ǫ0 <
1
4
, ‖v
1
2− 2q∗ (θˆ, /∇ log a)‖Lq∗(Sv) . λ
− 12 , (5.15)
‖ /∇ log a‖L2
v
L∞
Sv
+ ‖χˆ‖L2
v
L∞
Sv
. λ−
1
2 , (5.16)
|
◦
γ − γ(0)|+ ‖∂ω(
◦
γ − γ(0))‖Lq∗ω (Sv) . λ
−4ǫ0 , (5.17)
‖v
1
2− 2q∗ /∇(log
√
|γ| − log
√
|γˇ|)‖Lq∗(Sv) . λ
− 12 , (5.18)
where 0 < 1− 2q∗ < s− 2 and for scalar functions f , ‖f‖
q∗
Lq∗ω (Sv)
:=
∫
S2
|f |q∗(ω)dµS2 . Moreover
|a− 1| . λ−4ǫ0 , ‖v−
1
2 (a− 1)‖L∞ . λ
− 12 ,
√
|γ|√
|γ(0)|
≈ v2 (5.19)
and there holds the inclusion
∪0≤v≤v∗Sv ⊂ Bτ∗(o). (5.20)
5.2. Reduction from the dyadic Strichartz estimates to the boundedness of conformal
energy. In order to give the definition of our conformal energy, we take two smooth cut-off
functions ̟ and ̟ depending only on two variables t, u; for t > 0 they are defined in a manner
such that
̟ =
{
1 on 0 ≤ u ≤ t
0 on u ≤ − t4 ,
and ̟ =
{
1 on 0 ≤ ut ≤
1
2
0 if ut ≥
3
4 or u ≤ −
t
4 .
We may define ̟ and ̟ such that they coincide in the region ∪{t∈[t0,τ∗],− t4<u≤0}St,u.
Definition 5.2. For any scalar function ψ vanishing outside D+, we define the conformal energy
C[ψ] of ψ by
C[ψ](t) = C[ψ](i)(t) + C[ψ](e)(t),
where
C[ψ](i)(t) =
∫
Σt
(̟ −̟)t2
(
|Dψ|2 + |r˜−1ψ|2
)
dµg, (5.21)
C[ψ](e)(t) =
∫
Σt
̟
(
r˜2|DLψ|
2 + r˜2| /∇ψ|2 + |ψ|2
)
dµg. (5.22)
We will prove the following boundedness theorem for the conformal energy in the rest of this
paper, combined with [32, Section 7].
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Theorem 5.3 (Boundedness theorem). Let (4.16) hold. Let ψ be any solution of ✷gψ = 0 on
I∗ = [0, τ∗] with ψ[t0] supported in BR ⊂ D+ ∩ Σt0 . Then, for t ∈ [t0, τ∗], the conformal energy
of ψ satisfies the estimate
C[ψ](t) . (1 + t)2ǫ
(
‖ψ[t0]‖
2
H + ‖ψ(t0)‖
2
L2(Σ)
)
,
where ǫ > 0 is an arbitrarily small number.
Under the assumption (4.16), to show Theorem 5.3 implies Proposition 4.12, we refer to 16
[32, Section 4.1], for which we need the following results on D˜+,
‖̟
(
χˆ, /∇ logb, trχ−
2
r˜
)
‖
(L
q
2 [0,τ∗]L∞x ∩D˜+)
≤ Cλ
2
q
−1−4ǫ0( 4q−1), (5.23)
where r˜ = t− u, q > 2 and is sufficiently close to 2;
|b− 1| ≤
1
2
, ‖trθ −
2
r˜
‖
L3(Σt∩D˜+) ≤ C, (5.24)
and the estimate
C−1γ(0)(X,X) ≤ r˜−2γ(X,X) ≤ Cγ(0)(X,X), vt/r˜2 ≈ 1, (5.25)
where X is any St,u tangent vector field with St,u contained in D˜+ and C > 0 is a universal
constant.
The assumptions (5.24) and (5.25) are used to prove the scaling-invariant inequalities in
Lemma 5.5 and Proposition 5.4 which are involved in proving Proposition 4.12. (5.25) ensures
that the area element vt and r˜
2 are comparable, and the first assumption in (5.24) implies b can
be regarded as a positive constant away from zero. Thus for any tensor F on St,u and 1 ≤ q <∞
we have
‖F‖Lq(St,u) ≈ ‖r˜
2
qF‖Lqω(St,u).
With the series of reduction, the proof of the main theorem, Theorem 1.1, has been reduced to
the proof of Theorem 5.3.
The proofs of Theorem 5.3 had always been the most important part of the series of works
on rough solutions for quasilinear wave equations [12, 14, 29, 32]. In particular, due to the
optimal regularity assumption on the data in [32], the proof of the boundedness theorem in [32]
is completely different from the previous works and the result has a growth with time, i.e. (t+1)2ǫ.
The reason of such harmless loss is due to the weak regularity of the spacetime metric and the
null hypersurfaces therein. The proof in [32, Section 7] contains two major ingredients: one is
to use the conformal method to normalize the null cones; the other is to adapt the hierarchic
approach in [6] to the rough spacetime to obtain the weighted energy flux together with the
weighted energy, so as to compensate the weak control in particular on the normalized mass
aspect function (see (9.8)). The analysis in the proof is hard to be relaxed further.
In our situation, the appearance of the rough vorticity derivative in (1.7) lowers the regularity
of the Ricci curvature significantly, which makes it much harder to control the null hypersurfaces
of the spacetime time. Our task is to gain the complete set of the geometric control required in
[32, Section 7] by utilizing the geometric structures of the acoustic spacetime derived in Section
7. The first set of estimates will be achieved in Proposition 8.2 and Proposition 8.3, which will
complete the proof of (5.23)-(5.25), (see Remark 8.5). We will control the normalized mass aspect
function and the conformal factor for applying the conformal method in Section 9.
Next, we provide a set of analytic tools under the original coordinates in the region of D˜+, for
which, we rely on bootstrap assumptions (5.24) and (5.25).
16See also [29, Section 4.3].
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Proposition 5.4. Under the assumption (5.25), there hold the following Sobolev inequalities
(i) For 2 ≤ q <∞ and any St,u-tangent tensor F , there hold
‖r˜1−2/qF‖Lq(St,u) . ‖r˜ /∇F‖
1−2/q
L2(St,u)
‖F‖
2/q
L2(St,u)
+ ‖F‖L2(St,u), (5.26)
and
r˜
1
2 ‖F‖L∞(St,u) . ‖r˜ /∇F‖L4(St,u) + ‖F‖L4(St,u). (5.27)
(ii) For any δ ∈ (0, 1), any q ∈ (2,∞) and any scalar function f there hold
sup
St,u
|f | . r˜
2δ(q−2)
2q+δ(q−2)
(∫
St,u
(
| /∇f |2 + r˜−2|f |2
)) 12− δq2q+δ(q−2) (∫
St,u
(
| /∇f |q + r˜−q|f |q
)) 2δ2q+δ(q−2)
.
We refer to [12], [15], [29] and [32] for the above inequalities. We will also need a collection of
trace inequalities for future reference.
Lemma 5.5. Under the assumptions (5.24) and (5.25) there hold on St,u for scalar functions
F the following trace inequalities∫
St,u
|F |2 .
(
‖F‖H˙1(Σt∩{u′≥u}) + ‖F‖L6(Σt∩{u′≥u})
)
‖F‖L2(Σt∩{u′≥u}),
‖F‖L4(St,u) + ‖r˜
− 12F‖L2(St,u) . ‖F‖H˙1(Σt∩{u′≥u}) + ‖F‖L6(Σt∩{u′≥u}),
where −v∗ ≤ u ≤ t.
The above result will be always used together with Sobolev embedding on Σt.
Proof. This results can be obtained by slightly adapting the original proof in [28, Sectioon 7.2].

We note that in D˜+, 0 ≤ r˜ ≤ 95τ∗. Thus, back to the coordinate before rescaling, there holds
0 ≤ r˜ . λ−8ǫ0T . T . This fact will be constantly used in the rest of this section and Section 6.
Lemma 5.6 (Dyadic trace inequality). Let 0 < α < 12 . Under the assumptions of (5.24) and
(5.25), there hold the following estimates for scalar functions F
‖µα[Pµ, v]F‖l2µL2(St,u) . ‖∂v‖H1x‖F‖Hα(Σt), (5.28)
‖µαPµF‖l2µL2(St,u) . ‖F‖H
1
2
+α(Σt)
, (5.29)
‖F‖L2(St,u) . ‖F‖H
1
2
+(Σt)
, (5.30)
where Pµ is a Littlewood-Paley projector with the smooth symbol supported in a dyadic shell
{C−1 < |ξ| < C, ξ ∈ R3}.
Proof. To prove (5.28), we apply Lemma 5.5 and Lemma 10.4 to obtain
‖µα[Pµ, v]F‖L2(St,u) . ‖µ
α− 12 [Pµ, v]F‖
1
2
H1(Σt)
‖µα+
1
2 [Pµ, v]F‖
1
2
L2(Σt)
. ‖∂v‖L6x(
∑
λ≤µ
(
λ
µ
)
1
2−α +
∑
λ>µ
(
µ
λ
)
1
2+α)‖λαFλ‖L2x .
Since ‖∂v‖L6x . ‖∂v‖H1x . 1 due to (2.69), taking l
2
µ norm gives (5.28).
By using Lemma 5.5 and the finite band property,
‖PµF‖
2
L2(St,u)
. ‖PµF‖H1(Σt)‖PµF‖L2(Σt) . ‖µ
1
2PµF‖
2
L2(Σt)
.
Multiplying the above inequality by µ2α, followed with taking l2µ norms on both sides, gives
(5.29).
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By applying F =
∑
P¯λF , with
∑
λ P¯λ = Id in L
2(R3), we apply the first inequality in Lemma
5.5 to derive
‖F≤1‖L2(St,u) . ‖F≤1‖
1
2
H1(Σt)
‖F≤1‖
1
2
L2(Σt)
. ‖F‖L2(Σt).
And for ‖
∑
λ>1 P¯λF‖L2(St,u), we apply (5.29). (5.30) follows as a consequence. 
Lemma 5.7. Let s − 2 ≥ δ > 1 − 2p . Under the assumptions (5.24) and (5.25), there hold for
scalar functions F ,
‖r˜F‖L2tL
p
ω(Cu) . ‖µ
δP˜µF‖l2µL2(Cu) + T
1
2 sup
0≤t≤T
‖F‖L2(Σt), (5.31)
‖r˜F‖L2uL
p
ω(u≥u0) . ‖Λ
δF‖L2(Σt∩{u≥u0}) + ‖F‖L2(Σt∩{u≥u0}), (5.32)
r˜
1
2 ‖F‖L2pω (St,u) . ‖Λ
δF‖H1(Σt) + ‖F‖H1(Σt), (5.33)
where P˜µ is a Littlewood-Paley projector in R
3 under the original coordinates, which may have
slightly different smooth symbol from either P¯µ or Pµ.
Proof. For the Littlewood-Paley projectors
∑
λ P¯λ = Id, in view of the reproducing property
P¯λ = P
2
λ , we can decompose F =
∑
0<µ≤1 P
2
µF +
∑
µ>1 P
2
µF .
If µ > 1, by using (5.26)
‖r˜1−2/pP 2µF‖Lp(St,u) . ‖r˜ /∇P
2
µF‖
1−2/p
L2(St,u)
‖P 2µF‖
2/p
L2(St,u)
+ ‖P 2µF‖L2(St,u)
. µ1−
2
p ‖r˜P˜µPµF‖
1− 2
p
L2(St,u)
‖P 2µF‖
2
p
L2(St,u)
+ ‖P 2µF‖L2(St,u)
. ((µr˜)1−
2
p + 1)‖P˜µF‖L2(St,u) . (µ
1− 2
p + 1)‖P˜µF‖L2(St,u),
where we used | /∇f | . |∂f |. In the last line above, we have regarded both P 2µF, P˜µPµF as P˜µF ,
which are the 3-D Littlewood-Paley projection associated to some smooth symbols. For the lower
frequency term, applying Lemma 5.5 leads to
‖r˜1−
2
pP 2≤1F‖Lp(St,u) . ‖P
2
≤1F‖H1(Σt) . ‖F‖L2(Σt).
Therefore we have obtained for δ > 1− 2p
‖r˜1−
2
pF‖Lp(St,u) . ‖µ
δP˜µF‖l2µL2(St,u) + ‖F‖L2(Σt).
Integrating the inequality along Cu with L
2
t gives (5.31). Integrating in u from t to u0 gives
(5.32).
To prove (5.33), we first derive for µ > 1
‖P 2µF‖L2pω . ‖P
2
µF‖
2
p
L4ω
‖P 2µF‖
1− 2
p
L∞ω
.
Thus by using (5.27)
r˜
1
2 ‖P 2µF‖L∞x . r˜‖ /∇P
2
µF‖L4(St,u) + ‖P
2
µF‖L4(St,u)
. r˜µ‖P˜µPµF‖L4(St,u) + ‖P
2
µF‖L4(St,u).
We then apply the L4 estimate in Lemma 5.5 to derive
r˜
1
2 ‖P 2µF‖L2pω . ‖P
2
µF‖
2
p
H1x
(r˜µ‖P˜µPµF‖L4(St,u) + ‖P
2
µF‖L4(St,u))
1− 2
p
. ‖P 2µF‖
2
p
H1x
(µ‖P˜µF‖H1x + ‖P
2
µF‖H1x)
1− 2
p
. ‖P˜µF‖H1x(µ
1− 2
p + 1).
(5.34)
62 QIAN WANG
For F≤1 =
∑
0<µ≤1 P
2
µF , by the same procedure, we can obtain
r˜
1
2 ‖F≤1‖L2pω . ‖F‖H1x
We sum the estimate (5.34) for µ > 1, then combine the result with the above estimate to obtain
(5.33) with δ > 1− 2p . 
6. Control of flux
In order to understand the analytic property of the acoustic null cones, we will control the
energy flux for derivatives of v, ̺, and for curlC along null cones.
6.1. Flux for ∂v and ∂̺. In order to control the flux of (v, ̺) along null cones Cu, we apply the
divergence theorem to Pµ in (2.23) and (2.11) in the spacetime region D˜+ ∩ {u′ ≥ u} ∩ {tmin ≤
t′ ≤ t}, where tmin = max{u, 0}. This leads to∫
Cu∩{tmin≤t′≤t}
LµPµdµγdt
′
=
∫
Σt∩{u′≥u}
PµT
µ −
∫
Σtmin∩{u′≥u}
PµT
µ +
∫
D˜+∩{u′≥u}∩{tmin≤t′≤t}
DµPµ,
(6.1)
where we hide the volume elements on Cu, which is dµγdt
′ and on Σt which is dµg. The latter
is always comparable to dµe. In particular if tmin = u, then Σtmin ∩ {u
′ ≥ u} is only the point
Γ+(u). In this situation, the corresponding integral vanishes.
We compute
LµPµ = −FULU +QµνT
νLµ +
1
2
F 2UL
µDµt
= −FULU +
1
2
(
(LU)2 + ( /∇U)2
)
+
1
2
F 2UL(t)
=
1
2
(
(LU − FU )
2 + | /∇U |2
)
,
where we used Q(L,T)[f ] = 12
(
(Lf)2+ | /∇f |2
)
. Substituting the above identities to (6.1) implies
the following result.
Lemma 6.1 (Fundamental estimate for flux). Let
F [U ](Cu) =
∫
Cu∩{tmin≤t′≤t}
(
|LU |2 + | /∇U |2
)
and Cu be a short-hand notation for Cu ∩ {tmin ≤ t′ ≤ t}. There holds on D˜+ for (U, V, FU , FV )
satisfying (2.12),
F [U ](Cu) .
∫
Cu
|FU |
2 + E [U ](t) + E [U ](tmin) +
∣∣∣∣∣
∫
D˜+∩{u′≥u}∩{tmin≤t′≤t}
DµPµ
∣∣∣∣∣ , (6.2)
where the integrand of the last term can be found in (2.26), and the term E [U ](tmin) vanishes if
u > 0.
In Section 8, we need the flux control for the metric components g. Since v = v+ + η, we will
apply Lemma 6.1 to wave functions (v+, ̺), and use the trace inequalities and elliptic estimates
to control derivatives of η.
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Proposition 6.2 (H2 flux for (v, ̺)). Under the assumptions (5.24) and (5.25) on D˜+, for the
density ̺ and the component of velocity vi, there holds
F [∂̺](Cu) +F [∂v](Cu) . 1.
Proof. We will use the equation (2.19) with (2.14), (2.15), and recall (U
(1)
i , V
(1)
i ) = (∂iU, ∂iV ).
Since (U
(1)
i , V
(1)
i ) involves merely the spatial derivatives of (U, V ), we will obtain the flux of time
derivatives by using (1.4). Since U = v+ or ̺ in (2.19), to recover the full control on v, we will
employ the trace inequality to control ‖L∂η‖L2(Cu) and ‖ /∇∂η‖L2(Cu). Note that ‖FU‖L2(Cu)
appears on the right hand side of (6.2). Since it also contains the terms of η, we will treat such
term by virtue of trace inequalities. To this end, we first show
‖L(∂η)‖L2(St,u) + ‖ /∇(∂η)‖L2(St,u) + ‖FU(1)‖L2(St,u) . 1, (6.3)
which immediately implies
‖L(∂η)‖L2(Cu) + ‖ /∇(∂η)‖L2(Cu) + ‖FU(1)‖L2(Cu) . T
1
2 . (6.4)
L = T+N in (5.6) will be frequently used in the proof. To see the first estimate in (6.3), we
derive by using (5.30) that
‖L∂η‖L2(St,u) . ‖N∂η‖L2(St,u) + ‖T∂η‖L2(St,u)
. ‖∂2η‖
H
1
2
+(Σt)
+ ‖T∂η‖
H
1
2
+(Σt)
.
For the second term, by (2.10), T∂η = ∂Tη − ∂vm∂mη. By using (2.80), Sobolev inequality,
(2.76) and (2.69), we derive
‖T∂η‖
H
1
2
+
x
. ‖∂Tη‖H1x + ‖∂v · ∂η‖H1x
. 1 + ‖∂2v∂η‖L2x + ‖∂v∂
2η‖L2x + ‖∂v · ∂η‖L2x
. 1 + ‖∂v‖H1x‖∂η‖L∞x + ‖∂
2η‖L3x‖∂v‖L6x
. ‖∂v‖H1x + 1 . 1.
For the first term, by using (2.79) and (3.23),
‖∂2η‖
H
1
2
+(Σt)
. ‖ curlΩ‖
H
1
2
+
x
. ‖ curlΩ‖H1x . 1. (6.5)
Hence,
‖L(∂η)‖L2(St,u) . 1. (6.6)
In view of (5.30), (6.5) also implies
‖ /∇(∂η)‖L2(St,u) . ‖∂
2η‖L2(St,u) . ‖∂
2η‖
H
1
2
+(Σt)
. 1.
Thus the first two estimates in (6.3) are proven.
For the last estimate in (6.4), we recall from (2.20),
‖FU(1)‖L2(St,u) . ‖∂iFU‖L2(St,u) + ‖∂v · ∂U‖L2(St,u)
. ‖∂iTη‖L2(St,u) + ‖∂v‖L4(St,u)‖∂U‖L4(St,u).
By using (5.30) and Lemma 5.5, the energy estimates (2.60), (2.69), and (2.80), we have
‖FU(1)‖L2(St,u) . ‖∂Tη‖
H
1
2
+
x
+ ‖∂v‖H1x‖∂U‖H1x . 1,
as desired in (6.3). Thus the proof of (6.3) is completed.
64 QIAN WANG
Next we apply (6.2) to U(1), V(1), FU(1) , FV(1) . Similar to (2.32)
‖DαPα‖L1(D˜+) .
(
‖FV(1)‖L1tL2x + ‖∂FU(1)‖L1tL2x
)
sup
t′≤t
E
(1)
U (t
′)
1
2 + ‖k‖L1tL∞x sup
t′≤t
E
(1)
U (t
′).
Recall from (2.20) and the calculation in Corollary 2.4
‖∂FU(1)‖L2x . ‖∂
2v‖L2x‖∂U‖L∞x + ‖∂v‖L∞x ‖∂
2U‖L2x + ‖∂
2FU‖L2x
. ‖∂U, ∂v‖L∞x + ‖∂
2FU‖L2x ,
‖FV(1)‖L2x . ‖∂̺, ∂v‖L∞x E
(1)
U (t)
1
2 + ‖V, ∂U‖L∞x (‖∂v‖H1x + ‖∂̺‖H1x) + ‖∂FV ‖L2x
. ‖∂̺, ∂v, V, ∂U‖L∞x + ‖∂FV ‖L2x ,
where we also used (2.60) and (2.69). Substituting (2.72) into the above inequalities yields
‖∂FU(1)‖L2x + ‖FV(1)‖L2x . ‖∂v,∂̺, ∂v+‖L∞x + 1
for U = v+ and U = ̺.
By (2.33), ‖k‖L1tL∞x . T
1
2 by (2.1). By using the boundedness of energy in (2.60), we summa-
rize the above calculations and derive with the help of (2.1) that
‖DαPα‖L1(D˜+) . ‖∂v,∂̺, ∂v+‖L1tL∞x (D˜+)
+ T . T
1
2 . (6.7)
Substituting (6.7), the last estimate in (6.4) and the boundedness of energy (2.60) to (6.2)
yields
‖L∂U, /∇∂U‖L2(Cu) . 1, for U = v+, ̺.
Using the first two estimates in (6.4), v = v++η, and the first equation in (1.4), we can conclude
‖L∂(v, ̺), /∇∂(v, ̺), LT̺, /∇T̺‖L2(Cu) . 1. (6.8)
We further apply the second equation in (1.4)
|LTv|+ | /∇Tv| . |L(c2∂̺)|+ | /∇(c2∂̺)| . |L∂̺|+ | /∇∂̺|+ |∂̺|2. (6.9)
By using Lemma 5.5 and (2.69), we can bound
‖|∂̺|2‖L2(Cu) . sup
t′≤t
‖∂̺‖2L4(St′,u) · T
1
2 . ‖∂̺‖2L∞t H1xT
1
2 . T
1
2 .
Hence by using (6.8) we have
‖LTv, /∇Tv‖L2(Cu) . 1.
Thus the proof of Proposition 6.2 is complete. 
Proposition 6.3 (H2+ǫ flux for (v, ̺)). Let 0 < ǫ ≤ s − 2. Under the assumption (5.24) and
(5.25) on D˜+, there holds
‖µǫF
1
2 [Pµ∂v](Cu)‖l2µ + ‖µ
ǫ
F
1
2 [Pµ∂̺](Cu)‖l2µ + ‖µ
ǫ
F
1
2 [Pµ∂v+](Cu)‖l2µ . 1.
Remark 6.4. To avoid unnecessary technical baggage, we will not derive the flux control for Tv,
since only the weaker control in (8.31) is required in Section 8. By using the second equation
of (1.4), Tv = −c2∂̺, we can directly get the bound for Tv in (8.31) by using the above result
with the help of the trace inequality and energy estimates. We will give the thorough detail to
prove (8.31) in Section 8.
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Proof. We apply (6.2) to (U
(1)
µ , V
(1)
µ ) = (PµU
(1), PµV
(1)) with
(U(1), V(1)) = (∂v+, ∂Tv), (U
(1), V(1)) = (∂̺, ∂T̺)
to obtain∑
µ>1
µ2ǫF [U(1)µ ](Cu) .
∑
µ>1
{
∫
Cu∩{t′≤t}
µ2ǫ|F
U
(1)
µ
|2 + µ2ǫ(E [U(1)µ ](t) + E [U
(1)
µ ](tmin))}
+
∑
µ>1
µ2ǫ
∣∣∣∣∣
∫
D˜+∩{u′≥u}∩{tmin≤t′≤t}
DαPα[U
(1)
µ ]
∣∣∣∣∣ .
(6.10)
Substituting (U
(1)
µ , V
(1)
µ ) into (2.32) implies∑
µ>1
µ2ǫ‖DαPα[U
(1)
µ ]‖L1(D˜+∩{u′≥u}∩{tmin≤t′≤t}) (6.11)
.
∫ t
0
‖E [U(1)µ ]
1
2 (t′)‖l2µ{‖µ
ǫF
V
(1)
µ
(t′)‖l2µL2x + ‖µ
ǫ∂F
U
(1)
µ
(t′)‖l2µL2x + ‖E [U
(1)
µ ]
1
2 (t′)‖l2µ‖k(t
′)‖L∞x }dt
′,
where the formulas of F
U
(1)
µ
and F
V
(1)
µ
can be found in (2.21). To control the right hand side,
we will rely on the estimates of F
U
(1)
µ
, F
V
(1)
µ
in the proof of Proposition 2.6 and the results of
Corollary 3.3.
On Σt with 0 < t ≤ T , we derive from (2.41) that
‖µǫ∂F
U
(1)
µ
‖l2µL2x + ‖µ
ǫF
V
(1)
µ
‖l2µL2x
. ‖∂v,Trk‖H1+ǫ‖V, ∂U‖L∞x + ‖∂v, ∂̺‖L∞x ‖V
(1), ∂U‖H1+ǫx + ‖∂
2FU‖Hǫx + ‖∂FV ‖H˙ǫx
. ‖∂v,∂̺, ∂v+‖L∞x ‖∂U, V
(1), ∂v,Trk‖H1+ǫx + ‖∂
2FU‖Hǫx + ‖∂FV ‖H˙ǫx
. (E(≤1)(t)
1
2 + ‖µǫE(1)µ (t)
1
2 ‖l2µ + ‖ curlΩ‖H
1
2
+ǫ
x
+ 1)(‖∂v+, ∂v,∂̺‖L∞x + 1) (6.12)
. ‖∂v+, ∂v,∂̺‖L∞x + 1,
where we employed (2.86) and (2.87) together with Lemma 2.15 to derive the line of (6.12), and
used Corollary 3.3 and (3.6) to derive the last line. We then substitute the above estimate to
(6.11). By using (2.1) and Corollary 3.3, we can conclude that∑
µ>1
µ2ǫ‖DαPα[U
(1)
µ ]‖L1(D˜+) . T
1
2 . (6.13)
Next, we bound ‖µǫF
U
(1)
µ
‖l2µL2(Cu) in (6.10). Using (2.20) and (2.21) directly implies
‖µǫF
U
(1)
µ
‖l2µL2(Cu) . ‖µ
ǫ[Pµ, v]∂U
(1)‖l2µL2(Cu) + ‖µ
ǫPµFU(1)‖l2µL2(Cu)
. T
1
2 (‖∂v‖L∞t H1x‖∂U
(1)‖L∞t Hǫx + ‖Λ
1
2+ǫFU(1)‖L∞t L2x), (6.14)
where we applied (5.28) to ∂U(1), and (5.29) to FU(1) to obtain the last inequality. For the second
term on the right hand side, we recall (2.16) and use (10.14) with α = 12 + ǫ to obtain
‖Λ
1
2+ǫFU(1)‖L2x . ‖Λ
1
2+ǫ∂FU‖L2x + ‖Λ
1
2+ǫ(∂v∂U)‖L2x
. ‖Λ
1
2+ǫ∂Tη‖L2x + ‖∂v‖H1+ǫx ‖∂U‖H1x + ‖∂U‖H1+ǫx ‖∂v‖H1x)
. ‖∂Tη‖H1x + ‖∂U‖H1+ǫx . 1,
where we used (2.80) and Corollary 3.3 to derive the last inequality.
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Substituting the above estimate to (6.14) and using Corollary 3.3 to treat the first term in the
last line of (6.14) imply
‖µǫF
U
(1)
µ
‖l2µL2(Cu) . T
1
2 .
This controls the first term on the right hand side of (6.10). Substituting this estimate and (6.13)
into (6.10) and using Corollary 3.3 imply
‖µǫF
1
2 [U(1)µ ](Cu)‖
2
l2µ
. 1 + sup
t′≤t
∑
µ>1
µ2ǫE(1)µ (t
′) . 1. (6.15)
This together with Proposition 6.2 immediately gives the control of the flux for (∂v+, ∂̺) to the
highest order. Similar to the H2-case, in view of v = v+ + η, we need to show
‖µǫ(LPµ∂η, /∇Pµ∂η)‖l2µL2(Cu) . T
1
2 . 1. (6.16)
For simplicity, we denote by S = St′,u with tmin ≤ t′ ≤ t. We first apply (5.29) to F = ∂2η. By
using (2.79) and (3.6),
‖Λα∂2η‖L∞t L2x . 1, 0 < α ≤
1
2
+ ǫ. (6.17)
Hence, by using (5.25)
‖µǫ /∇Pµ∂η‖l2µL2(S) . ‖µ
ǫ∂Pµ∂η‖l2µL2(S) . ‖Λ
1
2+ǫ∂2η‖L∞t L2x . 1. (6.18)
For the first estimate in (6.16), we derive
‖µǫLPµ∂η‖l2µL2(S) . ‖µ
ǫNi∂iPµ∂η‖l2µL2(S) + ‖µ
ǫTPµ∂η‖l2µL2(S)
. ‖µǫPµ∂
2η‖l2µL2(S) + ‖µ
ǫ[T, Pµ]∂η‖l2µL2(S) + ‖µ
ǫPµT∂η‖l2µL2(S).
The estimate of the first term on the right hand side of the last line is already included in (6.18).
It suffices to show
‖µǫ[T, Pµ]∂η‖l2µL2(S) + ‖µ
ǫPµT∂η‖l2µL2(S) . 1. (6.19)
For the first estimate, we apply (5.28) to obtain
‖µǫ[Pµ, v]∂
2η‖l2µL2(S) . ‖∂v‖H1x‖∂
2η‖Hǫx . 1,
where we used (6.17) and (2.69) to get the last bound. For the other term, we first use (6.17),
(2.49), (10.14), Corollary 3.3 to bound
‖Λ
1
2+ǫ[T, ∂]η‖L2x ≤ ‖Λ
1
2+ǫ(∂v · ∂η)‖L2x
. ‖∂v‖H1+ǫx ‖∂η‖H1x + ‖∂v‖H1x‖∂η‖H1+ǫx
. 1.
Next we use (5.29) with α = ǫ, (2.80) together with the above estimate to derive
‖µǫPµT∂η‖l2µL2(S) . ‖Λ
1
2+ǫ([T, ∂] + ∂T)η‖L∞t L2x . 1.
Thus (6.19) is proved. We have completed the proof of
‖µǫLPµ∂η‖l2µL2(Cu) . T
1
2 .
The proof of (6.16) is thus completed.
Combining (6.15) with (6.16), and applying v = v+ + η imply
‖µǫF
1
2 [v(1)µ ](Cu)‖l2µ . ‖µ
ǫ
F
1
2 [Pµv
(1)
+ ](Cu)‖l2µ + ‖µ
ǫ( /∇LPµ∂η, /∇Pµ∂η)‖l2µL2(Cu) . 1.
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Using T̺ = − div v in (1.4), the above estimate together with (6.15) leads to
‖µǫF
1
2 [∂v, ∂v+,∂̺](Cu)‖l2µ . 1.
Thus Proposition 6.3 is proved. 
6.2. Flux of curl C. In this subsection, we derive the flux control of curlC up to the highest
order along Cu, which will be crucial for Section 8.
Along Cu, as a consequence of Proposition 3.5, Proposition 3.6 and the trace inequalities (5.29)
and (5.33), we can bound
‖µδ+
1
2Pµ∂Ω‖l2µL2(St,u) + r˜
1
2 ‖∂Ω‖L2pω (St,u) . 1, (6.20)
with 0 ≤ 1− 2p < δ ≤ s
′ − 2. Nevertheless, the analysis in Section 8 requires us to gain nearly 12
derivative more than the above bounds. The goal is achieved in this subsection merely for curlC,
whereas the full control for ∂2Ω may not actually hold under our assumption on the initial data.
We will introduce an energy argument identical to Section 3, with the flux achieved as the
boundary term on Cu. Recall that the energy bound of curlC in Section 3 is derived by taking
advantage of the trilinear structure due to the pairing of T curlC · curlC, with the help of a series
of integration by parts. We lose the structure if propagation the general ∂C directly. The elliptic
estimates for the Hodge system on Σt allows us to obtain the H
δ
x bound for ∂
2Ω, ∂C, ∂2w whence
‖ curlC‖Hδx is bounded. (See Proposition 3.5 and Proposition 3.6.) Restricted on the Cu, we can
only obtain the corresponding flux bound for curlC without loss instead of for ∂C, since there
lacks a reasonable Hodge system on St,u which allows us to bound ∂C by curlC in L
2(St,u).
Fortunately, we manage to use merely the highest-order flux of curlC to obtain the sufficient
regularity of the acoustic cones in Section 8 by uncovering a series of geometric structures of the
acoustic spacetime.
We first give the fundamental inequality for bounding the energy flux of curlC.
Lemma 6.5. Let F and G be one-tensor fields. There holds on D˜+ that
|
∫
Cu0∩{tmin≤t′≤t}
c3〈F,G〉edµγdt+
∫
D˜+∩{u≥u0}∩{tmin≤t′≤t}
(〈TF,G〉e + 〈TG,F 〉e)dµedt|
.
∫ t
0
‖∂v(t′)‖L∞x
∫
Σt′
|〈F,G〉|dµedt
′
+ |
∫
Σt
〈F,G〉edµg|+ |
∫
Σt
min
〈F,G〉edµg|.
(6.21)
where tmin(u0) = max(u0, 0), and thus the last term vanishes if u0 ≥ 0.
Proof. Let V µ = 〈F,G〉eT
µ. By applying the divergence formula, we have∫
Cu0∩{t′≤t}
V
µDµubdµγdt
′ +
∫
Σtmin
V
µDµt−
∫
Σt
V
µDµt
= −
∫
D˜+∩{u≥u0}∩{tmin≤t′≤t}
DµV
µdµgdt.
(6.22)
With Π¯νµ = δ
ν
µ +T
νTµ,
eiνDi(V
µΠ¯νµ) = eiνDiV
µΠ¯νµ + V
µDiΠ¯
ν
µ = DiV
jΠ¯ij + eiνV
µDi(TµT
ν),
where ei = c
−1∂i is the orthonormal basis in (Σt, g), the component of V (ei) = V i andD denotes
the covariant derivative in the spacetime.
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By the definition of V , V µΠ¯νµ = 0. Thus we can derive from the above identity that
DiV
i = 〈V ,T〉Trk.
Using the above identity and the facts that 〈V ,Du〉 = 〈F,G〉eb−1, 〈V ,Dt〉 = 〈F,G〉e, we
compute
DµV
µ = −T〈V ,T〉+DiV
i = T(〈F,G〉e)− 〈F,G〉eTrk
= 〈TF,G〉e + 〈TG,F 〉e − 〈F,G〉eTrk.
Substituting the above identity to (6.22) yields∫
Cu0∩{t′≤t}
b−1〈F,G〉ebdµγdt =
∫
Σt
〈F,G〉edµg −
∫
Σtmin
〈F,G〉edµg (6.23)
−
∫
D˜+∩{u≥u0}∩{tmin≤t′≤t}
{〈TF,G〉e + 〈F,TG〉e − 〈F,G〉eTrk}dµgdt
′.
Since dµg = c
−3dµe, we can replace F by c
3
2F and G by c
3
2G in the above identity. This implies∫
Cu0∩{t′≤t}
c3〈F,G〉edµγdt =
∫
Σt
〈F,G〉edµe −
∫
Σtmin
〈F,G〉dµe
−
∫
D˜+∩{u≥u0}∩{tmin≤t′≤t}
{〈TF,G〉e + 〈F,TG〉e − 〈F,G〉e(Trk − 3T(log c))}dµedt.
By (2.8), Trk − 3T(log c) = − div v. (6.21) follows by substituting this formula to the above
calculation. 
Next, we prove the main result of this subsection.
Proposition 6.6. Under the assumptions (5.24) and (5.25), there hold on Cu ∩ D˜+ that,
‖ curlC‖L2(Cu) . 1, (6.24)
‖µδPµ curlC‖l2µL2(Cu) . 1, 0 ≤ δ ≤ s
′ − 2, (6.25)
‖r˜ curl 2Ω‖L2tL
p
ω(Cu) . 1, 0 ≤ 1−
2
p
< s′ − 2. (6.26)
Proof. Firstly, it is direct to compute ǫmij∂
m
C
i = e−̺
(
ǫmij∂
m( curlΩ)i − ǫmij∂
m̺Ci
)
. By using
(5.33) with s′ − 2 > δ > 1− 2p , we derive
‖r˜ curl 2Ω‖L2tL
p
ω(Cu) . ‖r˜∂̺ · C‖L2tL
p
ω(Cu) + ‖r˜ curlC‖L2tL
p
ω(Cu)
. ‖r˜
1
2 ∂̺‖L2tL
2p
ω (Cu)
‖r˜
1
2C‖L∞t L
2p
ω (Cu)
+ ‖r˜ curlC‖L2tL
p
ω(Cu)
. T
1
2 ‖∂̺‖L2tL∞x ‖Λ
δ
C‖L∞t H1x + ‖r˜ curlC‖L2tL
p
ω(Cu)
. T
1
2 + ‖r˜ curlC‖L2tL
p
ω(Cu),
where we used (2.1) and (3.26) to obtain the last line.
To derive (6.26), we apply (5.31) to F = curl 2Ω by assuming (6.25) to derive
‖r˜ curlC‖L2tL
p
ω(Cu) . ‖µ
δP˜µ curlC‖l2µL2(Cu) + ‖ curlC‖L∞t L2x . 1
where we also used (3.6).
Next we prove (6.24) and (6.25). The analysis overlaps with Section 3, except that all the
boundary terms along Cu vanished therein.
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To prove (6.24), we apply (6.21) to F = G = curlC. Consider the following integral on
D˜+ ∩ {u ≥ u0} ∩ {tmin ≤ t′ ≤ t}, and the range of t′ will be hidden for short,∫
D˜+∩{u≥u0}
〈T curlC, curlC〉edµedt
′ =
∫
D˜+∩{u≥u0}
〈 curlTC, curlC〉edµedt
′
+
∫
D˜+∩{u≥u0}
〈[T, curl ]C, curlC〉edµedt
′.
(6.27)
By using (3.2) and the first equation in (1.4), the last line can be bounded by∫ t
0
‖∂v‖L∞x ‖∂C‖
2
L2x
dt′ . 1
with the help of (3.6) and (2.1). Thus∣∣ ∫
D˜+∩{u≥u0}
〈T curlC, curlC〉edµedt
′∣∣ . ∣∣ ∫
D˜+∩{u≥u0}
〈 curlTC, curlC〉edµedt
′∣∣+ 1. (6.28)
The first term on the right hand side of (6.28) has the same integrand as the term (3.12).
The only difference is that the integral is on the spacetime domain enclosed by the boundary
{t′ = tmin}, {t′ = t} and {u = u0}. Therefore whenever undertaking integration by parts, we
need to keep track of the additional boundary terms along Cu0 compared with the treatment for
(3.12).
We employ the same integration by parts as in the proof of (3.6), which leads to the non-trivial
boundary terms in I1+,1,1 in (3.17) and I
1
+,1,2 in (3.18) on the cone Cu0 , denoted by I
1
+,1,1,b and
I1+,1,2,b respectively. Let us compute I
1
+,1,1,b first.
I1+,1,1,b =
∫ t
tmin
∫
Σt′∩{u≥u0}
∂m(e
−̺∂nvj∂nΩj curlCm)dµedt′
=
∫ t
tmin
∫
Σt′∩{u≥u0}
{div g(e
−̺∂nvj∂nΩj curlC)
+ 3∂m log c · e
−̺∂nvj∂nΩj curlCm}c3c−3dµedt′
=
∫ t
tmin
∫
Σt′∩{u≥u0}
div g(c
3e−̺∂nvj∂nΩj curlC)dµgdt′,
(6.29)
where we calculated div gX = div eX−3X(log c) for Σ tangent vector field X , since gij = c−2δij .
I1+,1,1,b =
∫
Cu0
c3e−̺∂nvj∂nΩj curlCmNlgmldµγdt′.
By using Lemma 5.5 and (3.23)
‖∂Ω‖L4(St,u) + ‖∂Ω‖L2(St,u) . 1.
Thus by using the above inequality and (2.1), we have
|I1+,1,1,b| . ‖∂v‖L2tL∞x ‖∂Ω‖L2(St,u0 )‖ curlC‖L2(Cu0) . ‖ curlC‖L2(Cu0 ).
For the term in I1+,1,2, when integrated in D˜
+ ∩ {u ≥ u0} ∩ {tmin ≤ t′ ≤ t}, the term∫ t
tmin
∂t
∫
Σt′∩{u≥u0}
∂j̺∂
mΩje−̺ curlCmdµedt′
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contributes the additional boundary term
I1+,1,2,b =
∫
Cu0
c3e−̺∂j̺∂mΩj curlCmdµγdt′.
Alternatively, if we consider I1+,1,2 on D˜
+ ∩ {u ≥ u0} by applying (6.23) to F = c
3
2 ∂j̺ and
G = c
3
2 ∂mΩ
je−̺ curlCm, we can get the same additional boundary term as above. Similar to
the estimate for I1+,1,1,b,
|I1+,1,2,b| . ‖∂̺‖L2tL∞x ‖∂Ω‖L2(St,u0)‖ curlC‖L2(Cu0)
. ‖ curlC‖L2(Cu0)
The control of the rest of the terms can be found in the estimate for |I1| in (3.22). Therefore,
from (6.28) and the above boundary estimates, we conclude
|
∫
D˜+∩{u≥u0}
〈T curlC, curlC〉edµedt|
. |I1+,1,1,b|+ |I
1
+,1,2,b|+ 1 +
∫ t
0
(‖ curlC‖L2(Σt) + 1)
2(‖∂v, ∂̺‖L∞x + 1) + sup
0≤t′≤t
‖ curlC‖L2(Σt′ )
. ‖ curlC‖L2(Cu0 ) + 1,
where we used ‖∂v, ∂̺‖L1tL∞x . T
1
2 and the estimate (3.6) to obtain the last line.
Thus in view of (6.21), we have
‖ curlC‖2L2(Cu0 ) . 1 + ‖ curlC‖L
2(Cu0 )
,
which gives ‖ curlC‖L2(Cu0) . 1. This shows (6.24).
To prove (6.25), we apply (6.21) to F = G = Pµ curlCi to bound∑
µ>1
|
∫
Cu0
c3µ2δ|Pµ curlC|
2
edµγdt| .
∑
µ>1
∣∣ ∫
D˜+∩{u≥u0}
2µ2δ〈TPµ curlC, Pµ curlC〉edµedt
∣∣
+ sup
t′≤t
∫
Σt′
∑
µ>1
µ2δ|Pµ curlC|
2dµe, (6.30)
where we also used (2.1) for deriving the term in the last line.
For the first term on the right hand side,
Bµ =
∫
D˜+∩{u≥u0}
2µ2δ〈TPµ curlC, Pµ curlC〉edµedt
′
=
∫
D˜+∩{u≥u0}
2µ2δ〈[T, Pµ curl ]C+ curlPµTC, Pµ curlC〉edµedt
′.
Then ∑
µ>1
|Bµ| .
∑
µ>1
∫ t
0
‖µδ[T, Pµ curl ]C‖l2µL2x‖µ
δPµ curlC‖l2µL2x
+
∑
µ>1
∣∣ ∫
D˜+∩{u≥u0}
µ2δ〈 curlPµTC, Pµ curlC〉edµedt
′∣∣. (6.31)
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The first term on the right can be bounded by using (3.27), (3.31) and (2.1),∑
µ>1
∫ t
0
‖µδ[T, Pµ curl ]C‖l2µL2x‖µ
δPµ curlC‖l2µL2x
.
∫ t
0
(‖∂v‖Bδ
∞,2,x
+ ‖∂v‖L∞x )‖∂C‖
2
Hδx
dt′ . 1.
(6.32)
The last line of (6.31) has the same integrand as
∑
µ>1 |Iµ| with Iµ defined in Lemma 3.8.
We will repeat the procedure in the proof of Lemma 3.8. Due to the integral region is changed
to D˜+ ∩ {u ≥ u0}, the only difference is to control the two additional boundary terms on Cu
generated by the integration by parts in (3.46), which are detailed below
Jµ,b = µ
2δ
∫ t
tmin
∫
Σt′∩{u≥u0}
∂m(Pµ(∂nv
j · ∂nΩje
−̺)Pµ curlCm)dµedt′,
Kµ,b =
∫
Cu0
c3µ2δPµ(∂j̺∂mΩ
je−̺)Pµ curlCmdµγdt′,
where the second term is contributed by Kµ in (3.46).
For the first term, in the exactly same calculation as in (6.29), we carry out integration by
parts on Σt′ ∩ {u ≥ u0},
Jµ,b =
∫
D˜+∩{u≥u0}
µ2δ div g(cPµ(∂nv
j · ∂nΩje
−̺)Pµ curlC)dµgdt′
= µ2δ
∫
Cu0
c3Pµ(∂nv
j · ∂nΩje
−̺)Pµ curlCmNnc−2δmndµγdt′.
Hence∑
µ>1
(|Jµ,b|+ |Kµ,b|) . ‖µ
δPµ curlC‖l2µL2(Cu0 )‖µ
δPµ
(
(∂v, ∂̺) · ∂Ωe−̺
)
‖l2µL2(Cu0 ). (6.33)
We then use (5.29) combined with (10.14) to treat the last term
‖µδPµ
(
(∂v, ∂̺) · ∂Ωe−̺
)
‖l2µL2(Cu0) . T
1
2 ‖Λ
1
2+δ
(
(∂v, ∂̺) · ∂Ωe−̺
)
‖L∞t L2x
. T
1
2 (‖Λ1+δ(∂v, ∂̺)‖L∞t L2x‖∂Ωe
−̺‖L∞t H1x
+ ‖∂v, ∂̺‖L∞t H1x‖Λ
1+δ(∂Ωe−̺)‖L∞t L2x).
(6.34)
Note that for the last term in the above inequality, we can apply (3.28) to F = ∂Ω to bound
‖Λ1+δ(∂Ωe−̺)‖L∞t L2x . ‖∂Ω‖H1+δx .
Substituting the above inequality to (6.34) gives
‖µδPµ
(
(∂v, ∂̺) · ∂Ωe−̺
)
‖l2µL2(Cu)
. T
1
2 (‖Λ1+δ(∂v, ∂̺)‖L∞t L2x‖∂Ωe
−̺‖L∞t H1x + ‖∂v, ∂̺‖L∞t H1x‖∂Ω‖L∞t H1+δx )
. 1,
where we employed Corollary 3.3, (3.9), (3.26) and (2.69).
Hence combining the above inequality with (6.33), we conclude∑
µ>1
(|Jµ,b|+ |Kµ,b|) . ‖µ
δPµ curlC‖l2µL2(Cu0). (6.35)
72 QIAN WANG
Note the change of the integral region of Iµ in (3.40) to D˜+∩{u ≥ u0} only requires us to provide
the above two additional estimates. The remaining estimate for the term is carried out exactly
as in Lemma 3.8, and controlled by the same bound. Then by the estimate in Lemma 3.8, in
view of (6.31), (6.32) and using (3.31), we derive∑
µ>1
|Bµ| .
∑
µ>1
(|Jµ,b|+ |Kµ,b|) + 1 +
∫ t
0
(‖ curlC‖H˙δx + 1){‖∂v‖Bδ∞,2,x
+ (1 + ‖∂v‖L∞x )(‖ curlC‖H˙δx + 1)}dt
′ + sup
0≤t′≤t
‖Λδ curlC‖L2x(t
′)
. 1 + ‖µδPµ curlC‖l2µL2(Cu0),
where we used (6.35), Corollary 3.4, (2.1) and (3.26) in the above.
Recall from (6.30), we can conclude by using (3.26) that∑
µ>1
|
∫
Cu0
c3µ2δ|Pµ curlC|
2
edµγdt|
. 1 + ‖µδPµ curlC‖l2µL2(Cu0 ) + sup
t′≤t
∫
Σt′
∑
µ>1
µ2δ|Pµ curlC|
2dµe
. 1 + ‖µδPµ curlC‖l2µL2(Cu0 ).
This implies (6.25). Hence the proof of Proposition 6.6 is complete. 
7. Fundamental structures for the causal geometry of the acoustic spacetime
The Hessian of the optical function u defined in (5.1) is usually decomposed into the connection
coefficients (5.9) of the null tetrads {L,L, eA, A = 1, 2}. Among them, we focus on controlling
the null second fundamental form χ and the torsion ζ. trχ is usually controlled by using the
Raychaudhuri equation (see (7.13)), which contains the Ricci component RLL; while for ζ and
χˆ, one may rely on the Hodge system on St,u (see (7.18), (7.19) and (7.17)), due to the limited
regularity on the Riemann curvature. The estimates on them are coupled together via a bootstrap
argument. The control of trχ plays a more fundamental role since it is crucially used to guarantee
the coordinate system by t, u and ω ∈ S2 to be well-defined in D˜+ as explained in Section 5. To
control trχ, it typically relies on the specific structure in RLL to gain regularity over the general
control from the spacetime metric, c.f. [12]-[13] and [21, 30, 32].
Due to the decoupling method and a series of cancellations, the regularity of the general
spacetime metric is maintained at the same level as in [32], under our assumption of the data. In
the acoustic spacetime, the main defect caused by the rough vorticity derivative actually occurs
on the acoustic null cone, since curlΩ is the main uncontrollable term in RLL, appearing in the
Raychaudhuri equation, which at the first glance fails the estimate on trχ, and thus collapses
any further analysis on the cone.
In order to gain the sufficient regularity for proving Theorem 5.3 as well as showing (5.23)-
(5.25), we have to investigate in a much more delicate level on the specific structure of the
acoustic metric. Here we uncover two fundamental structures: one is on the /∇( curlΩN) given
in Proposition 7.5; the other is on kNN −
1
2ΞL given in Proposition 7.7, where Ξ is a one-form
defined in (7.28). Both of the structures are the crucial ingredients for the analysis of trχ carried
out in Section 8.
We start with recalling the basic calculations by virtue of the null tetrads {L,L, eA, A = 1, 2},
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Proposition 7.1.
DAe4 = χABeB − kANe4, DAe3 = χABeB + kANe3, (7.1)
D4e4 = −kNNe4, D4e3 = 2ζAeA + kNNe3, (7.2)
D3e4 = 2ζAeA + kNNe4, D4eA = /∇LeA + ζAe4, (7.3)
DBeA = /∇BeA +
1
2
χABe3 +
1
2
χ
AB
e4 D3e3 = (−2ζA + 2kNA)eA − kNNe3 (7.4)
χAB = θAB − kAB , ζ
A = −kAN, ζ
A = /∇ logb+ kAN. (7.5)
where e4 = L and e3 = L.
As a direct consequence of (7.2)-(7.4), the following decompositions hold under the null tetrad.
Corollary 7.2. Let h = 12 trχ and h =
1
2 trχ. For a scalar function f , there holds
✷gf = /∆f − LLf − (h− kNN)Lf − hLf + 2ζ
A /∇Af ; (7.6)
and
✷gf = /∆f − LLf − (h− kNN)Lf − hLf + 2ζ
A /∇Af. (7.7)
7.0.1. Commutation formulas. We recall the following commutation relations used in [32, Section
5] (see also in [12, 14]).
Proposition 7.3. (1) There holds for the scalar functions f that
[L,T]f =
1
2
[L,L]f = (ζA − ζA) /∇Af − kNNNf ; (7.8)
(2) There holds for St,u-tangent m-covariant tensor fields UA that
/∇L /∇BUA − /∇B /∇LUA
= −χBC · /∇CUA +
∑
i
(χAiBζC − χBCζAi
+RAiC4B)UA1···Cˇ···Am
(7.9)
and for any scalar function f there holds
[L, /∇A]f = −χAB /∇Bf. (7.10)
Consequently, for any scalar function f there holds
L/∆f + trχ /∆f = /∆Lf − 2χˆ · /∇
2
f − /∇AχAC /∇Cf + (trχζC − χACζA − δ
ABRCA4B) /∇Cf.
(7.11)
7.0.2. Null Structure Equations. We will rely heavily on the following structure equations for the
connection coefficients on null hypersurfaces Cu in D˜+ (see [5, Chapter 7], [12] and [32, Section
5]):
Proposition 7.4 (Transport equations and Hodge systems for connection coefficients).
Lb = −bkNN, (7.12)
Ltrχ+
1
2
(trχ)2 = −|χˆ|2 − kNNtrχ−R44, (7.13)
/∇LχˆAB +
1
2
trχχˆAB = −kNNχˆAB − (R4A4B −
1
2
R44δAB), (7.14)
Ltrχ+
1
2
trχtrχ = 2 div ζ + kNNtrχ− χˆ · χˆ + 2|ζ|
2 + δABRA34B, (7.15)
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/∇Lζ +
1
2
trχζ = −(kBN + ζB)χˆAB −
1
2
trχkAN −
1
2
RA443, (7.16)
( /div χˆ)A + χˆAB · kBN =
1
2
( /∇trχ+ kANtrχ) +RB4BA, (7.17)
/div ζ =
1
2
(µ− kNNtrχ− 2|ζ|
2 − |χˆ|2 − 2kABχˆAB)−
1
2
δABRA43B , (7.18)
/curl ζ = −
1
2
χˆ ∧ χˆ +
1
2
ǫABRB43A, (7.19)
/∇LχˆAB +
1
2
trχχˆAB = −
1
2
trχχˆAB + 2 /∇AζB − div ζδAB + kNNχˆAB (7.20)
+ (2ζAζB − |ζ|
2δAB) +RA43B −
1
2
δCDRC43DδAB,
where the mass aspect function µ := Ltrχ + 12 trχtrχ; and for an St,u-tangent tensor field F ,
/∇LF := L
µDµF , with D the covariant derivative of (M,g).
There holds the following Hodge system on St,u contained in D˜+
/div (ζ − ζ) = |ζ|2 − |ζ|2 − (ζ − ζ) /∇ϕ, /curl (ζ − ζ) = −2 /curl ζ (7.21)
with ϕ = log
√
|γ| − log
√
|γˇ| with γˇ = (t− u)−2γ(0).
The schematic form of (7.21) was used in [32, Section 5] crucially to provide the control of ζ,
since the regularity of null cones in [32] is much weaker than the previous works. The explicit
form in (7.21) shows clearly the relation of ζ and ζ, which simplifies the control on ζ in Section
8.
Proof. The majority of the above equations has appeared for a couple of times in literature. We
only prove the new formula (7.21).
We first note that the /curl equation is a direct consequence of ζ + ζ = /∇ logb, since the right
hand side of this identity vanishes after taking /curl . The identity itself can be obtained by using
the last two equations in (7.5).
Note L(t− u) = 1 and L(t− u) = 1− 2b−1. To show the first equation, we use the definition
ϕ = log
√
|γ| − log
√
|γˇ| to compute
Lϕ = trχ−
2
r˜
, Lϕ = trχ+ (2b−1 − 1)
2
r˜
, Nϕ = trθ −
2b−1
r˜
, (7.22)
where the last one can be derived by the first two by using 2N = L− L. Hence, due to (7.8),
[L,L]ϕ = 2(ζA − ζA) /∇Aϕ− 2kNNNϕ = 2(ζA − ζA)
/∇Aϕ− 2kNN(trθ −
2b−1
r˜
). (7.23)
On the other hand, by using (7.22), we can derive
Ltrχ− Ltrχ+ L((2b−1 − 1)
2
r˜
) + L(
2
r˜
) = −2kNN(trθ −
2b−1
r˜
) + 2(ζ − ζ) · /∇ϕ. (7.24)
Since we can directly check
L((2b−1 − 1)
2
r˜
) + L(
2
r˜
) = 4r˜−1L(b−1) = 4r˜−1b−1kNN,
substituting the identity to (7.24) leads to a cancellation with the right hand side,
Ltrχ− Ltrχ = −2kNNtrθ + 2(ζ − ζ) · /∇ϕ. (7.25)
Next, we substitute (7.15) and (7.18) to the left hand side of the above identity. Using
χ− χ = −2θ, χ
AB
+ χAB = −2kAB (7.26)
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we can obtain
2 div (ζ − ζ)− 2trθkNN + 2(|ζ|
2 − |ζ|2) = Ltrχ− Ltrχ = −2kNNtrθ + 2(ζ − ζ) · /∇ϕ.
This implies the first equation in (7.21). 
7.0.3. Structures of Ricci curvature in the acoustic spacetime. As seen in (5.23), we need to
provide control on L∞x norm of trχ−
2
r˜ . The fundamental structure uncovered in [11] and [12] is
an important decomposition for RLL, based on the following formula of Ricci component under
the cartesian coordinates,
Rαβ = −
1
2
✷g(gαβ) +
1
2
(DαΞβ +DβΞα) + Sαβ, (7.27)
where Ξ is a 1-form defined by
Ξγ = (Γ
η
αβ − Γˆ
η
αβ)g
αβgγη, (7.28)
with Γˆ being the Christoffel symbol of a smooth reference metric gˆ. For convenience, gˆ is chosen
to be the Minkowski metricm. Under this choice, the symmetric two-tensor field Sαβ is quadratic
in ∂g. Since
Γαβγ =
1
2
(∂βgαγ + ∂αgβγ − ∂γgαβ),
we can directly compute
Ξγ = g
αβ(∂αgβγ −
1
2
∂γgαβ). (7.29)
Now by adopting the decomposition of Rαβ in (7.27), we will show in (7.33) that there holds
for the component of Ricci curvature R44 of the acoustic metric that
R44 = L(ΞL)− e
̺δijN
j curlΩi +Q(∂g,∂g), (7.30)
where ΞL = ΞµL
µ, (alternatively, ΞL = Ξ4). For the angular derivative of curl Ω
iNjδij , we will
obtain a trace decomposition.
Recall from (1.3) that under the Cartesian coordinate frame ∂t = ∂0, ∂i, i = 1, 2, 3
g00 = −1 + c
−2|v|2, g0i = −c−2vi, gij = c−2δij
g00 = −1, g0i = −vi gij = c2δij − vivj .
(7.31)
We denote by π˜ = f(g)∂g with f a smooth function, and π = π˜ ·X , that is the contraction
to π˜ with the metric g by the tensor fields L,L or Π in (5.7) denoted in general by X .
We first prove the following decompositions by direct calculations.
Proposition 7.5 (Decompositions of Ricci components).
R34 = −c
−2Dα(vi)Dα(vj)δij +
1
2
c2✷g(c
−2) +
1
2
(DLΞL +DLΞL) + STT − SNN, (7.32)
R44 = − exp ̺N
j curlΩj + δ
ijc−2NjQi −
1
2
c2✷g(c
−2) +DLΞL + S44,
− c−2Dα(vi)Dα(vj)δij + 2δijNjDα(c−2)Dα(vi), (7.33)
Πij∂j(N
m curlΩm) = Π
i
lDL(Π
jl curlΩj) + Π
ijǫ ljm curl
2ΩlN
m + ∂Ω · (χ+ π) ·X, (7.34)
ΠijRij = −c
2
✷g(c
−2) + /∇AΞ
A + trθΞN + π · π, (7.35)
where Π is defined in (5.7), ·X means contracted by the combination of null vector fields L,L,
or by Π.
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Remark 7.6. Note that for a Σt tangent tensor F
∇AFB = /∇AFB + θABFN. (7.36)
Thus, by using (g)Γ to represent the Christoffel symbol of the Riemiannian metric g, we can
derive
Ni curlFi = N
iǫ mni ∂m(Fn) = N
iǫ ABi (∇AFB +
(g)ΓlmnFle
m
A e
n
B)
= ǫAB( /∇AFB + θABFN +
(g)ΓlmnFle
m
A e
n
B) = ǫ
AB /∇AFB ,
(7.37)
where other terms are cancelled since ǫAB is the volume form of (St,u, γ), anti-symmetric about
A,B = 1, 2.
Therefore the first term on the right of (7.33) is
exp ̺Ni curlΩi = exp ̺ǫ
AB /∇AΩB, (7.38)
which does not directly take the form of /∇LP + E with the scalar functions P and E verifying
good estimates.
Proof of Proposition 7.5. We first compute by using (7.27)
R34 = RTT −RNN
= −
1
2
(TαTβ −NαNβ)✷ggαβ +
1
2
(DLΞL +DLΞL) + STT − SNN.
In view of (7.31), we compute
TαTβ✷ggαβ = T
0T0✷gg00 + 2T
0Ti✷gg0i +T
iTj✷ggij
= ✷g(−1 + c
−2|v|2)− 2vi✷g(c−2vi) + vivjδij✷g(c−2)
= 2c−2Dα(vi)Dα(vj)δij ;
and
NαNβ✷ggαβ = N
iNj✷ggij = N
iNjδij✷g(c
−2) = c2✷g(c−2).
Thus we can obtain (7.32).
Next we calculate R44. Noting that L = T+N gives L
i = Ti +Ni = vi +Ni, we have
LαLβ✷ggαβ
= L0L0✷gg00 + 2L
0Li✷gg0i + L
iLj✷ggij
= ✷gg00 + 2(v
i +Ni)✷gg0i + (v
i +Ni)(vj +Nj)✷ggij
= ✷g(−1 + c
−2|v|2) + 2(vi +Ni)✷g(−c−2vi) + |v +N|2e✷g(c
−2)
= ✷g(c
−2|v|2)− 2vi✷g(c−2vi)− 2Ni✷g(c−2vi) + |v +N|2e✷g(c
−2)
= −2δijN
j
✷g(c
−2vi) + δij(2viNj +NiNj)✷g(c−2) + 2c−2Dα(vi)Dα(vj)δij
= −2δijc
−2Nj✷gvi + c2✷g(c−2) + 2c−2Dα(vi)Dα(vj)δij − 4δijNjDα(c−2)Dα(vi).
Substituting (1.7) to the first term on the right hand side yields
LαLβ✷ggαβ = 2 exp ̺δijN
j curlΩi − 2δijc
−2NjQi
+ c2✷g(c
−2) + 2c−2Dα(vi)Dα(vj)δij − 4δijNjDα(c−2)Dα(vi).
(7.33) follows by substituting the above identity to the formula (7.27) for RLL.
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Now we prove (7.34).
Πij∂j(N
m curl Ωm) = Π
ij(∂j curlΩmN
m + curl Ωm∂jN
m)
= Πij(∂m( curlΩ)jN
m) + Πijǫ ljm curl
2ΩlN
m +Πij curlΩm∂jN
m
= Πij(L( curl Ωj)−T( curl Ωj)) + Π
ijǫ ljm curl
2ΩlN
m +Πij curlΩm∂jN
m.
By using (1.9) and the first equation in (1.4), we have
T curlΩj = T̺ curlΩj + ∂v∂Ω = ∂v∂Ω. (7.39)
For the other term,
ΠilΠ
jlL( curl Ω)j = Π
i
lΠ
jl
(
DL( curl Ω)j +
(g)Γ · curl Ω
)
= ΠilDL
(
Πjl curlΩj
)
−Πil curlΩjDLΠ
jl +Π(g)Γ · curl Ω
= ΠilDL(Π
jl curl Ωj) + curl ΩNkNjΠ
ij + π · curlΩ.
(7.40)
For deriving the last line, by using (7.2) and (7.5) we computed
Πij curlΩjDLΠ
jl = Πiν curlΩµ(DLT
µTν +TµDLT
ν −DLN
µNν −NµDLN
ν)
= −Πiν curlΩlN
lDLN
ν = − curlΩNkNjΠ
ij .
Also using Πij∂jN
m = Πij(∇jNm − (g)Γ · N) = (χ + π) · X , (7.34) can then be derived by
combining (7.40) with (7.39).
At last we prove (7.35) by using (7.27) and (7.36),
ΠijRij = −
1
2
Πij✷ggij +Π
ijDiΞj +Π
ijSij
= −
1
2
Πijc−2δijc2✷g(c−2) + /∇AΞ
A + trθΞN + π · π
= −c2✷g(c
−2) + /∇AΞ
A + trθΞN + π · π,
which gives (7.35). 
Besides the structure of Ricci curvature, we give an important cancellation between kNN and
Ξ4.
Proposition 7.7.
ΞµT
µ = Trk, (7.41)
Ξj = ∂j(log c− ̺), (7.42)
kNN =
1
2
(
ΞL − L(log c+ ̺)− 2L(v)N
)
, (7.43)
where we denote, for any vector field Y , Y (v)N = Y (v
i)Njgij.
Proof. We first compute ΞγT
γ by using (7.29).
ΞT = g
αβ(∂αgβγ −
1
2
∂γgαβ)T
γ
= gαβ∂αgβ0T
0 + gαβ∂αgβiT
i −
1
2
gαβT(gαβ).
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The last term on the right hand side can be computed as follows
gαβT(gαβ) = 2(−v
i)T(−c−2vi) + (c2δij − vivj)T(c−2δij)−T(−1 + c−2|v|2)
= 2viT(c−2vi) + c2δijT(c−2)δij − |v|2T(c−2)−T(c−2|v|2)
= −6T log c.
Now we compute the remaining terms
gαβ∂αgβ0T
0 + gαβ∂αgβiT
i
= g00∂0g00 + g
0i(∂0gi0 + ∂ig00) + g
ij∂igj0
+ g00∂0g0iv
i + g0j(∂0gij + ∂jg0i)v
i + glj∂lgjiv
i
= −∂0(−1 + c
−2|v|2)− vi(∂0(−c−2vi) + ∂i(−1 + c−2|v|2)) + (c2δij − vivj)∂i(−c−2vj)
+ (−1)∂0(−c
−2vi)vi + (−vj)vi(∂0(c−2δij) + ∂j(−c−2vi)) + (c2δlj − vlvj)∂l(c−2δij)vi
= −T(c−2|v|2) + viT(c−2vi) + c2δij∂i(−c−2vj) +T(c−2vi)vi − vjT(c−2δij)vi
+ c2δlj∂l(c
−2δij)vi
= − div v.
Combining the above two calculations yields (7.41) in view of (2.9).
We now consider (7.42).
gαβ∂αgβj = g
00∂0g0j + g
0i∂0gij + g
i0∂ig0j + g
il∂iglj
= −∂0(−c
−2vj) + (−vi)[∂0(c−2δij) + ∂i(−c−2vj)] + gil∂i(c−2δlj)
= ∂0(c
−2vj)− vi[∂0(c−2)δij − ∂i(c−2vj)] + (c2δil − vjvl)∂i(c−2)δlj
= c−2∂0vj + vi∂i(c−2vj) + (c2δil − vivl)∂i(c−2)δlj
= c−2Tvj − 2∂j log c,
gαβ∂jgαβ = 2g
0i∂jg0i + g
00∂jg00 + g
il∂jgil
= −2vi∂j(−c
−2vi)− ∂j(−1 + c−2|v|2) + (c2δil − vivl)∂jgil
= 2vi∂j(c
−2vi)− ∂j(c−2|v|2) + (c2δil − vivl)∂j(c−2δil)
= −6∂j log c.
Combining the above calculations with (7.29) implies
Ξj = g
αβ(∂αgβj −
1
2
∂jgαβ) = c
−2Tvj + ∂j log c
and the second equation in (1.4) gives (7.42).
From (7.41) and (7.42) we have
ΞµL
µ = Trk +N(log c− ̺). (7.44)
Combining (7.44) with (2.9) yields
ΞL = 2T(log c+ ̺) + L(log c− ̺). (7.45)
We derive by using (2.8) that
kNN = −c
−2δijN(vi)Nj +T log c = −gijN(vi)Nj +T log c.
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By using the second equation in (1.4) and (7.45), we have
kNN = T log c−N̺− L(v)N = T(log c+ ̺)− L̺− L(v)N
=
1
2
(ΞL − L(log c+ ̺))− L(v)N.
This gives (7.43). The proof of Proposition 7.7 is complete. 
Finally, we recall a result from the previous works [15, 30], and [32, Lemma 5.12].
Lemma 7.8 (Decomposition of Riemann curvature). We denote by π˜ = f(g)∂g with f a smooth
function, and π = π˜ ·X. Let A = χˆ, trχ− 2r˜ , π, and E = A · π + trχ · π.
(i) Let D∗ = ( /∇, /∇L). There hold
R4A4B,RA443,R44,R4A = D∗π +E.
(ii) There exist scalar π, 1-form E and St,u tangent 2-vector πAB such that
δABRCA4B = /∇Cπ + /∇
B
πCB +EC and RCA4B = /∇π +E.
(iii) There exists 1-form π and scalar E that RABAB = /div π +E.
(iv) There exist 1-forms π and scalar E such that
δABRB43A = /div π +E, ǫ
ABRA43B = /curlπ +E.
This result follows from the similar argument in [15, Section 4]. We recall the argument in [15,
Proposition 4.1]. There holds under the coordinate frame eα, eβ, eγ , eδ in (M,g) the following
decomposition,
Rαβγδ = Dα
◦
πβδγ +Dβ
◦
παγδ −Dα
◦
πβγδ −Dβ
◦
πδαγ +Eαβγδ
with E = g · π˜ · π˜ and
◦
παβγ= ∂γgαβ. We contract the above identity by the null tetrad, and use
Proposition 7.1 for the covariant derivatives on L,L,Π. This gives the results in (i)-(iii).
The proof of (iv) needs a minor change due to the change of the spacetime metric. Let us
compute with the help of Bianchi identity that
δABRB43A = δ
AB(RAB − δ
CDRACBD), ǫ
ABRAB43 = −2ǫ
ABRA43B.
For δABRAB we use δ
ABRAB = /∇AΞA + E which follows from (7.35) together with (1.8). We
then can obtain (iv) by using (iii) and the above calculations.
8. Causal geometry of the acoustic spacetime
In this section, we establish a set of crucial estimates on connection coefficients in D˜+ set up
in Section 5 under the rescaled coordinates, that is (t, x) → (λ(t − tk), λx) as done in (4.15).
Here λ ≥ Λ > 1 with Λ sufficiently large and fixed. Recall that D˜+ is contained in I∗ × R3 with
I∗ = [0, τ∗] and τ∗ ≤ λ1−8ǫ0T . According to (4.2) and Corollary 3.4, the rescaled components of
the metric g satisfy the estimates
‖π˜‖L2tL∞x (I×R3) + λ
δ0
∑
µ≥2
µ2δ0‖Pµπ˜‖
2
L2tL
∞
x (I×R3)
 12 . λ−1/2−4ǫ0 , (8.1)
where δ0 = s
′− 2, Pµ is the Littlewood-Paley projection in (4.2), and π˜ denotes the collection of
terms taking the form of f(g)∂g, with f being a smooth function of its variables. To derive the
last inequality in (8.1) we combined (4.2) with applying Lemma 4.8 to G = f and using (2.69),
followed with rescaling. In the following sections we will work under the condition (8.1).
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We fix the convention that
r˜ = t− u, t˜rχ = trχ+ Ξ4, ✵ =
b−1 − 1
r˜
,
z = t˜rχ−
2
t− u
, Y = b(t˜rχ−
2
b(t− u)
) = b(z − 2✵). (8.2)
Similar to [32, Lemma 5.1], we have the following results for the initial data along the null
cones for the geometric quantities.
Lemma 8.1. Let tmin = max{u, 0}.
(i) On any null cone Cu initiating from a point on the time axis Γ
+ at t = u ≥ 0, there hold
r˜z,b− 1, /∇b, r˜ /∇z, r˜2µ→ 0 as t→ u, lim
t→u
‖χˆ, ζ, ζ, k, curlΩ‖L∞(St,u) <∞.
Along any null cone Cu in D˜+ ,
Y , /∇Y → 0 as t→ tmin. (8.3)
(ii) Let
◦
γ:= (t−u)−2γ be the rescaled metric on St,u and let γ(0) denote the canonical metric
on S2. Then, relative to the pull-back coordinates by the null geodesic flow Υ(t, ·, u) :
S
2 → St,u, there hold
lim
t→tmin
◦
γab= γ
(0)
ab , limt→tmin
∂c
◦
γab= ∂cγ
(0)
ab , (8.4)
where a, b, c = 1, 2.
(iii) On
⋃
v∈(0,v∗] Sv there hold b−a→ 0, |vz| . λ
−4ǫ0 and ‖v
3
2 /∇z‖L∞
v
Lpω +‖v
1
2 z‖L∞ . λ−
1
2 ,
where ‖F‖L∞
v
Lpω = supv∈(0,v∗]
(∫
Sv
|F |pdω
)1/p
for any tensor field F .
When u ≥ 0, the proof is based on the local expansion of the geometric quantities at the
vertex of the cone Cu. The items (i) and (ii) in Lemma 8.1 can be found from [25, 26] and [30,
Section 2], if u > 0. If u < 0, the results are based on Proposition 5.1. The item (iii) also follows
from Proposition 5.1.
Now we state the main result of this section.
Proposition 8.2. Let p be a fixed number satisfying 0 < 1 − 2p < s
′ − 2. Let D∗ = ( /∇, /∇L).
Under the assumption (4.2), there hold on D˜+ ⊂ [0, τ∗]× Σ the estimates,
r˜t˜rχ ≈ 1, ‖r˜
1
2 z‖
L∞(D˜+) . λ
− 12 (8.5)
‖r˜
3
2 /∇z‖
L∞t L
∞
u L
p
ω(D˜+) . λ
− 12 (8.6)
‖r˜ /∇(χˆ, z)‖
L2tL
p
ω(Cu∩D˜+) . λ
− 12 (8.7)
‖z, χˆ, trχ−
2
r˜
, ζ‖
L
q
2
t L
∞
x (D˜+)
. λ
2
q
−1−4ǫ0( 4q−1), 2 < q < 4 (8.8)
‖
b−1 − 1
r˜
‖
L2tL
∞
ω (Cu∩D˜+)
+ ‖
b−1 − 1
r˜
1
2
‖
L2pω (Cu∩D˜+) + ‖r˜D∗(
b−1 − 1
r˜
)‖
L2tL
p
ω(Cu∩D˜+) . λ
− 12 (8.9)
and there holds in D+ (that is where 0 ≤ u ≤ t ≤ τ∗),
‖z, χˆ, ζ, trχ−
2
r˜
,
b−1 − 1
r˜
‖L2tL∞x . λ
− 12−4ǫ0 . (8.10)
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Proposition 8.3. Let p be as fixed in Proposition 8.2. On the null cone Cu contained in D˜+,
there hold
‖z‖
L2tL
∞
ω (Cu∩D˜+)
+ ‖χˆ‖
L2tL
∞
ω (Cu∩D˜+)
+ ‖ζ‖
L2tL
∞
ω (Cu∩D˜+)
. λ−
1
2 , (8.11)
‖∂ω(
◦
γ −γ(0))‖
LpωL∞t (Cu∩D˜+)
≤ λ−4ǫ0 , ‖
◦
γ −γ(0)‖L∞ . λ
−4ǫ0 , (8.12)
where
◦
γ= (t− u)−2γ. 17
As a consequence of (8.11) and (8.1)
‖A‖
L2tL
∞
ω (Cu∩D˜+)
. λ−
1
2 . (8.13)
The proof of the above results rely on a bootstrap argument. We make the bootstrap assump-
tion on any Cu contained in D˜+,
‖χˆ‖L2tL∞ω (Cu) + ‖z‖L2tL∞ω (Cu) + ‖ζ‖L2tL∞ω (Cu) ≤ λ
− 12+ǫ0 , (8.14)
‖∂ω(
◦
γ −γ(0))‖L∞t L
p
ω
≤ λ−ǫ0 , ‖
◦
γ −γ(0)‖L∞ ≤ λ
−ǫ0 , (8.15)
(8.16)
We also assume that on any St,u ⊂ D˜+, there hold
‖trθ −
2
r˜
‖
L3(Σt∩D˜+) ≤ 1, ‖(λr˜)
1
2 ( /∇b, χˆ)‖Lpω ≤ λ
2ǫ0 , (8.17)
|b− 1| ≤
1
2
, (8.18)
where 0 < 1− 2p < s− 2 is fixed.
By repeating the proof in [32, Lemma 5.4] with the help of the transport equations (7.12),
(5.13), and the data in Lemma 8.1, we can derive as a direct consequence of the estimate of z in
(8.14), (8.1) and (8.18) the following result
Lemma 8.4. On D˜+ there holds
vt ≈ (t− u)
2, (8.19)
|b− 1| . λ−4ǫ0 <
1
4
. (8.20)
Remark 8.5. In view of (8.1) and (7.5), (5.23) can be proved by (8.8). The first assumption in
(5.25) and the second assumption in (5.24) are included in (8.12) and (8.17). The first assumption
in (5.24) is proven in Lemma 8.4.
In what follows, we will frequently use Lemma 8.4 without explicit mention. Next we recall
important inequalities for carrying out analysis.
Using Lemma 8.4 and the second assumptions in (8.15), we can show that on D˜+ there hold
the following Sobolev inequalities and trace inequalities:
• For any scalar function or St,u-tangent tensor field F (see [27]), there holds
‖F‖L2uL2ω . ‖r˜ /∇NF‖L2uL2ω + ‖r˜
1
2F‖L∞u L2ω . (8.21)
17We may hide the range for u, t in D+ or D˜+ for short and refer to Section 5.1 for their definitions.
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• For any scalar function or St,u-tangent tensor field F and 2 < q < ∞ there hold (see
[5, 16, 12]
‖F‖Lqω(St,u) . ‖r˜ /∇F‖
1− 2
q
L2ω(St,u)
‖F‖
2
q
L2ω(St,u)
+ ‖F‖L2ω(St,u), (8.22)
‖F‖L∞ω (St,u) . ‖r /∇F‖L
q
ω(St,u) + ‖F‖L2ω(St,u). (8.23)
• For q ≥ 2 and any scalar functions or tensor fields F defined on D˜+ ∩Σt there holds
‖r˜
1
2− 1qF‖2
L2qx L∞u
. ‖F‖L∞ω L2u
(
‖r˜ /∇NF‖LqωL2u + ‖F‖L
q
ωL2u
)
. (8.24)
For D˜+ ∩Cu,
‖r˜
1
2− 1qF‖2
L2qx L∞t (Cu)
. ‖F‖L∞ω L2t
(
‖r˜ /∇LF‖LqωL2t + ‖F‖L
q
ωL
2
t
)
, (8.25)
see [30, Lemma 2.13], and the proof in [27, Section 8].
Hardy-Littlewood maximal function. For a scalar function f(t) defined on [0, τ∗], its Hardy-
Littlewood maximal function is defined by
M(f)(t) = sup
0≤t′≤τ∗
1
|t− t′|
∫ t
t′
|f(τ)|dτ.
It is well-known that for any 1 < q <∞ there holds
‖M(f)‖Lqt . ‖f‖L
q
t
. (8.26)
Using Lemma 8.4 and the second assumptions in (8.15), we also obtain the following control
along the null cones.
Proposition 8.6 (Lp Control of the flux). Let 1 − 2p∗ ≤ δ0 = s
′ − 2, there hold for 2 ≤ q < p∗
on D˜+ the following inequalities
‖ curl 2Ω‖
L2(Cu∩D˜+) + ‖r˜
1− 2
q curl 2Ω‖
L2tL
q
x(Cu∩D˜+) . λ
− 32 (8.27)
‖r˜
1
2 ∂Ω‖
L2qω (Σt∩D˜+) . λ
− 32 . (8.28)
Under the assumption (8.17), with D∗ = ( /∇, /∇L), there hold for 0 ≤ 1−
2
p < s− 2 that
‖r˜1−
2
q ∂π˜‖
L2uL
p
x(Σt∩D˜+) . λ
− 12 (8.29)
‖π˜‖
L2uL
p
ω(Σt∩D˜+) + ‖r˜
1
2 π˜‖
L∞L2pω (Σt∩D˜+) . λ
− 12 (8.30)
‖D∗π˜‖L2(Cu∩D˜+) + ‖r˜
1− 2
pD∗π˜‖L2tLpx(Cu∩D˜+)
. λ−
1
2 (8.31)
‖r˜( /∇π, /∇Lπ), π‖L2tL
p
ω(Cu∩D˜+) . λ
− 12 . (8.32)
By using Corollary 3.3, Proposition 6.2 and Proposition 6.3, for the case that π˜ = ∂Φ with
Φ = v, ̺, the proof of the above results is similar to [32, Lemma 5.5]; and the results for the
general form of π˜ follow as a consequence as in [32, Proposition 5.6]. The proof of [32, Lemma
5.5] is based on the proof in [30, Proposition 2.6] under the assumption (8.17).
Recall that in Proposition 6.3, we did not provide the control on the flux of Tv upto the
highest order. This slightly influences the proof of (8.31). The terms of vorticity in (8.27) and
(8.28) did not appear in the previous works on quasilinear wave equations. Thus we will focus on
the proof of (8.27), (8.28) and (8.31) for the case π˜ = ∂(v, ̺). The proof of (8.32) can be found
in [32, Lemma 5.7] under the assumption (8.17), and using the estimates (8.31) and (8.1).
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Proof. (8.28) is the second estimate in (6.20) after rescaling. The estimates in (8.27) are conse-
quences of (6.26) after rescaling.
To prove (8.31), we recall from [30, Proposition 2.5, Proposition 2.6] that
‖r˜1−
2
p ( /∇f, Lf)‖L2tL
p
x(Cu) . F
1
2 [f ](Cu) +
∑
l>0
l1−
2
p
(
F
1
2 [Pℓf ](Cu)
)
+ ‖f‖Hs−1(Στ∗ ) + ‖f‖Hs−1(Σtmin )
,
(8.33)
and if the cone Cu is initiated from Γ
+, the last term of the last line actually vanishes.
We can apply the above inequality to f = ∂v,∂̺ to obtain for 0 ≤ 1− 2p < s− 2
‖r˜1−
2
p ( /∇f, Lf)‖L2tL
p
x(Cu) . λ
− 12 , (8.34)
which is due to Proposition 6.2 and Proposition 6.3, and Corollary 3.3, followed with rescaling.
To complete the proof of (8.31), we need to obtain the same control for f = Tv. From (6.9),
we bound
‖r˜(LTv, /∇Tv)‖
L2tL
p
ω(Cu∩D˜+) . ‖r˜(L∂̺,
/∇∂̺, (∂̺)2)‖
L2tL
p
ω(Cu∩D˜+).
The first two terms on the right hand side can be bounded by (8.34). For the quadratic term,
we use the second inequality in (8.30) to derive
‖r˜(∂̺)2)‖
L2tL
p
ω(Cu∩D˜+) . ‖|r˜
1
2∂̺|2‖L∞t L
2p
ω (Cu)
τ
1
2∗ . λ−1+
1
2−4ǫ0 . λ−
1
2−4ǫ0 .
Hence, we conclude
‖r˜(LTv, /∇Tv)‖
L2tL
p
ω(Cu∩D˜+) . λ
− 12 .
The proof of (8.31) is completed.

The transport lemma. We will use transport equations to control the connection coefficients.
The following result can be derived in view of (5.13) and (8.19) and will be frequently used.
Lemma 8.7 (The transport lemma). For Cu contained in D˜+ let tmin = max{u, 0}. For any
St,u-tangent tensor field F satisfying
/∇LF +
m
2
trχF =W
with a constant m, there holds
v
m
2
t F (t) = limτ→tmin
v
m
2
τ F (τ) +
∫ t
tmin
v
m
2
t′ Wdt
′.
Similarly, for the transport equation
/∇LF +
m
t− u
F = G · F +W
with a constant m, if ‖G‖L∞ω L1t ≤ C, then there holds
r˜m|F (t)| . lim
τ→tmin
(τ − u)m|F (τ)| +
∫ t
tmin
(t′ − u)m|W |dt′.
The same result holds when 2t−u in the transport equation is replaced by trχ. The above integrals
are taken along null geodesics on Cu.
We will also employ the Codazzi equations on the spheres St,u for which we recall the following
elliptic estimates, which hold under the assumption (8.15).
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Lemma 8.8. Let D denote either D1 or D2 and let p > 2 be the number in (8.15). Then for
2 ≤ q ≤ p there holds
‖ /∇F‖Lq(St,u) + ‖r˜
−1F‖Lq(St,u) . ‖DF‖Lq(St,u)
for any St,u-tangent tensor F in the domain of D.
It follows from the above result, (8.22), (8.23) and the duality argument that
Proposition 8.9. Let F be a covariant symmetric traceless 2-tensor satisfying the Hodge system
/divF = /∇G+ e on St,u (8.35)
for some scalar function G and 1-form e. For 2 < q <∞ and 1q′ =
1
2 +
1
q there hold
‖F‖Lq(St,u) . ‖G‖Lq(St,u) + ‖e‖Lq′(St,u); (8.36)
and
‖F‖L∞(St,u) . r˜
1− 2
q (‖ /∇G‖Lq(St,u) + ‖e‖Lq(St,u)). (8.37)
Similarly, for the Hodge system {
/divF = /∇ ·G1 + e1,
/curlF = /∇ ·G2 + e2,
(8.38)
with 1-forms G = (G1, G2) and scalar functions e = (e1, e2), there hold (8.36) and (8.37) for any
q > 2.
Proposition 8.10. Let F and G be St,u-tangent tensor fields of suitable type satisfying (8.35)
or (8.38) with certain term e. Suppose G is a projection of a tensor field G˜ to tangent space of
St,u by Π
µ′
µ G˜µ′··· or takes the form of f(b)N
µG˜µ···, f(b)LµG˜µ···, where f is a smooth function of
b. Under the assumption (8.17), for q > 2, 1 ≤ c < ∞ and δ > 0 sufficiently close to 0, there
holds
‖F‖L∞(St,u) . ‖µ
δPµG˜‖lcµL∞(St,u) + ‖G˜‖L∞(St,u) + r˜
1− 2
q ‖e‖Lq(St,u). (8.39)
Here G˜ is regarded as its components under the coordinate frame ∂t, ∂1, ∂2, ∂3.
We incorporate the additional factor f(b) in the form of the definition for G. Since we have
‖f(b)‖L∞ + ‖r˜ /∇(f(b))‖Lqω . 1 for 0 ≤ 1−
2
q < s− 2 due to (8.17) and (8.20), this satisfies the
condition used in [30, Lemma 5.5]. The proof of the above result can follow the same as in [30,
Section 5]. In application, we only use f(b) = b, or 1.
A sketch for the proof of Proposition 8.2 and Proposition 8.3. In comparison with the
analysis in [32, Section 5], due to the rough curlΩ, we have to carry out normalizations by using
(7.33), (7.34) and (7.43) in order to obtain the estimates of z and /∇z. We also simplify the
estimate of ζ by using (7.21) and Proposition 8.10. It is used in controlling Y and also χˆ.
(1) We derive symbolic structure equations (8.45)-(8.49) with the help of (7.33), (7.34) and
Proposition 7.8, then achieve a set of preliminary estimates in Section 8.1 by using transport
equations, which controls ✵ as desired and improves the auxiliary assumption in (8.17).
(2) In Section 8.1.1, by using (8.49), we obtain the bound ‖r˜
3
2 /∇z‖Lpω(St,u) with 2 ≤ p < s
′− 2,
and with the help of the Codazzi equation (8.48) for /∇χˆ the bounds in (8.7). Once the Lp bound
is obtained, we have the pointwise control on r˜
1
2 z by Sobolev embedding. In Section 8.1.2, we
obtain the sharp bound on ζ with the help of the Hodge system (7.21). In view of the equation
(5.11) for propagating the metric component of γ and the Sobolev embedding (8.23), the proof
of Proposition 8.3 is complete.
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(3) In the region where u ≈ t, the bound on ‖z‖L2tL∞(D+) can not follow from the pointwise
control of r˜
1
2 z, since r˜ can be close to 0 in such region. This step is completed in Proposition 8.18
in Section 8.2. To remove the potential signularity, we derive the transport equation (8.89) for
/∇Y , from which we see the potential singularity arises exactly due to /∇(kNN −
1
2Ξ4). We then
derive the trace decomposition of /∇(kNN −
1
2Ξ4) by using (7.43), and hence use the structure
to remove the singular term. With the help of the normalized transport equation (8.90), we can
obtain the Lpω bound on r˜ /∇Y , and the favourable control on Y and z follow as consequences.
With the bound on /∇Y , we achieve the strong norms on χˆ in (8.8) and (8.10) by normalizing
the Codazzi equation (8.48) and applying Proposition 8.9 and Proposition 8.10. The proof of
Proposition 8.2 hence can be completed.
8.1. The preliminary estimates on χˆ, z and ζ. The goal of this subsection is to show the
following preliminary estimates.
Proposition 8.11 (Lp and L2p estimates on D˜+). Let 0 ≤ 1 − 2p < s − 2, and let ✵ =
b−1−1
r˜ .
There hold in D˜+ the following estimates
‖✵‖L2tL∞ω + ‖r˜D∗✵‖L2tLpω + ‖r˜
1
2 /∇ logb‖Lpω + ‖r˜
1
2✵‖L2pω . λ
− 12 , (8.40)
‖✵‖L2tL∞(D+) . λ
− 12−4ǫ0 , ‖✵‖
L
q
2
t L
∞(D˜+)
. λ
2
q
−1−4ǫ0( 4q−1), 2 < q < 4. (8.41)
Let A = χˆ, ζ, z, π. There hold
‖A, r˜ /∇LA‖L2tL
p
ω(Cu) . λ
− 12 (8.42)
‖r˜
1
2A‖Lpω . λ
− 12 (8.43)
‖r˜
1
2A‖L2pω . λ
− 12 (8.44)
Remark 8.12. Note due to ζ = /∇ logb + kAN in (7.5), (8.43) improves the second estimates in
(8.17). Due to trθ− 2r˜ = z+π in view of (7.5), and r˜ . λ
1−8ǫ0T , using (8.44) gives ‖A‖
L3(Σt∩D˜+) .
λ−4ǫ0 . 1. Thus we can prove the assumption on trθ in (8.17).
To prove the above proposition, we first give the symbolic version of their null structure
equations.
Lemma 8.13. Let A denote terms χˆ, z, π. There hold, schematically,
/∇Lχˆ+
1
2
trχχˆ = π ·A+ r˜−1π + ( /∇, /∇L)π + exp ̺ curlΩN, (8.45)
Lz +
2z
t− u
= −
1
2
Ξ24 + (Ξ4 − kNN) t˜rχ− |χˆ|
2 −
1
2
z2 + π · π
+ exp ̺ curlΩN, (8.46)
/∇L /∇ logb+
1
2
trχ /∇ logb = −χˆ · /∇ logb− /∇(kNN) (8.47)
/div χˆ =
1
2
(
/∇z − /∇Ξ4
)
+ /∇π +
π
t− u
+A · π. (8.48)
/∇L( /∇z − e
̺ curlΩ)A +
3
t− u
( /∇z − e̺( curlΩ))A (8.49)
= A · /∇z +
1
(t− u)
(
/∇(Ξ4 − kNN) + e
̺( curlΩ)A
)
+ (z, π) · ( /∇π + e̺( curlΩ)A)
+ e̺
(
eAiΠ
ijǫ ljm ( curl
2Ω)lN
m +X · (χ+ π) · ∂Ω
)
+ /∇χˆ · χˆ,
where ·X represents the contractions with L,L,Π.
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Hence with A an element of χˆ, z, /∇ logb, there holds the symbolic formula
/∇LA+
m
r˜
A = A ·A+D∗π + r˜−1π + exp ̺ curl ΩN, m = 1, 2 (8.50)
where on the right hand side A = z, χˆ, ζ, π, and all the possible terms which appear in the
collection of the transport equation for A are included. m = 1 if A = χˆ, /∇ logb and m = 2 if
A = z.
Proof. (8.47) can be directly obtained by using (7.12) and (7.9).
Combining (7.33) with the equations (1.7), (1.8), and DLL = −kNNL in (7.2), we can obtain
R44 = − exp ̺ curlΩN + π · π + L(Ξ4). (8.51)
In view of the definition of t˜rχ, substituting (8.51) into (7.13) yields
Lt˜rχ+
1
2
(t˜rχ)2 = (Ξ4 − kNN)t˜rχ−
1
2
Ξ24 − |χˆ|
2 + π · π + exp ̺ curlΩN, (8.52)
which gives (8.46) by using the definition of z. (8.45) can be obtained by the substitutions of
(8.51) and Lemma 7.8 (i) into (7.14). The proof of (8.48) can be obtained by substituting Lemma
7.8 (ii) into (7.17).
To derive (8.49), we directly take the covariant derivative on (8.46) and use the commutation
formula (7.9) to obtain
/∇L /∇z +
3
t− u
/∇z = −χˆ · /∇z +
1
2
(Ξ4 − z) /∇z + /∇G, (8.53)
where G denotes the right hand side of (8.46). With the help of (7.34), we derive
/∇A(exp ̺ curlΩN)
= /∇L(e
̺ curlΩ)A + e
̺
(
eAiΠ
ijǫ ljm ( curl
2Ω)lN
m + (π + χ) · ∂Ω ·X).
(8.54)
Note that the first term on the right is of the type ∂ curl Ω, which is the second order derivative
of Ω. There is no direct bound for this term. Therefore we renormalize the equation (8.53) by
subtracting ( /∇L +
3
t−u )(e
̺ curl Ω)A from both sides. This gives (8.49). 
Proof of (8.40) and (8.41). Recall from Lemma 8.1, limt→tmin(b − a) = 0 with a = 1 if u ≥ 0
and the function a in Proposition 5.1 otherwise. By using (7.12), we have
b−1 − a−1
r˜
=
1
r˜
∫ t
tmin
L(b−1) =
1
r˜
∫ t
tmin
b−1kNNdt′, (8.55)
where a = 1 if u ≥ 0. While for u ≤ 0, we derive in view of b
−1−1
r˜ =
b−1−a−1
r˜ +
a−1−1
r˜ ,
b−1 − 1
r˜
=
1
r˜
∫ t
tmin
b−1kNNdt′ +
a−1 − 1
r˜
. (8.56)
For both cases in the above, by using (8.20) and (5.19),
‖
b−1 − 1
r˜
‖
L2tL
∞
ω (Cu∩D˜+)
. ‖k‖L2tL∞ω + ‖
1− a−1
v
1
2
v
1
2 r˜−1‖L2t
. λ−
1
2 + λ−
1
2 ‖v
1
2 (t+ v)−1‖L2t
where we used (8.1) for the bound of k, and the last term vanishes unless v = −u, for u < 0.
Hence by direct calculation,
‖
b−1 − 1
r˜
‖
L2tL
∞
ω (Cu∩D˜+)
. λ−
1
2 .
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Next, when u ≥ 0, by using (8.1) and (8.26)
‖
b−1 − 1
r˜
‖L2tL∞(D+) . ‖r˜
−1
∫ t
u
‖kNN‖L∞ω ‖L2tL∞u . ‖M(‖kNN‖L∞ω )‖L2t
. ‖kNN‖L2tL∞(D+) . λ
− 12−4ǫ0 ;
similar to the above estimate, if u ≤ 0, noting that sup0≤v≤v∗ v
1
2 r˜−1 ≈ t−
1
2 , we can derive with
the help of (8.56), (5.19) and (8.1) that
‖
b−1 − 1
r˜
‖
L
q
2
t L
∞
‖kNN‖
L
q
2
t L
∞
+ ‖
1− a−1
v
1
2
v
1
2 r˜−1‖
L
q
2
t L
∞
u
. ‖k‖
L
q
2
t L
∞
+ λ
2
q
−1−4ǫ0( 4q−1)
. λ
2
q
−1−4ǫ0( 4q−1).
Next we prove the derivative estimate in (8.40). By using (7.12),
r˜L✵ = L(b−1)− r˜−1(b−1 − 1) = b−1kNN − ✵,
on Cu∩D˜+, we derive by using (8.1) and the first estimate of (8.40) which has been proved above
‖r˜L✵‖L2tL
p
ω
. ‖kNN‖L2tL
p
ω
+ ‖✵‖L2tL
p
ω
. λ−
1
2 .
Recall that by using the first two estimates in (8.14) and (8.1)
‖trχ−
2
r˜
, kNN‖L∞ω L1t . λ
−3ǫ0 .
Hence we can apply Lemma 8.7 to (8.47), by using (i) in Lemma 8.1 for /∇b when u ≥ 0. By
using (8.32), this leads to
‖ /∇ logb‖L2tL
p
ω
+ r˜
1
2 ‖ /∇ logb‖Lpω . ‖r˜ /∇kNN‖L2tL
p
ω
. λ−
1
2 .
Similarly, if u ≤ 0, we use the initial condition in (5.15) to derive
r˜‖ /∇ logb‖Lpω .
∫ t
tmin
‖r˜ /∇kNN‖Lpωdt
′ + lim
t→0
‖r˜ /∇ log a‖Lpω .
Noting that at t = 0, (5.15) implies r˜−1v
1
2 ‖v
1
2 /∇ log a‖Lpω . λ
− 12 r˜−1v
1
2 . Thus if v is fixed,
‖r˜−1v
1
2 ‖v
1
2 /∇ log a‖Lpω‖L2t . λ
− 12 ,
and
r˜−
1
2 v
1
2 ‖v
1
2 /∇ log a‖Lpω . λ
− 12 .
We then conclude by using (8.32) on Cu ∩ D˜+
r˜
1
2 ‖ /∇ logb‖Lpω + ‖ /∇ logb‖L2tL
p
ω
. λ−
1
2 + ‖r˜ /∇kNN‖L2tL
p
ω
. λ−
1
2 .
Thus the second and the third estimates in (8.40) are proved. The last one follows by applying
(8.25) with the help of the first two estimates in (8.40). The proofs for (8.40) and (8.41) are
therefore complete. 
Proof of (8.42)-(8.44). Note (8.42)-(8.44) hold for A = π, which is a consequence of (8.32) and
the last estimate of (8.30). To prove (8.42)-(8.44), we focus on the cases when A = z, χˆ, ζ.
We first note from (8.14) and (8.1)
‖A‖L2tL∞ω . λ
− 12+ǫ0 . (8.57)
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Since we have proved in (8.40) that for 0 ≤ 1− 2p ≤ s− 2 there holds
r˜
1
2 ‖ /∇ logb‖Lpω + ‖ /∇ logb‖L2tL
p
ω
. λ−
1
2 . (8.58)
With the help of (8.32), substituting the estimate and (8.57) in (8.47) implies
‖r˜ /∇L /∇ logb‖L2tL
p
ω(Cu) ≤ ‖r˜A /∇ logb‖L2tL
p
ω(Cu) + ‖r˜ /∇π‖L2tL
p
ω(Cu)
≤ ‖A, π‖L2tL∞ω ‖r˜
/∇ logb‖L∞t L
p
ω
+ λ−
1
2 . λ−
1
2−3ǫ0 + λ−
1
2 .
Thus, by using the last identity in (7.5) and (8.32),
‖r˜ /∇Lζ‖L2tL
p
ω(Cu) . ‖ /∇Lπ‖L2tL
p
ω(Cu) + ‖r˜ /∇L /∇ logb‖L2tL
p
ω(Cu) . λ
− 12 .
Similarly, by using (7.5), (8.58), the estimates for π in (8.42) and (8.43), we have
‖ζ‖L2tL
p
ω
. ‖ /∇ logb‖L2tL
p
ω
+ ‖k‖L2tL
p
ω
. λ−
1
2 ,
‖r˜
1
2 ζ‖Lpω . ‖r˜
1
2π‖Lpω + ‖r˜
1
2 /∇ logb‖Lpω . λ
− 12 .
Thus (8.42) and (8.43) hold for ζ.
Note for any fixed point p = (t, u, ω) ∈ D˜+, there exists a unique null geodesic through the
point such that p = Υ(t, u, ω), which is either initiated from S0,−u at the slice of {t = 0} or from
the vertex t = u at the time axis Γ+ if u ≥ 0. Thus, by applying Lemma 8.7, for both A = χˆ
and z, with m = 1 or 2 we derive
r˜m|A(t)| . lim
τ→tmin
|(τ − u)mA(τ)|+
∫ t
tmin
r˜m
(
|A ·A|+ |D∗π|+ |r˜−1π|+ | curl Ω|
)
dt′. (8.59)
If u ≥ 0, for the data of A = z, χˆ, we apply the result (i) in Lemma 8.1, the first term on the
right of (8.59) vanishes.
If u < 0, for A = χˆ, we note that due to (5.15), (7.5) and applying the second estimate in
(8.30) for π,
‖v
1
2− 2q χˆ‖Lq(Sv) . λ
− 12 , 0 ≤ 1−
2
q
< s− 2;
for A = z, we apply (iii) in Lemma 8.1. Thus, for v > 0 fixed, since r˜ = t+ v,
‖r˜−m+
1
2 v
m
A(0, v, ω)‖L∞t L
p
ω
. ‖v
1
2A(0, v, ω)‖Lpω . λ
− 12 ,
‖r˜−mvmA(0, v, ω)‖L2tLpω ≤ ‖r˜
−1
vA(0, v, ω)‖L2tL
p
ω
. v
1
2 ‖A(0, v, ω)‖Lpω . λ
− 12 .
(8.60)
Therefore by using (8.59), in both cases, for A = χˆ, z,
‖r˜
1
2A‖Lpω . λ
− 12 + ‖r˜−
1
2
∫ t
tmin
r˜(|D∗π|+ |A ·A|+ |r˜−1π|+ | curlΩ|)dt′‖Lpω
‖A‖L2tL
p
ω
. λ−
1
2 + ‖r˜−1
∫ t
tmin
r˜(|D∗π|+ |A ·A|+ |r˜−1π|+ | curlΩ|)dt′‖Lpω ,
which lead to
‖r˜
1
2A‖Lpω + ‖A‖L2tL
p
ω
. λ−
1
2 + ‖r˜D∗π‖L2tLpω(Cu) + ‖π‖L2tLpω(Cu)
+ ‖r˜ curl Ω‖L2tL
p
ω(Cu) + ‖r˜A ·A‖L2tL
p
ω(Cu). (8.61)
We apply (8.32) and (8.28) to derive
‖r˜D∗π‖L2tLpω(Cu) + ‖π‖L2tLpω(Cu) + ‖r˜ curlΩ‖L2tLpω(Cu) . λ
− 12 . (8.62)
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Thus by using (8.57)
‖r˜
1
2A‖Lpω + ‖A‖L2tL
p
ω
. λ−
1
2 + ‖r˜A ·A‖L2tL
p
ω(Cu)
. λ−
1
2 + ‖A‖L2tL∞ω ‖r˜A‖L∞t L
p
ω
. λ−
1
2 + λ−
1
2+ǫ0τ
1
2∗ (‖r˜
1
2 χˆ‖L∞t L
p
ω
+ ‖r˜
1
2 z‖Lpω + λ
− 12 ), (8.63)
where we used the proved estimate of (8.43) for A = ζ, π. Note τ
1
2∗ λ−
1
2+ǫ0 . λ−3ǫ0 , which can
be sufficiently small with λ ≥ Λ for sufficiently large Λ. Therefore, we can conclude
‖r˜
1
2 χˆ‖L∞t L
p
ω
+ ‖r˜
1
2 z‖Lpω . λ
− 12
which completes the proof of (8.43). Substituting the above estimate to (8.63) yields the bound
‖A‖L2tL
p
ω
. λ−
1
2 . Thus the first estimate of (8.42) is complete.
Note that we have shown by using (8.43) and (8.57)
‖r˜A ·A‖L2tL
p
ω
. λ−
1
2−3ǫ0 .
Combining this estimate with (8.62) and (8.50), also using the first estimate in (8.42), we can
obtain the last estimate in (8.42) for A = χˆ, z. Since other cases have been proven, the estimate
of (8.42) is also proved.
For A = χˆ, z, ζ, by applying (8.25) with the help of (8.14), (8.42) and Minkowski inequality,
we can obtain
‖r˜
1
2A‖2
L2pω
. ‖A‖L∞ω L2t (‖r˜
/∇LA‖LpωL2t (Cu) + ‖A‖L
p
ωL2t (Cu)
) . λ−1. (8.64)
This proof is completed. 
8.1.1. Control of /∇z, /∇χˆ and r˜
1
2 |z|. In this subsection, we give the estimates of /∇z and /∇χˆ in
(8.6) and (8.7). We also prove the bound of |z| in (8.5) as a consequence.
Since the right hand side of (8.46) is not bounded in L∞ω L
1
t , the pointwise estimate for z does
not directly follow. There hold in view of the Sobolev embedding (8.23),
|r˜
1
2 z| . ‖r˜
1
2 (r˜ /∇)(≤1)z‖Lpω , (8.65)
‖z‖L2tL∞(D+) . ‖(r˜ /∇)
(≤1)z‖L2tL∞u Lpω(D+),
where p > 2.
It is natural to consider the bounds on the right hand sides of the above two inequalities.
Nevertheless, there is no direct estimate of ‖(r˜ /∇)(≤1)z‖L2tL∞u Lpω(D+). Therefore, as the first step,
we give the bound of r˜
1
2 |z| via the first inequality. In the second step, we will derive the bound
for ‖z‖L2tL∞ by carrying out a further normalization on trχ in Section 8.2.
We first derive the estimates in (8.6) and (8.7), which are recast below.
Proposition 8.14. For 0 ≤ 1− 2p < s
′ − 2, there hold
‖r˜
3
2 /∇z‖
L∞t L
∞
u L
p
ω(D˜+) + ‖r˜
(
/∇(χˆ, z)
)
‖
L2tL
p
ω(Cu∩D˜+) . λ
− 12 . (8.66)
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Proof. By using (8.49), according to (8.57), we employ Lemma 8.7 to derive that
r˜3| /∇Az − e
̺( curl Ω)A| . lim
τ→tmin
∣∣(τ − u)3( /∇z − e̺ curlΩ)A(τ)∣∣
+
∫ t
tmin
(
r˜2| /∇π|+ r˜3| /∇χˆ · χˆ|+ r˜3|(z, π) · /∇π|
)
+
∫ t
tmin
r˜3
(
|∂Ω · (A+ r˜−1)|+ | curl 2Ω|
)
.
(8.67)
Hence, we bound
‖r˜( /∇Az − e
̺( curlΩ)A)‖Lpω
. ‖r˜−2|min(u, 0)|3(| /∇z|+ | curl Ω|)(0)‖Lpω + r˜
−1
∫ t
tmin
‖r˜ /∇π‖Lpωdt
′
+ r˜−1
∫ t
tmin
‖r˜∂Ω, r˜2 curl 2Ω‖Lpωdt
′ + ‖r˜ /∇χˆ, r˜ /∇π, r˜∂Ω‖L2tLpω‖A‖L2tL∞ω .
Due to r˜ . τ∗, by (8.28),
‖r˜∂Ω‖Lpω . λ
−1−4ǫ0 . (8.68)
By (8.27) and (8.68)
r˜−1
∫ t
tmin
‖r˜∂Ω, r˜2 curl 2Ω‖Lpωdt
′ . λ−1−4ǫ0 ;
and by using (8.32) and (8.68)
‖r˜ /∇π, r˜∂Ω‖L2tL
p
ω
. λ−
1
2 .
Hence by using the above three estimates, in view of Lemma 8.1 (i) and (iii), and (8.57), we
then obtain
‖r˜ /∇z‖Lpω . r˜
−2|min(u, 0)|
3
2λ−
1
2 + r˜−1
∫ t
tmin
‖r˜ /∇π‖Lpωdt
′ + λ−1+ǫ0 + λ−
1
2+ǫ0‖r˜ /∇χˆ‖L2tL
p
ω
, (8.69)
which implies
‖r˜ /∇z‖
L2tL
p
ω(D˜+) . λ
− 12 + ‖r˜ /∇π‖
L2tL
p
ω(D˜+) + λ
−3ǫ0‖r˜ /∇χˆ‖
L2tL
p
ω(D˜+)
. λ−
1
2 + λ−2ǫ0‖r˜ /∇χˆ‖
L2tL
p
ω(D˜+), (8.70)
where we used (8.26) and (8.32).
By using (8.48) and Lemma 8.8,
‖r˜ /∇χˆ‖Lpω + ‖χˆ‖Lpω . ‖r˜( /∇π, r˜
−1π, /∇z)‖Lpω + ‖r˜A · π‖Lpω
. ‖r˜( /∇π, r˜−1π, /∇z)‖Lpω + λ
−1,
(8.71)
where we estimated by using (8.44)
‖r˜A · π‖Lpω . ‖r˜
1
2A‖L2pω ‖r˜
1
2π‖L2pω . λ
−1.
Taking L2t norm of (8.71) along Cu in D˜
+ yields
‖r˜ /∇χˆ‖L2tL
p
ω(Cu) + ‖χˆ‖L2tL
p
ω(Cu) . λ
− 12 + ‖r˜ /∇z‖L2tLpω(Cu),
where we used (8.32). Substituting the above estimate to the last term of (8.70) gives
‖r˜ /∇χˆ, r˜ /∇z‖L2tL
p
ω(Cu) . λ
− 12 ,
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for all Cu in D˜+.
With the first estimate in the above, we can use (8.69) and (8.32) to bound
‖r˜
3
2 /∇z‖Lpω . λ
− 12 + ‖r˜ /∇π‖L2tLpω(Cu) + τ
1
2∗ .λ−
1
2+ǫ0‖r˜ /∇χˆ‖L2tL
p
ω(Cu) . λ
− 12 .
Thus we completed the proof of (8.66), which are the estimates for /∇χˆ, /∇z in (8.6) and (8.7). 
This also proved the second estimate in (8.5) in view of (8.65) and (8.43) for z. The first
estimate of (8.5) follows as a consequence.
From (8.5), in the region u ≤ 0, we can derive
|z| . (t+ v)−
1
2 λ−
1
2
and thus if u < 5t6
|z| . t−
1
2 λ−
1
2 . (8.72)
Hence, the estimate for z in (8.8) and (8.10) hold in the region where u ≤ 5t6 , whereas in the
region that u ≥ 5t6 we need to seek for a different approach. This is achieved in Section 8.2 by
considering the transport equations of Y and /∇Y . Such analysis will be based on the estimate
of ζ in (8.10).
Before proceeding to the control of ζ, we give a consequence of (8.7).
Lemma 8.15. Let ϕ := log
√
|γ| − log
√
|γˇ| on St,u and 0 ≤ 1 −
2
p < s
′ − 2. There hold on D˜+
the estimates
‖r˜
1
2 /∇ϕ‖L∞t L
p
ω(Cu) + ‖ /∇ϕ‖L2tL
p
ω(Cu) . λ
− 12 .
Proof. By using (7.9) and Lϕ = trχ− 2t−u we derive that
/∇L /∇ϕ+
1
2
trχ /∇ϕ = −χˆ · /∇ϕ+ /∇(trχ−
2
t− u
).
By using (8.57), with m = 1 we apply Lemma 8.7 to obtain
r˜| /∇ϕ| . lim
τ→tmin
(τ − u)| /∇ϕ|(τ) +
∫ t
tmin
r˜| /∇(trχ−
2
r˜
)|dt′.
For null cones Cu with u ≥ 0 we use (8.4) to see the limit on the right hand side vanishes; and
for null cones Cu with u < 0 we use (5.18). Hence for St,u and Cu contained in D˜+,
‖r˜
1
2 /∇ϕ‖Lpω(St,u) . ‖r˜
− 12 min(u, 0) /∇ϕ‖Lpω(St,u) + ‖r˜ /∇(trχ−
2
r˜
)‖
L2tL
p
ω(Cu∩D˜+),
‖ /∇ϕ‖L2tL
p
ω(Cu) . ‖r˜
−1min(u, 0) /∇ϕ‖L2tLpω(Cu) + ‖r˜ /∇(trχ−
2
r˜
)‖
L2tL
p
ω(Cu∩D˜+).
Similar to (8.60), we can bound the first terms on the right hand side by λ−
1
2 . Consequently,
‖r˜
1
2 /∇ϕ‖Lpω(St,u) + ‖ /∇ϕ‖L2tL
p
ω(Cu) . λ
− 12 + ‖r˜ /∇(trχ−
2
r˜
)‖
L2tL
p
ω(Cu∩D˜+).
Since trχ− 2t−u = z −Ξ4, we may use (8.7) and (8.32) to obtain
∥∥r˜ /∇(trχ− 2r˜ )∥∥L2tLpω(Cu) . λ− 12 .
Therefore
‖r˜
1
2 /∇ϕ‖Lpω(St,u) + ‖ /∇ϕ‖L2tL
p
ω(Cu) . λ
− 12 .
Hence the proof of Lemma 8.15 is complete. 
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8.1.2. Estimates of ζ.
Proposition 8.16. Let 0 ≤ 1− 2p < s
′ − 2. There holds for Cu ∩ D˜+ that
‖r˜ /∇ζ‖L2tL
p
ω(Cu) + ‖ζ‖L2tL
p
ω(Cu) . λ
− 12 . (8.73)
Proof. By using Lemma 8.8, (7.21), (8.44) and (8.23) on S = St,u,
‖r˜ /∇(ζ − ζ)‖Lpω(S) + ‖ζ − ζ‖Lpω(S)
. ‖ζ − ζ‖L∞(S)‖r˜ /∇ϕ‖Lpω(S) + ‖r˜|A|
2‖Lpω(S) + ‖r˜ /∇ζ‖Lpω(S)
. ‖(r˜ /∇)(≤1)(ζ − ζ)‖Lpω(S)‖r˜ /∇ϕ‖Lpω(S) + λ
−1 + ‖r˜ /∇ζ‖Lpω(S).
Thus by using the first estimate in Lemma 8.15 and (8.32), we can obtain
‖r˜ /∇(ζ − ζ)‖L2tL
p
ω(Cu) + ‖ζ − ζ‖L2tL
p
ω(Cu) . λ
− 12 ,
which implies (8.73) by applying (8.32) again to ζ = −kAN. 
Now apply (8.23) to χˆ, z and ζ, together with using the first inequality in (8.42), (8.66) and
(8.73). This leads to the estimate for any Cu contained in D˜+,
‖χˆ, z, ζ‖L2tL∞ω (Cu) . λ
− 12 , (8.74)
which gives (8.11) and improves (8.14).
As a consequence of the estimates of χˆ and z in (8.11) together with (8.7), (8.12) can be
proved by using the transport equation (5.11) and its angular derivative. (See the proof in [32,
Section 5.5.2].) Thus the proof of Proposition 8.3 is complete.
Next we provide the control of ζ in (8.8) and (8.10). The following result is actually stronger
than stated therein, and will be crucially used in the proof of estimate of χˆ in (8.8) and (8.10).
Proposition 8.17. There holds on D˜+ that
‖ζ‖
L2tL
∞
x (D˜+)
. λ−
1
2−4ǫ0 . (8.75)
Proof. Applying Proposition 8.10 to (7.21) implies
‖ζ‖L∞(St,u) . ‖µ
δPµπ˜‖lcµL∞(St,u) + ‖π˜‖L∞(St,u) + r˜
1− 2
p ‖(ζ − ζ) · /∇ϕ,A ·A‖Lp(St,u) (8.76)
with 0 < δ < s′ − 2 sufficiently small and 0 < 1− 2p < s
′ − 2.
By using the first estimate in Lemma 8.15 and (8.1)
‖r˜(ζ − ζ) · /∇ϕ‖
L2tL
∞
u L
p
ω(D˜+) . ‖r˜
/∇ϕ‖
L∞Lpω(D˜+)‖(ζ − ζ)‖L2tL∞x (D˜+)
. λ−4ǫ0(‖ζ‖
L2tL
∞
x (D˜+)
+ ‖ζ‖
L2tL
∞
x (D˜+)
)
. λ−4ǫ0‖ζ‖
L2tL
∞
x (D˜+)
+ λ−
1
2−8ǫ0 .
Substituting the above inequality into (8.76) and using (8.1) and (8.44), we can obtain (8.75)
after taking L2tL
∞
u norm. 
8.2. Improved estimates of z and χˆ. In order to complete the sets of estimates (8.10) and
(8.8), due to trχ − 2r˜ = z + π, it only remains to provide the estimates of z and χˆ therein. We
first focus on deriving the improved estimates for z below, for which we construct the quantity
of Y whose angular derivative exhibits favourable structures. With the help of the control of Y ,
we can derive the estimate on χˆ by applying estimate (8.37) to a normalized equation based on
(7.17).
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Proposition 8.18. Let 0 ≤ 1− 2p < s
′ − 2. There hold the following estimates,
‖z‖L2tL∞u L
p
ω(D+) + ‖r˜ /∇Y ‖L2tL∞u Lpω(D+) . λ
− 12−4ǫ0 (8.77)
‖z‖L2tL∞x (D+) . λ
− 12−4ǫ0 (8.78)
‖r˜ /∇Y ‖
L
q
2
t L
∞
u L
p
ω(D˜+)
. λ
2
q
−1−4ǫ0( 4q−1), 2 < q < 4 (8.79)
‖χˆ‖L2tL∞x (D+) . λ
− 12−4ǫ0 (8.80)
‖z, χˆ‖
L
q
2
t L
∞
x (D˜+)
. λ
2
q
−1−4ǫ0( 4q−1), 2 < q < 4. (8.81)
Proof. We first prove (8.77). By integrating the transport equation (8.46) along null geodesics,
we have from Lemma 8.7 that
r˜2|z(t)| .
∣∣∣∣ limτ→tmin(τ − u)2z(τ)
∣∣∣∣
+ |
∫ t
tmin
r˜2
(
|A ·A|+ |r˜−1π|+ | curlΩ|
)
dt′|.
(8.82)
For null cones Cu with u ≥ 0, the limit term vanishes due to Lemma 8.1 (i). Thus we can bound
|z(t)| . r˜−1
∫ t
tmin
r˜
(
|A ·A|+ | curlΩ|+ r˜−1|π|
)
dt′.
Note that by using (8.44)
‖r˜A ·A‖Lpω . ‖r˜
1
2A‖2
L∞t L
2p
ω
. λ−1.
Using the above estimate and (8.68), taking Lpω norm of z gives
‖z‖Lpω . ‖r˜ curlΩ‖L∞t L
p
ω
+ ‖r˜A ·A‖L∞t L
p
ω
+ r˜−1
∫ t
u
‖π‖Lpωdt
′
. λ−1 + r˜−1
∫ t
u
‖π‖Lpωdt
′. (8.83)
It follows by using (8.26) and (8.1) that
(
∫ τ∗
0
sup
0≤u′≤t
‖z‖2Lpω(St,u′ )dt)
1
2 . λ−
1
2−4ǫ0 + ‖π‖L2tL∞(D+) . λ
− 12−4ǫ0 .
Thus we obtained the first estimate in (8.77).
Recall from the line of (8.67), the first term of /∇π on the right hand side is a higher order
linear term, which comes from differentiating (Ξ4 − kNN)t˜rχ in (8.46). It becomes a singular
term in particular in the region allowing r˜ to be close to 0, since /∇π is not sufficiently smooth.
This is the main hurdle for us to achieve ‖r˜ /∇z‖L2tL∞u L
p
ω(D+). Our strategy is to construct the
quantity Y , whose major part is z. We will see the transport equation of /∇Y does not contain
such higher order linear term, which gets around of the potential singularity.
We recall from (7.43) that
Ξ4 − 2kNN = L(log c+ ̺) + 2c
−2L(vi)Njδij .
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By using (7.9),
/∇(Ξ4 − 2kNN) = /∇L(log c+ ̺) + 2 /∇(L(v
i)Njc−2δij)
= /∇L /∇(log c+ ̺) + 2 /∇L /∇(v
i)Njc−2δij + χ · /∇(log c+ ̺)
+ 2χ · /∇(vi)Njc−2δij + 2L(vi) /∇(Njgij)
= /∇L{ /∇(log c+ ̺) + 2 /∇(v
i)Njc−2δij} − 2 /∇L(N
jc−2δij) /∇(vi)
+ χ · ( /∇(log c+ ̺) + 2 /∇(vi)Njc−2δij) + 2L(vi) /∇(Njgij).
By using Proposition 7.1, we can derive symbolically
/∇L(N
jc−2δij) /∇(vi), L(vi) /∇(Njgij) = π · π + χ · π, (8.84)
where π ·g can be also regarded of the type of π. Indeed, from (7.2) and 2N = L−L, we compute
2〈DLN, eA〉 = 〈DLL, eA〉 − 〈DLL, eA〉 = −2ζA = 2kAN.
Also by denoting (g)Γ ·X as π, we can write /∇L(N
jc−2δij) /∇(vi) = π · π · g.
The symbolic formula for the other term in (8.84) can be obtained by noting /∇AN
i = θABe
i
B =
(χAB + kAB)e
i
B due to the first identity in (7.5).
For convenience, we denote π1 = /∇(log c + ̺) + 2 /∇(v
i)Njc−2δij , which can be symbolically
regarded as π. Thus
/∇(Ξ4 − 2kNN) = /∇L(π1) + χ · π + π · π. (8.85)
In view of
χAB =
1
2
δABtrχ+ χˆAB =
1
2
δAB(t˜rχ− Ξ4) + χˆAB, (8.86)
and in view of the definition that z = t˜rχ− 2r˜ , we derive from (8.85) the symbolic form
/∇(Ξ4 − 2kNN) = /∇L(π1) + (A+ r˜
−1) · π. (8.87)
On the other hand, we multiply (8.52) by b and apply (7.12)
L(bt˜rχ) +
1
2
b(t˜rχ)2 =
2
r˜
(Ξ4 − 2kNN) + (Ξ4 − 2kNN)(bt˜rχ−
2
r˜
) + b ·G,
with
G = exp ̺ curl ΩN − |χˆ|
2 + π · π, (8.88)
where the last term of G is a symbolic representation.
We differentiate the above transport equation with the help of (7.9)
/∇L /∇(bt˜rχ) + t˜rχ /∇(bt˜rχ) = −χ · /∇(bt˜rχ)−
1
2
/∇(b−1)(bt˜rχ)2 +
2
r˜
/∇(Ξ4 − 2kNN)
+ /∇{(Ξ4 − 2kNN)(bt˜rχ−
2
r˜
) + b ·G}. (8.89)
By using (8.86)
/∇L /∇(bt˜rχ) +
3
2
t˜rχ /∇(bt˜rχ)−
2
r˜
/∇(Ξ4 − 2kNN)− b /∇G
= (−χˆ+ π) /∇(bt˜rχ) + /∇π(bt˜rχ−
2
r˜
) + /∇b(G+ (t˜rχ)2),
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where the right hand side is a symbolic expression. In view of z = t˜rχ − 2r˜ , applying (8.87) to
the above identity gives
/∇L( /∇(bt˜rχ)−
2
r˜
π1) +
3
2
t˜rχ( /∇(bt˜rχ)−
2
r˜
π1)
= A( /∇(bt˜rχ)−
2
r˜
π1) + r˜
−1π(A+ r˜−1) + /∇π(bt˜rχ−
2
r˜
)
+ /∇b(G+ (t˜rχ)2) + b /∇G.
For the term b /∇G, with G˜ = −|χˆ|2 + π · π, we substitute the trace decomposition in (8.54) to
treat the leading term from G in (8.88). This leads to
/∇L( /∇AY − be
̺( curlΩ)A −
2
r˜
π1) +
3
2
t˜rχ(( /∇AY − be
̺( curl Ω)A −
2
r˜
π1)
= A( /∇Y − be̺( curlΩ)A −
2
r˜
π1) + b(r˜
−1 +A)e̺ curl Ω + /∇π · Y
+ r˜−1π(A+ r˜−1) + /∇b(G˜+ (t˜rχ)2) + b /∇G˜
+ be̺
(
eAiΠ
ijǫ ljm ( curl
2Ω)lN
m + (π + χ)∂Ω ·X
)
.
(8.90)
We note in general for Cu ∩ D˜+, combining (8.11) and (8.1) gives
‖A‖L2tL∞ω (Cu) . λ
− 12 . (8.91)
By using Lemma 8.1 (i), when u ≥ 0, /∇Y → 0 as t→ u, r˜π1 → 0 and r˜| curl Ω| → 0. Due to the
fact that ‖A‖L∞ω L1t . 1 derived from (8.91), we apply Lemma 8.7 to (8.90) to derive
r˜3| /∇Y − be̺( curlΩ)A −
2
r˜
π1|
.
∫ t
tmin
r˜3
∣∣∣ /∇π · Y + r˜−1π(A+ r˜−1) + /∇b(G˜+ (t˜rχ)2) + b /∇G˜∣∣∣ dt′
+
∫ t
tmin
r˜3be̺
∣∣eAiΠijǫ ljm ( curl 2Ω)lNm + (r˜−1 +A)e̺ curl Ω + (π + χ)∂Ω ·X∣∣ dt′,
where tmin = u, since u ≥ 0.
By using |b− 1| ≤ 12 and (8.5), ζ = /∇ logb+ π and z = t˜rχ−
2
r˜ , we can derive symbolically,
r˜3| /∇Y − be̺( curlΩ)A −
2
r˜
π1|
.
∫ t
tmin
r˜3
(
| /∇π · Y |+ r˜−1|A ·A|+ (|ζ|+ |π|) · (|G˜|+ r˜−2) + | /∇G˜|
)
dt′
+
∫ t
tmin
r˜3
(
| curl 2Ω|+ r˜−1|∂Ω|+ |A · ∂Ω|
)
dt′.
Hence
r˜‖ /∇Y − be̺( curl Ω)A −
2
r˜
π1‖Lpω (8.92)
.
∫ t
tmin
r˜(‖ /∇π · Y ‖Lpω + ‖ curl
2Ω‖Lpω)dt
′ + r˜−1
∫ t
tmin
(‖ζ‖Lpω + ‖π‖Lpω + ‖r˜∂Ω‖Lpω)dt
′
+
∫ t
tmin
r˜
(
‖|A|(r˜−1|A|+ |G˜|)‖Lpω + ‖ /∇G˜‖Lpω + ‖A · ∂Ω‖Lpω
)
.
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We can compute
| /∇G˜| . | /∇χˆ| · |χˆ|+ | /∇π||π|.
We then use (8.91), (8.68), the first estimate in (8.7) and (8.32) to obtain
‖r˜ /∇G˜‖L1tL
p
ω(Cu) + ‖r˜A · ∂Ω‖L1tL
p
ω(Cu) (8.93)
. ‖A|‖L2tL∞ω (Cu)‖r˜(
/∇χˆ, /∇π, ∂Ω)‖L2tL
p
ω(Cu) . λ
−1.
And for the lower order terms since G˜ = A ·A,
‖r˜A ·A · (A+ r˜−1)‖L1tLpω(Cu)
. ‖A ·A‖L1tL
p
ω(Cu) + ‖A‖L2tL∞ω (Cu)‖r˜A ·A‖L2tL
p
ω(Cu)
. ‖A‖L2tL∞ω (Cu)(‖A‖L2tL
p
ω(Cu) + ‖r˜A ·A‖L2tL
p
ω(Cu)) . λ
−1,
(8.94)
where we used (8.91), (8.42) and (8.44).
Combining z = b−1Y + 2✵, the first estimate in (8.40) and the estimate for z in (8.74) gives
‖Y ‖
L2tL
∞
ω (Cu∩D˜+)
. λ−
1
2 .
Using (8.32) and the above estimate implies
‖r˜ /∇π · Y ‖L1tL
p
ω(Cu) . ‖Y ‖L2tL∞ω (Cu)‖r˜
/∇π‖L2tL
p
ω(Cu) . λ
−1.
By using the above estimate together with (8.93), (8.94) and the second estimate in (8.27), we
can bound on St,u contained in D+,
r˜‖ /∇Y − be̺( curlΩ)A −
2
r˜
π1‖Lpω . λ
−1 + r˜−1
∫ t
tmin
(‖ζ‖Lpω + ‖π‖Lpω)dt
′.
It then follows by using (8.26), (8.1) and (8.75) that
r˜‖ /∇Y − be̺( curl Ω)A −
2
r˜
π1‖L2tL∞u L
p
ω(D+) . ‖ζ, π‖L2tL∞x (D+) + λ
− 12−4ǫ0
. λ−
1
2−4ǫ0 .
Using (8.1) and (8.68),
‖r˜ /∇Y ‖L2tL∞u L
p
ω(D+) . λ
− 12−4ǫ0 .
This is the second estimate of (8.77).
Using (8.41), Y = b(z − 2✵) and the first estimate in (8.77),
‖Y ‖L2tL∞u L
p
ω(D+) . λ
− 12−4ǫ0 .
We combine the above two estimates and use the Sobolev embedding (8.23) to conclude
‖Y ‖L2tL∞(D+) . λ
− 12−4ǫ0 .
Using z = b−1Y + 2✵ and the first estimate of (8.41) gives (8.78). For the estimate of z in
(8.81), it remains to consider the region u < 0, which can be derived immediately by integrating
(8.72).
Next, we consider /∇Y in the region where −v∗ ≤ u ≤ 5t6 . For S = St,u contained in this
region, we derive directly from the definition of Y by using the first estimate in (8.66), the second
estimate in (8.9) and (8.44) that
‖r˜ /∇Y ‖Lpω(S) . ‖r˜ /∇z‖Lpω(S) + ‖r˜ /∇b · (z − 2✵)‖Lpω(S) + ‖r˜ /∇✵‖Lpω(S)
. t−
1
2 ‖r˜
3
2 /∇z‖Lpω(S) + λ
−1 + ‖ /∇b‖Lpω(S)
. t−
1
2λ−
1
2 + λ−1 + ‖ζ‖Lpω(S) + ‖π‖Lpω(S).
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As a consequence of the above estimate, (8.77), (8.75) and (8.1), we conclude
‖r˜ /∇Y ‖
L
q
2
t L
∞
u L
p
ω(D˜+)
. ‖ζ, π‖
L
q
2
t L
∞(D˜+)
+ λ(1−8ǫ0)(
2
q
− 12 )− 12
. λ
2
q
−1−4ǫ0( 4q−1).
This shows (8.79).
Next, consider the estimate for χˆ in (8.80). In view of (8.48), we can derive
/div (bχˆ) =
1
2
/∇Y ++b /∇π + r˜−1(bπ + /∇b) + bA ·A.
Note |b− 1| ≤ 12 due to (8.20). Applying (8.37) and Proposition 8.10 yields
‖χˆ‖L∞(St,u) . ‖D
−1
2 ( /∇Y )‖L∞(St,u) + ‖D
−1
2
(
/∇(bπ) + r˜−1(bπ + /∇b) + bA ·A
)
‖L∞(St,u)
. ‖r˜1−
2
p /∇Y ‖Lp(St,u) + ‖µ
0+Pµπ˜‖l2µL∞(St,u) + ‖r˜
1− 2
p (A ·A, r˜−1π, r˜−1ζ)‖Lp(St,u)
. ‖r˜1−
2
p /∇Y ‖Lp(St,u) + ‖µ
0+Pµπ˜‖l2µL∞(St,u) + ‖π, ζ‖L∞(St,u) + λ
−1,
where 0 < 1 − 2p < s
′ − 2, and for the last inequality we used (8.44). By virtue of (8.1), (8.75)
and the estimate for Y in (8.77), we have
‖χˆ‖L2tL∞x (D+) . λ
− 12−4ǫ0 ;
and by using (8.1), (8.75) and (8.79) with 2 < q < 4, we have
‖χˆ‖
L
q
2
t L
∞
x (D˜+)
. λ
2
q
−1−4ǫ0( 4q−1).
We therefore have obtained the estimates for χˆ in (8.80) and (8.81). Thus the proof of Proposition
8.18 is complete. 
In summary, (8.75) is stronger than the estimates of ζ stated in (8.10) and (8.8), the estimates
(8.80) and (8.81) are included in (8.10) and (8.8). Since trχ − 2r˜ = z + π, using (8.1) and
combining the estimates for z in (8.10) and (8.8), the estimates of trχ− 2r˜ therein can be obtained
immediately. Thus, the proof of Proposition 8.2 is complete.
9. Regularity of the conformal metric and the mass aspect function
Let us set in D+
Lσ =
1
2
ΞL, σ(Γ
+) = 0 (9.1)
where Γ+ is the time axis. In order to prove Theorem 5.3, we need to carry out the conformal
change of metric in the spacetime region D+ by introducing the metric g˜ = e2σg. The conformal
method was introduced in [32] to treat the term −ΞL in trχ − t˜rχ. It is in particular crucial
for solving the significant difficulty caused by the weak regularity on /∇trχ and µ due to the
rough data in [32] for the equation (1.12). The rough Ξ4 derivative causes the same hurdle in the
general acoustic spacetime as for the irrotational case. Therefore, in this section, we provide the
necessary control on σ and µ for proving Theorem 5.3. This theorem is the main building block
to complete the dispersive estimate as indicated in Section 5.2. By the completion of the section,
we will be able to achieve the complete set of estimates for the geometric quantities required by
reproducing the proof of Theorem 5.3 in [32, Section 7].
In this section, instead of bounding µˇ directly as in [32], we introduce a further normalization
on the mass aspect function in (9.9) to cope with the issue of the rough vorticity derivative,
with the help of the transport equation of curl Ω in (1.9). It turns out that the influence of the
rough vorticity can be reduced to be lower order, which can be seen from Proposition 9.3 and
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the resulting estimates in Proposition 9.4. We also take advantage of the /curl structure for the
vorticity on St,u in (7.38) to prove the decomposition of /∇σ in Proposition 9.5.
We recall the preliminary estimates, which can be obtained in the exact same way as in [32,
Lemma 6.1].
Lemma 9.1. Let 0 ≤ 1− 2p < s− 2. Within D
+, there hold
‖r˜
1
2Lσ‖L2pω (Cu) + ‖r
1
2− 2p /∇σ‖LpxL∞(Cu) + ‖ /∇σ‖L2tLpω(Cu) . λ
− 12 (9.2)
‖σ‖L∞ . λ
−8ǫ0 , ‖r˜−
1
2σ‖L∞ . λ
− 12−4ǫ0 ,
The above estimates of /∇σ are much weaker for our purpose, the improved estimate on /∇σ
will be achieved with the help of the estimate of a normalized mass aspect function µˇ (see (9.8)
for the definition). Let us first recall the null transport equation for the mass aspect function µ
from [32, (6.12)].
Lemma 9.2.
Lµ+ trχµ = R(µ)− kNNLtrχ+ 2(ζA − ζA)
/∇Atrχ+
1
2
(
trχχˆ · χˆ + trχ|χˆ|2
)
+ trχ
(
/div ζ + |ζ|2 +
1
2
δABRA34B + L(kNN)− ( /div π + /E)
)
− 2χˆAB
(
2 /∇AζB + kNNχˆAB + 2ζAζB +RA43B
)
, (9.3)
where /E = A · π + trχ · π, and
R(µ) := −LR44 − trχR34 −
1
2
trχR44.
By virtue of (7.32), (7.33), (7.1) and the fact that S = π · π, we can derive that
R44 = L(ΞL) + kNNΞ4 + π · π − e
̺δijN
j curlΩi,
R34 =
1
2
(L(ΞL) + L(ΞL)) + Ξ · (ζ + ζ) + kNN · Ξ + π · π,
−LR44 = −LL(ΞL)− L(kNN)ΞL + kNN · (ζ + k) · Ξ + k ·DΞ
+ δijL(e
̺Nj curlΩi) + L(π · π),
for which we used (1.8), (7.2) and (7.3) for simplifying the right hand sides of the above formulas.
Hence
R(µ) = −LL(ΞL)−
1
2
trχL(ΞL)−
1
2
trχL(ΞL)−
1
2
trχL(ΞL)
+ δij(L(e
̺Nj curlΩi) +
1
2
e̺trχNi curl Ωj) + trχπ · π +A ·Dπ˜ +A3.
(9.4)
The first term of the last line can be written as
δijL(e
̺Nj curl Ωi) = δij(−L+ 2T)(e
̺Nj curlΩi). (9.5)
Meanwhile in view of (7.11) and (9.1), we have
L/∆σ + trχ /∆σ =
1
2
/∆(Ξ4)− 2χˆAC /∇A /∇Cσ − /∇Atrχ /∇Aσ − 2δ
ABRCA4B · /∇Cσ
−
(
1
2
kANtrχ− χˆABkBN
)
/∇Aσ − χABζA
/∇Bσ. (9.6)
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Applying (7.7) to Ξ4 gives the null decomposition of ✷g(Ξ4)
✷g(Ξ4) = −LL(Ξ4) + /∆(Ξ4)−
1
2
trχL(Ξ4)−
1
2
trχL(Ξ4) + 2ζ
A /∇A(Ξ4) + kNNL(Ξ4). (9.7)
Apart from the terms contributed by vorticity, we observe that the leading terms of R(µ) and
the right hand side of (9.6) contain all the second order terms of (9.7). As in [32, Section 6] we
can derive a transport equation for the renormalized mass aspect function
µˇ = 2 /∆σ + µ− trχkNN +
1
2
trχΞL. (9.8)
To further cancel the higher order terms of vorticity in R(µ), we will derive the transport equation
with the help of the decomposition of (9.5) for the following quantity
µ˜ = µˇ+ δije
̺Ni curl Ωj . (9.9)
Similar to the calculation in [32, (6.15) and Lemma 6.2] for µˇ, we derive for µ˜ that
Lµ˜+ trχµ˜ = ✷g(Ξ4)− 2
(
2δABRCA4B +
1
2
kANtrχ− χˆ · k + χ · ζ
)
/∇σ (9.10)
+ 2(ζ − ζ˜) /∇trχ− 4χˆ · /∇ζ˜ − 2χˆAB
(
kNNχˆAB + 2ζAζB +RA43B
)
+ trχ
(
/div ζ + |ζ|2 +
1
2
δABRA34B
)
+
1
2
(
trχχˆ · χˆ + trχ|χˆ|2
)
+ 2kNN
(
|χˆ|2 + kNNtrχ+R44
)
+A · (Dπ¯ +E) + trχ
(
/div π +E
)
+ 2δijT(e
̺ curl ΩiNj) + (trχ+
1
2
trχ)δije
̺Ni curl Ωj , (9.11)
where ζ˜ = /∇σ + ζ and E = A ·A+ trχ ·A.
Next we simplify the above equation in two steps.
Step 1. Recall (1.9) with C = e−̺ curlΩ. Also using the first equation in (1.4), we derive
T( curlΩi) = ∂v∂Ω. (9.12)
By using Proposition 7.1 and (7.8), we can compute DTN =
1
4 (DLL −DLL + [L,L]) = ζAeA.
Therefore,
T(Ni) = DTN+ π = ζAe
i
A + π.
Denote the line of (9.11) by I for which we derive
I = e̺
(
T̺Ni curl Ωjδij + (ζ + π) curlΩ + ∂v · ∂Ω ·N
i
)
+ (trχ+
1
2
trχ)δije
̺Ni curlΩj
= e̺A∂Ω ·X + r˜−1δije̺Ni curlΩj . (9.13)
Step 2. We next compute the term ✷g(ΞL) by using (7.45),
✷g(ΞL) = 2✷g (T(log c+ ̺)) +✷g (L(log c− ̺)) . (9.14)
Note that there hold for scalar functions φ the following commutation formula,
[✷g,T]φ = −TTrkTφ+ [∆g,T]φ
= −TTrkTφ+∇g(k∇gφ) + k · ∇
2
gφ+R
µ
iTiDµφ
= g(∂π˜ · ∂φ+ ∂2φ · π˜).
(9.15)
Combining the equation (1.8) with the above commutation formula for φ = log c+ ̺ gives
✷gT(log c+ ̺) = f(̺)∂π˜ · π˜ + f(̺) · π˜
3, (9.16)
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where f(̺) represents smooth functions of ̺, and we used the fact that π˜ · g still can be denoted
by π˜.
Next we employ the null decomposition of the operator ✷g in (7.7), (7.8) and (7.11) to compute
for scalar functions φ
[✷g, L]φ = L([L,L]φ) + [ /∆, L]φ+
1
2
LtrχLφ+ 2ζ · [ /∇, L]φ− 2 /∇Lζ · /∇φ
+ (kNN −
1
2
trχ)[L,L]φ− /∇L(kNN −
1
2
trχ)Lφ
= /∇L(2(ζ − ζ) · /∇φ− 2kNNNφ) + trχ /∆φ+ 2χˆ · /∇
2
φ+ /divχC /∇Cφ
− (trχζ − χACζA − δ
ABRCA4B) /∇Cφ+
1
2
LtrχLφ+ 2ζ · χ · /∇φ− 2 /∇Lζ · /∇φ
+ (kNN −
1
2
trχ)
(
2(ζ − ζ) · /∇φ+ 2kNNNφ
)
− L(kNN −
1
2
trχ)Lφ,
(9.17)
where we employed (7.8) and (7.10) to derive the last identity.
We now claim that
Ltrχ = −2r˜−2 +D∗π +E, (9.18)
Ltrχ = /div π + /∇π +E+ 2r˜−2, (9.19)
/∇Lζ = trχA+D∗π +E, (9.20)
/divχ = /∇trχ+ /∇π +E, (9.21)
where E = A ·A+ trχ ·A and A = χˆ, z, π, ζ.
To see (9.18), we recast (7.13) by using Lemma 7.8 (i),
Ltrχ = −
1
2
(z + π +
2
r˜
)trχ+D∗π +E = −r˜−1trχ+D∗π +E.
Note
r˜−1trχ = (r˜−1 −
1
2
trχ)(trχ−
2
r˜
) +
2
r˜2
+
1
2
trχ(trχ−
2
r˜
) = 2r˜−2 +E. (9.22)
Combining the above two identities, (9.18) follows as a consequence.
By using (7.26), we can derive
trχtrχ = −trχ2 − 2trk · trχ = −(trχ−
2
r˜
+
2
r˜
)trχ+E = −
2
r˜
trχ+E.
Combining the above identity with (9.22), (9.19) can be obtained in view of (7.15) and the
decomposition of curvature in Lemma 7.8 (iv). (9.20) can be obtained in view of (7.16) and
Lemma 7.8 (i). (9.21) can be obtained in view of (7.17) and Lemma 7.8 (ii).
Now we set φ = log c − ̺ in (9.17), then substitute the symbolic formulas (9.18)-(9.21) to
(9.17). Also by using Lemma 7.8 (ii), we can derive
[✷g, L](log c− ̺) = r˜
−1 /div π + r˜−2π + ( /∇trχ,D∗π,E) ·A. (9.23)
By using (1.8)
L✷g(log c− ̺) = f(̺)D∗π˜ · π˜ + f(̺) · (π˜)3.
Combining the above two identities yields
✷g(L(log c− ̺)) = f(̺)D∗π˜ · π˜ + f(̺) · (π˜)3 + r˜−1 /divπ + r˜−2π + ( /∇trχ,D∗π,E) ·A.
Now combining the above identity with (9.16) in view of (9.14) gives
✷g(ΞL) = f(̺)Dπ˜ · π˜ + f(̺) · (π˜)
3 + r˜−1 /div π + r˜−2π + ( /∇trχ,Dπ,E) ·A. (9.24)
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Since we will carry out Lp estimate instead of the derivative estimates of the right hand side of
the above equation, we can drop the smooth function f(̺) since |f(̺)| . 1.
Proposition 9.3. For µ˜ defined in (9.9), there holds the transport equation
(Lµ˜+ trχµ˜)− (r˜−1( /div π + ǫAB /∇AwB) + r˜
−2π) = χˆ · /∇ζ˜ + /∇σ · (E+ /∇π + /∇trχ)
+A · ( /∇trχ,E,Dπ˜) + e̺∂ΩA, (9.25)
where A = χˆ, ζ, π, z, E = A ·A+ trχ ·A, and “·X” on the right hand side has been omitted since
X are all bounded frames 18 and the equation will not be further differentiated. For π and π˜ we
refer to Section 8 for their meaning.
Proof. Note due to Proposition 7.1, Dπ = Dπ˜ ·X + E. Hence substituting (9.24) and (9.13) to
(9.11), also using Lemma 7.8, we can conclude
(Lµ˜+ trχµ˜)− (r˜−1 /div π + r˜−2π)− r˜−1δijNie̺ curl Ωj = χˆ · /∇ζ˜ + /∇σ · (E+ /∇π + /∇trχ)
+A · ( /∇trχ,E,Dπ˜) + e̺∂ΩA. (9.26)
Now we recast (7.38) as
e̺Ni curlΩi = ǫ
AB /∇A(e
̺ΩB)− e
̺ǫAB /∇A̺ΩB = ǫ
AB /∇AwB − ǫ
AB /∇A̺wB
= ǫAB /∇AwB + π · π, (9.27)
where we used the definition of w for giving the symbolic form of the second term. Using the
above formula for r˜−1e̺Ni curlΩi and since we can regard r˜−1π · π = E ·A, (9.25) follows as a
consequence of the above calculation and (9.26). 
Let ζ˜ = ζ + /∇σ. We recall the Hodge operator D1 which sends an St,u-tangent tensor F to
( /divF, /curlF ). Thus we can write /∇ζ˜ = /∇D−11 ( /div ζ˜, /curl ζ˜) and use the Hodge system
/div ζ˜ =
1
2
(µˇ− 2|ζ|2 − |χˆ|2 − 2kABχˆAB) + /div π2 +E
=
1
2
(µ˜− δije
̺Ni curl Ωj) + /div π2 +E, (9.28)
/curl ζ˜ =
1
2
ǫABkAC χˆCB +
1
2
ǫABRB43A = /curlπ3 +E, (9.29)
which are directly derived from (7.18) and (7.19) together with the curvature decomposition
Lemma 7.8 (iv), where π2 and π3 are 1-forms of type π.
By using Proposition 9.3 and the Hodge system (9.28) and (9.29), we will prove
Proposition 9.4. For any p satisfying 0 ≤ 1− 2p < s
′ − 2 there hold
‖ /∇σ‖L2uL2tL∞ω (D+) + ‖r˜µˇ, r˜µ˜, r˜ /∇ζ˜‖L2uL2tLpω(D+) . λ
−4ǫ0 , (9.30)
‖r˜
3
2 µˇ, r˜
3
2 µ˜‖L2uL∞t L
p
ω(D+) . λ
−4ǫ0 . (9.31)
Proof. We prove the estimate on ‖ /∇σ‖L2uL2tL∞ω by making the bootstrap assumption
‖ /∇σ‖L2tL2uL∞ω (D+) ≤ 1 (9.32)
and improving it to
‖ /∇σ‖L2uL2tL∞ω (D+) . λ
−4ǫ0 . (9.33)
The other estimates will be established during the course of the derivation.
18This means |Xµ| . 1 where X = Xµ∂µ is the decomposition relative to the Cartesian coordinates.
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We first consider the estimates for µˇ. In view of (9.9), using (8.68), on any St,u contained in
D+ we bound
‖r˜µˇ‖Lpω . ‖r˜µ˜‖Lpω + ‖r˜e
̺δijN
i curlΩj‖Lpω . ‖r˜µ˜‖Lpω + λ
−1. (9.34)
The estimates of µˇ in (9.30) and (9.31) will follow from integrating (9.34) and the estimates of µ˜
in the corresponding norms. Note that µ˜ verifies the transport equation (9.25). By using Lemma
8.1 (i), limt→u |r˜2µ˜| = 0. Thus, by Lemma 8.7 and (8.19), we have
|r˜2µ˜| .
∣∣∣∣∫ t
u
r˜2|Lµ˜+ trχµ˜|dt′
∣∣∣∣ . (9.35)
We first compute∥∥∥∥1r˜
∫ t
u
r˜2 /∇σ( /∇π + /∇trχ+E)
∥∥∥∥
L2uL
∞
t L
p
ω(D+)
. ‖ /∇σ‖L2uL2tL∞x (D+)‖r˜ /∇π, r˜ /∇trχ, r˜E‖L∞u L2tLpω(D+).
Recall that E = A ·A+ trχ ·A and trχ = t˜rχ− Ξ4. By using (8.5), (8.42) and (8.44),
‖r˜E‖L2tL
p
ω(Cu∩D+) ≤ ‖r˜t˜rχA‖L2tLpω(Cu∩D+) + ‖r˜A ·A‖L2tLpω(Cu∩D+) . λ
− 12 .
Using trχ = z − Ξ4 +
2
r˜ again, also using the estimates in (8.7) and (8.32), we have
‖r˜ /∇trχ, r˜ /∇π‖L2tL
p
ω(Cu) . λ
− 12 . (9.36)
Combining the above estimates with the estimate of E and (9.32) implies∥∥∥∥1r˜
∫ t
u
r˜2 /∇σ( /∇π + /∇trχ+E)
∥∥∥∥
L2uL
∞
t L
p
ω(D+)
. λ−
1
2 ‖ /∇σ‖L2uL2tL∞ω (D+) . λ
− 12 .
Moreover, by the following consequence of (8.10),
‖A‖L2tL∞x (D+) . λ
− 12−4ǫ0 , (9.37)
also by using (8.5) and (8.44), it is easily seen that
‖r˜E‖L2tL∞u L
p
ω(D+) . λ
− 12−4ǫ0 , ‖r˜
3
2E‖L2uL∞t L
p
ω(D+) . λ
−4ǫ0 . (9.38)
It follows from (9.38), (8.29), the first estimate in (9.36) and (8.68) that
‖r˜( /∇trχ,Dπ˜, e̺∂Ω,E)‖L2uL2tL
p
ω(D+) . λ
−4ǫ0 . (9.39)
Consequently, by using (8.13)∥∥∥∥1r˜
∫ t
u
r˜2A · ( /∇trχ,Dπ˜, e̺∂Ω,E)
∥∥∥∥
L2uL
∞
t L
p
ω(D+)
. ‖A‖L∞u L2tL∞ω (D+)‖r˜( /∇trχ,Dπ˜, e
̺∂Ω,E)‖L2uL2tL
p
ω(D+)
. λ−
1
2−4ǫ0 .
For the term χˆ · /∇ζ˜, we may use (9.28), (9.29), Lemma 8.8, (9.39) and (8.13) to derive that∥∥∥∥1r˜
∫ t
u
r˜2χˆ · /∇ζ˜dt′
∥∥∥∥
L2uL
∞
t L
p
ω(D+)
=
∥∥∥∥1r˜
∫ t
u
r˜′2χˆ · /∇D−11 ( /div ζ˜, /curl ζ˜)dt
′
∥∥∥∥
L2uL
∞
t L
p
ω(D+)
. ‖χˆ‖L∞u L2tL∞ω (D+)‖r˜(µ˜, /∇π,E, e
̺ curl Ω)‖L2uL2tL
p
ω(D+)
. (λ−4ǫ0 + ‖r˜µ˜‖L2uL2tLpω(D+))λ
− 12 .
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Finally, for the second part on the left hand side of (9.25), we use (8.26), (8.32), (8.44) and (8.68)
to derive that∥∥∥∥r˜−1 ∫ t
u
(r˜′ /divπ, π, r˜′ǫAB /∇AwB)
∥∥∥∥
L2tL
p
ω(Cu∩D+)
. ‖r˜ /∇π, π, r˜π · π, r˜∂Ω‖L2tL
p
ω(Cu∩D+) . λ
− 12 ,
where we used (9.27) to obtain |ǫAB /∇AwB| . |∂Ω|+ |π · π|.
Now we may divide (9.35) by r˜ and use the above estimates to derive that
‖r˜µ˜‖L2uL2tL
p
ω(D+) . λ
−4ǫ0‖r˜µ˜‖L2uL2tLpω(D+) + λ
−4ǫ0 ,
which gives
‖r˜µ˜‖L2uL2tL
p
ω(D+) . λ
−4ǫ0 . (9.40)
We may divide (9.35) by r˜
1
2 and employ the similar argument as above to derive
‖r˜
3
2 µ˜‖L2uL∞t L
p
ω(D+) . λ
− 12 .
We thus have obtained the estimates for µ˜ in (9.30) and (9.31). By (9.34), the estimates of µˇ in
(9.30) and (9.31) are also proved.
By making use of (9.28), (9.29), Lemma 8.8, (9.40) and (9.39), we can obtain that
‖r˜ /∇ζ˜‖L2uL2tL
p
ω(D+) . ‖r˜µ˜‖L2uL2tLpω(D+) + ‖r˜(E+ /∇π + e
̺∂Ω)‖L2uL2tL
p
ω(D+) . λ
−4ǫ0 .
Using the above estimate, in view of /∇σ = ζ˜− ζ, (9.33) can be obtained by using (8.23), the first
estimate in (8.73) and the last estimate in the line of (9.2). The proof is thus complete. 
Proposition 9.5. /∇σ can be decomposed as
/∇σ = A+A† + µ†,
where A† and µ† are 1-forms satisfying the estimates
‖A†‖L2tL∞x (D+) . λ
− 12−4ǫ0 and ‖µ†‖L2uL∞(D+) . λ
− 12−4ǫ0 .
Proof. Now using µ˜, we introduce an St,u-tangent 1-tensor field /µ. On each St,u, /µ is defined by
/div /µ =
1
2
(µ˜− µ˜), /curl /µ = 0, (9.41)
where f := 1|St,u|
∫
St,u
fdµγ .
By using Lemma 8.8, (9.41), (9.30) and (8.23), we derive with 0 ≤ 1− 2p < s
′ − 2
‖r˜ /∇/µ, /µ‖L2tL2uL
p
ω
+ ‖/µ‖L2tL2uL∞x . λ
−4ǫ0 . (9.42)
In order to represent /∇σ, we first derive in view of (9.28) and (9.29),
ζ + /∇σ − /µ = D
−1
1
(
/div ζ˜ −
1
2
(µ˜− µ˜), /curl ζ˜
)
.
We further decompose /µ into two parts. For this purpose, we will derive a transport equation of
/µ.
By direct calculation, we have
Lf¯ = Lf + trχf − trχf.
Let G denote the right hand side of the identity in Proposition 9.3 and note that r˜−1 /∇AπA = 0
and r˜−1ǫAB /∇AwB = 0. We thus can obtain
L(µ˜− µ˜) + trχ(µ˜− µ˜)
= −(trχ− trχ)µ˜+G−G+ r˜−1( /div π + ǫAB /∇AwB) + r˜
−2(π − π).
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By using (7.9), similar to [32, Proposition 6.4], we obtain
/div (L/µ+
1
2
trχ/µ) = G1 +
1
2
(
r˜−1( /div π + ǫAB /∇AwB) + r˜
−2(π − π)
)
,
/curl (L/µ+
1
2
trχ/µ) = G2,
(9.43)
where
G1 =
1
2
/∇trχ · /µ+ χˆ · /∇/µ+
1
2
(G−G) + /µ · ( /∇π +E)−
1
2
(trχ− trχ)µ˜,
G2 = χˆ · /∇/µ+
1
2
/∇trχ · /µ+ /µ · ( /∇π +E).
Consequently
L/µ+
1
2
trχ/µ =
1
2
D−11
(
r˜−1( /div π + ǫAB /∇AwB) + r˜
−2(π − π), 0
)
+D−11 (G1, G2), (9.44)
which together with Lemma 8.7 implies that
/µ = v
− 12
t
∫ t
u
v
1
2
t′D
−1
1 (G1, G2)dt
′ + v−
1
2
t
∫ t
u
v
1
2
t′D
−1
1
(
r˜−1( /div π + ǫAB /∇AwB) + r˜
−2(π − π), 0
)
dt′.
Therefore /∇σ = A+ µ† +A† with A = −ζ and
µ† = v−
1
2
t
∫ t
u
v
1
2
t′D
−1
1 (G1, G2)dt
′,
A† = v−
1
2
t
∫ t
u
v
1
2
t′D
−1
1
(
r˜−1( /div π + ǫAB /∇AwB) + r˜
−2(π − π), 0
)
dt′
+D−11
(
/div ζ˜ −
1
2
(µ˜− µ˜), /curl ζ˜
)
.
Note the first line on the right hand side of A† term contains vorticity. The control of the last
term in A† and the term G1 also involves the estimate of ∂Ω. Now we show
‖r˜(G1, G2)‖L2uL1tL
p
ω(D+) . λ
− 12−4ǫ0 . (9.45)
To prove the above estimate, we first treat the last term in G1 symbolically by
(trχ− trχ)µ˜ = z · µ˜, (9.46)
where we have ignored the operator of taking average.
Hence, we schematically recast the terms of G1 and G2 as
G1, G2 = (/µ, /∇σ) · ( /∇t˜rχ, /∇π,E) + χˆ · ( /∇ζ˜, /∇/µ) +A · ( /∇t˜rχ,E,Dπ˜, e
̺∂Ωj , µ˜).
By using (9.42), (8.66), (8.73), (9.39), (8.91) and (9.30), we derive
‖r˜(G1, G2)‖L2uL1tL
p
ω(D+) . ‖/µ, /∇σ‖L2uL2tL∞ω ‖r˜( /∇t˜rχ, /∇π,E)‖L∞u L2tLpω
+ ‖A‖L∞u L2tL∞ω ‖r˜(
/∇ζ, /∇/µ, /∇t˜rχ,E,Dπ˜, µ˜, e
̺∂Ωj)‖L2uL2tL
p
ω
. λ−
1
2−4ǫ0 ,
as desired in (9.45). As its consequence, in view of (8.19), we can obtain ‖µ†‖L2uL∞ . λ
− 12−4ǫ0 .
Note that by using (7.18) and Lemma 7.8 (iv), µ¯ = E¯. Hence, by the definitions of µˇ and µ˜
in (9.8) and (9.9) respectively,
¯˜µ = E+ δije̺Ni curlΩj .
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Thus by using (8.39), (9.28) and (9.29)
‖D−11
(
/div ζ˜ −
1
2
(µ˜− µ˜), /curl ζ˜
)
‖L2tL∞u L∞ω
. ‖r˜(E−E)‖L2tL∞u L
p
ω
+ ‖r˜δije
̺Ni curlΩj‖L2tL∞u L
p
ω
+ ‖ℓcPℓπ˜‖L2t l2ℓL∞x + ‖π˜‖L2tL∞x
. ‖r˜E‖L2tL∞u L
p
ω
+ ‖ℓcPℓπ˜‖L2t l2ℓL∞x + ‖π˜‖L2tL∞x + ‖r˜∂Ω‖L2tL∞u L
p
ω
. λ−
1
2−4ǫ0 ,
where we used (9.38), (8.1) and (8.68) to derive the last inequality.
Finally, by using (8.39) with 0 < c < s′ − 2, (8.1) and (8.19)
‖v
− 12
t
∫ t
u
v
1
2
t′D
−1
1 (r˜
−1( /divπ + ǫAB /∇AwB) + r˜
−2(π − π), 0)dt′‖L2tL∞x
. ‖ℓcPℓπ˜‖L2t l2ℓL∞x + ‖π˜‖L2tL∞x . λ
− 12−4ǫ0
where we regarded w = ∂v = π˜. Therefore the proof of Proposition 9.5 is complete. 
10. Appendix
In this section, we rely on the trichotomy (3.39) of the Littlewood-Paley projections to derive
commutator estimates and product estimates, which are the basic analytic tools to treat the
analysis in the fractional Sobolev spaces.
Lemma 10.1. (1) For smooth scalar functions F and G, 1 ≤ p, q, r ≤ ∞ satisfying 1p +
1
r =
1
q ,
‖[Pµ, F ]G‖Lqx . µ
−1‖∂F‖Lpx‖G‖Lrx (10.1)
(2) For smooth scalar functions F and G, with 0 < α < 1,
‖µα[Pµ, F ]∂G‖l2µL2x . ‖∂F‖L∞x ‖G‖Hαx , (10.2)
‖µα[Pµ, F ]∂G‖l2µL2x . ‖F‖L∞x ‖∂G‖Hαx + ‖F‖H1+αx ‖G‖L∞x , (10.3)
‖µα∂[Pµ, F ]∂G‖l2µL2x . ‖∂F‖L∞x ‖∂G‖Hαx + ‖∂F‖Hα+1x ‖G‖L∞x . (10.4)
Proof. We recall from [29, (6.195)] that for smooth scalar functions f and W ,
[Pµ, f ]W = [Pµ, f ]W≤µ +
∑
λ>µ
Pµ(fλWλ). (10.5)
We consider (10.2) by applying (10.5) to (f,W ) = (F, ∂G).
‖µα[Pµ, F ](∂G)≤µ‖L2x . ‖∂F‖L∞x
∑
l≤µ
(
l
µ
)1−α‖lαGl‖L2x .
Taking l2µ norm gives
‖µα[Pµ, F ](∂G)≤µ‖l2µL2x . ‖∂F‖L∞x ‖G‖Hαx .
For the high-high interaction term in (10.5), by using the finite band property
‖µα
∑
λ>µ
Pµ(Fλ(∂G)λ)‖L2x .
∑
λ>µ
(
µ
λ
)α‖(∂F )λ‖L∞x ‖λ
αGλ‖L2x .
Taking l2µ norm implies
‖µα
∑
λ>µ
Pµ(Fλ(∂G)λ)‖l2µL2x . ‖∂F‖L∞x ‖G‖Hαx .
(10.2) follows by combining the estimates for both parts.
106 QIAN WANG
For (10.3), by applying (10.5) to (f,W ) = (F,G), we first treat the term by using the tri-
chotomy and orthogonality property of the Littlewood-Paley projection,
[Pµ, F ](∂G)≤µ = Pµ(Fµ(∂G)≤µ)− FPµ(∂G).
For this term, we compute
‖µα[Pµ, F ](∂G)≤µ‖l2µL2x . ‖G‖L∞‖F‖Hα+1x + ‖F‖L∞x ‖G‖Hα+1x .
The high-high interaction term can be controlled by
µα‖
∑
λ>µ
Pµ(Fλ(∂G)λ)‖L2x .
∑
λ>µ
(
µ
λ
)α‖Fλ‖L∞λ
1+α‖Gλ‖L2x .
Thus
‖µα
∑
λ>µ
Pµ(Fλ(∂G)λ)‖l2µL2x . ‖F‖L∞‖G‖Hα+1x .
(10.3) follows by combining the two terms.
For (10.4), we first note that
∂[Pµ, F ]∂G = [Pµ, ∂F ]∂G+ [Pµ, F ]∂
2G.
Applying (10.2) with (F,G) replaced by (F, ∂G) to the second term, (10.3) with (F,G) replaced
by (∂F,G) for the first term, (10.4) follows immediately. 
Next we give the first set of the product estimates.
Lemma 10.2. For α > 0, there hold for scalar functions F and G that
‖F ·G‖H˙αx . ‖F‖L
∞
x
‖G‖H˙αx + ‖F‖H˙αx ‖G‖L
∞
x
(10.6)
‖F · ∂G‖H˙αx . ‖F‖H˙
1+α
x
‖G‖L∞x + ‖F‖L∞x ‖∂G‖Hαx (10.7)
‖∂(F ·G)‖H˙αx . ‖∂F‖H
α
x
‖G‖L∞x + ‖F‖L∞x ‖∂G‖Hαx (10.8)
‖F · ∂2G‖H˙αx . ‖F‖H˙
2+α
x
‖G‖L∞x + ‖F‖L∞x ‖∂
2G‖Hαx (10.9)
‖∂(F ·G)‖H˙αx . ‖F‖H˙1+αx ‖G‖L
∞
x
+ ‖F‖H1x‖G‖H˙
3
2
+α
x
(10.10)
‖F · ∂G‖H˙αx . ‖F‖H˙1+αx ‖G‖L
∞
x
+ ‖F‖H1x‖G‖H˙
3
2
+α
x
(10.11)
‖F ·G‖H˙αx . ‖F‖H˙
1
2
+α
x
‖G‖H1x + ‖F‖L∞x ‖G‖H˙αx , (10.12)
where H˙α denotes the Sobolev norm of Hα with the L2 norm excluded.
Proof. Now we prove (10.6). By trichotomy,
µαPµ(F ·G) = µ
αPµ[F ·G]HL + µ
αPµ[F ·G]LH + µ
αPµ[F ·G]HH
= Iµ + Jµ +Kµ.
For the three terms, by using Ho¨lder’s inequality, we can compute
‖Iµ‖l2µL2x . ‖F‖H˙ax‖G‖L
∞
x
; ‖Jµ‖l2µL2x . ‖F‖L∞x ‖G‖H˙αx
‖Kµ‖l2µL2x . ‖
∑
λ>µ
(
µ
λ
)α‖Fλ‖L∞x ‖λ
αGλ‖L2x‖l2µ . ‖F‖L∞x ‖G‖H˙αx .
This gives (10.6).
Next we prove (10.7). Again by using trichotomy,
µαPµ(F · ∂G) = µ
αPµ[F · ∂G]HL + µ
αPµ[F · ∂G]LH + µ
αPµ[F · ∂G]HH
= Iµ + Jµ +Kµ.
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By the finite band property,
‖Iµ‖L2x . ‖µ
1+αFµ‖L2x
∑
l≤µ
l
µ
‖Gl‖L∞x
‖Jµ‖L2x . ‖µ
α∂Gµ‖L2x‖F≤µ‖L∞x . ‖µ
α∂Gµ‖L2x‖F‖L∞x
‖Kµ‖L2x .
∑
λ>µ
(
µ
λ
)α‖λα∂Gλ‖L2x‖Fλ‖L∞x .
Summing the above terms in terms of l2µ, we can conclude (10.7). (10.9) can be similarly proved.
Next we consider (10.10) by using trichotomy. For simplicity, we set Iµ = µ1+α‖Pµ(F ·G)‖L2x .
Iµ . µ
1+α
(
‖Pµ[F ·G]HL‖L2x + ‖Pµ[F ·G]LH‖L2x + ‖Pµ[F ·G]HH‖L2x
)
.
By using the finite band property and Bernstein inequality, we obtain
µ1+α‖Pµ[F ·G]HL‖L2x . µ
1+α‖PµF‖L2x‖G≤µ‖L∞x
µ1+α‖Pµ[F ·G]LH‖L2x . ‖P≤µF‖L6x‖PµG‖L3xµ
1+α
. ‖F‖H1x‖PµG‖H˙
3
2
+α
x
µ1+α‖Pµ[F ·G]HH‖L2x .
∑
λ>µ
‖PλF‖L6x(
µ
λ
)1+α‖λ
3
2+αPλG‖L2x ,
which yields in view of (2.79) that
‖Iµ‖l2µ . ‖F‖H1+αx ‖G‖L∞x + ‖F‖H1x‖G‖H˙
3
2
+α
x
as desired.
Next we prove (10.11). Let Jµ = µα‖Pµ(F · ∂G)‖L2x . In view of the trichotomy in (3.39), we
estimate by using the finite band property and Bernstein inequality that
µα‖Pµ[F · ∂G]HL‖L2x .
∑
λ<µ
λ
µ
‖µ1+αPµF‖L2x‖PλG‖L∞x ,
µα‖Pµ[F · ∂G]LH‖L2x . ‖P≤µF‖L6xµ
α‖Pµ∂G‖L3x . ‖F‖L6x‖µ
α+ 12Pµ∂G‖L2x ,
µα‖Pµ[F · ∂G]HH‖L2x . µ
α
∑
λ>µ
‖PλF‖L6x‖Pλ∂G‖L3x
.
∑
λ>µ
(
µ
λ
)α‖PλF‖H1x‖λ
1
2+αPλ∂G‖L2x .
Taking l2µ norm for the above three terms implies
‖Jµ‖l2µ . ‖F‖H1+αx ‖G‖L∞x + ‖F‖H1x‖∂G‖H
1
2
+α
x
as desired.
At last we consider (10.12). We estimate the terms in (3.39) as follows
‖µαPµ[F ·G]HL‖L2x . µ
α‖Fµ‖L2x
∑
l≤µ
l
3
2 ‖PlG‖L2x
. µα+
1
2 ‖Fµ‖L2x
∑
l≤µ
(
l
µ
)
1
2 ‖lPlG‖L2x ,
‖µαPµ[F ·G]LH‖L2x . ‖F≤µ‖L∞x µ
α‖Gµ‖L2x ,
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‖µαPµ[F ·G]HH‖L2x . ‖F‖L∞x
∑
λ>µ
(
µ
λ
)α‖λαGλ‖L2x .
Summing up the three inequalities implies
‖µαPµ(FG)‖l2µL2x . ‖F‖H˙
1
2
+α‖G‖H1x + ‖F‖L∞x ‖G‖H˙αx .
The proof of (10.12) is completed. 
Lemma 10.3. Let 0 < α < 1 be fixed.
‖Λα(F ·G)‖L2x . ‖F‖Bα∞,2,x‖G‖L2x + ‖F‖L∞x ‖G‖H˙αx , (10.13)
‖Λα(F ·G)‖L2x . ‖F‖H
1
2
+α
x
‖G‖H1x + ‖G‖H
1
2
+α
x
‖F‖H1x , (10.14)
‖Λα(G1G2G3)‖L2x .
3∑
j=1
(
‖ΛαGj‖H1xΠl 6=j‖Gl‖H1x
)
. (10.15)
Proof. (10.14) and (10.15) are [29, (6.188) and Lemma 18] respectively.
By using the trichotomy in (3.39)
µα‖Pµ[F ·G]HL‖L2x . µ
α‖Fµ‖L∞x ‖G≤µ‖L2x . µ
α‖Fµ‖L∞x ‖G‖L2x ,
µα‖Pµ[F ·G]LH‖L2x . µ
α‖F≤µ‖L∞x ‖PµG‖L2x . ‖F‖L∞x µ
α‖PµG‖L2x ,
µα‖Pµ[F ·G]HH‖L2x .
∑
λ≥µ
(
µ
λ
)α‖Fλ‖L∞x ‖λ
αPλG‖L2x .
(10.13) follows by taking l2µ norms on the above inequalities. 
Lemma 10.4. For 0 < α < 1/2 there hold
µ−
1
2+α‖∂[Pµ, F ]G‖L2x . ‖∂F‖L6x
∑
λ≤µ
(
λ
µ
)1/2−α
‖λαGλ‖L2x
+ ‖∂F‖L6x
∑
λ>µ
(µ
λ
)1/2+α
‖λαGλ‖L2x
and
µ
1
2+α‖[Pµ, F ]G‖L2x . ‖∂F‖L6x
∑
λ≤µ
(
λ
µ
)1/2−α
‖λαGλ‖L2x
+ ‖∂F‖L6x
∑
λ≥µ
(µ
λ
)1+α
‖λαGλ‖L2x . (10.16)
This is [29, Lemma 23].
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