Abstract.
Introduction
The eigenvalues below the essential spectrum of a Schrödinger operator have eigenfunctions which are called bound states in nonrelativistic quantum mechanics since a particle in such a state cannot leave the system without additional energy. The operators considered here will be bounded below. Hence, below the least point X of the essential spectrum, the spectrum consists of eigenvalues of finite multiplicity and there is either a finite number of them or a sequence which clusters at X.
Consider the formal Schrödinger operator P = -A + q on Kn where q is a real-valued function in Lloc(E") and q_ := max(-q, 0) G Lf0C(Rn) for some p> n/2. If inf{(Ptp, tp): tp G C0°°(R"), HpII = 1} > -oo, where (•,•)> II • II are the L (M") inner product and norm, then P admits a unique selfadjoint realization H in L (R") which is bounded below: see Kato [14] for this result and Agmon [1, Chapter 3] for an up-to-date treatment. If q is bounded below in a neighborhood of infinity it is known that the behavior of q(x) for large values of x determines whether the number of bound states of H is finite or infinite. Most of the work done on this problem has dealt with this special case: the literature is extensive-see [10, 11, 24] and the references cited therein. The assumption that q is bounded below near co is too severe as regards atomic type Schrödinger operators since it allows only for 2-body potentials. To illustrate, consider the Hamiltonian of an atom with an infinitely heavy nucleus of charge Z and N electrons of charge 1 and mass j . which is bounded below at infinity only if N = 1 (when q(x) = -Z/\x\ ). However, for N = 2 and Z < 1 , Uchiyama [30] proved that H2, the selfadjoint realization of P2, has only a finite number of bound states. For N > 2 Zhislin proved in [37] that HN has a finite number of bound states if Z < N -1, after proving earlier in [36] that the number is infinite if Z > N -1 . Subsequently (see [31, 33, 35] ) the case Z = N -I was settled, establishing that HN has a finite number of bound states if and only if Z < N -1 .
In this paper we consider a class of second-order elliptic operators which includes multiparticle Schrödinger operators like PN . We deal specifically with the problem of predicting the existence of only a finite number of bound states and obtain a criterion which is natural for the problem and easy to apply, as we demonstrate in a variety of examples. When restricted to the the operator PN our result easily recovers the criterion of Uchiyama [30] and Zhislin [36] ; namely, that Z < N-1 . Also the result, due to Zhislin and colleagues, that there is only a finite number of bound states if the potential is short range is a simple consequence of our result. We follow the general spirit of Agmon's excellent lecture notes [1] where the main interset is on bounds for eigenfunctions of A-body Schrödinger operators. Our methods are geometric in nature as were those of Uchiyama and Zhislin. The use of geometric methods in the study of A-body systems dates back to early work of Zhislin [35] but their systematic use is attributable to Enss [9] , Deift and Simon [5] , Morgan [17] and Simon [28] . Furthermore, the techniques of Sigal in [25, 26, 27] have also influenced our approach. We refer the reader to Chapter 3 of Cycon, Froese, Kirsh and Simon [4] for extra details and references: we express our gratitude to Professor Simon for making available to us an early preprint of this chapter. Also we wish to thank our colleague Yoshimi Saitö for many helpful discussions concerning this problem.
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We shall stick closely to the notation used by Agmon in [1] . For any open set Q in R" , Hl(Q) will denote the Sobolev space of all functions ugL (Q) 2 1 such that the first distributional derivatives are in L (Q) ; H (Q) is a Hubert space with norm defined by ,2 /(|Vw|2 + |w|2)(/x.
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We shall also need the Kato space M(R") defined as follows. Let uniformly in x g R" , where B(x, r) is the ball with center x, radius r, in Rn. We shall denote by MXoc(R") the space of functions u which are such that for every xel" there exists a neighborhood U of x such that ivug M(R"), where Xu is tne characteristic function of If . for all tp g C^°(K). This in fact is all we require and it is not necessary that q_ G A/loc(R"). Indeed, in §4, Example 6, we deal with short range potentials (when q_ g L"' (Rn)) which satisfy the above inequality but are not in M,oc(R") . We assume (iv) in order that we may readily use some results of Agmon [1] when we discuss the ./V-body problem in §3. Then p is a densely defined symmetric form which is bounded below and closable in L2(R").
The proof of Proposition 1 is given in Appendix 1 but it is essentially Theorem 3.2 of Agmon [1] . If a is a positive constant such that
' is a norm on C^°(Rn) and these norms are equivalent for all such a. If V denotes the completion of C^°(R") with respect to one of these norms then it is continuously embedded in L (R") and when identified with a subspace of L (Rn) it is the domain of the closure p of p in L (R" where it is also proved that (5) 2(H) = {u:uGL2(Rn)nHxJR"), queL^i*"), PugL2(R")}, (6) infa(//) = A(/)):=inf{p[ç)]:9'eC0co(R''), ||p|| = l},
where a(H) and ae(H) denote the spectrum and essential spectrum of H respectively and "L(P) is defined in (2) . Note that in (4)(a) and (5), Pu is to be interpreted in the distributional sense. The original version of (7), under a stronger hypothesis, is due to Persson [20] .
To proceed, we need other characterizations of l.(P) obtained by Agmon in [1] . First we require the following definitions. (ii) AR(x: P) is continuous in (x, R) on Rn x R+ and (9) I.(P)= Urn liminfAJx.P).
R-*oo \x\->oo Part (i) of Proposition 4 and (7) motivate the first of the four parts of our basic hypothesis ß?. Actually this part will not be needed until Corollary 11 and our main Theorem 12.
ß? (l) Suppose that K(co: P) assumes its minimum at only a finite number of points {cok : k = 1,2, ..., m} C S"~l , i.e. for every co G S"~ \ {cok : k = 1, 2, ... , m} and k = 1,2, ... , m L(P) = K(cok: P) < K(co : P).
A form of the main theorem, Theorem 12 below, does hold when K(co : P) assumes its minimum on a proper subset of S"~l with a sufficiently smooth boundary. The authors intend to study the ramifications of that fact in later work. For A-body atomic-type systems, it is reasonable to require that K(co : PN) assume its minimum at only a finite number of points cok on S"~l ; see Agmon [ 1 ] and the discussion in §3 below. In this case the equivalent hypothesis for a finite number of bound states is that I3 > Z.(PN), where X3 denotes the infimum of the spectra of all possible "three-cluster decompositions" of the (A^ + l)-body Hamiltonians, the latter being (A-l)-body Hamiltonians. The case in which I3 = Z(PN) can be somewhat pathological resulting in the Efimov effect (see [7, 8] ). We shall elaborate on these notions in §3 but for a comprehensive account, including full definitions and an up-to-date list of references we refer the reader to [4, 21, 22] .
Geometric methods have proved to be fundamental in the study of qualitative spectral analysis of many-body Hamiltonians. A key ingredient is the so-called IMS localization formula associated with a partition of unity defined in The IMS localization formula is credited to Ismagilov [13] , Morgan [17] and Morgan and Simon [18] ; Sigal [25] recognized its importance to the problem studied here. It is usually stated in terms of operators (see [4, p. 28] ) but we need it in the above form.
Next, we introduce a simple partition of unity which plays a leading role in what follows. Although the cluster decompositions used in partitions of unity in related papers are not mentioned specifically here or in the applications to the (N + l)-body Hamiltonians in §3, their existence does underlie our construction. This will be made clear in §3. for all i9€C0°°(R"). Hypothesis ¿F(3) holds if o_ G L7(dD) for y = n -1 when n > 2 and y G (1, co] when n = 2 (see [10, Lemma 1] ).
The hypotheses ßf(2) and ß?(3) can be replaced by the single hypothesis obtained by combining the two, namely ß?(2') There exist ex, e2 e (0, 1) and C£ > 0 such that
However, we felt that it is helpful to express them separately, although we shall revert to ß?(2 ) in our main Theorem 17 in §3 for technical reasons. We ask the reader to bear in mind that in the rest of this section %A{f¿) can replace SIT(2) and ¿F(3).
Lemma 8. // ST'l) and ¿T(3) hold then, for all tp G C0°°(R"), (12 
for |x| > 1 . On substituting this in (11) we obtain
and (12) follows from ST'l) and ^(3) (or ;F(2') ).
We shall regard the form h as acting in the weighted space L (Rn ; w dx), where (14) w(x)= , l. J2(x) for x £ D.
Also, we shall use the notation i(VA(wtp), Vfwtp))dx
for tp g C0°°(R"). Note that V fwtp) is not defined on dD.
The final part of our hypothesis is Given e, > 0 there exists C > 0 such that
for all tpGC™(R").
This part of the hypothesis compares with condition (l)(iv)'.
Proposition 9. If ßt (2)- (4) are satisfied then the form h in (13) defined for tp, \p G C™(Rn) is densely-defined, symmetric, bounded below, and closable in L2(Rn;w2dx).
Proof. It is clear that h is densely defined and symmetric. Also, by %A (4), for all tpGC™(Rn),
where e3 > 0 is arbitrary. Thus, if e = e2 + e3 < 1 we conclude that there exists c£ > 0 such that
Jr" Jr" Hence there exists a = a(e) > 0 such that (16) h[tp] + a\\tp\\2w > (1 -e) \VA(wtp)\2 dx + q+\wco\2 dx + \\tp\\2w , Jr"
Jr"
where || • ||((, denotes the norm in L (Rn ; w dx). It follows that h is bounded below.
our notation in (15) , {tpn} is Cauchy in //'(DnQ) and {./2ç>"} is Cauchy in Hx(Dcf\Çi). Since //'(Q) is continuously embedded in L2(Q) c L2(R") it follows from (17c) that wtpn -> 0 in H (Ci).
Since A is bounded above on R", then for some C > 0, j^Awçfl2] + \wtpf] < C\\wtpn\\2HÍ(a) -> 0.
Consequently, {wtpn} converges weakly to zero in the completion of C^°(R") with respect to the norm
and from ( 17a) we obtain (18) [ [\*Aiw<pn)\2 + \w<pn\2]dx->0.
JR"
From (17b), {wtpn} is Cauchy in L (Rn ; (q+ + 1 ) dx) and in view of (17c) its limit must be zero: (19) f (q+ + l)\wtpn\2dx^0. 
where ôQ > 0 is arbitrary and rj = 1 -
Jb{ Jb¡ Í (q_ + CE)\tp\2dx + C(S0) [ \J2cp\2dx from (13) . Hence, from (16) and (20) Since <5[ and 62 are arbitrary and C is independent of A: we conclude that / < A and hence / < infafH).
We now prove that / > infofH). IIo? -©II < 2||a» -»||-»0.
This implies that tp viewed as an element of L (R": w dx) is in 21(h) and h[tp] = Hmn^ooh[tpn].
On putting cp = tpn in (12) and allowing n -► oo we obtain ( 
27) p[tp] >I(P) [ \Jxtp\2dx + h[cp]
Jdc for all tpG3A(p)c3(h).
We know from Corollary 11 that H has only a finite set of eigenfunctions E := {\px, ... , >pk} corresponding to eigenvalues below Y,(P). Let <p G 3(p) be orthogonal to {w ipx, ... , w tpk} in L (Rn). Then, from above, we have that tp G 2(h) and is orthogonal to E in L2(R" ; w2 dx). Hence In [29] Simon gives a result (Theorem C.8.2, p. 517), largely due to Allegretto and Piepenbrink, which is related to Theorem 12, but with conditions on q which are too severe to include applications to A-body Schrödinger operators for A > 2. Simon conjectures that the implication (a) =>■ (c) in his theorem is true under a much weaker hypothesis. If his conjecture is true then our conditions ß?(2) and ß^(3) could be simplified.
(A+ l)-BODY SCHRÖDINGER OPERATORS
Here we apply the results of § 1 to an important special case of the formal operator P in (1). We refer the reader to Agmon [1] for elaboration of many of the facts which we use.
Consider an atomic type system of A particles (A > 2) each moving in «v-dimensional space R" relative to a fixed nucleus that is assumed to have infinite mass. The coordinates of the particles are denoted by x' G R" , / = 1, 2, ... , A, with the nucleus at the origin of R" . The formal Schrödinger operator for such an (A + l)-body system is of the form (28) P = -J2(2mi)-xAi + Yjv0l(x')+ £ v^x'-xf,
where A(. denotes the «^-dimensional Laplacian with respect to the x' variable and mi is the mass of the ith particle. When the particles are electrons moving with respect to a fixed nucleus of infinite mass, each voi represents the binding force of the nucleus while each v¡¡ represents the repulsive force between the ith and jth electron. The configuration space X of the system consists of the product of A copies of R" , i.e. X = <g>*, R" . Points x G X are of the form x = (x1, x2, ... , xN) where x' e R" and if x' = (x\, x2, ... , x'f, then x is identified with the point (xx , x2, ... , xv, xx , ... , xv) in R" ; let / denote the identification map. We define on X the new inner product As noted in §2, we may replace 32(iii) by the analogue of l(iv)'. We shall use this fact in §4, Example 6.
In [1, Lemma 4.7] and the discussion [1, pp. 67, 71] Agmon proves that the conditions (32) ensure that P satisfies the hypothesis of Proposition l(with q = V ) as an operator in R" and hence p is bounded below and closable in L2(RvN). From (31) and the fact that U: L2(R"N) -» L2(X) is unitary, it follows that px is also bounded below and closable in L2(X). Furthermore (31) extends to the domains of the closures px , p of px , p respectively, i.e. Let {c(l), ... , e(u)} be the canonical basis for R", i.e. e(i) has 1 in the ith position and 0 elsewhere, and set co(i,j) = (0,...,0,co'(j),0,...,0)GX where co'(j) = (2mj)~1/2e(j).
Then to(i, j), i = 1, ... , A, j = I, ... ,v , are unit vectors in X and from above K(co(i, j): P) does not depend on j . Proof. Since V_ < "5fi=x(vof_ , it suffices to prove that each voi satisfies ß?(4).
Let D'R = (-R/y/2m¡, R/sf2mAf , the v-dimensional cube in R" , and choose R to be sufficiently large that DR D Bx(0, 1), the unit ball in X, and (voi)_ gL°°(R'/\Bi/{0, (R-l)/y/Im¡)) in accordance with (32)(i), where BfO, r) denotes the ball center 0 and radius r in R" . Since (voi)_ G Mloc(R") by (32)(iii) we obtain from Schechter [ 
>Y.(P) I \9\2dxx
Jx\dr by Lemma 13(h). The lemma is therefore proved.
We are now in a position to prove the main theorem in this section which follows as a corollary of Theorem 12. In an heuristic sense the theorem states that, in the absence of an Efimov-type effect, there will be no more than a finite number of bound states provided that (for each i = I, ... , N) the repulsive strength of the /th electron with the other electrons is larger than the binding strength of the nucleus when the /th electron is at a much greater distance from the nucleus than any other electron.
Proof. We have already noted that (32) implies that p satisfies the hypothesis of Proposition 1. Also j/(1) and Lemma 13 imply that ßf(Y) is satisfied while Lemma 14 establishes ß? (4 Hence the hypothesis ß?(2'), which can replace ßtv(2) and ß?(2>) in Theorem 12, is satisfied and the theorem is proved.
We express the hypothesis (44) thus, rather than in terms of a function a on dDR in accordance with ßT(2) and ß?(3), because it is easier to verify in the examples discussed in the next section.
Theorem 16 is comparable to Theorem 4.3 of Sigal [25] or Theorem 3.2.3 in Cycon, Froese, Kirsch, and Simon [4] . There the hypothesis corresponding to s/(l) is that infoe(Hx) is attained only by two-cluster breakups and he also assumes that a one-body Hamiltonian of the form - where for a given cluster decomposition a, Ia is the intercluster interaction and y/a is a certain normalized ground state related to the internal Hamiltonian of the cluster decomposition a : the function xa is the characteristic function of the supp j where ja is an element of a Deift-Agmon-Sigal partition of unity corresponding to the cluster decomposition a. We refer the reader to [4, 22] for explanation of these terms and further details. Sigal notes in [25] that the above result is essentially due to Zhislin and his colleagues [2, 31, 35, 37, 38] . Also it applies to the general A^-body problem of which P in (28) is a special case (see [1, pp. 78-80] ). Two applications of the result are given in [4, 25] , the first to A-body short-range potentials and the other proving Zhislin's result in [37] mentioned in §1. However, as mentioned in [4] , the theorem is "abstract" in the sense that applications are very difficult requiring knowledge of the ground states ipa , etc. Our alternative hypothesis (44) appears to be much more amenable to applications as we demonstrate in §4. It now easily follows that (47) is satisfied in both cases for ó small enough.
The case a¡ = ßt■ = 1 of (ii) is the result of Uchiyama [30] and Zhislin [37] mentioned earlier. To deal with Z = A -1 when a( = ßi = 1, it appears that properties of the ground state of an A-body operator are needed; see [25] . In order that each (voi)_ G MXoc(Rv), as required in 32(iii), each a-must be strictly less than 2 (when v > 2 ). In that paper the authors study the problem of finiteness of the number of bound states of multiparticle systems with "virtual levels" being present in subsystems. The potentials are short-range. (We refer the reader to that paper for the definition of virtual levels. Yafaev [34] gives an intuitive discussion as well.) Conditions ßAA'(l) and sé (I) above exclude the possiblity that Z(P) could be zero and that virtual levels could be present in subsystems. This phenomenon is a key ingredient for the occurrence of the Efimov effect mentioned earlier. Previous work studying the presence of virtual levels in subsystems of N-body operators and their influence on the number of discrete eigenvalues have only considered the case N = 3. Vugal'ter and Zhislin obtain results for the case N > 4 in their latest paper. Among other things, their results show that for A > 4 the existence of two 2-particle subsystems with virtual levels does not necessarily lead to an infinite number of bound states, in contrast to the case when A = 3 .
