Introduction
Many Computer Vision problems can be formulated as labeling problems, where each pixel in the image is assigned one of several labels. The major challenge is to find an optimal label configuration for all image pixels among all possible configurations. Since most Computer Vision tasks are highly ill-posed [15] , optimal solutions are typically determined as the lowest energy configurations of some objective function that appropriately describes the respective Computer Vision problem. The energy of a configuration is the result of a discrete MRF formulation using alpha expansion (image is courtesy of D. Mumford [23] ). (c) shows the result with the proposed spatially continuous formulation. One can see that in contrast to the discrete MRF approach, the proposed method produces spatially consistent boundaries.
serves as a measure of its quality, better solutions correspond to lower energies. It is well known that the process of energy minimization is equivalent to a Bayesian maximum a posteriori estimation, where the prior probability gives rise to corresponding regularity terms in the energy. Labels can either be defined on a discrete grid or in a spatially continuous domain. In the discrete setting, respective optimization problems can be addressed on a graph with nodes and edges in the framework of Markov Random Field (MRF) theory [19] . If the set of possible labels is binary, and the pairwise terms are submodular, combinatorial algorithms such as graph cuts can be used to compute global minimizers [14, 21] . Applications of binary labeling problems include two-label image segmentation, shape denoising and 3D reconstruction.
Multi-Label Problems in Computer Vision
A substantially larger class of Computer Vision problems, including image restoration, inpainting, multi-region 1 810 978-1-4244-3991-1/09/$25.00 ©2009 IEEE image segmentation, motion and stereo, can be cast as multi-label optimization problems. Unfortunately, most multi-label problems cannot be minimized globally. They can only be solved approximately either by transforming the problem to a sequence of binary labeling problems [5, 28] , via various linear programming relaxations [3, 29] or via roof duality relaxation [16] which has recently attracted renewed interest in the MRF community (cf. [27] ). A notable exception is the work of Ishikawa [17] , who showed that exact solutions for certain multi-label problems can be computed in polynomial time as binary cuts of higherdimensional graphs provided that the pairwise interaction terms are convex with respect to a linearly ordered label set. Unfortunately, many interesting Computer Vision problems are not covered by the class considered by Ishikawa. First, in order to preserve discontinuities in the solution, researchers favor energies with non-convex regularizers. Second, many multi-labeling problems in Computer Vision do not provide an ordering on the space of labels (e.g. segmantation). Nevertheless, one can impose a regularity which favors labels of neighboring points to be identical. The resulting energy is known as the Potts model [26] . How to efficiently compute solutions for the spatially continuous Potts model is the focus of this paper.
Much work has been done to tackle multi-label problems in the discrete setting but only little work has been done on optimal solutions for labeling problems defined in a spatially continuous domain. The major difference between the discrete and the continuous setting is, that in the continuous setting, the label configuration is replaced by a labeling function. Hence, the discrete energy is now given by an energy functional. Here, the calculus of variations provides the suitable mathematical theory. Its fundamental theorem, the Euler-Lagrange differential equation, provides a necessary condition to describe the functional at stationary points (e.g. minimizers). The clear advantage of the spatially continuous formulation is, that it does not suffer from grid bias, also known as metrication error [20] . Notable examples in the continuous setting are the level set methods which allow to compute locally optimal solutions (cf. [13] ), convex relaxation and thresholding techniques which allow to compute optimal binary labelings [11] , optimal continuous multi-labelings in the case of convex regularity terms [25] and calibration methods [1, 8] .
The Potts Model
The Potts model [26] has its origin in statistical mechanics to model phenomena of solid state physics. It is the generalization of the two-state model of Ising [18] to multiple states (labels). A spatially continuous formulation of the Potts model is the partitioning problem
Minimizing (1) partitions the domain Ω ⊂ R d into k + 1 pairwise disjoint sets E l . The first term measures the perimeter of the set E l which leads to smooth segmentation boundaries. The second term is the data term which is based on non-negative weight functions f l : Ω → R + . Model (1) includes as a special case the piecewise constant Mumford-Shah functional [24] , which arises when choosing
which is the squared difference of the input image I(x) to some mean intensity c l scaled by λ (cf. Figure 1 ). Several algorithms have been proposed to approximately minimize the Potts model. While the discrete problem can be tackled using iterated binary optimization via α-expansion [5] or roof duality relaxation [27] , such algorithms tend to exhibit a grid bias (metrication errors) in representing the continuous perimeters in (1) . In the continuous domain, popular methods are based on the level set method (e.g. Chan and Vese [13] ) The most crucial drawback of these methods is, that there is no guarantee to find a globally optimal solution.
In this paper, we propose a convex relaxation of the Potts model. It is formulated in a continuous setting and therefore does not exhibit metrication errors. The proposed method also allows to compute a bound between the solution of the relaxed problem and the true optimum. In practice, we often observe convergence to globally optimal solutions.
Convex Representation of the Potts Model
In this section we develop a convex representation of the Potts model. We start by reviewing the two-label case which was presented in [11] . We then show how to generalize their work to the multi-label case.
The Two-Label
In [11] , Chan, Esedoglu and Nikolova gave a convex formulation of (1) for k = 1, by rewriting it in terms of the variational model where θ : Ω → {0, 1} is a binary function, used to model the partition of the image domain into two regions, i.e.
, where the function θ is used to partition the image domain Ω into two regions. The term Ω |Dθ| is the Total Variation of θ. For binary functions θ, it is equal to the total interface area. Dθ is the distributional derivative which is, in an integral sense, also well-defined for non-smooth functions θ. On the other hand, if θ is a smooth function, the Total Variation of θ is simply Ω |∇θ|dx.
There exists also a more general formulation of the Total Variation [7, 12, 9 ]
where
is the dual variable and | · | denotes the Euclidean vector norm. This formulation is also called the dual formulation of the Total Variation. The main advantage of the dual formulation over the original formulation is, that it is valid for any L 1 integrable function, but it comes along with inequality constraints on the dual variable ξ which brings some additional complexity to the formulation.
Convex Relaxation
Although (3) is convex in θ, the variational problem is still non-convex since the minimization is carried out over binary functions θ, which comprise a non-convex set of functions. A straightforward approach is to relax (3) by allowing θ to vary smoothly in the interval [0, 1]. Furthermore, is can be shown that solutions of the relaxed problem can be transformed to solutions of the binary problem by thresholding of the solution of the relaxed problem. It is remarkable that this works for any threshold s ∈ (0, 1).
The General Case: k ≥ 1
Let u : Ω → {0, . . . , k} be the labeling function such that u(x) = l if and only if x ∈ E l . We can equivalently represent this multi-label function by k binary func-
representing its upper level sets. In turn, the labeling function u can be recovered from these functions via the relation
Figure 2(b) shows an example for k = 2, where two functions θ 1 and θ 2 are used to partition the image domain Ω into three regions.
A one-to-one correspondence between multi-label functions u(x) and vectors θ(x) of binary functions is guaranteed by imposing the ordering
It is therefore appropriate, to define the set of admissible vector functions θ as
Furthermore, from the definition of (5) one can see that we can use the following relation to indicate whether a pixel belongs to the set E l or not:
where we use θ 0 (x) = 1 and θ k+1 = 0 to simplify notations. The goal is now to rewrite the Potts model (1) in terms of θ. First, we can make use of (9) to rewrite the data term of the Potts model as
The length term in (1) requires some additional considerations. A natural generalization of (3) would be to simply approximate the boundary length by the length of the binary sets:
Unfortunately, this turns out to be a bad approximation. As shown in Figure 2 (b), interfaces where m functions θ l jump from 0 to 1 are counted m times. As a result, the approximation (11) would count the boundary between E 0 and E 2 twice.
How can this systematic error be resolved in a computationally tractable manner? It turns out that the dual formulation (4) allows to suppress a multiple counting of boundaries when combined with an additional constraint on the dual variables. More specifically we have the equality:
where the dual variables ξ = (ξ 1 , . . . , ξ k ) : Ω → R d×k are constrained to lie in the set K defined as:
For the case shown in Figure 2 (b), for example, the above constraint implies that |ξ 1 (x) + ξ 2 (x)| ≤ 1. This assures that the transition between E 0 and E 2 is counted exactly once.
The following proposition is of central importance to assure a computationally tractable algorithm:
Proof. Let ξ, ξ ∈ K. Using the triangle inequality it follows for any α
We are now ready to give a convex representation of the Potts model.
Note that θ still has to fulfill the ordering constraints of (7). To further simplify the problem, it turns out that we can eliminate the ordering constraints by slightly modifying the energy functional to (14) where the convex set B is defined as
The equivalence of minimizers is characterized by the following proposition:
Proposition 2. The minimizer of problem (13) is equivalent to the minimizer of problem (14) .
Proof. To proof the equivalence of the minimizers it suffices to show that the minimizer of (14) is ordered in the sense of (7). A complete proof is presented in [10] , Proposition 4.3.
Convex Relaxation
In order to solve (14) we apply the same convexification as in the two-label case. We again relax the set of binary solutions to the set of functions which can take all values in
Unfortunately, the thresholding technique of the two-label case no longer holds in the general setting. However, we can give a bound on the energy difference between the true minimizer of the binary problem and the minimizer of the relaxed problem. 
Proof. It suffices to show that energetically the thresholded solution lies between the optimal of the relaxed problem and the optimal of the binary problem. First, by convexity of (14), the energy of the relaxed solution is the lowest. Second, any thresholded version, i.e. a projection of the relaxed solution onto the binary set must achieve a higher energy:
. Clearly the energy of the true binary minimizer lies somewhere between the energy of the relaxed solution and the energy of the thresholded version, i.e. E(θ
As a direct consequence of Proposition 3 we see that, if the solution of the relaxed problem is already binary, then we have found a true global minimizer of the binary problem, i.e. we have found the solution of the Potts model.
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(a) Input image (b) Lellmann et al. [22] (c) Zach et al. [30] (d) Proposed relaxation Figure 3 . Synthetic three-label image segmentation problem. The optimal segmentation is given by a 120
• triple junction. The alternative relaxation techniques (b) and (c) end up with a non-binary solutions whereas our method (d) finds an almost binary solution.
Alternative Approaches
Zach et al. in [30] proposed a different relaxation approaches to tackle the Potts model. More recently, Lellman et al. in [22] 
Indeed, for v l (x) ∈ {0, 1}, this energy clearly equals the Potts energy (1). Yet, the relaxation is not as tight as the one we have proposed in (14) .
Proposition 4. The relaxation (14) strictly dominates (18).
Proof. It suffices to show that the set K used in (14) allows for a larger set of feasible functions than the above approach. For space limitations we refer to the technical report [10] for more details. Figure 3 shows a comparison of the proposed approach to the relaxation approach of [30] and [22] by means of a simple three-label segmentation problem. We used the data term (2) , where the means c l correspond to pure red (1, 0, 0) green (0, 1, 0) and blue (0, 0, 1). The input image also contains a grey area, where all data terms are equal, i.e. the length term dominates in this region. It is remarkable that the proposed method finds the true binary solution, a triple junction where all three interfaces meet with an angle of 120
• . On the other hand the alternative approaches do not find a binary solution. This is also reflected by the obtained energies. The solution of our approach achieves an energy of E = 13975 which is clearly above E = 13972 achieved by [30] and E = 13960 achieved by [22] . The energy of the true binary segmentation is E = 14006. Note that a higher energy also gives a tighter bound in (17).
Numerical Algorithms
In this section we present numerical algorithms to compute the solution of the relaxed problem (14).
Discrete Setting
We consider only the 2D case (d = 2) here were we assume that Ω = (0, 1)
2 . For discretization, we use a standard Cartesian grid defined by
where (i, j) are the indices of the discrete locations on the grid and the width of the spatial discretization is given by h = 1/N . In the following we will use the superscript "h" to indicate the discrete setting. A spatially continuous function u is now approximated by a spatially discretized function θ h : Ω h → R. Next, we define a discrete version of the Total Variation
where | · | denotes the standard Euclidean norm, ∇ and div are now discrete versions of the gradient and divergence operators involving a 1/h factor. See [9] for more details. Before we proceed by defining a discrete version of (14), let us give the following fundamental result which applies for our type of discretization.
Proposition 5. The discrete version of the Total Variation Γ-converges to the Total Variation as h → 0.
The complete proof of this proposition is presented in [10] , Proposition 3.1. This proposition states that by only refining the discretization width h, the discrete Total Variation converges to the true continuous Total Variation. Note that this is not the case for MRF based approaches, where in addition to the grid refinement, the number of pairwise interactions has to go to infinity [4] . Note that this proposition is also true for the Potts model. 
Primal-Dual Algorithm
In order to make (14) continuously differentiable, we introduce an additional dual variable η = (η 1 , . . . , η k ) : Ω → R d×k such that, in a discrete setting (14) can be rewritten as
We have also introduced the convex set W h is given by
The algorithm we propose for minimizing (21) is a Arrow-Hurwicz type primal-dual gradient flow algorithm [2] . Basically the algorithm consists of alternating a gradient descend in the primal variable and a gradient ascend in the dual variable. After each update step the primal and dual variables are re-projected to the respective sets. The outline of the algorithm is as follows:
1. We fix the time steps τ p > 0 and τ d > 0.
2. Let n be the iteration number. We set n = 0 and ini-
3. For all i, j, l update the primal and dual variables by the following projected gradient schemes:
where Π R h , Π K h and Π W h are Euclidean projectors to the respective convex sets.
We found the numerical scheme to be stable as long as the product τ p τ d ≤ 1/(3h 2 ). This bound seems to be sharp, we do not have any proof for that. In practice we choose
. In our numerical scheme we need to re-project the primal and dual variables on the convex sets R h , K h and W h . The projections of θ h onto R h and η h onto W h are easy. They can be performed by simple point-wise truncation operations. The projection of ξ h onto K h is more complicated since it involves constraints over several levels. In order to perform the projection, we use the iterative projection algorithm of Dykstra [6] .
Our primal-dual algorithm allows for computing the socalled primal-dual gap G = E p − E d , where E p is the maximum of (21) with respect to the dual variables (ξ h , η h ) and E d is the minimum of (21) with respect to the primal variable θ h . Computing the energy of the dual problem E d is easy since it can be computed by solving simple pointwise optimization problems. However, computing the energy of the primal problem E p can be tedious since it will itself need an iterative algorithm to compute the maximum with respect to the dual variables. We therefore propose to compute an upper bound of the primal energy by computing the Potts energy of a thresholded version of the primal variable. Note that in this case the gap is not guaranteed to go to zero but it still provides a suitable criterion to check for convergence. Figure 4 shows the dual energy and the corresponding upper bound on the primal energy computed for the stereo example provided in Figure 7 . One can see that after 1000 iterations, the dual energy is very close to the upper bound of the primal energy.
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Parallel Implementation
The first order primal dual algorithm we developed in the last section is known to be slow in terms of the number of iterations, but it turned out to be convenient, since it can be effectively parallelized on GPUs. We therefore implemented the algorithm using the CUDA framework of NVidia. Using a Nvidia Tesla C1060 GPU, we achieved a speedup of approximately a factor 30 compared to an optimized C/C++ implementation. Typical runtimes for image segmentation problems for 512 2 images and 10 labels are in the range of 50 seconds.
Experimental Results
In the first experiment, we apply our algorithm to gray and white matter segmentation of a brain MRI image which is a classical problem in medical image analysis. Figure 5 shows the segmentation result using the piecewise constant Mumford-Shah model for 4 labels and using the data term (2) using λ = 50. The mean values were hand selected. One can see that the functions θ l − θ l+1 are binary, i.e. the algorithm has found the optimal labeling.
In the second experiment we apply the algorithm to color segmentation of a natural image using again the data term in (2) . In this case the mean values were initialized using a k-means algorithm. After computing the optimal segmentation, the mean values were updated accordingly and the segmentation process was repeated. Figure 6 shows the segmentation result using 4 and 8 labels. The parameter λ was set to 4 and 5, respectively
In the last experiment, we apply the proposed method to disparity estimation on a standard benchmark stereo image pair. We use 16 labels corresponding to disparity values ranging from 0 . . . 15. The data term was the pixel-wise sum of the absolute differences of the RGB color channels. Figure 7 depicts the left input image, the ground truth disparity and the compute disparity. Occluded pixels were determined using a left-right consistency check. Note that the algorithm accurately restores the disparity of fine structures such as the lamp.
Conclusion
We proposed a convex relaxation approach for minimizing the spatially continuous Potts model. Based on a primal dual formulation of the Total Variation functional we showed that the Potts prior can be elegantly incorporated by means of convex constraints on the dual variables. For minimization we propose an efficient primal dual projected gradient algorithm which also allows a fast implementation on parallel hardware. Although our approach is not guaranteed to find global minimizers of the Potts model we can give a tight bound on the energy between the computed solution and the true minimizer. Furthermore we show that our relaxation approach dominates recently proposed relaxations. This implies that computed solutions are closer to the true minimizer. For many practical problems we actually find global minimizers. We demonstrate the excellent performance of our approach on problems of multi-label image segmentation and stereo reconstruction.
