The authors derive the joint distributions of a studentized deleted residual and various regression quantities, calculated with all the data or with one case deleted. They show that the correlation between the studentized deleted residual and the deleted test statistic has an interesting interpretation in terms of well-known regression quantities. These results allow them to examine the effect of applying some naive outlier deletion methods before making inferences about a regression parameter.
INTRODUCTION
This article examines the joint distribution of various regression quantities and uses them to assess the performance of naive inference procedures which use all the data if no outlier is detected at level α 2 and one fewer data point if a single outlier is detected. Throughout, there is in fact no mechanism generating outliers; any which are detected have arisen purely at random.
The general linear model relating a dependent variable to p explanatory variables is
where Y is the n × 1 response vector, X is the n × p design matrix, p = p + 1 and β = (β 0 , β 1 , . . . , β p ) is the p × 1 vector of parameters. The n × 1 vector of deviations is assumed to be normally distributed with zero mean vector and covariance matrix σ 2 I n . The least squares parameter estimators and residuals are denotedβ andê respectively, and σ 2 is estimated by s 2 =ê ê /ν, where ν = n − p is the degrees of freedom.
The i-th studentized deleted residual, also called the externally studentized residual, is
where the subscript (i), here and subsequently, denotes calculation after deleting the i-th case, and h ii measures the leverage of the i-th case and is the i-th diagonal entry of the hat matrix X(X X) −1 X . The studentized deleted residual is the appropriate test statistic for assessing the null hypothesis of no mean shift at the i-th case. It has a Student's t distribution with ν − 1 degrees of freedom (Weisberg 1985) .
The significance of the j-th explanatory variable X j is assessed using the test of H 0 : β j = 0 versus H a : β j = 0, where β j is the j-th component of β. When all the data are used, the test statistic T =β j sc j is compared to the t distribution with ν degrees of freedom, where c j is the square root of the j-th diagonal entry of (X X) −1 . In particular, H 0 is rejected at level If the i-th case is deleted, then the confidence interval becomes
Examination of some form of the residuals to detect outliers has been discussed by several authors (cf. Cook & Prescott 1981 and references therein). We do not advocate such a simple approach to outlier detection because for example, it has been shown to suffer from masking and swamping. However, quantification of the effect of this approach on subsequent inferences provides insight into more complicated methods.
There is an immense literature on robus estimators and modern outlier detection techniques. Some advocate use of a robust estimator such as least median of squares or least trimmed squares (e.g. Rousseeuw & Leroy 1987) followed by deletion of residuals which are larger in magnitude than a multiple of a measure of scale.
Alternatively, Hadi & Simonoff (1993) propose an outward testing approach to separating the good data from the bad. There is little advice given in the literature regarding how to make inferences following outlier deletion. The default advice, it seems, is to refit the model using least squares, and make inferences as if there had been no outlier deletion step. The effect on subsequent inference may be intractable theoretically. Simonoff (1991) used simulation to investigate coverage probabilities of confidence intervals for the mean of a single sample following a backwards-stepping outlier detection algorithm. Faraway (1992) used the bootstrap to account for various data analysis steps in linear regression modelling, including outlier detection. Millar & Hamilton (to appear) used simulation to compare significance levels of tests following outlier deletion using least trimmed squares, least median of squares and Hadi & Simonoff's (1993) approach. They found that the actual level of the test for a partial slope differed substantially from the nominal level for most combinations of detection method and type of contamination.
DISTRIBUTIONAL RESULTS
The distributional results presented here are derived using the joint normality of the deleted estimatorsβ (i) and the deleted residual d i = y i − x iβ(i) , where x ¼ is the i-th row of X, and their independence from
which has a χ 2 ν−1 distribution. The deleted estimatorβ (i)j and residual d i are jointly normal with mean vector (β j , 0) and covariance matrix
where g ij is the j-th entry in g = (X X) −1 x i and is the coefficient of y i inβ j . These results follow from known relationships between case-deleted quantities and their full data counterparts (Weisberg 1985) ,
The latter equation gives
The joint density ofβ (i)j , d i and Z ν−1 is the product of the bivariate normal and χ 2 ν−1 densities.
Joint Distributions of t i With T and With T (i) .
One can show (see Appendix A) that T and t i are independent t random variables with ν and ν − 1 degrees of freedom respectively, and that T (i) and t i follow a bivariate t distribution with ν − 1 degrees of freedom and correlation
The results of the previous section can be used to investigate the properties of a naive approach to single outlier deletion based on examination of studentized deleted residuals when in fact there is no outlier generating mechanism. As a prelude to a more realistic situation, we consider the scenario where the investigator suspects in advance that a particular case, the i-th, may be an outlier. If the studentized deleted residual for that case, t i , is sufficiently large in magnitude the i-th case is deleted, otherwise it is retained. Inferences are based on either the full data set or on the reduced data set obtained by deleting the i-th case. While it is unrealistic to suppose that an experimenter could identify in advance where an outlier may occur, these exact results are interesting in two respects. First, one would expect the properties of the inferences to deviate less from the original inferences than when a more realistic outlier deletion technique is used. Secondly, the theoretical results obtained for this artificial situation can be used to obtain bounds for the power function of the test for a partial slope in a more general setting, as described in Section 3.2. Results are illustrated for the slope in simple linear regression for various designs, but the theory holds for more general models.
Estimating Variance.
A naive procedure for estimating the variance σ 2 after checking for an outlier at the i-th case using level α 2 is to (i) fit the model using least squares,
(ii) compute the studentized deleted residual t i , 
where I(·) is the indicator function. The expected value of the variance estimator is
, due to the independence of s 2 and t i . The second term is evaluated in Appendix B, using the joint density of t i and Z ν−1 , and gives
where T ν+1 is a t random variable with ν + 1 degrees of freedom. The probability is necessarily less than α 2 so the variance estimator is negatively biased. The ratio of this expected variance estimator to σ 2 , the expectation of the usual estimator if no outlier screening is used, is shown in Table for α 2 = .05 and for various degrees of freedom. For ν = 4, the expected variance estimator is only 95% of the true value. As ν increases, the ratio increases toward unity. 
Confidence Intervals.
The analogous naive procedure for building a (1 − α 1 )100% confidence interval for β j after checking for an outlier at the i-th case using level α 2 is to follow steps (i) to (iii) from above, and (iv) refit the model (if necessary) and build a (1 − α 1 )100% confidence interval for β j .
Denote the length of the (1 − α 1 )100% confidence interval for β j by L when all the data are used, by L (i) when the i-th case is deleted, and by L N when the naive strategy is employed. Using well-known results, one can show that
Under the naive outlier deletion strategy, the confidence interval length is
so its expectation is
due to the independence of Z ν and t i . The second expectation on the right-hand side is evaluated in Appendix B, with the result that
where T ν is a t distributed random variable with ν degrees of freedom. Thus
Tables 2-4 show the ratio for 95% confidence intervals for the slope parameter in simple linear regression for three design structures and several sample sizes. For the replicated two-point and uniform designs, the naive outlier deletion approach leads to intervals which are too narrow on average. It is interesting to see that the resulting interval also may be too wide. This is the case in Table 4 , where one sees that if a high leverage point is the prespecified case being considered, then the ratio of expected lengths may be greater than 1.0. The reason for this result is that the spread of the explanatory variable is greatly reduced when the influential case is discarded, leading to an increase in c (i)j relative to c j which offsets any possible decrease in the estimate of σ. The column titled "Any Case" in these tables is discussed in Section 3.2. A naive procedure for testing the significance of X j at level α 1 after checking for an outlier at the i-th case using level α 2 is to follow (i) to (iii) above and (iv) refit the model (if necessary) and test H 0 :
The probability of rejecting H 0 is the probability of the union of two mutually exclusive events, corresponding to whether or not the i-th case is deleted. Hence the probability of rejecting H 0 is given by
Level of the Test Procedure.
When H 0 is true, the relevant t distributions are central. The first term of (13), due to independence, is
and the second term of (13),
can be computed using the expansion of Dunnett & Sobel (1954) . Note that an upper bound for (14) is min(α 1 ,α 2 ) and thus an upper bound for the level (13) is
which is 2α − α 2 for α 1 = α 2 = α. The bivariate t probability (14) is increasing in | ρ i | for the values of α 1 and α 2 in common use, and the upper bound is achieved when | ρ i |= 1.
For the slope parameter in simple linear regression (see Appendix A),
so the bivariate t probability (14) and the level (13) are increasing functions of the leverage h ii . The level is shown in Tables 5-7 for three design structures and several sample sizes, with α 1 = α 2 = .05. The replicated two-point designs, with half the observations at each end of the unit interval, have equal leverage values (h ii = 2/n) for each case, and the squared correlation (ρ 2 i = 1/(n − 1)) depends only on the sample size. For small sample sizes, the actual level is considerably inflated from the nominal. The level falls rapidly with the sample size, so that for n = 30 the level is within four percent of the nominal. The uniform or equally-spaced designs on the unit interval have differing leverage values, with the smaller values for cases nearx and larger values near the extremes of the interval. The correlation and level therefore depend on the particular case as well as on the sample size, as shown in Table 6 . For n = 10, 20 and 30 the largest level in the range is larger than for the corresponding replicated two-point designs. For the unbalanced design, with one value at x = 1 and the other values equally spaced on (0,.5), the leverage, | ρ i |, and the level are largest at x = 1. These values are considerably larger than the corresponding values for the other designs. 
Power of the Test Procedure.
When H 0 is false the relevant t distributions are noncentral. The power is given by
and can be calculated exactly using a standard subroutine for the univariate noncentral t and the numerical integration program of Dunnett (1989) for the bivariate noncentral t. Power functions for the test procedure as applied to the slope, β 1 , in simple linear regression are shown in Figure 1 (dotted curves) along with the corresponding original power functions (solid curves) when there is no outlier screening. The experimental designs are uniform on the unit interval and the prespecified case is the one with greatest leverage, namely x i = 1. Two sample sizes, n = 5 and n = 10, are used andα 1 = .05 and α 2 = .05. The biggest differences between the new and original power functions occur near the null hypothesis. As |β 1 |/σ increases, the curves become closer together. For n = 5, the new power function remains above the original over the entire range of |β 1 |/σ. For n = 10, the power functions cross near |β 1 |/σ = 3. Similar behaviour was observed for the other experimental designs.
Possible Single Outlier at Any Case.
Usually, the investigator has no a priori choice for an outlier and examines the studentized deleted residuals for all of the cases. Table 1 shows expected values of the naive variance estimator for various sample sizes and designs, obtained by simulation. As expected, there is a larger negative bias compared to the prespecified case. There is little dependence of the expected variance estimator on the design. Similarly, Tables 2-4 show the ratio of expected lengths of naive confidence intervals, also obtained by simulation. These ratios are smaller than their counterparts for the prespecified case, and for the unbalanced design we no longer get a ratio greater than unity.
The results of Section 3.1 can be used to obtain bounds on the level and power of the test for significance of a regression parameter. Attention is restricted to the situation where at most one case is deleted.
The modified procedure is then to (i) fit the model using least squares,
(ii) compute the studentized deleted residual t i for each case, Note that the Bonferroni correction is used at step (iii) to compensate for the number of comparisons being made. The consequences of not doing so are illustrated in Section 3.3. As before, the probability of rejecting H 0 , namely
is the sum of probabilities of mutually exclusive events, corresponding to which case, if any, is deemed to be an outlier. The first term is equivalent to
which is bounded above by
because the probability of an intersection is no larger than the smallest probability of the constituent events. This term equals
because of the independence of T and t i . A lower bound for the first term is obtained using the fact that
and the second probability on the right-hand side is bounded above by α 2 , so the lower bound is max 0,
The second term in (16) can be written
and requires knowledge of the joint density of T (i) , and (t 1 , t 2 , . . . , t n ) for each i, and integration of this density over the appropriate region of the n + 1 dimensional space. To avoid this intractable problem, note that (19) is bounded below by 0, and above, using the intersection argument, by
This expression is, in turn, bounded above by
which will usually equal α 2 . For large n, from (17) and (21), the absolute upper bound for the probability of rejection for the test procedure is approximately α 2 plus the probability of rejection for the original test.
Level of the Test Procedure.
When H 0 is true, lower and upper bounds on the level are from (18), (17) and (20), α 1 (1 − α 2 ) and
which, as in Section 2, can be computed using the expansion of Dunnett & Sobel (1954) . Using (21), this upper bound does not exceed
which is α 1 (1 − α 2 /n) + α 2 for most choices of α 1 , α 2 and n. Note that this absolute upper bound exceeds the upper bound for the level from the previous section, indicating that an extra penalty may be incurred by allowing an outlier to occur at any of the cases, rather than at a single prespecified case.
Upper bounds on the level are given in Tables 8-10 . for the test of the slope in simple linear regression with the replicated two-point, uniform, and unbalanced designs for several sample sizes and α 1 = α 2 = .05. The lower bound on the level is .05 -.05 = 0. The upper bounds decrease with n for each type of design. For the replicated two-point designs, the upper bound exceeds the exact level for prespecified case in Table , and for n = 30 the upper bound exceeds the nominal level by 15 percent. Similarly for the uniform designs, the upper bound on the level exceeds the largest level obtained for a prespecified case. For n = 30, the upper bound for the level exceeds the nominal level by 15 percent. Tables 8-100 also contain simulated levels based on 100,000 trials. In each trial, data were generated using the appropriate design with β 0 = β 1 = 0 and σ = 1 and the test procedure applied. The reported levels are the proportion of cases in which the slope is deemed to be significant, and have approximate standard errors {.05 (.95 
)/100000}
1/2 ≈ .0007. The simulated levels are below the upper bounds, but rather close in many cases. When H 0 is false, a lower bound for the power can be calculated from (18) using the univariate noncentral t distribution. Similarly, an upper bound on the power is given by the sum of (17) and (20). The latter is evaluated using the numerical integration algorithm of Dunnett (1989) . Simulated values based on 100,000 trials are shown using *.
Bounds on the power curves are shown in Figure 2 for the test procedure applied to the slope in simple linear regression (dotted curves) with uniform designs, n = 5 and n = 10, and α 1 = α 2 = .05, along with the corresponding power for the original test without outlier screening (solid curves). The bounds are fairly tight and give a good indication of where the true power lies. Exact power was approximated by simulation using 100,000 trials for integer values of |β 1 |/σ between 0 and 10, and these values are also shown in Figure 2 . The simulated values all fall within the bounds, and deviate from the original power functions by a similar amount and in a similar manner to the exact power functions shown in Figure 1 for prespecified cases. Simulated values for smaller noncentralities are close to the upper bound for both n = 5 and n = 10, but are very close to the original power curve for larger noncentralities. The upper bound for n = 10 is closer to the original power curve than for n = 5. The increased power for small |β 1 |/σ for both n = 5 and n = 10 is likely due to the increased level of the new test procedure.
Further Comments.
As an alternative to using studentized deleted residuals, one could examine instead the standardized residuals, r i =ê i /s √ 1 − h ii . Because of the one-to-one relationship between the r i and t i , our results apply equally to the standardized residual, with a suitably modified value for α 2 .
A natural extension of the outlier deletion methods described above is to allow more than one outlier. For example, one could delete any case for which | t i |> t ν−1 α2/2n . In simulating this approach under the usual error assumptions with a uniform design and n as large as 100, however, we found that it was rare for more than one case to be deleted. An examination of the joint distribution of studentized deleted residuals revealed that the probability is concentrated along the axes, so there is little chance of two being large in magnitude. The importance of using the Bonferroni correction when examining all the studentized deleted residuals is illustrated in Figure 3 where, in contrast to Figure 2 , the Bonferroni correction is not used. Lower and upper bounds on the power function are, from (18), (17) The second term in the upper bound is, from (21), bounded above by i min P (| T (i) |> t ν−1 α1/2 ), α 2 , which will frequently equal nα 2 . These bounds become wider with n and are so wide that they give little information about the level and power. In contrast, the limits obtained using the Bonferroni correction are quite informative. Exact power of the test procedure without the Bonferroni correction was approximated by simulation using 100,000 trials for the uniform designs of Section 3.2. These values, also shown in Figure 3 , deviate more from the original power curve than the simulated values in Figure 2. In particular, the level is approximately twice the nominal level, and the simulated power does not return to the original power until |β j |/σ is quite large.
To see that T (i) and t i satisfy these conditions, let ν = ν − 1 = n − p − 1 and
