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Introducción
A partir de la introducción de los grupos cuánticos por Drinfeld y Jimbo en los 80, las
álgebras de Hopf han sido intensamente estudiadas por matemáticos y físicos con diversos
intereses y formaciones. Su estructura, que puede verse como una generalización de la
estructura de grupo, se ha encontrado naturalmente ligada el estudio de las simetrías de
distintos objetos matemáticos. Como ejemplos, se pueden mencionar los siguientes: en la
física matemática, las álgebras de Hopf cuasi-triangulares aparecen como un instrumento
adecuado para construir sistemáticamente soluciones de la Ecuación Cuántica de Yang-
Baxter; en la topología, ligadas a la construcción de invariantes de nudos y 3-variedades;
ciertas álgebras de Hopf semisimples aparecen como invariantes o “grupos de Galois” en el
estudio de inclusiones de subfactores, a partir de ideas de Ocneanu. La literatura sobre los
distintos aspectos de la teoría de los grupos cuánticos es bastante numerosa. Se citan, por
ejemplo, los libros [CP95] y [Maj95]. Los libros [Kas95], [Tur94] y [BKJ01] están enfocados
principalmente en el punto de vista topológico. Referencias básicas sobre las álgebras de
Hopf son [Mon93], [DNR01].
La clasificación de álgebras de Hopf no conmutativas ni coconmutativas (especialmente las
de dimensión finita), es un tema muy activo en la actualidad. Resultados importantes sobre
clasificación se han obtenido principalmente en el caso de álgebras de Hopf semisimples y
punteados, ver [Nat07a], [AS06]. Cabe aclarar que la mayoría de los resultados generales
conocidos, son validos únicamente sobre cuerpos algebraicamente cerrados.
Un paso importante en todo esquema de clasificación, es la construcción de ejemplos no
triviales que permitan encontrar invariantes, teoremas de estructura, etc. Para construir
ejemplos no triviales de álgebras de Hopf, existen dos técnicas básicas: extensiones abelianas
de álgebras de Hopf [Mas97] y deformaciones por 2-cociclos de Hopf (o en su forma dual
deformaciones por twisting) [Doi93]. El teorema de clasificación de extensiones abelianas
[Mas97, Proposition 5.2], es valido sobre cuerpos arbitrarios. En contraste, para los 2-
cociclos de Hopf las condiciones sobre el cuerpo base son esenciales.
La teoría de deformaciones por 2-cociclos de Hopf, puede ser explicada en términos de
extensiones de Hopf-Galois [Sch96]. Los resultados de Schauenburg loc. cit., muestran que
la clasificación de 2-cociclos de Hopf es equivalente a la clasificación de extensiones de Hopf-
Galois del cuerpo base. El resultado principal de este trabajo de Maestría, es la clasificación
de las extensiones de Hopf-Galois del cuerpo base para el álgebra de Hopf (kG)∗, donde
G es un grupo finito y k es un cuerpo arbitrario, este tipo de extensiones de Hopf-Galois
serán llamadas simplemente G-álgebras de Galois sobre k.
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A continuación describimos brevemente el contenido del trabajo.
En los Preliminares presentamos algunas nociones, notaciones y resultados sobre cohomo-
logía de grupos, cohomología de Hochschild, álgebras simples y álgebras de grupo torcidas,
fundamentales en el desarrollo de nuestro trabajo.
En el Segundo Capítulo presentamos la noción de álgebra de Galois y definimos el concepto
de álgebra inducida. Como resultado principal de este capítulo, mostramos que toda G-
álgebra de Galois se puede construir como la inducida de una S-álgebra de Galois simple,
donde S es un subgrupo de G. Lo anterior reduce la clasificación a las álgebras de Galois
simples.
En el Tercer Capítulo clasificamos las álgebras de Galois simples. Para ello definimos un
dato asociado al grupo G y al cuerpo k, esto es, una colección (K,N, σ, γ) tal que
i) N es un subgrupo normal de G
ii) K ⊇ k es una extensión de Galois con grupo de Galois G/N
iii) char(K) . |N |
iv) σ : N ×N → K× es un 2-cociclo no degenerado
v) γ : G → C1(N,K×) es un 1-cociclo de Hochschild que representa la acción de G sobre
KσN .
Mostramos que existe una correspondencia biyectiva entre G-álgebras de Galois sobre k
(salvo isomorfismo) y datos asociados G y k (salvo cierta relación de equivalencia definida
sobre el conjunto de datos).
En el Cuarto Capítulo presentamos la noción general de deformación y su relación con las
extensiones de Hopf-Galois.
Por último en el Quinto Capítulo presentamos la noción de grupo cuántico compacto
y mostramos que toda deformación de un grupo finito sobre el cuerpo de los números
complejos posee estructura de grupo cuántico compacto.
Los siguiente resultados son aportes nuevos en la teoría:
⋄ Presentación y demostración de una caracterización de álgebras de Galois alternativa a
la dada en Davydov, Proposición 2.1.10.
⋄ Secciones 2.2 y 2.3.
⋄ Capítulo 3.
⋄ Presentación y demostración de una caracterización de álgebras de Galois simples por
medio de un dato, Teorema 3.2.19.
El presente trabajo pretende ser autocontenido, sin embargo algunas demostraciones de
Teoremas clásicos serán omitidos. Las razones: lo extensas que estas pueden llegar a ser y
la poca relevancia de los métodos de demostración para nuestros objetivos principales.
CAPÍTULO 1
Preliminares
El objetivo principal de este capítulo es establecer de manera sucinta, los conceptos y algu-
nos resultados en álgebras, coálgebras, cohomología de grupos, cohomología de Hochschild,
álgebras graduadas, G-álgebras, álgebras simples centrales y álgebras de grupo torcidas;
que el lector debe tener presente para la lectura de este escrito. Asimismo fijaremos la
notación que usaremos en el escrito.
A continuación presentamos por secciones, la conexión del contenido del capítulo y el resto
del escrito.
• 1.1 Álgebra y coálgebra: Nociones fundamentales a lo largo del escrito.
• 1.2 Cohomología de grupos: Establecemos el concepto de 2-cociclo, noción fundamental
en la construcción de productos cruzados (ver sección 3.1).
• 1.3 Cohomología de Hochschild: Noción que usaremos en la sección 3.2, como otra forma
de escribir las condiciones de la función γ (ver Lema 3.2.7).
• 1.4 Álgebras graduadas: Noción que usaremos en el capítulo 3, para establecer que las
álgebras de Galois simples son álgebras graduadas (ver Proposición 3.1.3).
• 1.4 G-álgebra: Noción fundamental a lo largo del escrito.
• 1.5 Álgebras simples centrales: Noción que usaremos en el capítulo 3. Estableceremos que
las álgebras de Galois simples están determinadas por un dato (ver Teorema Principal
3.2.19).
• 1.6 Álgebras de grupo torcidas simples: Noción que usaremos en el capítulo 3. Establece-
remos que las álgebras de Galois simples son álgebras de grupo torcidas (ver Proposición
3.1.5).
Como referencia para este capítulo están los libros [Lor08, GS06, Kas95, DNR01, Mon93,
Wei94, DF04].
Denotamos por k un cuerpo arbitrario. A menos que indiquemos lo contrario, todos los
espacios vectoriales, transformaciones lineales y productos tensoriales serán considerados
sobre el cuerpo k.
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1.1. Álgebras y coálgebras
En esta sección introducimos de manera breve los conceptos de álgebras y coálgebras. Pre-
sentamos la notación de Sweedler para coálgebras y comódulos; convención que usaremos
sistemáticamente en este trabajo, como una simplificación en la escritura.
Como referencia para esta sección está el libro [Mon93].
1.1.1 Definición. Un álgebra sobre k es una tripla (A,m, u), donde A es un espacio
vectorial, m : A⊗A→ A y u : k → A son transformaciones lineales tales que los siguientes
diagramas son conmutativos:
a) Asociatividad: b) Unidad:
A⊗A⊗A
A⊗A A⊗A
A

m⊗idA HHHj
idA⊗m
HHHHjm
 m
A⊗A
k ⊗A A⊗ k
A
?
m
Q
Q
Qs
k

3
u⊗idA
Q
QQk
idA⊗u


+
3
La transformación m es llamada la multiplicación en A. La transformación u determina
un único elemento 1 = 1A = u(1k) ∈ A llamada la unidad del álgebra A.
Ahora dualizamos la noción de álgebra.
1.1.2 Definición. Una coálgebra sobre k es una tripla (C,∆, ε), donde C es un espacio
vectorial, ∆ : C → C⊗C y ε : C → k son transformaciones lineales tales que los siguientes
diagramas son conmutativos:
a) Coasociatividad: b) Counidad:
C
C ⊗ C C ⊗ C
C ⊗C ⊗ C
HHHHj
∆
∆
HHHj∆⊗idC
 idC⊗∆
C
C ⊗ k k ⊗ C
C ⊗ C


+
3 Q
Q
Qs
k
?
∆

3
ε⊗idCQ
QQk
idC⊗ε
Las transformaciones ∆ y ε son llamadas, respectivamente, la comultiplicación y la
counidad de la coálgebra C.
La multiplicación en un álgebra transforma dos elementos en uno solo. Por otro lado, en
una coálgebra la comultiplicación transforma un elemento en una “familia de pares de
elementos”. Por lo tanto los cálculos en una coálgebra resultan ser más engorrosos. Es por
esto que para la comultiplicación tenemos la siguiente convención: llamada la notación
de Sweedler.
1.1.3 Notación (Notación de Sweedler). Sea (C,∆, ε) una coálgebra. Para c ∈ C el
elemento ∆(c) =
∑
i c1i ⊗ c2i será denotado por:
∆(c) = c(1) ⊗ c(2). (1.1)
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Usando (1.1) podemos expresar la coasociatividad de C de la forma
(c(1))(1) ⊗ (c(1))(2) ⊗ c(2) = c(1) ⊗ (c(2))(1) ⊗ (c(2))(2). (1.2)
Por convención identificamos ambos lados de la igual (1.2) por
c(1) ⊗ c(2) ⊗ c(3).
1.1.4 Definición. Consideremos las álgebras (A,mA, uA), (B,mB , uB) y las coálgebras
(C,∆C , εC), (D,∆D, εD).
i) Una transformación lineal f : A → B es un morfismo de álgebras si los siguientes
diagramas son conmutativos:
a) b)
A⊗A B ⊗B
A B
?
mA
-f⊗f
?
mB
-
f
k
A B
@@R
uB  	
uA
-
f
ii) Una transformación lineal g : C → D es un morfismo de coálgebras si los siguientes
diagramas son conmutativos:
a) b)
C ⊗C D ⊗D
C D
-g⊗g
-
g
6
∆C
6
∆D
C
D k
@
@R
εC 
 	
g
-
εD
1.1.5 Definición. Sean (A,m, u) un álgebra y (C,∆, ε) una coálgebra.
i) Un A-módulo a izquierda es un par (M,λ), donde M es un espacio vectorial y λ :
A⊗M →M es una transformación lineal tal que los siguientes diagramas son conmutativos:
a) b)
A⊗A⊗M A⊗M
A⊗M M
-idA⊗λ
?
m⊗idM
?
λ
-
λ
A⊗M M
k ⊗M
-λ
 
 
 
  	
6
u⊗idM
La transformación λ es llamada el morfismo de estructura del A-módulo M .
ii) Un C-comódulo a derecha es un par (M,ρ), donde M es un espacio vectorial y ρ :
M →M⊗C es una transformación lineal tal que los siguientes diagramas son conmutativos:
a) b)
M M ⊗ C
M ⊗ C M ⊗ C ⊗ C
-ρ
?
ρ
?
ρ⊗id
-
id⊗∆
M M ⊗C
M ⊗ k
@
@
@
@@R
I
-ρ
?
id⊗ε
(1.3)
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La transformación ρ es llamada el morfismo de estructura del C-comódulo M .
Usamos la notación de Sweedler para comódulos del siguiente modo: siM es un C-comódulo
a derecha, entonces por convención escribimos
ρ(m) = m(0) ⊗m(1) ∈M ⊗ C (m ∈M) (1.4)
Usando (1.4) podemos expresar la conmutatividad del diagrama a) en (1.3) por
(m(0))(0) ⊗ (m(0))(1) ⊗m(1) = m(0) ⊗ (m(1))(1) ⊗ (m(1))(2). (1.5)
Por convención identificamos ambos lados de la igual (1.5) por
m(0) ⊗m(1) ⊗m(2).
1.2. Cohomología de Grupos
El objetivo principal de esta sección es presentar algunas ideas y conceptos básicos en
cohomología de grupos, como son los G-módulos, n-cadenas, homomorfismos cofrontera,
n-cociclos, n-cobordes y n-ésimos grupos de cohomología. En particular, trabajaremos de
manera sistemática con los 2-cociclos de G (un grupo finito) a valores en un G-módulo A.
Usaremos los 2-cociclos para construir álgebras de grupo torcida (ver Sección 1.4) y asociar
un álgebra de Galois a un dato (ver Teorema Principal 3.2.19).
Como referencia para esta sección está el libro [DF04, Section 17.2].
1.2.1 Definición. Sean G un grupo con unidad e y A un grupo abeliano (escrito aditiva-
mente) con unidad 0.
i) Una acción a izquierda de G sobre A, es un homomorfismo de G en el grupo de
automorfismos de grupos de A. Equivalentemente, decimos que G actúa a izquierda
sobre A si existe una función G × A → A dada por (g, a) 7→ g⇀a, tal que cumple las
siguientes condiciones:
• e⇀a = a; a ∈ A.
• (gh)⇀a = g⇀(h⇀a); g, h ∈ G y a ∈ A.
• g⇀(a+ b) = (g⇀a) + (g⇀b); g ∈ G y a, b ∈ A.
ii) Una acción a derecha de G sobre A, es un homomorfismo de Gop (Gop = G como
conjuntos, y el producto esta dado por x ·op y = yx, para x, y ∈ G) en el grupo de
automorfismos de grupos de A. Equivalentemente, decimos que G actúa a derecha
sobre A si existe una función A × G → A dada por (a, g) 7→ a↼g, tal que cumple las
siguientes condiciones:
• a↼e = a; a ∈ A.
• a↼(gh) = (a↼g)↼h; g, h ∈ G y a ∈ A.
• (a+ b)↼g = (a↼g) + (b↼g); g ∈ G y a, b ∈ A.
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1.2.2 Definición. Sea G un grupo. El grupo abeliano A es un G-módulo a izquierda,
si G actúa a izquierda sobre A. Análogamente, el grupo abeliano A es un G-módulo a
derecha, si G actúa a derecha sobre A. Decimos que A es un G-bimódulo si G actúa a
derecha e izquierda de A y las acciones a derecha e izquierda son compatibles, esto es,
(x⇀a)↼y = x⇀(a↼y) (∀x, y ∈ G y a ∈ A).
1.2.3 Ejemplo.
i) G actúa trivialmente sobre A, si g⇀a = a para cada a ∈ A y g ∈ G.
ii) La función
Z2 × C→ C
(0, a + ib) 7→ a+ ib
(1, a + ib) 7→ a− ib,
es una acción del grupo aditivo de los enteros módulo 2 al grupo aditivo de los números
complejos.
1.2.4 Definición. Dada A un G-módulo a izquierda, el conjunto
AG = {a ∈ A|g⇀a = a ∀g ∈ G}
es el subgrupo de A de los elementos que quedan fijos bajos todos los elementos de G.
Llamamos a este subgrupo el grupo de invariantes de A, si no hay lugar a confusión
sobre el grupo G que actúa sobre A.
1.2.5 Ejemplo.
i) Si G actúa trivialmente sobre A, entonces AG = A.
ii) Sea K una extensión de Galois de k con grupo de Galois G = Gal(K/k). Para f ∈ G y
α ∈ K, la acción f · α = f(α) le da al grupo aditivo de K una estructura de G-módulo
a izquierda, con KG = k.
Dados dos G-módulos a izquierda (A,⇀) y (A′, ·). Un homomorfismo de grupos abelianos
ψ : A→ A′ es un homomorfismo de G-módulos si
ψ(g⇀a) = g · ψ(a) ∀g ∈ G, a ∈ A.
1.2.6 Definición. Para A un G-módulo a izquierda, sean C0(G,A) = A y, para n ≥ 1,
Cn(G,A) la colección de todas las funciones de Gn = G × · · · × G (n veces) a A. Los
elementos de Cn(G,A) son llamados n-cadenas (de G a valores en A).
Cada Cn(G,A) es un grupo abeliano: para C0(G,A) = A dada por la estructura de grupo
de A; para n ≥ 1 dada por la suma puntual de funciones:
(f1 + f2)(g1, g2, . . . , gn) = f1(g1, g2, . . . , gn) + f2(g1, g2, . . . , gn).
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1.2.7 Definición. Para n ≥ 0, el n-ésimo homomorfismo cofrontera de Cn(G,A) a
Cn+1(G,A) es la función determinada por la ecuación:
dn(f)(x1, x2, . . . , xn+1) = x1⇀f(x2, . . . , xn+1)
+
n∑
i=1
(−1)if(x1, . . . , xi−1, xixi+1, xi+2, . . . , xn+1)
+ (−1)n+1f(x1, . . . , xn),
donde el producto xixi+1 ocupa la posición i en los valores que toma la función f .
Es inmediato de la definición que dn es un homomorfismo de grupos y dn(dn−1) = 0 para
todo n ≥ 1.
Tenemos entonces una sucesión ascendente de grupos abelianos
0→ C0(G,A)
d0→ · · ·
dn−1
→ Cn(G,A)
dn→ Cn+1(G,A)
dn+1
→ · · ·
1.2.8 Definición. Para A un G-modulo a izquierda.
i) Sea Zn(G,A) = ker dn para n ≥ 0. Los elementos de Zn(G,A) son llamados n-cociclos.
ii) Sea Bn(G,A) = Im dn−1 para n ≥ 1 y sea B0(G,A) = 0. Los elementos de Bn(G,A)
son llamados n-cobordes.
1.2.9 Definición. Sea f ∈ Zn(G,A) un n-cociclo. Si xi = e para algún 1 ≤ i ≤ n implica
que f(x1, . . . , xi−1, e, xi+1, . . . , xn) = 0, decimos que f es un n-cociclo normalizado.
Dado que dn(dn−1) = 0, para n ≥ 1, entonces Im dn−1⊆ ker dn. Es decir, Bn(G,A) es un
subgrupo de Zn(G,A).
1.2.10 Definición. Dado unG-módulo a izquierda A, el grupo cociente Zn(G,A)/Bn(G,A)
lo llamamos el n-ésimo grupo de cohomología de G con coeficientes en A y lo de-
notamos por Hn(G,A), n ≥ 0.
1.2.11 Ejemplo.
i) Sean G un grupo y A un G-módulo a izquierda. De acuerdo a la definición 1.2.7, para
f = a ∈ A = C0(G,A) tenemos que
d0(f)(x) = x⇀a− a,
entonces ker d0 es el conjunto {a ∈ A|x⇀a = a ∀x ∈ G}, es decir, Z0(G,A) coincide
con el grupo de invariantes AG. Por lo tanto
H0(G,A) = Z0(G,A)/B0(G,A) = AG/0 = AG.
Para f ∈ C1(G,A) tenemos que
d1(f)(x, y) = x⇀f(y)− f(xy) + f(x),
entonces un 1-cociclo es una función f : G→ A que satisface la condición de 1-cociclo:
f(xy) = x⇀f(y) + f(x).
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Para f ∈ C2(G,A) tenemos que
d2(f)(x, y, z) = x⇀f(y, z)− f(xy, z) + f(x, yz)− f(x, y),
entonces un 2-cociclo es una función f : G × G → A que satisface la condición de
2-cociclo:
f(x, y) + f(xy, z) = x⇀f(y, z) + f(x, yz).
ii) Supongamos que G = {e} es el grupo trivial. El grupo Gn = {(e, . . . , e)} es también
el grupo trivial, entonces f ∈ Cn(G,A) está completamente determinado por su valor
en (e, . . . , e), digamos f(e, . . . , e) = a ∈ A. Identificamos a f con a y obtenemos que
Cn(G,A) = A para todo n ≥ 0. Entonces, si f = a ∈ A,
dn(f)(e, . . . , e) = a+
n∑
i=1
(−1)ia+ (−1)n+1a =
{
0 si n es par,
a si n es impar.
Entonces dn = 0 si n es par y dn = 1 es la identidad si n es impar. Por lo tanto
H0(1, A) = AG = A,
Hn(1, A) = 0 para todo n ≥ 1.
La siguiente proposición la usaremos en la sección 3.2 para simplificar los cálculos. La
demostración de la misma será omitida, pues son necesarios algunos conceptos y resultados
de cohomología algebraica. Resultados que escapan a los objetivos de estos preliminares.
1.2.12 Proposición. Sea A un G-módulo a izquierda tal que G actúa trivialmente sobre
A. Entonces todo 2-cociclo es cohomólogo a un 2-cociclo f ∈ Z2(G,A) tal que
f(x, y) = −f(y−1, x−1) ∀x, y ∈ G. (1.6)
Demostración. Ver [Yam02, Remark, pag 88].
1.2.13 Nota. En particular, si A = k× son los elementos no nulos del cuerpo k yG actúa de
trivialmente sobre A, entonces todo 2-cociclo es cohomólogo a un 2-cociclo σ ∈ Z2(G, k×)
tal que
σ(x, x−1) = ±1 (∀x ∈ G). (1.7)
En el caso de la observación anterior, consideremos la función
ǫσ : G→ {1,−1}
x 7→ σ(x, x−1).
1.2.14 Lema. Sean G un grupo que actúa trivialmente sobre k× y σ ∈ Z2(G, k×) un
2-cociclo que satisface la condición (1.7). Entonces la función ǫσ es un homomorfismo de
grupos. Llamamos al homomorfismo ǫσ el signo del 2-cociclo σ.
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Demostración. Es evidente que ǫσ(x) = ǫσ(x−1) = ǫσ(x)−1, para todo x ∈ G. Para x, y ∈
G, la ecuación
σ(xy, y−1x−1)σ(x, y) = σ(y, y−1x−1)σ(x, x−1),
muestra que
ǫσ(xy)ǫσ(x) = σ(y
−1, x−1)σ(y, y−1x−1)
= σ(y, y−1)σ(e, x−1)
= ǫσ(y).
Entonces ǫσ es un homomorfismo como se quería demostrar.
1.3. Cohomología de Hochschild
El objetivo principal de esta sección es presentar ideas y conceptos básicos en cohomología
de Hochschild, como son los, homomorfismos cofrontera de Hochschild, n-cociclos de Hochs-
child, n-cobordes de Hochschild y n-ésimos grupos de cohomología de Hochschild. Usaremos
esta noción en la sección 3.2, como otra forma de escribir las condiciones de la función γ
(ver Lema 3.2.7) y asociar G-álgebras de Galois simples a datos (K,N, σ, γ), donde K es
un cuerpo, N es un subgrupo de G, σ es un 2-cociclo no degenerado y γ : G→ C1(N,K×)
es un 1-cociclo de Hochschild.
Como referencia para esta sección está el libro [Wei94].
Sean G un grupo y A un G-bimódulo. Como en la sección anterior consideremos el grupo
abeliano de la n-cadenas de G a valores en A, Cn(G,A).
1.3.1 Definición. Para n ≥ 0, el n-ésimo homomorfismo cofrontera de Hochschild
de Cn(G,A) a Cn+1(G,A) es la función determinada por la ecuación:
dˆn(f)(x1, x2, . . . , xn+1) = x1⇀f(x2, . . . , xn+1)
+
n∑
i=1
(−1)if(x1, . . . , xi−1, xixi+1, xi+2, . . . , xn+1)
+ (−1)n+1f(x1, . . . , xn)↼xn+1,
donde el producto xixi+1 ocupa la posición i en los valores que toma la función f .
De la definición tenemos que dˆn es un homomorfismo de grupos y dˆn(dˆn−1) = 0 para todo
n ≥ 1.
Tenemos entonces una sucesión ascendente de grupos abelianos
0→ C0(G,A)
dˆ0→ · · ·
dˆn−1
→ Cn(G,A)
dˆn→ Cn+1(G,A)
dˆn+1
→ · · ·
1.3.2 Definición.
i) Sea ZnH(G,A) = ker dˆn para n ≥ 0. Los elementos de Z
n
H(G,A) son llamados n-cociclos
de Hochschild.
ii) Sea BnH(G,A) = Im dˆn−1 para n ≥ 1 y sea B
0
H(G,A) = 0. Los elementos de B
n
H(G,A)
son llamados n-cobordes de Hochschild.
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1.3.3 Definición. Sea f ∈ ZnH(G,A) un n-cociclo de Hochschild. Si xi = e para algún
1 ≤ i ≤ n implica que f(x1, . . . , xi−1, e, xi+1, . . . , xn) = 0, decimos que f es un n-cociclo
normalizado de Hochschild.
Dado que dˆn(dˆn−1) = 0 para n ≥ 1, entonces Im dˆn−1⊆ ker dˆn. Es decir, BnH(G,A) es un
subgrupo de ZnH(G,A).
1.3.4 Definición. Sea A un G-bimódulo. El grupo cociente ZnH(G,A)/B
n
H (G,A) lo lla-
mamos el n-ésimo grupo de la cohomología de Hochschild de G con coeficientes
en A y lo denotamos por HnH(G,A), n ≥ 0.
1.3.5 Ejemplo.
i) Sean G un grupo y A un G-bimódulo. Para f = a ∈ A = C0(G,A) tenemos que
dˆ0(f)(x) = x⇀a− a↼x,
entonces ker dˆ0 es el conjunto AG = {a ∈ A|x⇀a = a↼x ∀x ∈ G}, es decir, Z0H(G,A) =
AG y por lo tanto
H0H(G,A) = A
G.
Para f ∈ C1(G,A) tenemos que
dˆ1(f)(x, y) = x⇀f(y)− f(xy) + f(x)↼y,
entonces un 1-cociclo de Hochschild es una función f : G→ A que satisface la condición
de 1-cociclo de Hochschild:
f(xy) = x⇀f(y) + f(x)↼y.
Para f ∈ C2(G,A) tenemos que
dˆ2(f)(x, y, z) = x⇀f(y, z)− f(xy, z) + f(x, yz)− f(x, y)↼z,
entonces un 2-cociclo de Hochschild es una función f : G × G → A que satisface la
condición de 2-cociclo de Hochschild:
f(x, y)↼z + f(xy, z) = x⇀f(y, z) + f(x, yz).
ii) Supongamos que G = {e} es el grupo trivial. Como en el Ejemplo 1.2.11 tenemos que
dˆn = 0 si n es par y dˆn = 1 es la identidad si n es impar. Por lo tanto
H0H(1, A) = A
G = A,
HnH(1, A) = 0 para todo n ≥ 1.
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1.4. Álgebras graduadas y G-álgebras
En esta sección presentamos algunas ideas y conceptos básicos en álgebras graduadas y
productos cruzados, esto es, álgebras de graduadas en la que cada componente homogénea
contiene un elemento invertible. Mostramos que los productos cruzados están en corres-
pondencia biunívoca con los sistemas (A,G, π, σ), donde A es un álgebra, G es un grupo,
π es una acción débil y σ es un 2-cociclo. Usaremos este resultado para mostrar que las
álgebras de Galois son álgebras de grupo torcidas (ver Sección 3.1).
Como referencia de la sección están, entre otros, el libro [NO04] y las notas [Mas97].
Denotamos por G un grupo con unidad e y por A un álgebra sobre k.
1.4.1 Definición. Decimos que
i) A es un álgebra graduada de tipo G o A está graduada por G, si existe una des-
composición A =
⊕
g∈GAg como espacio vectorial, tal que AgAh⊆Agh para cualesquiera
g, h ∈ G.
ii) Un álgebra graduada de tipo G es fuertemente graduada si AgAh = Agh para cua-
lesquiera g, h ∈ G.
iii) Para A y B álgebras graduadas del tipo G. Un morfismo de álgebras f : A→ B, es un
morfismo de álgebras graduadas si f(Ag)⊆Bg para todo g ∈ G.
Usamos la simplificación álgebra graduada para un álgebra graduada por G, cuando no
haya lugar a confusión sobre el grupo G en el cual llevamos la graduación. El subespacio Ag
de la definición es llamada la g-ésima componente homogénea del álgebra graduada
A.
1.4.2 Nota. Un álgebra graduada está fuertemente graduada si y sólo si para cualquier g
en G, tenemos que AgAg−1 = Ae. En efecto, si AgAg−1 = Ae, entonces para cualesquiera
g, h ∈ G
Agh ⊆ AghAe = AghAh−1Ah ⊆ AgAh,
luego Agh = AgAh.
Un ejemplo importante de álgebras graduadas son los productos cruzados.
1.4.3 Definición. Sea A un álgebra graduada por G. A es un G-producto cruzado, si
para cada g en G la g-ésima componente homogénea de A contiene un elemento invertible
ug.
Usamos la simplificación producto cruzado para un G-producto cruzado, cuando no haya
lugar a confusión sobre el grupo G.
1.4.4 Nota. Si A es un producto cruzado, entonces A está fuertemente graduada. En
efecto, si ug es un elemento invertible en la g-ésima componente homogénea de A, entonces
Ae = (Aeu
−1
g )ug ⊆Ag−1Ag.
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1.4.5 Definición. Una acción a izquierda del grupo G sobre el álgebra A, es un homomor-
fismo del grupo G al grupo Aut(A) de automorfismos de álgebras de A. Equivalentemente,
decimos que la función
G×A→ A
(g, a) 7→ g⇀a
es una acción a izquierda de G sobre A si para cualesquiera a, b ∈ A y g, h ∈ G tenemos
que:
i) La función
A→ A
a 7→ g⇀a,
es una transformación lineal para cada g ∈ G.
ii) e⇀a = a,
iii) (gh)⇀a = g⇀(h⇀a),
iv) g⇀(ab) = (g⇀a)(g⇀b),
v) g⇀ 1 = 1.
Un álgebra A sobre la cual G actúa es llamada una G-álgebra. Un morfismo de álgebras
f : A→ B, entre las G-álgebras A y B, es un morfismo de G-álgebras si
f(g⇀a) = g⇀f(a) para todo g ∈ G y a ∈ A.
A continuación presentamos una caracterización de los productos cruzados por medio de
una “acción débil” y un “2-cociclo”.
1.4.6 Definición. Llamamos a (A,G, π, σ) un sistema cruzado si A es un álgebra, G
es un grupo, π : G → Aut(A) y σ : G × G → A× son, respectivamente, una función de
G al grupo de los automorfismos del álgebra A y una función de G × G al grupo A× de
las unidades de A, tales que para cualesquiera x, y, z ∈ G y a ∈ A satisfacen las siguientes
condiciones:
i) (ay)x = σ(x, y)axyσ(x, y)−1,
ii) σ(y, z)xσ(x, yz) = σ(x, y)σ(xy, z),
iii) σ(x, e) = σ(e, x) = 1,
donde hemos denotado a π(x)(a) = ax. La función π es llamada una acción débil de G
sobre A y la función σ es llamado un 2-cociclo1.
1Si el grupo A× es abeliano, entonces las dos nociones de 2-cociclo (Definiciones 1.2.8 y 1.4.6) coinciden.
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1.4.7 Nota. Si σ es trivial, entonces por la condición i) para x = y = e la ecuación
(ae)e = ae, (a ∈ A)
implica que π(e) ◦ π(e) = π(e), entonces π(e) = idA, es decir, π es un homomorfismos de
grupos o π es una acción de G sobre A, y denotamos a ag por g⇀a. Las condiciones iii)
y iv) en la definición anterior son llamadas la ecuación de cociclo y la condición de
normalidad, respectivamente. Denotamos como es usual por Z2(G,A×) al conjunto de
los 2-cociclos de G en A×.
Ahora cada sistema cruzado determina un álgebra como se muestra a continuación.
Sea (A,G, π, σ) un sistema cruzado. Consideremos el espacio vectorial
⊕
g∈GAug de las
k-combinaciones lineales aug, que satisfacen las relaciones
(a+ b)ug = aug + bug,
α(aug) = (αa)ug,
para cualesquiera a, b ∈ A, g ∈ G y α ∈ k. La ecuación
(aug)(buh) = ab
gσ(g, h)ugh (1.8)
provee a este espacio de un producto con unidad ue. Denotamos por A#σG a este espacio
vectorial con producto dado en (1.8).
1.4.8 Proposición. A#σG es un álgebra.
Demostración. Sean a, b, c ∈ A y x, y, z ∈ G, la sucesión de igualdades
(aux)[(buy)(cuz)]
= (aux)[bc
yσ(y, z)uyz ]
= a(bcyσ(y, z))xσ(x, yz)uxyz
= abx(cy)xσ(y, z)xσ(x, yz)uxyz
= abx(cy)xσ(x, y)σ(xy, z)uxyz (ecuación de cociclo)
= abxσ(x, y)cyxσ(xy, z)uxyz (por ii en 1.4.6)
= (abxσ(x, y)uxy)cuz
= [(aux)(buy)]cuz
demuestran la asociatividad del producto dado en (1.8).
1.4.9 Proposición. A es un G-producto cruzado si y sólo si existe un sistema cruzado
(Aˆ,G, π, σ) tal que
A ≃ Aˆ#σG,
como álgebras.
Demostración. Sea (Aˆ,G, π, σ) un sistema cruzado. Veamos que Aˆ#σG es un G-producto
cruzado. Es evidente que para cada g en G, las g-ésimas componentes homogéneas Ag =
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Aug de A#σG cumplen la propiedad AgAh = Agh, y cada componente Aug contiene un
elemento invertible ug, con inverso
(ug)
−1 = (σ(g−1, g))−1ug−1 .
En efecto, por la condición de cociclo tenemos que
σ(g−1, g)gσ(g, e) = σ(g, g−1)σ(e, g),
esto es,
σ(g−1, g)g = σ(g, g−1).
Entonces
ug(σ(g
−1, g))−1ug−1 = (σ(g
−1, g)g)−1σ(g, g−1)ue
= (σ(g−1, g)g)−1σ(g, g−1)ue
= ue.
Análogamente obtenemos (σ(g−1, g))−1ug−1ug = ue.
Recíprocamente, sea A =
⊕
g∈GAg un álgebra graduada que posee un elemento invertible
ug en cada componente Ag. La componente Ae es naturalmente un álgebra. Consideremos
las funciones π : G→ Aut(Ae) y σ : G×G→ A×e , definidas, respectivamente, por
π(x)(aˆ) = aˆx = uxaˆu
−1
x ,
σ(x, y) = uxuyu
−1
xy .
Veamos que (Ae, G, π, σ) es un sistema cruzado: sean x, y, z ∈ G y aˆ ∈ Ae, entonces la
sucesión de igualdades
(aˆy)x = ux(uyaˆu
−1
y )u
−1
x
= σ(x, y)uxyaˆu
−1
xy σ(x, y)
−1
= σ(x, y)aˆxyσ(x, y)−1
muestran que π es una acción débil de G sobre Ae. Del mismo modo la sucesión de igual-
dades
σ(y, z)xσ(x, yz) = uxuyuzu
−1
xyz
= uxuyu
−1
xy uxyuzu
−1
xyz
= σ(x, y)σ(xy, z)
muestran que σ es un 2-cociclo. Ahora
Ag = (Agu
−1
g )ug ⊆Aeug ⊆Ag,
entonces Ag = Aeug y así A =
⊕
g∈GAeug. Por último para aˆ, bˆ ∈ Ae y x, y ∈ G tenemos
que
(aˆux)(bˆuy) = aˆ(uxbˆu
−1
x )(uxuyu
−1
xy )uxy = aˆbˆ
xσ(x, y)uxy,
por lo tanto A es isomorfa al álgebra Ae#σG.
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1.4.10 Nota. Si A es un álgebra conmutativa, la acción débil π : G → Aut(A) es en
realidad una acción de G sobre A.
Nos interesa ahora saber cuando dos sistemas cruzados (A,G, π, σ) y (A,G, π, σ′) generan
en esencia un mismo producto cruzado. Para esto tenemos la siguiente definición tomada
de [Mas97].
1.4.11 Definición. Sean G un grupo y A una G-álgebra conmutativa. Decimos que los
G-productos cruzados A#σG y A#σ′G son equivalentes si existe un isomorfismo f :
A#σG→ A#σ′G de G-álgebras graduadas que preserva cada elemento en A, esto es, si el
siguiente diagrama
A A
A#σG A#σ′G
?
-ff
?
-
f
(1.9)
conmuta. Denotamos por E(A,G, π) al conjunto de las clases de equivalencia deG-productos
cruzados sobre A con acción π.
La siguiente proposición es un ejercicio propuesto en [Mas97, Proposition 1.9].
1.4.12 Proposición. Sean G un grupo y A una G-álgebra conmutativa. La función σ 7→
A#σG induce una biyección entre
H2(G,A×) ≃ E(A,G, π),
donde H2(G,A×) es el segundo grupo de cohomología normalizada de G a valores en A×.
Demostración. Supongamos que σ y σ′ están en la misma clase de cohomología, entonces
existe una función ν : G→ A×, con ν(e) = 1, tal que
σ(x, y) = [x⇀ν(y)ν(xy)−1ν(x)]σ′(x, y).
Consideremos la transformación lineal
κ : A#σG→ A#σ′G
aux 7→ aν(x)u
′
x,
donde u′x es un elemento invertible en la x-ésima componente homogénea de A#σ′G. Deja-
mos al lector la verificación que κ es un isomorfismo lineal. Veamos que κ es un isomorfismo
de álgebras: sean a, b ∈ A y x, y ∈ G,
κ(aux)(buy) = κ(a(x⇀ b)σ(x, y)uxy)
= a(x⇀b)σ(x, y)ν(xy)u′xy
= a(x⇀bν(y))ν(x)σ′(x, y)u′xy
= (aν(x)u′x)(bν(y)u
′
y)
= κ(aux)κ(buy).
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Entonces, evidentemente, κ es un isomorfismo de G-álgebras graduadas que deja fijo los
elementos de Ae. Por lo tanto la función σ 7→ A#σG está bien definida.
Recíprocamente, supongamos que existe un isomorfismo f : A#σG → A#σ′G tal que
el diagrama (1.9) conmuta. Consideremos la función ν : G → A×, definida por ν(x) =
f(ux)u
′−1
x , donde u
′
x es un elemento invertible en la x-ésima componente homogénea de
A#σ′G. Ahora, para x, y ∈ G,
d0(ν)(x, y) = [x⇀f(uy)(u
′
x)
−1]f(uxy)
−1(u′xy)f(ux)(u
′
x)
−1
= [x⇀f(uy)][x⇀(u
′
x)
−1]f(uxy)
−1(u′xy)f(ux)(u
′
x)
−1
= [u′xf(uy)(u
′
x)
−1][u′x(u
′
x)
−1(u′x)
−1]f(uxy)
−1(u′xy)f(ux)(u
′
x)
−1
= f(uyu
−1
xy ux)(u
′
x(u
′
xy)
−1u′y)
−1
= f(σ(x, y))(σ′(x, y))−1
= σ(x, y)(σ′(x, y))−1.
Entonces σ = d0(ν)σ′, es decir, σ y σ′ son 2-cociclos cohomólogos.
1.4.13 Notación. Sea (A,G, π, σ) un sistema cruzado. Entonces
i) El álgebra A#σG es llamada el producto cruzado de G sobre A determinada por
π y σ.
ii) Si σ es trivial, llamamos al álgebra A#σG el producto semidirecto de G sobre A
y lo denotamos por A⋊G.
iii) Si π es trivial, llamamos al álgebra A#σG el álgebra de grupo torcida de G sobre
A y lo denotamos por AσG.
iv) Si π y σ son ambas triviales, llamamos al álgebra A#σG el álgebra de grupo de
G sobre A y lo denotamos por AG.
v) Usamos la notación aug para los elementos en el producto cruzado, el producto
semidirecto, el álgebra de grupo torcida y el álgebra de grupo, siempre que no haya
lugar a confusión. En caso de confusión escribimos a#g.
1.4.14 Nota. Quisimos establecer una coherencia en las notaciones de los capítulos 2 y
3 con las notaciones de los capítulos 4 y 5, donde el producto cruzado está definido con
respecto a un álgebra de Hopf (ver Definición 4.2.6). Es por esta razón que adoptamos
la notación A#σG tomada de [DNR01, Definition 6.1.9], para referirnos a un producto
cruzado del grupo G sobre un álgebra A. En el caso que el 2-cociclo σ sea trivial, seguimos
la notación clásica A ⋊ G de [Mas97, Remark 1.4]. Las notaciones AσG y AG, son las
usuales en la literatura para referirse a el álgebra de grupo torcida y a el álgebra de grupo
(ver [NO04, Section 4.1]).
1.5. Álgebras simples centrales
El objetivo principal de esta sección es presentar de manera sucinta algunas ideas y con-
ceptos básicos de la teoría de álgebras simples. Los teoremas clásicos que presentamos son:
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el Teorema de Wedderburn, el Lema de densidad de Jacobson y el Lema de Schur. Estos
resultados son fundamentales como veremos en los capítulos 2 y 3.
Como referencia para esta sección están los libros [GS06, Lor08].
Asumimos que las álgebras a considerar son de dimensión finita sobre el cuerpo k. Re-
cordemos que un álgebra A es simple si no posee ideales bilaterales más que 0 y A. Un
álgebra sobre k simple es central si su centro coincide con k. En este caso decimos que A
es un álgebra simple central sobre k.
Algunos ejemplos básicos de álgebras simples centrales:
1.5.1 Ejemplo.
i) Un álgebra de división D, es evidentemente un álgebra simple. Su centro Z(D) es un
cuerpo, por lo tanto D es un álgebra simple y central sobre su centro.
ii) Si D es un álgebra de división sobre k, el álgebra Mn(D) de matrices de tamaño n× n
sobre D es simple para todo n ≥ 1. En efecto, sean M una matriz no nula en Mn(D)
y 〈M〉 el ideal bilateral generado por M . Consideremos las matrices Eij que tiene un
1 en la j-ésima componente de la i-ésima fila y cero en el resto. Ahora cada elemento
de Mn(D) es una combinación D-lineal de las matrices Eij, entonces para mostrar que
〈M〉 = Mn(D) es suficiente con mostrar que Eij está en 〈M〉 para todo i, j. Pero la
relación EkiEijEjl = Ekl nos muestra que si Eij está enMn(D) para algunos i, j, entonces
Eij está en Mn(D) para todos los i, j en {1, ..., n}. Escojamos un elemento m ∈ D no
nulo de la j-ésima componente de la i-ésima fila de la matriz no nula M . Entonces
m−1EiiMEjj = Eij, y obtenemos el resultado deseado.
Ahora evidentemente el centro de Mn(D) contiene solamente múltiplos escalares de la
matriz identidad, esto es, Z(Mn(D)) = Z(D)In. Por lo tantoMn(D) es un álgebra simple
y central sobre Z(D).
1.5.2 Lema (Lema de Schur). Sea A un álgebra y sean M y N A-módulos.
i) Si M es simple, toda transformación f no nula en HomA(M,N) es inyectiva. Si N
es simple, toda transformación f no nula en HomA(M,N) es sobreyectiva.
ii) Si M y N son simples, M ≃ N ó HomA(M,N) = 0
iii) Si M es simple, EndA(M) es un álgebra de división.
Demostración.
i) Sea f un homomorfismo no nulo en HomA(M,N). El núcleo y la imagen de f son
submódulos de M y N , respectivamente. Entonces el núcleo de f es distinto de M y
la imagen de f es distinto del módulo nulo. Si M es simple, el núcleo de f es igual al
submódulo nulo y si N es simple, la imagen de f coincide con N .
ii) Se sigue de (i) que cualquier homomorfismo f no nulo en HomA(M,N) es un isomor-
fismo.
iii) Si M es simple, todo f ∈ EndA(M) no nulo es un isomorfismo y por tanto tiene un
inverso a derecha e izquierda en EndA(M).
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1.5.3 Nota. Sean A un álgebra,M un A-módulo y C = EndA(M) su álgebra de endomor-
fismos. Para h ∈ C y x ∈ M , M tiene naturalmente estructura de C-módulo con acción
h ·x = h(x). Consideremos el homomorfismo natural A→ EndC M que envía un elemento
a de A en el endomorfismo x 7→ a · x. Sean h ∈ C, a ∈ A y x ∈M , la ecuación
h · (a · x) = h(a · x) = a · h(x) = a · (h · x),
demuestra que el homomorfismo natural es en efecto un C-homomorfismo.
A continuación presentamos el Teorema de densidad de Jacobson, el cual lo podemos
considerar como una generalización del Teorema de Wedderburn 1.5.5.
1.5.4 Lema (Teorema de Densidad de Jacobson). Sean A un álgebra, M un A-módulo
semisimple y C = EndA(M) su álgebra de endomorfismos. Consideremos el homomorfismo
natural de la Nota 1.5.3
A→ EndC(M). (1.10)
La imagen de A bajo (1.10) es densa en el siguiente sentido: dado f ∈ EndC(M) y una
cantidad finita de elementos x1, x2, . . . , xn en M , existe necesariamente un elemento a en
A tal que
f(xi) = axi para todo 1 ≤ i ≤ n.
Si M es finitamente generado como un C-módulo, entonces (1.10) es, de hecho, sobreyec-
tivo.
Demostración. Consideremos el A-módulo Mn = M×· · ·×M (n veces) y x = (x1, . . . , xn)
un elemento en Mn. El A-módulo Mn es semisimple dado que M lo es, luego Ax es un
sumando directo de Mn. Sea p : Mn →Mn una proyección sobre Ax. Entonces p está en
C ′ = EndA(M
n). Veamos a f como un endomorfismo de Mn, esto es,
f(y) = (f(y1), . . . , f(yn)) para y = (y1, . . . , yn) ∈M
n.
Por [Lor08, F4, pag 131] f es un C ′-homomorfismo de Mn, entonces fp = pf . Así, fx =
fpx = pfx ∈ Ax, entonces existe un elemento a en A tal que
fx = ax,
como queríamos demostrar.
A continuación enunciamos el bello Teorema de Wedderburn para álgebras simples, re-
sultado muy importante en nuestro trabajo. En la Observación 1.5.6 destacamos algunos
puntos de la demostración, la cual no realizamos por lo extensa que puede llegar a ser.
1.5.5 Teorema (Wedderburn). Sea A un álgebra simple y central de dimensión finita
sobre k. Entonces existen un entero n ≥ 1 y un álgebra de división D ⊇ k tal que A es
isomorfo al álgebra de matricesMn(D). Además, el álgebra de división D está unívocamente
determinado salvo isomorfismos.
Demostración. Ver [GS06, Theorem 2.1.3].
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1.5.6 Nota. Destacamos unos puntos importantes en la construcción del álgebra de divi-
sión D y el entero n en la demostración del Teorema de Wedderburn:
Sea L un ideal a izquierda simple del álgebra simple A.
• Por el Lema (1.5.2) de Schur, D = EndA(L) es un álgebra de división.
• n = dimD(L).
• A ≃ EndD(L) ≃Mn(D).
1.5.7 Corolario. Sea k un cuerpo algebraicamente cerrado. Entonces toda álgebra simple
y central de dimensión finita sobre k es isomorfa al álgebra de matrices Mn(k) para algún
n ≥ 1.
Demostración. Por el Teorema de Wedderburn es suficiente mostrar que no existe otra
álgebra de dimensión finita D ⊇ k más que el propio cuerpo k. Para esto, sea d un elemento
de D que no está en k. Como D es de dimensión finita sobre k, las potencias {1, d, d2, . . .}
son linealmente dependientes, entonces existe un polinomio f ∈ k[x] tal que f(d) = 0. Como
el álgebra D es de división podemos asumir que el polinomio f es irreducible. Consideremos
el homomorfismo evaluación φd : k[x]/〈f〉 → D, definido por φd(p) = p(d). Entonces el
cuerpo k(d) = k[x]/〈f〉 es una k-subálgebra de D. Pero k es algebraicamente cerrado,
entonces k(d) ≃ k, lo cual es contradictorio a la suposición d ∈ D r k.
El radical de Jacobson del álgebra A, denotado J(A), es definido como la intersección
de todos los ideales a izquierda maximales de A o, equivalentemente, J(A) es la inter-
sección de todos los ideales a derecha maximales de A. A continuación consideramos una
caracterización del radical de Jacobson cuya demostración escapa a los objetivos de estos
preliminares.
1.5.8 Lema. Sea A un álgebra con unidad 1, entonces
J(A) = {x ∈ A| para cada a ∈ A existe u ∈ A tal que (1− xa)u = 1}.
Demostración. Ver [AM92, Theorem 15.3, pág 166] .
1.5.9 Definición. Sea A un álgebra de dimensión finita. Decimos que A es un álgebra
semisimple si J(A) = 0.
Ahora presentamos una versión para álgebras semisimples del Teorema de Wedderburn
(1.5.5). La demostración es omitida por las mismas razones por las cuales omitimos la
demostración del Teorema de Wedderburn para álgebras simples.
1.5.10 Teorema. Un álgebra A es semisimple si y sólo si
A ≃Mr1(D1)×Mr2(D2)× · · · ×Mrn(Dn),
donde los Di son álgebras de división. El entero n ≥ 1 del número de factores, la clase de
isomorfismos de los Di, así como los enteros ri, están unívocamente determinados.
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Demostración. Ver [Lor08, Theorem 4] página 157.
1.5.11 Nota. En la situación del Teorema 1.5.10, tenemos que el centro de A está dado
por
Z(A) ≃ Z(Mr1(D1))× · · · × Z(Mrn(Dn)) ≃ Z(D1)× · · · × Z(Dn).
Como lo podemos ver en [Lor08, F5, pág 154].
1.6. Álgebras de grupo torcidas simples
El objetivo principal de esta sección es presentar algunos resultados que involucran álgebras
de grupo torcidas simples. Un resultado clásico que presentamos es el Teorema de Maschke
para álgebras de grupo torcidas, también mostramos que si la característica de k no divide al
orden de G y σ es un 2-cociclo no degenerado, entonces el álgebra kσG es un álgebra simple
y central sobre k (Proposición 1.6.5). Usaremos este último resultado para la construcción
de un álgebra simple central a partir de un dato (Proposición 3.2.10).
Como referencia de la sección está el libro [Kar85] y el artículo [Dav01].
Consideramos a (k,G, π, σ) un sistema cruzado, donde G es un grupo finito y π es una
acción débil trivial. Además consideramos a kσG el álgebra de grupo torcida definido en
1.4.13.
A continuación presentamos una versión para álgebras de grupo torcida del Teorema de
Maschke. La demostración será omitida por lo extensa de la misma.
1.6.1 Teorema (Maschke). Si la característica de k no divide al orden de G, entonces el
álgebra de grupo torcida kσG es semisimple.
Demostración. Ver [Kar85, 2.10 Theorem].
Para x ∈ G, consideremos el homomorfismo
σx : CG(x) −→ k
× (1.11)
t 7−→
σ(x, t)
σ(t, x)
,
donde CG(x) es el subgrupo centralizador del elemento x en G.
1.6.2 Definición. Un 2-cociclo σ ∈ Z2(G, k×) es no degenerado si para cualquier x ∈ G,
el homomorfismo σx es no trivial.
El siguiente lema toma ideas de [Dav01, Lemma 3.4].
1.6.3 Lema. La dimensión del centro del álgebra kσG es igual al número de clases de
conjugación del grupo G para el cual el homomorfismo (1.11) es trivial.
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Demostración. Sea z =
∑
g∈G z(g)ug , donde z(g) ∈ k, un elemento en el álgebra de grupo
torcida. El elemento z está en el centro de kσG si y sólo si
zut = utz ∀t ∈ G.
Consideremos
zut =
∑
g∈G
(z(g)ug)ut
=
∑
g∈G
z(g)σ(g, t)ugt (1.12)
utz =
∑
g∈G
ut(z(g)ug)
=
∑
g∈G
z(g)σ(t, g)utg (1.13)
Comparando los coeficientes de ugt en las expresiones (1.12) y (1.13) obtenemos las ecua-
ciones
z(t−1gt)σ(t, t−1gt) = z(g)σ(g, t), ∀t, g ∈ G, (1.14)
que equivalen a condiciones suficientes y necesarias para que z pertenezca al centro del
álgebra de grupo torcida. Sea g un elemento en G para el cual el homomorfismo σg dado
en (1.11) es trivial. El elemento
zg =
∑
t∈G/CG(g)
σ(t, g)
σ(t−1gt, t)
utgt−1
pertenece al centro de kσG y no depende (salvo la multiplicación de una constante no
nula) de la elección de g en su clase de conjugación. Entonces, la condición (1.14) implica
que z(g) = 0 para cualquier g para el cual el homomorfismo σg es no trivial. Por lo tanto,
cualquier elemento del centro de kσG es una combinación lineal de los elementos zg, para los
g representantes de las clases de conjugación tales que el homomorfismo σg es trivial.
Inmediatamente obtenemos que:
1.6.4 Corolario. Un 2-cociclo σ es no degenerado si y sólo si la dimensión sobre k del
centro de kσG es igual a 1.
1.6.5 Proposición. Sean G un grupo finito y σ ∈ Z2(G, k×) un 2-cociclo. Si la caracte-
rística de k no divide al orden de G y σ es un 2-cociclo no degenerado, entonces el álgebra
kσG es un álgebra simple y central sobre k.
Demostración. Supongamos que char(k) . |G|, entonces por el Teorema de Maschke 1.6.1,
kσG es un álgebra semisimple. Además si σ es no degenerado por el Corolario 1.6.4, el
centro del álgebra torcida es de dimensión 1, es decir, coincide con el cuerpo k. Por lo
tanto kσG es simple y central sobre k.
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1.6.1. Ejemplos de álgebras de grupo torcidas simples
En esta subsección nos referimos a los trabajos hechos por Aljadeff, Haile y Natapov en
[AHN05, Nat07b], para presentar algunos ejemplos de álgebras de grupo torcidas kσG
simples. Suponemos que kσG es un álgebra de división. En este caso el papel del grupo
finito G es fundamental.
Consideremos la siguiente lista de p-grupos:
1. G es abeliano de tipo simétrico, esto es G ≃
∏
i(Zpni × Zpni ),
2. G ≃ G1 ×G2, donde G1 = Zpn ⋊Zpn = gen{a, b|ap
n
= bp
n
= 1 y aba−1 = bp
s+1, 1 ≤
s < n y 1 6= s si p = 2}, y G2 es un grupo abeliano de tipo simétrico de exponente
menor o igual a ps,
3. G ≃ G1 × G2, donde G1 = Z2n+1 ⋊(Z2n × Z2) y G2 es un grupo abeliano de tipo
simétrico de exponente menor o igual a 2.
Decimos que G está en la lista Λ si G es de la forma 1, 2 o 3.
El siguiente teorema es el resultado principal del artículo [Nat07b] y caracteriza las álgebras
de grupo torcidas que son a su vez álgebras de división.
1.6.6 Teorema. Sea G un grupo finito. Entonces existe un cuerpo k y una clase de coho-
mología σ ∈ H2(G, k×) tal que el álgebra de grupo torcida kσG es un álgebra de división
central sobre k si y sólo si G es nilpotente y todos los p-subgrupos de Sylow de G están en
la lista Λ.
Demostración. Ver [Nat07b, Theorem 3]
1.6.7 Nota. Sean σ un 2-cociclo y G un grupo nilpotente tal que todos sus p-subgrupos
de Sylow están en la lista Λ. Por el Teorema 1.6.6, existe un cuerpo k tal que el álgebra
de grupo torcida kσN es un álgebra de división central sobre k. Entonces por el corolario
1.6.4 σ es un 2-cociclo no degenerado.
CAPÍTULO 2
Álgebras de Galois
El objetivo principal de este capítulo es demostrar que toda G-álgebra de Galois es isomorfa
como G-álgebra, al álgebra inducida de una S-álgebra simple, donde S es un subgrupo de
G (ver Teorema 2.3.4). Este resultado nos permite reducir el problema de clasificar las
álgebras de Galois a clasificar las álgebras de Galois simples (ver Capítulo 3).
A continuación presentamos por secciones, el contenido del capítulo y las conexiones que
el mismo tiene con el resto del escrito.
• 2.1 Álgebras de Galois: Presentamos la noción de álgebra de Galois y demostramos una
primera caracterización mediante ideales G-invariantes y el álgebra de invariantes (ver
Proposición 2.1.10). Usaremos este resultado de manera técnica en algunas demostra-
ciones expuestas en el escrito (ver, por ejemplo, Corolario 2.3.2).
• 2.2 Álgebras imprimitivas y álgebras inducidas: Presentamos la noción de álgebra impri-
mitiva y de la noción de álgebra inducida. Usaremos estas nociones como herramienta
principal en la clasificación de las álgebras de Galois.
• 2.3 Álgebras de Galois asociada a un álgebra inducida: En esta sección se establece el
objetivo principal de este capítulo. Usaremos estos resultados para clasificar las álgebras
de Galois.
En este capítulo la mayoría de los resultados son ideas originales del autor y su orientador.
Es por ello que no se cita un artículo o libro en especifico, salvo para algunas partes de la
sección 2.1, donde podemos citar el artículo de Davydov [Dav01].
2.1. Álgebras de Galois
En esta sección presentamos el concepto de G-álgebra de Galois sobre k, el cual generaliza
la noción clásica de extensión de Galois en teoría de cuerpos (ver Ejemplo 2.1.7).
Como referencia para esta sección está el artículo [Dav01].
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Suponemos a lo largo de la sección y del capítulo que (A,G, π, σ) es un sistema cruzado,
donde G es un grupo finito con unidad e, σ es un 2-cociclo trivial y A es una G-álgebra
no nula de dimensión finita sobre k. La acción π(g)(a) la denotamos por g⇀a.
2.1.1 Definición.
i) Un ideal J de A es G-invariante si
g⇀x ∈ J para todo x ∈ J, g ∈ G.
ii) El conjunto AG = {a ∈ A|g⇀a = a,∀g ∈ G} es una subálgebra de A, la cual llamamos
el álgebra de invariantes de A por la acción de G.
El producto semidirecto A⋊G de G sobre A, definido en 1.4.13, es el álgebra A =⊕
g∈GAug, con multiplicación
(aug)(buh) = a(g⇀b)ugh (a, b ∈ A, g, h ∈ G)
y unidad ue. Consideremos la transformación
θ : A⋊G→ End(A) (2.1)
aug 7→ θaug = [b 7→ a(g⇀b)],
del producto semidirecto al álgebra de endomorfismos lineales de A.
2.1.2 Lema. La transformación θ es un homomorfismo de anillos. Entonces A tiene es-
tructura de A⋊G-módulo a través de θ.
Demostración. Sea a ∈ A, la ecuación θue(a) = 1(e⇀a) = a muestra que θue = IdA.
Ahora sean a, b, c ∈ A y g, h ∈ G, la sucesión de igualdades
θ(aug)(buh)(c) = θa(g⇀ b)ugh(c)
= a(g⇀b)(gh⇀ c)
= a(g⇀b)(g⇀(h⇀c))
= a(g⇀b(h⇀c))
= θ(aug)b(h⇀c)
= θ(aug) ◦ θ(buh)(c)
muestran que θ(aug)(buh) = θ(aug) ◦ θ(buh). Entonces θ es un homomorfismo de anillos, como
se quería demostrar.
2.1.3 Lema. Con las hipótesis del lema anterior, tenemos que
θ(A⋊G)⊆EndAG(A),
donde A es un AG-módulo a derecha con la multiplicación de A.
Demostración. La ecuación
θxug(y · b) = x(g⇀yb) = x(g⇀y)b = θxug(y) · b,
implica que θxug ∈ EndB(A) para cualquier x, y ∈ A, b ∈ A
G y g ∈ G.
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Entonces A tiene estructura de A⋊G-módulo a izquierda, con acción aug · b = a(g⇀b) y
sea D = EndA⋊G(A) su álgebra de endomorfismos. Por la Nota 1.5.3, A tiene estructura
de D-módulo. Veamos que
2.1.4 Lema. Las álgebras EndD(A) y EndAG(A) coinciden.
Demostración. En efecto, sean τ ∈ EndD(A), a ∈ A y b ∈ AG. La transformación fb :
A → A definida por fb(a) = ab, es un A⋊G-morfismo de módulos, es decir, fb ∈ D para
b ∈ AG. Entonces la sucesión de ecuaciones
τ(a · b) = τ(fb · a) = fb · τ(a) = τ(a) · b
muestran que τ es un AG-morfismo de módulos, es decir, τ ∈ EndAG(A).
Recíprocamente, sean τ ∈ EndAG(A), f ∈ D y a ∈ A. Evidentemente, f(1) = f(g⇀ 1) =
g⇀f(1) está en AG. Entonces la sucesión de ecuaciones
τ(f · a) = τ(f(a)) = τ(a · f(1)) = τ(a) · f(1) = f · τ(a)
muestran que τ es un D-morfismo de módulos, es decir, τ ∈ EndD(A).
2.1.5 Definición. Sea A una G-álgebra con B = AG, decimos que la extensión B⊆A es
de Galois si el homomorfismo
θ : A⋊G→ EndB(A)
es un isomorfismo.
2.1.6 Definición (Álgebra de Galois). Sea A una G-álgebra sobre k, decimos que A es
una G-álgebra de Galois sobre k si AG = k y A es una extensión de Galois.
Un ejemplo de álgebras de Galois son las extensiones Galois para cuerpos. Para su demos-
tración tomamos ideas de Montgomery en [Mon93].
2.1.7 Ejemplo. SeanK un cuerpo, G⊆Aut(K) un grupo finito y k = KG el cuerpo fijo de
K sobre G. Entonces K ⊇ k es una extensión de Galois con grupo de Galois G = Gal(K/k)
si y sólo si K es una G-álgebra de Galois sobre k.
Demostración. Supongamos que K ⊇ k es una extensión de Galois. Evidentemente K es
una G-álgebra con acción natural
G×K → K
(g, α) → g(α).
Consideremos el homomorfismo de anillos
θ : K ⋊G→ Endk(K); θ(αug)(β) = αg(β).
Por [Mon80, Theorem 2.3, pag 20] el producto semidirecto K ⋊G es un álgebra simple.
Entonces por el Lema de Schur 1.5.2, θ es inyectiva. Además,
dimk(K ⋊G) = [K : k]|G| = [K : k]
2 = dimk(Endk(K)), (2.2)
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por ser K ⊇ k una extensión de Galois. Por lo tanto θ es un isomorfismo de álgebras, como
se quería demostrar.
Recíprocamente, supongamos que K es una G-álgebra de Galois sobre k. Entonces por la
Ecuación (2.2) [K : k] = |G| y esto a su vez implica que K es una extensión de Galois de
k con grupo de Galois G (ver [DNR01, Example 6.4.3, pag 255]).
2.1.8 Definición. Sean A y B dosG-álgebras sobre k, decimos que la transformación lineal
f : A → B es un homomorfismo de G-álgebras de Galois si f es un homomorfismo
de G álgebras.
2.1.9 Lema. Sea f : A→ B un isomorfismo de G-álgebras. Entonces A es una G-álgebra
de Galois sobre k si y sólo si B es una G-álgebra de Galois.
A continuación presentamos una caracterización de las G-álgebras de Galois sobre k un
cuerpo arbitrario; usando ideales G-invariantes y una condición fundamental sobre el álge-
bra AG de invariantes.
2.1.10 Proposición. Sea A una G-álgebra sobre k. Entonces, A es de Galois si y sólo si
A satisface las siguientes condiciones:
i) La dimensión de A sobre k coincide con el orden de G.
ii) A no posee ideales a izquierda G-invariantes no triviales.
iii) AG = k.
Demostración. Supongamos que A una G-álgebra de Galois sobre k.
i) La ecuación
dimk(A)|G| = dimk(A⋊G) = dimk(Endk(A)) = (dimk(A))
2,
muestra que la dimensión de A es igual al orden de G.
ii) Sea J un ideal a izquierda G-invariante de A. La condición sobre J implica que
θ(A⋊G)(J)⊆ J y dado que θ(A⋊G) = End(A), por ser θ un isomorfismo, obtenemos
que J es invariante bajo todos los endomorfismos lineales de A. Supongamos que J es no
nulo y consideremos x ∈ J , x 6= 0. Entonces, existe τ ∈ End(A) tal que τ(x) = 1 ∈ J . Por
lo tanto J = A, esto es, J es un ideal trivial de A.
Recíprocamente, supongamos que A cumple las tres condiciones del teorema. Consideremos
el álgebra A como un A⋊G-módulo a izquierda con morfismo estructura θ. La condición
(i) implica que A es un A⋊G-módulo simple (y artiniano, es decir, semisimple). Si D =
EndA⋊G(A) y EndD(A) = EndAG(A) (ver Lema 2.1.4), entonces aplicando el Teorema de
densidad de Jacobson (1.5.4) para A y EndD(A) tenemos que el homomorfismo natural
θ : A⋊G→ EndD(A) = EndAG(A) = Endk(A)
es sobreyectivo. Ahora la ecuación
dimk(ker θ) = dimk(A⋊G)− dimk(Endk(A)) = |G|
2 − |G|2 = 0,
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implica que el homomorfismo θ es un inyectivo. Por lo tanto θ es un isomorfismo, es decir,
A es una G-álgebra de Galois sobre el cuerpo k.
La condición impuesta sobre el álgebra de invariantes no es necesaria si k es un cuerpo
algebraicamente cerrado, ya que cualquier álgebra de división D ⊇ k coincide con k (ver
[GS06, Corollary 2.1.7]). Es por ello que Davydov en [Dav01, Proposition 3.1, pag 280]
no lo tiene en cuenta. Pero en nuestro caso es absolutamente necesario como se muestra a
continuación.
2.1.11 Nota. Mostremos que la condición AG = k en la Proposición (2.1.10) es necesaria.
Sean k un cuerpo que no sea algebraicamente cerrado, K una extensión finita de k; de
dimensión [K : k] = n > 1, y G = Zn el grupo de los enteros módulo n que actúa
trivialmente sobre K, es decir, KG = K 6= k. Entonces, si K es una G-álgebra de Galois
sobre k, el homomorfismo de anillos
θ : K⋊G→ Endk(K)
αug 7→ θαug = [β 7→ αβ]
es un isomorfismo y esto implica que el homomorfismo de anillos
τ : K → Endk(K)
α 7→ τα = [β 7→ αβ],
es un isomorfismo lo cual es una contradicción porque
[K : k] = n 6= n2 = dimk(Endk(K)).
Veamos que toda álgebra de Galois es un álgebra semisimple.
2.1.12 Lema. El radical de Jacobson de A es un ideal G-invariante.
Demostración. Usamos la equivalencia para el radical de Jacobson dada en el Lema 1.5.8.
Entonces para cada x ∈ J(A) y cada a ∈ A existe un u ∈ A tal que
(1− xa)u = 1.
Aplicando a la ecuación anterior la acción ⇀ para un g ∈ G obtenemos que
g⇀(1− xa)u = g⇀ 1⇒ [1− (g⇀x)(g⇀a)]g⇀u = 1.
Entonces g⇀x está en J(A) para cualesquiera g ∈ G y x ∈ J(A), como queríamos demos-
trar.
2.1.13 Corolario. Toda G-álgebra de Galois es semisimple.
Demostración. Sea A una G-álgebra de Galois. El Lema 2.1.12 afirma que J(A) es un ideal
G-invariante. Entonces debemos tener que J(A) = 0 ó J(A) = A. Pero J(A) 6= A por la
definición del radical de Jacobson. Por lo tanto J(A) = 0, es decir, A es semisimple.
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2.2. Álgebras imprimitivas y álgebras inducidas
En esta sección definimos la noción de álgebra imprimitiva y álgebra inducida. La noción
de álgebra imprimitiva esta inspirada en algunas ideas de la teoría de Clifford (ver [CR90,
Section 6]). Establecemos y demostramos una construcción alternativa a la presentada en
Davydov [Dav01, Section 3].
Como es usual en nuestro trabajo, G denota un grupo y A un álgebra.
Supongamos que A se descompone en una suma directa de ideales bilaterales {Ai}, esto
es,
A = A1 ⊕ · · · ⊕An. (2.3)
Entonces por cada 1 ≤ i ≤ n existen {ei} elementos en Ai tales que
1 = e1 + · · · + en. (2.4)
Así, para cada x ∈ A, tenemos que
x = xe1 + · · ·+ xen = e1x+ · · · enx, y xei, eix ∈ Ai.
Esto nos muestra que si x ∈ Ai, entonces x = xei = eix y xej = ejx = 0 para i 6= j. Por
lo tanto tenemos que
Ai = Aei = eiA, e
2
i = ei 6= 0, eiej = 0 ∀i 6= j, eia = aei ∀a ∈ A. (2.5)
Decimos que {e1, . . . , en} es un conjunto de idempotentes centrales ortogonales si
este satisface las condiciones en (2.4) y (2.5). Recíprocamente, si tenemos un conjunto de
idempotentes centrales ortogonales {e1, . . . , en} en A, entonces A se descompone en una
suma directa A = ⊕Aei de ideales bilaterales Aei. Un idempotente e ∈ A lo llamamos
primitivo si no es expresable como la suma de dos idempotentes centrales ortogonales.
Entonces por el Teorema de Wedderburn un álgebra A es semisimple si y sólo si contiene un
conjunto de idempotentes centrales ortogonales primitivos tal que A se descompone como
en (2.3) y cada Ai es simple, en este caso, decimos que A posee una descomposición de
Wedderburn y el hecho que cada ei sea primitivo implica que el conjunto {e1, . . . , en}
es el único conjunto de idempotentes centrales ortogonales primitivos de A, en este caso,
decimos que {e1, . . . , en} es el sistema de Wedderburn para A determinado por la
descomposición (2.3).
2.2.1 Definición. Sea A una G-álgebra. Un conjunto {e1, . . . , en} de idempotentes cen-
trales ortogonales de A es un sistema de idempotentes centrales ortogonales com-
patible con la acción de G, o simplemente un sistema imprimitivo, si la acción de G
sobre A induce una acción de G sobre el conjunto {e1, . . . , en}. En este caso decimos que
A es una G-álgebra imprimitiva.
Consideremos a continuación dos G-álgebras determinadas por S un subgrupo de G y B
una S-álgebra, con acción denotada ⇀.
1) El espacio vectorial
kG⊗kS B
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con G-acción y multiplicación dadas, respectivamente, por
g · (h⊗ x) = gh⊗ x
(g ⊗ x)(h ⊗ y) =
{
h⊗ (h−1g⇀x)y si h−1g ∈ S
0 si h−1g /∈ S,
para g, h ∈ G y x, y ∈ B.
2) El espacio de funciones
AS(G,B) = {r : G→ B|r(sg) = s⇀r(g) ∀s ∈ S, g ∈ G},
con la multiplicación puntual entre funciones y G-acción definida por (g · r)(x) = r(xg).
Entonces,
2.2.2 Proposición. AS(G,B) ≃ kG⊗kS B como G-álgebras.
Demostración. Ver [GN07, Proposition 3.3].
2.2.3 Definición. Llamamos a la G-álgebra AS(G,B) ≃ kG⊗kS B el álgebra inducida
por la S-álgebra B y la denotamos por IndGS (B).
La siguiente proposición nos da una caracterización de las álgebras imprimitivas por medio
de álgebras inducidas. Las ideas son originales de Galindo y Natale (ver [GN07]).
2.2.4 Proposición. Sea A una G-álgebra imprimitiva tal que G actúa transitivamente
sobre el sistema imprimitivo {e1, . . . , en}, y sea S el estabilizador de e1 bajo la acción de
G. Entonces
i) e1A es una S-álgebra,
ii) existe un isomorfismo de G-álgebras entre A y IndGS (e1A).
Demostración. El número [G : S] de coclases a izquierda de S en G es igual al número
de elementos de la órbita de e1 y dado que G actúa transitivamente sobre el sistema de
elementos imprimitivos {e1, . . . , en}, entonces [G : S] = n. Por lo tanto podemos elegir
un conjunto {g1, . . . , gn} de representantes de las coclases a izquierda de S en G tales que
gi⇀e1 = ei. Así, evidentemente, tenemos que
IndGS (e1A) = kG⊗kS e1A =
n⊕
i=1
gi ⊗ e1A.
Consideremos la transformación lineal
ψ : kG⊗kS e1A→ A
n∑
i=1
gi ⊗ e1xi 7→
n∑
i=1
ei(gi⇀xi).
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Primero veamos que la transformación está bien definida. Supongamos a g˜i otros repre-
sentantes de las coclases giS, es decir, g˜i = gisi para algunos si ∈ S y g˜i⇀e1 = ei. Sean
x =
∑n
i=1 gi ⊗ e1xi y x˜ =
∑n
i=1 g˜i ⊗ e1x˜i elementos en
⊕n
i=1 gi ⊗ e1A, la sucesión de
ecuaciones
n∑
i=1
gi ⊗ e1xi =
n∑
i=1
g˜i ⊗ e1x˜i
↔
n∑
i=1
gi ⊗ e1xi =
n∑
i=1
gi ⊗ si⇀(e1x˜i)
↔
n∑
i=1
gi ⊗ e1xi =
n∑
i=1
gi ⊗ e1(si⇀x˜i)
↔ xi = si⇀x˜i,
muestran que x = x˜ si y sólo si xi = si⇀x˜i para cada 1 ≤ i ≤ n. Por lo tanto si x = x˜
tenemos que
ψ(x) =
n∑
i=1
ei(g˜i⇀x˜i) =
n∑
i=1
ei(gi⇀xi) = ψ(x˜).
Veamos que ψ es un isomorfismo. Sea
∑n
i=1 gi ⊗ e1xi ∈ kerψ, esto es,
n∑
i=1
ei(gi⇀xi) = 0.
Multiplicando consecutivamente la ecuación anterior por ei tenemos que cada gi⇀xi =
0, lo que implica que xi = 0, entonces
∑n
i=1 gi ⊗ e1xi = 0. Ahora evidentemente ψ es
sobreyectiva, ya que G actúa por automorfismos de A y A =
⊕n
i=1 eiA. Veamos que ψ es
un morfismo de anillos. Sean
∑n
i=1 gi ⊗ e1xi y
∑n
j=1 gj ⊗ e1x˜j , elementos en kG ⊗kS e1A,
su producto es igual a
n∑
i,j=1
(gi ⊗ e1xi)(gj ⊗ e1x˜j) =
n∑
i,j=1
gj ⊗ (g
−1
j gi⇀(e1xi))e1x˜j (2.6)
aplicando ψ a la Ecuación (2.6), obtenemos
n∑
i,j=1
ej(gj ⇀[(g
−1
j gi⇀e1xi)(e1x˜j)])
=
n∑
i,j=1
ej(ei(gi⇀xi)ej(gj ⇀x˜j))
=
n∑
i=1
ei(gi⇀xi)(gi⇀x˜i)
= ψ(
n∑
i=1
gi ⊗ e1xi)ψ(
n∑
j=1
gj ⊗ e1x˜j).
Por último es claro que ψ es un morfismo de G-álgebras. Por lo tanto ψ es un isomorfismo
de G-álgebras como queríamos demostrar.
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2.2.5 Lema. Sean S un subgrupo de G y B una S-álgebra. Entonces el álgebra inducida
IndGS (B) por B es isomorfa, como álgebra, al producto∏
[G:S]−veces
B.
Además, la subálgebra de G-invariantes de IndGS (B) es isomorfa a la subálgebra de S-
invariantes de B.
Demostración. Sean g1 = e, m = [G : S] y {g1, . . . , gm} un conjunto de representantes de
las coclases a derecha de S en G. Consideremos las funciones ei en Ind
G
S (B) definidas por
ei(x) =
{
1B , si x ∈ Sgi,
0, si x /∈ Sgi.
Para x ∈ G y r ∈ IndGS (B), los numerales i), ii), iii) y iv) muestran que el conjunto
{e1 . . . , em} es un sistema imprimitivo para IndGS (B).
i)
ei(x)r(x) = r(x)ei(x) =
{
r(x), si x ∈ Sgi,
0, si x /∈ Sgi.
ii)
ei · ej(x) = ej · ei(x) =
{
1B , si i = j, x ∈ Sgi,
0, si i 6= j.
iii)
∑m
i=1 ei(x) = 1B
iv) Si gig−1 ∈ Sgj , entonces
(g · ei)(x) = ei(xg) = ej(x) =
{
1B , si xg ∈ Sgi,
0, si xg /∈ Sgi.
Entonces
IndGS (B) ≃ e1Ind
G
S (B)× · · · × emInd
G
S (B).
Ahora consideremos los isomorfismo lineales
eiInd
G
S (B)→ e1Ind
G
S (B); definido por eir 7→ e1ri (2.7)
e1Ind
G
S (B)→ B; definido por e1r 7→ r(e) (2.8)
donde ri : G→ B está definida por ri(x) = r(xgi). Por lo tanto tenemos que para 1 ≤ i ≤ m
eiInd
G
S (B) ≃ e1Ind
G
S (B) y e1Ind
G
S (B) ≃ B.
Para demostrar nuestra segunda afirmación, consideremos la transformación lineal
BS → (IndGS (B))
G (2.9)
b 7→ rb = [x 7→ b],
la cual es evidentemente un isomorfismo de álgebras.
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2.3. Álgebra de Galois asociada a un álgebra inducida
En esta sección mostramos el resultado principal de este capítulo. Demostramos que dada
A una G-álgebra de Galois existe una S-álgebra de Galois simple B tal que el álgebra
inducida por B es isomorfa como G-álgebras, a A.
Recordemos que si A es un álgebra semisimple, por el Teorema de Wedderburn 1.5.10 para
álgebras semisimples, A posee una descomposición de Wedderburn
A ≃Mr1(D1)×Mr2(D2)× · · · ×Mrn(Dn), (2.10)
donde Di son álgebras de división y ri, n son enteros mayores o iguales a 1, que están
unívocamente determinados. Usamos la notación
a = (a1, a2, . . . , an),
para una matriz a en A construida en bloques, donde cada ai está en Mri(Di). Con ope-
raciones obvias extendidas
(a1, . . . , an) + (b1, . . . , bn) = (a1 + b1, . . . , an + bn)
(a1, . . . , an)(b1, . . . , bn) = (a1b1, . . . , anbn).
Consideremos las matrices
Ei = (0, . . . , 0, ei, 0, . . . , 0) (2.11)
de A, donde ei es la matriz identidad de Mni(Di), para 1 ≤ i ≤ n. Es evidente que
cada matriz Ei es un elemento central del álgebra A, EiEj = Ei(δi,j), 1A =
∑n
i=1Ei =
(e1, e2, . . . , en) y cada Ei es un idempotente primitivo. Entonces el conjunto {E1, . . . , En}
es el sistema de Wedderburn determinado por el isomorfismo dado en (2.10).
2.3.1 Lema. Sean A un álgebra semisimple y G un grupo finito que actúa sobre A tal
que AG = k. Entonces el conjunto {Ei} de las matrices en A, definidas en (2.11), es un
sistema imprimitivo para A el cual es transitivo bajo la acción de G.
Demostración. Dado que G actúa sobre A por automorfismos tenemos que G actúa sobre
{Ei} por permutaciones de los Ei, es decir, la acción de G sobre A, induce una acción de
G sobre el conjunto {Ei}. Veamos que G actúa transitivamente sobre {Ei}. Supongamos
lo contrario. Consideremos, reordenando los índices si es necesario, para (1 ≤ t < n) y
(t < r ≤ n), la órbita {E1, . . . , Et} de E1 y la órbita {Et+1, . . . , Er} de Et+1. Entonces,
evidentemente, las matrices
x1 = E1 + · · ·+ Et y x2 = Et+1 + · · ·+ Er
de A, son invariantes bajo G, es decir, x1, x2 ∈ AG. Además, x1 y x2 son linealmente
independientes sobre k. Pero esto es contradictorio al hecho que dimk AG = 1.
2.3.2 Corolario. Si A es un álgebra semisimple y G un grupo finito que actúa sobre A tal
que AG = k, entonces existen S un subgrupo de G y B una S-álgebra tal que
A ≃ IndGS (B), como G-álgebras.
Además, tenemos que B es simple y BS = k.
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Demostración. Sean S el estabilizador de E1 en G y
B = E1A ≃Mr1(D1).
Por la Proposición 2.2.4 y el Lema 2.3.1 tenemos que A ≃ IndGS (B). Además, por el Lema
2.2.5
k = AG ≃ (IndGS (B))
G ≃ BS .
2.3.3 Proposición. Sean G un grupo finito, S un subgrupo de G y B una S-álgebra.
Entonces B es una S-álgebra de Galois sobre k si y sólo si el álgebra inducida IndGS (B) es
una G-álgebra de Galois sobre k.
Demostración. Sea B una S-álgebra simple y de Galois sobre k. La ecuación
dim(IndGS (B)) = dim(kG ⊗kS B) = dim(B)[G : S] = |S|[G : S] = |G|,
nos muestra que la dimensión del álgebra inducida por B coincide con el orden de G.
Por el Lema 2.2.5 tenemos que
IndGS (B) ≃
[G:S]∏
i=1
B y (IndGS (B))
G = k. (2.12)
Dado que el álgebra B es simple, entonces IndGS (B) es un álgebra semisimple y sean
IndGS (B) ≃ e1Ind
G
S (B)⊕ · · · ⊕ emInd
G
S (B). (2.13)
una descomposición de Wedderburn para IndGS (B) y {e1, . . . , em} su respectivo sistema de
Wedderburn, el cual es transitivo bajo la acción de G. Consideremos a
J = J1 ⊕ · · · ⊕ Jm⊆ Ind
G
S (B),
un ideal a izquierda G-invariante y {g1 = e, . . . , gm} un conjunto de representantes de las
coclases a izquierda de S en G tal que gi · e1 = ei. Tenemos que r ∈ Ji si y sólo si r ∈ J y
r(x) =
{
s⇀r(gi), si x = sgi ∈ Sgi
0, si x /∈ Sgi.
En particular, r ∈ J1 si y sólo si r ∈ J y
r(x) =
{
x⇀r(e), si x ∈ S
0, si x /∈ S.
Es evidente que J1 es un ideal S-invariante de e1IndGS (B) ≃ B y
Ji = giJ1 = {gi · r|r ∈ J1}.
Entonces J es un ideal nulo o coincide con IndGS (B).
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Recíprocamente, supongamos que IndGS (B) es una G-álgebra de Galois sobre k. La ecuación
|G| = dim(IndGS (B)) = dim(B)[G : S] = dim(B)
|G|
|S|
,
nos muestra que la dimensión del álgebra B coincide con el orden de S. Además,
k = IndGS (B) ≃ B
S .
El álgebra IndGS (B) es semisimple y sea {e1, . . . , em} el sistema de Wedderburn determinado
por (2.13). Entonces por el Lema 2.3.1 {e1, . . . , em} es transitivo bajo G y análogamente
como en la implicación anterior, consideremos a J un ideal S-invariante y a {g1 = e, . . . , gm}
un conjunto de representantes de las coclases a izquierda de S en G tal que gi · e1 = ei.
Afirmamos sin demostrarlo que
J˜ = g1J ⊕ · · · ⊕ gmJ ⊆ Ind
G
S (B)
es un ideal G-invariante. Entonces es nulo o coincide con IndGS (B). Por lo tanto J es un
ideal nulo o coincide con B.
Resumimos, en el siguiente teorema, los resultados obtenidos hasta ahora.
2.3.4 Teorema. Sea A una G-álgebra sobre k. Entonces A es de Galois si y sólo si existen
S un subgrupo de G que estabiliza un elemento idempotente central en A bajo la acción de
G y B una S-álgebra de Galois simple tal que
A ≃ IndGS (B).
CAPÍTULO 3
Álgebras de Galois simples
El objetivo principal de este capítulo es establecer el teorema principal de este trabajo, esto
es, demostrar que toda G-álgebra de Galois simple está determinada de manera biunívoca
por un dato asociado (ver Teorema Principal 3.2.19).
A continuación presentamos por secciones, el contenido del capítulo y sus conexiones con
el resto del escrito.
• 3.1 Álgebras de Galois simples como álgebras de grupo torcidas: Demostramos que las
álgebras de Galois simples son isomorfas a un álgebra de grupo torcida.
• 3.2 G-Álgebras de Galois simples como álgebras de grupo torcidas: Demostramos que las
álgebras de Galois simples son isomorfas a un álgebra de grupo torcida, como G-álgebras.
Usaremos este resultado para clasificar las álgebras de Galois simples mediante un dato
(ver Teorema principal 3.2.19).
En este capítulo así como en el anterior, la mayoría de los resultados son ideas originales
del autor y su orientador. Aclaramos que algunos de los resultados en álgebras de Galois
sobre anillos conmutativos son tomados de los artículos [Tak65, Kan65].
En este capítulo denotamos por A una G-álgebra de Galois simple con centro el cuerpo K.
3.1. Álgebras de Galois simples como álgebras de grupo torci-
das
En esta sección mostramos que toda álgebra de Galois simple es isomorfa como álgebra, a
cierta álgebra de grupo torcida.
A continuación presentamos una versión de la acción de Miyashita-Ulbrich para extensiones
de Hopf-Galois, aplicada en álgebras de Galois (ver [Sch96]).
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Para g ∈ G, consideremos el subespacio de A
Ag = {a ∈ A|ax = (g⇀x)a para todo x ∈ A}.
Algunas observaciones evidentes:
3.1.1 Nota.
i) AgA = AAg es un ideal bilateral de A,
ii) Ag es un subespacio de A sobre K,
iii) Ae = K.
3.1.2 Lema. Si g, h ∈ G, entonces
i) AgAh⊆Agh
ii) g⇀Ah = Aghg−1
Demostración.
i) Sea a ∈ AgAh. Sin perdida de generalidad podemos considerar que existen ag ∈ Ag y
ah ∈ Ah tal que a = agah. Las condiciones ag ∈ Ag y ah ∈ Ah implican que
agx = (g⇀x)ag y ahx = (h⇀x)ah, para cualquier x ∈ A.
En particular,
agah = (g⇀ah)ag. (3.1)
Entonces
ax = (agah)x
= (g⇀ah)agx por ecuación (3.1)
= (g⇀ah)(g⇀x)ag
= (g⇀ahx)ag
= (g⇀(h⇀x)ah)ag
= (g⇀(h⇀x))(g⇀ah)ag
= (gh⇀x)agah
= (gh⇀x)a.
ii) Sean ah ∈ Ah y x ∈ A, la sucesión de ecuaciones
(ghg−1⇀x)(g⇀ah) = g⇀[(hg
−1⇀x)ah]
= g⇀[(h⇀(g−1⇀x))ah]
= g⇀[ah(g
−1⇀x)]
= (g⇀ah)x,
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muestran que g⇀Ah⊆Aghg−1 . Recíprocamente, sean a ∈ Aghg−1 y x ∈ A, la sucesión
de ecuaciones
(g−1⇀a)x = g−1⇀(a(g⇀x))
= g−1⇀(ghg−1⇀(g⇀x)a)
= (h⇀x)(g−1⇀a),
muestra que g−1⇀a ∈ Ah, entonces a ∈ g⇀Ah.
Consideremos la transformación lineal
HomA(A,A)→ A
op (3.2)
τ 7→ τ(1),
donde Aop denota el espacio vectorial A con multiplicación opuesta. Es evidente que la
transformación dada en (3.2) es un isomorfismo de álgebras.
En la siguiente proposición usamos ideas originales de Kanzaki en [Kan65, Proposition 1].
3.1.3 Proposición. Si A es una G-álgebra de Galois sobre k, entonces
A =
⊕
g∈G
Ag.
Demostración. Por el isomorfismo θ : A⋊G → End(A), podemos identificar a A⋊G con⊕
g∈GAg, donde ag : A → A es la transformación lineal ag(b) = a(g⇀b). Entonces un
elemento ag está en HomA(A,A) si y sólo si
ag(xby) = x(ag(b))y (∀x ∈ A, b ∈ A, y ∈ AG = k)
↔a(g⇀xby) = xa(g⇀b)y (∀x ∈ A, b ∈ A, y ∈ AG = k)
↔a(g⇀x) = xa (∀x ∈ A)
↔a ∈ Ag−1. (3.3)
Entonces por la Ecuación (3.3) y el isomorfismo θ tenemos el isomorfismo de álgebras
HomA(A,A)→
⊕
g∈G
Ag−1ug
ag 7→ aug.
De otro lado consideremos la transformación lineal⊕
g∈G
Ag−1ug → (
⊕
g∈G
Ag−1)
op
aug 7→ a,
la cual es un isomorfismo de álgebras. En efecto, sean a ∈ Ag−1 y b ∈ Ah−1, entonces
(aug)(buh) = a(g⇀b)ugh 7→ a(g⇀b) = ba = a ·op b.
Por lo tanto usando el isomorfismo dado en (3.2) tenemos el isomorfismo de álgebras entre
Aop y (
⊕
g∈GAg−1)
op, el cual implica la igualdad deseada.
CAPÍTULO 3. ÁLGEBRAS DE GALOIS SIMPLES 37
Consideremos el subgrupo
N = {h ∈ G|h⇀α = α ∀α ∈ K}, (3.4)
el cual es normal sobre G. En efecto, sean g ∈ G, h ∈ N y α ∈ K. Por el Lema 3.1.2
tenemos que g−1⇀α ∈ Ae = K, entonces
ghg−1⇀α = g⇀(h⇀(g−1⇀α)) = α.
Llamamos a N el subgrupo estabilizador del centro de A.
3.1.4 Lema. Sea A una G-álgebra de Galois sobre k. Las siguientes proposiciones son
equivalentes.
i) h ∈ N , el estabilizador del centro de A.
ii) Ah 6= 0.
iii) AhAh−1 = Ah−1Ah = K.
iv) Existe un elemento invertible en la h-ésima componente homogénea Ah.
v) AgAh = Agh para todo g ∈ G.
Demostración.
i)⇒ ii) Sea h ∈ N . Consideremos la transformación lineal
A⊗K Ah → A
a⊗ x 7→ ax,
el cual es un isomorfismo (ver [AG60, Theorem 3.1]), por lo tanto Ah 6= 0.
ii)⇒ iii) El orden de contenencias 0  Ah⊆AhA, junto al hecho que AhA = AAh es un
ideal bilateral en el álgebra simple A implica que AhA = AAh = A. La ecuación⊕
g∈G
Ag = A = AhA =
⊕
g∈G
AhAg,
nos muestra que AhAh−1 = Ae = K. De manera análoga usando que AAh = A obtenemos
que Ah−1Ah = Ae = K.
iii)⇒ iv) Si AhAh−1 = K, entonces podemos suponer sin perdida de generalidad que
existen x ∈ Ah y y ∈ Ah−1 tal que
xy = 1. (3.5)
Ahora Ah−1x⊆K y por la Ecuación (3.5) tenemos que existen yˆ ∈ Ah−1 y u ∈ K tal
que yˆx = u 6= 0. Entonces tomando recíprocos tenemos que (u−1yˆ)x = 1. Por lo tanto x
tiene un inverso a derecha e izquierda los cuales deben coincidir, es decir, xy = yx = 1
como queríamos demostrar.
iv)⇒ v) Ver Notas 1.4.4 y 1.4.2.
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v)⇒ i) Supongamos a x 6= 0 en Ah y α un elemento cualquiera en K, tenemos que
[(h⇀α)− α]x = 0.
Entonces
[(h⇀α)− α]K = ([(h⇀α)− α]Ah)Ah−1 = 0.
Por lo tanto (h⇀α) − α = 0 para cualquier α ∈ K, es decir, h ∈ N .
Ahora por la Proposición 3.1.3 y el lema anterior tenemos que
A =
⊕
h∈N
Ah =
⊕
h∈N
Kuh,
donde uh es un elemento invertible de Ah. Entonces A es un N -producto cruzado y por la
Proposición 1.4.9 tenemos que
A ≃ K#σN,
como álgebras, donde el 2-cociclo no degenerado σ : N × N → K× y la acción débil
π : G→ Aut(K) vienen dadas por
σ(x, y) = uxuyu
−1
xy y π(x)(α) = uxαu
−1
x = α,
para x, y ∈ N , α ∈ K y ux, uy elementos invertibles en las componentes Ax y Ay respecti-
vamente. Entonces, como π es trivial tenemos que
A ≃ K#σN = KσN. (3.6)
En resumen,
3.1.5 Proposición. Toda G-álgebra A de Galois sobre k simple y central sobre K es
isomorfa, como álgebra, al álgebra de grupo torcida KσN, donde N es el subgrupo de G
que estabiliza a K y σ : N ×N → K× es un 2-cociclo no degenerado.
3.2. G-Álgebras de Galois simples como álgebras de grupo tor-
cidas
En la sección anterior mostramos que un álgebra de Galois simple es isomorfa, como álge-
bra, a un álgebra de grupo torcida KσN , donde σ es un 2-cociclo no degenerado. En esta
sección mostramos que el álgebra de grupo torcida KσN tiene estructura de G-álgebra,
representada por un 1-cociclo de Hochschild γ de G a valores en C1(N,K×) (Proposición
3.2.4). Finalmente, demostramos que toda álgebra de Galois simple está en correspondencia
biyectiva con G-álgebras de grupo torcida KσN con G-acción determinada por γ.
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Recordemos que A denota un G-álgebra de Galois simple con centro el cuerpo K y N es
el subgrupo de G que estabiliza a K. Usando la Proposición 3.1.5, identificamos al álgebra
de Galois A con KσN (Teorema 3.2.19).
3.2.1 Nota. Para h ∈ N , x ∈ KσN y α ∈ K, tenemos que
h⇀αx = α(h⇀x).
3.2.2 Lema. Si h ∈ N , entonces
h⇀x = uhxu
−1
h
para cualquier x ∈ KσN
Demostración. Para h ∈ N , tenemos que
y ∈ Ah = Kuh ↔ yx = (h⇀x)y ∀x ∈ KσN
Entonces por la Observación 3.2.1 podemos suponer que y = uh y obtenemos que h⇀x =
uhxu
−1
h , como queríamos demostrar.
3.2.3 Proposición. Si A es una G-álgebra de Galois sobre k, entonces K es una extensión
de Galois sobre k con grupo de Galois Gal(K/k) ≃ G/N .
Demostración. Ver [Kan65, Proposition 3].
Supongamos que KσN es una G-álgebra de Galois simple y central sobre K. Por la Pro-
posición 3.2.3, K es una extensión de Galois con grupo de Galois Gal(K/k) ≃ G/N .
Sean π : G → G/N el homomorfismo natural y ψ : G/N → Gal(K/k), un isomorfismo
entre G/N y Gal(K/k) la composición G
π
→ G/N
ψ
→ Gal(K/k) determina la G-acción
restringida de A sobre K, esto es,
G×K → K
(g, α) 7→ g¯(α),
(3.7)
donde g¯ es el automorfismo ψ ◦ π(g).
Conocemos como actúan los elementos de N sobre el álgebra de grupo torcida, nuestro
propósito ahora es conocer como actúan los elementos de G sobre el álgebra de grupo
torcida. Para g ∈ G y αux ∈ Ax, el ítem ii) del Lema 3.1.2 nos muestra que g⇀αux ∈
Agxg−1 = Kugxg−1 .
Entonces la acción ⇀ determina una función γ : G × N → K×, definida unívocamente
(aunque depende de g¯) por la siguiente relación:
g⇀αux = (g⇀α)(g⇀ux) = g¯(α)γ(g, x)ugx, (3.8)
para g ∈ G, x ∈ N y α ∈ K, donde gx = gxg−1.
De ahora en adelante en este capítulo, por la Proposición 1.2.12, podemos suponer que el
2-cociclo σ ∈ Z2(N,K×) satisface la condición
σ(x, y) = σ(y−1, x−1)−1 (∀x, y ∈ G),
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y consideremos la función ǫσ, el signo del 2-cociclo σ (ver Definición 1.2.14). La siguiente
proposición establece condiciones suficientes y necesarias para que la función γ represente
una acción de G sobre KσN .
3.2.4 Proposición. La función definida en la Ecuación (3.8) es una acción de G sobre
KσN si y sólo si γ : G×N → K
× cumple las siguientes condiciones:
i) Para g, h ∈ N ,
γ(g, h) = ǫσ(g)σ(g, h)σ(gh, g
−1 ). (C1)
ii) Para g ∈ G y x, y ∈ N,
g¯(σ(x, y))γ(g, xy) = σ(gx, gy)γ(g, x)γ(g, y). (C2)
iii) Para x, y ∈ G y h ∈ N ,
γ(xy, h) = x¯(γ(y, h))γ(x, yh). (C3)
Demostración. Para g, h ∈ N y α ∈ K, la condición (C1) es equivalente a la condición
g⇀αuh = ug(αuh)u
−1
g .
Para g ∈ G, x, y ∈ N y α, β ∈ K, la condición (C2) es equivalente a la condición
g⇀(αux)(βuy) = (g⇀αux)(g⇀βuy).
Para x, y ∈ G, h ∈ N y α, β ∈ K, la condición (C3) es equivalente a la condición
x⇀(y⇀αuh) = xy⇀(αuh).
3.2.5 Nota.
i) Si g = e en (C1) tenemos que
γ(e, h) = ǫσ(e)σ(e, h)σ(h, e) = 1.
ii) Si x = y = e en (C2) tenemos que
γ(g, e) = γ(g, e)γ(g, e) ⇒ γ(g, e) = 1.
Escribamos de una manera diferente las condiciones dadas para γ. Consideremos el grupo
abeliano de las 1-cadenas normalizadas, es decir, funciones f : N → K× de N con valores
en K× tal que f(e) = 1. Denotamos a este grupo abeliano por C1(N,K×), esto es,
C1(N,K×) = {f : N → K×|f(e) = 1}.
C1(N,K×) es un G-bimódulo con acción a izquierda definida por
(g⇀f)(x) = g¯(f(x)) (3.9)
y acción a derecha definida por
(f ↼g)(x) = f(gx) (3.10)
para g ∈ G,x ∈ N y f ∈ C1(N,K×).
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3.2.6 Nota. Existe una correspondencia biyectiva entre funciones γ : G × N → K× tal
que
γ(e, h) = γ(g, e) = 1 ∀g ∈ G,h ∈ H
y funciones γ˜ : G→ C1(N,K×) tal que γ˜(e) = 1.
3.2.7 Lema. Usando la correspondencia de la Observación 3.2.6, una función γ : G →
C1(N,K×) con γ(e) = 1 satisface las condiciones (C1), (C2) y (C3) si y sólo si γ : G→
C1(N,K×) es un 1-cociclo de Hochschild normalizado que satisface las condiciones (C1)
y (C2).
Demostración. Para x, y ∈ G,h ∈ N , la ecuación
γ(xy)(h) = [(x⇀γ(y))(h)][(γ(x)↼y)(h)]
= x¯(γ(y)(h))γ(x)(yh)
= x¯(γ(y, h))γ(x, yh),
muestra que la condición de 1-cociclo de Hochschild es equivalente a la condición (C3).
3.2.8 Definición. Sea γ : G → C1(N,K×) un 1-cociclo de Hochschild, decimos que γ
representa la acción de G sobre KσN si γ satisface las condiciones (C1) y (C2).
3.2.9 Definición. Sean G un grupo finito y k un cuerpo. Un dato de G-álgebra de
Galois simple sobre k, o simplemente un dato asociado a G y k, es una colección
(K,N, σ, γ) tal que
i) N es un subgrupo normal de G.
ii) K ⊇ k es una extensión de Galois con grupo de Galois G/N .
iii) char(K) . |N |.
iv) σ : N ×N → K× es un 2-cociclo no degenerado.
v) γ : G → C1(N,K×) es un 1-cociclo de Hochschild que representa la acción de G
sobre KσN .
Sea (K,N, σ, γ) un dato asociado a G y k. Denotemos por A(KσN, γ) a el álgebra de grupo
torcida KσN junto a la acción de G sobre KσN definida en la Ecuación (3.8).
3.2.10 Proposición. Sea (K,N, σ, γ) un dato asociado a G y k. La G-álgebra A(KσN, γ)
es:
i) Un álgebra simple y central sobre K.
ii) Una G-álgebra de Galois sobre k.
Antes de demostrar la proposición dos resultados previos.
3.2.11 Proposición. Sea A un álgebra simple y central sobre K. Entonces A es una G-
álgebra de Galois sobre k si y sólo si A es una N -álgebra de Galois sobre K y K es una
extensión de Galois sobre k con grupo de Galois G/N .
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Demostración. Ver [Tak65, Theorem 2].
3.2.12 Lema. Si A es un álgebra simple y central sobre K, entonces la transformación
lineal
A⊗K A
op → EndK(A)
a⊗ b 7→ [x 7→ axb]
es un isomorfismo.
Demostración. Ver [GS06, pag. 32].
Demostración Proposición 3.2.10. Denotemos por A a la G-álgebra A(KσN, γ) y demos-
tremos que A es una N -álgebra de Galois sobre K. Con este fin veamos que el homomor-
fismo θN : A⋊N → EndK(A), definido por θN (a#h)(b) = a(h⇀b) tiene la forma del
isomorfismo en el Lema 3.2.12. En efecto, para g, h ∈ N y x ∈ A la sucesión de igualdades
θ(uguh#h
−1)(x) = uguh(h
−1⇀x)
= uguh(uh−1x(uh−1)
−1)
= ugǫσ(h)xǫσ(h
−1)uh
= ugǫσ(h)
2xuh
= ugxuh,
así lo demuestran. Por lo tanto el homomorfismo θ es sobreyectivo. Además
dimK(A⋊N) = |N |
2 = dimK(EndK(A)),
entonces el homomorfismo θ es un isomorfismo. El resultado de la proposición se sigue
aplicando la Proposición 3.2.11.
3.2.13 Definición. Decimos que dos datos (K,N, σ, γ) y (K ′, N ′, σ′, γ′) asociados a G y k
son equivalentes si existe un isomorfismo de G-álgebras entre A(KσN, γ) y A(K ′σ′N
′, γ′).
Si f : A→ A′ es un isomorfismo de G-álgebras entre A = A(KσN, γ) y A′ = A(K ′σ′N
′, γ′),
definido por f(αux) = α′vx′ , donde α′ ∈ K ′ y vx′ es un elemento invertible en la compo-
nente x′-homogéneo para x′ ∈ N ′. Es evidente que los elementos del centro de A están en
correspondencia biunívoca con los elementos del centro de A′, esto es, K ≃ K ′. Además el
isomorfismo f produce un isomorfismo de grupos
fˆ : N → N ′
x 7→ x′,
entre N y N ′. En resumen,
3.2.14 Lema. Si (K,N, σ, γ) y (K ′, N ′, σ′, γ′) son equivalentes, entonces K ≃ K ′ y N ≃
N ′. Es decir, el centro del álgebra y el subgrupo estabilizador del centro se mantienen bajo
isomorfismos.
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Por lo tanto,
3.2.15 Proposición. Si K ≃ K ′ y N ≃ N ′. Entonces los 2-cociclos σ y σ′ están en la
misma clase de cohomología si y sólo si existe un isomorfismo f de N -álgebras graduadas
tal que el diagrama
K K ′
K#σN K
′#σ′N
′
?
-ff
?
-
f
(3.11)
conmuta.
Demostración. Su demostración es análoga a la de la Proposición 1.4.12.
La siguiente definición nos da una condición para saber cuando dos 1-cociclos de Hochschild
γ : G→ C1(N,K×) y γ′ : G→ C1(N,K×) representan la misma acción de G sobre KσN :
3.2.16 Definición. Sean γ : G → C1(N,K×) y γ′ : G → C1(N,K×). Decimos que γ
es equivalente a γ′ si existen un automorfismo ω : K → K que pertenezca al centro del
grupo de Galois Gal(K/k) y una función η : N → K× tal que para cualesquiera x, y ∈ N
y g ∈ G tenemos que
ω(σ(x, y))η(xy) = η(x)η(y)σ(x, y),
ω(γ(g, x))η(gx) = g¯(η(x))γ′(g, x).
(3.12)
3.2.17 Proposición. Sean (K,N, σ, γ) y (K ′, N ′, σ′, γ′) dos datos asociados a G y k.
Entonces los datos (K,N, σ, γ) y (K ′, N ′, σ′, γ′) son equivalentes si y solo K ≃ K ′, N ≃ N ′,
γ es equivalente a γ′ y los 2-cociclos σ y σ′ están en la misma clase de cohomología de
grupos.
Demostración. Por el Lema 3.2.14 y la Proposición 3.2.15 podemos suponer que K = K ′,
N = N ′ y σ = σ′. Demostremos que γ y γ′ son equivalentes si y sólo si la G-álgebra KσN
con acción
g⇀αux = g¯(α)γ(g, x)ugx (g ∈ G,x ∈ N,α ∈ K),
denotada A, es isomorfa a la G-álgebra KσN con acción
g⇀αux = g¯(α)γ
′(g, x)ugx (g ∈ G,x ∈ N,α ∈ K),
denotada A′. Supongamos que γ y γ′ son equivalentes, y consideremos el isomorfismo lineal
f : A→ A′, definido por f(αux) = ω(α)η(x)ux. Dejamos al lector la verificación que f es
un isomorfismo de álgebras. Veamos que f es un isomorfismo de G-álgebras:
f(g⇀αux) = f(g¯(α)γ(g, x)ugx)
= ω(g¯(α)γ(g, x))η(gx)ugx
= g¯(ω(α))ω(γ(g, x))η(gx)ugx
= g¯(ω(α))g¯(η(x))γ′(g, x)ugx
= g⇀(ω(α)η(x)ux)
= g⇀f(αux).
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Recíprocamente, supongamos que f es un isomorfismo de G-álgebras entre A y A′. Con-
sideremos a ω = f |K y η : N → K× determinada por la función f , esto es, tal que
f(ux) = η(x)ux, para todo x ∈ N . Entonces realizando un procedimiento análogo como en
la implicación anterior, demostramos que γ y γ′ satisfacen las ecuaciones en (3.12).
Antes de enunciar y demostrar nuestro teorema principal, veamos un resultado previo.
3.2.18 Lema. Si KσN es una G-álgebra de Galois sobre k, entonces char(K) . |N |. En
particular, char(k) . |N |.
Demostración. Por la Proposición 3.2.11 KσN es una N -álgebra de Galois sobre K y
consideremos el isomorfismo
θN : KσN ⋊G→ End(KσN),
definido por θN (αux#y)(βuz) = αux(y⇀βuz). Sea
∑
y∈N ue#y un elemento no nulo en
KσN ⋊G. Veamos que θN (
∑
y∈N ue#y)(uh) =
∑
y∈N uyuhu
−1
y está en el centro del álgebra
de grupo torcida. En efecto, sea ux un elemento invertible en Ah, el cual, sin perdida de
generalidad (extendiendo el cuerpo, si es necesario, a una clausura algebraica), podemos
considerar con signo positivo, es decir, ǫσ(x) = 1, entonces
ux(
∑
y∈N
uyuhu
−1
y )
=
∑
y∈N
uxuyuhu
−1
y
=
∑
y∈N
ǫσ(y)σ(x, y)uxyuhuy−1
=
∑
t∈N
ǫσ(x
−1t)σ(x, x−1t)utuhut−1x (t = xy)
=
∑
t∈N
ǫσ(xt
−1)σ(x, x−1t)σ(x−1, t)utuhut−1ux (Proposición 1.2.12)
= (
∑
t∈N
ǫσ(x)ǫσ(t)utuhut−1)ux
= ǫσ(x)(
∑
t∈N
utuhu
−1
t )ux
= (
∑
t∈N
utuhu
−1
t )ux
Como la dimensión del centro es igual a 1, Z(KσN) = Kue, entonces θN (
∑
y∈N ue#y)(uh) =
0 si h 6= e y θN (
∑
y∈N ue#y)(ue) = |N |ue elemento no nulo del álgebra de grupo torcida,
por lo tanto |N | 6= 0.
3.2.19 Teorema (Principal). Sean G un grupo, k un cuerpo y A una k-álgebra simple.
Entonces A es una G-álgebra de Galois sobre k si y sólo si existe un dato (K,N, σ, γ)
asociado a G y k tal que
A ≃ A(KσN, γ).
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Demostración. Supongamos que A es una G-álgebra de Galois sobre k. Como A es simple,
sean K = Z(A) y N = {g ∈ G|g⇀α = α ∀α ∈ K}. Por la Proposición 3.1.5 A es un
N -producto cruzado y es isomorfa, como álgebra, al álgebra de grupo torcida KσN , donde
σ : N × N → K× es un 2-cociclo en la cohomología de grupos abelianos, aquí N actúa
sobre K× de manera trivial. Por el Corolario 1.6.4 el 2-cociclo σ es no degenerado. Por
el Lema 3.2.18 char(K) . |N |. Ahora definimos la función γ determinada por la acción ⇀
como en la Ecuación (3.8), esto es,
g⇀αux = g¯(α)γ(g, x)ugx,
donde g¯ es la acción deG sobre el cuerpoK definida en la Ecuación (3.7). Por la Proposición
3.2.4 γ satisface las condiciones (C1), (C2) y (C3) y esto a su vez se tiene si y sólo si γ
representa la acción de G sobreKσN , Lema 3.2.7. Entonces (K,N, σ, γ) es un dato asociado
a G y k y tenemos que
A ≃ A(KσN, γ)
como G-álgebras, como se quería demostrar.
El siguiente teorema es el resultado principal de nuestro trabajo.
3.2.20 Teorema. Sean G un grupo finito y k un cuerpo. Entonces A es una G-álgebra
de Galois sobre k si y sólo si existen S un subgrupo de G que estabiliza un elemento
idempotente central en A y (K,N, σ, γ) un dato asociado a S y k tal que A es isomorfa a
IndGS (B),
A ≃ IndGS (B),
donde B es la S-álgebra simple A(KσN, γ).
Demostración. Supongamos que A es una G-álgebra de Galois sobre k. Entonces A es
semisimple y sean e1, e2, . . . , en un sistema de elementos idempotentes centrales de A.
Consideremos el subgrupo S = {s ∈ G|s⇀e1 = e1}, entonces por el Teorema 2.3.4 tenemos
que
A ≃ IndGS (B),
para B una S-álgebra de Galois simple sobre k. Usando la caracterización de las álge-
bras simples dado en el Teorema principal 3.2.19, tenemos que existe un dato (K,N, σ, γ)
asociado S y k tal que B ≃ A(KσN, γ).
Recíprocamente si A ≃ IndGS (B) con A = A(KσN, γ) tenemos que A es una G-álgebra de
Galois.
CAPÍTULO 4
Deformaciones de Grupos finitos
El objetivo principal de este capítulo es presentar una correspondencia entre álgebras de
Galois y deformaciones de grupos finitos (ver Proposición 4.4.6). De acuerdo a esta corres-
pondencia y usando los resultados del Capítulo 3, podemos obtener una correspondencia
entre deformaciones y datos asociados (ver Proposición 4.4.7).
A continuación presentamos por secciones, el contenido del capítulo y sus conexiones con
el resto del escrito.
• 4.1 Biálgebras y álgebras de Hopf: Presentamos de manera sucinta las nociones de biál-
gebra y álgebra de Hopf. Usaremos de manera sistemática en los capítulos 4 y 5, estas
nociones y algunos resultados en álgebras de Hopf.
• 4.2 Acciones y coacciones de álgebras de Hopf sobre álgebras: Presentamos la noción de
coacción de un álgebra de Hopf sobre un álgebra, concepto que generaliza la noción de
acción de un grupo sobre un álgebra. Usaremos este concepto para definir extensiones
de Hopf-Galois de la sección 4.3.
• 4.3 Extensiones de Hopf-Galois: Presentamos la noción de extensión de Hopf-Galois,
concepto que generaliza las álgebras de Galois del capítulo 3. Usaremos los resultados
de esta sección para establecer una correspondencia entre extensiones de Hopf-Galois y
deformaciones de un álgebra de Hopf por un 2-cociclo de Hopf (ver Sección 4.4).
• 4.4 Deformaciones de grupos finitos: Presentamos la noción de deformación de un álgebra
de Hopf por un 2-cociclo de Hopf. En particular, siH = (kG)∗ = Hom(kG, k) obtenemos
una deformación de grupo finito.
Como referencia para este capítulo están los artículos [Mov94, GN08] y los libros [DNR01,
Mon93].
4.1. Biálgebras y álgebras de Hopf
Tomando como referencia los libros [DNR01] y [Mon93], en esta sección presentamos algu-
nos conceptos y resultados básicos sobre álgebras de Hopf.
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A lo largo de esta sección y del capítulo denotamos por H un espacio vectorial sobre k y
por A, como es usual en el trabajo, un álgebra sobre k.
4.1.1 Proposición. Supongamos que H esta provisto de una estructura de álgebra (H,m, u)
y una estructura de coálgebra (H,∆, ε). Las siguientes dos afirmaciones son equivalentes:
i) Las funciones m y u son morfismos de coálgebras.
ii) Las funciones ∆ y ε son morfismos de álgebras.
Demostración. Ver [DNR01, Proposition 4.1.1]
4.1.2 Nota. En notación de Sweedler la condición ii) impuesta sobre ∆ y ε es expresada
como:
(cd)(1) ⊗ (cd)(2) = c(1)d(1) ⊗ c(2)d(2),
ε(cd) = ε(c)ε(d) (c, d ∈ H),
∆(1) = 1⊗ 1.
4.1.3 Definición. Una biálgebra sobre k es un espacio vectorial H, provisto de una
estructura de álgebra (H,m, u) y de una estructura de coálgebra (H,∆, ε) tales que las
transformaciones lineales m y u son morfismos de coálgebras (o equivalentemente, por la
Proposición (4.1.1), ∆ y ε son morfismos de álgebras).
Sean H y L dos biálgebras. Una transformación lineal f : H → L es un morfismo de
biálgebras si f : H → L es un morfismo de álgebras y coálgebras.
A continuación presentamos algunos ejemplos de biálgebras (ver [DNR01, Section 4.1]).
4.1.4 Ejemplo.
i) Sea G un grupo con unidad e. El álgebra de grupo
kG =


∑
g∈G
αgug|αg ∈ k, αg 6= 0 para finitos g ∈ G


sobre el cuerpo k, es una biálgebra con operaciones:
m(ug ⊗ uh) = ugh u(1) = ue
∆(ug) = ug ⊗ ug ε(ug) = 1
para g, h ∈ G.
ii) Sea G un grupo finito con unidad e. El espacio (kG)∗ = Hom(kG, k) de los homomor-
fismos lineales de kG en k con adición puntual y multiplicación puntual es un álgebra
conmutativa. Usando el isomorfismo natural
(kG)∗ ⊗ (kG)∗ → (kG× kG)∗
f ⊗ h 7→ f ⊗ h = [(x, y) 7→ f(x)h(y)],
obtenemos que (kG)∗ es una biálgebra con comultiplicación y counidad dadas por:
∆(φ)(g, h) = φ(gh) ε(φ) = φ(e)
para g, h ∈ G y φ ∈ (kG)∗.
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iii) Sea L un álgebra de Lie con corchete de Lie [ , ]. El álgebra envolvente universal de L es
el álgebra cociente U(L) = T (L)/I, donde T (L) =
⊕
n L
⊗n (L0 = k, L⊗n = L⊗n−1 ⊗ L)
es el álgebra tensorial de L e I es el ideal bilateral de T (L) generado por los elementos
de la forma
[x, y]− x⊗ y + y ⊗ x (x, y ∈ L).
El álgebra U(L) es una biálgebra con comultiplicación y counidad determinados por:
∆(x) = x⊗ 1 + 1⊗ x ε(x) = 0
para x ∈ L (por la propiedad universal de U(L) las operaciones se pueden extender a
todo U(L)). Note que aquí ε(α) = α para α ∈ k.
Un ejemplo importante de biálgebras son las álgebras de Hopf, trascendentes en nuestro
trabajo.
Sean (C,∆, ε) una coálgebra y (A,m, u) un álgebra. El espacio vectorial Hom(C,A) de
transformaciones lineales de C en A, posee una estructura de álgebra sobre k, con producto
f ∗ g = m(f ⊗ g)∆, para f, g ∈ Hom(C,A), el cual llamamos producto convolución. En
notación de Sweedler el producto convolución tiene la forma:
(f ∗ g)(c) = f(c(1))g(c(2)) (c ∈ C).
4.1.5 Lema. El producto convolución es asociativo con elemento unidad uε ∈ Hom(C,A).
Por lo tanto (Hom(C,A), ∗) es un álgebra sobre k.
Demostración. En efecto, para f, g, h ∈ Hom(C,A) y c ∈ C tenemos que
((f ∗ g) ∗ h)(c)
= (f ∗ g)(c(1))h(c(2))
= f((c(1))(1))g((c(1))(2))h(c(2)) (asociatividad de m)
= f(c(1))g((c(2))(1))h((c(2))(2)) (coasociatividad de ∆)
= f(c(1))(g ∗ h)(c(2))
= (f ∗ (g ∗ h))(c).
Además,
f ∗ (uε)(c) = f(c(1))uε(c(2)) = f(c(1))ε(c(2))1 = f(c).
Similarmente, (uε) ∗ f = f .
4.1.6 Definición (Álgebra de Hopf). Sea H una biálgebra. Decimos que H es un álgebra
de Hopf si existe S ∈ Hom(H,H) que es una inversa a derecha e izquierda del homomor-
fismo identidad idH de H con respecto al producto convolución. En este caso decimos que
S es una antípoda de H. En notación de Sweedler la condición impuesta para la antípoda
es:
S(h(1))h(2) = ε(h)1H = h(1)S(h(2)) (∀h ∈ H).
Sean H y K álgebras de Hopf. Una transformación lineal f : H → K es un morfismo de
álgebras de Hopf si f es un morfismo de biálgebras.
La siguiente observación pone de manifiesto que todo morfismo de álgebras de Hopf con-
serva las antípodas (ver [DNR01, Proposition 4.2.5]).
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4.1.7 Nota. Si f : H → K es un morfismo de álgebras de Hopf, entonces f preserva la
antípoda, es decir, f(SH(h)) = SK(f(h)) para todo h ∈ H.
4.1.1. Ejemplos de Álgebras de Hopf
A continuación presentamos algunos ejemplos de álgebras de Hopf (ver [DNR01, Section
4.3]).
4.1.8 Ejemplo.
i) Sea G un grupo con unidad e. El álgebra de grupo kG, es un álgebra de Hopf con
antípoda definida por:
S(ug) = ug−1 (g ∈ G).
ii) Sea G un grupo finito con unidad e. La biálgebra (kG)∗ de los homomorfismos lineales
de kG en k, es un álgebra de Hopf con antípoda definida por:
S(φ)(g) = φ(g−1) (g ∈ G,φ ∈ (kG)∗).
iii) Sea L un álgebra de Lie con producto de Lie [ , ]. El álgebra U(L) envolvente universal
de L es un álgebra de Hopf con antípoda definida por:
S(x) = −x (x ∈ L).
4.2. Acciones y coacciones de álgebras de Hopf sobre álgebras
En esta sección presentamos las nociones de acciones y coacciones, fundamentales para
definir extensiones de Hopf-Galois. Como referencia están los libros de [DNR01, Mon93].
Suponemos de ahora en adelante que H denota un álgebra de Hopf sobre k y, como es
usual, A denota un álgebra sobre k.
4.2.1 Definición. Decimos que H actúa a izquierda sobre A (o A es un H-módulo
álgebra) si las siguientes condiciones se satisfacen:
(MA1) A es un H-módulo a izquierda, con morfismo estructura
H ⊗A→ A, h⊗ a 7→ h · a.
(MA2) h · (ab) = (h(1) · a)(h(2) · b), ∀h ∈ H y a, b ∈ A.
(MA3) h · (1A) = ε(h)1A, para todo h ∈ H.
Si solo las condiciones (MA2) y (MA3) se satisfacen, decimos que H es una medida para
A.
4.2.2 Proposición. Sea A un H-módulo a izquierda. Entonces A es un H-módulo álgebra
si y sólo si la multiplicación en A, mA(a⊗ b) = ab, es un morfismo de H-módulos, donde
A⊗A es un H-módulo a izquierda con h · (a⊗ b) = (h(1) · a)⊗ (h(2) · b).
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Demostración. Ver [DNR01, Proposition 6.1.4].
4.2.3 Definición. Sea A un H-módulo álgebra. El subespacio
AH = {a ∈ A|h · a = ε(h)a ∀h ∈ H}
es una subálgebra de A, llamada la subálgebra de invariantes de A.
4.2.4 Definición. Si A es un H-módulo álgebra, el producto semidirecto entre A y H,
denotado A#H es, como espacio vectorial, A#H = A⊗H, junto a la operación (denotamos
a⊗ b por a#b)
(a#h)(b#g) = a(h(1) · b)#h(2)g. (4.1)
4.2.5 Proposición. El producto semidirecto A#H con multiplicación definida por la Ecua-
ción (4.1) es un álgebra sobre k.
Demostración. Ver [DNR01, Proposition 6.1.7].
A continuación presentamos una generalización del producto semidirecto usando “2-cociclos
de Hopf”:
4.2.6 Definición. Supongamos que H es una medida para A y α : H ⊗ H → A es
un homomorfismo lineal invertible con respecto al producto convolución. Denotamos por
A#αH al espacio vectorial A ⊗H, junto a la operación (A ⊗H) ⊗ (A ⊗H) → (A ⊗H),
definida por
(a#h)(b#g) = a(h(1) · b)α(h(2), g(1))#h(3)g(2), (4.2)
donde denotamos a⊗ h por a#h.
4.2.7 Proposición. El espacio vectorial A#αH es un álgebra con unidad 1A#1H si y sólo
si las siguientes dos condiciones se satisfacen:
i) A es un H-módulo torcido; esto es, 1 · a = a, para todo a ∈ A y
h · (l · a) = α(h(1), l(1))(h(2)l(2) · a)α(h(3), l(3)), (4.3)
para h, l ∈ H y a ∈ A.
ii) α es un 2-cociclo de Hopf; esto es, α(x, 1) = α(1, x) = ε(x)1, para x ∈ H, y
[x(1) · α(y(1), z(1))]α(x(2), y(2)z(2)) = α(x(1), y(1))α(x(2)y(2), z), (4.4)
para x, y, z ∈ H.
En este caso llamamos a A#αH el producto cruzado entre A y H.
4.2.8 Nota. Si α : H⊗H → A es un 2-cociclo de Hopf trivial, esto es, α(x, y) = ε(x)ε(y)1A,
entonces el producto cruzado A#αH entre A y H es el producto semidirecto A#H entre
A y H.
A continuación damos algunos ejemplos de acciones de álgebras de Hopf sobre álgebras
(ver [DNR01, Section 6.1]).
CAPÍTULO 4. DEFORMACIONES DE GRUPOS FINITOS 51
4.2.9 Ejemplo.
i) Si H es un álgebra de Hopf, entonces H∗ = Hom(H, k) es un H-módulo álgebra con
acción definida por (h⇀f)(g) = f(gh) para h, g ∈ H y f ∈ H∗.
ii) Sean G un grupo finito y A una G-álgebra sobre k. El álgebra de grupo H = kG
(que es un álgebra de Hopf, ver 4.1.1) actúa, de manera natural, sobre A. Entonces A
es un H-módulo álgebra como se puede verificar fácilmente. En este caso tenemos que
A#H = A⋊G es el producto semidirecto entre A y G como se definió en (1.4.13) y
tenemos que AH = AG es el álgebra de elementos fijos por G.
Para H un álgebra de Hopf y A un álgebra dualizamos el concepto de módulo álgebra.
4.2.10 Definición. Decimos que H coactúa a derecha sobre A (o A es un H-comódulo
álgebra) si las siguientes condiciones se satisfacen:
(CA1) A es un H-comódulo a derecha, con morfismo estructura
ρ : A→ A⊗H, ρ(a) = a(0) ⊗ a(1),
(CA2) (ab)(0) ⊗ (ab)(1) = a(0)b(0) ⊗ a(1)b(1), ∀a, b ∈ A,
(CA3) ρ(1) = 1A ⊗ 1H .
4.2.11 Proposición. Sea A un H-comódulo a derecha con morfismo estructura ρ : A →
A⊗H. Las siguientes afirmaciones son equivalentes:
i) A es un H-comódulo álgebra.
ii) ρ es un morfismo de álgebras.
iii) La multiplicación y la unidad de A son morfismos de comódulos.
Demostración. Ver [DNR01, Proposition 6.2.2].
4.2.12 Definición. Sea A un H-comódulo a derecha, con ρ morfismo de estructura. El
subespacio
AcoH = {a ∈ A|ρ(a) = a⊗ 1} ⊆ A,
es una subálgebra de A, llamada la subálgebra de coinvariantes de A.
A continuación damos algunos ejemplos de coacciones de álgebras de Hopf sobre álgebras
(ver [DNR01, Section 6.2])
4.2.13 Ejemplo.
i) Cualquier álgebra de Hopf H es un H-comódulo álgebra sobre si misma, con morfismo
estructura ∆. Calculemos HcoH . Si h ∈ HcoH , tenemos que ∆(h) = h(1) ⊗ h(2) = h ⊗ 1.
Aplicando id⊗ε en ambos lados de la igualdad, obtenemos que h = ε(h)1, por lo tanto
HcoH ⊆ k1. Similarmente obtenemos la otra inclusión, entonces HcoH = k1.
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ii) Sean G un grupo arbitrario con unidad e, y A una álgebra graduada de tipo G, A =⊕
g∈GAg. Entonces A es un kG-comódulo álgebra con morfismo estructura dado por:
ρ : A→ A⊗ kG, ρ(a) =
∑
g∈G
ag ⊗ g,
donde a =
∑
g∈G ag, ag ∈ Ag y ag 6= 0 para un numero finito de g en G. En este caso
tenemos que Aco kG coincide con Ae.
iii) Sean H un álgebra de Hopf, A un álgebra y α : H ⊗H → A un 2-cociclo de Hopf. El
producto cruzado A#αH entre A yH es un H-comódulo álgebra con morfismo estructura
ρ : A#αH → (A#αH)⊗H, ρ(auh) = auh(1) ⊗ h(2).
En este caso (A#αH)coH = A#α1 ≃ A. En efecto, si auh ∈ (A#αH)coH , entonces
aplicando id⊗ id⊗ε a la igualdad ρ(auh) = auh⊗ 1 obtenemos que auh ∈ A#α1, la otra
inclusión es clara.
4.2.14 Proposición. Sean H un álgebra de Hopf de dimensión finita y A un álgebra.
Entonces A es un H-comódulo álgebra si y sólo si A es un H∗-módulo álgebra. En este
caso tenemos que AH
∗
= AcoH .
Demostración. Ver [DNR01, Proposition 6.2.4].
4.3. Extensiones de Hopf-Galois
A continuación presentamos la definición de extensión de Hopf-Galois dada en términos de
coacciones para un álgebra H de Hopf, ver [Mon93, Definition 8.1.1].
4.3.1 Definición. Sea A un H-comódulo álgebra con morfismo estructura ρ : A → A ⊗
H. Decimos que la extensión A ⊇ AcoH es una H-extensión de Hopf-Galois si la
transformación lineal
β : A⊗AcoH A→ A⊗k H, dada por a⊗ b 7→ (a⊗ 1)ρ(b),
es biyectiva. Si A es una H-extensión de Hopf-Galois con AcoH = k decimos que A ⊇ k es
una H-extensión de Galois.
Suponemos de ahora en adelante que H denota un álgebra de Hopf de dimensión finita
sobre el cuerpo k.
Para A unH-módulo álgebra, consideremos la transformación lineal π : A#H → End(AAH ),
definida por
π(a#h)(b) = a(h · b), (4.5)
para a, b ∈ A y h ∈ H.
4.3.2 Lema. La transformación π es un homomorfismo de anillos. Entonces A tiene es-
tructura de A#H-módulo a través de π.
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Demostración. Análoga a la demostración en el Lema 2.1.2.
A continuación, usando la Proposición 4.2.14, presentamos una definición de extensión de
Hopf-Galois en términos de acciones.
4.3.3 Proposición. Sea A un H-módulo álgebra. Entonces A ⊇ AH es una H∗-extensión
de Hopf-Galois si y sólo si el homomorfismo π : A#H → End(AAH ) es un isomorfismo de
álgebras y A es un AH-módulo a derecha proyectivo finitamente generado.
Demostración. Ver [Mon93, 8.3.3 Theorem].
4.3.4 Corolario. A es una H∗-extensión de Galois si y sólo si A es finito dimensional y
el homomorfismo π : A#H → End(A) es un isomorfismo.
En particular para G un grupo finito, A un álgebra de dimensión finita sobre k y (kG)∗ =
Hom(kG, k), obtenemos un enlace entre las nociones de extensión de Hopf-Galois y álgebras
de Galois:
4.3.5 Corolario. A es una G-álgebra de Galois sobre k si y sólo si A es una (kG)∗-
extensión de Galois.
4.4. Deformaciones de grupos finitos
Tomando como referencia los artículos de [Sch96, Doi93, GN08], en esta sección presenta-
mos la noción y algunos resultados de deformaciones de un grupo finito G.
Recordemos que toda álgebra de Hopf H de dimensión finita actúa a izquierda y a derecha
trivialmente sobre k, esto es, k es trivialmente un H-módulo álgebra y un H-comódulo
álgebra. Entonces para α : H ⊗ H → k un 2-cociclo de Hopf, consideramos una nueva
multiplicación en H:
x ·α y = α(x(1), y(1))α(x(3), y(3))
−1x(2)y(2) (x, y ∈ H). (4.6)
4.4.1 Definición. El espacio vectorial H con multiplicación definida en la Ecuación (4.6)
junto a la comultiplicación y antípoda de H, es de nuevo un álgebra de Hopf denotado por
Hα. Llamamos a Hα una deformación de H por el 2-cociclo α o, simplemente, una
deformación de H. En el caso que H = (kG)∗ = Hom(kG, k), con G un grupo finito,
decimos que Hα = ((kG)∗)α es una deformación del grupo finito G.
4.4.2 Nota. Existe una correspondencia entre deformaciones de un álgebra de Hopf H y
2-cociclos de Hopf α : H ⊗H → k de H a valores en k.
4.4.3 Proposición. Sea A un H-módulo álgebra tal que A#H es simple y artiniana.
Entonces
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i) A ⊇ AH es una H∗-extensión de Hopf-Galois.
ii) A ⊇ AH tiene la propiedad de la base normal; esto es, A ≃ AH ⊗ H como
A-módulo a izquierda y H-comódulo a derecha.
iii) A es isomorfa A ≃ AH#αH
∗ al producto cruzado entre AH y H∗.
Demostración. Ver [Mon93, 8.3.5 Corollary and 8.3.6 Proposition].
4.4.4 Corolario. Sea A un H-comódulo álgebra. Entonces A es una H-extensión de Galois
si y sólo si existe un 2-cociclo de Hopf α : H ⊗H → k tal que el producto cruzado k#αH
es isomorfo a A, A ≃ k#αH.
Demostración. Ver [GN08, Proposition 2.4].
En el caso que H = (kG)∗ tenemos que:
4.4.5 Corolario. A es una G-álgebra de Galois sobre k si y sólo si existe un 2-cociclo de
Hopf α : (kG)∗ ⊗ (kG)∗ → k tal que
A ≃ k#α(kG)
∗.
El corolario anterior establece una correspondencia entre G-álgebras de Galois y 2-cociclos
de Hopf α : (kG)∗⊗ (kG)∗ → k. Además por la Observación 4.4.2 encontrar deformaciones
del grupo G es equivalente a encontrar 2-cociclos de Hopf. Por lo tanto:
4.4.6 Proposición. Dado G un grupo finito, existe una correspondencia entre G-álgebras
de Galois y deformaciones de G.
4.4.7 Proposición. Dada el álgebra de Hopf H = (kG)∗ las deformaciones de H están
determinadas por un dato (K,N, σ, γ) asociado a G y k.
CAPÍTULO 5
Grupos cuánticos compactos
El objetivo principal de este capítulo es presentar una familia de ejemplos no triviales de
grupos cuánticos compactos finitos, esta es construida a partir de deformaciones de grupos
finitos, las cuales fueron estudiadas en el capítulo anterior (ver Teorema 5.2.3). Mostramos
que todas las deformaciones de grupos finitos sobre el cuerpo de los números complejos
poseen una estructura de grupo cuántico compacto finito.
A continuación presentamos por secciones, el contenido del capítulo y sus conexiones con
el resto del escrito.
• 5.1 ∗-Álgebras de Hopf: Presentamos de manera sucinta las nociones de ∗-álgebra de
Hopf, corepresentación unitaria y grupo cuántico compacto finito.
• 5.2 Ejemplos de grupos cuánticos finitos: En esta sección establecemos el objetivo prin-
cipal de este capítulo.
Como referencia para este capítulo están los artículos [DK94, Mov94] y el libro [Arv76].
En este capítulo todos los espacios vectoriales, transformaciones lineales y productos ten-
soriales serán considerados sobre el cuerpo de los números complejos C. Denotamos por
H = (H,m, u,∆, ε, S) un álgebra de Hopf de dimensión finita sobre C.
5.1. ∗-Álgebras de Hopf
En esta sección presentamos de manera sucinta las nociones de ∗-álgebra, ∗-álgebra de
Hopf, corepresentación unitaria y corepresentación unitarizable. Asimismo definimos el
concepto de grupo cuántico compacto y buscaremos un ejemplo en las deformaciones de
grupos finitos sobre el cuerpo de los números complejos.
Como referencia para esta sección está el artículo [DK94] y el libro [Arv76].
5.1.1 Definición. Sea A un álgebra. Una ∗-estructura para A es una transformación
antilineal ∗ : A → A (escribimos x∗ a la imagen de x por medio de ∗) tal que para todo
x, y ∈ A se cumple las siguientes condiciones:
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i) (xy)∗ = y∗x∗,
ii) 1∗ = 1,
iii) (x∗)∗ = x.
Una ∗-álgebra es una álgebra con una ∗-estructura. Dadas dos ∗-álgebras, A y B, un
homomorfismo de álgebras f : A→ B es un ∗-homomorfismo si para todo x ∈ A
f(x∗) = f(x)∗.
5.1.2 Definición. Una ∗-álgebra de Hopf (H, ∗) es un álgebra de Hopf H con una ∗-
estructura tal que los homomorfismos de álgebras ∆ y ε son ∗-homomorfismos. En notación
de Sweedler las condiciones sobre ε y ∆ son escritas, respectivamente, por:
ε(x∗) = ε(x), y x∗(1) ⊗ x
∗
(2) = x(1)
∗ ⊗ x(2)
∗, para todo x ∈ H.
Sean H una álgebra de Hopf y V un H-comódulo a derecha, con morfismo estructura π
(ver Definición 4.2.10). En este caso π : V → V ⊗H también se denomina una corepre-
sentación de H en el espacio V . Si el espacio V es de dimensión finita y los elementos {vi}
forman una base de V , entonces escribimos π(vj) =
∑
i vi⊗πij, donde los πij son elementos
de H. Entonces π = (πij) es una matriz (llamada la matriz de corepresentación) con
coeficientes en H y
∆(πij) =
∑
k
πik ⊗ πkj, ε(πij) = δij .
Supongamos que H es una ∗-álgebra de Hopf y V es un espacio vectorial con producto
interno 〈, 〉. Una corepresentación π de H en V es unitaria si
〈v(1), w〉S(v(2)) = 〈v,w(1)〉w
∗
(2) ∀v,w ∈ V.
Aquí usamos la notación de Sweddler para comódulos, esto es,
π(v) = v(1) ⊗ v(2), (π ⊗ id) ◦ π(v) = (id⊗π) ◦ π(v) = v(1) ⊗ v(2) ⊗ v(3),
donde v(1) está en V y v(2), v(3) están en H.
Si V es de dimensión finita y π = (πij) es la matriz de corepresentación con respecto a una
base ortogonal {vi} de V . Entonces π es unitaria si y sólo si la siguientes condiciones se
satisfacen:
S(πij) = π
∗
ji ⇐⇒
∑
k
π∗kiπkj = δij 1 ⇐⇒
∑
k
πikπ
∗
jk = δij 1.
Una corepresentación π en un espacio vectorial V es unitarizable si existe un producto
interno sobre V tal que π es unitaria con respecto a ese producto interno.
5.1.3 Definición. Una ∗-álgebra de Hopf H de dimensión finita es un grupo cuántico
compacto finito si la corepresentación regular ∆ de H es unitarizable.
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5.2. Ejemplos de grupos cuánticos finitos
En esta sección establecemos nuestro objetivo principal del capítulo, esto es, mostrar que
las deformaciones de grupos finitos sobre el cuerpo de los números complejos poseen una
estructura de grupo cuántico compacto.
En esta sección los resultados son ideas originales del autor y su orientador.
5.2.1 Definición. Sean H una ∗-álgebra de Hopf y α : H⊗H → C∗ un 2-cociclo de Hopf.
Decimos que el 2-cociclo α es de ∗-Hopf si:
• α−1 = α¯.
• α(x, y) = α(y∗, x∗),
donde α−1 es el inverso con respecto al producto convolución.
5.2.2 Nota. Es evidente que si α es un 2-cociclo de ∗-Hopf para una ∗-álgebra de Hopf
H, entonces la deformación Hα es una ∗-álgebra de Hopf con la misma ∗-estructura. Más
aun, si H es un grupo cuántico compacto finito, entonces Hα también lo es.
Veamos ahora que toda G-álgebra de Galois compleja es isomorfa a una G-álgebra con
∗-estructura compatible con la G-acción. Sea T = {z ∈ C||z| = 1}, entonces para cual-
quier grupo finito, la inclusión T⊆C∗, induce un homomorfismo de grupos Hn(G,T) →
Hn(G,C∗), el cual es un isomorfismo por el Teorema de Coeficientes Universales [Wei94].
Así, usando la Ecuación 1.7, podemos considerar que los 2-cociclos satisfacen las siguientes
dos propiedades:
• σ(g, h) ∈ T,
• σ(g, h) = σ(h−1, g−1),
para todo g, h ∈ G. Estos 2-cociclos los llamamos unitarios.
Sea G un grupo finito, S ⊂ G un subgrupo y σ ∈ Z2(S,T) un 2-cociclo no degenerado y
unitario. Entonces el álgebra de grupo torcida CσS es una ∗-álgebra con u∗g = ǫσ(g)ug−1
para todo g ∈ H. Por lo tanto la G-álgebra de Galois A = IndGS (CσS), es una ∗-álgebra de
G-Galois con f∗(g) = f(g)∗ para g ∈ G y f : G → CσS. Por el Teorema Principal 3.2.19
denotemos por α al 2-cociclo de Hopf asociado a A.
5.2.3 Teorema. La deformación (CG)∗α asociada a la G-álgebra de Galois A, es un grupo
cuántico compacto finito.
Demostración. Dado que el álgebra de G-Galois A es una ∗-álgebra de Hopf y G actúa en
forma unitaria, se sigue del argumento [Mov94, Proposition 5], que el 2-cociclo de Hopf
asociado a α tiene las siguientes propiedades:
i) α−1 = α¯.
ii) α(x, y) = α(y∗, x∗),
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para todo x, y ∈ (CG)∗, es decir, es un 2-cociclo de ∗-Hopf para (CG)∗ y por tanto la
deformación es un grupo cuántico compacto finito.
Conclusiones
⋆ Sean G un grupo finito, k un cuerpo y A una G-álgebra de Galois A sobre k. Entonces
• A es isomorfa a el álgebra inducida IndGS (B), donde S es un subgrupo de G que
estabiliza un elemento idempotente central primitivo del álgebra A y B es una S-
álgebra de Galois simple.
• El álgebra de Galois simple B es isomorfa a el álgebra A(KσN, γ), donde (K,N, σ, γ)
es un dato de S-álgebra de Galois simple sobre k.
En resumen, Dados G un grupo finito y k un cuerpo. Entonces A es una G-álgebra
de Galois sobre k si y sólo si existen S un subgrupo de G que estabiliza un elemento
idempotente central primitivo en A y (K,N, σ, γ) es un dato asociado a S y k tal que A
es isomorfa a IndGS (B),
A ≃ IndGS (B),
donde B es la S-álgebra simple A(KσN, γ).
⋆ A toda álgebra de Galois le corresponde un 2-cociclo de Hopf (y viceversa). Cada 2-
cociclo de Hopf determina una deformación. Por lo tanto existe una correspondencia
entre álgebras de Galois y deformaciones de grupos finitos.
⋆ Toda deformación de un grupo finito sobre el cuerpo de los números complejos posee
estructura de grupo cuántico compacto.
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Trabajo futuro
⋆ Establecer una teoría de obstrucción a la función γ.
⋆ Extender los resultados para anillos con acciones ergódicas, esto es, acciones tal que el
álgebras de invariantes AG coincida con su cuerpo base k, donde A es un anillo, G un
grupo finito y k un cuerpo arbitrario.
⋆ Clasificar las estructuras cotriangulares de las deformaciones de (kG)∗.
⋆ Describir las subálgebras de Hopf normales usando técnicas de [GN08].
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