INTRODUCTION
============

The reason that the sense of smell can be used to avoid poisons or estimate a food's nutrition content is because biochemical reactions create many by-products. Thus, the emission of certain sets of volatile compounds will accompany the production of a specific poison by a plant or bacteria. An animal can therefore judge the presence of poisons in the food by how the food smells. Other specific examples include the use of smell by bees when judging whether a flower has more pollen or nectar ([@R1], [@R2]). Fruit flies select places to lay eggs based on odors ([@R3]). These examples suggest that, from a practical perspective, it would be useful for the nervous system to classify odors based on statistics of their co-occurrence. For example, if odor components that are strongly correlated are represented nearby within the nervous system ([@R4]), then detection of one component could be quickly used as an indicator for the likely existence of another component that is strongly correlated with it. With this perspective in mind, we set out to study the structure of the olfactory space based on odor co-occurrence.

Before we describe the results, we review the reasons for why one might expect to find hyperbolic coordinates to be relevant for olfaction and biological systems in general. Biological data are often represented using dendograms or hierarchical tree structures ([Fig. 1A](#F1){ref-type="fig"}). These data can be equivalently represented using Venn diagrams, where larger circles correspond to broader classifications ([Fig. 1B](#F1){ref-type="fig"}) ([@R5]). For example, before Darwin, these Venn diagrams were used to classify species based on their properties ([@R6]). Darwin used the mapping from Venn diagrams to trees ([@R6]) to infer the likely tree for speciation based on available descriptions of species properties (Venn diagrams). There is a deep mathematical reason underlying the equivalence between these two representations, and it involves hyperbolic spaces. Specifically, starting with the Venn diagram ([Fig. 1B](#F1){ref-type="fig"}), one can assign points to a three-dimensional (3D) space whose horizontal *x* and *y* coordinates equal to center coordinates of the Venn circles, whereas the vertical coordinate equals to the circle radius ([@R7]). In this manner, larger circles get assigned to higher heights, which would then correspond to positions closer to the tip of the tree ([Fig. 1C](#F1){ref-type="fig"}). Sometimes, the presence of partially overlapping circles leads to a structure that is not precisely a tree because it contains loop. Nevertheless, the resulting 3D space has a hyperbolic metric ([@R8]) and can be described by the Poincare half-space model for the hyperbolic space. The fact that the metric is non-Euclidean can be observed from the fact that the shortest distance between two points goes up in the *z*-direction (along the tree) before descending back to the target node. In [Fig. 1D](#F1){ref-type="fig"}, we show an example shortest path between two points in a 2D half-space model (red dashed line) and its discrete approximation (red solid line). To foreshadow the results on olfactory odor classification, we note that 3D hyperbolic space is the lowest dimensional space where the descriptor sets (Venn diagrams) are not 1D, as in [Fig. 1D](#F1){ref-type="fig"}, but are 2D circles as in [Fig. 1](#F1){ref-type="fig"} (B and C). At least two axes have been described for the human odorant perception (the "pleasantness-to-unpleasantness" axis and the "chemical-to-natural" axis) ([@R9], [@R10]). Together, these mathematical and biological observations point to the relevance of 3D hyperbolic geometry for odor perception.

![Hyperbolic spaces approximate hierarchical networks.\
(**A**) Example hierarchical description of data and (**B**) its equivalent representation using Venn diagrams. (**C**) Venn diagrams can be mapped onto points in a 3D space, forming approximately a tree. The metric in the resulting 3D space is hyperbolic ([@R7]). The hyperbolic aspects of the metric are illustrated by the fact that the shortest path between nodes in the tree goes upward and then descends back to the target node. (**D**) Discrete approximation to a half-space model of the hyperbolic space in 2D. Red solid and dashed lines show the discrete and continuous shortest paths between point *a* and *b* within the half-space model of the hyperbolic space ([@R8]).](aaq1458-F1){#F1}

RESULTS
=======

To analyze which space best describes the statistics of co-occurrence within natural odor mixtures, we used a recently developed a statistical method ([@R11]) that can identify the presence of a geometric structure in data based on observed correlations between data components. This method is unaffected by linear or nonlinear monotonic transformations of inputs and therefore can be used to determine the overall geometry of the data without worrying at first about the precise scaling of the axes. The analysis starts by taking a set of measurements of concentrations of individual monomolecular odors, as they occur in the natural environment. Our analyses will be based on four data sets of odors measured from samples of strawberries ([@R12]), tomatoes ([@R13]), blueberries ([@R14]), and mouse urine ([@R15]). To give an overview of the data, 69 monomolecular odors were measured across 50 different mouse urine samples, 66 monomolecular odors across 79 tomato samples, 45 monomolecular odors across 101 blueberry samples, and 78 monomolecular odors across 54 samples of strawberries. The first step of the analysis is to compute correlations between the concentrations of monomolecular odor across samples ([Fig. 2A](#F2){ref-type="fig"}). The correlation coefficient between two odors *x*, *y* was defined as$$\text{corr}(\mathit{x},\mathit{y}) = \frac{\sum_{\mathit{i} = 1}^{\mathit{n}}(\mathit{x}_{\mathit{i}} - \overline{\mathit{x}})(\mathit{y}_{\mathit{i}} - \overline{\mathit{y}})}{\sqrt{\sum_{\mathit{i} = 1}^{\mathit{n}}{(\mathit{x}_{\mathit{i}} - \overline{\mathit{x}})}^{2}}\sqrt{\sum_{\mathit{i} = 1}^{\mathit{n}}{(\mathit{y}_{\mathit{i}} - \overline{\mathit{y}})}^{2}}}$$where *x*~*i*~ and *y*~*i*~ represent concentrations of odor *x* and odor *y* in *i*th sample, $\overline{\mathit{x}}$ and $\overline{\mathit{y}}$ represent the mean values of concentrations across all samples, and *n* is the number of samples. Correlation coefficients were computed separately for each data set. The absolute values of the correlation matrix from each data set are passed through a step function with different thresholds: The correlation values above the threshold are set to 1, and the rest of values are set to 0 ([Fig. 2B](#F2){ref-type="fig"}). The transformed matrix can now be visualized as a topological graph where all unit values represent links between the corresponding odors ([Fig. 2C](#F2){ref-type="fig"}). The graph can be characterized by the number of holes (cycles) in one, two, or higher dimensions. For high thresholds, the number of cycles will be low because most units are not connected. Similarly, at low thresholds, the number of cycles is also low because units form fully connected networks. Plotting the number of cycles as a function of density of edges, or equivalently the number of connected nodes, yields the so-called Betti curves. It turns out that the shapes of these Betti curves are quite sensitive to the statistics of correlations. This sensitivity makes it possible to infer the geometry of the space that can produce these correlations if we sample points from this space and assume that stronger correlations (before thresholding) imply closer distances ([@R11]).

![Topological organization of the natural odor space.\
(**A** to **C**) Illustration of the topological algorithm for identifying spaces consistent with correlation statistics. (A) Example correlation matrix for five odors in strawberry data set. (B) Correlation matrix after applying a threshold of 0.25. (C) A nonzero value represents an edge connecting the two elements. The resulting complex has one 1D cycle and edge density of 0.5. (**D** and **E**) Betti curves with the number of cycles in one (yellow), two (red), and three (blue) dimensions plotted as a function of edge densities. Data from Betti curves (dashed) are compared with predictions using model geometry (solid lines) of 3D hyperbolic space in (D) or Euclidean space (E). Insets show comparisons between integrated Betti values from data (black triangles) compared with models. The error bars show 95% confidence intervals (from 2.5% to 97.5%) from 300 models with the same number of odors as the data, and the colored squares show the medium values of the models.](aaq1458-F2){#F2}

Applying this statistical approach to each of the four data sets separately, we found the data in each case to be consistent with being drawn from a neighborhood of a sphere positioned within a 3D hyperbolic space together with a small amount of multiplicative noise added to the distances ([Fig. 2D](#F2){ref-type="fig"}). The fact that hyperbolic space approximates hierarchical tree--like networks motivated this choice of the model ([@R7]), with odors reflecting leaves of the network---the neighborhood of the surface ([Fig. 1](#F1){ref-type="fig"}). Quantitatively, one can compare Betti curves derived from a model geometrical space and from a data set by computing the integral of the curve ([@R11]), the quantity referred to as the integrated Betti value. To find the best-fitting geometry, we optimized parameters of the model such that the noise magnitude and the range of radii within the space from which the sample points were drawn provided the best match to the first integrated Betti value. Then, we examined how these optimized parameters could account for the second and third integrated Betti values. For all four data sets, we found the measurements to be consistent with sampling from a 3D hyperbolic space (*P* \> 0.25, *P* \> 0.21, *P* \> 0.45, and *P* \> 0.19 for blueberry, tomato, mouse, strawberry data sets, respectively; in each case, the value stated is the minimal value across the Betti curves in 2D and 3D; see also table S1).

The first three Betti curves were also sufficient to show that Euclidean spaces could not account for the data, even when dimensionality and other parameters were optimized ([Fig. 2E](#F2){ref-type="fig"}, *P* \< 0.03 for blueberry and *P* \< 0.003 for other three data sets). As a control, we verified that shuffling odor concentrations between samples, which destroys correlations between odors, produced Betti curves that can be fully explained by random matrices (*P* = 0.4, *P* = 0.7, and *P* = 0.9 for integrated Betti values one through three, respectively; cf. fig. S1). These matrices would not be consistent with the hyperbolic space plus the small amount noise that fits the real data (*P* \< 0.01). As additional controls, we verified that (i) evaluating differences between Betti curves using L1 distances instead of the integrated Betti values (tables S2 and S3) or (ii) applying logarithm to concentration values before computing their correlations led to the same conclusions (fig. S2 and table S4). In particular, hyperbolic 3D is consistent with measurements for all three Betti curves, whereas the best-fitting Euclidean model can be ruled out according to these measures. The corresponding *P* values are provided in tables S1 to S4. Note that hyperbolic spaces of dimensions higher than three cannot be ruled out (fig. S3). However, the 3D hyperbolic space remains the best-fitting model across the four data sets. This is true whether one uses either the integrated Betti value or the L1 distances between model and experimental Betti curves (fig. S3).

To visualize how the points consistent with odorant correlation statistics might be distributed within the hyperbolic space, we used nonmetric multidimensional scaling (MDS) ([@R16]). The nonmetric MDS algorithm embeds a set of points into the *N*-dimensional space while attempting to preserve the rank ordering of distances as best as possible ([@R16]). Traditionally, MDS is applied to the Euclidean space, but we modified it (see Materials and Methods) to work with hyperbolic distances ([@R7]). After testing the algorithm on synthetic data (fig. S4), we applied the modified algorithm to the four data sets. In [Fig. 3](#F3){ref-type="fig"}, we show results for the four data sets. Because the points are located near a surface of a sphere (the range of radii *R*~min~ = 0.9 *R*~max~), we present the points on a sphere using the two angles of latitude and longitude. The results show approximately uniform sampling in all four data sets. Notably, the points do not cluster based on functional chemical properties of the individual components (fig. S5). One can understand the absence of clustering from the fact that monomolecular odors with different functional properties are produced together in biochemical pathways.

![Visualization of the natural olfactory space using nonmetric MDS.\
Because the variation in radius is small, data points are shown on the surface of a sphere with circles/rectangles for points falling on the near/far side of the sphere. The RGB color scales were proportional to the *XYZ* coordinates of points.](aaq1458-F3){#F3}

What are the axes of this olfactory space? Or, in other words, do odors associated with certain parts of this space have different perceptual or physicochemical properties? Previous studies found axes that correlated with perceptual odor pleasantness ([@R17]) and physicochemical properties such as molecular boiling point and acidity ([@R9], [@R17], [@R18]). We checked for associations with all of these properties, and supporting previous findings ([@R9], [@R10], [@R17], [@R19]) found that points corresponding to pleasant and unpleasant odors occupied different parts of the space. We note that this analysis of pleasantness rankings was based only on odor components from tomato and strawberry data sets, for which these rankings were available. Thus, the pleasant-unpleasant odor axis can be identified even solely using fruit odor components. The direction most associated with a change in pleasantness value is marked by the red line in [Fig. 4](#F4){ref-type="fig"} (A and C). For odor mixtures produced by individual fruit samples, we use the "overall liking" rating assigned by humans to fruit samples as a measure of pleasantness ([Fig. 4A](#F4){ref-type="fig"}). To test how well the identified pleasantness axes can predict measured pleasantness rankings for novel samples, we regenerated this axis using only strawberry samples and use it to predict pleasantness ranking for tomato samples. The correlation was significant, with correlation coefficient *R* = 0.34 and *P* = 0.01 ([Fig. 4B](#F4){ref-type="fig"}). The pleasantness values could also be assigned to individual odor components based on the correlation between the odor concentration in a mixture and mixture pleasantness computed over samples ([Fig. 4C](#F4){ref-type="fig"}). This measure of pleasantness produced an even stronger correlation between pleasantness and odor coordinates within the space, *R* = 0.66 and *P* = 3 × 10^−7^ ([Fig. 4D](#F4){ref-type="fig"}). We also computed these correlation values using different odor components from those used to generate the pleasant-unpleasant axis for odor components in [Fig. 4C](#F4){ref-type="fig"}. Specifically, we used two-thirds of randomly selected odor components to generate this axis; we computed the correlation value using the remaining components. The pleasantness axis for odor components had a similar orientation to the one for mixtures (that is, individual fruit samples).

![Axes associated with pleasantness and odor physiochemical properties.\
(**A**) We represented 108 fruit samples (54 tomatoes and 54 strawberries) using normalized linear combinations of odor coordinates in the space, with the weights proportional to odor concentrations in the samples. The color indicates human rating for the overall liking; circles/squares represent points from the front/back sides of the sphere. The red line shows the direction most associated with the pleasantness ratings. (**B**) The correlation is significant, with correlation value *R* = 0.34 and *P* = 0.01. (**C**) Visualization of 144 individual monomolecular odors. The red, green, and blue lines showed the directions of pleasantness, boiling point, and acidity, respectively. Two-thirds of monomolecular odors were used to determine the directions associated with perceptual or physicochemical properties of odors, and the rest one-third were projected onto the directions as validation sets to evaluate the correlations. In the 144 monomolecular odors, only 62 of them have available boiling points and were used to find the boiling points direction. (**D**) Correlation between odor pleasantness with projection onto the pleasantness axes. (**E**) Correlation between molecular boiling point, a measure of odor volatility, with projection on the associated axes. (**F**) Correlation between acidity value and the associated axes.](aaq1458-F4){#F4}

In addition to the pleasantness axis, we could also find axes that were strongly associated with two other properties: molecular boiling point---which is probably a reflection of volatility---and acidity, both of which showed significant correlations (*P* \< 0.04; [Fig. 4](#F4){ref-type="fig"}, E and F). We assigned acidity for individual odors as the correlation coefficient between its concentration and fruit sample acidity measurement. (We computed all of these correlation coefficients using a different subset of odors from the one used to estimate the corresponding axes.) Because the space is essentially 2D, the three axes of odor pleasantness, acidity, and molecular boiling point are not independent. In other words, knowing the coordinates along the molecular boiling point and acidity axes, one can predict the position along the pleasantness axis. That is, the identified mapping to a sphere in a hyperbolic space makes it possible to predict, with correlation *R* = 0.34 ([Fig. 4B](#F4){ref-type="fig"}) for natural mixtures and with *R* = 0.66 ([Fig. 4D](#F4){ref-type="fig"}) for monomolecular odors, how perceptually pleasant these odors are based on their projections on the acidity and volatility axes.

The observation that the odor mixtures can be mapped onto a continuous metric space is consistent with a previous vector-based model of human olfactory perception ([@R19]). This model posits that the perception of odor mixtures is based on a combination of the mixture components or, in other words, that there is an underlying set of coordinates that can represent olfactory mixtures. Previous analysis ([@R9]) of the Dravnieks database ([@R20]) containing human perceptual descriptions of \>120 monomolecular odors showed that the perceptual space is likely to be curved. Qualitatively, the points were found to form a "potato-chip" surface ([@R9]). This can be a signature of the hyperbolic space; potato-chip or saddle-like surface have a negative curvature and serve as an everyday example of hyperboloid surfaces. To quantitatively test whether the perceptual space is described by hyperbolic geometry, we applied the Betti curve method to the Dravnieks database ([@R20]). First, we found that Euclidean spaces were not consistent with measured Betti curves (*P* \< 0.003; [Fig. 5A](#F5){ref-type="fig"} and table S5). The first Betti curve could not be matched to the data in terms of its area for any dimensionality of the Euclidean space ([Fig. 5A](#F5){ref-type="fig"}, inset). Second, we found that the full hyperbolic space of varying dimensions could match the area of the first Betti curve. However, only hyperbolic spaces with small number of dimensions could also simultaneously match the area of the second Betti curve ([Fig. 5B](#F5){ref-type="fig"}, inset). The 3D hyperbolic space produced the best fit, with larger dimensions yielding increasing deviations. Hyperbolic spaces with dimensions nine and above could be excluded with *P* \< 0.034. The third Betti curve was essentially zero and is not shown here. One may notice that the first and second Betti curves were not as regular as in the case of odorants and contained multiple peaks. It turns out that the biphasic nature of the Betti curve could be explained by the nonuniform distribution of points across the two angles ([Fig. 5C](#F5){ref-type="fig"}). Unlike in the case of olfactory stimulus spaces that are sampled approximately uniformly, here, the distribution of points obtained using MDS is not uniform and clusters in one-half of the space. Sampling points from this embedding yields biphasic Betti curves that match those derived from perceptual data ([Fig. 5D](#F5){ref-type="fig"}). Specifically, *P* values for L1 differences between Betti curves derived from data and MDS fits were *P* = 0.32 (hyperbolic, Betti 1), *P* = 0.20 (hyperbolic, Betti 2), *P* = 0 (Euclidean, Betti 1), and *P* = 0.06 (Euclidean, Betti 2) (cf. inset in [Fig. 5D](#F5){ref-type="fig"}). The MDS distances also better correlated with perceptual distances when we carried out MDS in the hyperbolic space compared to Euclidean space (fig. S6).

![Hyperbolic organization of the human olfactory perception.\
The (**A**) first and (**B**) second Betti curves of the perceptual data set (dotted line) ([@R20]) compared to Betti curves of the 3D hyperbolic space (solid line) and 3D Euclidean space (dashed line). Euclidean and hyperbolic spaces of other dimensions provided a worse fit. Insets compare integrated Betti values from data (horizontal lines) and 300 repeated models in different dimensions with Euclidean or hyperbolic metrics. The error bars show 95% confidence intervals; the number of repeated computations of model curves was 300. (**C**) Visualization of odors in human olfactory perception space using nonmetric MDS in a 3D hyperbolic space. The sizes of points are proportional to their radii. The radius distribution is shown in bottom right inset. (**D**) The multimodal aspects of Betti curves derived from data (dotted lines) can be accounted for by the nonuniform distribution of points within the 3D hyperbolic space. Sampling points from (C) produces multimodal first (yellow) and second (red) Betti curves (solid lines). Inset shows comparison of L1 distances between Betti curves derived from data and those derived from 100 different MDS fits. Black open triangles represent the distance between data and model mean, and colored bar plots show the range of values, where data curves are substituted by different MDS fits.](aaq1458-F5){#F5}

DISCUSSION
==========

Our results highlight the importance of hyperbolic curved geometry for understanding how natural odors are represented in the nervous system. Overall, we find that both the statistics of natural odor mixtures and human odor perception can be mapped onto hyperbolic spaces. In the natural environment, hierarchical biochemical networks produce odor components. Hierarchical networks can often be approximated by trees and, therefore, by hyperbolic spaces ([@R7], [@R21]). We find that most natural odor components fall near the boundary of the observed hyperbolic space, corresponding to leaves of the trees ([Fig. 1](#F1){ref-type="fig"}). At the perceptual level, we also found hyperbolic organization. However, in this case, the odors selected for the Dravnieks database did not sample the human perceptual space uniformly ([Fig. 5](#F5){ref-type="fig"}).

Hyperbolic perceptual organization is likely to be general across different sensory modalities. There are two reasons for this. First, neural networks that give rise to perception are hierarchically organized, and as we have seen in [Fig. 1](#F1){ref-type="fig"}, this can lead to hyperbolic geometry. Second, individual neurons have limited response ranges. Because of response saturation, small changes in neural responses near their limit correspond to exponentially large changes in the input values. This compressive mapping ([@R22]) is similar to the Poincare disk representation of the hyperbolic space ([@R7]). There is evidence that visual, haptic, and auditory perceptual spaces are all hyperbolic ([@R23]--[@R26]). Adding olfactory perception to this list could help explain why humans can map odors to auditory pitch ([@R27], [@R28]) and to colors ([@R29]).

Noteworthy is the low dimensionality of both the physical odor space and perceptual odor spaces. In both cases, the curved space contains approximately three dimensions despite the fact that the data vary in \>50 dimensions associated with different samples of natural odor mixtures and according \>100 perceptual descriptors. The low dimensionality of the environmental odor space could be a general property of natural odors because it occurred for odors as diverse as fruit and mammalian urine odors. Note that all four natural odor data sets were described by the same 3D hyperbolic space with exactly the same radius (equivalent to curvature of the space). This property could make it easier to represent data from different data sets within the same space. For example, odors from strawberry and tomato could be represented jointly within a single 3D space ([Fig. 4](#F4){ref-type="fig"}). We could not combine data from other data sets because, for example, there were no overlapping components between fruit odors and mouse urine data sets. It is possible that representing all possible natural odors will increase the dimensionality of the overall space. Another possibility is that introducing odors from different sources will "fill in" the inner part of the hyperbolic space. The natural odors considered here mapped onto a surface of a hyperbolic space. Odors produced by biochemical pathways of different complexity are likely to map to surfaces with a different radius, filling in the space. This possibility is especially interesting because it would provide a link to the filled 3D hyperbolic space that we find for perceptual data, which was obtained using diverse classes of odors. At the same time, the perceptual odor mapping reveals that odors tested so far concentrate on one side of the space ([Fig. 5](#F5){ref-type="fig"}) ([@R9], [@R19]), whereas natural odor components cover their respective space rather uniformly ([Fig. 3](#F3){ref-type="fig"}). These analyses thus suggest perceptual coordinates that are yet to be explored.

The match in dimensionality between the environmental and perceptual spaces would not have been expected a priori. The matching dimensionality between the input and perceptual spaces can help avoid nonlinear distortions that would necessarily arise when mapping two nonlinear spaces of different dimensionality. These distortions are known to exist in vision where we perceive distances in a compressed way: The moon appears disproportionately closer to us than would be based on the actual Euclidean distance ([@R23], [@R24]). We also plot equidistant and parallel lines differently, which is one of the key signatures of the hyperbolic space. Similar distortions arise in the haptic space ([@R25]). The matching geometry between the input and perceptual spaces in olfaction may therefore serve to minimize these distortions in odor perception. Overall, the ability of the perceptual system to resolve points in the low-dimensional odor space would depend on the number and tuning properties of sensory receptors ([@R30]--[@R34]).

MATERIALS AND METHODS
=====================

A clique topology method for finding geometric spaces consistent with correlations in the data
----------------------------------------------------------------------------------------------

We followed procedures from ([@R11]) to generate Betti curves for samples taken from spaces with different geometries. The method effectively converts the correlation matrix to its rank-ordered version. This renders the algorithm's results invariant under monotonic transformation of values, for example, due to nonlinearities introduced at the measurement stage. However, this property can also be used to assign a distance between points based on the correlation in the activity of two units in a network ([@R11]) or, as in our case, between two odors across different samples. All monotonic functions will yield the same result. We chose *D*~*ij*~ = − \|*C*~*ij*~\|, where *D*~*ij*~ is the assigned distance between odors, and \|*C*~*ij*~\| is the absolute value of the correlation coefficient of odor concentrations among a set of points. This definition ensures that stronger correlations (in absolute value) corresponded to tighter connections and smaller geometric distances, as in ([@R35]).

The first three Betti curves turn out to be quite sensitive measures of the distance matrices and can be used to find underlying geometries consistent with the data ([@R11]). In addition to random spaces, we screened two kinds of geometric structures: Euclidean spaces of different dimensionality and hyperbolic space \[we used the hyperbolic ball model ([@R7]) with curvature ζ = 1\] with different parameters. In each space, we uniformly sampled points (the same number as the number of odors in each of the data sets) based on the metric of the space. In a *d*-dimensional Euclidean space, the points were uniformly distributed in a *d*-cube with Euclidean distance. For a *d*-dimensional hyperbolic ball model, we used partial space by setting the minimal radius *R*~min~ and maximal radius *R*~max~ for the ball. This choice of the model was motivated by the fact that hyperbolic space approximates hierarchical tree--like networks ([@R7]), with odors reflecting leaves---the neighborhood of the surface. We took the angles of points randomly and selected radii *r* within \[*R*~min~, *R*~max~\] following the distribution$$\left. \rho(\mathit{r}) \right.\sim\text{sin}h((\mathit{d} - 1)\mathit{r})$$The distance between two points was derived from hyperbolic law of cosines$$\text{cos}h\zeta\mathit{x} = ~\text{cos}h(\zeta\mathit{r})\text{cos}h(\zeta\mathit{r}\prime) - ~\text{sin}h(\zeta\mathit{r})\text{sin}h(\zeta\mathit{r}\prime)\text{cos}\Delta\theta$$where ζ is the curvature set as 1 in our model, *r* and *r*′ are the radial distances of the two points, and Δθ is the angle between them. Considering that noise may exist in the monotonous correspondence between the underlying topological distance and correlation strength of odors and that the amount of noise may differ between data sets due to differences in sample collection procedures, we added multiplicative Gaussian noise to the distance matrices for both Euclidean model and hyperbolic model before plotting the Betti curves. Together, we have the topological distance matrices of the sampled points in geometric spaces$$\mathit{D} = \mathit{D}_{\text{geo}} \cdot (1 + \varepsilon \cdot \mathit{N}(0,1))$$where *D*~geo~ is the geometric distances, and εis the noise level.

In summary, the space geometry affects Betti curves through the distribution of sampled point density ([Eq. 1](#E1){ref-type="disp-formula"}) and distance measures ([Eq. 2](#E2){ref-type="disp-formula"}). Multiplicative noise ([Eq. 3](#E3){ref-type="disp-formula"}) also affects Betti curves. The optimal parameter values for the hyperbolic model were *R*~max~ = 7 and *R*~min~ = 0.9 *R*~max~ for all four odor data sets, while optimal noise values were ε = 0.045 (mouse), ε = 0.050 (strawberry), ε =0.050 (blueberry), and ε = 0.040 (tomato). The optimized parameters for the Euclidean space were as follows: mouse data set, dimension *d* = 8; noise, 0.05; strawberry data set, dimension *d* = 10; noise, 0.05; blueberry data set, dimension *d* = 10; noise, 0.09; tomato data set, dimension *d* = 8; noise, 0.09.

For the perceptual data set (127 monomolecular odors, 146 descriptions for each) ([@R20]), the topological pairwise distances of odors *k* and *n* were defined as $\sum_{\mathit{i} = 1}^{146}{(\mathit{v}_{\mathit{i}}^{\mathit{k}} - \mathit{v}_{\mathit{i}}^{\mathit{n}})}^{2}$, where $\mathit{v}_{\mathit{i}}^{\mathit{k}}$ denotes human descriptions for the *k*th odor. We use the differences between descriptions across odors because, in this case, the absolute value of the descriptor matters, unlike in the case of odors where correlations were a more appropriate measure. When fitting the data using geometric models, no noise was added to distances in models. We also tested the sensitivity of the Betti curves to noise in pairwise perceptual distances between odors. This was carried out by computing perceptual distances based on randomly selected subset of 120 of the total 146 descriptors. The variability in the resultant distance values was proportional to the mean distance (fig. S7). The relative error in the integrated Betti values across these samples was the same as the relative error of the distances themselves (fig. S7, inset on the right). Thus, although the Betti curve construction evaluates data structure globally, it is not driven by variability in larger distances. In the case of the perceptual data set, we found that the full hyperbolic space better described the data rather than a shell, and therefore, the minimal radius was set to zero. We optimized maximal radius of the hyperbolic model, which is a measure of its curvature, to fit the integrated Betti value of the first Betti curve. The optimal *R*~max~ were as follows: 1.6 (3D), 1.9 (4D), 1.8 (5D), 1.7 (6D), 1.9 (8D), and 3.0 (9D). We used these values to compute the second Betti curve and determine how well it could account for the second integrated Betti value.

All reported *P* values for comparison with experimentally generated Betti curves were obtained by creating, for each candidate geometry, 300 statistically equivalent models. Points for each model were selected randomly according to the density specific to that geometry (uniformly within the unit cube for Euclidean spaces and according to [Eq. 1](#E1){ref-type="disp-formula"} for hyperbolic spaces). The number of points was matched to the number of points in the corresponding experimental data set. On the basis of this simulated point distribution, we computed 300 different Betti curves. These curves were then used to generate a distribution of integrated Betti values or compute the L1 distance of these curves from the mean Betti curve of this model. The reported *P* values reflect two-tailed percentiles for where experimental Betti curves fall within the model-generated distributions. We report *P* values as \<0.003 when none of the samples generated values further from the mean than the observed data point.

Nonmetric MDS embedding of odors on the surface of a 3D hyperbolic sphere
-------------------------------------------------------------------------

The nonmetric MDS algorithm embeds a set of points within a prespecified space while attempting to preserve rank-ordered distances between points. We modified the Euclidean-based, nonmetric MDS algorithm in MATLAB version 2017a by replacing the Euclidean distance with hyperbolic distance in [Eq. 2](#E2){ref-type="disp-formula"}. The initial positions of points were uniformly sampled in the optimal 3D hyperbolic space determined in [Fig. 1](#F1){ref-type="fig"}. The radial coordinates were fixed because their range was small and points were approximately positioned on the surface of a sphere. The algorithm updated the angular coordinates to minimize the mismatch in the rank order of distances. The iterations ended when this error fell below a threshold of 0.001. Because the MDS algorithm can return the arbitrary rotation of the space, in [Fig. 3](#F3){ref-type="fig"}, we used the Procrustes algorithm to align the positions of odors between the strawberry and tomato data sets, using the strawberry data set that had the most odors as an anchor. The Procrustes process was carried out through the Procrustes function in MATLAB, and the scale component and translation component were set to 1 and 0, respectively.

Supplementary Material
======================

###### http://advances.sciencemag.org/cgi/content/full/4/8/eaaq1458/DC1

We thank V. Itskov, A. Samuel, and E. Hong for the helpful discussions and D. Kastner, V. Lundblad, and C. G. Galizia for the comments on the manuscript. **Funding:** This research was supported by the Aileen Andrew Foundation and NSF award numbers IIS-1254123, IOS-1724421, and IOS-1556388 to T.O.S. and 1556337 to B.H.S. The last two awards resulted from an NSF Ideas Lab "Cracking the Olfactory Code." **Author contributions:** All authors participated in the design of this study and writing of the manuscript. Y.Z. analyzed the data. T.O.S. motivated the relevance of hyperbolic spaces for this project. **Competing interests:** The authors declare that they have no competing interests. **Data and materials availability:** All data needed to evaluate the conclusions in the paper are present in the paper and/or the Supplementary Materials. Additional data and codes related to this paper may be requested from the authors. Original data sets can be found at the following addresses: <https://doi.org/10.1371/journal.pone.0088446.s005> (strawberry); <https://ars.els-cdn.com/content/image/1-s2.0-S0960982212004083-mmc2.zip> (tomato); <https://doi.org/10.1371/journal.pone.0138494.s002> (blueberry); <http://journals.plos.org/plosone/article/file?type=supplementary&id=info:doi/10.1371/journal.pone.0000429.s005> (mouse urine). Odors for which most of measured concentration values were zero were removed before the analysis.

Supplementary material for this article is available at <http://advances.sciencemag.org/cgi/content/full/4/8/eaaq1458/DC1>

Fig. S1. No indications of hyperbolic geometry in shuffled odor data sets.

Fig. S2. Alternative ways of evaluating differences between Betti curves also support hyperbolic geometry of natural odor spaces.

Fig. S3. Error bar plots of Betti curves statistics for the hyperbolic model of different dimensions.

Fig. S4. Test of the nonmetric multidimensional scaling algorithm in the hyperbolic space on synthetic data.

Fig. S5. Odors within the identified space do not cluster by functional group.

Fig. S6. Comparison between embedded geometric distances and reported perceptual distances.

Fig. S7. Analysis of sensitivity of integrated Betti value to noise in the input distances.

Table S1. Statistical tests (*P* values) for consistency with hyperbolic models based on integrated Betti values.

Table S2. Statistical tests (*P* values) for consistency with hyperbolic models based on L1 distances between Betti curves.

Table S3. Statistical tests (*P* values) for evaluating consistency of experimental Betti curves with respect to 3D hyperbolic model or optimal optimal Euclidean model.

Table S4. Statistical tests (*P* values) for evaluating consistency of Betti curves computed based on logarithm of odor concentrations with respect to hyperbolic model.

Table S5. *P* values of hyperbolic and Euclidean model using integrated Betti values for perceptual data set.
