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RESUMEN 
El presente Trabajo Final de Grado que a continuación se va a desarrollar realiza una 
comparación del rendimiento de los diferentes tipos de servicios Web Map Service (WMS), 
Web Feature Service (WFS) y Web Coverage Service implementados en los servidores de 
mapas de código abierto (open source) como GeoServer, MapServer y MapGuide con el fin 
de establecer la mejor solución para cada servicio. 
Para la realización de la comparación de rendimiento se ha utilizado la aplicación 
Apache JMeter, ya que permite ejecutar una serie de pruebas de carga mediante peticiones 
HTTP. Estas peticiones solicitarán a los servidores de mapas datos vectoriales o raster en 
unas condiciones determinas para que los tres servidores de mapas trabajen en igualdad de 
condiciones. 
 Las pruebas de carga generarán una serie de resultados estadísticos con los que 
poder evaluar el rendimiento de cada uno de los servidores y la calidad de las imágenes o los 
datos resultantes de las peticiones para, posteriormente, realizar una comparación de estos 
resultados y establecer que servidor de mapas ofrece una mejor solución.  
 
ABSTRACT: 
This Final Project, which is going to develop, performs a comparison of the performance 
of different types of services Web Map Service (WMS), Web Feature Service (WFS) and Web 
Coverage Service implemented in the map servers open source as GeoServer, MapServer 
and MapGuide in order to establish the best solution for each service. 
Carring out the performance comparison has been used the Apache JMeter 
application, in order to execute a series of load test using HTTP requests. This requests are 
asking to map server for vector or raster data in a specified conditions for the three map server 
for the purpose of working on equal terms. 
 Load tests generate a series of statistical results so that can evaluate the performance 
of each of this map servers and the quality of the resulting data or images in order to make a 
comparison of these results and establish which of the map servers provide the best solution. 
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1. INTRODUCCIÓN 
Hoy en día podemos encontrar una gran diversidad de servidores de mapas 
comerciales, gratuitos y de código abierto ya que cada vez aumenta más el interés por poder 
generar, diseñar, implementar, administrar y gestionar los datos espaciales de los que 
disponemos y poder compartirlos ya sea por Internet o Intranet con otros usuarios 
simplemente realizado una petición al servidor.  
A la hora de escoger un servidor de mapas se tienen en cuenta diversos criterios como 
el económico, la interoperabilidad de los datos, la estructura que nos permite procesar y 
configurar los datos, la implementación de servicios, el rendimiento, etc. 
En este presente trabajo nos vamos a centrar en comparar las prestaciones que nos 
ofrecen tres de los servidores de mapas de código abierto más utilizados a nivel mundial, que 
son GeoServer, MapServer y MapGuide.  
Estos servidores de mapas nos permiten realizar configuraciones internas en la 
estructura de los servidores con el propósito de poder desarrollar aplicaciones, 
infraestructuras datos espaciales o cualquier otro servicio sin ningún coste y según nuestros 
requerimientos. 
Por este motivo procederemos a establecer una comparación del rendimiento interno 
de los servidores de mapas de código abierto ya que es necesario saber, según nuestras 
expectativas y el fin para el que queramos el servidor, cuál será su tiempo de respuesta y la 
calidad de la información de dicha respuesta.  
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2. OBJETIVO PRINCIPAL 
El objetivo principal de este proyecto es evaluar el rendimiento que ofrecen distintos 
servidores de mapas open source (Código Abierto), como GeoServer, MapServer o 
MapGuide, para la implementación de servicios WMS, WFS y WCS y establecer la mejor 
solución de rendimiento. 
 
2.1. OBJETIVOS ESPECIFICOS 
- Instalación y configuración de cada uno de los servidores de mapas junto con su 
estructura. 
- Publicación de la cartografía raster y vectorial en los servidores de mapas. 
- Implementación de los servicios WMS, WFS y WCS de cada servidor de mapas. 
- Realizar pruebas de rendimiento de todos los servicios de cada servidor de mapas. 
- Comparar y validar los resultados obtenidos en las pruebas de rendimiento para 
obtener conclusiones y establecer la mejor solución para cada tipo de prueba. 
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3. CARTOGRAFÍA UTILIZADA 
Para llevar a cabo este trabajo es necesario disponer de cartografía raster y vector que 
será publicada en los servidores. Dicha cartografía deberá estar en el mismo formato en todos 
los servidores para que esta no sea un factor a tener en cuenta en la comparación. 
 
3.1. DATOS VECTORIALES 
Para la cartografía vector se ha utilizado el formato de ficheros ESRI Shapefile (SHP), 
soportado por todos los servidores que intervienen. Esta se ha descargado del Instituto 
Cartográfico y Geológico de Catalunya (ICGC) mediante el visor web de la institución1. En su 
totalidad, se han descargado 16 hojas de la Base topográfica de Cataluña 1:5.000 (BT-5M) 
donde cada hoja, descargada en un archivo comprimido ZIP, contiene los siguientes ficheros 
asociados. 
Nombre del fichero2 Tema Geometría 
bt5mv20sh0fcccfffanmrrro.shp Altimetría / Elementos de relieve Punto 
bt5mv20sh0fcccfffalmrrro.shp Altimetría / Elementos de relieve Línea 
bt5mv20sh0fcccfffapmrrro.shp Altimetría / Elementos de relieve Polígono 
bt5mv20sh0fcccfffhlmrrro.shp Hidrografía Línea 
bt5mv20sh0fcccfffhpmrrro.shp Hidrografía Polígono 
bt5mv20sh0fcccfffpnmrrro.shp Poblamiento / Infraestructuras auxiliares Punto 
bt5mv20sh0fcccfffplmrrro.shp Poblamiento / Infraestructuras auxiliares Línea 
bt5mv20sh0fcccfffppmrrro.shp Poblamiento / Infraestructuras auxiliares Polígono 
bt5mv20sh0fcccfffclmrrro.shp Vías de comunicación Línea 
bt5mv20sh0fcccfffvlmrrro.shp Vegetación / cubiertas Línea 
bt5mv20sh0fcccfffvpmrrro.shp Vegetación / cubiertas Polígono 
bt5mv20sh0fcccffftlmrrro.shp Toponimia Línea 
bt5mv20sh0fcccfffrnmrrro.shp Puntos de referencia Punto 
bt5mv20sh0fcccfffxlmrrro.shp (x, sin clasificar) Corte de la información Línea 
Tabla 1. Ficheros shapefile de la Base  topográfica de Catalunya 1:5.000 (BT-5M) 
Cada uno de estos Shapefiles, no es realmente un fichero único sino un conjunto de 
ficheros con el mismo nombre y diferente extensión: .shp, .shx, .dbf y .prj. Los tres primeros 
                                               
1 Visor cartográfico 
 del ICGC: http://www.icc.cat/vissir3/.  
2 ccc: nombre de la columna // fff: nombre de la fila // primera letra en negrita: hace referencia al tema // segunda 
letra en negrita: hace referencia al tipo de geometría 
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hacen referencia a la estructura básica del formato ESRI Shapefile y el cuarto especifica el 
sistema de referencia espacial del fichero. 
 
3.2. DATOS RASTER 
Para la cartografía raster se ha utilizado el formato de ficheros Tagged-Image File 
Format georeferenciado (GeoTIFF), soportado por todos los servidores que intervienen. Esta 
cartografía se ha descargado del ICGC en formato MrSID3, pero debido a que alguno de los 
servidores no soporta este formato se ha cambiado por otro que es soportado por todos los 
servidores, GeoTIFF. En su totalidad se han descargado 16 ortofotografías de la misma región 
y de la misma escala que las hojas vectoriales. 
El cambio de formato se ha realizado con la aplicación GeoViewer de LizarDtech, esta 
aplicación soporta un amplio rango de formatos, como MRSID, y permite exportarlos a 
GeoTIFF.  
 
 
 
 
 
 
 
 
 
                                               
3 MrSID es un formato comprimido, que en este caso tiene un factor de compresión de 10. Esto quiere 
decir que MrSID tiene un peso 10 veces inferior al formato GeoTIFF. 
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4. GEOSERVER 
4.1. INTRODUCTION 
GeoServer is an open source software server written in Java that allows users to share 
and edit geospatial data. Designed for interoperability, it publishes data from any major spatial 
data source using open standards. 
Being a community-driven project, GeoServer is developed, tested, and supported by 
a diverse group of individuals and organizations from around the world. 
GeoServer is the reference implementation of the Open Geospatial Consortium (OGC) 
Web Feature Service (WFS) and Web Coverage Service (WCS) standards, as well as a high 
performance certified compliant Web Map Service (WMS). GeoServer forms a core component 
of the Geospatial Web. 
 
4.2. HISTORICAL OVERVIEW  
GeoServer was started in 2001 by The Open Planning Project (TOPP), a non-profit 
technology based in New York. TOPP was creating a suite of tools to enable open democracy 
and to help make government more transparent. The first of these was GeoServer, which came 
out of a recognition that a suite of tools to enable citizen involvement in government and urban 
planning would be greatly enhanced by the ability to share spatial data. 
The GeoServer founders envisioned a Geospatial Web, analogous to the World Wide 
Web (WWW). With the World Wide Web, one can search for and download text. With the 
Geospatial Web, one can search for and download spatial data. Data providers would be able 
to publish their data straight to this web, and users could directly access it, as opposed to the 
now indirect and cumbersome methods of sharing data that exist today. 
Those involved with GeoServer founded the GeoTools Project, an open source GIS 
Java toolkit. Through GeoTools, support for Shapefiles, Oracle databases, ArcSDE integration, 
and much more was added. 
Around the same time as GeoServer was founded, The OpenGIS Consortium (now the 
Open Geospatial Consortium) was working on the Web Feature Service (WFS) standard. It 
specifies a protocol to make spatial data directly available on the web, using GML (Geographic 
Markup Language), an interoperable data format. A Web Map Service (WMS) was also 
created, a protocol for creating and displaying map images created from spatial data. 
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Other projects became interrelated. Refractions Research created PostGIS, a free and 
open spatial database, which enabled GeoServer to connect to a free database. Also, 
MetaCarta created OpenLayers, an open source browser-based map viewing utility. Together, 
these tools are all have enhanced the functionality of GeoServer. 
GeoServer can now output data to many other spatial data viewers, such as Google 
Earth, a popular 3-D virtual globe. In addition, GeoServer is currently working directly with 
Google in order to allow GeoServer data to be searchable on Google Maps. Soon a search for 
spatial data will be as easy as a Google search for a web page. Thus GeoServer is continuing 
on its mission to make spatial data more accessible to all. 
 
4.3. ARCHITECTURE 
The Geoserver map server requieres an application server for it to work, in this case it 
will work on Apache Tomcat. GeoServer is packaged as a standalone servlet4 for use with 
existing servlet container applications such as Apache Tomcat and Jetty5. 
In order to function the application server, it is necessary to install the Java Virtual 
Machine. GeoServer requires Java to be installed on your system6. GeoServer’s speed 
depends a lot on the chosen Java Runtime Environment (JRE). For best performance, use the 
last version of Oracle JRE. As of GeoServer 2.0, a Java Runtime Environment (JRE) is 
sufficient to run GeoServer. GeoServer no longer requires a Java Development Kit (JDK), but 
if you have installed on your system, GeoServer may work correctly. 
 
 
 
 
                                               
4 Servlet is a small Java program that runs within a web server as GeoServer. 
5 GeoServer has been mostly tested using Tomcat, and therefore these instructions may not work with 
other container applications. 
6 In the one hand, the Java Runtime Environment (JRE) is what you get when you download Java 
software. The JRE consists of the Java Virtual Machine (JVM), Java platform core classes, and 
supporting Java platform libraries. The JRE is the runtime portion of Java Software, which is all you 
need to run it in your Web browser. In the other hand, The Java Virtual Machine is only one aspect of 
Java software that is involved in web interaction. The Java Virtual Machine is built right into your Java 
software download, and helps run Java applications. 
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4.4. INSTALLATION 
In order to install Geoserver, we need to download the latest version of the JVM, just 
have to access the official website of Java7 and automatically detects the operating system of 
your computer and the link to download the optimal version of Java, in this case is JRE 1.8. 
 
Ilustración 2. Java website: download JRE 1.8. 
Once, JVM was installed in your operation system, proceed to install the application 
server, Apache Tomcat. This is an open source software implementation of the Java Servlet 
and JavaServer Pages technologies. These specifications are developed under the Java 
                                               
7 Java website: https://www.java.com/   
Java Virtual Machine 
 
 
 
 
Apache Tomcat 
 
 
GeoServer 
Ilustración 1. Architecture of GeoServer. 
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Community Process (JCP), which is the mechanism for developing standard technical 
specifications for Java technology.  
As we have previously installed Java 1.8, we can install the Apache Tomcat version 
that we want. In this case, it has been installed the latest version available, Apache Tomcat 
8.0.15. 
In the Apache Tomcat website8, we will find all available versions and will choose which 
you want to install (Apache Tomcat 8.0.15) and select the executable option. 
 
Ilustración 3. Apache Tomcat website: download executable. 
Before starting setup, it is recommended that you close all other applications. This will 
make it possible to update relevant system files without having to reboot your computer. 
When you starting setup, you can choose which features of Apache Tomcat you want 
to install. The normal type of install is enough for the project. 
                                               
8 Apache Tomcat website: http://tomcat.apache.org/ 
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Ilustración 4. Apache Tomcat Setup: Choose Components. 
The next step in the setup is to establish a connection port in order to access to Apache 
Tomcat site administrator. It is recommended to use port 8080, but if this port is occupied use 
another similar port. It is also advisable to use a username and password in order to access 
the Tomcat Administrator. 
 
Ilustración 5. Apache Tomcat Setup: Configuration Options. 
After that, it will be necessary to select the path of a Java Runtime Environment 
installed on your system and Apache Tomcat will begin installing. 
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Ilustración 6. Apache Tomcat Setup: Java Virtual Machine path slection. 
Finally, in order to check the installation, we have written the following address into our 
browser: http://localhost:8080. And the result is this: 
 
Ilustración 7. Apache Tomcat Interface. 
But, if you don’t obtain the same result, you need to start the service. This requires to 
access to system services and activate it. It is advisable to modify “Tipo de inicio” to 
“Automático”, so, when you start your operating system, the service starts automatically. 
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Ilustración 8. Apache Tomcat 8.0 properties. 
Finally, GeoServer installation is performed by a file WAR (Web application Archive). It 
has been selected the latest stable version of GeoServer, in this case is the GeoServer 2.6.1. 
This file has been download from the link at GeoServer download website: 
http://geoserver.org/release/stable/. Automatically, the browser will begin downloading a zip 
file that contains the WAR file. 
 
Ilustración 9. GeoServer website: download Web application ARchive (WAR). 
This WAR file must be stored in the webapps folder on the Apache Tomcat server 
applications (C:\...\Apache Software Foundation\Tomcat 8.0\webapps). 
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Ilustración 10. WAR file path. 
After that, Apache Tomcat has been restarted to generate the folder hierarchy in the 
root directory of a new folder named “geoserver” in the webapps folder on the Apache Tomcat. 
 
Ilustración 11. "geoserver" folder creation. 
Finally, in order to check the installation, we have written the following link in a web 
browser in order to access to GeoServer Web Administration Tool: 
http://localhost:8080/geoserver/web9. 
                                               
9 In order to log in Web Administration Tool, you can use a default username, “admin”, and password, 
“geoserver”. 
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Ilustración 12. GeoServer Web Administration Tool: Welcome page. 
 
4.5. PROCESSES PERFORMED FOR THE IMPLEMENTATION OF 
SERVICES 
The implementation of the different services of GeoServer is done through Web 
Administration Tool. It is a web application used to configure all aspects of GeoServer, from 
adding and publishing data to changing service settings. 
The services supported by GeoServer and are object of comparison and testing are the 
WMS, WFS and WCS of OGC (Open Geospatial Consortium) services. 
First of all, we need to create a workspace for spatial data. A workspace is a container 
used to group similar layers together. In order to do this, navigate to “Datos → Espacios de 
trabajo” and create a new workspace click the “Añadir nuevo espacio de trabajo” button.  
 
Ilustración 13.GeoServer Web Administration Tool: Add new workspace. 
Comparativa de rendimiento de servidores de mapas Open Source 
 
22 
 
After click “Añadir Nuevo espacio de trabajo” button, we will be prompted to enter a 
workspace “Nombre” and “URI del espacio de nombre”. Also, select it as a default workspace. 
A workspace name is an identifier describing your project. A namespace URI (Uniform 
Resource Identifier) is a URL associated with your project. 
 
Ilustración 14. GeoServer Web Administrator Tool: Configure a new workspace. 
At the end, press the “Enviar” button and “TFG” workspace will be added to the 
workspaces list. 
 
4.5.1. VECTOR DATA PUBLICATION 
Before publishing the Shapefile layers, we need to create a new data store. In order to 
do this, navigate to “Datos → Almacenes de datos” and select the option “Agregar nuevo 
almacén” to add a new data store. 
 
Ilustración 15. GeoServer Web Adminsitration Tool: Add new data store. 
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Then, it requests the type of data source that you want to add. Choose a “Directory of 
spatial files (shapefiles)” to add all of shapefiles in the same data store. 
 
Ilustración 16. GeoServer Web administration Tool: Select type of vector data source. 
Afterwards, edit the basic store information: select the workspace name, enter the data 
source name, a short description about your data and select “Habilitado” option to enable the 
data store and to be able to query the server. Also, edit the connection parameters, specifically, 
the shapefiles directory10. 
 
Ilustración 17. GeoServer Web Administration Tool: edit basic data information and connection parameters of 
data store. 
                                               
10 It is recommended that the shapefiles directory will be located in the data directory of GeoServer 
(C:\...\Apache Software Foundation\Tomcat 8.0\webapps\geoserver\data\data). 
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Next, proceed to publish the shapefile layers. In order to publish the layers of the data 
store, navigate to “Datos → Capas” and select “Agregar nuevo recurso”. 
 
Ilustración 18. GeoServer Web Administrator Tool: add new layer. 
After that, select data store which is linked with the layers and clik on “Publicar” button 
which layer you want to publish11. 
 
Ilustración 19. GeoServer Web Administration Tool: select publication. 
Then, enter publishing information for this layer. First, edit basic resource information: 
name, title and abstract. Second, introduce keywords about this layer. Third, select the Spatial 
Reference System and generate the layer’s bounding boxes by clicking “Calcular desde los 
datos” and then “Calcular desde el encuadre nativo”. Finally, it is important to enable 
“Habilitado” and “Advertised” option, because it is necessary if you want to be able to query 
and publish this layer. 
                                               
11 In this case, layers have already published. For that reason show “Publicar de nuevo” (Publish again) 
instead of “Publicar” (Publish). 
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Ilustración 20. GeoServer Web Administrator Tool: edit publishig layer (I) 
 
Ilustración 21. GeoServer Web Administrator Tool: edit publishig layer (II) 
In this step, set the layer’s style12 by switching to the “Publicación” tab and define the 
maxim number of features for WFS query13. 
                                               
12 After to publish layers, has been created a different SLD (Styled Layer Descriptor) for each layer type. 
13 Option 0, means that object number will be unlimited. 
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Ilustración 22. GeoServer Web Administrator Tool: set the layer’s style 
Finally, press the “Guardar” button to save this configuration and the layer will be 
published. To publish all layers must repeat all steps from added a new resource in the data 
store until this step. The only change in these steps choose the correct layer’s style for each 
layer type. 
Once published all layers, we verify that these layers are published correctly. For this, 
navigate to “Datos → Previsualización de capas” for show the preview of each layers.  
 
Ilustración 23. GeoServer Web Administration Tool: layer's preview 
Then, select the format image in which you want to display this layer and, automatically, 
a popup window will open and show the preview.  
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Ilustración 24. GeoServer Web Administrator Tool: image of layer's preview. 
 
4.5.2. RASTER DATA PUBLICATION 
The publication of the raster cartography is very similar to that of the vector cartography. 
But there are some changes and differences that we must consider. In this section, it will 
expose all of this. 
First of all, we need to create a new data store that contain a raster data. It is the same 
process to create a new data store but, in these case, we select a GeoTIFF data source. 
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Ilustración 25. GeoServer Web Administration Tool: add new raster data source (GeoTIFF) 
On the one hand, basic store information that we need to add are the same than the 
vector data: select a workspace (TFG), enter a data resource name, write an abstract about 
this data store and select the “Habilitado” option in order to query it. 
But, on the other hand, connection parameters are different. In order to add a shapefile, 
we need to select a data directory where shapefiles are located. But, if we want to add a raster 
data, we need to create a different data store for each raster image because Geoserver does 
not permit to select a raster data directory. 
 
Ilustración 26. GeoServer Web Administration Tool: edit raster data store. 
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As a result of the creation of all data stores that we need to add at the workspace, we 
will obtain this list of data stores: 
 
Ilustración 27. GeoServer Web Administration Tool: list of data stores. 
The information that you need to add in order to publish raster data is the same than 
vector data: edit basic resource information, introduce keyword list, select the SRS, generate 
the layer’s bounding boxes and enable the “Habilidado” and “Advertised” options. The only 
change is when we choose the layer’s style, which is a SLD (Styled Layer Descriptor) created 
by GeoServer for raster data information. 
 
Ilustración 28. GeoServer Web Administration Tool: select SLD for raster data. 
Once published all raster layers, we verify by the preview of all these layers, that these 
are published. 
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Ilustración 29. GeoServer Web Administrator Tool: raster data preview. 
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5. MAPGUIDE 
5.1. INTRODUCCIÓN 
MapGuide Open Source es una plataforma geoespacial basada en un servidor que 
facilita al usuario desarrollar e implementar de una forma rápida aplicaciones webs 
cartográficas para la visualización y consulta de mapas y datos espaciales georreferenciados 
en un entorno web. También permite la creación de aplicaciones con funcionalidades que 
únicamente están disponibles en Sistema de Información Geográfica (SIG). 
5.2. RESEÑA HISTÓRICA 
MapGuide fue introducido primero como Argus Mapguide en 1995 de la mano de Argus 
Technologies in Calgary, Alberta.  Autodesk adquirió Argus Technologies a finales del año 
1996 y, en unos pocos meses, se introdujo el primer lanzamiento bajo la firma de Autodesk, 
Autodesk MapGuide 2.0. El software progresó a través de numerosos lanzamientos que 
condujo al actual Autodesk MapGuide 6.5. Hoy en día MapGuide 6.5 y otras versiones 
anteriores son conocidas por su facilidad de despliegue, la capacidad de desarrollar 
rápidamente una aplicación, la conectividad de los datos, la escabilidad de las capas y el 
rendimiento general de la aplicación. 
A pesar de su éxito, la arquitectura de MapGuide 6.5 tiene algunas limitaciones 
inherentes. A día de hoy, la mayoría de las aplicaciones de MapGuide dependen de un cliente 
Plug-in, ActiveX, Control o Java Applet con gran parte de las aplicaciones escritas en 
JavaScript usando las APIs que ofrece el plug-in del entorno cliente. Todos los análisis 
espaciales se realizan en entornos del cliente en gráficos prestados más que en los datos 
espaciales subyacentes. 
En la primavera de 2004 un grupo de desarrolladores empezó a trabajar en lo que es 
ahora MapGuide Open Source. Autodesk publicó MapGuide Open Source bajo la licencia 
LGPL en noviembre de 2005 y aportó el código a la fundación OGC en marzo de 2006.  
 
5.3. ARQUITECTURA 
La plataforma de MapGuide Open Source consiste en una serie de componentes 
divididos en 3 niveles diferentes. Estos componentes pueden ejecutarse en un mismo equipo 
o bien se pueden distribuir en diversos equipos que como se muestra en la siguiente imagen. 
En este proyecto todos los componentes necesarios están instalados en el mismo equipo. 
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Ilustración 30. Arquitectura de MapGuide 
El primero de estos niveles es el servidor de mapas, MapGuide Server, que puede 
estar formado por uno o más servidores MapGuide que realizan las consultas, actualizaciones 
de datos, representación de mapas, etc. Aunque no es necesario, en muchos casos este nivel 
se divide en dos servidores, uno destinado a ofrecer el mapa propiamente dicho y otro que 
almacena la base de datos espacial y a la que se conecta MapGuide para solicitar información 
de las peticiones realizadas por el cliente. En este proyecto trabajaremos todo en local y en 
único servidor al que se realizarán las consultas y a su vez almacenará los datos espaciales. 
El siguiente nivel es el del servidor web, MapGuide Web Server, que es el encargado 
de recoger las peticiones de información de los usuarios y procesar la respuesta. 
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El tercer nivel está formado por los diferentes clientes que utiliza MapGuide para 
visualizar la cartografía. El usuario visualiza la cartografía y realiza peticiones al servidor 
MapGuide a través del visor de mapas AJAX (HTML dinámico), que permite al navegador 
realizar peticiones asincrónicas al servidor, es decir, un usuario puede realizar peticiones al 
servidor en segundo plano. También hay un visor llamado DWF Viewer que está basado en 
ActiveX de Microsoft y, por lo tanto, solo pude utilizarse con el navegador Microsoft Internet 
Explorer. 
 
5.4. INSTALACIÓN 
Para la instalación de MapGuide Open Source se ha escogido la última versión estable 
del servidor, MapGuide Open Source 2.6. El servidor se ha instalado mediante el instalador 
de Windows que se encuentra en su página web. 
 
Ilustración 31. Página de descarga de MapGuide Open Source 2.6 
Nada más abrir el ejecutable del instalador comprobara si tenemos instalado Microsoft 
Visual C++ 2012 (MSVC 2012) en nuestro equipo, ya que MapGuide se ha construido con 
este. Si no lo tenemos instalado, el ejecutable procederá a instalarlo antes de proseguir con 
el proceso de instalación. 
A continuación deberemos aceptar los términos del acuerdo de licencia y nos indicará 
los puestos que usará MapGuide14. 
                                               
14 No deberemos modificar ninguno de los puertos a no ser que alguno de ellos no esté disponible. 
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Ilustración 32. Puertos que utilizará MapGuide 
 En la siguiente ventana nos dejará elegir entre tres opciones, de las cuales elegiremos 
la instalación “Boundled Configuration”, ya que es una configuración integrada que incluye 
Apache como servidor de aplicaciones. 
 
Ilustración 33. Selección del tipo de configuración de MapGuide 
A continuación nos pedirá que le introduzcamos el número del puerto que utilizará el 
servidor web Apache y el nombre del directorio virtual. Es aconsejable utilizar el puerto y el 
nombre que aparecen por defecto, pero se pueden escoger cualquier otro puerto disponible y 
el nombre que queramos para el directorio virtual. Además, se nos pedirá que seleccionemos 
el lenguaje de programación para el entorno de desarrollo, que escogeremos el que 
selecciona por defecto, PHP. 
 
Ilustración 34. Configuración del servidor web Apache de MapGuide 
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En el siguiente paso deberemos introducir la dirección IP local del ordenador en que 
se instalará el servicio. La IP local es 127.0.0.1 que tiene la palabra reservada “localhost”. 
 
Ilustración 35. Introducción de la dirección IP local 
En los siguientes pasos se nos pedirá la dirección en la que queremos instalar 
MapGuide y todas las aplicaciones y objetos que queremos instalar. En este caso, se han 
escogido las opciones por defecto que aparecen en el instalador. 
Finalmente, el ejecutable empezará la instalación según la configuración y los 
componentes seleccionados. Al finalizar esta deberemos reiniciar el equipo y comprobar que 
el Apache de MapGuide está ejecutándose. 
 
Ilustración 36. Comprobación de que el servidor web de MapGuide está ejecutándose 
Para comprobar que Apache funciona correctamente deberemos introducir la siguiente 
URL en nuestro navegador: http://localhost:8008 o http://127.0.0.1:8008. 
 
Ilustración 37. Comprobación de que Apache se está ejecutando correctamente 
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5.5. PROCESOS REALIZADOS PARA LA IMPLEMENTACIÓN DE LOS 
SERVICIOS 
Para la implementación de los diversos servicios de MapGuide es necesario utilizar la 
aplicación MapGuide Maestro, esta aplicación permite configurar y publicar toda la cartografía 
que queremos en este servidor. MapGuide Maestro es una herramienta de código abierto que 
facilita la gestión de los datos espaciales de MapGuide Open Source. 
Los servicios que soporta MapGuide y que, posteriormente, van a ser objeto de 
comparación y testeo son los servicios WMS y WFS de OGC (Open Geospatial Consortium)15. 
MapGuide Maestro, básicamente, es un editor de archivos XML de configuración de 
los datos espaciales que son almacenados en un base de datos interna de MapGuide. Esta 
herramienta la podemos descargar desde la página web oficial de MapGuide Open Source16, 
y la instalación es muy simple y tan solo hay que instalar los componentes y las opciones que 
aparecen por defecto en el instalador para llevar a cabo la tarea de publicación de capas a 
MapGuide. 
Una vez instalado MapGuide Maestro se nos abrirá una ventana para que nos 
conectemos a MapGuide Open Source. Para ello, deberemos introducir el link para acceder 
al servidor, el usuario (Administrator) y la contraseña (admin) por defecto del servidor, 
seleccionar el idioma y el tipo de conexión, que será la que aparece por defecto, vía HTTP. 
 
Ilustración 38. Conexión a MapGuide a través de MapGuide Maestro 
 A continuación se abrirá el programa, que se divide en la barra de menú en la parte 
superior, el panel de recursos a la izquierda y el panel de edición de los recursos a la derecha. 
 
                                               
15 MapGuide no soporta los servicios WCS ni WMTS y tampoco tiene certificados los servicios WMs y 
WFS (http://mapguide.osgeo.org/faq_ogcserices.html). 
16 Sitio web de descarga de MapGuide Maestro: http://trac.osgeo.org/mapguide/wiki/maestro.  
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5.5.1. PUBLICACIÓN DE LOS DATOS VECTORIALES 
Para añadir un recurso nuevo a MapGuide debemos introducir la fuente de datos de 
dicho recurso. Para ello crearemos una estructura de carpetas para almacenar mejor los 
recursos: una carpeta donde almacenar las fuentes de datos (D) y otra para las capas (L). 
 
Ilustración 39. Estructura de carpetas de MapGuide Maestro 
A continuación realizaremos la carga de datos de los datos vectoriales, que están en 
formato Shapefile. Para ello debemos hacer click izquierdo sobre la carpeta que contendrá los 
datos vectoriales (V), seleccionamos la opción de añadir nuevo recurso y seleccionaremos la 
opción de “SHP Load Procedure” (Procedimiento de carga de Shapefile) para crear un nuevo 
procedimiento de carga de los archivos con formato Shapefile. 
 
Ilustración 40. MapGuide Maestro: selección del procedimiento de carga SHP 
Una vez añadido el procedimiento de carga, se nos pedirá que seleccionemos los 
archivos shapefile que queramos cargar a nuestro servidor y nos aparecerá el procedimiento 
de carga en el panel de edición. 
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En este panel podremos observar el listado de shapefiles introducidos, que podremos 
eliminar o añadir más; el sistema de referencia, donde debemos introducir el ETRS89 
(EPSG:25831); y la configuración de carga, donde tendremos que seleccionar la carpeta 
donde se almacenarán las fuentes de datos (Library://V/D) y la carpeta donde se almacenarán 
las capas (Library://V/L). 
 
Ilustración 41. MapGuide Maestro: configuración del procedimiento de carga SHP 
Finalmente, una vez realizados todos los cambios, cargaremos los recursos (Load 
Procedure) y empezaremos la edición de estos. 
Primeramente, editaremos las fuentes de datos, donde comprobaremos la conexión 
entre los diversos archivos que forman el Shapefile y seleccionaremos el sistema de referencia 
de los datos. 
 
Ilustración 42. MapGuide Maestro: configuración de las fuentes de datos SHP 
Esta edición se ha realizado de cada una de las fuentes de datos vectoriales 
introducidas por el procedimiento de carga. 
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Una vez editadas las fuentes de datos, procederemos a editar las capas. Para ello 
seleccionamos la primera de las capas y se nos abrirá en el panel de control. 
La configuración del recurso que nos aparecerá nos indicará la fuente de datos de la 
que proviene la capa, el tipo de geometría que contiene la capa y la configuración de la capa, 
por si queremos añadir alguna condición o filtro para visualizar completamente o parte de la 
capa17.  
En las propiedades de la capa seleccionaremos todos los atributos de cada capa para 
que sean visibles. 
 
Ilustración 43. MapGuide Maestro: configuración de las capas de datos vectoriales 
Las configuraciones de los recursos y la selección de todos los atributos son acciones 
que debemos realizar en todas la capas que vamos a publicar en el servidor. 
Por último, para acabar de configurar la capa debemos seleccionar el estilo de esta. 
Cada tipo de capa tendrá un estilo diferente, tenemos 16 tipos de shapefiles diferentes 
especificados en el apartado de Cartografía de este proyecto y cada uno de estos tiene un 
color asociado en un código hexadecimal. 
                                               
17 En este caso queremos visualizar todos los objetos que contenga la capa así que no añadiremos 
ningún filtro. 
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Ilustración 44. MapGuide Maestro: edición del estilo de la capa 
 Una vez introducido el estilo correspondiente a cada capa, comenzaremos la 
publicación de estas en el servidor. Este servidor soporta los servicios WMS y WFS y para 
publicar los datos debemos subir la fuente de datos para el servicio WFS por un lado y, por 
otro lado, las capas para el servicio WMS. 
 Primero, vamos a proceder a la publicación de las fuentes de datos para el servicio 
WFS. Para ello, hacemos click izquierdo sobre una capa del panel de recursos y 
seleccionamos la opción de “Properties” (Propiedades) y se nos abrirá una ventana con 
diversas pestañas, de la que seleccionaremos la que pone WFS para editar los campos que 
nos aparecen: title, título de nuestra capa; keywords, palabras clave que identifiquen la capa; 
abstract, descripción de la capa; metadata, descripción de los metadatos contenidos en la 
capa. A continuación seleccionamos el sistema de referencia primario u otros sistemas de 
referencia que queramos añadir, seleccionamos el bounding box que englobe los objetos de 
la capa18 y el botón “Available” que nos permite hacer peticiones a la capa. 
                                               
18 A la derecha del campo tenemos dos botones que nos permiten añadir las coordenadas de las 
esquinas de nuestro bounding box “cuadro delimitador” manualmente y otro que nos establece el 
bounding box automáticamente establecido por los objetos contenidos en la capa. 
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Ilustración 45. MapGuide Maestro: configuración de la publicación de los datos para el servicio WFS 
Esta configuración la debemos realizar manualmente para todas las fuentes de datos 
que queremos que nos aparezcan en el servidor. 
El único inconveniente que tiene el servicio WFS de MapGuide es que al realizar una 
petición GetFeature de un listado de fuentes de datos19 nos devuelve los datos que se 
encuentran en la última de las capas del listado del atributo TypeName20. Este error es debido 
a que el servicio WFS está en desarrollo para poder obtener el certificado de OGC. Por este 
motivo, este servicio no entrará en las pruebas que vamos a realizar posteriormente. 
Una vez dicho esto, procederemos a la publicación de las capas para el servicio WMS. 
Este procedimiento es muy similar al anterior, la única diferencia es que debemos hacer click 
izquierdo sobre la capa en lugar de sobre la fuente de datos y seleccionar la pestaña WMS 
dentro de la opción de propiedades de la capa. 
A continuación, también, se deben introducir los mismos datos y de la misma manera 
para la configuración del servicio WMS. La única diferencia es que debemos seleccionar la 
opción “Queryable”, además de la opción “Available”, para poder hacer consultas a la capa. 
                                               
19 Refiriéndome al atributo “TypeName” de la petición GetFeature. 
20 En una petición GetFeature require introducer el atributo Typename: 
 TypeName=namestore1:layer1,namestore2:layer2,namestore3:layer3 ,…,namestoreN:layerN 
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Ilustración 46. MapGuide Maestro: configuración de la publicación de las capas para el servicio WMS 
Esta configuración, también, la debemos realizar manualmente para todas las capas 
que queremos que nos aparezcan en el servidor. 
 
5.5.2. PUBLICACIÓN DE LOS DATOS RASTER 
La publicación de la cartografía raster en MapGuide es muy similar al proceso seguido 
para la publicación de la cartografía vectorial pero hay una serie de diferencias que debemos 
tener en cuenta para la correcta publicación de las capas.  
La primera diferencia, es el procedimiento de carga. Debemos crear tantas fuentes de 
datos como capas queramos añadir manualmente ya que MapGuide Maestro no tiene un 
procedimiento de carga masivo como el que se utiliza para cargar los shapefiles. 
Una vez creado el directorio de carpetas en el servidor21, procederemos a crear las 
fuentes de datos de las capas raster. Para ello deberemos hacer click derecho sobre la carpeta 
donde almacenaremos las fuentes de datos y añadimos un nuevo recurso, que en este caso 
será un “Feature Source” (Fuente de datos), que es un recurso que proporciona a MapGuide 
la información necesaria para configurar un acceso a unos datos seleccionados. 
                                               
21 Como hemos hecho con las capas vectoriales, debemos crear una estructura de carpetas idéntica 
para los datos raster. 
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Ilustración 47. MapGuide Maestro: selección del recurso para añadir una fuente de datos raster 
A continuación, nos pedirá que seleccionemos el “FDO provider” (Proveedor FDO). 
FDO es un conjunto de bibliotecas que permite al servidor gestionar una gran cantidad de 
datos espaciales diferentes (PostGIS, MySQL, ArcSDE, WMS, WFS, SDF, etc.). Además, 
también puede acceder a multitud de formatos raster a través de las librerías de GDAL 
(Geospatial Data Abstraction Library) que tiene el servidor. Algunas de ellas deben instalarse 
posteriormente como es el caso de las librerías para archivos de formato MrSID o ECW pero 
actualmente no se pueden añadir en esta versión ya que MapGuide Open Source 2.6 está 
construido con Microsoft Visual C++ 2012 (MSVC 2012) y requiere de las librerías de GDAL 
especificas también construidos sobre MSVC 2012, que actualmente están en construcción. 
El proveedor FDO que seleccionaremos es el proveedor GDAL ya que en este se 
encuentra la librería que nos permite configurar y procesar archivos en formato GeoTIFF.  
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Ilustración 48. MapGuide Maestro: selección del proveedor FDO 
Posteriormente, se nos mostrará en el panel de edición la fuente de datos GDAL, 
donde deberemos introducir el directorio del fichero GeoTIFF dela fuente de datos y añadir el 
sistema de referencia (ETRS89 UTM 31N, EPSG:25831) correspondiente a la capa. 
 
Ilustración 49. MapGuide Maestro: edición de la fuente de datos GDAL 
Este proceso lo deberemos realizar para añadir todas las fuentes de datos de los 
ficheros GeoTIFF de este proyecto. 
Una vez añadidas todas las fuentes de datos, procederemos a añadir las capas raster 
de cada una de las fuentes de datos. Para ello debemos crear un nuevo recurso en la carpeta 
que contendrá las capas, seleccionar el recurso “Raster Layer Definition” y, a continuación, se 
nos abrirá una ventana emergente donde deberemos seleccionar la fuente de datos a la que 
hará referencia la capa raster que añadiremos. 
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Ilustración 50. MapGuide Maestro: Selección de la fuente de datos a la que hace referencia la capa raster 
Finalmente, nos aparecerá en el panel de edición la configuración de la capa raster, 
que dejaremos las opciones que nos aparecen por defecto. 
 
Ilustración 51. MapGuide Maestro: configuración de la capa raster 
Este proceso lo deberemos realizar para añadir todas las capas de las fuentes de datos 
de los ficheros GeoTIFF de este proyecto. 
 Una vez configuradas todas las capas raster, las añadiremos al servicio WMS 
exactamente de la misma manera que hemos hecho para las capas vectoriales. 
 
 
 
 
Comparativa de rendimiento de servidores de mapas Open Source 
 
46 
 
5. MAPSERVER 
5.1. INTRODUCTION 
MapServer is a processing engine open source of geographic data. It is written in C for 
publishing spatial data and interactive mapping applications on the web. 
 MapServer uses the information based on a user request URL and a Map file in order 
to create an image or data of the requested map. Furthermore, the request might include 
images for legends, scale bars, reference maps, etc.  
5.2. HISTORICAL OVERVIEW 
The project was born of necessity and frustration with commercial Web-based mapping 
offerings available in the mid-1990s. The initial interest was in developing spatially-enabled 
Web. 
In 1994, a support system was develop for recreational users of the Boundary Waters 
Canoe Area Wilderness (BWCAW) in northern Minnesota, United States of America. Initially, 
it had a basic configuration to submit web request to AML routines, rendered with ArcPlot.  
So, the project ForNet was born, a project of the University of Minnesota (UMN) in 
collaboration with NASA and the Department of Natural Resources of Minnesota (MNDNR). 
In 1996, a few external organizations start to using MapServer and, in 1998, researches 
in the Departament of Forest Resources of the University of Minnesota receive continued 
funding from NASA for develop the TerraSIP project, which deliver land cover data over the 
Web through extensions to MapServer. But, it was not until 1999 that the University of 
Minnesota created MapServer Open Source. 
Now, MapServer is a project of Open Source Geospatial Foundation (OSGeo), and is 
maintained by a growing number of developers from around the world. It is supported by a 
diverse group of organizations that fund enhancements and maintenance, and administered 
within Open Source Geospatial Foundation (OSGeo) by the MapServer Project Steering 
Committee made up of developers and other contributors. 
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5.3. ARCHITECTURE 
 
Ilustración 52. MapServer architecture 
Basically, MapServer consists of the following components:  
- Map file. It consists of a structured text so that configuration data to be displayed and / 
or consult and how to file. 
- Spatial data. MapServer can work with many types of geographic / spatial data sources 
from which the image or data is constructed. 
- HTML pages. It is the interface between user and server is used to make requests to 
MapServer. 
- MapServer CGI. Common Gateway Interface (CGI) is an important technology of the 
World Wide Web that allows a client browser in order to make request to a web or local 
server. In other words, it is what we allows to establish a communication between 
server and external application. 
- Web/HTTP Server (Apache or Microsoft Internet Information Server, IIS). It is the 
responsible for interpreting requests and return an HTML page. 
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All these components are interrelated as follows: MapServer produce maps in a CGI 
environment where a user can access to the Apache server form a client browser; MapServer 
CGI requires an application server such as Apache Tomcat which will run MapServer; in turn, 
MapServer uses information based on a user request URL information and a Map file that 
controls the data to be displayed and / or consult how to do it. 
The process that is performed from the data request to the server until it received the 
response is as follows: user sends a request to CGI Mapserver with the client browser; CGI 
MapServer is responsible for processing the request and the Map file introduced in the request; 
requested geospatial data is loaded and configured according to the Map file, and creating an 
image or an output file that returns to the client browser in response to the request. 
 
5.4. INSTALACIÓN 
Mapserver can run on many different operating systems like Linux, Windows Mac OS 
X, Solaris, etc. Depending on the operating system that will run MapServer, we must take into 
account these requirements and some other additional in order to run correctly. 
In this Project, we used the Windows 8.1 operating system of 64 bits, so we must have 
the correct configuration of our Web / HTTP server that we will install MapServer. 
It was decided to install the server using MS4W (MapServer for Windows), which is a 
complete package that includes installation of Apache 2.2.22 web server, MapServer 6.0.3 and 
others additional applications. Last time, that his package was uploaded was on May 26TH, 
2012 and his author is Jeff McKenna of Gateway Geomatics, which is a consulting company, 
which is specialized in spatial data publication on Internet, that offers services around 
FOSS4G22 (Free and Open Source Software for Geospatial). 
This package can find on the official web site of MapTools.org23, where we must 
download the executable program in order to start the installation. 
                                               
22 The annual FOSS4G conference is the largest global gathering focused on open source geospatial 
software. 
23 MapTools.org official web site: http://maptools.org.  
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Ilustración 53. MS4W package of MapTools.org 
 Once, the executable was downloaded, we run it as administrator and accept the 
license terms of Gateway Geomatics and all components of the package24. 
 
Ilustración 54. MS4W license agreement 
 Then, we select the applications that we want to install on our computer manually or 
select an installation type. In this case. We have chosen “Custom” installation, which we will 
install and run Apache web server and MapServer25. 
 
Ilustración 55 y 56. MS4W optional components 
                                               
24 Package components: Apache 2.2.22, PHP 5.4.3, MapServer 6.0.3 CGI, MapScript 6.0.3, GDAL 
1.9.1, mapserver utilities, gdal/ogr utilities, proj.4 utilities, shp2tile utility, shapelib utility,  shpdiff utility, 
PHP_OGR Extension 1.1.1 y OWTChart 1.2.0.  
25 We can choose the type of installation we want on our computer. It essential for run Mapserver it will 
install mandatory, whereas the other components are optional and can be installed at any other time. 
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Later, we will ask for the directory in which we want to install MS4W and the port that 
Apache is going to use. We select a default port 80, but we can enter another port that is free 
on our computer. 
 
Ilustración 57. Select port of Apache of MS4W 
 Finally, the executable will install all components, that we have selected, and will run 
Apache server. 
 Once, all components have been installed, we can check to Apache server has been 
installed correctly. We only need to introduce the following sentence http://127.0.0.1 or 
http://localhost and it must appear the following HTML page: 
 
Ilustración 58. Installation checkout of Apache with MS4W 
 This means the Apache web server is running correctly. If this is not true, it means that 
Apache server is not running. In order to fix this error, we go to “Control Panel”, select “Local 
services” and verify that “Apache MS4W Web Server is running. If the Apache server not run, 
we click on the server and start it.  
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Ilustración 59. Apache server activation 
 Finally, in order to verify Mapserver runs correctly, we need to introduce the following 
sentence http://localhost/cgi-bin/mapserv.exe in our browser and we must see this message: 
 “No query information to decode. QUERY_STRING is set, but empty.” 
 
5.5. PROCESS PERFORMED FOR THE IMPLEMENTATION OF 
SERVICES 
In order to perform the implementation the services of MapServer, we need to configure 
one or various Map files. It allows us to access to the cartography that we want to publish on 
this map server. 
The services of MapServer are Web Map Service (WMS), Web Feature Service (WFS) 
and Web Coverage Service (WCS) of Open Geospatial Consortium26 (OGC). 
The Map file is a setting file that we need to access to MapServer spatial data and 
styles. This file is an ASCII text and it is composed with different objects. Each objects have a 
large number of available parameters 
Then, we will proceed to explain all steps needed to operate those services and, once 
all these steps, the services will be implemented and ready for subsequent test. 
                                               
26 MapServer supports a large number of OGC standards but neither of them is certified.  
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5.5.1. VECTOR DATA PUBLICATION 
For vector data publication, we need to make the correct configuration of Map file. In 
order to do this, we must introduced parameters and objects that will define and link vector 
data in appropriate ways from the map server. 
The Map file (.map extension) must be headed by the MAP word and ended with the 
END word. Within the MAP definition are the following parameters or objects: 
Parameter / 
Objet 
Definition 
NAME Map file name (“name”) 
SHAPEPATH Path of data source (“datasource”) 
IMAGECOLOR Background color image (RGB) 
WEB Interface definition (Metadata) 
PROJECTION Map projection denition 
LAYER Layer Map definition 
Tabla 2. Definition of Map file parameters / objects  
MAP 
NAME "vect50" 
SHAPEPATH "C:/CARTO_TFG/BT50" 
IMAGECOLOR 255 255 255 
WEB 
… 
END 
PROJECTION 
… 
END 
LAYER 
… 
END 
END 
Tabla 3. Map file structure 
The WEB object contains the METADATA object where we introduce general 
information of services in order to implement it. Each sentence of metadata is introduced in 
double quotes (“”) and we specify if we want to appear in the WMS (“wms_...”), or WFS 
(“wfs_...”) capabilities, or we can introduced the same information in all capabilities (“ows_...”). 
Also, in the METADATA object is needed to introduce the following sentence in order 
to apply all OGC services: "Ows_enable_request" "*". 
WEB 
METADATA 
"Ows_enable_request" "*" #Aplicar todos los servicios web de OGC 
"wfs_title" "MapServer Web Feature Service" 
"wms_title" "MapServer Web Map Service" 
"wfs_abstract" "This is the reference implementation of WFS 1.0.0 and WFS 1.1.0" 
"wms_abstract" "This is the reference implementation of WMS 1.0.0, WMS 1.1.0, WMS 1.1.1 and 
WMS 1.3.0" 
"ows_keywordlist" "WFS,WMS,MapServer" 
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"ows_fees" "none" 
"ows_accessconstraints" "none" 
"ows_contactorganization" "EPSEB-UPC" 
"ows_ service_onlineresource" http://www.epseb.upc.edu 
"ows_contactperson" "Nestor Mayans Ferrer" 
"ows_contactposition" "Student" 
"ows_contactvoicetelephone" "628086764" 
"ows_contactfacsimiletelephone" "none" 
"ows_address" "Plaça Lesseps, 12" 
"ows_city" "Barcelona" 
"ows_stateorprovince" "Barcelona" 
"ows_postcode" "08023" 
"ows_country" "España" 
"ows_contactelectronicmailaddress" nestor.mayans.ferrer@gmail.com 
"ows_service_onlineresource" "none" 
"ows_hoursofservice" "9:00-13:00,16:00-20:00" 
"ows_contactinstructions" "none" 
"ows_role" "none" 
END 
END 
Tabla 4. WEB object of Map file 
 The following object that we must define is PROJECTION object, which define the 
projection of maps generated in response image. 
 In this project, the spatial reference system, which we are working, is ETRS89 with 
UTM projection, GRS80 ellipsoid in the 31 zone. MapServer uses the PROJ4 library 
(Geographic Projection Library) in order to define projections. It can be define through 
projection parameters or using the EPSG code (European Petroleum Survey Grup). 
PROJECTION 
“proj=utm” 
“ellps=GRS80” 
“zone=31” 
“units=m” 
“no_defs” 
END 
PROJECTION 
“init=epsg:25831” 
END 
Tabla 5. PROJECTION object of Map file 
 Last object that will define is the LAYER object, which contains the following parameters 
/ objects: 
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Parameter / 
object 
Definition 
NAME Layer name 
METADATA Defining the specific layer information27 
STATUS Sets the current layer state, it is visible or not 
TYPE Define the data type that is going to draw 
DATA Name file of containing spatial data layer 
PROJECTION Defining the projection layer28 
CLASS Defining the subject class of layer29 
Tabla 6. Parameters / object of LAYER object 
LAYER 
NAME "v294113ap" #Altimetría / Elementos de relieve 
METADATA 
"gml_include_items" "all" # Opcional (incluye todos los atributos de la capa) 
END 
STATUS ON 
TYPE POLYGON # Definción del tipo de geometría de los datos 
DATA "bt5mv20sh0f294113ap1r040.shp" 
PROJECTION 
"init=epsg:25831" 
END 
CLASS  
STYLE  
COLOR 165 245 122 #R G B 
OUTLINECOLOR 0 0 0 #R G B 
END 
END 
END # Layer 
Tabla 7. Example LAYER object structure 
So, Map file of vector data is, for example, the following structure: 
MAP 
NAME "vect50" 
SHAPEPATH "C:/CARTO_TFG/BT50" 
IMAGECOLOR 255 255 255 
WEB 
METADATA 
"ows_enable_request" "*" #Aplicar todos los servicios web de OGC 
"wfs_title" "MapServer Web Feature Service" 
"wms_title" "MapServer Web Map Service" 
"wfs_abstract" "This is the reference implementation of WFS 1.0.0 and WFS 1.1.0" 
"wms_abstract" "This is the reference implementation of WMS 1.0.0, WMS 1.1.0, WMS 1.1.1 
and WMS 1.3.0" 
 "ows_keywordlist" "WFS,WMS,MapServer" 
 "ows_fees" "none" 
 "ows_accessconstraints" "none" 
 "ows_contactorganization" "EPSEB-UPC" 
 "ows_ service_onlineresource" “http://www.epseb.upc.edu” 
 "ows_contactperson" "Nestor Mayans Ferrer" 
 "ows_contactposition" "Student" 
 "ows_contactvoicetelephone" "628086764" 
 "ows_contactfacsimiletelephone" "none" 
                                               
27 In the METADATA object, we need to introduce the following sentence: “gml_includes_items” “all”. 
This statement is mandatory if you want to request all layer attributes in WFS request.  
28 This is the layer projection, which will be reprojected that we introduce in the request or we defined in 
the Map file. 
29 In CLASS object, we define the layer style with RGB color for the layer elements are displayed. 
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 "ows_address" "Plaça Lesseps, 12" 
 "ows_city" "Barcelona" 
 "ows_stateorprovince" "Barcelona" 
 "ows_postcode" "08023" 
 "ows_country" "España" 
 "ows_contactelectronicmailaddress" "nestor.mayans.ferrer@gmail.com" 
 "ows_service_onlineresource" "none" 
 "ows_hoursofservice" "9:00-13:00,16:00-20:00" 
 "ows_contactinstructions" "none" 
"ows_role" "none" 
END 
END 
PROJECTION 
"init=epsg:25831" 
END 
LAYER #Polygon 
NAME "v294113ap" #Altimetría / Elementos de relieve 
METADATA 
"gml_include_items" "all" # Optional (serves all attributes for layer) 
END 
STATUS ON 
TYPE POLYGON 
DATA "bt5mv20sh0f294113ap1r040.shp" 
PROJECTION 
"init=epsg:25831" 
END 
CLASS  
STYLE  
COLOR 165 245 122 
OUTLINECOLOR 0 0 0 
END 
END 
END #Layer 
LAYER #Line 
NAME "v294113al" #Altimetría / Elementos de relieve 
METADATA 
"gml_include_items" "all" # Optional (serves all attributes for layer) 
END 
STATUS ON 
TYPE LINE 
DATA "bt5mv20sh0f294113al1r040.shp" 
PROJECTION 
"init=epsg:25831" 
END 
CLASS  
STYLE  
COLOR 255 85 0 
END 
END 
END #Layer 
LAYER #Point 
NAME "v294113ap" #Altimetría / Elementos de relieve 
METADATA 
"gml_include_items" "all" # Optional (serves all attributes for layer) 
END 
STATUS ON 
TYPE POINT 
DATA "bt5mv20sh0f294113an1r040.shp" 
PROJECTION 
"init=epsg:25831" 
END 
CLASS  
STYLE  
COLOR 0 0 255 
END 
END 
END #Layer 
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END #Map 
Tabla 8. Example Map file structure for vector data 
 
5.5.2. RASTER DATA PUBLICATION 
Map configuration file for raster data is very similar to vector data configuration. The 
most obvious differences is that we must introduce generic metadata for the WCS service 
instead of WFS declared in vector data. 
Also, we must introduce the file name in LAYER object, which extension is .tif 
(GeoTIFF). It referenced layer and set the geometry type of raster data that this is done with 
TYPE object on the layer with the value “raster”. 
Following is an example of how it would be the Map configuration file for raster data. 
MAP 
NAME "orto50” 
SHAPEPATH "C:/CARTO_TFG/ORTO50" 
IMAGECOLOR 255 255 255 
WEB 
METADATA 
"ows_enable_request" "*" #Aplicar todos los servicios web de OGC 
"wcs_title" "MapServer Web Coverage Service" 
"wcs_label" "WCS" 
"wms_title" "MapServer Web Map Service" 
"wms_abstract" "This is the reference implementation of WMS 1.0.0, WMS 1.1.0, WMS 1.1.1 
and WMS 1.3.0" 
"wcs_abstract" "This is the reference implementation of WCS 1.0.0 and WCS 1.1.0" 
"ows_keywordlist" "WCS,WMS,MapServer" 
"ows_fees" "none" 
"ows_accessconstraints" "none" 
"ows_contactorganization" "EPSEB-UPC" 
"ows_service_onlineresource" http://www.epseb.upc.edu 
"ows_contactperson" "Nestor Mayans Ferrer" 
"ows_contactposition" "Student" 
"ows_contactvoicetelephone" "628086764" 
"ows_contactfacsimiletelephone" "none" 
"ows_address" "Plaça Lesseps, 12" 
"ows_city" "Barcelona" 
"ows_stateorprovince" "Barcelona" 
"ows_postcode" "08023" 
"ows_country" "España" 
"ows_contactelectronicmailaddress" nestor.mayans.ferrer@gmail.com 
"ows_service_onlineresource" "none" 
"ows_hoursofservice" "9:00-13:00,16:00-20:00" 
"ows_contactinstructions" "none" 
"ows_role" "none" 
END 
END 
PROJECTION 
"init=epsg:25831" 
END 
LAYER #raster 
NAME "o294113” 
TYPE raster 
STATUS ON 
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DATA "of5mv60sd0f294113ss1r120.tif" 
PROJECTION 
"init=epsg:25831” 
END 
METADATA 
"ows_title" "Ortofotografia" 
"ows_abstract" "Ortofotografia 294-113 a escala 1:5000 del ICGC" 
"ows_keywordlist" "WMS WCS imagen raster relieve ortofotografia" 
"ows_crs" "EPSG:25831" 
END 
END #layer 
END #map 
Tabla 9. Example Map file structure for vector data 
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6. PRUEBAS DE RENDIMIENTO 
6.1. INTRODUCCIÓN 
Una vez integrado perfectamente todos los elementos que forman parte de la 
estructura de los servidores podemos probar su rendimiento y fiabilidad. Las pruebas de 
rendimiento tienen que diseñarse de forma que el sistema pueda procesar toda la carga. Para 
ello debemos planificar una serie de pruebas en que dicha carga va incrementándose 
regularmente hasta que el rendimiento del sistema empieza a fallar. 
Las pruebas de rendimiento se realizan tanto para saber si la estructura del servidor 
aguanta las condiciones y requerimientos que nosotros queremos imponerle como saber los 
errores y problemas de dichas estructuras. Por esto, es necesario estresar el sistema 
realizando un gran número de peticiones que están fuera de los límites que puede soportar el 
servidor.  
 
6.2. APACHE JMETER 
Estas pruebas de rendimiento se van a llevar a cabo mediante la aplicación Apache 
JMeter. Apache JMeter es un software de código abierto diseñado por Java para probar el 
rendimiento de recursos dinámicos y estáticos. En este caso será utilizado para probar el 
rendimiento de los servicios WMS, WFS y WCS que están implementados en los servidores 
que hemos instalado anteriormente. 
JMeter fue desarrollado originalmente por Stefano Mazzocchi  de Apache Software 
Foundation. Mazzocchi desarrolló está aplicación para probar el rendimiento de Apache 
JServ, ahora llamado Apache Tomcat. JMeter se convirtió en un proyecto Top Level Apache 
en Noviembre de 2011, esto hizo que JMeter contará con un Project Manager Comitee y una 
página web específica para el desarrollo del proyecto. 
Este software está codificado íntegramente en Java y requiere una Máquina Virtual de 
Java (JVM)30 que se puede descargar desde la página oficial de Java31. Indiferentemente del 
sistema operativo en que se ejecute la aplicación Apache JMeter, este debería ejecutarse 
siempre y cuando la JVM sea la correcta para el sistema operativo. 
                                               
30 Apache JMeter requiere la instalación previa de la Máquina Virtual de Java 6.0 o una versión superior. 
31 Anteriormente se ha instalado una Máquina Virtual de Java mediante el paquete Java Runtime 
Enviroment (JRE) en el proceso de instalación del servidor GeoServer, por lo que no debemos volver 
a instalar la JVM de nuevo. 
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6.2.1. INSTALACIÓN DE APACHE JMETER 
Para la instalación de esta aplicación se ha descargado de la página oficial de Apache 
JMeter32 la última versión estable de la aplicación, Apache JMeter 2.12, en un archivo zip 
comprimido que contiene todos los archivos binarios para poder ejecutar JMeter. 
 
Ilustración 60. Descarga de la aplicación Apache JMeter 2.12 
 Posteriormente, abriremos la carpeta comprimida y extraeremos la carpeta “apache-
jmeter-2.12” que contiene en el directorio que queramos. Una vez escogido el directorio donde 
se va a ejecutar la aplicación, deberemos ir a “apache-jemeter-2.12/bin” y allí encontraremos 
un archivo ejecutable Jar, llamado Apache JMeter, que deberemos ejecutar para que se inicie 
la aplicación. 
 A continuación se nos abrirá la interficie de Apache JMeter y ya podremos empezar a 
crear nuestras pruebas de rendimiento. 
                                               
32 Sitio web oficial de Apache JMeter: http://jmeter.apache.org/.  
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Ilustración 61. Interficie gráfica de Apache JMeter 
 
6.2.2. CREACIÓN DE UN “PLAN DE PRUEBAS” 
Las pruebas de rendimiento las crearemos mediante la aplicación Apache JMeter que 
acabamos de instalar en el equipo. 
Para empezar, nada más abrir la aplicación, JMeter nos abre un nuevo Plan de 
Pruebas donde se especifican los parámetros generales para una prueba. En nuestro caso, 
dejaremos esta parte en blanco y procederemos añadir un “Grupo de Hilos”, que sirve para 
definir el grupo de usuarios que ejecutarán la prueba. 
 
Ilustración 62. Inclusión de un Grupo de Hilos en el Plan de Pruebas 
Una vez añadido el Grupo de Hilos a nuestro Plan de Pruebas procederemos a 
configurarlo según el tipo de estrés que queramos que tenga en este prueba nuestro servidor. 
Para ello deberemos configurar las propiedades de Hilo: 
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- Número de Hilos: el número de usuarios que ejecutaran la prueba. 
- Periodo de Subida: tiempo en segundos que se tardan en crear todos los hilos. 
- Contador del bucle33: el número de repeticiones de cada hilo. 
 
Ilustración 63. Panel de edición del Grupo de Hilos 
A continuación, como los servicios WMS, WFS y WCS son estándares que utilizan el 
protocolo HTTP, deberemos introducir las peticiones HTTP. Para ello, añadiremos en el Grupo 
de Hilos la petición HTTP que queramos realizar al servidor. 
 
Ilustración 64. Inclusión de la Petición HTTP al Grupo de Hilos 
En el panel de edición de la Petición HTTP debemos introducir: la dirección IP donde 
se va a realizar la petición, que siempre será localhost o 127.0.0.1; el puerto del servidor de 
                                               
33 La opción “Sin fin” hace repeticiones infinitas de todos los hilos hasta que manualmente paremos la 
aplicación. 
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aplicaciones o servidor web de Apache; la ruta de acceso al servidor de mapas; y todos los 
parámetros necesarios para realizar correctamente la petición al servidor de mapas. 
 
Ilustración 65. Panel de edición de la Petición HTTP 
Para la generación de peticiones aleatorias al servidor se ha creado un archivo CSV 
con coordenadas aleatorias que delimitan el encuadre al que realizaremos la petición. 
 
Ilustración 66. Inclusión de la Configuración del CSV Data Set al Grupo de Hilos 
Para la configuración del CSV deberemos añadir: el nombre del archivo34, el nombre 
de las variables y el delimitador o separador utilizado en el CSV. 
                                               
34 En el caso de que esté alojado en el mismo directorio que el Plan de Pruebas (.jmx), tan solo 
deberemos introducir el nombre del archivo CSV, pero si el archivo CSV se encuentra en un directorio 
diferente deberemos introducir, además, el directorio en el que se encuentra. 
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Ilustración 67. Panel de edición de la Configuración del CSV Data Set 
Para finalizar deberemos añadir los receptores necesarios para visualizar si los 
resultados han sido el correctos y para obtener datos que nos permitan saber el rendimiento 
de la prueba. Para la realización de las pruebas se ha seleccionado los siguientes receptores: 
- Reporte resumen. Genera una tabla que nos permite interpretar los resultados 
obtenidos y establecer comparaciones entre pruebas. En la tabla se muestran: el 
número de muestras/peticiones, el tiempo medio en milisegundos que tarda en 
realizarse las peticiones, el tiempo mínimo y máximo en milisegundos que tarda en 
realizarse las peticiones, la desviación típica, el porcentaje de peticiones erróneas, 
el rendimiento (peticiones/tiempo), la media de Kb cargados cada segundo (Kb/s) 
y la media de Bytes de las respuestas. 
- Gráfico de resultados. Genera un gráfico con los resultados obtenidos en 
milisegundos de ejecutar las peticiones HTTP donde podemos visualizar la 
desviación típica, el rendimiento, la media y la mediana. 
 
Ilustración 68. Inclusión de los Receptores en el Grupo de Hilos 
Comparativa de rendimiento de servidores de mapas Open Source 
 
64 
 
También podemos añadir otros receptores como “Ver Árbol de Resultados” o “Ver 
Resultados en Árbol” que nos permitirán, el primero, visualizar los resultados de cada una de 
las peticiones en una ventana de HTML, texto, XML u otros formatos, y, el segundo, generar 
una tabla con los resultados de cada una de las peticiones donde podremos visualizar el 
identificador de la petición, con el tiempo en que se lanzó la petición, el nombre del hilo, la 
etiquita asociada, el tiempo en que se carga la respuesta, el estado (correcto/error), los bytes 
y la latencia de cada respuesta. 
 
6.3. PETICIONES HTTP 
El acceso a los datos implementados en los servidores mediante los servicios WMS, 
WFS y WCS  se realiza mediante peticiones HTTP. 
Estas peticiones HTTP están constituidas por la IP del servidor local o equipo, el puerto 
(Host) de acceso al servidor de aplicaciones o web, la ruta de acceso al servidor de mapas y 
todos los parámetros necesarios para realizar las peticiones. 
S.
35 
Prot. HTTP 
IP local 
Host Ruta 
GS 
http://localhost 
:8080 /geoserver/TFG/ows? 
MS :80 /cgi-bin/mapserv.exe?map=D:/TFG/MapServer/Map_MS/orto50.map 36 
MG :8008 /mapguide/mapagent/mapagent.fcgi? 
Tabla 10. Estructura de las peticiones HTTP para acceder a los servidores 
En este proyecto hemos definido tres tipos de peticiones HTTP: 
- Peticiones WMS. Se ha seleccionado la petición GetMap que genera una imagen 
según los parámetros introducidos. 
- Peticiones WFS. Se ha seleccionado la petición GetFeature que genera un archivo 
XML de los datos vectoriales con información de los objetos según los parámetros 
introducidos. 
- Peticiones WCS. Se ha seleccionado la petición GetCoverage que descargan una 
imagen de los datos raster según los parámetros introducidos. 
 
                                               
35 GS: GeoServer // MS: MapServer // MG: MapGuide 
36 La ruta que aparece es para acceder a los archivos Map que configuran los datos raster. La ruta para 
acceder al archivo Map que configura los datos vectoriales es la siguiente: 
/cgi-bin/mapserv.exe?map=D:/TFG/MapServer/Map_MS/vect50.map 
Comparativa de rendimiento de servidores de mapas Open Source                   
 
  65 
 
6.3.1. PETICIÓN WMS 
Todos los servidores de mapas objeto de estudio de este proyecto tienen 
implementados el servicio WMS. Por lo tanto, definiremos los parámetros de las peticiones 
WMS necesarios para la realización de las pruebas. En las pruebas hemos  definido 4 tipos 
diferentes de peticiones WMS, todas ellas serán peticiones GetMap pero sobre diferentes 
tipos y volúmenes de datos. 
La primera tipología de peticiones GetMap, llamada vect5, se va a realizar sobre las 
14 capas vectoriales que forman la hoja 294-113 de la Base topográfica a escala 1:5.000 del 
Instituto Cartográfico y Geológico de Catalunya (ICGC). 
La segunda tipología de peticiones GetMap, llamada vect50, se va a realizar sobre las 
224 capas vectoriales que forman las 16 hojas definidas en el apartado de cartografía de este 
proyecto de la Base topográfica a escala 1:5.000 del Instituto Cartográfico y Geológico de 
Catalunya (ICGC). 
La tercera tipología de peticiones GetMap, llamada orto5, se va a realizar sobre la capa 
raster correspondiente a la hoja 294-113 de las ortofotografías a escala 1:5.000 del Instituto 
Cartográfico y Geológico de Catalunya (ICGC). 
La última tipología de peticiones GetMap, llamada orto50, se va a realizar sobre las 16 
capas raster de las ortofotografías a escala 1:5.000 del Instituto Cartográfico y Geológico de 
Catalunya (ICGC) que forman un mapa a escala 1:50.000 pero con la definición de un mapa 
a escala 1:5.000. 
Estas peticiones WMS que vamos a realizar en las pruebas contendrán los mismos 
parámetros de los cuales algunos tendrán valores comunes en todas las peticiones WMS; 
otro, en concreto el parámetro LAYERS, variará los valores según el servidor o el tipo de datos 
a introducir; y, por último, el parámetro BBOX que tendrá valores diferentes en todas las 
peticiones. 
Los parámetros que tienen valores comunes en todas las peticiones WMS que vamos 
a realizar en las pruebas son los definidos en la siguiente tabla: 
Parámetro Valor Definición 
SERVICE WMS Servicio OGC  
VERSION 1.3.0 Versión del servicio OGC 
REQUEST GetMap Petición del servicio OGC 
CRS EPSG:25831 Sistema de referencia espacial 
FORMAT Image/png Formato de la imagen de salida 
WIDTH 400 Ancho de la imagen de la salida 
HEIGHT 300 Alto de la imagen de salida 
Tabla 11. Parámetros comunes en las peticiones WMS 
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El parámetro LAYER, como ya hemos dicho anteriormente, variará según el servidor 
y el tipo de datos que queremos introducir en la petición. Cada servidor tiene un modo de 
nombrar a las capas y tienen un límite de caracteres para introducir en la petición, por este 
motivo se han introducido diferentes nombres a las capas en cada servidor ya que en algunas 
pruebas hay que añadir hasta 224 capas y el nombre de estas puede sobrepasar el límite de 
caracteres de las peticiones. A continuación indicaremos para cada tipo de petición, según el 
servidor, el valor del parámetro LAYERS. 
Tipo de 
petición
37 
Valor de LAYERS 
vect5 
TFG:bt5mv20sh0f294113vp1r040,TFG:bt5mv20sh0f294113pp1r040,TFG:bt5mv20sh0f294113hp1r040
,TFG:bt5mv20sh0f294113ap1r040,TFG:bt5mv20sh0f294113xl1r040,TFG:bt5mv20sh0f294113vl1r040,
TFG:bt5mv20sh0f294113tl1r040,TFG:bt5mv20sh0f294113pl1r040,TFG:bt5mv20sh0f294113hl1r040,T
FG:bt5mv20sh0f294113cl1r040,TFG:bt5mv20sh0f294113al1r040,TFG:bt5mv20sh0f294113rn1r040,TF
G:bt5mv20sh0f294113pn1r040,TFG:bt5mv20sh0f294113an1r040 
vect50 
TFG:bt5mv20sh0f294113vp1r040,TFG:bt5mv20sh0f294113pp1r040,TFG:bt5mv20sh0f294113hp1r040
,TFG:bt5mv20sh0f294113ap1r040,TFG:bt5mv20sh0f294113xl1r040,TFG:bt5mv20sh0f294113vl1r040,
TFG:bt5mv20sh0f294113tl1r040,TFG:bt5mv20sh0f294113pl1r040,TFG:bt5mv20sh0f294113hl1r040,T
FG:bt5mv20sh0f294113cl1r040,TFG:bt5mv20sh0f294113al1r040,TFG:bt5mv20sh0f294113rn1r040,TF
G:bt5mv20sh0f294113pn1r040,TFG:bt5mv20sh0f294113an1r040,TFG:bt5mv20sh0f294114vp1r050,T
FG:bt5mv20sh0f294114pp1r050,TFG:bt5mv20sh0f294114hp1r050,TFG:bt5mv20sh0f294114ap1r050,
TFG:bt5mv20sh0f294114xl1r050,TFG:bt5mv20sh0f294114vl1r050,TFG:bt5mv20sh0f294114tl1r050,T
FG:bt5mv20sh0f294114pl1r050,TFG:bt5mv20sh0f294114hl1r050,TFG:bt5mv20sh0f294114cl1r050,TF
G:bt5mv20sh0f294114al1r050,TFG:bt5mv20sh0f294114rn1r050,TFG:bt5mv20sh0f294114pn1r050,TF
G:bt5mv20sh0f294114an1r050,TFG:bt5mv20sh0f294115vp1r050,TFG:bt5mv20sh0f294115pp1r050,T
FG:bt5mv20sh0f294115hp1r050,TFG:bt5mv20sh0f294115ap1r050,TFG:bt5mv20sh0f294115xl1r050,T
FG:bt5mv20sh0f294115vl1r050,TFG:bt5mv20sh0f294115tl1r050,TFG:bt5mv20sh0f294115pl1r050,TF
G:bt5mv20sh0f294115hl1r050,TFG:bt5mv20sh0f294115cl1r050,TFG:bt5mv20sh0f294115al1r050,TF
G:bt5mv20sh0f294115rn1r050,TFG:bt5mv20sh0f294115pn1r050,TFG:bt5mv20sh0f294115an1r050,T
FG:bt5mv20sh0f294116vp1r040,TFG:bt5mv20sh0f294116pp1r040,TFG:bt5mv20sh0f294116hp1r040,
TFG:bt5mv20sh0f294116ap1r040,TFG:bt5mv20sh0f294116xl1r040,TFG:bt5mv20sh0f294116vl1r040,
TFG:bt5mv20sh0f294116tl1r040,TFG:bt5mv20sh0f294116pl1r040,TFG:bt5mv20sh0f294116hl1r040,T
FG:bt5mv20sh0f294116cl1r040,TFG:bt5mv20sh0f294116al1r040,TFG:bt5mv20sh0f294116rn1r040,TF
G:bt5mv20sh0f294116pn1r040,TFG:bt5mv20sh0f294116an1r040… 
orto5 of5mv60sd0f294113ss1r120 
orto50 
of5mv60sd0f294113ss1r120,of5mv60sd0f294114ss1r110,of5mv60sd0f294115ss1r110,of5mv60sd0f29
4116ss1r120,of5mv60sd0f295113ss1r120,of5mv60sd0f295114ss1r120,of5mv60sd0f295116ss1r110,o
f5mv60sd0f295115ss1r120,of5mv60sd0f296113ss1r120,of5mv60sd0f296114ss1r120,of5mv60sd0f296
115ss1r110,of5mv60sd0f296116ss1r110,of5mv60sd0f297113ss1r110,of5mv60sd0f297114ss1r110,of
5mv60sd0f297115ss1r110,of5mv60sd0f297116ss1r110 
Tabla 12. Valor del parámetro LAYERS de las peticiones al servidor GeoServer 
 
 
 
 
 
                                               
37 La petición vect50 tiene hasta 224 capas, pero en la tabla tan solo se han añadido las 52 primeras, 
correspondientes al 25% del total de las capas. 
Comparativa de rendimiento de servidores de mapas Open Source                   
 
  67 
 
Tipo de 
petición38 
Valor de LAYERS 
vect5 v294113vp,v294113pp,v294113hp,v294113ap,v294113xl,v294113vl,v294113tl,v294113pl,v294113hl
,v294113cl,v294113al,v294113rn,v294113pn,v294113an 
vect50 v294113vp,v294113pp,v294113hp,v294113ap,v294113xl,v294113vl,v294113tl,v294113pl,v294113hl
,v294113cl,v294113al,v294113rn,v294113pn,v294113an,v294114vp,v294114pp,v294114hp,v29411
4ap,v294114xl,v294114vl,v294114tl,v294114pl,v294114hl,v294114cl,v294114al,v294114rn,v294114
pn,v294114an,v294115vp,v294115pp,v294115hp,v294115ap,v294115xl,v294115vl,v294115tl,v2941
15pl,v294115hl,v294115cl,v294115al,v294115rn,v294115pn,v294115an,v294116vp,v294116pp,v29
4116hp,v294116ap,v294116xl,v294116vl,v294116tl,v294116pl,v294116hl,v294116cl,v294116al,v29
4116rn,v294116pn,v294116an… 
orto5 o294113 
orto50 o294113,o294114,o294115,o294116,o295113,o295114,o295115,o295116,o296113,o296114,o2961
15,o296116,o297113,o297114,o297115,o297116 
Tabla 13. Valor del parámetro LAYERS de las peticiones al servidor MapServer 
Tipo de 
petición39 
Valor de LAYERS 
vect5 
V/L/vect294113vp,V/L/vect294113pp,V/L/vect294113hp,V/L/vect294113ap,V/L/vect294113xl,V/L/vec
t294113vl,V/L/vect294113tl,V/L/vect294113pl,V/L/vect294113hl,V/L/vect294113cl,V/L/vect294113al,
V/L/vect294113rn,V/L/vect294113pn,V/L/vect294113an 
vect50 
V/L/vect294113vp,V/L/vect294113pp,V/L/vect294113hp,V/L/vect294113ap,V/L/vect294113xl,V/L/vec
t294113vl,V/L/vect294113tl,V/L/vect294113pl,V/L/vect294113hl,V/L/vect294113cl,V/L/vect294113al,
V/L/vect294113rn,V/L/vect294113pn,V/L/vect294113an,V/L/bt5mv20sh0f294114vp1r050,V/L/bt5mv2
0sh0f294114pp1r050,V/L/bt5mv20sh0f294114hp1r050,V/L/bt5mv20sh0f294114ap1r050,V/L/bt5mv2
0sh0f294114xl1r050,V/L/bt5mv20sh0f294114vl1r050,V/L/bt5mv20sh0f294114tl1r050,V/L/bt5mv20sh
0f294114pl1r050,V/L/bt5mv20sh0f294114hl1r050,V/L/bt5mv20sh0f294114cl1r050,V/L/bt5mv20sh0f2
94114al1r050,V/L/bt5mv20sh0f294114rn1r050,V/L/bt5mv20sh0f294114pn1r050,V/L/bt5mv20sh0f29
4114an1r050,V/L/bt5mv20sh0f294115vp1r050,V/L/bt5mv20sh0f294115pp1r050,V/L/bt5mv20sh0f29
4115hp1r050,V/L/bt5mv20sh0f294115ap1r050,V/L/bt5mv20sh0f294115xl1r050,V/L/bt5mv20sh0f294
115vl1r050,V/L/bt5mv20sh0f294115tl1r050,V/L/bt5mv20sh0f294115pl1r050,V/L/bt5mv20sh0f294115
hl1r050,V/L/bt5mv20sh0f294115cl1r050,V/L/bt5mv20sh0f294115al1r050,V/L/bt5mv20sh0f294115rn
1r050,V/L/bt5mv20sh0f294115pn1r050,V/L/bt5mv20sh0f294115an1r050,V/L/bt5mv20sh0f294116vp
1r040,V/L/bt5mv20sh0f294116pp1r040,V/L/bt5mv20sh0f294116hp1r040,V/L/bt5mv20sh0f294116ap
1r040,V/L/bt5mv20sh0f294116xl1r040,V/L/bt5mv20sh0f294116vl1r040,V/L/bt5mv20sh0f294116tl1r0
40,V/L/bt5mv20sh0f294116pl1r040,V/L/bt5mv20sh0f294116hl1r040,V/L/bt5mv20sh0f294116cl1r040,
V/L/bt5mv20sh0f294116al1r040,V/L/bt5mv20sh0f294116rn1r040,V/L/bt5mv20sh0f294116pn1r040,V
/L/bt5mv20sh0f294116an1r040… 
orto5 O/L/o294113 
orto50 
O/L/o294113,O/L/o294114,O/L/o294115,O/L/o294116,O/L/o295113,O/L/o295114,O/L/o295115,O/L/
o295116,O/L/o296113,O/L/o296114,O/L/o296115,O/L/o296116,O/L/o297113,O/L/o297114,O/L/o297
115,O/L/o297116 
Tabla 14. Valor del parámetro LAYERS de las peticiones al servidor MapGuide 
El parámetro BBOX varía según el hilo, cada hilo tendrá una caja envolvente diferente 
definida en el archivo CSV con una extensión de 800x600 metros formando una imagen de 
400x300 pixeles. Todos los BBOX aleatorios estarán comprendidos entre los valores de esta 
tabla: 
Tipo de petición Xmin [m] Ymin [m] Xmax [m] Ymax [m] 
vect5 446.226,77 4.610.633,87 448.912,95 4.612.372,09 
vect50 446.226,77 4.603.629,32 459.280,84 4.612.372,09 
orto5 446.205,00 4.610.618,50 448.916,50 4.612.382,00 
orto50 446.205,00 4.603.614,00 459.284,50 4.612.382,00 
Tabla 15. Extensión total de los datos 
                                               
 
9 10 La petición vect50 tiene hasta 224 capas, pero en la tabla tan solo se han añadido las 52 primeras, 
correspondientes al 25% del total de las capas. 
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6.3.2. PETICIÓN WFS 
Todos los servidores de mapas objeto de estudio de este proyecto tienen 
implementados el servicio WFS. Pero, como ya hemos comentado anteriormente, el servicio 
WFS que está implementado en MapGuide tiene un error en la definición del parámetro 
TypeName, ya que al introducir las fuentes de datos para realizar la petición, este solo la 
realiza de la última fuente de datos introducida. Por este motivo, el servicio WFS de MapGuide 
no será introducido en las pruebas. 
En las pruebas hemos definido 2 tipos diferentes de peticiones WFS, todas ellas serán 
peticiones GetFeature pero sobre volúmenes de datos.  
La primera tipología de peticiones GetFeature, llamada vect5, se va a realizar sobre 
las 14 capas vectoriales que forman la hoja 294-113 de la Base topográfica a escala 1:5.000 
del Instituto Cartográfico y Geológico de Catalunya (ICGC). 
La segunda tipología de peticiones GetFeature, llamada vect50, se va a realizar sobre 
las 224 capas vectoriales que forman las 16 hojas definidas en el apartado de cartografía de 
este proyecto de la Base topográfica a escala 1:5.000 del Instituto Cartográfico y Geológico 
de Catalunya (ICGC). 
Estas peticiones WFS que vamos a realizar en las pruebas contendrán los mismos 
parámetros de los cuales algunos tendrán valores comunes en todas las peticiones WFS y 
otros, en concreto los parámetros TYPENAME y VERSION, variarán los valores según el 
servidor; y, por último, el parámetro BBOX que tendrá unos valores diferentes en todas las 
peticiones. 
Los parámetros que tienen valores comunes en todas las peticiones WFS que vamos 
a realizar en las pruebas son los definidos en la siguiente tabla: 
Parámetro Valor Definición 
SERVICE WFS Servicio OGC 
REQUEST GetFeature Petición del servicio OGC 
SRS EPSG:25831 Sistema de referencia espacial 
Tabla 16. Parámetros comunes en las peticiones WFS 
El parámetro VERSION define la versión del servicio WFS de OGC (Open Geospatial 
Consortium)  implementado en el servidor de mapas. OGC (Open Geospatial Consortium) 
tiene diversas versiones de cada servicio que ofrece. En las pruebas cada servidor de mapas 
utilizará la última versión disponible de WFS que disponga, por lo tanto, GeoServer utilizará 
para el parámetro VERSION el valor 2.0.0 y MapServer utilizará el valor 1.1.0. 
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El parámetro TYPENAME corresponde al parámetro LAYERS en el servicio WMS y 
utilizará los mismos valores definidos en las tablas de LAYERS del apartado anterior a este40.  
El parámetro BBOX variará según cada hilo de la misma manera que la definida en el 
apartado anterior a este.  
 
6.3.3. PETICIONES WCS 
Los servidores de mapas que tienen implementados el servicio WCS son GeoServer 
y MapServer. Por lo tanto, definiremos los parámetros de las peticiones WCS necesarios para 
la realización de las pruebas para estos dos servidores de mapas. 
En las pruebas hemos definido una única tipología de petición WCS, una petición 
GetCoverage, llamada orto5, que se va a realizar sobre la capa raster correspondiente a la 
hoja 294-113 de las ortofotografías a escala 1:5.000 del Instituto Cartográfico y Geológico de 
Catalunya (ICGC). 
Estas peticiones WCS que vamos a realizar en las pruebas contendrán los mismos 
parámetros de los cuales algunos tendrán valores comunes en las peticiones WCS y otros, 
en concreto los parámetros COVERAGEID y VERSION, variarán los valores según el servidor; 
y, por último, el parámetro SUBSET que tendrá unos valores diferentes en todas las 
peticiones. 
Los parámetros que tienen valores comunes en todas las peticiones WCS que vamos 
a realizar en las pruebas son los definidos en la siguiente tabla: 
Parámetro Valor Definición 
SERVICE WCS Servicio OGC 
REQUEST GetCoverage Petición del servicio OGC 
FORMAT Image/png Formato de la imagen de salida 
Tabla 17. Parámetros comunes en las peticiones WCS 
El parámetro VERSION define la versión del servicio WCS de OGC (Open Geospatial 
Consortium)  implementado en el servidor de mapas. OGC (Open Geospatial Consortium) 
tiene diversas versiones de cada servicio que ofrece. En las pruebas cada servidor de mapas 
utilizará la última versión disponible de WCS que disponga, por lo tanto, GeoServer utilizará 
para el parámetro VERSION el valor 2.0.1 y MapServer utilizará el valor 2.0.0. 
                                               
40 Los valores asociados a las tipologías de peticiones vect5 y vect50 del parámetro LAYERS de la 
Tabla 12 y la Tabla 13 serán los mismos que para los parámetros TYPENAME de las peticiones vect5 
y vet50 del servicio WFS. 
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El parámetro COVERAGEID corresponde al parámetro LAYERS en el servicio WMS y 
utilizará los mismos valores definidos en las tablas de LAYERS del apartado anterior a este41.  
El parámetro SUBSET define los valores de uno de los ejes de la imagen resultante. 
Se pueden utilizar tantos ejes como tengamos adjudicados a nuestra capa42. En este caso las 
peticiones serán bidimensionales ya que no se ha adjudicado un parámetro para la altitud y el 
tiempo a nuestras capas. 
Parámetro Valor 
SUBSET E(Xmínima,Xmáxima) 
SUBSET N(Ymínima,Ymáxima) 
Tabla 18. Parámetros SUBSET de la petición WCS de GeoServer 
Parámetro Valor 
SUBSET x(Xmínima,Xmáxima) 
SUBSET y(Ymínima,Ymáxima) 
Tabla 19. Parámetros SUBSET de la petición WCS de MapServer 
 
 
 
 
 
 
 
 
 
 
 
                                               
41 El valor asociado a la tipología de petición orto5 del parámetro LAYERS de la Tabla 12 y la Tabla 13 
será el mismo que para el parámetro COVERAGEID de las peticiones orto5 del servicio WCS. 
42 Normalmente, el máximo de ejes es 4: eje x, eje y, eje z y eje tiempo. 
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7. RESULTADOS 
Las pruebas realizadas con JMeter consisten en el envío de peticiones de datos con 
una extensión espacial aleatoria de los diferentes servicios implementados en cada servidor 
y midiendo el tiempo del proceso interno del servidor, llamado latencia. La latencia mide el 
tiempo desde el momento en que se envía la solicitud hasta que se reciba la respuesta. Así, 
el tiempo incluye todo el procesamiento necesario para ensamblar la solicitud y el montaje de 
la respuesta. 
Las pruebas de carga realizadas con JMeter han sido de 20 peticiones por  5 segundo 
120 veces43. De manera que cada 5 segundos se generaban 20 peticiones al servidor 
haciendo un total de 2400 peticiones.  
 
7.1. PETICIONES WMS 
En primer lugar se procederá a mostrar los resultados obtenidos por la aplicación 
JMeter de las peticiones WMS de cada uno de los servidores de mapas. Estas peticiones se 
han dividido en 4 categorías: 
- Peticiones WMS: V5. Son peticiones GetMap realizadas sobre las 14 capas 
vectoriales que forman la hoja 294-113 de la Base topográfica a escala 1:5.000 del 
Instituto Cartográfico y Geológico de Catalunya (ICGC). La respuesta será una 
imagen en formato PNG de 300x400 pixeles de un ámbito geográfico aleatorio de 
la hoja. 
- Peticiones WMS: V50. Son peticiones GetMap realizadas sobre las 224 capas 
vectoriales que forman las 16 hojas definidas en el apartado de cartografía de este 
proyecto de la Base topográfica a escala 1:5.000 del Instituto Cartográfico y 
Geológico de Catalunya (ICGC). La respuesta será una imagen en formato PNG 
de 300x400 pixeles de un ámbito geográfico aleatorio de las hojas. 
- Peticiones WMS: O5. Son peticiones GetMap realizadas sobre la capa raster 
correspondiente a la hoja 294-113 de las ortofotografías a escala 1:5.000 del 
Instituto Cartográfico y Geológico de Catalunya (ICGC). La respuesta será una 
imagen en formato PNG de 300x400 pixeles de un ámbito geográfico aleatorio de 
la ortofotografía. 
- Peticiones WMS: O50. Son peticiones GetMap  realizadas sobre las 16 capas 
raster de las ortofotografías a escala 1:5.000 del Instituto Cartográfico y Geológico 
                                               
43 Número de Hilos: 20 // Periodo de subida (seg.): 5 // Contador de bucle: 120 
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de Catalunya (ICGC) definidas en el apartado de cartografía. La respuesta será 
una imagen en formato PNG de 300x400 pixeles de un ámbito geográfico aleatorio 
de las ortofotografías 
 
7.1.1. PETICIÓN WMS: V5 
 
Gráfica 1. Petición WMS: V5 
En esta gráfica podemos visualizar como claramente la latencia de las peticiones del 
servidor MapGuide es mucho mayor que la de los servidores GeoServer y MapServer. El valor 
de la latencia de MapGuide está, en la mayoría de los casos,  alrededor de los 4-8 segundos, 
mientras que la latencia de GeoServer y MapServer es inferior, en la mayoría de los casos, a 
2 segundos. También, podemos observar como la latencia en el servidor MapGuide tiene una 
desviación de los resultados mucho mayor a la de los servidores GeoServer y MapServer. 
En esta gráfica no se pueden visualizar bien las diferencias entre la latencia de 
GeoServer y la de MapServer. 
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Gráfica 2. Petición WMS: V5 (GeoServer / MapServer) 
En esta gráfica podemos visualizar como la latencia de GeoServer y MapServer es 
muy parecidas pero en la mayoría de las peticiones la latencia de MapServer está por encima 
de la GeoServer. También podemos observar como el servidor MapServer tiene algunos 
tramos, como el comprendido entre las peticiones 1500 y 1950, donde el servidor tiene una 
desviación de la latencia baja comparada con la desviación de la latencia obtenida por 
GeoServer a lo largo de toda la prueba. 
Servidor 
Latencia 
media [ms] 
Rendimiento 
[petición/s] 
%Error 
Desv. 
Est. 
Media 
de Bytes 
GeoServer 1013 16,7 0,00 388,25 99712,6 
MapGuide 5761 3,4 0,00 1046,08 133308,2 
MapServer 1604 11,3 0,00 314,80 131421,4 
Tabla 20. Petición WMS: V5 
En esta tabla podemos observar como claramente la latencia media de las peticiones 
realizadas al servidor MapGuide es muy superior a la latencia media de GeoServer y 
MapServer, y, a su vez, la latencia media de GeoServer tiene el valor más bajo de los 
servidores. 
También podemos observar como el rendimiento del servidor MapGuide es muy 
inferior al obtenido por los servidores GeoServer y MapServer, donde GeoServer obtiene el 
mayor rendimiento de los tres. 
Todas las peticiones realizadas a los 3 servidores se han ejecutado correctamente y 
sin ningún error, devolviendo siempre las imágenes requeridas en las peticiones. 
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Además, la columna de media de Bytes nos da una idea de la calidad de los datos, 
porque cuantos más Bytes tenga la respuesta más calidad tendrán las imágenes obtenidas 
ya que almacenarán más información. En este caso, MapGuide y MapServer tiene una media 
de Bytes muy parecida, mientras que GeoServer obtiene la media más baja. 
En estas ilustraciones podemos visualizar un ejemplo del resultado obtenido por cada 
servidor de mapas al realizar las peticiones WMS V5.  
 
Ilustración 69. Resultado de la petición WMS V5 de GeoServer 
En el ejemplo de resultado de GeoServer podemos observar como los colores que se 
muestran en la ilustración son más fuertes que los colores de los otros servidores. También 
se puede apreciar como los elementos lineales que aparecen en la ilustración son ligeramente 
más gruesos que los que aparecen en los otros servidores. 
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Ilustración 70. Resultado de la petición WMS V5 de MapGuide 
En el ejemplo de resultado de MapGuide podemos observar, claramente, que los 
elementos puntuales son demasiado grandes en comparación con el resto de elementos 
mostrados en la ilustración llegando a tapar otros elementos cartográficos. 
 
Ilustración 71. Resultado de la petición WMS V5 de MapServer 
En el ejemplo de resultado de MapServer no son apreciables los elementos puntuales 
en la ilustración. 
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7.1.2. PETICIÓN WMS: V50 
 
Gráfica 3. Petición WMS: V50 
En esta gráfica podemos visualizar como claramente la latencia de las peticiones del 
servidor MapGuide es mucho mayor que la de los servidores GeoServer y MapServer. El valor 
de la latencia de MapGuide es, en la mayoría de los casos, superior al minuto, llegando a 
valores superiores a los 100 segundos, mientras que la latencia de GeoServer y MapServer 
es inferior a 20 segundos. También, podemos observar como la latencia en el servidor 
MapGuide tiene una desviación de los resultados entre 60 segundos y 100 segundos, mucho 
mayor a la de los servidores GeoServer y MapServer. 
En esta gráfica no se pueden visualizar bien los valores que tienen la latencia de 
GeoServer y de MapServer. 
 
Gráfica 4. Petición WMS: V50 (GeoServer / MapServer) 
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En esta gráfica podemos visualizar como los valores de la latencia de MapServer son 
inferiores a los de GeoServer. Los valores de la latencia en GeoServer están, en la mayoría 
de los casos, entre los 8-10 segundos, mientras que los valores de la latencia de MapServer 
están, en la mayoría de los casos, entre 2-6 segundos. 
Servidor 
Latencia 
media [ms] 
Rendimiento 
[petición/s] 
%Error 
Desv. 
Est. 
Media 
de Bytes 
GeoServer 9148 2,2 0,00 996,82 126498,5 
MapGuide 81696 0,2 0,00 12042,32 170863,6 
MapServer 4528 4,1 0,00 1014,41 171501,0 
Tabla 21. Petición WMS: V50 
En esta tabla podemos observar como claramente la latencia media de las peticiones 
realizadas al servidor MapGuide es muy superior a la latencia media de GeoServer y 
MapServer, y, a su vez, la latencia media de MapServer tiene el valor más bajo de los 
servidores. 
También podemos observar como el rendimiento del servidor MapGuide es muy 
inferior al obtenido por los servidores GeoServer y MapServer, donde MapServer obtiene el 
mayor rendimiento de los tres. 
Todas las peticiones realizadas a los 3 servidores se han ejecutado correctamente y 
sin ningún error, devolviendo siempre las imágenes requeridas en las peticiones. 
Además, la columna de media de Bytes nos da una idea de la calidad de los datos, 
porque cuantos más Bytes tenga la respuesta más calidad tendrán las imágenes obtenidas 
ya que almacenarán más información. En este caso, MapGuide y MapServer tiene una media 
de Bytes muy parecida, mientras que GeoServer obtiene la media más baja. 
En estas ilustraciones podemos visualizar un ejemplo del resultado obtenido por cada 
servidor de mapas al realizar las peticiones WMS V50. 
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Ilustración 72. Resultado de la petición WMS V50 de GeoServer 
En el ejemplo de resultado de GeoServer podemos observar como los colores que se 
muestran en la ilustración son más fuertes que los colores de los otros servidores. También 
se puede apreciar como los elementos lineales que aparecen en la ilustración son ligeramente 
más gruesos que los que aparecen en los otros servidores. 
 
Ilustración 73. Resultado de la petición WMS V50 de MapGuide 
En el ejemplo de resultado de MapGuide podemos observar, claramente, que los 
elementos puntuales son demasiado grandes en comparación con el resto de elementos 
mostrados en la ilustración llegando a tapar otros elementos cartográficos. 
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Ilustración 74. Resultado de la petición WMS V50 de MapServer 
En el ejemplo de resultado de MapServer no son apreciables los elementos puntuales 
en la ilustración. 
7.1.3. PETICIÓN WMS: O5 
 
Gráfica 5. Petición WMS: O5 
En esta gráfica podemos visualizar como la latencia de las peticiones del servidor 
MapGuide es mucho mayor que la de los servidores GeoServer y MapServer. El valor de la 
latencia de MapGuide está, en la mayoría de los casos, entre 6-8 segundos, excepto en las 
50 primeras peticiones donde el servidor tiene unos valores de latencia entre 9-12 segundos. 
Mientras que la latencia de MapServer es, en la mayoría de los casos, cercano a los 4 
segundos tiene tramos con una variación de la latencia muy baja en comparación con el resto 
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de servidores. Por último, la latencia de GeoServer está entre los 1-4 segundos con la mayor 
desviación de los resultados, como se puede apreciar en la gráfica. 
Servidor 
Latencia 
media [ms] 
Rendimiento 
[petición/s] 
%Error 
Desv. 
Est. 
Media 
de Bytes 
GeoServer 2163 8,0 0,00 995,97 315523,7 
MapGuide 6691 3,0 0,00 841,60 277553,6 
MapServer 3754 5,0 0,00 350,94 310986,6 
Tabla 22. Petición WMS: O5 
En esta tabla podemos observar como claramente la latencia media de las peticiones 
realizadas al servidor MapGuide es superior a la latencia media de GeoServer y MapServer, 
y, a su vez, la latencia media de GeoServer tiene el valor más bajo de los servidores. 
También podemos observar como el rendimiento del servidor GeoServer es el más 
alto con 8 peticiones por segundo, seguido por el servidor MapServer con 5 peticiones por 
segundo y, por último, el servidor MapGuide con 3 peticiones por segundo. 
Todas las peticiones realizadas a los 3 servidores se han ejecutado correctamente y 
sin ningún error, devolviendo siempre las imágenes requeridas en las peticiones. 
Además, la columna de media de Bytes nos da una idea de la calidad de los datos, 
porque cuantos más Bytes tenga la respuesta más calidad tendrán las imágenes obtenidas 
ya que almacenarán más información. En este caso, GeoServer y MapServer tiene una media 
de Bytes muy parecida, mientras que MapGuide obtiene la media más baja. 
En estas ilustraciones podemos visualizar un ejemplo del resultado obtenido por cada 
servidor de mapas al realizar las peticiones WMS O5.  
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Ilustración 75. Respuesta de la petición WMS O5 de GeoServer 
 
Ilustración 76. Respuesta de la petición WMS O5 de MapGuide 
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Ilustración 77. Respuesta de la petición WMS O5 de MapServer 
En estas ilustraciones podemos apreciar que el resultado obtenido por MapGuide es 
una imagen menos nítida que las ofrecidas por MapServer y GeoServer, donde no se pueden 
apreciar diferencias a simple vista entre ellas. 
 
7.1.4. PETICIÓN WMS: O50 
 
Gráfica 6. Petición WMS: O50 
En esta gráfica podemos visualizar como claramente la latencia de las peticiones del 
servidor MapGuide es mucho mayor que la de los servidores GeoServer y MapServer. El valor 
de la latencia de MapGuide varía mucho a lo largo de las peticiones ya que al principio el 
servidor tiene muchas alteraciones en la latencia de las respuestas con valores comprendidos 
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entre los 25-50 segundos, hasta que en la petición 150 el servidor empieza a estabilizarse con 
valores de latencia entre los 15-25 segundos, pero en la petición 1200, aproximadamente, la 
estabilidad del servidor se vuelve a ver alterada y aumenta la latencia de las peticiones a 
valores comprendidos entre los 25-50 segundos nuevamente hasta la petición 1650, 
aproximadamente, que el servidor vuelve a estabilizarse hasta finalizar las peticiones de la 
prueba. 
En esta gráfica no se pueden visualizar bien las diferencias entre la latencia de 
GeoServer y la de MapServer. 
 
Gráfica 7. Petición WMS: O50 (GeoServer / MapServer) 
En esta gráfica podemos visualizar como los valores de la latencia de MapServer no 
tienen una gran desviación de los resultados ya que, en la mayoría de los casos se obtienen 
resultados cercanos a los 3,5 segundos de latencia y el servidor se estabiliza entorno a este 
resultado. En cambio, GeoServer tiene una variación de los resultados mucho más alta 
comprendiendo valores entre 1-4 segundos hasta la petición 750 aproximadamente y, a 
continuación, valores comprendidos entre 1-5 segundos. 
Servidor 
Latencia 
media [ms] 
Rendimiento 
[petición/s] 
%Error 
Desv. 
Est. 
Media 
de Bytes 
GeoServer 2727 6,7 0,00 991,02 307378,0 
MapGuide 26150 0,8 0,00 7490,73 277494,7 
MapServer 3380 5,7 0,00 297,39 307824,0 
Tabla 23. Petición WMS: O50 
En esta tabla podemos observar como claramente la latencia media de las peticiones 
realizadas al servidor MapGuide es superior a la latencia media de GeoServer y MapServer, 
y, a su vez, la latencia media de GeoServer tiene el valor más bajo de los servidores. 
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También podemos observar como el rendimiento del servidor GeoServer es el más 
alto con 6,7 peticiones por segundo, seguido por el servidor MapServer con 5,7 peticiones por 
segundo y, por último, el servidor MapGuide con 0,8 peticiones por segundo. 
Todas las peticiones realizadas a los 3 servidores se han ejecutado correctamente y 
sin ningún error, devolviendo siempre las imágenes requeridas en las peticiones. 
Además, la columna de media de Bytes nos da una idea de la calidad de los datos, 
porque cuantos más Bytes tenga la respuesta más calidad tendrán las imágenes obtenidas 
ya que almacenarán más información. En este caso, GeoServer y MapServer tiene una media 
de Bytes muy parecida, mientras que MapGuide obtiene la media más baja. 
En estas ilustraciones podemos visualizar un ejemplo del resultado obtenido por cada 
servidor de mapas al realizar las peticiones WMS O50.  
 
Ilustración 78. Resultado de la petición WMS O50 de GeoServer 
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Ilustración 79. Resultado de la petición WMS O50 de MapGuide 
 
Ilustración 80. Resultado de la petición WMS O50 de MapServer 
En estas ilustraciones podemos apreciar que el resultado obtenido por MapGuide es 
una imagen menos nítida que las ofrecidas por MapServer y GeoServer, donde no se pueden 
apreciar diferencias a simple vista entre ellas.  
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7.2.   PETICIÓN WFS 
En segundo lugar se procederá a mostrar los resultados obtenidos por la aplicación 
JMeter de las peticiones WFS de cada uno de los servidores de mapas44. Estas peticiones se 
han dividido en 2 categorías: 
- Peticiones WFS: V5. Son peticiones GetFeature realizadas sobre las 14 capas 
vectoriales que forman la hoja 294-113 de la Base topográfica a escala 1:5.000 del 
Instituto Cartográfico y Geológico de Catalunya (ICGC). La respuesta será un 
fichero XML con información sobre los atributos de los diversos objetos que están 
contenidos en un ámbito geográfico aleatorio de la hoja. 
- Peticiones WFS: V50. Son peticiones GetMap realizadas sobre las 224 capas 
vectoriales que forman las 16 hojas definidas en el apartado de cartografía de este 
proyecto de la Base topográfica a escala 1:5.000 del Instituto Cartográfico y 
Geológico de Catalunya (ICGC). La respuesta será un fichero XML con información 
sobre los atributos de los diversos objetos que están contenidos en un ámbito 
geográfico aleatorio de la hoja. 
 
7.2.1. PETICIÓN WFS: V5 
 
Gráfica 8. Petición WFS: V5 
En esta gráfica podemos visualizar como claramente la latencia de las peticiones del 
servidor GeoServer es mayor que la del servidor MapServer. El valor de la latencia de 
                                               
44 Como ya hemos mencionado anteriormente, el servidor de mapas MapGuide no participa en las 
pruebas ya que con la petición GetFeature del servició WFS tan solo puede cargar una de las capas 
de la petición. Por este  motivo se ha decidido no incluir el servicio WFS de MapGuide a las pruebas. 
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GeoServer está, en la mayoría de los casos, comprendida entre los 2-5 segundos  con 
grandes variaciones de resultados a lo largo de la prueba donde en algunas ocasiones como 
entre las peticiones 450-600, las peticiones 1350-1500 y las peticiones 1500-1650, el valor de 
la latencia es 0 ya que hubo un error de conexión con el servidor en ese instante por la carga 
masiva continua de datos. En cambio, el valor de la latencia de MapServer se sitúa, en la 
mayoría de los casos, por debajo de los 2 segundos teniendo algunos tramos con valores de 
latencia muy similares, como en el tramo que va de la petición 300 a la petición 600 donde el 
valor de la latencia se mantuvo, generalmente, cercano a los 2 segundos. 
Servidor 
Latencia 
media [ms] 
Rendimiento 
[petición/s] 
%Error 
Desv. 
Est. 
Media 
de Bytes 
GeoServer 3358 3,5 0,12 763,66 610124,6 
MapServer 1748 10,2 0,00 353,00 782230,9 
Tabla 24. Petición WFS: V5 
En esta tabla podemos observar como la latencia media de las peticiones realizadas 
al servidor GeoServer es superior a la latencia media de MapServer, 
También podemos observar como el rendimiento del servidor MapServer es 
claramente superior al rendimiento obtenido por GeoServer, ya que prácticamente el servidor 
MapServer triplica el rendimiento de GeoServer. 
Todas las peticiones realizadas en MapServer se han ejecutado correctamente y sin 
ningún error, devolviendo siempre los datos requeridos en las peticiones. En cambio, en 
GeoServer se han observado un 0,12% de error, correspondiente a 3 peticiones erróneas a 
lo largo de la prueba. 
Además, la columna de media de Bytes nos da una idea de la calidad de los datos, 
porque cuantos más Bytes tenga la respuesta más calidad tendrán los datos obtenidos ya que 
almacenarán más información. En este caso, MapServer tiene una media de Bytes mayor a 
la de GeoServer. 
En estas ilustraciones podemos visualizar un ejemplo del resultado obtenido por cada 
servidor de mapas al realizar las peticiones WFS V5.  
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Ilustración 81. Resultado de la petición WFS V5 de GeoServer (I) 
En el ejemplo de resultado de GeoServer a la petición WFS V5 podemos observar 
como separa por capas o “FeatureCollection” los diversos elementos contenidos en cada una 
de las 14 capas de la petición del servicio donde además nos informa del número de 
elementos contenidos en cada una de las capas. 
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Ilustración 82. Resultado de la petición WFS V5 de GeoServer (II) 
En esta ilustración podemos ver un ejemplo de lo que hay en cada capa o 
“FeatureCollection”, que es un listado de “wfs:member” donde cada uno nos explica los 
atributos de los elementos seleccionados por el bbox aleatorio. Cada “wfs:member” contiene 
los atributos de la capa que en este caso son los atributos  “the_geom” y “CAS”, que vienen a 
ser la definición por coordenadas XYZ de la geometría del elemento y su codificación.  
Todas las capas del resultado de la petición WFS V50 tienen el atributo “the_geom” 
donde se define la geometría de los puntos con coordenadas XYZ (excepto la toponimia, en 
XY), el atributo “CAS” que identifica el tipo de elemento que se representa. Luego están las 
capas puntuales que además de estos atributos añaden el atributo “Z” con la altura o elevación 
del punto, y los elementos que forman la capa toponimia que tienen una serie de atributos 
para definir las características de los caracteres. 
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Ilustración 83. Resultado de la petición WFS V50 de MapServer 
En el ejemplo de resultado de MapServer a la petición WFS V5 podemos observar 
como todos los elementos salen seguidos sin indicar cuando empieza y cuando acaban los 
de la siguiente capa vectorial, simplemente, los elementos de las capas están ordenados 
según el orden de las capas en que las introducimos en la petición. La información que nos 
aparece de cada elemento es el bbox de la capa, es decir, las coordenadas entre las que está 
contenido el elemento vectorial; la geometría del elemento definida por coordenadas XY; y su 
codificación. 
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7.2.2. PETICIÓN WFS: V50 
 
Gráfica 9. Petición WFS: V50 
En esta gráfica podemos visualizar como claramente la latencia de las peticiones del 
servidor GeoServer es mucho mayor que la del servidor MapServer. El valor de la latencia de 
GeoServer está, en la mayoría de los casos, comprendida entre los 40-60 segundos  con 
grandes variaciones de resultados a lo largo de la prueba donde al principio podemos observar 
como las peticiones rondaban los 70-80 segundos de latencia  pero al final el servidor se 
estabilizo en los 40-60 segundos. También podemos observar como entre las peticiones 0-
150 y 1350-1500 obtenemos como valor de latencia 0 segundos ya que hubo un error de 
conexión con el servidor en ese instante por la carga masiva continua de datos. 
En esta gráfica no se pueden visualizar bien el ámbito de valores de latencia entre los 
que se mueve el servidor MapServer. 
 
Gráfica 10. Petición WMS: V50 (MapServer) 
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 En esta gráfica podemos observar mejor como el valor de la latencia de las peticiones 
de MapServer se sitúa, en la mayoría de los casos, entre 1,5-4,5 segundo, valores mucho 
más bajos que los obtenidos por GeoServer y con una variación de los resultados, también, 
mucho más baja. 
Servidor 
Latencia 
media [ms] 
Rendimiento 
[petición/s] 
%Error 
Desv. 
Est. 
Media 
de Bytes 
GeoServer 48153 0,4 0,08 4689,33 690217,3 
MapServer 3041 6,0 0,00 687,84 810579,0 
Tabla 25. Petición WFS: V50 
En esta tabla podemos observar como la latencia media de las peticiones realizadas 
al servidor GeoServer es más de 15 veces superior a la latencia media de MapServer. 
También podemos observar como el rendimiento del servidor MapServer es 
claramente superior al rendimiento obtenido por GeoServer, ya que GeoServer realiza menos 
de una petición por segundo, mientras que MapServer realiza hasta 6 peticiones por segundo. 
Todas las peticiones realizadas en MapServer se han ejecutado correctamente y sin 
ningún error, devolviendo siempre los datos requeridos en las peticiones. En cambio, en 
GeoServer se han observado un 0,08% de error, correspondiente a 2 peticiones erróneas a 
lo largo de la prueba. 
Además, la columna de media de Bytes nos da una idea de la calidad de los datos, 
porque cuantos más Bytes tenga la respuesta más calidad tendrán los datos obtenidos ya que 
almacenarán más información. En este caso, MapServer tiene una media de Bytes mayor a 
la de GeoServer. 
En estas ilustraciones podemos visualizar un ejemplo del resultado obtenido por cada 
servidor de mapas al realizar las peticiones WFS V50. 
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Ilustración 84. Resultado de la petición WFS V5 de GeoServer (I) 
En el ejemplo de resultado de GeoServer a la petición WFS V50 podemos observar 
como separa por capas o “FeatureCollection” los diversos elementos contenidos en cada una 
de las 224 capas de la petición del servicio donde además nos informa del número de 
elementos contenidos en cada una de las capas. 
 
Ilustración 85. Respuesta de la petición WFS V50 de Geoserver (II) 
En esta ilustración podemos ver un ejemplo de lo que hay en la capa 
“TFG:bt5mv20sh0f296224an1r040”, que en este caso es una capa puntual que recoge la 
información del punto 510 de la capa que contiene los atributos  “the_geom”, que vienen a ser 
la definición por coordenadas XYZ de la geometría del elemento; “CAS”, su codificación; y Z, 
que es la altura o el valor de la elevación en ese punto. 
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Todas las capas del resultado de la petición WFS V50 tienen el atributo “the_geom” 
donde se define la geometría de los puntos con coordenadas XYZ (excepto la toponimia, en 
XY), el atributo “CAS” que identifica el tipo de elemento que se representa. Luego están las 
capas puntuales que además de estos atributos añaden el atributo “Z” con la altura o elevación 
del punto, y los elementos que forman la capa toponimia que tienen una serie de atributos 
para definir las características de los caracteres. 
 
Ilustración 86. Resultado de la petición WFS V50 de MapServer 
En el ejemplo de resultado de MapServer a la petición WFS V50 podemos observar 
como todos los elementos salen seguidos sin indicar cuando empieza y cuando acaban los 
de la siguiente capa vectorial, simplemente, los elementos de las capas están ordenados 
según el orden de las capas en que las introducimos en la petición. La información que nos 
aparece de cada elemento es el bbox de la capa, es decir, las coordenadas entre las que está 
contenido el elemento vectorial; la geometría del elemento definida por coordenadas XY; y su 
codificación.  
Todas las capas del resultado de la petición WFS V50 tienen el atributo “BoundedBy”, 
donde se define la geometría de los puntos con coordenadas XY; el atributo “CAS”, que 
identifica el tipo de elemento que se representa. Luego están las capas puntuales que además 
de estos atributos añaden el atributo “Z” con la altura o elevación del punto, y los elementos 
que forman la capa toponimia que tienen una serie de atributos para definir las características 
de los caracteres. 
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7.3. PETICIÓN WCS 
En último lugar se procederá a mostrar los resultados obtenidos por la aplicación 
JMeter de las peticiones WCS de cada uno de los servidores de mapas45. Estas peticiones se 
han dividido en una única categoría: 
- Peticiones WCS: O5. Son peticiones GetCoverage realizadas sobre la capa raster 
correspondiente a la hoja 294-113 de las ortofotografías a escala 1:5.000 del 
Instituto Cartográfico y Geológico de Catalunya (ICGC). La respuesta será una 
imagen en formato PNG de 300x300 pixeles de un ámbito geográfico aleatorio de 
la ortofotografía. 
 
7.3.1. PETICIÓN WCS: O5 
 
Gráfica 11. Petición WCS: O5 
En esta gráfica podemos visualizar como la latencia de las peticiones del servidor 
GeoServer y Mapserver se superponen y obtienes resultados dentro del mismo ámbito de 
valores que sería entre pocos milisegundos y 3,5 segundos. El valor de la latencia de 
GeoServer varía mucho a lo largo de toda la prueba, en cambio, la latencia de MapServer, en 
algunos tramos como entre las peticiones 300-450, se mantiene en unos mismos valores 
cercanos a los 2,5 segundos. 
 
 
                                               
45 El servidor de mapas MapGuide no participa en las pruebas ya que no tiene implementado el servicio 
WCS. 
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Servidor 
Latencia 
media [ms] 
Rendimiento 
[petición/s] 
%Error 
Desv. 
Est. 
Media 
de Bytes 
GeoServer 1329 6,3 0,00 647,78 959898,3 
MapServer 1933 6,5 0,00 716,46 793952,7 
Tabla 26. Petición WCS: O5 
En esta tabla podemos observar como la latencia media de las peticiones realizadas 
al servidor GeoServer y MapServer es muy parecida, pero la latencia media de las peticiones 
realizadas a GeoServer es más baja que la latencia media de MapServer.  
También podemos observar como el rendimiento del servidor MapServer es 
ligeramente superior al rendimiento obtenido por GeoServer, tan solo hay una diferencia de 
0,2 peticiones por segundo en favor de MapServer 
Todas las peticiones realizadas en GeoServer y MapServer se han ejecutado 
correctamente y sin ningún error, devolviendo siempre los datos requeridos en las peticiones. 
Además, la columna de media de Bytes nos da una idea de la calidad de los datos, 
porque cuantos más Bytes tenga la respuesta más calidad deberían tener los datos obtenidos 
ya que almacenarán más información. En este caso, GeoServer tiene una media de Bytes 
mayor a la de MapServer. 
En estas ilustraciones podemos visualizar un ejemplo del resultado obtenido por cada 
servidor de mapas al realizar las peticiones WCS O5. 
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Ilustración 87. Resultado de la petición WCS O5 de GeoServer 
 
 
Ilustración 88. Resultado de la petición WCS O5 de MapServer 
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En estas ilustraciones no se pueden apreciar diferencias a simple vista entre los dos 
resultados obtenidos por los servidores de mapas. 
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8. CONCLUSIÓN 
Los servicios que ofrecen los servidores de mapas es uno de los aspectos principales 
en que se interesa una persona física o jurídica a la hora de administrar o gestionar los datos 
espaciales de los que dispone, ya que cuantos más servicios disponga el servidor más 
necesidades podrán cubrir. GeoServer y MapServer cubren satisfactoriamente estos 
requisitos ya que, además de los servicios WMS, WFS y WCS analizados en este proyecto, 
también tienen la posibilidad de implementar otros servicios. No es así en el caso de 
MapGuide Open Source, ya que este servidor de mapas ofrece menos servicios que los que 
ofrecen GeoServer y MapServer, y muchos de estos aún están en proceso de desarrollo para 
poder ser certificados por OGC como es el caso del servicio WFS. 
Otro tema importante es los sistemas operativos en los que se pueden ejecutar los 
servidores. MapServer, GeoServer y MapGuide pueden ejecutarse en diversos sistemas 
operativos como Windows (32bits/64bits), Linux o Mac OS X. Pero por ejemplo, el servidor de 
mapas Mapnik no puede ser ejecutado en sistemas operativo Windows de 64 bits. 
El rendimiento que ofrece el servidor de mapas es otro tema muy importante a tener 
en cuenta a la hora de escoger un servidor. Si se va a trabajar con un gran volumen de datos 
o si se va a trabajar realizando una gran cantidad de peticiones, el usuario querrá obtener una 
respuesta del servidor lo antes posible. Este ha sido el tema principal que hemos tratado en 
este proyecto. Se ha establecido diversas pruebas para llevar a cabo comparaciones de 
rendimiento en las respuesta de los servidores de mapas según el tipo de petición, ya sea 
WMS, WFS o WCS; según el tipo de datos que vamos a requerir, raster o vector; o, según la 
cantidad de datos que pidamos al servidor. 
En las pruebas realizadas sobre el servicio WMS, en general, GeoServer ha obtenido 
los mejores resultados de rendimiento en todas las pruebas del servicio WMS excepto la 
prueba de carga sobre una gran cantidad de datos vectoriales, donde MapServer ha 
conseguido el mejor rendimiento. MapServer también ha obtenido muy buenos resultados en 
todas las pruebas realizadas consiguiendo un alto rendimiento y  teniendo una menor 
desviación de la latencia en todas las pruebas. Por el contrario, MapGuide ha obtenido los 
peores rendimientos en todas las pruebas, llegando a conseguir resultados inaceptables ya 
que en algunas pruebas ha tardado más de una hora en realizar todas las peticiones. Con 
respecto a la calidad de imagen resultado de las peticiones de los datos vectoriales hay que 
incidir en que las imágenes generadas por GeoServer tienen un trazado de los elementos 
menos suave comparado con el resultado de los otros servidores; las imágenes generadas 
por MapGuide dibujan los elementos puntuales demasiado grandes; y, en las imágenes 
generadas por MapServer hay una clara ausencia de elementos puntuales. Con respecto a la 
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calidad de la imagen resultado de las peticiones de los datos raster hay que incidir que 
MapServer y GeoServer generan imágenes con la misma calidad y más nítidas que la 
obtenida por MapGuide. 
En las pruebas realizadas sobre el servicio WFS, MapServer ha obtenido el mejor 
rendimiento en las dos pruebas de carga. El único inconveniente es que GeoServer definía 
las geometrías de los elementos vectoriales con 3 coordenadas XYZ, mientras que MapServer 
tan solo mostraba 2 coordenadas XY. También cabe destacar que GeoServer organiza por 
capas los elementos a definir para una mejor localización de los resultados, mientras que 
MapServer muestra un listado con todos los resultados ordenados según el orden en que 
introducimos las capas en la petición. MapServer ha obtenido una media de Bytes más alta 
que GeoServer, pero esto no significa que la calidad de sus datos sea mejor, sino que sus 
resultados tenían hasta 6 decimales, de los cuáles hay un mínimo de cuatro 0 que no aportan 
nada.  
En las pruebas realizadas sobre el servicio WCS, tanto MapServer como GeoServer 
han obtenido un rendimiento muy parecido y aceptable, aunque MapServer ha tenido el mejor 
rendimiento superando a GeoServer en 0,2 peticiones por segundo. Esto quiere decir que si 
volviéramos a repetir la prueba podríamos obtener un resultado favorable a GeoServer, donde 
superaría por muy poco a MapServer. La calidad de imagen de los resultados es igual de 
buena en MapServer que en GeoServer, no se aprecian diferencias a simple vista. Aunque 
cabe destacar que MapServer generaba archivos con una media de Bytes claramente inferior 
a la ofrecida por GeoServer y con la misma calidad de imagen. 
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10. CONTENIDO DEL CD 
- Resumen de la memoria en formato PDF. 
- Trabajo Final de Grado en formato PDF. 
- Traducción tercera lengua del apartado “GeoServer” y “MapServer”. 
- Carpeta con todos los archivos JMX de las pruebas realizadas con Apache JMeter. 
- Carpeta con todos los archivos CSV de las pruebas realizadas con Apache JMeter, 
tanto los CSV resultado como los que contienen los bbox aleatorios para generar 
las peticiones de las pruebas. 
- Carpeta con todos los archivos Map utilizados por MapServer para la configuración 
de los datos raster y vector. 
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ANEXO I. TRADUCCIÓN DEL APARTADO “GEOSERVER” 
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4. GEOSERVER 
4.1. INTRODUCCIÓN 
GeoServer es un servidor de mapas de código abierto escrito en Java que permite a 
los usuarios compartir y editar datos espaciales. GeoServer está diseñado para la 
interoperabilidad, publicando datos de cualquier fuente importante de datos espaciales 
usando estándares abiertos. 
Al ser un proyecto usado por la comunidad, GeoServer es desarrollado probado y 
soportado por un grupo de diversas personas y organizaciones de todo el mundo. 
GeoServer es la implementación de referencia de los estándares de Open Geospatial 
Consortium (OGC) Web Feature Service  (WFS) y Web Coverage Service (WCS), y está 
certificado como implementación de alto rendimiento del estándar Web Map Service (WMS). 
 
4.2. RESEÑA HISTÓRICA 
GeoServer se inició en 2001 con The Open Planning Project (TOPP), una tecnología 
sin fines lucrativos con sede en Nueva York. TOPP fue creado como un conjunto de 
herramientas que permiten ayudar a hacer al gobierno más trasparente.  La primera de ellas 
fue GeoServer, que surgió de un conjunto de herramientas que permitían la participación 
ciudadana en el gobierno y la planificación urbana mejorando, considerablemente, la 
capacidad de compartir datos espaciales.  
Los fundadores de GeoServer ambicionaban crear una Web Geoespacial, análoga a 
la World Wide Web (WWW). Con la World Wide Web, el usuario puede buscar y descargar 
textos. En cambio, con la Web Geoespacial, el usuario puede buscar y descargar datos 
espaciales. Los proveedores de datos espaciales pueden publicar sus datos espaciales 
directamente en la web para que los usuarios puedan acceder a estos datos, en 
contraposición a los métodos indirectos y engorrosos de intercambio de datos que existen en 
la actualidad. 
Las personas implicadas con GeoServer fundaron el proyecto GeoTools, un conjunto 
de herramientas SIG de código abierto y escrito en Java. GeoTools soporta Shapefiles, bases 
de datos Oracle, ArcSDE y muchos más fueron añadiéndose. 
Al mismo tiempo que GeoServer fue fundado, The OpenGIS Consoritum (ahora Open 
Geospatial Consoritum) estaba trabajando en el estándar Web Feature Service (WFS). Este 
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especifica el protocolo para hacer que los datos espaciales estén directamente disponibles en 
la web usando GML (Geographic Markup Language), un formato de datos interoperable. 
También se creó un protocolo de Web Map Service (WMS) para crear y mostrar imágenes de 
mapas creados a partir de los datos espaciales. 
Otros proyectos se convirtieron interrelacionados. Como es el caso de Refractions 
Research que creó PostGIS, una base de datos espacial gratuita y abierta que permitió a 
GeoServer conectar-se de forma libre a una base de datos. También, MetaCarta creó 
OpenLayers, una herramienta de visualización de mapas basado en un navegador de código 
abierto. En conjunto, estas herramientas han mejorado la funcionalidad de GeoServer. 
GeoServer ahora puede mostrar datos de salida en muchos otros visores de datos 
espaciales, como Google Earth, un popular mundo virtual en 3D. Además, GeoServer está 
trabajando directamente con Google con la intención de permitir que los datos de GeoServer 
se puedan buscar en Google Maps. Pronto la búsqueda de datos espaciales será tan fácil 
como una búsqueda en Google de una página web. Así GeoServer está continuando su misión 
de hacer que los datos espaciales sean más accesibles para todos. 
 
4.3. ARQUITECTURA 
El servidor de mapas GeoServer requiere de un servidor de aplicaciones para que 
funcione, en este caso se trabajará con Apache Tomcat. GeoServer se empaqueta como un 
servlet46 independiente para su uso con aplicaciones de contener de servlets existentes, tales 
como Apache Tomcat o Jetty47. 
Con el fin de que el servidor de aplicaciones funcione, es necesario instalar la Máquina 
Virtual de Java. GeoServer requiere que Java esté instalado en su sistema operativo48. 
La velocidad de GeoServer depende mucho de la versión del Java Runtime 
Environment (JRE). Para un mejor rendimiento, debemos utilizar la última versión de Oracle 
JRE disponible para nuestro sistema operativo. 
                                               
46 Servlet es un pequeño programa de Java que corre en un servidor web como Apache Tomcat. 
47 GeoServer ha sido probado, la mayoría de veces, utilizando Apache Tomcat y, por lo tanto, estas 
instrucciones puede que no funcionen con otras aplicaciones de contenedores. 
48 Por un lado, Java Runtime Environment (JRE) es lo que se obtiene cuando se descarga software de 
Java. El JRE consta de una Máquina virtual de Java (JVM), la plataforma básica de Java, y las 
bibliotecas de la plataforma Java. El JRE es la parte de ejecución del software de Java, que incluye 
todo lo necesario para que funcione en el navegador web. Por otro lado, la Máquina Virtual de Java es 
solo un aspecto del software de Java que está implicado en la interacción web. La máquina virtual de 
Java se construye en la descarga de software Java y ayuda a ejecutar aplicaciones Java. 
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A partir de GeoServer 2.0, el Java Runtime Environment (JRE) es suficiente para 
ejecutar GeoServer ya que no requiere de un Java Development Kit (JDK) en nuestro equipo, 
pero si está instalado GeoServer puede seguir funcionando correctamente sin ningún 
problema. 
 
 
 
 
 
 
 
 
4.4. INSTALLATION 
Para instalar GeoServer, necesitamos descargar la última versión de la Máquina 
Virtual de Java (JVM), para ello tan solo hay que acceder a la página oficial de Java49  y 
automáticamente  esta detectará el sistema operativo de nuestro ordenador y nos mostrará el 
enlace para descargar la última versión optima de Java, que en este caso es la Java Runtime 
Environment 1.8. 
                                               
49 Java website: https://www.java.com/   
Java Virtual Machine 
 
 
 
 
Apache Tomcat 
 
 
GeoServer 
Ilustración 89. Arquitectura de GeoServer. 
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Ilustración 90. Página web de Java: descarga de JRE 1.8 
 Una vez se ha instalado la Máquina Virtual de Java en nuestro sistema operativo, 
procedemos a instalar el servidor de aplicaciones Apache Tomcat, que se trata de una 
aplicación de código abierto de las tecnologías Java Servlet y JavaServer. Estás 
especificaciones se desarrollaron bajo la Java Community Process (JCP), que es el 
mecanismo para el desarrollo de las especificaciones técnicas estándar de la tecnología Java. 
  Como ya hemos instalado previamente Java 1.8, podemos instalar la versión de 
Apache Tomcat que queramos en nuestro equipo. En este caso, se ha instalado la última 
versión disponible, Apache Tomcat 8.0.15. 
En página web de Apache Tomcat50, podemos encontrar todas las versiones 
disponibles y escoger la que nosotros queramos instalar. 
                                               
50 Apache Tomcat website: http://tomcat.apache.org/ 
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Ilustración 91. Página web de Apache Tomcat: descarga del ejecutable 
 Antes de empezar la instalación, es recomendable cerrar todas las aplicaciones 
abiertas. Esto hará que sea posible actualizar los archivos del sistema pertinentes sin tener 
que reiniciar el ordenador. 
 Al iniciar la instalación, podemos escoger que característica de Apache Tomcat 
deseamos instalar. La instalación “normal” es suficiente. 
 
Ilustración 92. Instalación de Apache Tomcat: elección de componentes 
En el siguiente paso de la instalación, debemos establecer el puerto de conexión para 
poder acceder al administrador web de Apache Tomcat. Se recomienda utilizar el puerto 8080, 
pero si este puerto está ocupado podemos utilizar cualquier otro puerto disponible. También 
es aconsejable el uso de un nombre de usuario y contraseña para poder acceder al 
Administrador de Tomcat. 
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Ilustración 93. Instalación de Apache Tomcat: opciones de configuración 
 Después de eso, será necesario seleccionar la ruta en la que se aloja el Java Runtime 
Environment en el sistema operativo y, a continuación, Apache Tomcat iniciará la instalación.  
 
Ilustración 94. Instalación de Apache Tomcat: selección de la ruta de Java Virtual Machine 
 Finalmente, para verificar la instalación, introduciremos la siguiente dirección en 
nuestro navegador: http://localhost:8080 o http://127.0.0.1:8080. El resultado debería ser este: 
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Ilustración 95. Interfaz de Apache Tomcat 
 Pero si no obtenemos el mismo resultado, necesitaremos iniciar el servidor. Para ello 
deberemos acceder a los servicios del sistema y activarlo. Es aconsejable modificar el tipo de 
inicio a “Automático”, así, cuando se inicie el sistema operativo, el servidor se iniciará 
automáticamente. 
 
Ilustración 96. Propiedades de Apache Tomcat 8.0 
 Finalmente, la instalación de GeoServer la llevaremos a cabo mediante un archive 
WAR (Web application ARchive). Este archivo se ha descargado del enlace de la página web 
de descarga de GeoServer: http://geoserver.org/release/stable/. Al seleccionar el archivo 
WAR, automáticamente el navegador empezará a descargar un archive comprimido en 
formato ZIP que contendrá el archivo WAR. 
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Ilustración 97. Página web de GeoServer: descarga del archive WAR (Web application Archive) 
 Este archivo WAR debe ser alojado en la carpeta “webapps” del servidor de 
aplicaciones Apache Tomcat: C:\...\Apache Software Foundation\Tomcat 8.0\webapps.  
 
Ilustración 98. Ruta del archivo WAR 
 A continuación, deberemos reiniciar el servidor, para que se genere la jerarquía de 
carpetas en el directorio de una carpeta nueva llamada “geoserver”. Esta carpeta se creará 
automáticamente en el directorio “webapps” de Apache Tomcat. 
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Ilustración 99. Creación de la carpeta "geoserver" 
 Finalmente, para verificar la instalación de GeoServer, introduciremos el siguiente 
enlace en nuestro navegador para acceder a la herramienta de administración web de 
GeoServer (Web Administration Tool):   http://localhost:8080/geoserver/web51. 
 
Ilustración 100. Herramienta de Administración Web de GeoServer: página de bienvenida 
 
4.5. PROCESOS REALIZADOS PARA LA IMPLEMENTACIÓN DE LOS 
SERVICIOS 
La implementación de los diferentes servicios de GeoServer se realizará a través de 
la herramienta de administración web de GeoServer. Esta aplicación web se utiliza para 
configurar todos los aspectos de GeoServer, además de poder añadir, configurar y publicar 
datos espaciales. 
                                               
51 Para accede a la herramienta de administración web de GeoServer debemos introducir el nombre de 
usuario por defecto, “admin”, y la contraseña “geoserver”. 
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Los servicios soportados por GeoServer son los estándares WMS, WFS y WCS de 
OGC (Open Geospatial Consortium). 
Primero de todo, necesitamos crear un espacio de trabajo para nuestros datos 
espaciales. El espacio de trabajo se utiliza para agrupar capas que pertenecen al mismo 
objetivo de trabajo. Para crear el espacio de trabajo, iremos al apartado “Datos → Espacios 
de trabajo” y crearemos un nuevo espacio de trabajo seleccionando el botón “Añadir nuevo 
espacio de trabajo”.  
 
Ilustración 101.Herramienta de administración web de GeoServer: añadir un nuevo espacio de trabajo 
Después de seleccionar está opción, deberemos introducir el nombre de nuestro 
espacio de trabajo y la URI del espacio de trabajo. También seleccionaremos dicho espacio 
de trabajo como por defecto para trabajar más cómodamente. 
El nombre del espacio de trabajo es un identificador que describe el proyecto. En 
cambio, la URI (Uniform Resource Identifier) de nuestro espacio de trabajo es una URL 
asociada a nuestro proyecto.  
 
Ilustración 102. Herramienta de administración web de GeoServer: configuración de un nuevo espacio de trabajo 
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Al final, seleccionamos el botón “Enviar” y el espacio de trabajo se añadirá nuestro 
listado de espacios de trabajos. 
 
4.5.1. PUBLICACIÓN DE DATOS VECTORIALES 
Antes de publicar las capas Shapefile, necesitamos crear un nuevo almacén de datos. 
Para ello, debemos dirigirnos al apartado “Datos → Almacenes de datos” y seleccionar la 
opción and “Agregar nuevo almacén” para añadir un  nuevo almacén de datos.  
 
Ilustración 103. Herramienta de administración web de GeoServer: añadir un nuevo almacén de datos 
 A continuación, nos pedirá que tipo de almacén de datos queremos añadir. Elegiremos 
la opción “Directory of spatial files (shapefiles)” para añadir todas las capas Shapefile en el 
mismo almacén. 
 
Ilustración 104. Herramienta de administración web de GeoServer: selección del tipo de almacén de datos 
vectoriales 
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 Una vez seleccionado el almacén, editaremos la información básica del mismo: 
seleccionamos el nombre del espacio de trabajo creado anteriormente, introducimos una 
descripción breve sobre los datos y seleccionamos la opción “Habilitado” para poder hacer 
consultas al almacén de datos y saber que contiene. También, editaremos los parámetros de 
conexión, especialmente, el directorio en el que se encuentran las capas Shapefile52. 
 
Ilustración 105. Herramienta de administración web de GeoServer: edición de la información básica del almacén 
de datos 
 A continuación, procedemos a publicar las capas Shapefile. Para ello, nos dirigiremos 
a “Datos → Capas” y seleccionaremos la opción “Agregar nuevo recurso”. 
 
Ilustración 106. Herramienta de administración web de GeoServer: añadir una nueva capa vectorial 
                                               
52 Se recomienda que el directorio de las capas Shapefile se encuentre en el directorio de datos de 
GeoServer (C:\...\Apache Software Foundation\Tomcat 8.0\webapps\geoserver\data\data). 
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Después de eso, seleccionamos el almacén de datos que contiene las capas y 
seleccionamos la opción “Publicar”53. 
 
Ilustración 107. Herramienta de administración web de GeoServer: selección de la publicación 
A continuación, introducimos la información de publicación de la capa. Primero, 
editamos la información de los recursos: nombre, título y resumen. Segundo, introducimos las 
palabras clave de la capa. Tercero, seleccionamos el Sistema de Referencia Espacial y 
generamos los cuadros envolventes con la opción “Calcular desde los datos” y “Calcular desde 
el encuadre nativo”. Finalmente, es muy importante que seleccionemos la opción “Habilitado” 
y “Advertised”, ya que es necesario si queremos realizar consultas a las capas publicadas. 
 
Ilustración 108. Herramienta de administración web de GeoServer: edición de la publicación de la capa (I) 
                                               
53 En este caso, las capas ya han sido publicadas. Por esta razón, muestra el mensaje “Publicar de 
nuevo” en lugar de “Publicar”. 
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Ilustración 109. Herramienta de administración web de GeoServer: edición de la publicación de la capa (II) 
 En este paso, establecemos el estilo de la capa54 cambiando a la pestaña “Publicación” 
y definimos el límite de objetos que queremos que nos muestre en las peticiones WFS55. 
 
Ilustración 110. Herramienta de administración web de GeoServer: establecer el estilo de la capa 
 Finalmente, seleccionamos el botón “Guardar” para salvar está configuración y la capa 
será publicada. La publicación de las capas se debe hacer de manera individual siguiendo 
estos pasos desde que añadimos todas las capas y empezamos a publicarlas, hasta este 
último paso explicado.  El único cambio a tener en cuenta es que debemos seleccionar el 
estilo de la capa correcto para cada tipo de capa. 
                                               
54 Después de la publicación de las capas se han creado diferentes SLD (Styled Layer Descriptor) para 
cada tipo de capa. 
55 La opción 0, significa que el número de objetos que nos aparecerá será ilimitado. 
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 Una vez publicadas todas las capas, verificaremos que estas han sido publicadas 
correctamente. Para ello, iremos al apartado “Datos → Previsualización de capas” para ver la 
previsualización de cada una de las capas.  
 
Ilustración 111. Herramienta de administración web de GeoServer: previsualización de las capas 
 A continuación, seleccionamos el formato de imagen en el que queremos que se nos 
muestre la imagen y, automáticamente, se nos abrirá una ventana emergente con la 
previsualización. 
 
Ilustración 112. Herramienta de administración web de GeoServer: previsualización de la capa 
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4.5.2. PUBLICACIÓN DE LOS DATOS RASTER 
La publicación de la cartografía raster es muy similar  a la de la cartografía vector. Pero 
hay una serie de cambios y diferencias que debemos considerar. En esta sección vamos a 
exponerlas.  
Primero de todo, necesitamos crear un nuevo almacén de datos que contenga los 
datos raster. El proceso para crear un nuevo almacén es el mismo que para el de los datos 
vectoriales pero, en este caso, seleccionamos la opción GeoTIFF, que es el formato en el que 
están las imágenes de este trabajo. 
 
Ilustración 113. Herramienta de administración de GeoServer: añadir una Nuevo almacén de datos raster 
(GeoTIFF) 
Por una parte, la información básica que necesitamos añadir es la misma que la de los 
datos vectoriales: selección del espacio de trabajo (TFG), introducir el nombre del almacén de 
datos, redactar un breve resumen de los mismos y seleccionar la opción “Habilitado” para 
realizar consultas al almacén. 
Pero, por otra parte, los parámetros de conexión son diferentes. Para añadir capas 
Shapefile, necesitamos seleccionar el directorio de datos donde los Shapefiles se encuentran 
ubicados. Pero, si nosotros queremos añadir datos raster, necesitaremos crear un almacén 
de datos diferente para cada imagen raster, ya que GeoServer no permite la selección de un 
directorio de datos raster. 
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Ilustración 114. Herramienta de administración web de GeoServer: edición del almacén de datos raster 
Como resultado de la creación de todos los almacenes de datos que necesitamos 
añadir a nuestro espacio de trabajo, obtendremos un listado como este: 
 
Ilustración 115. Herramienta de administración de GeoServer: listado de almacenes de datos 
La información que necesitamos añadir para publicar datos raster es la misma que la 
de los datos vectoriales: edición de la información básica del recurso, introducción de las 
palabras claves, selección del Sistema de Referencia Espacial, generación del cuadro 
delimitador y selección de la opción “Habilidado” y “Advertised”. El único cambio es que, 
cuando seleccionamos el estilo de la capa, debemos seleccionar un SLD (Styled Layer 
Descriptor) que GeoServer tiene creado por defecto para los datos raster. 
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Ilustración 116. Herramienta de administración web de GeoServer: selcción del SLD para datos raster 
Un vez publicadas todas las capas raster, verificamos con la previsualización que 
todas han sido publicadas. 
 
Ilustración 117. Herramienta de administración de datos de GeoServer: previsualización de datos raster 
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ANEXO II. TRADUCCIÓN DEL APARTADO “MAPSERVER” 
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6. MAPSERVER 
6.1. INTRODUCCIÓN 
MapServer es un motor de procesamiento de datos geográficos de Código Abierto 
escrito en C para la publicación de datos espaciales y aplicaciones cartográficas interactivas 
en la web. 
MapServer utiliza la información basada en una petición de usuario URL y un archivo 
Map para crear una imagen del mapa requerido. Además la petición podría incluir imágenes 
para leyendas, barras de escala, mapas de referencia, etc. 
 
6.2. RESEÑA HISTÒRICA 
Este proyecto nació de la necesidad y de la frustración de las ofertas cartográficas 
basadas en las web comerciales  de la década de 1990. El interés inicial era desarrollar 
aplicaciones web para operaciones espaciales y no el software para hacer eso posible. 
En 1994 se desarrolló un sistema de soporte de decisiones para los usuarios 
recreativos del Boundary Waters Canoe Area Wilderness (BWCAW) al norte de Minnesota. 
Inicialmente tenía una configuración que permitía realizar peticiones a las rutinas AML, 
renderizadas con ArcPlot. De aquí nació el proyecto ForNET, un proyecto de la Universidad 
de Minnesota (UMN) con la colaboración de la NASA y el Departamento de Recursos 
Naturales de Minnesota (MNDNR). 
En 1996, diversas organizaciones externas empiezan a utilizar MapServer y en  1998 
investigadores del Departamento de Recursos Forestales de la UMN reciben financiamiento 
de la NASA para desarrollar el proyecto TerraSIP, que gestionaba los datos de cobertura del 
uso del suelo a través de MapServer. Pero no fue hasta el año 1999 que la UMN creó 
MapServer Open Source. 
Actualmente, el encargado de administrar y gestionar el proyecto es el MapServer 
Projecte Steering Committe (PSC), avalado por OSGeo, el cual es mantenido, mejorado y 
apoyado por desarrolladores de todo el mundo. 
 
 
Comparativa de rendimiento de servidores de mapas Open Source                   
 
  125 
 
6.3. ARQUITECTURA 
 
Ilustración 118. Estructura de MapServer 
MapServer está formado básicamente por las siguientes componentes: 
- Archivo Map. Consiste en un archivo estructurado de texto para la configuración de los 
datos a visualizar y/o consultar y cómo hacerlo. 
- Datos espaciales. MapServer puede trabajar con muchos tipos de fuentes de datos 
geográficos/espaciales, a partir de los cuales se construirá la imagen. 
- Páginas HTML. La interfaz entre el usuario y el servidor que sirve para realizar 
peticiones a MapServer. 
- MapServer CGI. Common Gateway Interface (CGI) es una importante tecnología de la 
Wolrd Wide Web que permite a un cliente (browser o navegador web) realizar 
peticiones a un servidor web o local. En otras palabras, es lo que nos permite 
establecer una comunicación entre el servidor y una aplicación externa a él. 
- Servidor Web / HTTP (Apache o Microsoft Internet Information Server, IIS). El 
encargado de interpretar la petición del navegador y devolver una página HTML. 
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Todos estos componentes se interrelacionan de la siguiente manera: MapServer 
produce mapas en un entorno CGI, donde un usuario puede acceder al servidor Apache desde 
un navegador; el CGI de MapServer requiere de un servidor de aplicaciones como Apache 
Tomcat en el que se ejecutará MapServer; a su vez, MapServer utiliza información basada en 
una petición de usuario URL y un archivo Map (Mapfile) que controla los datos a visualizar y/o 
consultar y manera hacerlo. 
En resumen, el proceso que se realiza desde la petición de datos al servidor hasta que 
recibimos la respuesta del mismo es el siguiente: el usuario a través del navegador realiza 
una petición al CGI; esta se encarga de procesar la petición y la configuración del archivo Map 
introducido en la petición; se cargan los datos geoespaciales solicitados y configurados según 
el archivo Map creando una imagen o un archivo resultante que retornará al navegador como 
respuesta a la petición. 
 
6.4. INSTALACIÓN 
MapServer se puede ejecutar en un gran número de sistemas operativos diferentes 
como Linux, Windows, Mac OS X, Solaris, etc. Según el sistema operativo en el que se vaya 
a ejecutar MapServer deberemos tener en cuenta estos requisitos y algunos otros adicionales 
para poder ejecutarlo correctamente. 
En este proyecto se ha utilizado el sistema operativo Windows 8.1 de 64 bits por lo 
que deberemos tener la correcta configuración de nuestro servidor Web/HTTP donde haremos 
la instalación de MapServer. 
Se ha decidido instalar el servidor mediante MS4W (MapServer for Windows), que es 
un completo paquete que incluye la instalación de una manera fácil y rápida del servidor Web 
Apache 2.2.22, MapServer 6.0.3 y otras aplicaciones adicionales. Este paquete fue 
actualizado por última vez el 26 de mayo de 2012 y su autor es Jeff McKenna de Gateway 
Geomatics, que es una empresa consultora especializada en la publicación de datos 
espaciales a Internet que ofrece servicios en torno a FOSS4G (Free and Open Source 
Software for Geospatial) 
El paquete MS4W podemos encontrarlo en la página web de Maptools.org donde 
deberemos descargarnos el ejecutable del programa para empezar la instalación. 
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Ilustración 119. Paquete MS4W de MapTools.org 
Una vez descargado el ejecutable, deberemos ejecutarlo como administrador y aceptar 
lo términos de licencia tanto de Gateway Geomatics como de todos los componentes del 
paquete56. 
 
Ilustración 120. Acuerdo de licencia de MS4W 
A continuación, deberemos seleccionar las aplicaciones que queremos instalar en 
nuestro equipo manualmente o seleccionar un tipo de instalación. En este caso se ha escogida 
el tipo de instalación “Custom”, que nos instalará y ejecutará el servidor web Apache y servidor 
MapServer57. 
 
                                               
56 Componentes del paquete: Apache 2.2.22, PHP 5.4.3, MapServer 6.0.3 CGI, MapScript 6.0.3, GDAL 
1.9.1, mapserver utilities, gdal/ogr utilities, proj.4 utilities, shp2tile utility, shapelib utility,  shpdiff utility, 
PHP_OGR Extension 1.1.1 y OWTChart 1.2.0.  
57 Se puede escoger el tipo de instalación que queramos en nuestro equipo ya que lo imprescindible 
para que funcione el servidor MapServer se instalará obligatoriamente, en cambio el resto de 
componentes son opcionales y se pueden instalar en cualquier otro momento. 
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Ilustración 121 y 122. Componentes opcionales de MS4W 
Posteriormente, nos pedirá el directorio en el que queremos instalar MS4W y el puerto 
que utilizará Apache. Por defecto nos seleccionará el puerto 80, pero nosotros podemos 
introducir otro puerto que este libre en nuestro equipo. 
 
Ilustración 123. Selección del puerto de Apache de MS4W 
Finalmente, el ejecutable instalará todos los componentes que hemos seleccionado y 
activará el servidor Apache. 
Una vez instalados todos los componentes procedemos a comprobar que el servidor 
Apache se ha instalado correctamente. Para ello en nuestro navegador introduciremos la 
siguiente sentencia http://127.0.0.1 o http://localhost. Y debería aparecer la siguiente página 
HTML. 
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Ilustración 124. Verificación de la instalación de Apache de MS4W 
Esto significa que el servidor web Apache se está ejecutando correctamente. En caso 
contrario o de error significa que Apache no se está ejecutando o no lo hace correctamente. 
Para ello deberemos ir a “Ver servicios locales” en el “Panel de Control” y verificar que el 
“Apache MS4W Web Server” está en ejecución, que el tipo de inicio es automático (sino cada 
vez que iniciemos el equipo deberemos ejecutar el servidor) y que la sesión es local. 
 
Ilustración 125. Activación de Apache de MS4W 
Por último, para verificar que MapServer funciona correctamente introducimos la 
siguiente sentencia http://localhost/cgi-bin/mapserv.exe y nos deberá aparecer el siguiente 
mensaje:  
“No query information to decode. QUERY_STRING is set, but empty.” 
 
6.5. PROCESOS REALIZADOS PARA LA IMPLEMENTACIÓN DE LOS 
SERVICIOS 
Para realizar la implementación de los diversos servicios de MapServer es necesario 
configurar uno o diversos archivos Map que nos permitan acceder a la cartografía que 
queremos publicar en este servidor.  
Los servicios que soporta MapServer y que, posteriormente, van a ser objeto de 
comparación y testeo son los servicios WMS, WFS y WCS de OGC58 (Open Geospatial 
Consortium). 
                                               
58 MapServer soporta un gran número de estándares OGC pero ninguno de ellos está certificado. 
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El archivo Map es un archivo de configuración básico para acceder a los datos 
espaciales y los estilos de MapServer. El archivo es un texto en ASCII y está compuesto de 
diferentes objetos. Cada objeto tiene una gran variedad de parámetros disponibles.  
A continuación procederemos a explicar todos los pasos necesarios para poder poner 
en funcionamiento los servicios mencionados de MapServer. Una vez realizados todos estos 
pasos, los servicios ya estarán implementados y listos para las posteriores pruebas. 
 
6.5.1. PUBLICACIÓN DE LOS DATOS VECTORIALES 
Para la publicación de datos vectoriales deberemos efectuar la correcta configuración 
del archivo Map, para ello deberemos introducir una serie de parámetros y objetos que 
definirán y vincularán de manera idónea los datos vectoriales del servidor. 
El archivo Map (extensión .map) debe estar encabezado por la palabra MAP y al final 
del archivo se debe terminar con la palabra END. Dentro de la definición del MAP encontramos 
los parámetros: 
Parámetro / 
Objeto 
Definición 
NAME Nombre del archivo Map (“nombre”) 
SHAPEPATH Fuente de origen de los datos (“fuente”) 
IMAGECOLOR Color de fondo de la imagen (RGB) 
WEB Definición de la interfase (Metadata) 
PROJECTION Definición de la proyección del Map 
LAYER Definición de la capa del Map 
Tabla 27. Definición de los parámetros / objetos del archivo Map 
MAP 
NAME "vect50" 
SHAPEPATH "C:/CARTO_TFG/BT50" 
IMAGECOLOR 255 255 255 
WEB 
… 
END 
PROJECTION 
… 
END 
LAYER 
… 
END 
END 
Tabla 28. Estructura del archivo Map 
El objeto WEB contiene el objeto METADATA donde podemos  introducir toda la 
información general del servicio que queramos en nuestros metadatos. Normalmente son 
definidos entre comillas dobles (“”) y en su interior especificamos si queremos que aparezcan 
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en el archivo de capacidades, GetCapabilities,  de WMS (“wms_...”), WFS (“wfs_...”) o en 
todos (“ows_...”). 
También es necesario introducir en el objeto METADATA la siguiente línea para poder 
aplicar todos los servicios web de OGC: "Ows_enable_request" "*". 
WEB 
METADATA 
"Ows_enable_request" "*" #Aplicar todos los servicios web de OGC 
"wfs_title" "MapServer Web Feature Service" 
"wms_title" "MapServer Web Map Service" 
"wfs_abstract" "This is the reference implementation of WFS 1.0.0 and WFS 1.1.0" 
"wms_abstract" "This is the reference implementation of WMS 1.0.0, WMS 1.1.0, WMS 1.1.1 and 
WMS 1.3.0" 
"ows_keywordlist" "WFS,WMS,MapServer" 
"ows_fees" "none" 
"ows_accessconstraints" "none" 
"ows_contactorganization" "EPSEB-UPC" 
"ows_ service_onlineresource" http://www.epseb.upc.edu 
"ows_contactperson" "Nestor Mayans Ferrer" 
"ows_contactposition" "Student" 
"ows_contactvoicetelephone" "628086764" 
"ows_contactfacsimiletelephone" "none" 
"ows_address" "Plaça Lesseps, 12" 
"ows_city" "Barcelona" 
"ows_stateorprovince" "Barcelona" 
"ows_postcode" "08023" 
"ows_country" "España" 
"ows_contactelectronicmailaddress" nestor.mayans.ferrer@gmail.com 
"ows_service_onlineresource" "none" 
"ows_hoursofservice" "9:00-13:00,16:00-20:00" 
"ows_contactinstructions" "none" 
"ows_role" "none" 
END 
END 
Tabla 29. Objeto WEB del archivo Map 
El siguiente objeto que debemos definir es el objeto PROJECTION, que define la 
proyección de los mapas que se generará en la imagen de respuesta del navegador. 
En este proyecto estamos trabajando con el sistema de referencia espacial ETRS89 
con la proyección UTM, el elipsoide GRS80 en la uso 31Mapserver utiliza la librería PROJ4 
(Geographic Projection Library) para definir las proyecciones, que pueden ser definidas 
mediante los parámetros de proyección o utilizando la codificación EPSG (European 
Petroleum Survey Grup).  
PROJECTION 
“proj=utm” 
“ellps=GRS80” 
“zone=31” 
“units=m” 
“no_defs” 
END 
PROJECTION 
“init=epsg:25831” 
END 
Tabla 30. Objeto PROJECTION del archivo Map 
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 El último objeto que vamos a definir es el objeto LAYER que contiene los siguientes 
parámetros / objetos: 
Parámetro / 
objeto 
Definición 
NAME Nombre de la capa 
METADATA Definición de la información específica de la  capa59 
STATUS Establece el estado actual de la capa, si es visible o no 
TYPE Define el tipo de dato que se va a dibujar 
DATA Nombre del archivo que contiene los datos espaciales de la capa 
PROJECTION Definición de la proyección especifica de la capa60 
CLASS Define la clase temática de la capa61 
Tabla 31. Definición de los parámetros / objeto del objeto LAYER. 
LAYER 
NAME "v294113ap" #Altimetría / Elementos de relieve 
METADATA 
"gml_include_items" "all" # Opcional (incluye todos los atributos de la capa) 
END 
STATUS ON 
TYPE POLYGON # Definción del tipo de geometría de los datos 
DATA "bt5mv20sh0f294113ap1r040.shp" 
PROJECTION 
"init=epsg:25831" 
END 
CLASS  
STYLE  
COLOR 165 245 122 #R G B 
OUTLINECOLOR 0 0 0 #R G B 
END 
END 
END # Layer 
Tabla 32. Ejemplo de estructura del objeto LAYER 
Entonces, la configuración del archivo Map de los datos vectoriales de esta manera: 
MAP 
NAME "vect50" 
SHAPEPATH "C:/CARTO_TFG/BT50" 
IMAGECOLOR 255 255 255 
WEB 
METADATA 
"ows_enable_request" "*" #Aplicar todos los servicios web de OGC 
"wfs_title" "MapServer Web Feature Service" 
"wms_title" "MapServer Web Map Service" 
"wfs_abstract" "This is the reference implementation of WFS 1.0.0 and WFS 1.1.0" 
"wms_abstract" "This is the reference implementation of WMS 1.0.0, WMS 1.1.0, WMS 1.1.1 and WMS 
1.3.0" 
 "ows_keywordlist" "WFS,WMS,MapServer" 
 "ows_fees" "none" 
                                               
59 En el objeto METADATA introducimos la sentencia “gml_include_imes” “all”. Esta sentencia es 
necesaria para que cuando hagamos una petición WFS aparezcan todos los atributos de la capa, sino 
solo saldrá su geometría. 
60 Esta es la proyección de la capa, que será reproyectada a la proyección definida en la petición que 
hagamos en el navegador o a la definida en el archivo Map. 
61 En el objeto CLASS definiremos el estilo de la capa, concretamente el color RGB con el que se 
representaran los elementos de la capa. 
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 "ows_accessconstraints" "none" 
 "ows_contactorganization" "EPSEB-UPC" 
 "ows_ service_onlineresource" “http://www.epseb.upc.edu” 
 "ows_contactperson" "Nestor Mayans Ferrer" 
 "ows_contactposition" "Student" 
 "ows_contactvoicetelephone" "628086764" 
 "ows_contactfacsimiletelephone" "none" 
 "ows_address" "Plaça Lesseps, 12" 
 "ows_city" "Barcelona" 
 "ows_stateorprovince" "Barcelona" 
 "ows_postcode" "08023" 
 "ows_country" "España" 
 "ows_contactelectronicmailaddress" "nestor.mayans.ferrer@gmail.com" 
 "ows_service_onlineresource" "none" 
 "ows_hoursofservice" "9:00-13:00,16:00-20:00" 
 "ows_contactinstructions" "none" 
"ows_role" "none" 
END 
END 
PROJECTION 
"init=epsg:25831" 
END 
LAYER #Polygon 
NAME "v294113ap" #Altimetría / Elementos de relieve 
METADATA 
"gml_include_items" "all" # Optional (serves all attributes for layer) 
END 
STATUS ON 
TYPE POLYGON 
DATA "bt5mv20sh0f294113ap1r040.shp" 
PROJECTION 
"init=epsg:25831" 
END 
CLASS  
STYLE  
COLOR 165 245 122 
OUTLINECOLOR 0 0 0 
END 
END 
END #Layer 
LAYER #Line 
NAME "v294113al" #Altimetría / Elementos de relieve 
METADATA 
"gml_include_items" "all" # Optional (serves all attributes for layer) 
END 
STATUS ON 
TYPE LINE 
DATA "bt5mv20sh0f294113al1r040.shp" 
PROJECTION 
"init=epsg:25831" 
END 
CLASS  
STYLE  
COLOR 255 85 0 
END 
END 
END #Layer 
LAYER #Point 
NAME "v294113ap" #Altimetría / Elementos de relieve 
METADATA 
"gml_include_items" "all" # Optional (serves all attributes for layer) 
END 
STATUS ON 
TYPE POINT 
DATA "bt5mv20sh0f294113an1r040.shp" 
PROJECTION 
"init=epsg:25831" 
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END 
CLASS  
STYLE  
COLOR 0 0 255 
END 
END 
END #Layer 
END #Map 
Tabla 33. Ejemplo de estructura del archivo Map 
 
6.5.2. PUBLICACIÓN DE LOS DATOS RASTER 
La configuración del archivo Map para datos raster es muy similar a la de los datos 
vectoriales. Las diferencias más notorias a tener en cuenta es que debemos introducir 
metadatos genéricos para el servicio WCS en lugar de los del WFS declarados en los datos 
vectoriales. También debemos introducir en los objetos LAYER el nombre del archivo con 
extensión .tif al que hace referencia la capa y establecer el tipo de geometría de los datos 
raster que esto se hace mediante el objeto TYPE de la capa con el valor “raster” asociado. 
A continuación mostramos un ejemplo de cómo sería la configuración del archivo Map 
para datos raster. 
MAP 
NAME "orto50” 
SHAPEPATH "C:/CARTO_TFG/ORTO50" 
IMAGECOLOR 255 255 255 
WEB 
METADATA 
"ows_enable_request" "*" #Aplicar todos los servicios web de OGC 
"wcs_title" "MapServer Web Coverage Service" 
"wcs_label" "WCS" 
"wms_title" "MapServer Web Map Service" 
"wms_abstract" "This is the reference implementation of WMS 1.0.0, WMS 1.1.0, WMS 1.1.1 
and WMS 1.3.0" 
"wcs_abstract" "This is the reference implementation of WCS 1.0.0 and WCS 1.1.0" 
"ows_keywordlist" "WCS,WMS,MapServer" 
"ows_fees" "none" 
"ows_accessconstraints" "none" 
"ows_contactorganization" "EPSEB-UPC" 
"ows_service_onlineresource" http://www.epseb.upc.edu 
"ows_contactperson" "Nestor Mayans Ferrer" 
"ows_contactposition" "Student" 
"ows_contactvoicetelephone" "628086764" 
"ows_contactfacsimiletelephone" "none" 
"ows_address" "Plaça Lesseps, 12" 
"ows_city" "Barcelona" 
"ows_stateorprovince" "Barcelona" 
"ows_postcode" "08023" 
"ows_country" "España" 
"ows_contactelectronicmailaddress" nestor.mayans.ferrer@gmail.com 
"ows_service_onlineresource" "none" 
"ows_hoursofservice" "9:00-13:00,16:00-20:00" 
"ows_contactinstructions" "none" 
"ows_role" "none" 
END 
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END 
PROJECTION 
"init=epsg:25831" 
END 
LAYER #raster 
NAME "o294113” 
TYPE raster 
STATUS ON 
DATA "of5mv60sd0f294113ss1r120.tif" 
PROJECTION 
"init=epsg:25831” 
END 
METADATA 
"ows_title" "Ortofotografia" 
"ows_abstract" "Ortofotografia 294-113 a escala 1:5000 del ICGC" 
"ows_keywordlist" "WMS WCS imagen raster relieve ortofotografia" 
"ows_crs" "EPSG:25831" 
END 
END #layer 
END #map 
Tabla 34. Ejemplo de configuración del archivo Map para datos raster 
