Theoretical models predict that firm behavior will differ under a depreciating relative to an appreciating currency regime. Consequently, the exchange rate exposure of a firm's stock return should also depend on the currency regime. We assess these theoretical predictions by examining the exchange rate exposure of stock returns using an econometric model that allows for stock returns to switch between two different regimes. We find that the two implied stock return regimes correspond to periods of depreciation and appreciation of the dollar. Consistent with the theory, we find that exchange rate exposures of industry stock returns are different in depreciations relative to appreciations. Over half of our sample of 30 industries have a statistically significant exposure coefficient and these exposures are double the size of those estimated from single regime models. Almost all of the industries that are exposed have extensive international trade. Evidence is also presented that is consistent with theoretical predictions that the size of the exchange rate change is important in determining exposure.
Introduction
Theoretical models 1 predict that firm behavior can be different when the exchange rate is depreciating relative to it appreciating. For example, if foreign firms find rapid sales expansion costly, or they have limited distribution capacity, or there are quotas on exports, the price of imports may not fall when the dollar appreciates. That is, foreign firms may choose larger mark-ups in periods of foreign currency appreciation than mark-downs during depreciations.
On the other hand, if it is important to maintain or increase market share, exporters may price strategically in their export market by reducing export prices when their currency depreciates, but not adjusting prices symmetrically for an appreciation. Other arguments based on expectations of temporary or permanent changes in the exchange rate, hedging using financial options, partial hedging of exports and imported costs, and theories based on the real option value of shifting, for example, production abroad, can all imply that a firm's behavior is different in periods of appreciation and depreciation. Empirical evidence supports the notion that actual firm behavior is different in depreciation and appreciation regimes. 2 Based on the notion that firm behavior will translate into an effect on the firm's stock price, the theories noted above should also have implications for differences in the extent of the exchange rate exposure of stock returns in periods of appreciation and depreciation. For instance, given that a firm is an exporter, its behavior in setting margins, pricing to market and pass-through given a depreciation rather that an appreciation, will translate into different exchange rate exposures of its stock returns in depreciations and appreciations. These issues have important implications for firms' risk management policies, how investment managers undertake international asset allocation strategies, and importantly, the measurement of exchange rate exposure.
Despite the theoretical literature which suggests that firm behavior may differ across periods of appreciation and depreciation, with implications for firms currency exposure, it is only recently that some of these lessons have impacted the literature on currency exposure estimation. The early empirical literature examined linear exposure without considering effects of asymmetry in the direction of currency movement. Within a linear framework, in spite of the evidence that profits are affected by currency movements (Hung, 1992) , the empirical research suggests the impact of exchange rates on US stock returns is negligible. 3 Later empirical work has used economic arguments about the likely effects of exchange rate movements to argue for various nonlinear specifications for nonlinear exposure, either by a nonlinear specification of the functional relationship, or through time varying exposures. 4 Of particular interest for the present paper is evidence that exposure varies over time. Allayannis (1996) uses long horizon regressions in an attempt to capture the long-term swings in the dollar. The exposure coefficients are more significant than when using short horizon regressions. Chow et al. (1997) and Bodnar and Wong (2003) also find evidence of long horizon regressions uncovering more exposure. However, if there are two separate regimes then using long horizon regressions is an imprecise way of measuring exposure if it differs across regimes. Koutmos and Martin (2003a) shows evidence that exchange rate exposure is asymmetric across appreciation-depreciation cycles in a sample of sector indices across four major countries. Carter, Pantzalis, and Simkins (2003) , using a sample of US multinational corporations, show asymmetric exposure that also depend on whether firms are net "importers" or "exporters." In the context of US industries, Priestley and Ødegaard (2006) split the dollar into three long periods based on ex-post analysis of exchange rate movements. They find that exchange rate exposures are different in these three periods. Ihrig and Prior (2005) models exposure in a setting with a time varying probability of currency crisis and finds that the companies affected vary between crisis and non-crisis periods.
The contribution of this paper is to embed the currency exposure problem in a setting where 3 The empirical literature on exposure estimation was recently surveyed by Muller and Verschoor (2006) . Well known investigations which find little exposure for US companies include Jorion (1990) , Jorion (1991) , Bodnar and Gentry (1993) , Amihud (1993) , Bartov and Bodnar (1994) , and Griffin and Stulz (2001) . However, both Jorion (1990) and Bodnar and Gentry (1993) find that cross-sectional variation in exposure coefficients are related to firm characteristics in a sensible way. Bodnar and Wong (2003) note the problems of using the market portfolio in augmenting exposure regressions and find that adjustments for this problem can help in exposure estimation. There is evidence of linear exposure in non-US countries, see for example He and Ng (1998) for Japan and Doidge et al. (2002) and Dominguez and Tesar (2001a) for a number of countries.
4 Allayannis and Ihrig (2001) and Williamson (2001) allow the competitive structure of the market to affect exposure with some success, although the evidence in Allayannis and Ihrig (2001) suggests only around 20% of the industries considered have a statistically significant exposure. Other papers which consider nonlinear exposure include Bodnar, Dumas, and Marston (2002) , Doidge, Griffin, and Williamson (2002) , Griffin and Stulz (2001) , Koutmos and Martin (2003b) and Bartram (2004) . the exchange rate exposure is assumed to endogenously switch between two regimes. Such a formulation has shown to be a superior way of modelling exchange rate movements. 5 By using this framework we allow the theoretical literature's predictions about firm behavior in depreciations and appreciations to impact directly onto stock returns. The latent state approach that we employ is an improvement in terms of estimating exposure coefficients relative to choosing the states ex post or using long horizon regressions for a number of reasons. First, separating depreciating and appreciating periods by constructing a dummy variable would lead to some negative (positive) changes in the exchange rate having been forced into the appreciation (depreciation) regime when they are not part of that regime. 6 Second, the model offers an important means to forecasting which is clearly important in terms of hedging. For example, the estimated model allows firms to forecast the change in stock return regime and subsequently adjust the extent of hedging based on the estimated exposure coefficient in the forecasted regime. Hedging based on a single regime model would be inaccurate and possibly contradictory as regimes change. Third, long horizon regressions only estimate one exposure coefficient so cannot accurately capture the exposure if there are two separate regimes. Therefore, if it is the case that stock returns follow two different regimes based on whether the exchange rate is depreciating or appreciating, then our methodology should lead to more precise estimates of exposure coefficients than methods that use long horizon regression or split the sample ex-post by positive and negative changes in the exchange rate.
Another major advantage of our approach is that for a cross section of industries we do not know exactly when firms will change their behavior, that is, the "forcing variable" that may cause the regime shifts in each industry is unobservable. Stock returns across industries may have regimes that are at somewhat different times because firms in one industry may wait longer than other firms in another industry before changing behavior and hence exposure.
Therefore, by estimating the model using a Markov regime switching model separately for each industry we should get more precise estimates of exposure coefficients than would be the case if we imposed the same timing of the regime across all industries. 7 When we allow stock returns to have two regimes and regress stock returns on exchange rates using a regime switching model, we document that the estimated regimes are related to depreciations and appreciations: the average exchange rate movement is 0.23% per month in one of the implied regimes (appreciation), and −0.30% per month in the other regime (depreciation) . This in itself is an important indication of the economic importance of exchange rates on stock returns: when we allow for an unobserved "forcing variable" to dictate the stock return regimes, the estimated regimes are related to appreciations and depreciations of the exchange rate.
The estimated exchange rate exposures are found to be regime specific, that is, different in depreciations than appreciations. In contrast to the single regime, linear model, where we 5 Examples include Engel and Hamilton (1990) , Masson and Ruge-Marcia (2005) and Bergman and Hansson (2005) . 6 An appreciation regime does not mean that all changes in the exchange rate need to be in the same direction. 7 Examples of imposing the same regime would be to create a zero one dummy based on positive and negative changes in the exchange rate, or to picks longer periods based on looking at the level of the exchange rate. find only 6 of the 30 industries examined to have a statistically significant exposure coefficient, we find more than half of the industries to have a statistically significant exchange rate exposure when allowing for two regimes. The exposure coefficients from the regime switching model are more than double the size of corresponding estimates from a single regime model, providing further evidence of the economic importance of regimes.
Splitting the data into those industries that have extensive international trade and those that have low levels of international trade, we find that over three quarters of the industries with extensive international trade have a statistically significant exposure coefficient. Less than a quarter of the industries with low levels of international trade have a statistically significant exposure coefficient. The analysis also reveals that the signs of the estimated exposures are generally consistent with the extent of the industry's exports and imports. We also find evidence consistent with theoretical predictions that the magnitude of the exchange rate change is important. That is, large changes in the exchange rate are observed to have effects on stock returns more often than small changes. This is consistent with the results of Doidge, Griffin, and Williamson (2002) who, using a single regime model, find the size of the exchange rate change is important for firms in non-US countries.
Our results are robust to the use of a currency basket and bilateral rates, the inclusion of a set of macroeconomic control variables and allowing for time varying transition probabilities.
Along with the strong economic significance of the estimated exposures, we also undertake statistical tests that confirm the importance of considering differences between depreciations and appreciations when investigating exchange rate exposure.
The rest of the paper is organized as follows. Section 1 discusses the existing literature on exchange rate exposure. Section 2 discusses the theoretical literature which predicts that firm behavior will be different in periods of depreciation and appreciation. Section 3 presents the econometric methodology. Section 4 presents the data. The empirical results are discussed in section 5. In section 6 the impact of the magnitude of the exchange rate movement on exchange rate exposure is analyzed. Section 7 considers the robustness of our results to the use of macroeconomic control variables, time varying transition probabilities and the use of bilateral rates. A conclusion is offered in section 8.
Existing Evidence on Exposure
Exchange rate exposure is the sensitivity of stock returns to changes in the exchange rate.
Despite the numerous theroretical arguments that a firms cashflows should be affected by exchange rates, which implies that stock returns should react to exchange rate movements, the empirical literature has had remarkably little success in identifying stock exposures of the magnitute envisaged by the theory.
The empirical literature on exposure estimation was recently surveyed and summarized by Muller and Verschoor (2006) , which points to three "phases" in work on exchange rate exposure. The early work attempted to assess the extent of exchange rate exposure using the linear framework of Adler and Dumas (1983) , as developed by Jorion (1990) . The conclusion of most of this literature is that the standard linear framework offers little evidendence of exposure of US companies. 8 Moving to more open economies where the exchange rate is a larger factor in the economy there is more evidence of exposure, but the extent of estimated exposure still seems limited relative to what theoretical arguments would suggest. 9
The "second phase" of the empirical exposure literature stays within a linear framework, but introduce various modifications to the basic estimation framework. For example, Bartov and Bodnar (1994) find evidence of a lagged exchange rate effect which they claim is a result of investors being unable to incorporate exchange rate information into stock returns quickly. Gao (2000) adds a number of macroeconomic variables to the exposure estimation to remove the general effect of exchange rates on the econonomy. Bodnar and Wong (2003) note the problems of using the market portfolio in augmenting exposure regressions and find that adjustments for this problem can help in exposure estimation. In particular, they identify differences depending on the use of value weighted or equally weighted indices. A number of authors point to the problem that using a currency index instead of bilateral exchange rates may mask currency effects. 10 In an attempt to get around this problem Ihrig (2001) and Ihrig and Prior (2005) construct firm specific exchange rate indices using bilateral currencies and trade weights, and find that this increases slightly the number of exposed firms.
Theoretical models of exporting firms tend to predict a negative relationship between firm value and the exchange rate. These models are consistent with anectotal evidence that annual profits of U.S. firms are positively related to dollar depreciations. 11 However, Jorion (1990) , Bodnar and Gentry (1993) , Allayannis (1997) and Bodnar and Wong (2003) ) find that a depreciation predicts a fall in US share prices, although this effect is not statistically significant. Bodnar and Wong (2003) explain this inconsistency by claiming that it is a result of using a value weighted market index in the exposure regression. Using an equally weighted index they find that exposure estimates become negative. However, the driving force behind the negative estimate is not whether a firm is heavily involved in foreign trade, but rather its size.
They show that large firms with no foreign operations have more negative exposures than small firms with large foreign operations. Doidge, Griffin, and Williamson (2002) examine exposure using firms from 50 countries and also find a positive relationship between firm value 8 Well known studies which has such results include Jorion (1990 ), Jorion (1991 , Bodnar and Gentry (1993) , Amihud (1993) and Chow et al. (1997) . Griffin and Stulz (2001) use industry returns from developed markets and Doidge, Griffin, and Williamson (2002) use individual stocks, and portfolios of stocks from developed and developing markets formed on the basis of some aspect of foreign trade. Both studies fail to find evidence that linear exchange rate exposure is statistically or economically significant for US firms.
9 He and Ng (1998) provide evidence that a quarter of Japanese multinationals in their sample have statistically significant exposure coefficients. Williamson (2001) finds that Japanese and US automotive firms have significant exposures, which vary over time. However, this industry appears to be exceptional and exhibit extreme exposure (see Griffin and Stulz (2001) who also claim that Japan as a whole has more exposure than other countries). Other studies which apply the standard linear methods to non-US firms include Khoo (1994) , Dominguez and Tesar (2001a,b) and Doukas et al. (2003) . Dominguez and Tesar (2003) examine the exposure of firms in 8 non-US countries and find that exchange rates are important for a significant fraction of firms. However, they find considerable variation in which firms are exposed, the direction of exposure and which currencies firms are exposed to.
10 See, for example, Williamson (2001) , Dominguez and Tesar (2001a) , Priestley and Ødegaard (2006) . 11 See, for example, Clarida (1992) and Hung (1992) .
and exchange rates. When they pool the data for firms with foreign sales they find a negative exposure, which is consistent with theoretical models of exporters. The positive exposure of firms with no foreign sales could be due to the fact that they import inputs which become more expensive when the home currency depreciates.
A possible explanation for the low estimated exposures is that firms hedge and this eliminates their exposure, a point which was made by Bartov and Bodnar (1994) . (2003), which show that the total derivatives usage by US firms is small compared to firm value, points in the same direction. However, one important effect of hedging is that it can induce asymmetries in exposure. If for example hedging is done using options firms are only exposed in one direction.
Such arguments points to the "third phase" mentioned to in the survey by Muller and Verschoor (2006) , which allows for the exposure to vary over time, be asymmetric depending on whether the currency appreciates or depreciaties, and/or have a nonlinear functional form.
Studies which show some evidence of exposure over long horizons include Allayannis (1996), Chow, Lee, and Solt (1997) and Bodnar and Wong (2003) . However, Griffin and Stulz There is evidence suggesting exposure is nonlinear. Allayannis and Ihrig (2001) model exposure according to the competitive structure of markets. Allowing for this they find that 4 out of 18 industries are exposed through one of these three channels. Williamson (2001) examines a number of US and Japanese firms in the automobile industry where exchange rate exposure is found to be important and vary over time with changes in the competitive structure of the industry. Bodnar, Dumas, and Marston (2002) examine the extent to which firms pass-through changes in exchange rates into the prices they charge. They find that for a set of Japanese industries pass through is too low when compared to exposure, or exposure is too high relative to pass through. Griffin and Stulz (2001) find that for the US, UK, Canada, Japan, France and Germany, nonlinear effects are not important. For a sample of German firms Bartram (2004) finds that exposures are best modelled using a nonlinear specification.
A number of authors find that exposure is different depending on whether the currency appreciates or depreciates. Miller and Reuer (1998), Iorio and Faff (2000) , Koutmos and Knif (2003) , Koutmos and Martin (2003a ), Carter et al. (2003 ), and Pritamani et al. (2004 all identify such effects. In the context of US stock returns Priestley and Ødegaard (2006) show that exposure differs depending on whether the dollar is appreciating or depreciating. Doidge, Griffin, and Williamson (2002) find that allowing for exchange rates to impact returns differently depending on whether the currency change is positive or negative, and differently for large versus small firms, is important for some firms in some countries. For example, when a portfolio is formed that is long firms with a large percentage of foreign sales and short firms with no foreign sales they find exchange rates have an important effect, but only for the largest 25% of exchange rate changes. However, the overall effects in Doidge, Griffin, and Williamson (2002) are still quite limited, especially for developed markets. Of the 50 countries examined they find that the US has the smallest sensitivity to exchange rate changes and this sensitivity is never statistically nor economically significant.
Finally, it is worth mentioning some evidence of exposure which abstracts from the standard methods. By employing an event study Dewenter, Higgins, and Simin (2005) show immediate stock market effects of unexpected exchange rate changes. This points to the possibility that the actual extent to which companies are exposed, as argued for in the theoretical literature, is just not measured correctly using the standard methods.
Whilst the results from the empirical literature are mixed, they indicate that the failure to find substantial evidence of exposure may be due to incorrectly modelling the relationship between exchange rates and stocks returns. An important lesson from the most recent literature is that a fruitful direction to go in order to understand exchange rate exposure is to consider asymmetries in how appreciations and depreciations affect exposure, with implications for how exposure varies over time. The purpose of this paper is to construct a parsimonious model with such a structure. To motivate our model formulation, in the next section of the paper we discuss theoretical models that indicate the conditions under which exposure will be different across depreciation and appreciation regimes.
Firm Behavior and Exchange Rate Exposure
Following the work of Adler and Dumas (1983) , exposure is typically assumed to be a linear relationship between exchange rates and stock returns. This implies that firms do not react to changes in the exchange rate, neither as this change gets relatively larger nor reverses in sign.
For example, linear exposure implies that for an exporter a depreciation of the home currency by 5% has the same impact on stock returns as an appreciation of 5%, just with opposite signs.
Furthermore, the relationship between stock returns and exchange rates is the same even if the depreciation and appreciations were of a magnitude of 30%, rather than 5%.
Increasingly, however, theoretical models point to a number of sources that can generate different behavior in firms given an appreciation or depreciation of the local currency conditional on the structure of the market in terms of, for example, how competitive it is. Krugman (1987) shows that import prices will not be reduced much when the dollar appreciates if it is costly for foreign firms to expand sales rapidly. In contrast, a depreciation will not have such an effect, and hence exposure will be different. Baldwin and Krugman (1989) and Dixit (1989) argue that the level of import and export pass-through can be affected when firms are faced with nonrecoverable fixed cost of entry. Both these arguments have the implication that the impact on competitive behavior of currency changes will be different in appreciations and depreciations.
Knetter (1994) argues that when a firm's distributive capacity is limited, or there are quotas on exports, the level of mark-up in depreciation and appreciation periods will differ. In addition, if protecting market share is important for firms then this could lead to an asymmetry between firm behavior in appreciation and depreciation regimes.
Baldwin (1988) shows that when market entry costs are sunk, large exchange rate swings can cause hysteresis. Assuming there is a large enough rise in the exchange rate this will induce foreign firms to enter the market place. However, because the entry costs are sunk not all the foreign firms will leave the market if the exchange rate returns to its previous level. As an example, Baldwin considers the dollar over-valuation in the 1980s and argues that it was so large and persistent that US firms abandoned some markets altogether and foreign firms entered markets that before the rise in the dollar were dominated by US firms. The subsequent weakness of the dollar may not have reversed these effects. Thus, how firms behave and the impact this has on their profits will be different for appreciation and depreciation periods. Furthermore, these arguments illustrate that it is possible that the actual magnitude of an exchange rate movement is important for firm behavior and hence exposure (see also Baldwin and Krugman (1989) ). If firms only decide to enter or exit a market after observing a particular scale of movement of the exchange rate then we might expect it to affect the exchange rate exposure of stock returns only if the appreciation or depreciation is large. If such effects are prevalent they should be accounted for in estimation of exchange rate exposure.
Froot and Klemperer (1989) consider a scenario where the future demand for a firm's products depends on current and future market share and investigate how firms behave in terms of the level of pass-through to import prices. They consider the impact of expectations that an appreciation or depreciation is temporary or permanent. If there are consumer switching costs, exporters will react differently to permanent and temporary changes in exchange rates.
Therefore, firm behavior can be asymmetric in a depreciation regime relative to an appreciation regime if one is thought to be permanent and the other temporary. If there is an appreciation of the dollar a foreign exporter should decrease its prices. However, Froot and Klemperer show that this may be by less than the full amount relative to the size of the appreciation, if the appreciation is only expected to be temporary. Moreover, if the foreign exporter expects that in the long term the dollar will depreciate, it may actually raise prices under the current appreciation, that is, pass through is negative (see Goldberg and Knetter (1997) who provide evidence on this point). Thus, it may not always be the case that the sign of the exposure coefficient is as expected.
Knetter (1994) discusses a different asymmetric response to those noted above which arises in the case where an exporter wants to defend or expand market share subject to constraints that arise due to the threat of anti-dumping practices. For such an exporter, when the home currency appreciates the local currency prices are offset by reduced mark-up. When the currency depreciates the exporter, rather than increasing mark-up, maintains it, leading to a reduction in local currency prices and a consequent increase in market share. This procedure avoids charges of dumping since the lower price is associated with a lower cost. Marston (1990) also suggests the possibility of asymmetry in behavior when market share considerations are important and trade restrictions are a potential penalty.
There are numerous empirical studies that find evidence of asymmetry in firm behavior over appreciations and depreciations. Rangan and Lawrence (1993) provide empirical evidence that US multinationals increased their margins with the value of the dollar, which is consistent with firms pricing to market. However, they found that this effect was only statistically important during periods of dollar depreciation and not in appreciations. These empirical results indicate that pricing is asymmetric given the direction of the exchange rate movement and that US firms generally benefit from dollar depreciations but are not affected by dollar appreciations.
Goldberg ( Moreover, Knetter notes that the lack of strong statistical evidence confirming asymmetries may be a result of industry effects cancelling each other out which results in his methodology not being able to distinguish asymmetry in particular industries.
Gil-Pareja (2001) records evidence of asymmetry in the European automobile market of a nature that implies more adjustment to mark-ups than mark-downs. Ohno (1989) finds evidence of asymmetric behavior in manufacturing industries between the US and Japan that is more consistent with bottleneck theories.
The ability of multinational corporations to shift input sourcing, production location and marketing activities gives rise to them holding real options (Kogut, 1983) . Kogut and Kulatilaka (1994) model the option value of this. Consider a firm with options on assets with valuations tied to movements in the exchange rate. Option theory predicts that exposure coefficients will differ depending on whether the currency appreciates or depreciates. Having a call option on an asset that appreciates with the value of the currency will be consistent with positive exposure when the currency appreciates but no exposure when the currency depreci-ates. Conversely, having a put option on an asset that appreciates with the currency would be consistent with a negative exposure coefficient when the currency depreciates but no exposure otherwise.
In a related manner, the use of financial options to hedge exchange rate exposure by firms can lead to asymmetric exposure, since options only have one sided effects. In addition, if firms hedge exports but not imports, this can also lead to asymmetric exposure.
To summarize, there are numerous theoretical arguments for firm behavior being different in periods of appreciation relative to periods of depreciation. Moreover, there is substantial empirical evidence which indicates that firm behavior is different in these periods. Consequently, firm value and exchange rate exposure should be different in these regimes. In this case the link between firm behavior and the exchange rate exposure of stock returns will not be adequately captured by empirical methods that assume exposure to be the same over all exchange rate directions, and perhaps even the magnitude of exchange rate movements. Indeed, it is possible that the use in the extant literature of models that assume symmetry of exposure coefficients across depreciations and appreciations could have contributed to the general lack of evidence of US firms being exposed to the exchange rate.
In the light of the above discussion we are motivated to undertake our empirical analysis using a technique that explicitly accounts for regime dependence in exposure estimation. The next section presents a flexible econometric technique that accomplishes this task.
Estimating Stock Return Regimes
A Markov switching model is a useful approach to estimating stock return exposure to exchange rates if first, stock returns have two regimes that are a function of the exchange rate and second, the "forcing variable" that causes the regime is unobservable. We have argued that theoretical models suggest firm behavior should be different in appreciating and depreciating regimes, thus satisfying the first condition. We have also argued that for each industry it is possible that the change in stock return regime is somewhat different because firms do not change their behavior at the same time. That is, across industries behavior due to the change in the exchange rate regime may not be simultaneous. Due to competition, costs of entry, bottlenecks, or tariffs in a particular industry, for example, firms may wait to react to a change in the regime. Other firms in another industry may react immediately. Therefore, the stock return regime may not be the same across industries. For each industry it is not possible for us to identify ex-post when this happened. An implication of this is that the Markov switching model should provide more precise estimates of exposure coefficients than either ex-post choice of regimes or imposing the restriction that the regimes are the same across all industries.
In the light of the above arguments a regime switching model should be particularly well suited to estimating exposure by letting the data decide when the regime changes. In addition, estimating a stock return regime switching model provides a useful means of assessing whether exchange rates are important: if they are important we would expect the estimated stock return regimes to coincide with depreciation and appreciation periods.
The regime switching methodology has a further important advantage over the ex-post choice of regimes in that it provides a completely articulated description of the time series of the industry returns and thus can be employed in forecasting. In the area of exposure estimation this is particularly useful for purposes of hedging, for both corporate and investment managers. For example, the model allows the manager to forecast the change in stock return regime and hence alter the extent of hedging based on the estimated exposure coefficient if they are different in the two regimes. Hedging based on a single regime model would be inaccurate as regimes change.
The model we use is based on the Markov regime switching model of Hamilton (1989) which assumes that at time t there are K regimes or states, s t . We restrict the analysis to two regimes and model the exchange rate exposure of stock returns in regime one as:
and in regime two as:
where at time t: r i,t is the excess return on asset i, er t is the percentage change in the exchange rate and rm t is the excess return on a stock market portfolio. Letting s t signify the state, α 0s t is a constant, α 1s t the estimate of the exchange rate exposure and β i s t is the stock market beta of stock i. We assume the errors ε i s t ,t to be distributed N (0, σ 2 s t ). Our specification allows the stock's systematic risk and variance to be different in the two regimes.
A linear regression of stock returns on exchange rate changes and a stock market index is the most common way of estimating exchange rate exposure in the extant literature. To make our results more easily comparable with earlier ones we also consider this specification.
In the robustness section we extent the set of explanatory variable to include macroeconomic variables.
The state variable s t , is assumed to follow a first-order Markov process with transition probabilities given by
The parameters of the model,`= (α 01 , α 02 , α 11 , α 12 , β 1 , β 2 , σ 2 1 , σ 2 2 , p 11 , p 22 ), are estimated using maximum likelihood (see Hamilton (1989) and Hamilton (1994) for details).
Data
We examine the exchange rate exposure of industries using level four SIC codes over the period 1973 to 1998. This sample period is chosen because 1973 is the end of the Bretton Woods system of fixed exchange rates and 1998 is the last year of existence for the Deutsche Mark which we use as a bilateral rate. We restrict the sample to include those industries that have data available on exports and imports. In order to assess the extent of international trade in an industry we measure the imports and exports relative to a measure of output of the industry.
Data on total output in each industry at level four SIC codes is not available. However, total shipments (a measure of sales) from the US Census Bureau is available. In the rest of the paper we use the term "total sales" to refer to shipments. The data on exports, imports and shipments are available annually from 1977 to 1997. We interpolate the data to obtain monthly estimates.
The 1998 data are proxied by the December value for 1997. Data from 1973 to the end of 1976 are taken as a deflated value for January 1997. By using data from the US Census Bureau we are able to collect data on 30 industry classifications based on manufacturing. We collect data for the mining industry from the US Census Bureau's Census of Mining.
Monthly excess stock returns for these 30 industries classifications have been constructed by Ken French. 13 The excess return on the stock market index is constructed from Datastream's total return market index. Excess returns are calculated by subtracting the three month treasury bill rate from the actual return.
A currency basket is the main focus of the analysis. However, we also examine bilateral rates against the Japanese Yen (JPY), British Pound (GBP) and German Deutsche Mark (DEM).
The currency basket is a trade weighted currency index provided by the Federal Reserve Bank of Atlanta. The dollar has depreciated very slightly over the sample period relative to the currency basket. However, there has been a 20% devaluation of the dollar relative to the DEM and over a 30% devaluation relative to the JPY. In contrast, the dollar has appreciated relative to the GBP. Figure 1 plots the currency basket and the three bilateral exchange rates. The dollar has been free to float against other currencies since the collapse of the Bretton Woods fixed exchange rate system. However, it appears that the dollar has not followed a random walk throughout this period. There are obvious periods when the dollar has been through regimes of appreciation and depreciation. Engel and Hamilton (1990) find that the dollar exhibits long swings. They model this process using a regime switching model, which picks out a depreciation and an appreciation regime. Our purpose is to see whether such an assumed process for the exchange rate has any effects on stock returns and hence the measured exchange rate exposure of stock returns. Table 1 reports summary statistics of each industry's exports, imports and total sales. We report figures for the values at the end of the sample. However, using the average over the whole sample gives roughly the same split across industries, just with lower ratios. The reason for this is that over time there is a marked increase in the level of both imports and exports. In fact, there is a very strong positive trend in the level of imports and exports over the sample period. Campa and Goldberg (1999) note that there has been a substantial increase over time in the use of imported inputs by US industries.
We divide table 1 into two panels. Panel A reports summary statistics for what we term to be "Industries with Extensive International Trade". These are industries where the ratio of exports plus imports to total sales is at least 20%. We split each panel into those industries that are net exporters and those which are net importers. Looking at panel A of table 1, we have 17 industries that are defined as having extensive international trade. Of these, six have more exports than imports. Column two of panel A reports the sum of exports and imports divided by total sales. Columns three and four report exports to total sales and imports to total sales respectively. It is clear from looking across columns two, three, four and five that firms with extensive international trade tend to have high levels of both exports and imports.
For example, all industries classified as exporters have a ratio of imports to total sales of over 25% on average. For the industries that are classified as importers, the average exports to total sales ratio is over 17%. Note that in two of the importing industries the ratio of international trade to total sales is greater than one. This is because imports, as opposed to exports, are not included in total shipments. However, what is important is the relative values.
The ratios highlight a potential problem in terms of interpreting exposure coefficients.
Whilst we may expect that an exporter does well under a local currency depreciation, this could be offset by imported costs becoming higher. To the extent that firms hedge exports and not imports the coefficient could be the opposite of what is expected. For example, Campa and Goldberg (1999) find that US industries experienced a huge increase in imported input use in the 1980s. This offset exporters ability to improve performance even though the dollar depreciated in the second half of the 1980s. Goldberg and Knetter (1997) note that between January 1994 and April 1995 the dollar depreciated by 34% against the Yen. The implied labor costs fell by 30% in the US relative to Japan, however industrial production grew by 6% in Japan and 5% in the US. Why did US exporters and US domestic firms who face Japanese import competition not benefit from this? The reason is that Japanese firms price to market and offset advantages that foreign firms have through changes in the exchange rate. Japanese export firms have incomplete pass through (in some cases they have negative pass through (see Goldberg and Knetter (1997) ) and domestic Japanese firms price to offset price behavior of US exporters.
It is also important to note that an industry with imports could have a negative or a positive exposure coefficient depending on whether the imports are predominately input costs or competition. Due to these arguments we choose to split the data by the extent of international trade rather than an industry being simply a net exporter or a net importer. We then see whether firms with extensive international trade have greater exposure than firms with low amounts of international trade, irrespective of the signs of this exposure. We check if this exposure is different in appreciation and depreciation regimes as is suggested by the theory discussed earlier.
Finally, we investigate whether the sign on the exposure coefficients are related to whether the industries are net importers or net exporters, keeping in mind the caveat that the prediction in this sign is not necessarily a good test of whether exposure is economically meaningful, since both a positive or a negative coefficient could be economically meaningful.
The final column of table 1 reports an estimate from a linear, single regime, regression of excess stock returns on a constant, the excess return on the stock market portfolio and the exchange rate:
where, at time t, r it is the excess return on asset i, er t is the change in the log of the exchange rate index, rm t is the excess return on a stock market portfolio and ε i t an error term assumed to be normally distributed. 14 In panel A we find that none of the exporters and four of the importers have a statistically significant exposure to the exchange rate. From panel B we find that one of the exporters has a statistically significant exposure coefficient and one of the importers has a statistically significant exposure coefficient. Therefore, across all 30 industries we find six (20%) have a statistically significant exposure coefficient. This is similar to the findings for US industries in Bodnar and Gentry (1993) where 28% of industries had a statistically significant exposure coefficient using a 10% significance level and Bodnar and Wong (2003) 
Empirical Results
In panel A of table 2 we report the estimates from the regime switching model for the industries with extensive international trade. In defining the stock return regimes we choose as regime 1 the regime with the highest average exchange rate, and call this the appreciation regime.
Regime 2 is then the regime with the lowest average exchange rate change, and we term this the depreciation regime.
The first notable evidence that exchange rates have an economic impact is that all six of the export industries and seven of the eleven import industries are found to have a statistically significant exposure coefficient in one or more regime. This is over three-quarters of the industries: recall from table 2 that none of the exporters, and only four of the importers (less than one-quarter of all industries) had a statistically significant exposure coefficient in the single 14 We tested for ARCH effects in the residuals and found that we could reject the null of no ARCH effects in less than a third of the sample. Therefore, in light of this general lack of evidence and to simplify the estimation of the regime switching model we do not model conditional volatility. We do however, let the unconditional volatility to be different in each regime. regime case. It is clear that when we allow for two regimes we uncover substantially more exchange rate exposure than is the case in the extant literature that considers linear and nonlinear exposure, and the preliminary results we provided, that assumed only a single regime model.
Panel B of table 2 reports the results for the industries with low international trade and shows that only three of the nine exporters and none of the four importers have a statistically significant exposure coefficient. Therefore, at the most fundamental level, it appears that the exposure coefficients make sense in that they are significant when the industry has extensive international trade and are not significant when the industry has little international trade. This is a important economic result and would seem to rule out the possibility that the regime switching model is capturing something that has nothing to do with exchange rates.
A further way of understanding whether or not the results have economic content in the light of the theoretical models' predictions that appreciations and depreciations have different impacts on exposure, is to look at the two estimated stock return regimes which should correspond to appreciations and depreciations. If we examine all 30 industries we find that the average change in the exchange rate is 0.21% in the "appreciation" regime and −0.30% in the "depreciation" regime. Taking just the industries that have a statistically significant exposure the numbers are 0.26% and −0.33%. Recall that the mean of the change in the currency basket is essentially zero. Therefore, the evidence presented here indicates that the stock return regimes identified by the data are related to the depreciation and appreciation of the dollar.
Thus, the conditional distribution of stock returns is a function of the exchange rate regime. This is the second piece of evidence that exchange rates have an important economic effect on stock returns. 15 As another piece of evidence that the estimated states are related to appreciations and depreciations, we consider the consistency of the estimated states across industries. At each point in time we determine whether the implied state s t equals "appreciation" or "depreciation". Having argued that the estimated states correspond to different exchange rate regimes, let us now discuss the results in more detail. If we go back to panel A, using one minus the probabilities of switching that are provided in column two, we can calculate the average probability of staying in a depreciation regime in the next period, given that the current regime is a depreciation, which is 91%. This translates into the depreciation regime persisting for on average 15 Studies that have examined stock returns using a regime switching model have examined whether means and variances are different in two regimes or whether systematic risk is different in different regimes. These studies find that the two regimes can be classified into high volatility (variance) and low volatility regimes. This is not the case in our model: the regimes are clearly related to the exchange rate. nearly 11 months. 16 However, for many of the industries this length is much longer. For example, if we omit the probability of switching in the Electrical Equipment industry which is 0.82 and the Computers industry which is 0.19, the average length is 25 months. From column 3 of panel A, we calculate the probability that an appreciation period will be followed by another appreciation period is 0.91, which also translates into a average length of an appreciation regime of just over 11 months. Once again, if we omit the industries with the two largest estimates the average length of the regime across the remaining industries is 17 months. Thus, the regimes appear to be of sufficient lengths to enable managers to change behavior to mitigate against unfavorable movements, or to take advantage of favorable movements in the exchange rate.
Another way to focus on the economic importance of the exchange rates is to examine the size of the exposure coefficients. 17 There are two ways to look at this. 16 This is calculated as 1 (1−0.91) = 11.1. 17 The extant literature also uses the change in the adjusted R 2 from a regression that includes just the market portfolio as the independent variable to one that includes both the market portfolio and the exchange rate, as measure of economic importance. This is not possible with the regime switching model.
Interpreting Exposure Estimates
The next question to ask is whether we can interpret the signs of the exposure coefficients.
As already discussed, this is a difficult issue to address since firms are often both importers and exporters. Moreover, because imports can be imported costs and, or, import competition, which would be expected to have different signs, the coefficients could be difficult to interpret. This effects can be further complicated by domestic and foreign firm behavior and not just the level of imports and exports. Recall the example discussed earlier from Goldberg and Knetter (1997) where, despite a 30% cost reduction for US firms brought about by a large depreciation in the dollar, US exporters did not benefit and Japanese firms did not suffer because of the behavior of Japanese exporters and Japanese domestic firms in pricing to market and pass through.
Starting with the exporters in panel A of table 2, all but one of the statistically significant exposure coefficients are in the appreciation regime, and all industries are exposed in the appreciation regime. Three of the seven exposure coefficients have a negative sign. A pure exporter would be expected to have a negative exposure in the sense that stock returns should rise under a home currency depreciation and fall under a appreciation. This happens in the Chemicals and Business Supplies industries, where a dollar appreciation reduces stock returns. The only significant exposure in the depreciation regime is the Medical Equipment industry. Four industries that have more exports than imports benefit from a dollar appreciation. This makes sense if these industries are benefiting from lower import costs and not losing out in their export markets. Even though these industries are predominately exporters, all these industries are also large importers. If they are hedging their export exposure and do have imported costs then they can have a positive exposure coefficient when the dollar appreciates.
One question that arises is why exporters don't benefit from a depreciation? This could be due to the behavior of exporting firms that do not exploit the depreciation or because firms in the foreign market alter behavior to offset the advantages US exporters have during a dollar depreciation. Another potential reason could be that there are costs of expanding exports that are deemed to be too high relative to the size of the depreciation. Moreover, US firms have incurred an increasing part of their costs in terms of imported inputs. As output increases to take advantage of dollar depreciation US exporters imported costs also rise nullifying the benefit of the depreciation. Marston (1990) notes that the response of export prices to an exchange rate change depends on both the convexity of the demand curve in the export market and changes in marginal cost that results from changing output levels. Another reason why an exporter may not benefit is that managers believe the depreciation will be soon reversed, that is, it is perceived to be only temporary. Additionally, in some industries there could be barriers to exports in terms of quota and, or, taxes which limit the scope of benefiting from a depreciation. To the extent that it is easier to hedge export revenues, since firms have more control over price and quantity, than imported costs or imported competition, firm that have exports and imports and that hedge exports will have exposure that is consistent with being an importer, even though they are a net exporter.
Looking now at the importers, in the depreciation regime four of the five statistically significant exposures are negative suggesting they benefit from a dollar depreciation. This makes sense if these industries have import competition and as the dollar depreciates the imported competition becomes less competitive. Also, note that these industries do have relatively large levels of exports as well. In the appreciation regime two exposure coefficients are statistically significant, one if them negative, consistent with the idea that the appreciation of the dollar makes foreign imports more competitive. One industry has a positive exposure that is statistically significant.
For the industries with extensive international trade the estimated coefficients are plausible. With one exception, all industries are exposed in only one regime. It is difficult to interpret the sign in a particular regime based on whether the industry is a net importer or net exporter since the industries have both imports and exports. In addition, exposure depends on firm behavior and not just the level of imports and exports. Therefore, the estimated signs could be positive or negative. Empirical evidence, see for example, Yang (1998) shows that the pricing behavior of US imports with respect to changes in the exchange rate have significant crossindustry variations, but that US exporters do not show such variation. Campa and Goldberg (1999) note that US industries experienced a massive rise in imported input use in the 1980s and became more exposed internationally through their reliance on inputs into their production process that were imported.
We undertake more formal analysis on the issue of interpreting the exposure coefficients by estimating a cross sectional regression where we regress a dummy variable that is equal one if the industry has a statistically significant exposure coefficient or zero otherwise, on a constant and the ratio of international trade to total sales. We also repeat this analysis using export to total sales and imports to total sales in place of international trade to total sales. Table   3 reports these results and shows that the the higher the level of international trade, the higher the export to total sales ratio and the higher the import to total sales ratio, the more likely the industry is to have a statistically significant exposure coefficient. In principle, it is possible to try and assess the relative impact of exports and imports separately be interacting the exchange rate change with the ratio of exports to total sales and imports to total sales. We would expect that the exposure coefficient on the export-interacted exchange rate change is negative whilst the exposure coefficient on the import-interacted exchange rate change could be negative or positive, depending on whether the imports are inputs or competition. Such a procedure is used in Allayannis (1997), Bodnar and Gentry (1993) , and Allayannis and Ihrig (2001). However, over the sample period used in this study and for these industries, the results from such a procedure will be difficult to interpret because there is a very strong trend in both exports to total sales and imports to total sales, and the time series properties indicate they contain a unit root. The correlation coefficient between these two interaction terms is always over 0.95 for all of the industries. Therefore, including both of these in the same regression is not advisable: it would not be possible to independently identify which effect is from exports and which is from imports. Even when we calculate growth rates in exports to total sales and imports to total sales they are still very highly correlated. Therefore, it would be difficult to interpret the results from these types of regressions. 18 One way round the problem of the high correlation between imports and exports is to just include exports to total sales interacted with the exchange rate, along with the exchange rate in the regression. The reason for this is that whilst the sign on the imports to total sales interaction term can be negative or positive, the sign on the export to total sales interaction term should be negative for all industries. Therefore, we include the growth rate in exports to total sales interacted with the change in the exchange rate in the regression equation (1) and (2):
where x t /ts t is the export to total sales ratio. We would expect that as the growth rate of exports to total sales increases then the exposure coefficient should become more negative in both regimes. That is, α 21 and α 22 should be negative.
We focus on the industries with extensive international trade because we know from the results so far that these are the ones that are exposed. To conserve space we do not report the full set of results, but summarize them as follows: Of the 17 industries with extensive international trade we find that of the 34 coefficients on the export to output interaction term, 26 are negative. That is, over three quarters of these coefficients have the correct sign, however, only one is statistically significant. None of the positive coefficients are statistically significant. In the majority of cases the results indicate that as the firm has more exports, it exposure coefficient is reduced, consistent with what we would expect. Note that this does not mean that the exposure coefficient should be negative, just that if it is positive it should get smaller and if it is negative it should become more negative as the level of exports increases.
Summary of Empirical Results
The empirical results we have presented indicate three observations. First, it is overwhelmingly clear that firms are exposed differently in appreciation and deprecation regimes. This is consistent with many theoretical models of exposure. Second, firms with extensive international trade are exposed, firms with low levels of international trade are not exposed. This makes economic sense. Third, whilst it is extremely difficult to assess what the sign of a firm's exposure should be, for reasons argued above, we still find that industries that have a growth in exports to total sales becomes more negatively exposed in both regimes.
In addition to observing that the regime switching model uncovers a larger number of exposures than the single regime model, it is interesting to observe that not all the exposures are of the same sign. This rules out a potential criticism that the exposure could arise through common macroeconomic factors affecting both the exchange rate and the stock market that have nothing to do with exposure. For example, a weakness in the economy can lower both stock returns and the exchange rate. This may not be captured in the estimated model, which only includes the market portfolio along with the exchange rate and thus result in an apparent exposure effect. If this was to be the case then the signs of the exposure coefficients would be negative across all industries. Furthermore, that the stock return regimes actually coincide with depreciations and appreciations, and that exposures of industries with low international trade are smaller and less significant than industries with extensive international trade, points to the conclusion that the regime switching model is a useful tool for uncovering exchange rate exposure. In the light of our evidence, the extant literature's largely unsuccessful search for exchange rate exposure amongst US stock returns using single regime models may well due to ignoring the two exchange rate regimes. 
Statistical Tests
The preceding evidence indicates that there is a strong economic relationship between industry stock returns and exchange rates and that this relationship is different in a depreciation relative to an appreciation regime. Whilst the exposure coefficients are estimated to be different in the two regimes, so far we have relied on t-tests to assess the statistical significance of the coefficients to determine whether industries are exposed.
What we have not done so far is to show that the exposure coefficients are statistically different from one another and that regime switching is statistically significant. To do so we report two tests. Engel and Hamilton (1990) and Hansen (1992) show it is not possible to apply a standard likelihood ratio test to test for multiple regimes since it is not possible to identify the transition probability parameters under the null of a single regime. However, Garcia (1998) derives the asymptotic null distribution of the likelihood ratio test for Markov switching models based on the problem known as testing hypotheses when a nuisance parameter is not identified under the null hypothesis. We can employ these critical values and test for the null of no switching using a likelihood ratio test.
In addition to the likelihood ratio test we also test whether the two exposure coefficients are equal. This is done by setting the statistically significant exposure coefficient equal to the one that is not statistically significant. In the case where both, or neither, are statistically significant, we arbitrarily take one and set the other equal to it. We report a Wald test of the null hypothesis that the exposure coefficients are the same in each regime. 
Large and Small Exchange Rate Changes
In this section of the paper we extend the analysis to consider whether the actual magnitude of the exchange rate change is important in terms of estimating exposure coefficients. Recall from the earlier discussion that we rationalized the existence of two regimes on the basis of theoretical models that predict that firms behave differently in appreciation and depreciation regimes.
We also noted that it is possible that within this context firm behavior may be dependent on the extent of the exchange rate movement. For example, for small changes in the exchange rate it may not be worthwhile to change behavior if there are, for example, entry costs. The change in the exchange rate may have to be substantial before it becomes profitable to pay the entry costs and enter a new market.
In order to try and address the issue of the size of the exchange rate change, we decompose the exchange rate exposure into two parts. The first contains exposure to the changes in the exchange rate that are less than the mean plus one standard deviation in absolute value.
The second consider the exposure to exchange rate changes greater than the mean plus one standard deviation in absolute value. The regression we run can be compactly formulated as
where 1 {A} is an indicator variable equal to one if the absolute value of the exchange rate change et t is less than the mean plus one standard deviation. α A 1,s t will then be measuring the exposure to "small" changes in the exchange rate and α B 1,s t will be measuring the exposure to "large" changes in the exchange rate. Equation (7) is assumed to hold for the two states s t = 1 and s t = 2. Table 5 when it is small. Six of these exposure coefficients are negative, which would be expected for exporters. As well as there being statistical differences, the size of the exposure coefficient are different when using large exchange rate changes relative to small ones. Now considering the importers in the lower section of panel A, all but two industries have a statistically significant exposure coefficient. Seven industries have a statistically significant exposure coefficient relative to large changes in the exchange rate and seven similarly to small changes in the exchange rate.
The estimates are generally more precise than those in table 2. In most cases the signs of the exposure coefficients are the same as those in table 2. Overall, we find that there are more statistically significant exposure coefficients when exchange rate changes are large (14 cases) rather than when they are small (10 cases). This would provide some support for the theories that predict that the size of the exchange rate movement is important before managers enact changes in policy because, for example, entry costs are high. This effect is greater for exporters than importers and could reflect this idea of entry costs or expansion costs that require large changes in the exchange rate to overcome them.
Panel B reports the results for the industries with low levels of international trade. In this case spitting the data up into large and small changes in the exchange rate does not have an impact on the results, as we would expect for industries that have low levels of international trade.
We have discovered that stock return exposure is dependent on the size of exchange rate movements, as well as regime. These results are consistent with the single regime results reported in Doidge et al. (2002) who find the magnitude of the currency change is important for some non-US stock returns.
Robustness Tests

Macroeconomic Factors
The preceding empirical work used the excess return on the stock market index to control for other sources of systematic risk that might affect stock returns. This portfolio acts as a way to control for risk factors other than the exchange rate, and to account for the possibility that exchange rates are correlated with the stock market as a whole (for example, due to a weakening economy that drives both the exchange rate and stock market down) but has nothing to do with exposure.
Whilst using the market portfolio is entirely consistent with the extant literature, a potential problem with this methodology is that the market portfolio may not be an adequate proxy for omitted variables. For instance, if interest rates are also a priced risk factor and exchange rates are correlated with interest rates then exchange rates may simply look to be important because of interest rates. Whilst we think this is unlikely given that the stock return regimes coincide strongly with the exchange rate movement, we nonetheless check whether omitted macroeconomic factors affect our results.
We include a measure of the term structure of interest rates, the default risk, industrial production and inflation and in regime s t specify: 
where ts is the measure of the term structure of interests, ds is the measure of the default risk, ip is the change in the log of industrial production, and p is the change in the log of the CPI.
In order to conserve space we summarize the results briefly. Out of the 17 industries that have extensive international trade, 12 have a statistically significant exposure coefficient, as opposed to 13 when only the market portfolio was used. In general the coefficients are slightly smaller with the inclusion of the macroeconomic variables. However, the overall impact is very marginal. Thus, in the majority of cases, the exchange rate exposures we uncover are robust to the inclusion of additional macroeconomic risk factors.
Time Varying Transition Probabilities
The regime switching model we have examined assumes that the switching probabilities follow a Markov process with fixed transition probabilities. There is a distinct advantage of modelling the switching probabilities in this way because we cannot observe what variables lead to a switch in the stock return regime in each industry. Because we can not observe the actual firm behavior that would lead to a switch in the stock regime it becomes difficult to condition the switching probabilities on an industry specific exogenous variable. One way around this is to assume that all industries condition on the same economy wide variable, although importantly we still allow the timing of the regime switches to be independent across industries. However, there remains the difficulty of identifying a variable to condition the stock return regimes on since there is no existing research on stock return regimes that are related to exchange rates.
In an attempt to examine endogenous regime switching we look to the exchange rate literature. As far as we know the only paper to examine endogenous exchange rate switching probabilities is Masson and Ruge-Marcia (2005) who compare the ability of a variety of economic variables to explain the transition from one regime to the next. They find that inflation, and to a smaller degree, output growth and trade openness can explain exchange rate regime transitions. We employ inflation to see if this helps explain transitions between stock return regimes that we have identified earlier through constant transition probability models to be related to the exchange rate.
The transition probabilities are parameterized as:
and
where i f l t is the inflation rate in time t. We use a logistic function in order to ensure the switching probabilities are bounded between zero and one. The parameters δ 1,l and δ 1,h govern the time variation in the transition probabilities. If we find a positive (negative) estimate then the probability of a regime switch decreases (increases) as inflation increases. Table 6 , panels A and B, reports the estimates of the exposure coefficients and the estimates from the transition equations. Introducing the time varying transition probabilities has little effect on the estimates of the exposure coefficients, either in terms of their size or their statistical significance. Twelve of the thirty industries have a statistically significant estimate of the switching probability and most of them are in the industries with extensive international trade. The estimates are generally negative and suggest that the probability of a regime switch increases as inflation increases. The final column of the two panels reports a likelihood ratio test that the transition probabilities are constant: δ 1,l = δ 1,h = 0. We reject the null hypothesis in one case at the 5% level and in five cases at the 10% level. In the light of these tests, there is not strong evidence in favor of time-varying transition probabilities, at least with this choice of conditioning variable.
Bilateral Exchange Rates
It is possible that the use of bilateral exchange rates can lead to a richer picture of exchange rate exposure. This is because the currency basket may lead to the cancelling out of effects across exchange rates. Of course, the cost of using bilateral exchange rates is that one must choose a subset of countries. We choose Japan, Germany and the UK and estimate models of exchange rate exposure relative the dollar bilateral rates against the currencies of these countries.
There is an added benefit of using bilateral rates in the context of focusing on the potential asymmetries between depreciations and appreciations. This arises when pass through is different across different currencies. The empirical evidence to date suggests this to be the case.
For example, Mann (1986), Knetter (1989) , Ohno (1989) , Marston (1990) , Knetter (1993) , Goldberg (1995) and Gagnon and Knetter (1995) all find evidence that pass-through is different for different countries. This should affect firm behavior against different currencies and hence, to the extent that firm behavior is asymmetric, exposure to different currencies in depreciations and appreciations. Additionally, due to the extent of competition in different countries, the cost of entry and quotas/restrictions, the asymmetry of firm behavior may be different across countries and hence currencies.
Ideally we would want to include all three currencies in the regression. However this raises a problem in that the regimes are not necessarily the same for the three currencies. Indeed, a quick glance at figure 1 suggests that the regimes may be different across currencies. We would therefore need to estimate a model which can accommodate more than two regimes. With three bilateral rates this is beyond the feasibility of this paper.
What we are able to do is estimate a separate model for each bilateral exchange rate. The cost of this is that when the exchange rates are correlated, for example the dollar pound and mark bilateral rates are reasonably correlated, it is not possible to know if the estimated exposures are due to both or just one of the exchange rates. Therefore, in the context of the estimated model, using a currency basket does have an advantage. Nevertheless, we have estimated the regime switching model for the three currencies separately.
In contrast to the low number of statistically significant exposures reported in the one-state results to the bilateral rates (4 JPY, 7 DEM and 3 GBP), within the context of the regime switching model we find that 11 industries have a statistically significant exposure to the JPY, 9 industries with respect to the DEM and 9 with respect to the GBP. The majority of the statistically significant exposures are in the industries with extensive international trade. Twenty-two of the thirty industries have at least one statistically significant exposure coefficient. These results confirm that assuming a single regime would lead to the conclusion that bilateral exchange rate exposure is not particularly important for the vast majority of industries even when using bilateral rates. This would obviously be incorrect given the results using a regime switching model.
Conclusion
This paper shows that stock return exposures to changes in the exchange rate are regime specific. Estimated exposure coefficients are economically and statistically different in appreciation relative to depreciation regimes. These results are consistent with numerous theoretical predictions that firm behavior will be different in appreciation relative to depreciation regimes, as well as being consistent with option type effects and how they affect exposure.
Our results show over half of our sample of 30 industries have a statistically significant exposure coefficient in one or more of the regimes and the size of the coefficients are double those estimated from a single regime model. These results are in contrast to the extant literature which has found a negligible impact of exchange rates on industry stock returns in the US when using either single or nonlinear regime models. The signs of the exposures are broadly consistent with the export and import make up of the industries that we study. We also find that the size of the exchange rate change is important in terms of determining the extent of industry exposure in each regime. The results are robust to controlling for macroeconomic variables, estimating time-varying transition probabilities, and using bilateral exchange rates.
The findings have important implications for the estimation of exchange rate exposures, for the hedging practices of firms and for the investment allocation of investors who invest internationally. Related to the first point, a plethora of studies have examined exchange rate exposures of both US and international stock returns, using firm, industry, country and portfolio level data. Whilst in the extant literature there is evidence of exposure in non-US firms and some evidence of exposure using long horizon regressions and nonlinear exposure in US stock returns, it is somewhat puzzling that not more evidence of linear exposure of US firms has been found given the rapid globalization of product and financial markets and consequent increased cross border trade, the increased integration of national economies, large deviations from purchasing power parity, the anecdotal evidence in the popular press that exchange rates have an effect on firms, and the evidence that profits are affected by exchange rates (Hung, 1992) . Our work has shown that one potential explanation for this puzzle is that because exposure is regime specific it will be harder to uncovered when one assumes there is only one regime.
Related to the second and third point, because exposure is different in different regimes, then how this type of risk is managed by firms and investors depends on the regime that is in place at the moment and the probability of the regime changing. The methodology we use in this paper offers a way of estimating the probability of switching and hence allows for a dynamic method of hedging exchange exposure for corporations and allocating assets internationally for investors. We believe that our results provide important new insights into exchange rate exposure. 8 1973 1976 1979 1982 1985 1988 1991 1994 1997 2000 The figures plot the time series of the fraction of the industries which are estimated to be in the appreciation regime. Panel A plots the results using all 30 industries and panel B plots the results using the industries with a statistically significant exposure. The table reports the end-of-sample values of the ratios exports (X) , imports (I), and the sum of exports and imports (X+I), to total sales (TS). Exports and Imports and total sales (shipments) are from the US Census Bureau, except for mining based industries that come from US Census Bureau, mining census. Panel A reports data for industries that have more than 20% of total sales from imports and exports. Panel B reports data for industries that have less than 20% of total sales from imports and exports. α 1 report the estimate of linear exposure to the currency basket. The data are sampled over the period January 1973 to December 1998. * indicates statistically significant at the 5% level. ** indicates statistically significant at the 10% level. the regime switching model for the industries that have a statistically significant exposure coefficient in one, or both, of the regimes. p(l|h) is the probability of switching to a depreciation regime if the current regime is an appreciation regime. p(h|l) is the probability of switching to a appreciation regime if the current state is an depreciation regime, α 1,h (α 1,l ) is the estimate of exchange rate exposure in the appreciation (depreciation) regime, σ h (σ l ) is the estimate of the stock return variance in the appreciation (depreciation) regime, β h (β l ) is the estimate of the stock beta in the appreciation (depreciation) regime. * indicates statistically significant at the 5% level. ** indicates statistically significant at the 10% level. has a statistically significant exposure coefficient or zero otherwise, on a constant and (i) the ratio of international trade to total sales, (ii) the export to total sales ratio, and (iii) the imports to total sales ratio. * indicates statistically significant at the 5% level. ** indicates statistically significant at the 10% level. (α 1,h ) is the estimate of exposure to small changes in the exchange rate in the depreciation (appreciation) regime. α 2,l (α 2,h ) is the estimate of exposure to large changes in the exchange rate in the depreciation (appreciation) regime. * indicates statistically significant at the 5% level. ** indicates statistically significant at the 10% level. This table report estimates of the regime switching model that is estimated with time varying transitional probabilities. δ 0,l and δ 0,h are the constants in the estimates of the transition probabilities in the low and high regimes and δ 1,l and δ 1,h are the estimates of the coefficients on inflation that condition the time varying transition probabilities. α 1,l and α 1,h are the estimates of exposure in the low and high regime. LR Test is a likelihood ratio test that δ 1,l = δ 1,h = 0. The test is distributed χ 2 (2). * indicates statistically significant at the 5% level. ** indicates statistically significant at the 10% level. 
