Abstract-Coverage quality is one critical metric to evaluate the Quality of Service (QoS) provided by wireless sensor networks. In this paper, we address maximum support coverage problem (a.k.a. best case coverage) in wireless sensor networks. Most of the existing work assume that the coverage degree is 1, i.e. every point on the resultant path should fall within the sensing range of at least one sensor node. Here we study the -coverage problem, in which every point on the resultant path is covered by at least sensors while optimizing certain objectives. We present tackle this problem under both centralized and distributed setting. The time complexity is bounded by ( 2 log ) where is the number of deployed sensor nodes. To the best of our knowledge, this is the first work that presents polynomial time algorithms that find optimal -support paths for a general .
I. INTRODUCTION
In many wireless sensor network applications, we are often required to find a path from a source point to a destination point such that the found path is the optimum one under a certain quality measurement. For example, we assume there is working environment which is monitored by a wireless sensor network. When some emergency happens, the sensor network should provide safe path(s) which can guide the users leaving from the working place to some safe exit(s). In this scenario, the path should be close to some sensor(s) such that the situation along the path can be monitored well. Let us consider another scenario. Assuming there are some soldiers who have to sneak through some area. Unfortunately, the enemies have deployed a bunch of sensor nodes which are able to detect the movement of objects in this area. Clearly, the soldiers should move forwarder following a path which is furthest away from each sensor. This kind of question is generally called a coverage problem in wireless sensor networks. In other words, coverage is a measure of quality of service (QoS) of a sensor network to some extent.
In best case coverage (a.k.a., maximum support coverage), our goal is to find areas of high observability from sensors and identify the best support and guidance regions (paths). In this paper, we are interested in designing algorithms addressing the following question when a wireless sensor network is given: Finding a path connecting a source point and a destination point inside the given area, which maximizes the smallest 978-1-4577-0103-0/11/$26.00 c ⃝2011 IEEE observability of all points along the path. This is called best coverage problem [9] . The observability of a point depends on different applications. Most of the existing work [7] - [9] focus on the 1-coverage problem, i.e., any point on the region (path) falls in the sensing range of at least one sensor. The observability of a point is simply the shortest Euclidean distance from to the set of sensors , i.e., min ∈ ∥ ∥. In this paper, we consider a more general case of the coverage problem in wireless sensor networks. Given a set of sensors deployed in a 2-dimensional region Ω, we want to determine how well the area Ω is -covered. In this case, the observability of a point is the shortest Euclidean distance from to the -th nearest sensor out of . To the best of our knowledge, [10] , [2] and [14] are the only work so far which address the problem of finding an optimal -covered path. In [10] , Mehta et.al suggested that the worst case -coverage problem may be addressed by adopting the -th nearestpoint Voronoi diagram. However, no algorithm and theoretical results were given. In [2] , Fang et.al gave a polynomial time algorithm to identify a -covered path based on binary search and growing disk techniques. Unfortunately, their algorithms cannot guarantee to find the optimum solution. This is because the binary search method in their algorithm may not return the optimal -support path when -th distance of some point on the path is not integer. Furthermore, they assumed that is a given constant which may reduce the generality of their algorithm. This is because the value of could be up to the number of sensor nodes depending on different applications and QoS requirements. In one of our previous work [14] , we presented a centralized polynomial algorithm to find optimum -support path with more general , i.e., could be any integer value between 1 and (the total number of sensor nodes). In this paper, we first improve the time complexity needed to find a optimal -support path, and further present a distributed algorithm which can find am optimal -support path efficiently.
The main contributions of our paper are as follows. Since the properties of -th nearest point Voronoi diagram are quite different from the ordinary Voronoi diagram and are not well studied before, we first propose an efficient algorithm to generate the KNP Voronoi diagram by combining computational geometry techniques with graph theoretical and algorithmic techniques. More importantly, we prove and present a number of theoretical results about the properties of KNP Voronoi diagram. For example, we show that the total number of KNP Voronoi edges is ( 2 ) and the number of edges of each KNP Voronoi cell is ( ). (We give the definitions of KNP-Voronoi edge and KNP Voronoi cell in Section III formally.) To the best of our knowledge, these theoretical results presented in this paper about the properties of KNP Voronoi diagram are not known in the literature. Secondly, we present polynomial time algorithms that find optimumsupport in both centralized manner and distributed manner. Previous studies assume that all sensor nodes have unbounded sensing ranges, we also studied the other case that the sensing range of each sensor node is bounded.
II. RELATED WORK
In order to evaluate the quality of coverage of the sensor network, Meguerdichian et.al [9] formulated the 1 coverage problem under two extreme cases: the best case coverage (maximum support) problem and the worst case coverage (minimum breach) problem. In [9] the authors observed that an optimal solution for the maximum support problem is a path which lies along the edges of the Delaunay triangulation [1] [12], and an optimal solution for the minimum breach problem is a path which lies along the edges of the Voronoi diagram [1] [12] . They further proposed centralized algorithms for both problems. Later, Mehta et.al [10] improved these algorithms and made them more computational efficient.
There were some other work which aimed at solving the 1 coverage problem formulated in [9] in a distributed manner. Li et.al [7] showed that the maximum support path can be constructed by only using edges of the relative neighborhood graph (RNG) of the sensor node set. They attempted to address best case 1 coverage problem in distributed manner. This is an improvement since the RNG is a subgraph of the Delaunay triangulation and can be constructed locally. On the other side, Meguerdichian et.al [9] implied that a variation of the localized exposure algorithm presented in [12] can be used to solve the worst case coverage problem locally. Another localized algorithm with more practical assumptions was proposed by Huang et.al [3] .
For the general coverage problem, Huang et.al [3] studied the problem of determining if the area is sufficientlycovered, i.e., every point in the target area is covered by at least sensors. In [3] , the authors formulated the problem as a decision problem and proposed a polynomial algorithm which can be easily translated to distributed protocols. They further extended this problem to three-dimensional sensor networks and proposed the solution in [4] . The connected -coverage problem was studied and addressed in [17] by Zhou et.al. They studied the problem of selecting a minimum set of sensors which are connected and each point in a target region is covered by at least distinct sensors. They gave both a centralized greedy algorithm and a distributed algorithm for this problem and showed that their centralized greedy algorithm is near-optimal. Xing et.al [16] explored the problem concerning energy conservation while maintaining both desired coverage degree and connectivity. They studied the integrated work between the coverage degree and the connectivity and proposed a flexible coverage configure protocol.
Some studies focused on the relationship between the coverage degree , the number of sensors and the sensing radius of sensor nodes. Kumar et.al [5] studied the problem of determining the appropriate number of sensors that are enough to provide -coverage of a region under the condition that sensors are allowed to sleep during most of their lifetime. In [15] , Wan et.al analyzed the probability of the -coverage when the sensing radius or the number of sensors changes while taking the boundary effect into account. To the best of our knowledge, [10] , [2] and [14] are the only work which aims to find an optimal -covered path. In [10] , Mehta et al., suggested that the worst case -coverage problem can be addressed by adopting the KNP Voronoi diagram. However, no details of the proposed algorithm were given. In [2] , Fang et.al gave a polynomial time algorithm to identify a -covered path based on binary search and growing disk techniques. Unfortunately, the time complexity of their algorithm can not be bounded if an optimum solution is required. Furthermore, they assume that is some constant which may reduce the generality of their algorithm. In one of our previous work [14] , we designed a centralized polynomial time algorithm which can find optimum -support path efficiently for general . In this work, we further improved the time complexity of our centralized algorithms and proposed a distributed algorithm to solve this problem.
III. PRELIMINARIES
In this section, we formally define the questions to be studied and some terms which will be used throughout the paper.
A. Problem Formulation
We assume that there is a set of identical wireless sensor nodes = { 1 , 2 , ..., } deployed inside a continuous twodimensional field Ω (a simple 2-dimensional polygon), where the location ( , ) of each sensor node is known. In addition, we assume all sensor nodes have enough sensing range such that it can sense any point in Ω. However, the sensing ability (observability) of a sensor node for a point depends on the Euclidean distance between them. We further assume all sensor nodes are stationary and construct a connected wireless sensor network. A pair of points and are given as the source point and the destination point in the given area Ω. Generally speaking, the sensing ability of a sensor node depends on the Euclidean distance between an object (point) and the sensor node's location. In this paper, we use Euclidean distance as the measurement of QoS. Notice that we did not take the length of possible resultant paths into consider in this paper.
Before we formulate the questions to be studied in this paper, we introduce some definitions which will be used later.
Definition 1: Given a point in the field Ω and the set of sensors , the -th distance of , with respect to , denoted as ℓ ( , ), is defined as the Euclidian distance from to its -th nearest sensor node in . Definition 2: Given a path connecting a source point and a destination point , the -support of , denoted by ( ), is defined as the maximum -th distance of all points on . In other words, ( ) = max ∈ ℓ ( , ) where is a point on path .
In this paper we study the following question: Problem 1: Optimal -support Path (Best Case Coverage) Problem: Given a source point and destination point , find a path in the field Ω to connect and such that ( ) is minimized.
B. The -th Nearest-Point Voronoi Diagram (KNP Voronoi Diagram)
Given a set of identical sensor nodes deployed in the field Ω, we assign a geometry point in the field to the sensor node ∈ if is the k-th nearest sensor node from . Following this assignment rule, we assign all points in the field to at least one sensor node in . In other words, if the sensor node ∈ is the -th nearest sensor node of point , the point is assigned to sensor node . As a result, we obtain a collection of regions associated with sensor nodes in , denoted by = { ( 1 ), ... ( )}, which forms a tessellation. We call the tessellation the -th nearestpoint Voronoi diagram (KNP Voronoi diagram) with respect to , and the region ( ) the -th nearest-point Voronoi region of node . In other words, all points inside region ( ) have the same -th nearest sensor node out of set . Notice that ( ) may be disconnected and composed by several independent polygons as shown in [11] . Here we call each independent polygon -th nearest-point Voronoi cell (KNP Voronoi cell) of node and use ( ) to denote it, in addition, we simply call is the owner of ( ). Notice, the source point and destination point also have owners depending on the KNP Voronoi cells they belong to. If (resp. ) are existing on one of edges of some KNP Voronoi cell, which means (resp. ) can have two or more -th nearest sensor nodes, we randomly choose one such sensor node as the owner of (resp. ).
The edge (including the boundary of area Ω) of each KNP Voronoi cell is called -th nearest-point Voronoi edge (KNP Voronoi edge) and the intersections of all KNP Voronoi edges are called -th nearest-point Voronoi vertex (KNP Voronoi vertex). The following notations will also be used in our algorithms.
Definition 3 (Perfect Support Location):
The perfect support location of a KNP Voronoi edge is defined as the point (on this edge) which has the minimum Euclidean distance to its owner ( -th nearest sensor node).
Notice that for each KNP Voronoi edge, it has one and only one perfect support location.
C. Difference Between KNP Voronoi Diagram and -order Voronoi Diagrams
Most of our results are based on KNP Voronoi Diagram. To make the paper easy to be understood, we briefly discuss the differences between the following two concepts, KNP Voronoi Diagram and -order Voronoi diagrams. As we have presented, the KNP Voronoi Diagram of a set of sensor nodes partitions the plane into cells such that all points in the same cell have the same -th nearest sensor node out of set . On the other hand, -order Voronoi Diagrams [1] of a set of sensor nodes partitions the plane into cells such that all points in the same cell have the same set (maybe in different distance orders) of nearest sensors out of . For example, given a set of three sensor nodes = {1, 2, 3} falling in a 2-dimensional plane, the 2-order Voronoi diagram could be what Fig. 1(a) shows. All points in the left blue half plane have same 2 closest sensor node set (1, 2) and the right half green plane contains all points which have 2 closest sensor node (2, 3) . In this example, the 2 closest sensor node set (1, 3) does not have corresponding polygon. Fig. 1(b) shows the 2 nearest-point Voronoi diagram with respect to the same sensor node set = {1, 2, 3}. Two blue rectangles contain all points whose second closest sensor node is 2. From now on, we call -th nearest point Voronoi Diagram as KNP Voronoi Diagram for simplicity.
Now we are ready to present our polynomial time algorithms computing the optimal -support path within ( 2 log ) time. Given a set of sensor nodes and the continuous field Ω, our algorithm consists of two phases. In the first phase, we use Algorithm 1 in Section IV to compute the KNP Voronoi diagram in time ( 2 log ). During the second phase, we construct a new weighted graph ′ based on and then compute the optimal -support path on ′ , which can be done in time ( 2 log ). Since our algorithms for both coverage problems (best case coverage and worst case coverage) are base on the KNP Voronoi diagram, we present the method to compute the KNP Voronoi diagram with respect to sensor node set first.
IV. COMPUTE THE KNP VORONOI DIAGRAM
Before we present our algorithm to compute the KNP Voronoi diagram with respect to the sensor node set , we first introduce some new definitions. (Illustrated in Fig. 1(a) .)
Definition 5 (The Farthest Point Voronoi Diagram):
The farthest point Voronoi diagram is a special case of -th nearest-point Voronoi diagram when = − 1. It is a partition of the plane into polygons such that points in a polygon have the same farthest sensor node in . Each polygon is called a farthest Voronoi cell.
Next we give a lemma which will be used to prove the correctness of our algorithm. The time complexity of our algorithm is ( 2 lg ) which will be proven in the following section.
Since the deployed wireless sensor nodes are considered to be stationary, to compute the KNP Voronoi diagram is onetime work and the Alg. 1 can be finished on any wireless sensor node as a centralized manner. Merge these two polygons into one polygon; 8: end if 9: end for 10: for Each sensor node do 11: Return the union of all polygons belongs to as its KNP Voronoi cells; 12: end for
V. BEST CASE COVERAGE: OPTIMAL -SUPPORT PATH
In this section, we address the optimal -support path problem, i.e., to find a path (connecting the source point and destination point in the given area Ω) which has the minimum -support. We first give an polynomial time algorithm to compute the optimal -support path and further prove that its time complexity is ( 2 log ).
A. Preliminaries
Before we present the algorithm, we first introduce some useful theoretical results which will help us to understand and prove the correctness of our algorithms.
Theorem 2: Based on any given path 1 connecting source node and destination node , we can always construct another (maybe same) path 2 composed by only a finite number of line segments such that
Proof: Given a set of sensor nodes and its corresponding KNP Voronoi diagram. For any given path 1 (inside region Ω) connecting and , we decompose it into a set of partial paths by the intersections of 1 and all KNP Voronoi edge gone through by 1 . For example, if 1 comes into some KNP Voronoi cell by point and leave this KNP Voronoi cell by point subsequently, we use to denote this part of path. Clearly, each partial path will be entirely contained in some KNP Voronoi cell ( ). Here, is also considered as "contained" by some KNP Voronoi cell ( ) if is overlapping with some KNP Voronoi edges of ( ). Notice that, 1 may come into and leave some KNP Voronoi cell more than once, we consider them as different partial paths. Essentially, we will prove that using line segment to replace the original partial path will lead to a no worse result, i.e., the -support of this line segment is no greater than that of . ′ 2 ) will be no greater than the bigger -distance of 1 and 2 since we sorted all perfect support locations before we connect them.
Theorem 4:
There is one optimal -support path consisting of only line segments whose end points are located at the perfect support locations of the KNP Voronoi edges.
Proof: This theorem is straightforward from Theorem 2 and 3. Given any path, we can always find a new path based on the conversion shown above such that the new constructed path is composed by only line segments with their end points located on its KNP Voronoi edge's perfect support location, and the -support of the new constructed path is no greater than the original path.
Given any minimum -support path, we decompose it into partial paths, each of which is entirely contained in some KNP Voronoi cell. If every partial path is already a line segment with its end points located at the perfect support location of the corresponding KNP Voronoi edge, it is done. If not, as shown before, by replacing each partial path by one or more line segment whose end points are only those perfect support locations of some KNP Voronoi edges, we can get another path whose -support is no larger than the given minimum -support path, see Figure 3 .( ) → ( ) → ( ) illustrates this process. It implies that the new constructed path is another optimal -support path. This finishes the proof.
B. Compute the Minimum -Support Path
After getting the KNP Voronoi diagram with respect to by Algorithm 1, we present our algorithm to compute the optimal -support path based on Theorem 4.
As shown in Theorem 4, there must exist one minimum -support path consisting of only line segments and all of these line segments' end points are located on the perfect support location of some KNP Voronoi edges. Clearly we only need to consider all the paths that using only line segments connecting the perfect support locations of the KNP Voronoi edges. Among them, the one with the minimum -support must be one of the desired optimal -support path.
First 
is equal to the -th distance of the perfect support location of edge ∈ where ∈ is corresponding to ′ ∈ ′ in the one-to-one (or manyto-one) mapping. 
C. Correctness
Theorem 5: Given any two source/destination pair of points and , the path returned by algorithm 2 is an optimal -support path.
Proof: First we know that graph ′ is connected by the following observation. Every two adjacent KNP Voronoi cells (which share a KNP Voronoi edge) share the same perfect support location on this KNP Voronoi edge. Clearly, there is at least one path connecting any two vertices in ′ since every KNP Voronoi cell contains a connected line graph which connected all perfect support location inside this KNP Voronoi cell.
Next, Based on Theorem 4, we know that among all paths consisting of only line segments whose endpoints located only at some KNP Voronoi edges' perfect support locations, the one with the minimum -support must be the optimal -support path. Next, we show that the path we finally get indeed satisfies the preceding condition.
Obviously, the path computed by our algorithm only uses line segments which connect the perfect support locations of As we know, ( ) is the maximum -support among all ′ line segments, so is a optimal -support path iff it minimized the maximum -support among all its line segments. Remember that the weight of each edge , ( ) denotes the bigger -distance of the perfect support location of two KNP Voronoi edges (mapping to ′ and ′ respectively). Clearly, ( ) is the lower bound of -support for any path which goes across these two KNP Voronoi edges (mapping to ′ and ′ respectively). Since ′ computed by Algorithm 2 minimized the maximum weight among its edges, this implies that the final path we computed has the minimum -support among all possible paths. We can conclude that is an optimal -support path.
D. Time Complexity Analysis
In this subsection, we prove that the time complexity of our algorithm is ( 2 log ) which is better than the work in [14] . As shown before, our algorithm is composed by two phases, one is to compute the KNP Voronoi diagram, and the other one is to compute the optimal -support path based on the KNP Voronoi diagram. We will analyze the time complexity of these two phases respectively.
We first give a bound of the time complexity for the first phase, Lemma 6: The time complexity of Algorithm 1 which is used to compute the KNP Voronoi diagram is ( 2 lg ). Proof: First, using the algorithm given in [6] , we can compute the order-Voronoi diagram of sensor nodes within time ( 2 lg ). In the second step, we compute the farthest Voronoi diagram in each order-Voronoi cell
This operation will cost ( lg ) for each order-Voronoi cell (proven in [13] ). Since there are ( ) order-Voronoi cells (results showed in [6] , the time complexity of the second step is ( lg ) × ( ) = ( 2 lg ). In the third step, we may do some merge operations for each KNP Voronoi edge, this operation will cost ( 2 ) time since there are at most ( 2 ) KNP Voronoi edges in KNP Voronoi diagram (which will be proved in Lemma 7) and each merge operation uses constant time (1) . So the time complexity for Algorithm 1 is ( 2 lg ) + ( 2 lg ) + ( 2 ) = ( 2 lg ). This finishes the proof.
Next, we show the time complexity for the second part. Since the time complexity of the second part is determined by the number of KNP Voronoi cells, the number of KNP Voronoi edges per KNP Voronoi cell etc., we first prove some properties of KNP-Voronoi diagram.
Lemma 7: For a set of sensor nodes on the field Ω and its KNP-Voronoi diagram , the total number of KNP Voronoi edges is ( 2 ) and the number of edges of each KNP Voronoi cell is ( ).
Proof: From the results in [6] and [11] , we know that the total number of KNP Voronoi edges in KNP Voronoi diagram is ( ) and the number of KNP Voronoi edges in the farthest Voronoi diagram of sensor nodes is ( ). So the total number of KNP Voronoi edges computed from Algorithm 1 is ( ) + ( ) × ( ) = (
2 ). Next we use a simple construction approach to show that the number of KNP Voronoi edges of each KNP Voronoi cell is ( ). For any sensor node ∈ , we construct the bisectors between and all the other sensor nodes in and we further call the open half-plane (defined by the sectors which does not contain ) farther half-plane. The KNP Voronoi cell of is the area which is intersected by exactly − 1 farther halfplanes. This observation comes from the definition of KNP Voronoi cell. Since there are no more than − 1 bisectors for each sensor node, the total number of KNP Voronoi edges of each KNP Voronoi cell is no more than − 1. This finishes the proof.
Lemma 8: The time complexity of our algorithm to compute the optimum -support path based on KNP Voronoi diagram is ( 2 log ). Proof: According to the rules we used to construct ′ from as shown previously and from Lemma 7, we can prove that • There are at most ( 2 ) vertices (nodes) in ′ : This is because there are at most ( 2 ) KNP Voronoi edges in and each vertex in ′ has one (or more) corresponding KNP Voronoi edge(s) in ;
• The total number of edges in ′ is at most ( 2 ): Remember that we divided all nodes in ′ into groups. For each node ′ in each group, ′ will only to connect to at most two other adjacent nodes. This is because each KNP Voronoi edge in will be only shared by at most two KNP Voronoi cells. Hence, the total number of edges in ′ will no more than 4 times of the total number of KNP Voronoi edges in which is ( 2 ). Consequently, the time complexity of Algorithm 2 is (| | lg | | + | |) which is same as Dijkstra's shortest path algorithm's, where | | denotes the number of vertices and | | denotes the number of edges in ′ . So, the time complexity of Algorithm 2 is ( 2 log ). Hence, the overall time complexity of our method is ( 2 log ). This finishes the proof.
Combining Lemma 6 and Lemma 8 together, we have the following theorem.
Theorem 9: The time complexity of our algorithm to compute an optimum -support path is ( 2 log ).
VI. DISTRIBUTED ALGORITHM FOR COMPUTING THE OPTIMAL -SUPPORT PATH
In this section, we present our distributed algorithm to compute the optimal -support path after getting the KNP Voronoi diagram with respect to by Algorithm 1. First, we let each sensor node record its owned KNP-Voronoi cells, including the geometry information of each edge of each KNPVoronoi cell. Here we assume that each KNP Voronoi edge is assigned an unique identity. Remembering that, each KNP Voronoi edge can belong to one or two KNP Voronoi cells such that each KNP Voronoi edge can have one or two owners. Next, we present our distributed algorithm to compute the optimal -support path based on Theorem 4.
First, we construct a new graph ′ based on KNP Voronoi diagram in a distributed manner. Our main idea is to let each sensor node
(1 ≤ ≤ ) construct a new graph locally for each of its own KNP-Voronoi cells . And ′ will be the union of all such new constructed local graphs, i.e.,
For each cell owned by each sensor node , will construct a local graph for cell as follows,
• Initially, the vertex set of ( ) and the link set of ( ) will be empty.
• For each KNP Voronoi edge belong to (owned by ), will add a corresponding point ′ to . Let ′ use the perfect support location of as its location and let the weight of ′ (denoted by ( ′ )) be equal to the -th distance of the perfect support location on edge ∈ ( ). By the way, we let the node ′ has the same unique ID as its corresponding edge.
• If the source point or destination point (or both) is owned by , will add a corresponding new source point ′ or new destination point ′ (or both) to as well. Let ′ (resp. ′ ) has the same location as (resp. ) and let the weight of ′ (resp. ′ ) be equal to the -th distance of (resp. ) in graph .
• Sort all vertices of in decreasing (or increasing) order by their weights. Add an edge between each pair of adjacent two vertices in the sorted list to ( ). In other words, graph is a line graph.
• Assign weight to each newly added edge for Each KNP-Voronoi cell owned by do 4: Use Alg. 4 to distributively construct a new graph .
5:
(The vertices with same ID will be merge to one single vertex after union.) 6 :
end for 8 In this paper, we studied the case that all sensor nodes have unbounded sensing ranges. In other words, we only use the Euclidean distance between a point and a sensor node to measure the sensing level of by . Actually, we also studied the other case that each sensor node has a bounded sensing range. In addition, different sensor nodes may have different sensing ranges depending on the sensing power used. Due to the space limited, we only introduce our main idea of how to find optimal -support path.
When the sensing range of a sensor node is bounded, we simply assume the valid sensing range of a sensor node is inside a circle centered at with radius ( ) (the sensing radius of node ). Actually, the sensing range of a sensor node could have an arbitrary shape depending on the geometry situation (like some barriers) near . For example, when a adds a new vertex ′ at the perfect support location point of . 4: Assign ′ with the same unique ID of 5: Assign the -th distance of the perfect support location of as the weight of vertex ′ ( ( ′ )). Let the weight of ′ (resp. ′ ) in be equal to the -th distance of (resp. ) in . 10: end if 11: Sort all new added vertices by their weights. Add an edge between each adjacent pairs of vertices in the sorted list. 12: Let the weight of each new added edge be equal to the bigger weight of its two end vertices.
sensor node is deployed in a city, the sensing range of may affected by tall buildings around it. However, this will not affect our results. In addition, we still use the Euclidean distance to measure the sensing level for any point within the sensing range of some sensor node. For example, when two points 1 and 2 fall in the sensing range of sensor node , we say point 1 is better supported by iff | 1 | < | 2 | and vice versa. Here, | 1 | (resp. | 2 |) is the Euclidean distance between and 1 (resp. 2 ).
To compute the optimal -support path in the given region Ω, we first marked the sensing range of each sensor node, i.e., we draw a circle centered at with radius ( ) for each sensor node . The whole area will be partitioned into some subareas whose boundary consists of (part of) those circles and the original boundary of Ω. Assume there are subareas and we use to denote one of subareas, clearly we have ∪
=1
= Ω. Next, we rank each subarea by the number of sensor nodes which are able to sense it. For example, if a subarea falls into the sensing range of sensor nodes, its rank will be . We use ( ) to denote the rank of subarea . Assume and are within in subarea and respectively. Here, may be equal to . Clearly, the -support path connecting source/destination pair points and exists iff the following two conditions are satisfied: firstly, both and have ranks at least ; secondly and are connected by a bunch of subareas with rank at least . Otherwise, the -support path will not exist. To find an optimal -support path, we first remove all subareas with rank lower than . Second, we run Alg. 2 to find the optimal -support path. The difference from the case when the sensing range is not bounded is that the input area are all remaining subareas, instead of Ω.
VIII. CONCLUSION
In this paper, we proposed polynomial time algorithms (both centralized and distributed) for best case -coverage problems in wireless sensor networks. Our algorithms can efficiently find a path connecting two points in a sensor network with the worst observability (i.e., minimizing the maximum observability of all points on the path). We proposed a number properties for KNP Voronoi diagram as well. These properties may be of independent interests. As an interesting future work, we would like to design algorithms that can address the coverage problem when the sensing abilities of sensors are heterogeneous and the coverage of a point is not simply based on the Euclidean distance between and some special sensor node.
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