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CHAPTER 1
Introduction
1.1. Motivation and background
A commutative, local, noetherian ring is called Gorenstein if it has finite
selfinjective dimension. These rings were introduced by Grothendieck in his
seminar in 1961, see [39]. They are named after Daniel Gorenstein due to
his study of some duality property of singular plane curves in [37]. A (not
necessarily commutative) ring is Iwanaga-Gorenstein if it is left and right
noetherian and has finite injective dimension as a left and right module
over itself. These rings were introduced by Iwanaga as a noncommutative
generalization of Gorenstein rings. He showed in [45, 46] that they satisfy
strong homological properties.
Iwanaga-Gorenstein rings are intimately connected with Gorenstein pro-
jective modules, and together they form a central part of Gorenstein homo-
logical algebra. Gorenstein projective modules were first studied by Aus-
lander and Bridger in [1]; in order to extend the homological techniques
for torsion and torsion free modules, they introduced the G-dimension for a
finitely generated module over a left and right noetherian ring. The modules
of G-dimension 0 are precisely what we call Gorenstein projective modules.
They showed that a finitely generated R-module M has G-dimension 0 if
and only if
(i) The natural map M → (M∗)∗ is an isomorphism;
(ii) ExtiR(M,R) = 0;
(iii) ExtiR(M
∗, R) = 0.
where M∗ = HomR(M,R). The special case when R is an Artin algebra was
later investigated by Auslander and Reiten in [5]. Buchweitz and Auslander-
Buchweitz in [17] and [2] also studied these modules, but under the name
maximal Cohen-Macaulay modules. Buchweitz proved that for an Iwanaga-
Gorenstein ring R there exists an equivalence of triangulated categories
GP(R- mod) ∼= Db(R- mod)/Kb(Proj(R- mod)).
Here GP(R- mod) denotes the projectively stable category of the category
of Gorenstein projective modules GP(R- mod). The category on the right is
called the singularity category of R. If R is commutative then it measures
how far R is from being smooth. In [28] Enochs and Jenda introduced and
investigated (not necessarily finitely generated) Gorenstein injective modules
over arbitrary rings. Since then Gorenstein homological algebra has become
an active area of research, see [20, 29, 30]. Some examples of more recent
papers are [6, 8, 9, 10, 11, 13, 14, 26, 41, 50, 51, 69].
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There are several interactions between Gorenstein homological algebra
and other areas in mathematics. In [21] it is used to prove universal coef-
ficient theorems for triangulated categories. Also, in representation theory
of finite-dimensional algebras there are several naturally occurring classes
of Iwanaga-Gorenstein algebras, see [33, 34, 48, 52, 68]. Finally, Goren-
stein projective modules play a central role in categorifying cluster algebras
[19, 49, 66, 67], and being able to describe them is therefore important.
An important conjecture in representation theory is the Gorenstein sym-
metry conjecture. It states that an Artin algebra has finite selfinjective di-
mension if it has finite injective dimension as a right module. Since having
finite selfinjective dimension is equivalent to the Gorenstein dimension of the
module category being finite (see Corollary 3.28 and Theorem 3.29), we hope
that the study of Gorenstein homological algebra will help us understand
this conjecture better.
1.2. A sketch of our results
Our first result involves the Gorenstein dimension of a category, see
Section 3.3. Let C be a small preadditive category. Recall that if C has weak
kernels and cokernels, then the categories of finitely presented right and left
C-modules mod -C and C- mod are abelian [32, Theorem 1.4]. We prove the
following result.
Theorem 1.1 (Theorem 4.1). Let C be a small preadditive category with
weak kernels and weak cokernels. Then
gl.Gpdim(mod -C) = gl.Gpdim(C- mod).
We state the theorem for categories with the goal of largest possible
generality, but it is still interesting even for rings. If Λ is a left and right
coherent ring, then our result implies that Λ is a Ding-Chen ring if and
only if the global Gorenstein dimension of mod -Λ is finite, see Definition
3.31. If Λ is a left and right noetherian ring, then we recover the result that
Λ is Iwanaga-Gorenstein if and only if the global Gorenstein dimension of
mod -Λ is finite [44, Theorem 1.4].
The main part of the thesis involves a generalization of Gorenstein ho-
mological algebra for finite-dimensional algebras. For a finite-dimensional
algebra many of the statements for Iwanaga-Gorenstein rings, Gorenstein
projective modules, and Gorenstein injective modules can be reformulated,
see Section 3.6. These reformulations is what we generalize. The crucial
observation is that for finite-dimensional algebra Λfd over a field k, there
exists a well-behaved comonad Pfd = (Pfd, ,∆) on Λfd- mod, where
Pfd := (Λfd ⊗k −) ◦ resΛfdk : Λfd- mod→ Λfd- mod
and resΛfdk : Λfd- mod→ mod -k is the restriction functor, see Definition 2.27
for the definition of a comonad. This is the main ingredient that we general-
ize; we show that a similar theory can be developed for any abelian category
A equipped with a comonad P and a Nakayama functor relative to P.
Definition 1.2 (See Definition 6.1). Let A be an abelian category and
let P = (P, ,∆) be a comonad on A with  being an epimorphism. A
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Nakayama functor relative to P is a functor ν : A → A with a right adjoint
ν−, and satisfying the following:
(i) ν ◦ P is right adjoint to P ;
(ii) The unit λ : 1A → ν− ◦ ν induces an isomorphism on objects of
the form P (A) for A ∈ A.
We show that a Nakayama functor relative to P is unique if it exists, see
Theorem 6.32. Hence, having a Nakayama functor should be thought of as
a property of the comonad P. For Λfd the Nakayama functor relative to Pfd
is just the classical Nakayama functor.
Example 1.3. Let k be a commutative ring, and let Λ be a k-algebra
which is finitely generated projective as a k-module (for examples orders over
complete regular local rings [47]). Then Λ- Mod has a comonad PΛ- Mod =
(PΛ- Mod, ,∆) with Nakayama functor νΛ- Mod, where
PΛ- Mod := (Λ⊗k −) ◦ resΛk : Λ- Mod→ Λ- Mod
νΛ- Mod = Homk(Λ, k)⊗Λ − : Λ- Mod→ Λ- Mod .
More generally, if k is a commutative ring then for a small, k-linear,
locally bounded, Hom-finite category C, and a k-linear abelian category B
the functor category BC has a comonad with Nakayama functor, see Section
6.2.
Definition 1.4 (See Lemma 6.6). Let P = (P, ,∆) be a comonad on
A with Nakayama functor ν relative to P.
(i) An object G ∈ A is Gorenstein P-flat if there exists an exact
sequence
Q• = · · · → Q−1 → Q0 → Q1 → · · ·
in A, where Qi = P (Ai) for Ai ∈ A, such that the complex ν(Q•)
is exact, and with Z0(Q•) = G.
(ii) An object G ∈ A is Gorenstein I-injective if there exists an exact
sequence
J• = · · · → J−1 → J0 → J1 → · · ·
in A, where Ji = ν ◦ P (Ai) for Ai ∈ A, such that the complex
ν−(J•) is exact, and with Z0(J•) = G.
Note that the Gorenstein Pfd-flat and Ifd-injective objects are precisely
the Gorenstein projective and injective modules in Λfd- mod.
Definition 1.5 (See Definition 6.34). Let P = (P, ,∆) be a comonad
on A with a Nakayama functor ν relative to P. We say that P is Gorenstein
if there exists an n ≥ 0 such that Hi(A; ν) = 0 and H i(A; ν−) = 0 for all
A ∈ A and i > n.
Here Hi(A; ν) and H
i(A; ν−) denotes the comonadic and monadic ho-
mology with respect to P and the monad I which is right adjoint to P, see
Proposition 2.31 and Definition 2.43. If A has enough projectives, then
Hi(−; ν) coincides with the ith left derived functor of ν, see 2.51. Dually,
if A has enough injectives, then H i(−; ν) coincides with the ith right de-
rived functor of ν−. For a Gorenstein comonad P we get an easy description
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of the Gorenstein P-flat objects and the Gorenstein I-injective objects, see
Theorem 6.35. Note that the comonad Pfd is Gorenstein if and only if Λfd is
an Iwanaga-Gorenstein algebra, i.e. has finite selfinjective dimension. More
generally, it follows from Lemma 6.40 that the comonad PΛ- Mod is Goren-
stein if and only if
pdim Λ Homk(Λ, k) <∞ and pdim Homk(Λ, k)Λ <∞.
The following theorem is an analogue of Zak’s result on the injective
dimension of Iwanaga-Gorenstein algebras, see Theorem 3.23.
Theorem 1.6 (See Theorem 6.39). Let P be a comonad on A with a
Nakayama functor ν relative to P. If P is Gorenstein, then the following
numbers coincide:
(i) The smallest integer n1 such that Hi(A; ν) = 0 for all i > n1 and
A ∈ A;
(ii) The smallest integer n2 such that H
i(A; ν−) = 0 for all i > n2 and
A ∈ A.
We say that P is n-Gorenstein if this common number is n. Note that
the comonad Pfd is n-Gorenstein if and only if Λfd is n-Gorenstein, i.e. has
selfinjective dimension n. For the comonad PΛ- Mod we obtain the following
result.
Corollary 1.7 (Corollary 6.42). Let k be a commutative ring, and let
Λ be a k-algebra which is finitely generated and projective as a k-module.
Assume that
pdim Homk(Λ, k)Λ <∞ and pdim Λ Homk(Λ, k) <∞.
Then
pdim Homk(Λ, k)Λ = pdim Λ Homk(Λ, k).
Note that this dimension is n if and only if PΛ- Mod is n-Gorenstein. We
also obtain a version of this result for small, locally bounded, and Hom-finite
categories, see Theorem 6.41.
Finally, we obtain a result similar to Corollary 4.8.
Theorem 1.8 (See Theorem 6.39). Let P be a comonad on A with a
Nakayama functor ν relative to P. The following statements are equivalent:
(a) P is n-Gorenstein;
(b) dimGP flat(A)(A) = n;
(c) dimGI inj(A)(A) = n.
In the final part of my thesis I apply the theory of comonads with
Nakayama functor to get a description of the Gorenstein projective objects
in a functor category BC where B is an abelian category with enough pro-
jectives. This problem has been studied by several authors earler [27, 31,
43, 57, 58, 69], but their descriptions only hold in special cases. In the
following k is a commutative ring and B is a k-linear abelian category. To
illustrate our constructions, consider the following example.
Example 1.9. Let C = kA2. An object in BkA2 is just a morphism
B1
f−→ B2 in B. A straightforward computation shows that B1 f−→ B2 is
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Gorenstein projective if and only if f is a monomorphism and Coker f and
B2 are Gorenstein projective.
The first step is to give a suitable generalization of what it means for f
to be a monomorphism. Assume that C is a k-linear, locally bounded and
Hom-finite category (see Definition 6.11). As mentioned above, we have a
comonad PBC = (i! ◦ i∗, ,∆) with Nakayama functor ν : BC → BC , where
i∗ : BC →
∏
c∈C
B F → (F (c))c∈C
is the evaluation functor, i! :
∏
c∈C B → BC is its left adjoint, and ν is given
by the weighted colimit ν(F ) = Homk(C, k)⊗C F . It turns out that for C =
kA2 the Gorenstein PBC -flat objects are precisely the monic representations,
see Proposition 7.35 part (ii).
The next step is to generalize the requirement in Example 1.9 that B2
and Coker f are Gorenstein projective. First observe that ν is the cokernel
functor in this example. Hence, i∗ ◦ ν(B1 f−→ B2) = (B2,Coker f). There-
fore, a natural guess would be that the image of i∗ ◦ ν must be Gorenstein
projective, i.e. that we should consider the category
GP(GPBC flat(BC)) = {F ∈ BC |F ∈ GPBC flat(BC) and i∗◦ν(F ) ∈
∏
c∈C
GP(B)}.
In fact, it turns out that i∗ ◦ ν is left adjoint to i! and the adjoint triple
(i∗ ◦ ν, i!, i∗) lifts admissible subcategories of GP(
∏
c∈C B), see Definition 7.1
and Theorem 7.27 part (i). This gives the following result.
Theorem 1.10 (Theorem 7.13). Assume B is a k-linear abelian category
with enough projectives and C is a small, k-linear, locally bounded, and Hom-
finite category. Then the subcategory GP(GPBC flat(BC)) is an admissible
subcategory of GP(BC).
We refer to Definition 3.6 for our definition of admissible subcategory.
It implies that
GP(GPBC flat(BC)) ⊂ GP(BC)
where GP(BC) denotes the category of Gorenstein projective objects in BC ,
and that GP(GPBC flat(BC)) is a Frobenius exact subcategory of BC . In
fact, Theorem 1.10 holds more generally for any admissible subcategory of∏
c∈C GP(B) and any PBC -admissible subcategory in BC , see Definition 5.34.
This gives other Frobenius exact categories, see Example 7.14 and 7.15.
It remains to determine when GP(GPBC flat(BC)) = GP(BC). In general,
this is not true, see Example 7.24. However, the equality holds under some
mild conditions.
Theorem 1.11 (Theorem 7.19). Assume B is a k-linear abelian cat-
egory with enough projectives and C is a small, k-linear, locally bounded
and Hom-finite category. If either of the following conditions hold, then
GP(GP flat(BC)) = GP(BC)
(i) For any long exact sequence in BC
0→ K → Q0 → Q1 → · · ·
with Qi projective for i ≥ 0, we have K ∈ GPBC flat(BC);
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(ii) If B ∈ B satisfy Ext1B(B,B′) = 0 for all B′ of finite projective
dimension, then B ∈ GP(B).
Theorem 1.11 recovers the description in [31] and [57], see Proposition
7.40. Note that Condition (ii) holds when G. pdimB < ∞ for all B ∈ B,
see Lemma 7.20. In particular, it holds if B = mod -Λ or Mod -Λ for an
Iwanaga-Gorenstein algebra Λ. Condition (i) holds when PBC is Gorenstein,
and in this case the Gorenstein projectives in BC are easy to compute. We
illustrate this in Example 7.41, 7.42 and 7.45.
We obtain the following corollary of Theorem 1.11. Recall that a ring Λ
is called left Co-Gorenstein if Ω∞(Λ1- Mod) ⊂ GP(Λ1- Mod) [8, Definition
6.13].
Theorem 1.12 (Example 7.22). Let k be a field, let Λ1 be a finite-
dimensional k-algebra, and let Λ2 be a k-algebra. If Λ1 is left Co-Gorenstein
or
GP(Λ2- Mod) = {M ∈ Λ2- Mod |Ext1Λ(M,M ′) = 0
for all M ′ of finite projective dimension}
then
GP((Λ1 ⊗k Λ2)- Mod) ={M ∈ (Λ1 ⊗k Λ2)- Mod | Λ1 |M ∈ GP(Λ1- Mod)
and Λ2 |(Homk(Λ1, k)⊗Λ1 M) ∈ GP(Λ2- Mod)}.
Hence, this equality holds in particular if Λ1 or Λ2 is Iwanaga-Gorenstein.
We have an analogous statement for finitely presented modules, see Ex-
ample 7.21.
Finally, from the explicit description of the Gorenstein projective objects
in Theorem 1.11 we get the following generalization of [21, Theorem 4.6], see
Remark 7.33. We call a category C′ for left Gorenstein if gl.Gpdim C′- Mod <
∞, and if this number is m we say C′ is left m-Gorenstein.
Theorem 1.13 (Theorem 7.32 and Lemma 7.31). Let C be a small, k-
linear, locally bounded and Hom-finite category, let C′ be a small k-linear
category, and assume C′ is left m-Gorenstein. If the comonad PC- Mod is n-
Gorenstein,then C′⊗k C is left p-Gorenstein where p ≤ m+n. Furthermore,
if there exists an object c ∈ C such that the unit k → C(c, c) has a k-linear
retraction C(c, c)→ k, then p ≥ m.
The thesis is organized as follows. In Chapter 2 and 3 we recall notions
in homological algebra and Gorenstein homological algebra that we need.
All the results in these two chapters are contained in existing literature.
In Chapter 4 we prove Theorem 1.1, and use this to give a new charac-
terization of Ding-Chen rings.
In Chapter 5 we introduce comonads and monads accommodating Gor-
enstein objects. These are the minimal assumptions one needs on a comonad
P and monad I in order to have a useful definition of Gorenstein P-flat
objects and Gorenstein I-injective objects. In Theorem 5.25 and Theorem
5.28 we prove that the category of Gorenstein P-flat objects and Gorenstein
I-injective objects form a resolving and coresolving subcategory, respectively.
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In Chapter 6 we define comonads with Nakayama functor. The main ex-
ample is the comonad on a functor category, see Theorem 6.18. In Theorem
6.32 we show that if a comonad has a Nakayama functor, then it is unique
up to isomorphism. In Section 6.5 we introduce Gorenstein comonads and
prove Theorem 1.6 and Theorem 1.8 above. We use this to deduce an ana-
logue of Zak’s result on the injective dimension of an Iwanaga-Gorenstein
algebra, see Corollary 1.7 above.
In Chapter 7 we investigate the Gorenstein projective objects in a functor
category BC by using the existence of an adjoint triple which lifts admissible
subcategories. Under some mild extra conditions we obtain a description of
all the Gorenstein projective objects in BC , see Theorem 1.10 and Theorem
1.11 above. We use these results to compute the Gorenstein projectives in
BC explicitly for concrete choices of C. Also, we deduce some results on the
Gorenstein projective modules over Λ1⊗kΛ2 where Λ1 and Λ2 are k-algebras
for k a field, see Example 7.21 and Example 7.22.
1.3. Terminology
Unless otherwise specified, all categories are preadditive, all subcate-
gories are full, and all functors are additive. If k is a commutative ring and
C and D are k-linear categories, then DC denotes the category of k-linear
functors from C to D.

CHAPTER 2
Preliminaries in relative homological algebra
In this chapter we recall the basics that we need on stable categories,
comonads, and tensor product of functors. All results here can be found in
the literature. In Section 2.2, we define covariantly and contravariantly fi-
nite subcategories. In Section 2.3 we define the syzygy and cosyzygy functor
relative to a contravariantly finite or covariantly finite subcategory. We also
show that they form an adjoint pair if the subcategory is functorially finite.
In Section 2.4 we define left and right derived functors with respect to co-
variantly and contravariantly finite subcategories, respectively. Monadic and
comonadic homology is a special case of this. In Section 2.5 we define what
it means for two natural transformations to be conjugate with respect to an
adjunction. This is used in Section 2.6, where we define comonads, monads
and adjunctions between them. In Section 2.7 we define the Kleisli category
of a monad, which is later used to prove the uniqueness of a Nakayama func-
tor for a comonad. In Section 2.8, 2.9 and 2.10 we investigate comonadic
homology and monadic cohomology. In particular, we find conditions on a
monad or comonad such that a short exact sequence induces a long exact
sequence in homology or cohomology. In Section 2.11 we recall some results
on enriched colimits, which is necessary in order to define the Nakayama
functor in Theorem 6.18.
2.1. Finitely presented functors
We recall some basic properties on finitely presented functors. Let C be a
small preadditive category. A left (resp right) module over C is an additive
functor M : C → Ab (resp M : Cop → Ab), where Ab is the category of
abelian groups. The category of left and right C-modules is denoted by
C- Mod and Mod -C. Recall that the Yoneda lemma gives a fully faithful
functor hC : C → Mod -C. The functors of the form hC(c) = C(−, c) are called
representable. In fact, they are projective C-modules. A right C-module M
is called finitely presented if there exists an exact sequence
⊕mi=1C(−, ci)→ ⊕nj=1C(−, dj)→M → 0
in Mod -C for objects ci, dj ∈ C. The category of finitely presented right C-
modules is denoted by mod -C. This is an additive category with cokernels,
and it satisfies the following universal property.
Lemma 2.1. Let C be a small preadditive category, and let D be an
additive category with cokernels.
(i) If Φ: C → D is an additive functor, then there exists up to nat-
ural isomorphism a unique right exact functor Φ∗ : mod -C → D
satisfying Φ∗ ◦ hC = Φ.
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(ii) Let Φ1 : C → D and Φ2 : C → D be additive functors, and let
Φ∗1 : mod -C → D and Φ∗2 : mod -C → D be their extensions. If
η : Φ1 → Φ2 is a natural transformation, then there exists a unique
natural transformation η∗ : Φ∗1 → Φ∗2 satisfying η∗hC(c) = ηc.
Proof. For a proof of (i) see 2.1 in [56]. For statement (ii) suppose
M ∈ mod -C is given by an exact sequence
⊕mi=1C(−, ci) f−→ ⊕nj=1C(−, dj) g−→M → 0.
Then η∗M is defined by the commutativity of the diagram
⊕mi=1Φ1(ci) ⊕nj=1Φ1(dj) Φ∗1(M) 0
⊕mi=1Φ2(ci) ⊕nj=1Φ2(dj) Φ∗2(M) 0
Φ∗1(f) Φ∗1(g)
Φ∗2(f) Φ∗2(g)
⊕mi=1ηci ⊕nj=1ηdj η∗M
where the rows are right exact. One can check that η∗M gives a natural
transformation with the necessary properties. 
We denote the image of the contravariant Yoneda embedding hC =
hCop : C → (Mod -Cop)op by hC(c) = C(c,−). These are projective objects
in Mod -Cop. Since C- Mod = Mod -Cop we can define analogous concepts
for left C-modules. The category of finitely presented left C-modules is just
C- mod := mod -Cop. The category (C- mod)op has kernels and satisfy the
following universal property:
Lemma 2.2. Let C be a small preadditive category, and let D be an
additive category with kernels.
(i) If Φ: C → D is an additive functor, then there exists up to natu-
ral isomorphism a unique left exact functor Φ′ : (C- mod)op → D
satisfying Φ′ ◦ hC = Φ.
(ii) Let Φ1 : C → D and Φ2 : C → D be additive functors, and let
Φ′1 : (C- mod)op → D and Φ′2 : (C- mod)op → D be their extensions.
If η : Φ1 → Φ2 is a natural transformation, then there exists a
unique natural transformation η′ : Φ′1 → Φ′2 satisfying η′hC(c) = ηc.
Proof. This is dual to Lemma 2.1. 
Definition 2.3. Let C be a small preadditive category.
(i) A morphism f : c1 → c2 is a weak kernel of g : c2 → c3 if g ◦ f = 0
and for all morphisms h : c → c2 with g ◦ h = 0, there exists a
morphism k : c→ c1 such that h = f ◦ k;
(ii) A morphism g : c2 → c3 is a weak cokernel of f : c1 → c2 if g◦f = 0
and for all morphisms h : c2 → c with h ◦ f = 0, there exists a
morphism k : c3 → c such that h = k ◦ g.
We say that C has weak kernels or weak cokernels if all morphisms in
C has weak kernels or weak cokernels. These concepts were introduced by
Freyd, and he showed the following theorem
2.2. COVARIANTLY AND CONTRAVARIANTLY FINITE SUBCATEGORIES 17
Theorem 2.4 (Theorem 1.4 in [32]). Let C be a small preadditive cate-
gory. The following holds:
(i) mod -C is abelian if and only if C has weak kernels;
(ii) C- mod is abelian if and only if C has weak cokernels.
Under these assumptions, mod -C becomes an abelian category with
enough projectives and (C- mod)op an abelian category with enough injec-
tives.
2.2. Covariantly and contravariantly finite subcategories
We fix an abelian category A. In this section we introduce contravari-
antly and covariantly finite subcategories of A.
Definition 2.5. Let X be a full subcategory of A.
(i) A morphism f : X → A with X ∈ X and A ∈ A is a right X -
approximation if for all morphisms g : X ′ → A with X ′ ∈ X , there
exists a morphism h : X ′ → X with g = f ◦ h;
(ii) A morphism f : A → X with X ∈ X and A ∈ A is a left X -
approximation if for all morphisms g : A→ X ′ with X ′ ∈ X , there
exists a morphism h : X → X ′ with g = h ◦ f .
From this we see that a morphism f : X → A is a right X -approximation
if and only if the induced map A(X ′, X)→ A(X ′, A) is an epimorphism for
all objects X ′ ∈ X , i.e. if the map X (−, X)→ A(−, A)|X is an epimorphism
in Mod -X . Dually, a map A→ X is a left X -approximation if the induced
map X (X,−) → A(A,−)|X is an epimorphism in X - Mod. Since there is
a bijection between natural transformations X (−, X) → A(−, A)|X (resp
X (X,−) → A(A,−)|X ) and morphisms X → A (resp A → X), we get the
following result.
Lemma 2.6. Let X be a full subcategory of A, and assume X is closed
under direct sums and summands. Let A be an object in A. The following
holds:
(i) There exists a right approximation X → A if and only if A(−, A)|X
is a finitely generated right X -module;
(ii) There exists a left approximation A→ X if and only if A(A,−)|X
is a finitely generated left X -module.
Definition 2.7. Let X be a full subcategory of A.
(i) X is a contravariantly finite subcategory if any object A ∈ A has
a right X -approximation;
(ii) X is a covariantly finite subcategory if any object A ∈ A has a left
X -approximation;
(iii) X is a functorially finite subcategory if it is a contravariantly finite
and covariantly finite subcategory.
Assume X is closed under direct sums and summands. By Lemma 2.6,
X is contravariantly finite if and only if A(−, A)|X ∈ mod -X for all A ∈ A,
and X is covariantly finite if A(A,−)|X ∈ X - mod for all A ∈ A.
Let Proj(A) and Inj(A) be the category of projective and injective ob-
jects in A, respectively. We say that A has enough projectives if for any
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object A ∈ A there exists an epimorphism P → A with P ∈ Proj(A). Du-
ally, we say that A has enough injectives if for any object A ∈ A there exists
a monomorphism A → I with I ∈ Inj(A). It is easy to see that Proj(A) is
contravariantly finite if A has enough projectives, and Inj(A) is covariantly
finite if A has enough injectives.
We end this subsection with the following lemma on weak kernels and
cokernels.
Lemma 2.8. Let X a full subcategory of A. The following holds:
(i) If X is contravariantly finite in A, then X has weak kernels;
(ii) If X is covariantly finite in A, then X has weak cokernels.
Proof. Let f : X1 → X2 be a morphism in X . If X0 → Ker f is a right
X -approximation in A, then the composition X0 → Ker f → X1 is a weak
kernel of f . Dually, if Coker f → X3 is a left X approximation in A, then
the composition X2 → Coker f → X3 is a weak cokernels of f . This proves
the claim. 
2.3. The syzygy and cosyzygy functor
Fix an abelian category A and a full subcategory X of A which is closed
under direct sums and summands. If X is a contravariantly finite, then
one can define a syzygy functor Ω1X : A/X → A/X on the stable category.
Dually, if X is covariantly finite, then one can define a cosyzygy functor
Ω−1X : A/X → A/X on the stable category. These functors are adjoint if X
is functorially finite. We recall these constructions below.
Following the notation in [8], we define the stable category of A with
respect to X to be A/X . It has the same objects as A, and the set of
morphisms between objects A1 and A2 is given by the quotient of abelian
groups
A/X (A1, A2) = A(A1, A2)/AX (A1, A2)
where AX (A1, A2) consists of all morphisms f : A1 → A2 such that there
exists an object X ∈ X and morphisms g : A1 → X, h : X → A2 with
f = h ◦ g. Composition in A/X is induced from composition in A. This
makes A/X into an additive category. We also have a projection functor
ω : A → A/X .
We let ω(A) = A and ω(f) = f denote the image of ω.
Lemma 2.9 (Theorem 2.2 in [40]). Assume A ∼= A′ in A/X . Then there
exist objects X,X ′ ∈ X and an isomorphism A⊕X ∼= A′ ⊕X ′ in A.
Proof. Let f : A′ → A and g : A → A′ be morphisms in A such that
f ◦ g = 1A and g ◦ f = 1A′ in A/X . Then there exists an object X ′ ∈ X and
morphisms r : A → X ′ and s : X ′ → A satisfying f ◦ g − 1A = s ◦ r. Since
the composite
A
[
g
r
]
−−→ A′ ⊕X ′
[
f −s]
−−−−−−→ A
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equal the identity, A is a direct summand of A′⊕X ′. If we letX := Coker
[
g
r
]
and
[
h k
]
: A′ ⊕X ′ → X be the projection, then the map
[
f −s
h k
]
: A′ ⊕X ′ ∼= A⊕X
is an isomorphism. Since the composite of the isomorphisms
A
g−→ A′
[
1A′
0
]
−−−−→ A′ ⊕X ′
[
f −s
h k
]
−−−−−−→ A⊕X
equals the inclusion
[
1A
0
]
: A → A ⊕ X , it follows that X = 0. Since X
is closed under direct summands, we get that X ∈ X , which proves the
claim. 
Let E be the category with objects consisting of 3-term complexes
A1
f−→ X g−→ A3
in A where X ∈ X . Morphisms in E are just morphisms of complexes. Let
X˜ be the full subcategory of E consisting of direct sums of complexes of the
form
X
1X−−→ X → 0 and 0→ X 1X−−→ X.
The stable category E/X˜ is defined similarly as above.
Lemma 2.10. A morphism in E is null homotopic if and only if it is 0
in E/X˜ .
Proof. If a morphism in E is 0 in E/X˜ , then it factors through a con-
tractible complex, and is therefore null homotopic. For the converse, let
A1 X A3
A′1 X ′ A′3
u v
u′ v′
f1 f2 f3
be a morphism in E , which we denote by f•. If f• is null homotopic, then
there exists maps h1 : A3 → X ′ and h0 : X → A′1 satisfying
f3 = v
′ ◦ h1 f2 = u′ ◦ h0 + h1 ◦ v f1 = h0 ◦ u.
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Therefore, f• can be factorized as
A1 X A3
X X ⊕X ′ X ′
A′1 X ′ A′3
u v
[
1X
0
] [
0 1X′
]
u′ v′
u
[
1X
h1 ◦ v
]
h1
h0
[
u′ ◦ h0 1X′
]
v′
and it is therefore 0 in E/X˜ , which proves the claim. 
Assume X is contravariantly finite. We want to show that the projection
functor pi3 : E/X˜ → A/X given by
pi3(A1
f−→ X g−→ A3) = A3
has a right adjoint. For each A ∈ A/X , choose a right X -approximation
XA
pA−→ A in A, and define
F (A) := Ker pA
i−→ XA pA−→ A
considered as an object in E/X˜ . We have the following result.
Lemma 2.11. Let X be a contravariantly finite subcategory of A. For
each A ∈ A there exists an isomorphism of functors
A/X (pi3(−), A) ∼= E/X˜ (−, F (A)) : (E/X˜ )op → Ab .
Proof. Let A1
u−→ X v−→ A3 be an arbitrary object in E/X˜ , and let
f : A3 → A be a morphism in A/X . We claim that there exists a morphism
of complexes in E
A1 X A3
Ker pA XA A
u v
i pA
f1 f2 f3
where f3 = f , and which is unique in E/X˜ . For existence, choose a morphism
f3 with f3 = f . Note that since pA is a right X -approximation, there exists a
morphism f2 : X → XA satisfying pA ◦ f2 = f3 ◦ v, and since pA ◦ f2 ◦ u = 0,
there exists a morphism f1 : A1 → Ker pA satisfying i ◦ f1 = f2 ◦ u. For
uniqueness, assume f ′3, f ′2 and f ′1 also gives a morphism of complexes as
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above with f ′3 = f . Then we have a commutative diagram
A1 X A3
Ker pA XA A
u v
i pA
f1 − f ′1 f2 − f ′2 f3 − f ′3
Since f3 − f ′3 = 0, the morphism f3 − f ′3 factors through an object in X .
Since pA is a right X -approximation, there exists a morphism h0 : A3 → XA
satisfying pA ◦ h0 = f3− f ′3. Since pA ◦ (f2− f ′2− h0 ◦ v) = 0, it follows that
there exists a morphism h1 : X → Ker pA such that f2− f ′2 = h0 ◦ v+ i ◦ h1.
Since i◦ (f1−f ′1) = (f2−f ′2)◦u = i◦h1 ◦u and i is a monomorphism, we get
that f1 − f ′1 = h1 ◦ u. Hence, the morphism (f1 − f ′1, f2 − f ′2, f3 − f ′3) is null
homotopic, and by Lemma 2.10 it is therefore 0 in E/X˜ . The uniqueness
follows from this. The map f 7→ (f1, f2, f3) therefore gives a bijection
A/X (A3, A) ∼= E/X˜ (A1 u−→ X v−→ A3, F (A))
It is easy to see that the bijection is natural in A1
u−→ X v−→ A3. Hence, the
claim follows. 
We have a functor
A/X → Mod -(E/X˜ ) A 7→ A/X (pi3(−), A)
and by Lemma 2.11 its image is contained in the representable functors in
mod -(E/X˜ ). Since the Yoneda embedding
E/X˜ → mod -(E/X˜ )
is a fully faithful functor, we get an induced functor
F : A/X → E/X˜ .
It sends A to F (A) as above, and a morphism f : A → A′ to the unique
morphism (f1, f2, f3) in E/X˜ making the diagram
Ker pA XA A
Ker pA′ XA′ A
′
pA
pA′
f1 f2 f3
commute, and where f3 = f . From Lemma 2.11 we get the following result.
Proposition 2.12. Assume X is a contravariantly finite subcategory of
A. Then F : A/X → E/X˜ is a well defined functor and right adjoint to pi3.
The syzygy functor is defined to be the composite
Ω1X := pi1 ◦ F : A/X → A/X .
This was first considered in [40] with X = Proj(A), and later by Beligiannis
in [12, Definition 1] for any contravariantly finite subcategory X .
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We now sketch the dual construction. Let X be a covariantly finite
subcategory. For each A ∈ A/X , choose a left X -approximation A jA−→ X ′A
in A, and define
G(A) := A
jA−→ X ′A → Coker jA.
considered as an object in E/X˜ . For each morphism f : A→ A′ there exists a
unique morphism (f1, f2, f3) : G(A)→ G(A′) with f1 = f , and which makes
the diagram
A X ′A Coker jA
A′ X ′A′ Coker jA′
jA
jA′
f1 f2 f3
commute. We set G(f) = (f1, f2, f3). The dual of Proposition 2.12 gives
the following.
Proposition 2.13. Assume X is a covariantly finite subcategory of A.
Then G : A/X → E/X˜ is a well defined functor and left adjoint to pi1.
The cosyzygy functor is defined to be the composite
Ω−1X := pi3 ◦G : A/X → A/X .
If X is functorially finite, we get the following relation between Ω1X and
Ω−1X .
Proposition 2.14 (Proposition 2.5 in [8]). Assume X is a functorially
finite subcategory of A. Then the functor Ω1X is right adjoint to Ω−1X .
Proof. By Proposition 2.12 and 2.13 F is right adjoint to pi1 and pi3
is right adjoint to G. It follows that the composite Ω1X = pi3 ◦ F is right
adjoint to Ω−1X = pi1 ◦G. 
2.4. Derived functors with respect to subcategories
Fix abelian categories A and B, a full additive subcategory X of A
closed under direct summands, and an additive functor E : A → B. If A has
enough projectives, then the left derived functor of E can be constructed
using projective resolution. Dually, if A has enough injectives, then the
right derived functor can be constructed using injective coresolutions. In
this section we recall the relative versions of these construction, where one
constructs resolutions or coresolutions with respect to the subcategory X .
Assume X is contravariantly finite. By Lemma 2.1 the restriction E|X
can be extended to a right exact functor E|∗X : mod -X → B. Since X
is contravariantly finite in A, it follows that A(−, A)|X ∈ mod -X for all
A ∈ A. Furthermore, X has weak kernels, and mod -X is therefore abelian.
Since mod -X has enough projectives, we can define the left derived functor
of E|∗X . These observations motivates the following definition. See also
Section 2 in [8].
Definition 2.15.
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(i) Assume X is contravariantly finite. The nth left X -derived functor
of E is defined to be
LXn E(A) := Ln(E|∗X )(A(−, A)|X );
(ii) Assume X is covariantly finite. The nth right X -derived functor
of E is defined to be
RnXE(A) := R
n(E|′X )(A(A,−)|X ).
Explicitly, for an object A ∈ A, choose a complex
X• → A = · · · fn+1−−−→ Xn fn−→ Xn−1 fn−1−−−→ · · · f1−→ X0 f0−→ A
where Xi ∈ X and the induced maps Xi → Ker fi−1 and f0 are right X -
approximations. Then
LXn E(A) ∼= Hn(E(X•))
Dually, if we choose a complex
A→ X• = A g
0
−→ X0 g
1
−→ · · · g
n−1
−−−→ Xn g
n
−→ Xn+1 g
n+1
−−−→ · · ·
where Xi ∈ X and the induced maps Coker gi → Xi+1 and g0 are left
X -approximations, then
RnXE(A) ∼= Hn(E(X•))
If f : A→ A′ is a morphism in A, then we get induced morphisms
LXn E(f) : L
X
n E(A)→ LXn E(A′) and RnXE(f) : RnXE(A)→ RnXE(A′)
for all n ≥ 0. Also, if X ∈ X then it follows from the definition that
LX0 E(X) ∼= E(X) and LXn E(X) = 0 for all n > 0 (2.16)
and
R0XE(Y ) ∼= E(X) and RnXE(X) = 0 for all n > 0. (2.17)
Lemma 2.18. Let A1
f1−→ A2 f2−→ A3 be two composable maps in A. The
following holds:
(i) If X is a contravariantly finite and the sequence
0→ A(X,A1) f1◦−−−−→ A(X,A2) f2◦−−−−→ A(X,A3)→ 0
is exact for all X ∈ X , then there exists a long exact sequence
· · · L
X
n+1E(f2)−−−−−−−→ LXn+1E(A3) −→ LXn E(A1)
LXn E(f1)−−−−−→ LXn E(A2)
LXn E(f2)−−−−−→ LXn E(A3)→ · · ·
· · · L
X
1 E(f2)−−−−−→ LX1 E(A3) −→ LX0 E(A1)
LX0 E(f1)−−−−−→ LX0 E(A2)
LX0 E(f2)−−−−−→ LX0 E(A3)→ 0;
(ii) If X is a covariantly finite and the sequence
0→ A(A3, X) −◦f2−−−→ A(A2, X) −◦f1−−−→ A(A1, X)→ 0
is exact for all X ∈ X , then there exists a long exact sequence
0→ R0XE(A1)
R0XE(f1)−−−−−→ R0XE(A2)
R0XE(f2)−−−−−→ R0XE(A3) −→ R1XE(A1)
R1XE(f1)−−−−−→ · · ·
· · · → RnXE(A1)
RnXE(f1)−−−−−→ RnXE(A2)
RnXE(f2)−−−−−→ RnXE(A3) −→ Rn+1X E(A1)
Rn+1X E(f1)−−−−−−−→ · · · .
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Proof. Under the assumption in (i) the sequence
0→ A(−, A1)|X f1◦−−−−→ A(−, A2)|X f2◦−−−−→ A(−, A3)|X → 0
is exact in mod -X . Applying the left derived functors Ln(E|∗X ) to it there-
fore gives the required long exact sequence. Part (ii) is proved dually. 
Let φ : E1 → E2 be a natural transformation between functors A → B.
By Lemma 2.1 and Lemma 2.2 this can be extended to φ∗ : E1|∗X → E2|∗X
and φ′ : E1|′X → E2|′X . By taking left and right derived functors we get
natural transformations
LXn φ : L
X
n E1 → LXn E2 and RXn φ : RXn E1 → RXn E2
for all n ≥ 0.
Lemma 2.19. Let E1
φ−→ E2 ψ−→ E3 be two natural transformation of
additive functors A → B. The following holds
(i) If X is a contravariantly finite and the sequence
0→ E1(X) φX−−→ E2(X) ψX−−→ E3(X)→ 0
is exact for all X ∈ X , then there exists a long exact sequence
· · · L
X
n+1ψ−−−−→ LXn+1E3 → LXn E1
LXn φ−−−→ LXn E2
LXn ψ−−−→ LXn E3 → · · ·
· · · L
X
1 ψ−−−→ LX1 E3 → LX0 E1
LX0 φ−−−→ LX0 E2
LX0 ψ−−−→ LX0 E3 → 0;
of functors.
(ii) If X is a covariantly finite and the sequence
0→ E1(X) φX−−→ E2(X) ψX−−→ E3(X)→ 0
is exact for all X ∈ X , then there exists a long exact sequence
0→ R0XE1
R0Xφ−−−→ R0XE2
R0Xψ−−−→ R0XE3 → R1XE1
R1Xφ−−−→ · · ·
· · · → RnXE1
RnXφ−−−→ RnXE2
RnXψ−−−→ RnXE3 → Rn+1X E1
Rn+1X φ−−−−→ · · · .
of functors.
Proof. For part (i), choose a complex
X• → A = · · · fn+1−−−→ Xn fn−→ Xn−1 fn−1−−−→ · · · f1−→ X0 f0−→ A
where Xi ∈ X and the induced maps Xi → Ker fi−1 and f0 are right X -
approximations. Applying Ei gives an exact sequence
0→ E1(X•) φX•−−→ E2(X•) ψX•−−→ E3(X•)→ 0
of complexes. Taking homology and varying A gives the required long exact
sequence. Part (ii) is proved dually. 
Definition 2.20.
(i) X is generating if for all A ∈ A there exists an object X ∈ X and
an epimorphism X → A;
(ii) X is cogenerating if for all A ∈ A there exists an object X ∈ X
and a monomorphism A→ X.
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If X is generating, then any right X -approximation X → A is an epi-
morphism. Dually, if Y is cogenerating, then any left Y-approximation is a
monomorphism. If A has enough projectives, then X is generating if and
only if it contains all the projective objects in A. Dually, if A has enough
injectives, then X is cogenerating if and only if it contains all the injective
objects in A.
Lemma 2.21.
(i) If X is contravariantly finite and generating, and the functor
E : A → B is right exact, then LX0 E ∼= E;
(ii) If X is covariantly finite and cogenerating, and the functor E : A →
B is left exact, then R0XE ∼= E.
Proof. Assume X is contravariantly finite. Let A ∈ A and X1 f1−→
X0
f0−→ A be a complex with X0, X1 ∈ X and X1 → Ker f0 and f0 right
X -approximations. By definition we have that LX0 E(A) = CokerE(f1).
Since E(f0) ◦ E(f1) = 0, we get an induced morphism LX0 E(A)
φA−−→ E(A).
Varying A ∈ A, we get an induced natural transformation LX0 E
φ−→ E. If
X is generating, then the sequence X1 f1−→ X0 f0−→ A → 0 is right exact. If
furthermore E is right exact, then LX0 E(A) ∼= CokerE(f1) ∼= E(A). Hence,
the natural transformation LX0 E
φ−→ E is an isomorphism. Part (ii) is proved
dually. 
2.5. Transformation of adjoints
Let L : B → A and R : A → B be functors. We write L a R if L is
left adjoint to R. Alternatively, we say that (L,R, φ, α, β) : B → A is an
adjunction. In this case φ denotes the isomorphism
φ : A(L(B), A)→ A(B,R(A))
which is natural in A and B, and
αB := φ(1L(B)) : B → RL(B) βA := φ−1(1R(A)) : LR(A)→ A
are the unit and counit of the adjunction. They satisfy the triangular iden-
tities
R(βA) ◦ αR(A) = 1R(A) βL(B) ◦ L(αB) = 1L(B).
By naturality we also have that
φ(f) = R(f) ◦ αB φ−1(g) = βA ◦ L(g)
for any morphisms f : L(B)→ A and g : B → R(A).
Assume (L1, R1, φ1, α1, β1) : B → A and (L2, R2, φ2, α2, β2) : B → A are
adjunctions. Following [59], we say that two natural transformations
σ : L1 → L2 and τ : R2 → R1 are conjugate (for the given adjunctions) if
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the square
A(L2(B), A) B(B,R2(A))
A(L1(B), A) B(B,R1(A))
φ2
φ1
− ◦ σB τA ◦ −
(2.22)
commutes for all pairs A ∈ A and B ∈ B.
Proposition 2.23. Let (Li, Ri, φi, αi, βi) : B → A be adjunctions for
1 ≤ i ≤ 3. The following hold:
(i) If σ : L1 → L2 is a natural transformation, then there exists a
unique natural transformation τ : R2 → R1 which is conjugate to
σ;
(ii) If τ : R2 → R1 is a natural transformation, then there exists a
unique natural transformation σ : L1 → L2 which is conjugate to
τ ;
(iii) If σ1 : L1 → L2 is conjugate to τ1 : R2 → R1 and σ2 : L2 → L3 is
conjugate to τ2 : R3 → R2, then σ2 ◦ σ1 : L1 → L3 is conjugate to
τ1 ◦ τ2 : R3 → R1.
Proof. This follows from [59, Theorem IV.7.2] 
Explicitly, if σ : L1 → L2 is a natural transformation, then by putting
B = R2(A) in 2.22 we see that the conjugate τ : R2 → R1 is given by
τA = φ1(φ
−1
2 (1R2(A)) ◦ σR2(A)). Simplifying this gives
τA = R1((β2)A) ◦R1(σR2(A)) ◦ (α1)R2(A) : R2(A)→ R1(A). (2.24)
Conversely, if τ : R2 → R1 is a natural transformation, then the conjugate
σ : L1 → L2 is given by
σB = (β1)L2(B) ◦ L1(τL2(B)) ◦ L1((α2)B) : L1(B)→ L2(B). (2.25)
Proposition 2.26. Let (L1, R1, φ1, α1, β1) : B → A and
(L2, R2, φ2, α2, β2) : B → A be adjunctions, and let σ : L1 → L2 and τ : R2 →
R1 be conjugate natural transformations. Then the functor Ker τ : A → B
is right adjoint to the functor Cokerσ : B → A.
Proof. Let A ∈ A and B ∈ B be arbitrary. We have exact sequences
L1(B)
σB−−→ L2(B)→ CokerσB → 0
0→ Ker τA → R2(A) τA−→ R1(A).
Applying A(−, A) to the first sequence and B(B,−) to the second sequence
gives a diagram
0 A(CokerσB, A) A(L2(B), A) A(L1(B), A)
0 B(B,Ker τA) B(B,R2(A)) B(B,R1(A))
− ◦ σB
τA ◦ −
∼= φ2 φ1
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with exact rows. Since τ and σ are conjugate, the right square commutes.
Therefore, we get an induced natural isomorphism
A(CokerσB, A) ∼= B(B,Ker τA)
and the result follows. 
2.6. Monads and comonads
We define comonads and monads, and state some basic results which we
need later. See also [7], [15], and Chapter 6 in [59].
Definition 2.27.
(i) A monad on A is a tuple T = (T, η, µ), where T : A → A is a func-
tor and η : 1A → T and µ : T ◦T → T are natural transformations
such that the diagrams
TTT TT
TT T
T (µ)
µ
µT µ
T
T TT T
T (η) ηT
µ
1T 1T
commute.
(ii) A comonad on A is a tuple S = (S, ,∆), where S : A → A is a
functor and  : S → 1A and ∆: S → S ◦S are natural transforma-
tions such that the diagrams
S SS
SS SSS
∆
S(∆)
∆ ∆S
S
S SS S
S() S
∆
1S 1S
commute.
Note that a comonad T = (T, η, µ) on A is the same as a monad on Aop.
Remark 2.28. The category of endofunctors on A is a monoidal cate-
gory. The product is given by composition, and the unit object is the identity
functor. A monad is just a monoid and a comonad is just a comonoid in
this monoidal category.
Definition 2.29.
(i) A morphism of monads
δ : (T1, η1, µ1)→ (T2, η2, µ2)
is given by a natural transformation δ : T1 → T2 satisfying
µ2 ◦ δ2 = δ ◦ µ1 and η2 = δ ◦ η1
where δ2 = T2(δ) ◦ δT1 = δT2 ◦ T1(δ).
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(ii) A morphism of comonads
ζ : (S1, 1,∆1)→ (S2, 2,∆2)
is given by a natural transformation ζ : S1 → S2 satisfying
∆2 ◦ ζ = ζ2 ◦∆1 and 1 = 2 ◦ ζ
where ζ2 = S2(ζ) ◦ ζS1 = ζS2 ◦ S1(ζ).
Monads and comonads arise naturally from adjunctions, as the following
lemma shows.
Lemma 2.30. Let (L,R, φ, α, β) : B → A be an adjunction.
(i) The tuple (R ◦ L,α,R(βL)) is a monad on B;
(ii) The tuple (L ◦R, β, L(αR)) is a comonad on A.
Proof. This is a straightforward verification. 
Let (L,R, φ, α, β) : A → A be an adjunction. It follows that there exists
an adjunction (Ln, Rn, φn, αn, βn) : A → A. Here Ln and Rn denote the
composite of L and R n times. The bijection, the unit, and the counit are
given by
φn : A(Ln,−) φ−→ A(Ln−1, R) φ
n−1
−−−→ A(−, Rn),
αn := Rn−1(αLn−1) ◦ αn−1,
βn := β ◦ L(βn−1R ).
Hence, if S = (S, ,∆) is a comonad and T is an adjoint of S, then by
Proposition 2.23 there exist unique natural transformations TT → T and
1A → T which are conjugate to ∆: S → SS and  : S → 1A. Now assume
that S = (S, ,∆) is a comonad on A and T = (T, η, µ) is a monad on A.
We say that (T,S, φ, α, β) : A → A is an adjunction if (T, S, φ, α, β) : A →
A is an adjunction such that µ : TT → T is conjugate to ∆: S → SS
and η : 1A → T is conjugate to  : S → 1A. We define the adjunction
(S,T, φ, α, β) : A → A similarly.
Proposition 2.31. Let (T1, S1, φ1, α1, β1) : A → A and
(S2, T2, φ2, α2, β2) : A → A be adjunctions. The following hold:
(i) If S1 = (S1, 1,∆1) is a comonad, then there exists a unique monad
T1 = (T1, η1, µ1) such that (T1,S1, φ1, α1, β1) : A → A is an ad-
junction;
(ii) If T1 = (T1, η1, µ1) is a monad, then there exists a unique comonad
S1 = (S1, 1,∆1) such that (T1,S1, φ1, α1, β1) : A → A is an ad-
junction;
(iii) If S2 = (S2, 2,∆2) is a comonad, then there exists a unique monad
T2 = (T2, η2, µ2) such that (S2,T2, φ2, α2, β2) : A → A is an ad-
junction;
(iv) If T2 = (T2, η2, µ2) is a monad, then there exists a unique comonad
S2 = (S2, 2,∆2) such that (S2,T2, φ2, α2, β2) : A → A is an ad-
junction.
Proof. Parts (i) and (ii) follow from [25, Proposition 3.1], and parts
(iii) and (iv) are proved similarly. 
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From (2.25) we get that
µ1 = (β1)T1 ◦ T1((β1)S1T1) ◦ T1T1((∆1)T1) ◦ T1T1(α1) (2.32)
and
η1 = (1)T ◦ α1. (2.33)
Lemma 2.34. Let (S, ,∆) be a comonad on A, let T = (T, η, µ) be a
monad on A, and assume we have an adjunction (T,S, φ, α, β) : A → A.
The following hold:
(i) T : ST → T is a split epimorphism;
(ii) ηS : S → TS is a split monomorphism.
Proof. Consider the composition
T
T (α)−−−→ TST T (∆T )−−−−→ TSST βST−−→ ST T−→ T.
By naturality, we have that T ◦ βST = βT ◦ TS(T ). Also, we have that
TS(T ) ◦ T (∆T ) = 1 from the definition of a comonad. Hence
T ◦ βST ◦ T (∆T ) ◦ T (α) = βT ◦ T (α) = 1
where the last equality follows from the triangle identity of the adjunction.
This shows that T is a split epimorphism. Statement (ii) is proved dually.

2.7. The Kleisli category
We know from Lemma 2.30 that a pair of adjoint functors gives rise to
a monad and a comonad. Conversely, given a monad (or comonad), there
exists two canonical adjunctions which gives rise to it. In this section we
recall one of them, called the Kleisli category, which was first constructed
in [55]. See also Section V.5 in [59].
Definition 2.35. Let T = (T, η, µ) and S = (S, ,∆) be a monad and
comonad on A.
(i) The Kleisli category of T, denoted KlT, is the category consisting
of the same objects as A, and with morphisms KlT(A1, A2) =
A(A1, T (A2)). The composition map
KlT(A2, A3)×KlT(A1, A2)→ KlT(A1, A3)
sends (f, g) to the composite
A1
g−→ T (A2) T (f)−−−→ TT (A3)
µA3−−→ T (A3).
The unit morphism in KlT(A,A) is ηA : A→ T (A);
(ii) The coKleisli category of S, denoted Kl S, is the category consisting
of the same objects as A, and with morphisms KlS(A1, A2) =
A(S(A1), A2). The composition map
KlS(A2, A3)×KlS(A1, A2)→ KlS(A1, A3)
sends (f, g) to the composite
S(A1)
∆A1−−−→ SS(A1) S(g)−−−→ S(A2) f−→ A3.
The unit morphism in Kl S(A,A) is A : S(A)→ A.
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The Kleisli category comes equipped with functors
FT : A → KlT and GT : KlT→ A
given by
FT(A) = A and FT(A
f−→ B) = A f−→ B ηB−−→ T (B)
GT(A) = T (A) and GT(A
f−→ T (B)) = T (A) T (f)−−−→ TT (B) µB−−→ T (B).
Dually, the coKleisli category comes equipped with functors
F S : A → KlS and GS : KlS→ A
given by
F S(A) = A and F S(A
f−→ B) = S(A) A−→ A f−→ B
GS(A) = S(A) and GS(S(A)
f−→ B) = S(A) ∆A−−→ SS(A) S(f)−−−→ S(B).
Proposition 2.36 ([55]). Let T = (T, η, µ) and S = (S, ,∆) be a monad
and comonad on A.
(i) We have an adjunction FT a GT which gives rise to the monad T
on A;
(ii) We have an adjunction GS a F S which gives rise to the comonad
S on A.
Proposition 2.37 (Theorem 3 in [54]). Let T = (T, η, µ) and S =
(S, ,∆) be a monad and comonad on A. If S is left adjoint to T, then the
Kleisli categories Kl S and KlT are isomorphic.
For a functor L : B → A, let imL be the full image of L. It has the same
objects as B, and a morphism in imL between object X and Y is given by
a morphism L(X)→ L(Y ) in A.
Lemma 2.38. Let (L,R, φ, α, β) : B → A be an adjunction. The following
holds:
(i) There is an equivalence
imL ∼= Kl(R ◦ L,α,R(βL))
acting as identity on objects, and sending a morphism f : L(X)→
L(Y ) to φ(f) : X → RL(Y );
(ii) There is an equivalence
imR ∼= Kl(L ◦R, β, L(αR))
acting as identity on objects, and sending a morphism f : R(X)→
R(Y ) to φ−1(f) : LR(X)→ Y .
Proof. This follows from [16, Proposition 4.2.1]. 
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2.8. Monadic and comonadic homology
Fix abelian categories A and B. In this section we introduce the notion
of monadic and comonadic homology of a functor as defined in [7], see
also Chapter 8 in [72]. Since we restrict ourselves to working with abelian
categories, it is the same as the left and right derived functor with respect
to a particular contravariantly or covariantly finite subcategory.
Definition 2.39. Let T = (T, η, µ) and S = (S, ,∆) be a monad and
comonad on A.
(i) An object A ∈ A is T-injective if it is a direct summand of an
object of the form T (A′) for A′ ∈ A;
(ii) An object A ∈ A is S-projective if it is a direct summand of an
object of the form S(A′) for A′ ∈ A.
It follows that an object A is T-injective if and only if ηA : A→ T (A) is a
split monomorphism. Dually, A is S-projective if and only if A : S(A)→ A
is a split epimorphism. We let injT (A) denote the subcategory of T-injective
objects and projS (A) the subcategory of S-projective objects in A.
Example 2.40. Let (L,R, φ, α, β) : B → A be an adjunction with in-
duced comonad S = (L ◦ R, β, L(αR)) on A. It follows from the triangle
identity of the adjunction that the composition
L
L(α)−−−→ L ◦R ◦ L βL−→ L
is the identity. Hence, any object L(B) for B ∈ B is S-projective, and the
S-projective objects are precisely the direct summands of objects of the form
L(B).
The following lemma shows that the T-injective objects form a covari-
antly finite subcategory and the P-projective objects form a contravariantly
finite subcategory.
Lemma 2.41. Let T = (T, η, µ) and S = (S, ,∆) be a monad and
comonad on A.
(i) The morphism A
ηA−→ T (A) is a left injT (A)-approximations. In
particular, injT (A) is covariantly finite;
(ii) The morphism S(A)
A−→ A is a right projS (A)-approximations.
In particular, projS (A) is contravariantly finite.
Proof. Any morphism A
f−→ T (A′) with A′ ∈ A factors through ηA
since
µA′ ◦ T (f) ◦ ηA = µA′ ◦ ηT (A′) ◦ f = f.
This shows part (i) since any T-injective object is a summand of an object
of the form T (A′). Part (ii) is proved dually. 
Remark 2.42. Lemma 2.41 gives another perspective on monads and
comonads. A monad can be considered as a covariantly finite subcategory
(the T-injectives) together with a functorial choice of left approximations.
Dually, a comonad can be considered as a contravariantly finite subcate-
gory together (the S-projectives) together with a functorial choice of right
approximations.
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Definition 2.43. Let T = (T, η, µ) and S = (S, ,∆) be a monad and
comonad on A, let n ≥ 0 be an integer, and let E : A → B be an additive
functor.
(i) The nth monad cohomology of A ∈ A with coefficients in E is
defined to be
Hn(A;E)T := R
n
injT (A)E(A)
(ii) The nth comonad homology of A with coefficients in E is defined
to be
Hn(A;E)S := L
projS (A)
n E(A)
We just write Hn(A;E) or Hn(A;E) for the cohomology or homology if
there is no ambiguity.
Given a monad or comonad, there exists a functorial resolution which
can be used to compute monad cohomology or comonad homology. Let
S = (S, ,∆) be a comonad on A. For each n ≥ 1 we have maps
∂i = S
i(Sn−i) : S
n+1 → Sn for 0 ≤ i ≤ n
where Sj = S ◦S ◦ · · · ◦S denotes the composition taken j times. This gives
a complex
N(S∗) = · · · dn+1−−−→ Sn+1 dn−→ Sn dn−1−−−→ · · · d1−→ S
in AA, where
dn =
n∑
i=0
(−1)i∂i : Sn+1 → Sn.
1 We can augment this with  : S → 1A to get a complex
(N(S∗) −→ 1A) = (· · · dn+1−−−→ Sn+1 dn−→ Sn dn−1−−−→ · · · d1−→ S −→ 1A).
Evaluating at an object A ∈ A gives a complex
N(S∗A) = · · · (dn+1)A−−−−−→ Sn+1(A) (dn)A−−−→ Sn(A) (dn−1)A−−−−−→ · · · (d1)A−−−→ S(A)
in A, with augmentation
(N(S∗A) A−→ A)
= (· · · (dn+1)A−−−−−→ Sn+1(A) (dn)A−−−→ Sn(A) (dn−1)A−−−−−→ · · · (d1)A−−−→ S(A) A−→ A).
Dually, for a monad T = (T, η, µ) and an object A ∈ A we have a
complex
N(T ∗A) = T (A)
(d1)A−−−→ · · · (d
n−1)A−−−−−→ Tn(A) (d
n)A−−−→ Tn+1(A) (d
n+1)A−−−−−→ · · ·
in A, with augmentation
(A
ηA−→ N(T ∗A))
= A
ηA−→ T (A) (d
1)A−−−→ · · · (d
n−1)A−−−−−→ Tn(A) (d
n)A−−−→ Tn+1(A) (d
n+1)A−−−−−→ · · ·
1The ∂i are boundary maps in a simplicial object S
∗ in AA, and via Dold-Kahn
correspondence we get a complex N(S∗). See [72] section 8.6 for details.
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These complexes are in general not exact. However, we can use them to
calculate homology and cohomology due to the following lemma.
Lemma 2.44. Let T = (T, η, µ) and S = (S, ,∆) be a monad and
comonad on A.
(i) The complex
A(A′, N(S∗A)) A◦−−−−→ A(A′, A)
is acyclic for all A ∈ A and A′ ∈ projS (A);
(ii) The complex
A(N(T ∗A), A′) −◦ηA−−−→ A(A,A′)
is acyclic for all A ∈ A and A′ ∈ injT (A).
Proof. See 4.2 in [7]. 
2.9. Cogenerating monads and generating comonads
By Lemma 2.41 we know that projS (A) is a generating subcategory
precisely when A : S(A) → A is an epimorphism for all A ∈ A. Dually,
injT (A) is a cogenerating subcategory precisely when ηA : A → T (A) is a
monomorphism for all A ∈ A. This motivates the following definition.
Definition 2.45. Let T = (T, η, µ) and S = (S, ,∆) be a monad and
comonad on A.
(i) S is is generating if A : S(A)→ A is an epimorphism for all A ∈ A;
(ii) T is is cogenerating if ηA : A → T (A) is a monomorphism for all
A ∈ A.
Example 2.46. Let (L,R, φ, α, β) : B → A be an adjunction, and let
S := (L◦R, β, L(αR)) be the corresponding comonad on A. It is well known
that the counit β of the adjunction is surjective if and only if the right
adjoint R is a faithful functor [59, Theorem IV.3.1]. Hence, S is generating
if and only if R is faithful.
If S is generating and Q ∈ A is projective, then Q is a split epimorphism
and Q is therefore S-projective. Dually, if T is cogenerating and J ∈ A is
injective, then ηJ is a split monomorphism and J is therefore T-injective.
Also, if S is generating and E : A → B is a right exact functor, then by
Lemma 2.21 we get that
H0(A;E) ∼= E(A).
Dually, if T is cogenerating and E : A → B is a left exact functor, then
H0(A;E) ∼= E(A).
Lemma 2.47. Let T = (T, η, µ) and S = (S, ,∆) be a monad and
comonad on A.
(i) If S is generating, then the complex N(S∗A) A−→ A is acyclic for
all A ∈ A;
(ii) If T is cogenerating, then the complex A
ηA−→ N(T ∗A) is acyclic
for all A ∈ A.
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Proof. By Lemma 2.44 the complex A(A′, N(S∗A)) A◦−−−−→ A(A′, A) is
acyclic for all S-projective objects A′ ∈ A. Since the S-projective objects
are generating in A, the result immediately follows. Part (ii) is proved
dually. 
2.10. Exact monads and comonads
From now on we use the more suggestive notation P = (P, ,∆) and
I = (I, η, µ) for a comonad and monad. We want to find criteria on the
comonad or monad such that any short exact sequence 0 → A1 f−→ A2 g−→
A3 → 0 induces a long exact sequence in homology or cohomology. To this
end, we make the following definition.
Definition 2.48.
(i) A comonad P = (P, ,∆) on A is exact if the functor P : A → A
is exact;
(ii) A monad I = (I, η, µ) on A is exact if the functor I : A → A is
exact.
Lemma 2.49. Let
0→ A1 f−→ A2 g−→ A3 → 0
be an exact sequence in A, and let E : A → B be an additive functor.
(i) If P = (P, ,∆) is a generating and exact comonad on A and E
is right exact such that E ◦ P is exact, then there exists an exact
sequence
Hn+1(A3;E) −→ Hn(A1;E) −→ HN (A2;E) −→ Hn(A3;E)→ · · ·
· · · → H1(A3;E)→ E(A1) E(f)−−−→ E(A2) E(g)−−−→ E(A3)→ 0;
(ii) If I = (I, η, µ) is a cogenerating and exact monad on A and E
is left exact such that E ◦ I is exact, then there exists an exact
sequence
0→ E(A1) E(f)−−−→ E(A2) E(g)−−−→ E(A3)→ H1(A3;E)→ · · ·
Hn(A1;E)→ Hn(A2;E)→ Hn(A3;E)→ Hn+1(A1;E)→ · · · .
Proof. Since P is exact, the maps f and g lifts to an exact sequence
of complexes
0→ N(P ∗A1) N(P
∗f)−−−−−→ N(P ∗A2) N(P
∗g)−−−−−→ N(P ∗A3)→ 0
which in degree n is
0→ Pn+1(A1) P
n+1(f)−−−−−→ Pn+1(A2) P
n+1(g)−−−−−→ Pn+1(A3)→ 0.
Applying E to this gives a sequence
N(E(P ∗A1))
N(E(P ∗f))−−−−−−−→ N(E(P ∗A2)) N(E(P
∗g))−−−−−−−→ N(E(P ∗A3))
of complexes. In degree n ≥ 0 this is
0→ EPn+1(A1) EP
n+1(f)−−−−−−→ EPn+1(A2) EP
n+1(g)−−−−−−→ EPn+1(A3)→ 0
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which is short exact since E ◦ P is exact. Taking the induced long exact
sequence in homology proves part (i). Part (ii) is proved dually. 
The criteria that E ◦ P is exact should be interpreted as saying that E
is exact on the P-projective covers
0→ P (A1) P (f)−−−→ P (A2) P (g)−−−→ P (A3)→ 0
for an exact sequence 0 → A1 f−→ A2 g−→ A3 → 0. It is a necessary property
for the existence of a long exact sequence, since H0(A;E) ∼= E(A) and
Hi(A;E) = 0 when i > 0 and A is P-projective.
Corollary 2.50. Let P = (P, ,∆) be a generating and exact comonad
on A, let I = (I, η, µ) be a cogenerating and exact monad on A, and let
E : A → B be an additive functor.
(i) If E is right exact and E ◦P is exact, then the homology Hn(A;E)
can be computed using any resolution of A by P-projective objects,
that is, Hn(A;E) ∼= Hn(E(A•)) for any resolution A• → A with
Ai being P-projective;
(ii) If E is left exact and E ◦I is exact, then the cohomology Hn(A;E)
can be computed using any resolution of A by I-injective objects,
that is, Hn(A;E) ∼= Hn(E(A•)) for any resolution A → A• with
Ai being I-injective.
Proof. This follows from Lemma 2.49 using dimension shifting. 
Corollary 2.51. Let P = (P, ,∆) be a generating and exact comonad
on A, let I = (I, η, µ) be a cogenerating and exact monad on A, and let
E : A → B be an additive functor.
(i) If E is right exact, E ◦ P is exact, and A has enough projectives,
then
Hn(A;E) ∼= Ln(E)(A)
where Ln(E) is the nth left derived functor of E;
(ii) If E is left exact, E ◦ I is exact, and A has enough injectives, then
Hn(A;E) ∼= Rn(E)(A)
where Rn(E) is the nth right derived functor of E.
Proof. This follows from Corollary 2.50 and the fact that projective
objects are P-projective when P is generating and injective objects are I-
injective when I is cogenerating. 
If A does not have enough projectives or injectives, then Corollary 2.51
indicates that Hn(−;E) and Hn(−;E) can be thought of as replacements
of the nth left and right derived functors of E under the other assumptions.
Example 2.52. Let Λ0 and Λ1 be rings, and assume there is a morphism
of rings Λ0
f−→ Λ1 which makes Λ1 into a flat right Λ0-module. The restriction
functor
f∗ : Λ1- Mod→ Λ0- Mod f∗(M) = Λ0M
has a left adjoint
f! = Λ1 ⊗Λ0 − : Λ0- Mod→ Λ1- Mod
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and the composition
P := f! ◦ f∗ : Λ1- Mod→ Λ1- Mod
gives rise to a comonad P = (P, ,∆), see Lemma 2.30. It is obviously
generating and exact. A module N ∈ Mod -Λ1 induces a functor
N ⊗Λ1 − : Λ1- Mod→ ModZ
and taking homology with respect to P gives
Hn(M ;N ⊗Λ1 −) = TorΛ1/Λ0n (N,M)
where Tor
Λ1/Λ0
n (N,M) is the nth relative Tor group, see 8.7.5 in [72]. The
composition (N ⊗Λ1 −) ◦ P is exact if and only if N is flat over Λ0, and in
this case we get
Hn(M ;N ⊗Λ1 −) = TorΛ1n (N,M)
by Corollary 2.51.
2.11. Hom and tensor functor
Let k be a commutative ring, let C be a small k-linear category, and let
B be a k-linear abelian category. In this subsection we recall some basic
facts on the tensor product M ⊗C F where F ∈ BC and M ∈ mod -C is a
finitely presented right C-module. If B is cocomplete, then the results follow
from the theory developed in Section 6 in [64], and the tensor product can
be defined for any M ∈ Mod C. Also, all the statements follow from the
theory of enriched categories. For an introduction to this theory see [53].
Definition 2.53. Let D and E be k-linear categories. The tensor prod-
uct D⊗E is the k-linear category with objects being pairs (D,E) with D ∈ D
and E ∈ E . The set morphisms between (D,E) and (D′, E′) is
D(D,D′)⊗k E(E,E′).
Composition is given by
(f1 ⊗ g1) ◦ (f2 ⊗ g2) = (f1 ◦ f2)⊗ (g1 ◦ g2)
and the identity at (D,E) is 1D⊗E = 1D ⊗ 1E .
Proposition 2.54. Let D and E be additive categories with cokernels.
The following holds:
(i) There exists a unique functor up to isomorphism
⊗C : (mod -C)⊗DC → D
such that −⊗C F : mod -C → D is right exact for all F ∈ DC, and
such that (−⊗C F ) ◦ hC = F ;
(ii) If R : D → E is a right exact functor , then
R ◦ (−⊗C F ) ∼= −⊗C (R ◦ F )
for all F ∈ DC.
Proof. Statement (i) follows from Lemma 2.1. Statement (ii) follows
from Lemma 2.1 and the fact that R ◦ (−⊗C F ) : mod C → E and −⊗C (R ◦
F ) : mod C → E are both right exact and extend the functor R ◦ F : C →
E . 
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Let C = k, the category with one object and with endomorphism ring k.
In this case we get a functor
⊗k : mod -k ⊗D → D
which satisfies k ⊗k D = D for D ∈ D. Also, if V ∈ mod -k is projective,
then V ⊗k − : D → D preserves all limits which exist in D.
We have the following dual result of Proposition 2.54.
Proposition 2.55. Let D and E be additive categories with kernels. The
following holds:
(i) There exists a unique functor
HomC(−.−) : (mod -Cop)op ⊗DC → D
such that HomC(−, F ) : (mod -Cop)op → D is left exact for all F ∈
DC, and such that HomC(−, F ) ◦ hC = F ;
(ii) If R : D → E is a left exact functor, then
R ◦HomC(−, F ) ∼= HomC(−, R ◦ F )
for all F ∈ DC.
Proof. This follows from Proposition 2.54 applied to Dop, Eop, and
Cop. 
In the case C = k we get a functor
Homk(−,−) : (mod -k)op ⊗D → D
satisfying Homk(k,D) = D for D ∈ D. If V ∈ mod -k is projective, then
Homk(V,−) : D → D preserves all colimits which exist in D.
Now let C1 and C2 be small categories. Assume M ∈ Mod -(C1 ⊗ Cop2 )
satisfies M(c1,−) ∈ mod -Cop2 and M(−, c2) ∈ mod -C1 for all c1 ∈ C1 and
c2 ∈ C2. For N1 ∈ mod -Cop1 and N2 ∈ mod -C2 the functors
M ⊗C1 N1 : c2 7→M(−, c2)⊗C1 N1
N2 ⊗C2 M : c1 7→ N2 ⊗C2 M(c1,−)
are then in mod -Cop2 and mod -C1, respectively.
Lemma 2.56. Let D be an additive category with cokernels, and let N ∈
mod -C2, M ∈ Mod -(C1⊗Cop2 ), and F ∈ DC1. Assume M(c1,−) ∈ mod -Cop2
and M(−, c2) ∈ mod -C1 for all c1 ∈ C1 and c2 ∈ C2. Then we have a natural
isomorphism
N ⊗C2 (M ⊗C1 F ) ∼= (N ⊗C2 M)⊗C1 F
in D.
Proof. Fix M and F as in the lemma. The functors
N 7→ N ⊗C2 (M ⊗C1 F ) and N 7→ (N ⊗C2 M)⊗C1 F
are both right exact and send C2(−, c2) to M(−, c2)⊗C1F . Hence, by Lemma
2.1 the functors are isomorphic, and the claim follows. 
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Let M ∈ Mod -(C1 ⊗ Cop2 ), F ∈ BC1 and G ∈ BC2 . Assume M(c1,−) ∈
mod -Cop2 and M(−, c2) ∈ mod -C1 for all c1 ∈ C1 and c2 ∈ C2. Then there
exist functors M ⊗C1 F and HomC2(M,G) in BC2 and BC1 given by
M ⊗C1 F : c2 7→M(−, c2)⊗C1 F
HomC2(M,G) : c1 7→ HomC2(M(c1,−), G)
where c1 ∈ C1 and c2 ∈ C2.
In the proof of the following lemma we use the concept of an end, see
IX.5 in [59].
Lemma 2.57. Let M ∈ Mod -(C1 ⊗ Cop2 ), F ∈ BC1, and G ∈ BC2, and
assume M(c1,−) ∈ mod -Cop2 and M(−, c2) ∈ mod -C1 for all c1 ∈ C1 and
c2 ∈ C2. Then there is a natural isomorphism
BC2(M ⊗C1 F,G) ∼= BC1(F,HomC2(M,G)).
Proof. For fixed B ∈ B and F ∈ BC1 the functors
B(−⊗C1 F,B) : mod -C1 → (Mod -k)op
and
Mod -C1(−,B(F,B)) : mod -C1 → (Mod -k)op
both preserve cokernels and send C1(−, c) to B(F (c), B). Hence, by Lemma
2.1 they are isomorphic. In particular, for M ∈ Mod -(C1⊗Cop2 ) and G ∈ BC2
we get an isomorphism
B(M ⊗C1 F,G) ∼= Mod -C1(M,B(F,G)) = (Mod k)C
op
1 (M,B(F,G))
as objects in Mod -(C2⊗Cop2 ). The end of the functor on the left is BC2(M⊗C1
F,G), and the end of the functor on the right is (Mod -k)C2⊗C
op
1 (M,B(F,G)).
It follows that
BC2(M ⊗C1 F,G) ∼= (Mod -k)C2⊗C
op
1 (M,B(F,G)).
Dually, we also have an isomorphism
B(F,HomC2(M,G)) ∼= mod -Cop2 (M,B(F,G)) = (Mod -k)C2(M,B(F,G))
as objects in Mod -(C1 ⊗ Cop1 ). Taking ends gives
BC1(F,HomC2(M,G)) ∼= (Mod -k)C2⊗C
op
1 (M,B(F,G)).
The claim follows by composing these isomorphisms. 
Since right and left adjoints preserve limits and colimits respectively, we
get the following result.
Lemma 2.58. Let M ∈ Mod -(C1 ⊗ Cop2 ), and assume that M(c1,−) ∈
mod -Cop2 and M(−, c2) ∈ mod -C1 for all c1 ∈ C1 and c2 ∈ C2. The following
holds:
(i) The functor M⊗C1− : BC1 → BC2 preserves all colimits which exist
in BC1;
(ii) The functor HomC2(M,−) : BC2 → BC1 preserves all limits which
exist in BC2.
CHAPTER 3
Gorenstein homological algebra
In this chapter we recall some basic results in Gorenstein homological al-
gebra. We define Gorenstein projective and injective objects and Gorenstein
projective and injective dimension. In Section 3.4 we investigate Iwanaga-
Gorenstein rings, which are left and right noetherian rings with finite self-
injective dimension. These rings satisfy several nice properties from the
viewpoint of Gorenstein homological algebra. In Section 3.5 we investigate
Ding-Chen rings, which is a generalization of Iwanaga-Gorenstein rings. All
results in this chapter are contained in the literature.
3.1. Gorenstein projective and injective objects
Fix an abelian category A.
Definition 3.1.
(i) An acyclic complex of projective objects in A
Q• = · · · f
−1
−−→ Q0 f
0
−→ Q1 f
1
−→ · · ·
is called totally acyclic if the complex
A(Q•, Q) = · · · −◦f
1
−−−→ A(Q1, Q) −◦f
0
−−−→ A(Q0, Q) −◦f
−1
−−−−→ · · ·
is acyclic for all projective objects Q ∈ A.
(ii) An object A ∈ A is called Gorenstein projective if there exists
a totally acyclic complex Q• with A = Z0(Q•) = Ker f0. We
denote the full subcategory of Gorenstein projective objects in A
by GP(A).
Definition 3.2.
(i) An acyclic complex of injective objects in A
J• = · · · f
−1
−−→ J0 f
0
−→ J1 f
1
−→ · · ·
is called cototally acyclic1 if the complex
A(J, J•) = · · · f
−1◦−−−−−→ A(J, J−1) f
0◦−−−−→ A(J, J0) f
−1◦−−−−−→ · · ·
is acyclic for all injective objects J ∈ A.
(ii) An object A ∈ A is called Gorenstein injective if there exists a
cototally acyclic complex J• with A = Z0(J•) = Ker f0. We
denote the full subcategory of Gorenstein injective objects in A
by GI(A).
1This terminology is taken from [20]
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Note that Gorenstein injective objects are dual to Gorenstein projective
objects. In other words, an object A ∈ A is Gorenstein projective if and only
if A is Gorenstein injective as an object in Aop. Therefore, any result for
GP(A) has its dual version for GI(A), obtained by considering the opposite
category. We often state the results only for Gorenstein projective objects,
and leave it to the reader to deduce the dual version.
For a subcategory X ⊂ A, we denote
X⊥ := {A ∈ A|ExtiA(X,A) = 0 for all X ∈ X and i > 0}
and
⊥X := {A ∈ A|ExtiA(A,X) = 0 for all X ∈ X and i > 0}
When A has enough projectives, the subcategory GP(A) satisfy some
nice properties. Though the results are well known, we provide proof of
them for the convenience of the reader.
Lemma 3.3. Assume A has enough projectives. Then an object A ∈ A
is Gorenstein projective if and only if there exists an exact sequence
0→ A→ Q0 f
0
−→ Q1 f
1
−→ Q2 f
2
−→ · · ·
with Qi ∈ Proj(A) and Ker f i ∈ ⊥ Proj(A) for all i ≥ 0.
Proof. This is a straightforward verification. 
The following lemma is due to [4, Proposition 5.1], see also [8, Proposi-
tion 2.13].
Lemma 3.4. Assume A has enough projectives. Then the subcategory
GP(A) is closed under extensions.
Proof. Assume we have a short exact sequence
0→ A0 f−→ A1 g−→ A2 → 0
with A0, A2 ∈ GP(A). Since A0 ∈ ⊥ Proj(A) and A2 ∈ ⊥ Proj(A), it
follows that A1 ∈ ⊥ Proj(A). Also, by definition there exists exact sequences
0→ A0 i−→ Q→ A′0 → 0 and 0→ A2
j−→ R→ A′2 → 0 where Q,R ∈ Proj(A)
and A0, A
′
2 ∈ GP(A). Since Ext1(A0, Q) = 0, there exists a map i′ : A1 → Q
such that i′ ◦ f = i. Hence, we have a commutative diagram
0 A0 A1 A2 0
0 Q Q⊕R R 0
f g
(
1
0
) (
0 1
)
i
(
i′
j ◦ g
)
j
with exact rows. Since i and j are monomorphisms, the map
(
i′
j ◦ g
)
: A1 →
Q ⊕ R is a monomorphism. Let A′1 be the cokernel of this map. We then
get an induced exact sequence
0→ A′0 → A′1 → A′2 → 0
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The claim follows now from Lemma 3.3 by repeating the construction with
A0, A1, A2 replaced by A
′
0, A
′
1, A
′
2. 
The following lemma is due to [4, Proposition 5.1], see also Remark 3.4
(3) in [63].
Lemma 3.5. Assume A has enough projectives. Then the subcategory
GP(A) is closed under direct summands.
Proof. Assume A = X⊕Y ∈ GP(A), and let X i−→ A be the inclusion.
We want to show that X ∈ GP(A). Since A ∈ ⊥ Proj(A), it follows that
X ∈ ⊥ Proj(A). Let 0→ A j−→ Q→ A′ → 0 be a short exact sequence with
Q ∈ Proj(A) and A′ ∈ GP(A), and let X ′ be the cokernel of j ◦ i. Then we
have a commutative diagram
0 X A Y 0
0 X Q X ′ 0
i
j ◦ i
1X j
with exact rows. By the snake lemma the map Y → X ′ is a monomorphism
with cokernel A′. By adding the identity map X 1X−−→ X we get an exact
sequence
0→ X ⊕ Y → X ⊕X ′ → A′ → 0
Since GP(A) is closed under extensions by Lemma 3.4, it follows that X ⊕
X ′ ∈ GP(A). Since we also have an exact sequence 0 → X → Q → X ′ →
0, the claim follows from Lemma 3.3 by repeating the argument with X
replaced by X ′ and A replaced by A′ = X ⊕X ′. 
Definition 3.6. Assume A has enough projectives. A full subcategory
F ⊂ A is called an admissible subcategory of GP(A) if it is closed under
extensions, direct summands, and satisfies the following properties:
(i) F contains the projective objects in A;
(ii) Ext1(A,Q) = 0 for all A ∈ F and Q ∈ Proj(A);
(iii) For all A ∈ F there exists an exact sequence 0→ A′ → Q→ A→
0 with A′ ∈ F and Q ∈ Proj(A);
(iv) For all A ∈ F there exists an exact sequence 0→ A→ Q→ A′ →
0 with A′ ∈ F and Q ∈ Proj(A).
Dually, if A has enough injectives, then a full subcategory F ⊂ A is
called an admissible subcategory of GI(A) if Fop ⊂ Aop is an admissible
subcategory of GP(A)op.
The following proposition justifies the name ”admissible subcategory of
GP(A)”.
Proposition 3.7. Assume A has enough projectives. The following
holds:
(i) GP(A) is an admissible subcategory of GP(A);
(ii) If F is an admissible subcategory of GP(A), then F ⊂ GP(A);
(iii) Proj(A) is an admissible subcategory of GP(A).
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Proof. Part (i) follows immediately from Lemma 3.4 and Lemma 3.5.
Part (ii) and part (iii) are obvious. 
Lemma 3.8. Assume A has enough projectives, and let F be an admissi-
ble subcategory of GP(A). Then F is closed under kernels of epimorphisms.
Proof. Let 0 → A1 f−→ A2 g−→ A3 → 0 be an exact sequence in A with
A2 ∈ F and A3 ∈ F . Choose an exact sequence 0→ A i−→ Q p−→ A3 → 0 in A
with Q projective and A ∈ F . Since Q is projective, there exists a morphism
s : Q→ A2 satisfying g ◦ s = p. This gives a commutative diagram
0 A Q A3 0
0 A1 A2 A3 0
i p
f g
s 1X3
with exact rows. The morphism A→ A1 is induced from the commutativity
of the right square. Since the left square is a pushforward and a pullback
square, we get an exact sequence
0→ A→ A1 ⊕Q→ A2 → 0.
Since F is closed under extensions and direct summands, it follows that
A1 ∈ F . 
The proof of the following lemma is taken from [41, Corollary 2.11].
Lemma 3.9. Assume A has enough projectives, and let F be an admis-
sible subcategory of GP(A). Furthermore, let
0→ A1 f−→ A2 g−→ A3 → 0
be an exact sequence with A1, A2 ∈ F and Ext1A(A3, Q) = 0 for all Q ∈
Proj(A). Then A3 ∈ F .
Proof. Choose a short exact sequence 0 → A1 → Q → A′1 → 0 with
Q ∈ Proj(A) and A′1 ∈ F . Taking the pushout of A1 → A2 along A1 → Q
gives a commutative diagram
0 A1 A2 A3 0
0 Q E A3 0
1A3
with exact rows. By the snake lemma, the map A2 → E is a monomorphism
with cokernel A′1. Since F is closed under extensions, it follows that E ∈ F .
Furthermore, since Ext1A(A3, Q) = 0, the short exact sequence 0 → Q →
E → A3 → 0 is split, and hence A3 is a summand of E. Since F is closed
under direct summands, we get that A3 ∈ F , and the claim follows. 
The following lemma is useful later.
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Lemma 3.10. Let A1
f−→ A2 be a morphism with A1 ∈ GP(A). Assume
A(A2, Q) −◦f−−→ A(A1, Q)→ 0
is an epimorphism for all Q ∈ Proj(A). Then f is a monomorphism.
Proof. Let A1
i−→ Q be a monomorphism into a projective object Q.
By assumption, there exists a morphism h : A2 → Q such that i = h ◦ f .
This implies that f is a monomorphism, and we are done. 
3.2. Frobenius categories
Here we mainly follow Bu¨hler [18]. Recall that for an additive category
E , a sequence 0→ E1 f−→ E2 g−→ E3 → 0 is called short exact if f is the kernel
of g and g is the cokernel of f .
Definition 3.11. Let E be an additive category. An exact structure on
E is given by a collection S of short exact sequences in E , satisfying the
axioms below. If 0 → E1 f−→ E2 g−→ E3 → 0 is in S, we say that f is an
admissible monomorphism and g is an admissible epimorphism.
(E0) For all E ∈ E the morphism 1E : E → E is an admissible monomor-
phism;
(E0)op For all E ∈ E the morphism 1E : E → E is an admissible epimor-
phism;
(E1) If f1 : E1 → E2 and f2 : E2 → E3 are admissible monomorphisms,
then f2 ◦ f1 is an admissible monomorphism;
(E1)op If g1 : E1 → E2 and g2 : E2 → E3 are admissible epimorphisms,
then g2 ◦ g1 is an admissible epimorphism;
(E2) If f : E2 → E1 is an admissible monomorphism and h : E3 → E1
is a morphism, then then pullback
E4 E3
E2 E1
f ′
f
h′ h
exists, and f ′ is an admissible monomorphism;
(E2)op If g : E1 → E2 is an admissible epimorphism and h : E1 → E3 is a
morphism, then then pushout
E1 E2
E3 E4
g
g′
h h′
exists, and g′ is an admissible epimorphism.
An exact category is given by a pair (E ,S) where E is an additive category
and S is an exact structure on E .
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Note that an abelian category A has an exact structure consisting of all
the short exact sequences in A. Also, any additive category E has an exact
structure consisting of the split exact sequences in E . We get more examples
of exact structures from the following result.
Lemma 3.12. Let E be a full subcategory of an abelian category A. As-
sume E is closed under extensions. Then E inherits an exact structure S,
where a sequence 0 → E1 → E2 → E3 → 0 is in S if it is a short exact
sequence in A.
Proof. This is a straightforward verification. 
Definition 3.13. Let (E ,S) be an exact category.
(i) An object Q ∈ E is called projective if for all admissible epimor-
phisms g : E1 → E2 and all morphisms Q h−→ E2, there exists a
morphism k : Q→ E1 such that g ◦ k = h;
(ii) An object J ∈ E is called injective if for all admissible monomor-
phisms f : E1 → E2 and all morphisms h : E1 → J , there exists a
morphism k : E2 → J such that k ◦ f = h;
(iii) (E ,S) has enough projectives if for all objects E ∈ E there exists a
projective object Q ∈ E and an admissible epimorphism Q→ E;
(iv) (E ,S) has enough injectives if for all objects E ∈ E there exists an
injective object J ∈ E and an admissible monomorphism E → J .
These notions depend on the choice of exact structure S. For example,
if E is an abelian category and S consists of all the short exact sequences
in E , then the notion of projective and injective object coincides with the
one we have previously used. However, if S consists of all the split exact
sequences in E , then all objects in E are projective and injective.
Definition 3.14. An exact category (E ,S) is called Frobenius if it sat-
isfies the following:
(i) (E ,S) has enough projectives;
(ii) (E ,S) has enough injectives;
(iii) E ∈ E is projective if and only if it is injective.
Similarly as for abelian categories, one can define the stable category
E/Proj(E) of an exact category (E ,S) with enough projectives, where
Proj(E) denotes the category of projective objects. The objects are the same
as in E , and the morphisms between two objects E1 and E2 are given by
(E/Proj(E))(E1, E2) := E(E1, E2)/Proj(E)(E1, E2)
where Proj(E)(E1, E2) denotes the set of morphisms factoring through a pro-
jective. If (E ,S) is a Frobenius category, then the stable category E/Proj(E)
carries a triangulated structure. This was first shown by Happel in [38].
The admissible subcategories of GP(A) provide a class of examples of
Frobenius exact categories.
Lemma 3.15. Let A be an abelian category with enough projectives, and
let F ⊂ A be an admissible subcategory of GP(A). Then F is a Frobenius
exact subcategory of A where the projective objects in E are the projective
objects in A.
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Proof. By definition, F is extension closed in A, and by Lemma 3.12 it
therefore inherits an exact structure S from A. It is clear by definition that
F is a Frobenius exact category with projective objects being the projective
objects in A. 
3.3. Gorenstein projective and injective dimension
Fix an abelian category A.
Definition 3.16. Let X ⊂ A be a full subcategory.
(i) X is resolving if it is generating and closed under direct summands,
extensions, and kernels of epimorphism;
(ii) X is coresolving if it is cogenerating and closed under direct sum-
mands, extensions, and cokernels of monomorphisms.
Note that a subcategory X ofA is resolving if and only if the subcategory
X op is coresolving in Aop. Here we follow the conventions in [70].
Lemma 3.17. Assume A has enough projectives, and let F be an ad-
missible subcategory of GP(A). Then F is a resolving subcategory of A. In
particular, GP(A) is a resolving subcategory of A.
Proof. SinceA has enough projectives, F is generating inA. The claim
follows now from Lemma 3.8 and the definition of admissible subcategory.

Dually, we have the following result.
Lemma 3.18. Assume A has enough injectives. and let F be an admis-
sible subcategory of GI(A). Then F is a coresolving subcategory of A. In
particular, GI(A) is a coresolving subcategory of A.
The main reason why we are interested in resolving and coresolving
subcategories is due to the following result.
Proposition 3.19. Let X be a full subcategory of A, and let
0→ An → Xn−1 → · · · → X2 → X1 → A0 → 0
be an exact sequence with Xi ∈ X for all i. The following holds:
(i) If X is resolving and
0→ A′n → X ′n−1 → · · · → X ′2 → X ′1 → A0 → 0
is an exact sequence with X ′i ∈ X for all i, then A′n ∈ X if and
only if An ∈ X ;
(ii) If X is coresolving and
0→ An → X ′n−1 → · · · → X ′2 → X ′1 → A′0 → 0
is an exact sequence with X ′i ∈ X for all i, then A′0 ∈ X if and
only if A0 ∈ X .
Proof. This follows from [70, Proposition 2.3]. 
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Let X be a resolving subcategory of A. Following [70], we define the
resolution dimension dimX (A) of any object A ∈ A with respect to X to be
the smallest integers n ≥ 0 such that there exists an exact sequence
0→ Xn → · · ·X1 → X0 → A→ 0
with Xi ∈ X for 0 ≤ i ≤ n. It follows from Proposition 3.19 that this
number does not depend on the choice of the Xi’s. We write dimX (A) =∞
if there doesn’t exist such a number. The global resolution dimension of A
with respect to X is defined to be
dimX (A) := sup{dimX (A)|A ∈ A}
where sup denotes the supremum. If A has enough projectives, then the
Gorenstein projective dimension of an object A ∈ A is
G.pdim(A) := dimGP(A)(A)
and the global Gorenstein projective dimension of A is
gl.Gpdim(A) := dimGP(A)(A).
Dually, if X is a coresolving subcategory, then the coresolution dimension
dimX (A) of A ∈ A with respect to X is the smallest integer n such that there
exists an exact sequence
0→ A→ X0 → · · ·Xn−1 → Xn → 0
with Xi ∈ X for 0 ≤ i ≤ n, and ∞ otherwise. The global coresolution
dimension of A with respect to X is
dimX (A) := sup{dimX (A)|A ∈ A}
If A has enough injectives, then the Gorenstein injective dimension of an
object A and the global Gorenstein injective dimension of A is defined to be
G. idim(A) := dimGI(A)(A) and gl.Gidim(A) := dimGI(A)(A).
The following result holds for the Gorenstein projective and injective
dimension of a module category.
Theorem 3.20. For a ring Λ we have
gl.Gpdim(Λ- Mod) = gl.Gidim(Λ- Mod).
Proof. This follows from [8, Theorem 6.9] part (13), (14), and (α). 
Beligiannis calls a ring Λ left Gorenstein if gl.Gpdim(Λ- Mod) <∞ and
right Gorenstein if gl.Gpdim(Mod -Λ) <∞.
We prove the following result in chapter 4.
Theorem 3.21 (Theorem 4.1). Let C be a small category with weak
kernels and weak cokernels. Then
gl.Gpdim(mod -C) = gl.Gpdim(C- mod)
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3.4. Iwanaga-Gorenstein rings
In this section we recall the definition of an Iwanaga-Gorenstein ring
and some of its properties.
Definition 3.22. A ring Λ is called Iwanaga-Gorenstein if it is a left
and right noetherian ring and has finite injective dimension as a left and
right module over itself.
The following result, due to Zak [73], tells us that the left and right
injective dimensions of an Iwanaga-Gorenstein ring coincide. Here idim ΛΛ
denotes the injective dimension of Λ as a left module and idim ΛΛ as a right
module over itself.
Theorem 3.23 ([73]). Assume Λ is Iwanaga-Gorenstein. Then
idim ΛΛ = idim ΛΛ.
If this number is n we say that Λ is n-Gorenstein.
We get the following description of the modules of finite projective and
injective dimension for an n-Gorenstein algebra.
Proposition 3.24 (Theorem 2 in [46]). If Λ is n-Gorenstein, then the
following are equivalent for a left Λ-module M :
pdimM <∞, pdimM ≤ n, idimM ≤ n, idimM <∞.
Hence, if Λ is Iwanaga-Gorenstein then the modules of finite projective
and the modules of finite injective dimension coincide. In this case we set
W to be the subcategory of Λ- Mod consisting of modules of finite projective
dimension.
Definition 3.25. Let (X ,Y) be a pair of subcategories of an abelian
category A:
(i) (X ,Y) form a cotorsion pair if
X = {A ∈ A|Ext1A(A,Y) = 0} and Y = {A ∈ A|Ext1A(X , A) = 0};
(ii) A cotorsion pair (X ,Y) has enough projectives if for all A ∈ A
there exists an exact sequence 0 → Y → X → A → 0 in A with
X ∈ X and Y ∈ Y;
(iii) A cotorsion pair (X ,Y) has enough injectives if for all A ∈ A there
exists an exact sequence 0→ A→ Y → X → 0 in A with X ∈ X
and Y ∈ Y;
(iv) A cotorsion pair (X ,Y) is complete if it has enough projective and
injectives.
For example, we have cotorsion pairs (Proj(A),A) and (A, Inj(A)). The
pair (Proj(A),A) has enough projectives if A has enough projectives, and
(A, Inj(A)) has enough injectives if A has enough injectives.
Proposition 3.26. If Λ is Iwanaga-Gorenstein, then
(GP(Λ- Mod),W) and (W,GI(Λ- Mod))
form complete cotorsion pairs in Λ- Mod.
Proof. See Section 6 in [42]. 
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If Λ is a left and right noetherian ring, then the singularity category of
Λ is defined to be
Dsg(Λ) := D
b(Λ- mod)/Kb(Proj(Λ- mod))
where Db(Λ- mod) is the bounded derived category of the category Λ- mod,
and Kb(Proj(Λ- mod)) is the bounded homotopy category of Λ- mod con-
sisting of complexes with projective components. The category Dsg(Λ) is
the Verdier quotient of these two triangulated categories, and it is therefore
triangulated.
Theorem 3.27 (Theorem 4.4.1 in [17]). Let Λ be an Iwanaga-Gorenstein
ring. Then there exists an equivalence of triangulated categories
GP(Λ- mod) ∼= Dsg(Λ).
There is a close connection between the Gorenstein dimension of an
algebra and the global Gorenstein dimension of the module category.
Corollary 3.28. Let Λ be a left and right noetherian ring. Then Λ is
Iwanaga-Gorenstein if and only if gl.Gpdim(Λ- Mod) <∞. In this case, Λ
is n-Gorenstein where
gl.Gpdim(Λ- Mod) = gl.Gidim(Λ- Mod) = n.
Proof. Since gl.Gpdim(Λ- Mod) <∞, we get that idim ΛΛ <∞. Also,
by Theorem 3.20 we get that gl.Gidim(Λ- Mod) < ∞. Hence, pdim I < ∞
for all injective left Λ-modules I. It follows from [29, Proposition 9.1.6] that
idim ΛΛ <∞, and hence Λ is Iwanaga-Gorenstein. 
There also exists an analogous statement by replacing Mod -Λ with
mod -Λ
Theorem 3.29 (Theorem 1.4 in [44]). Let Λ be a left and right noether-
ian ring. Then Λ is Iwanaga-Gorenstein if and only if gl.Gpdim(Λ- mod) <
∞. In this case, Λ is n-Gorenstein where
gl.Gpdim(Λ- mod) = gl.Gpdim(mod -Λ) = n.
3.5. Ding-Chen rings
Ding and Chen introduced a generalization of Iwanaga-Gorenstein rings
in [22, 23], where they relax the condition of being noetherian to being
coherent, and where they replace the injective dimension by the FP-injective
dimension
Definition 3.30. Let Λ be a ring and M a Λ-module. The FP-injective
dimension of M is the smallest integer n such that
Extn+1Λ (N,M) = 0
for all finitely presented Λ-modules N . We write this as FPidimM = n.
We say that a module is FP-injective if it has FP-injective dimension 0.
Definition 3.31. A ring Λ is called Ding-Chen if it is a left and right
coherent ring and has finite FP-injective dimension as a left and right module
over itself.
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If Λ is noetherian and M is a Λ-module, then it follows from Bass
Lemma that M has injective dimension less than or equal to n if and only
if Extn+1Λ (N,M) = 0 for all finitely presented Λ-module N . Hence, the
noetherian Ding-Chen rings are precisely the Iwanaga-Gorenstein rings.
The following theorem, due to Ding and Chen, gives a generalization of
Zaks theorem.
Theorem 3.32 (Corollary 3.18 in [22]). Assume Λ is Ding-Chen. Then
FPidim ΛΛ = FPidim ΛΛ.
Following [35], we say that Λ is an n-FC ring if this number is n.
In the following we let fdimM denote the flat dimension of a module M .
Proposition 3.33 (Proposition 3.16 in [22]). If Λ is an n-FC ring, then
the following are equivalent for a left Λ-module M :
fdimM <∞, fdimM ≤ n, FPidimM ≤ n, FPidimM <∞.
It follows that a left module over a Ding-Chen ring has finite flat di-
mension if and only if it has finite FP-injective dimension. We let W de-
note the subcategory consisting of these modules. Similarly as for Iwanaga-
Gorenstein rings, this subcategory form the left and right part of a cotorsion
pair with the Ding projective and Ding injective modules.
Definition 3.34. Let Λ be a ring.
(i) A left Λ-module M is called Ding-projective if there exists an exact
sequence
Q• = · · · → Q−1 → Q0 → Q1 → · · ·
with Qi projective for all i, such that HomΛ(Q•, F ) is exact for all
flat modules F , and with Z0(Q•) = M ;
(ii) A left Λ-module M is called Ding-injective if there exists an exact
sequence
J• = · · · J−1 → J0 → J1 → · · ·
with Ji injective for all i, such that HomΛ(E, J•) is exact for all
FP-injective modules E, and with Z0(J•) = M .
We denote the subcategory of Ding projective and Ding injective mod-
ules by DP and DI. These modules were first introduced in [24, 62].
Proposition 3.35. If Λ is a Ding-Chen ring, then
(DP,W) and (W,DI)
form complete cotorsion pairs in Λ- Mod.
Proof. This follows from Corollary 4.5 and 4.6 in [35], Theorem 3.8 in
[60] and Theorem 3.4 in [61]. 
In fact, it was recently shown that over Ding-Chen rings the Ding pro-
jective and Ding injective modules don’t give you anything new.
Proposition 3.36. If Λ is a Ding-Chen ring, then
DP = GP(Λ- Mod) and DI = GI(Λ- Mod).
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Proof. The equality DI = GI(Λ- Mod) follows from [71, Proposition
7.9], and the equality DP = GP(Λ- Mod) follows from [36, Theorem 1.1
part (1)]. 
We prove the following characterization of Ding-Chen rings.
Theorem 3.37 (Corollary 4.9). Let Λ be a left and right coherent ring.
The following are equivalent:
(i) gl.Gpdim(mod -Λ) <∞;
(ii) gl.Gpdim(Λ- mod) <∞;
(iii) Λ is a Ding-Chen ring.
Furthermore, if this holds then Λ is an n-FC ring where
n = gl.Gpdim(mod -Λ) = gl.Gpdim(Λ- mod)
3.6. Gorenstein homological algebra for finite-dimensional
algebras
In this section we show that several statements in Gorenstein homo-
logical algebra can be reformulated for a finite-dimensional algebra. Fix
a field k, a finite-dimensional k-algebra Λ, and let D := Homk(−, k) be
the k-dual. If M is a finite-dimensional Λ-module, we get an isomorphism
M
∼=−→ D(D(M)) given by sending m ∈M to m˜ where m˜(f) = f(m). Hence,
we have an equivalence
D : mod -Λ→ (Λ- mod)op
with quasi-inverse
D : (Λ- mod)op → mod -Λ.
Lemma 3.38. Let Λ be a finite-dimensional algebra and M ∈ Λ- mod.
Then there exists natural isomorphisms
DHomΛ(M,Λ) ∼= D(Λ)⊗Λ M
DExtiΛ(M,Λ)
∼= TorΛi (D(Λ),M)
for all i > 0.
Proof. This is a straightforward verification. 
Note that a module M ∈ Λ- mod is free if it is of the form Λ ⊗k V for
some finite dimensional vector space V . A module is projective if and only
if it is a summand of a module Λ⊗kV . Together with Lemma 3.38 this gives
the following reformulation of Gorenstein projective modules in Λ- mod.
Lemma 3.39. Let Λ be a finite-dimensional algebra and M ∈ Λ- mod.
Then M is Gorenstein projective if and only if there exists an acyclic complex
Q• = · · · f
−1
−−→ Q0 f
0
−→ Q1 f
1
−→ · · ·
where Qi is a summand of a module of the form Λ ⊗k V i where V i is a
finite-dimensional vector space, such that D(Λ) ⊗Λ Q• is exact, and with
Z0(Q•) = Ker f0 = M .
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Since D is a duality it follows that Λ is Iwanaga-Gorenstein if and only
if
pdim ΛD(Λ) <∞ and pdimD(Λ)Λ <∞.
The result by Zaks [73] can be reformulated as follows:
Theorem 3.40. Let Λ be a finite-dimensional Iwanaga-Gorenstein alge-
bra. Then pdim ΛD(Λ) = pdimD(Λ)Λ.
It was shown in [1, Proposition 3.8] that for an Iwanaga-Gorenstein
algebra we have
GP(Λ- mod) = {M ∈ Λ- mod |ExtiΛ- mod(M,Λ) = 0 for all i ≥ 1}.
If Λ is finite-dimensional we get the following reformulation.
Lemma 3.41. Let Λ be a finite-dimensional Iwanaga-Gorenstein algebra.
Then
GP(Λ- mod) = {M ∈ Λ- mod |TorΛi (D(Λ),M) = 0 for all i ≥ 1}
Proof. This follows from Lemma 3.38. 

CHAPTER 4
Gorenstein dimension for finitely presented
modules
The goal of this chapter is to prove the following theorem.
Theorem 4.1. Let C be a small category with weak kernels and weak
cokernels. Then
gl.Gpdim(mod -C) = gl.Gpdim(C- mod).
As far as we know, this statement is not known when C is the category
of finitely generated projectives Λ-modules for a coherent ring Λ. If Λ is
noetherian, then it follows from [44, Theorem 1.4].
4.1. Proof of the main theorem
Consider the functors
(−)∗ : Mod -C → (C- Mod)op M∗(c) = Nat(M, C(−, c))
and
(−)∗ : (C- Mod)op → Mod -C N∗(c) = Nat(N, C(c,−))
defined in [65], where Nat(F,G) denotes the natural transformations be-
tween functors F and G. Let η : M → N∗ be a natural transformation
in C- Mod. For c ∈ C and m ∈ M(c) we have a natural transforma-
tion ηc(m) : N → C(−, c) in mod -C. This gives a natural transformation
η˜ : N →M∗ given by
(η˜c′(n))c(m) = (ηc(m))c′(n).
The map η 7→ η˜ gives a bijection
Nat(M,N∗) ∼= Nat(N,M∗)
natural in M and N . Hence, the functor (−)∗ : Mod -C → (C- Mod)op is
left adjoint to (−)∗ : (C- Mod)op → Mod -C. We let νM : M → (M∗)∗ and
νN : N → (N∗)∗ denote both the unit and counit of the adjunction. Note
that νM and νN are isomorphisms if M and N are finitely generated pro-
jective C-modules [65, Proposition 4.3].
Now assume C has weak kernels and weak cokernels. Since C(−, c)∗ ∼=
C(c,−) and C(c,−)∗ ∼= C(−, c), it follows that M∗ and N∗ are finitely pre-
sented if M ∈ C- Mod and N ∈ Mod -C are finitely presented. Hence, we get
adjoint functors
(−)∗ : mod -C → (C- mod)op M∗(c) = Nat(M, C(−, c))
and
(−)∗ : (C- mod)op → mod -C N∗(c) = Nat(N, C(c,−)).
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In the following, note that an acyclic complex with projective compo-
nents Q• in C- mod or mod -C is totally acyclic if and only if the complex
Q∗• is acyclic.
Proposition 4.2. Let C be a small category with weak kernels and weak
cokernels. The following holds:
(i) If N ∈ GP(C- mod), then N∗ ∈ GP(mod -C) and νN : N → (N∗)∗
is an isomorphism;
(ii) If M ∈ GP(mod -C), then M∗ ∈ GP(C- mod) and νM : M →
(M∗)∗ is an isomorphism.
In particular, the functor (−)∗ : GP(C- mod)→ GP(mod -C)op is an equiva-
lence with quasi-inverse (−)∗ : GP(mod -C)op → GP(C- mod).
Proof. We only need to prove part (i), since part (ii) is dual. Let
Q• = · · ·Q−1 s−1−−→ Q0 s0−→ Q1 s1−→ · · · be a totally acyclic complex in C- mod.
Applying (−)∗ gives an exact sequence
(Q•)∗ = · · · (s1)
∗
−−−→ (Q1)∗ (s0)
∗
−−−→ (Q0)∗ (s−1)
∗
−−−−→ (Q−1)∗ (s−2)
∗
−−−−→ · · ·
of projective objects, since Exti(K, C(c,−)) = 0 for K ∈ GP(C- mod), i >
0, and c ∈ C. Applying (−)∗ again and using that νQ : Q → (Q∗)∗ is
an isomorphism for Q ∈ Proj(C- mod), we get that (Q∗•)∗ ∼= Q•. Hence,
Q∗• is totally acyclic. Therefore, if Z0(Q•) = N , then Z0(Q∗•) = N∗ ∈
GP(mod -C). This shows the first claim. Now consider the right exact
sequence Q∗1
s∗0−→ Q∗0 → N∗ → 0. Applying (−)∗ to this gives a commutative
diagram
0 N Q0 Q1
0 (N∗)∗ (Q∗0)∗ (Q∗1)∗
s0
(s∗0)∗
νN νQ0 νQ1
with exact rows. Hence, since νQ0 and νQ1 are isomorphisms, it follows that
νA is an isomorphism. This proves the claim. 
Lemma 4.3. Let C be a small category with weak kernels and weak cok-
ernels. The following holds:
(i) Let N ∈ C- mod. Then N ∼= M∗ for some object M ∈ mod -C if
and only if there exists an exact sequence 0 → N → Q0 → Q1 in
C- mod with Q0, Q1 ∈ Proj(C- mod);
(ii) Let M ∈ mod -C. Then M ∼= N∗ for some object N ∈ C- mod if
and only if there exists an exact sequence 0 → M → Q0 → Q1 in
mod -C with Q0, Q1 ∈ Proj(mod -C).
Proof. For any object M ∈ mod -C choose an exact sequence Q1 →
Q0 → N → 0 in mod -C with Q0, Q1 projective. Applying (−)∗ gives an
exact sequence 0→ N∗ → Q∗0 → Q∗1 in C- mod. Since Q∗0, Q∗1 are projective,
one direction of (i) follows. For the converse, assume we have an exact
sequence 0 → N → Q0 f−→ Q1 in C- mod with Q0, Q1 projective. Since in
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the commutative diagram
Q0 Q1
(Q∗0)∗ (Q∗1)∗
f
(f∗)∗
νQ0 νQ1
the vertical morphisms are isomorphisms, it follows that N ∼= (Coker f∗)∗.
This proves part (i). Part (ii) is proved dually. 
Lemma 4.4. Let M
i−→ Q→ N → 0 be an exact sequence in mod -C with
i a left Proj(mod -C)-approximation. Then the sequence 0 → N∗ → Q∗ i∗−→
M∗ → 0 is exact in C- mod.
Proof. It is sufficient to show that i∗ : Q∗ →M∗ is surjective, i.e. that
Nat(Q, C(−, c)) −◦i−−→ Nat(M, C(−, c)) is surjective for all c ∈ C. But this is
immediate since i is a left Proj(mod -C)-approximation. 
We let
mod -C := mod -C/Proj(mod -C) C- mod := C- mod /Proj(C- mod)
denote the stable categories as defined in Section 2.3. If C has weak kernels
and cokernels, then Proj(mod -C) and Proj(C- mod) are functorially finite in
mod -C and C- mod. We write
Ω := ΩProj(C- mod) : C- mod→ C- mod
and
Ω− := Ω−Proj(C- mod) : C- mod→ C- mod
for the syzygy and cosyzygy functor. Also, we let Ωn and Ω−n denote the
compositions Ω ◦ Ω ◦ · · · ◦ Ω and Ω− ◦ Ω− ◦ · · · ◦ Ω− taken n times.
Note that (−)∗ preserves projective objects, and hence induces well de-
fined functors
(−)∗ : mod -C → (C- mod)op (−)∗ : (C- mod)op → mod -C
on the stable categories. It is easy to see that they still form an adjoint pair.
Lemma 4.5. Let C be a small category with weak kernels and weak cok-
ernels. Then the functor (−)∗ ◦Ω−i : C- mod→ (mod -C)op is left adjoint to
Ωi ◦ (−)∗ : (mod -C)op → C- mod for i ≥ 0.
Proof. This follows since Ω and Ω− are adjoint, and (−)∗ : mod -C →
(C- mod)op and (−)∗ : (C- mod)op → mod -C are adjoint. 
We can now prove the main result. Let M denote the image of M ∈
C- mod. Note that M ∈ GP(C- mod) if and only if M ∈ GP(C- mod) by
Lemma 2.9.
Proof of Theorem 4.1. We show that
gl.Gpdim(C- mod) ≤ n ⇐⇒ gl.Gpdim(mod -C) ≤ n
which implies the result. Assume first that gl.Gpdim(C- mod) ≤ n with
n ≥ 2, and let M ∈ mod -C be arbitrary. Choose an exact sequence 0 →
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K → Q2 −→ Q1 −→ M → 0 with Q0, Q1 projective. Then by Lemma 4.3
there exists N ∈ C- mod with N∗ ∼= K. Now choose a complex N f
2
−→ Q3 f
3
−→
Q4
f4−→ · · ·Qn−1 f
n−1
−−−→ Qn in C- mod with Qi projective and N f
2
−→ Q3 and
Coker f i → Qi+1 a left Proj(C- mod)-approximation for all i. Applying (−)∗
gives an exact sequence
(Qn)∗ → (Qn−1)∗ → · · · → (Q3)∗ → Q2 −→ Q1 −→M
by Lemma 4.4. Let K be the kernel of the map (Qn)∗ → (Qn−1)∗. Then
K ∼= (Ω2−n(N))∗ in mod -C. Since gl.Gpdim(C- mod) ≤ n, we have that
K ′ := Ωn−2(K∗) ∈ GP(C- mod). Since (−)∗ and Ω− preserves Gorenstein
projectives, it follows that (Ω2−n(K ′))∗ ∈ GP(mod -C). But by Lemma 4.5
the functors L := (−)∗ ◦ Ω2−n and R := Ωn−2 ◦ (−)∗ are adjoint. Hence,
K ∼= L(N) is a summand of
L ◦R ◦ L(N) = (Ω2−n(K ′))∗ ∈ GP(mod -C).
Therefore, K ∈ GP(mod -C), and hence K ∈ GP(mod -C). This shows that
M has Gorenstein projective dimension ≤ n, and since M was arbitrary, it
follows that gl.Gpdim(mod -C) ≤ n.
Now assume gl.Gpdim(C- mod) ≤ 1. By the argument above we get
that gl.Gpdim(mod -C) ≤ 2. Let M ∈ mod -C be arbitrary, and let
0→ K j−→ Q1 f−→ Q0 →M → 0
be an exact sequence in mod -C with Q1, Q0 projective. Then we have that
K ∈ GP(mod -C). Let q : Q1 → im f be the projection of f onto its image.
Applying (−)∗ gives an exact sequence 0 → (im f)∗ q
∗
−→ (Q1)∗ j
∗
−→ K∗ in
C- mod. Since K∗ ∈ GP(C- mod) and gl.Gpdim(C- mod) ≤ 1, it follows that
im j∗ ∈ GP(C- mod). Let s : im j∗ → K∗ be the inclusion and r : (Q1)∗ →
im j∗ the projection. We have a commutative diagram
0 K Q1 Q0
0 (K∗)∗ (Q∗1)∗ (Q∗0)∗
j f
(j∗)∗ (f∗)∗
νK νQ1 νQ0
where the vertical morphisms are isomorphisms by Lemma 4.2. In particu-
lar, we get that (j∗)∗ : (K∗)∗ → (Q∗1)∗ is the kernel of (f∗)∗ : (Q∗1)∗ → (Q∗0)∗.
Since r∗ is a mono, (j∗)∗ = r∗ ◦ s∗, and (f∗)∗ ◦ r∗ = 0, it follows that s∗ is
an isomorphism. Also, since K∗ and im j∗ are Gorenstein projective, we get
that νK∗ : K
∗ → ((K∗)∗)∗ and νim j∗ : im j∗ → ((im j∗)∗)∗ are isomorphisms.
Therefore, s is an isomorphism since νK∗ ◦ s = (s∗)∗ ◦ νim j∗ . In particular,
the map j∗ : Q∗1 → K∗ is an epimorphism. Therefore, Ext1mod -C(im f,Q) = 0
for all Q ∈ Proj(mod -C). By Lemma 3.9 it follows that im f ∈ GP(mod -C),
and since M was arbitrary we get that gl.Gpdim(mod -C) ≤ 1.
Now assume gl.Gpdim(C- mod) = 0. Let M ∈ mod -C be arbitrary, and
choose an exact sequence Q1 → Q0 → M → 0 in mod -C. Applying (−)∗
gives an exact sequence 0 → M∗ → Q∗0 → Q∗1 in C- mod. Furthermore, the
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functor (−)∗ : (C- mod)op → mod -C is exact since all object in C- mod are
Gorenstein projective. Therefore, we get a commutative diagram
Q1 Q0 M 0
(Q∗1)∗ (Q∗0)∗ (M∗)∗ 0
νQ1 νQ0 νM
with exact rows. Since νQ1 and νQ0 are isomorphisms, it follows that
νM : M → (M∗)∗ is an isomorphism. But since (M∗)∗ is Gorenstein pro-
jective, we get that M is Gorenstein projective. Since M was arbitrary, it
follows that gl.Gpdim(mod -C) = 0. The implication
gl.Gpdim(mod -C) ≤ n =⇒ gl.Gpdim(C- mod) ≤ n
follows by replacing C with Cop. Hence, we have proved the claim. 
The following result also follows from [44, Theorem 1.4].
Corollary 4.6. Let Λ be a left and right noetherian ring. If
gl.Gpdim(Λ- mod) <∞
then Λ is Iwanaga-Gorenstein.
Proof. Since gl.Gpdim(Λ- mod) <∞, it follows that Λ has finite injec-
tive dimension as a left module. Also, gl.Gpdim(mod -Λ) <∞ by Theorem
4.1, and hence Λ has finite injective dimension as a right module. This
proves the claim. 
4.2. Application to Ding-Chen rings
Let C be a small preadditive category. Similarly as for rings, we define
the FP-injective dimension of a right C-module M , written FPidimM , to
be the smallest integer n such that ExtiC- mod(N,M) = 0 for all i > n and
N ∈ C- mod. The FP-injective dimension of a left C-module is defined
similarly. We set
FPidim CC := sup{FPidim C(c,−)|c ∈ C}
FPidim CC := sup{FPidim C(−, c)|c ∈ C}
The proof of the following result is similar to the proof of [17, Lemma
4.2.2 (iii)]
Lemma 4.7. Let C be a small category with weak kernels and weak cok-
ernels. Assume FPidim CC <∞ and FPidim CC <∞. Then
GP(mod -C) = ⊥ Proj(mod -C) GP(C- mod) = ⊥ Proj(C- mod)
Proof. The inclusion GP(mod -C) ⊂ ⊥ Proj(mod -C) is obvious. For
the other direction, choose M ∈ ⊥ Proj(mod -C), and let
· · · s3−→ Q2 s2−→ Q1 s1−→M → 0
be an exact sequence with Qi projective. Applying (−)∗ gives an exact
sequence
0→M∗ s
∗
1−→ Q∗1
s∗2−→ Q∗2
s∗3−→ · · ·
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since Extimod -C(M, C(−, c)) = 0 for all i > 0 and c ∈ C. Also, Ker s∗i ∈⊥ Proj(C- mod) for all i ≥ 2 since FPidim CC < ∞ and Q∗i are projective.
Therefore, we have a commutative diagram
· · · Q2 Q1 M 0
· · · (Q∗2)∗ (Q∗1)∗ (M∗)∗ 0
s3 s2 s1
(s∗3)∗ (s∗2)∗ (s∗1)∗
νQ2 νQ1 νM
where the rows are exact. Hence, the morphism νM : M → (M∗)∗ is an
isomorphism. Now choose an exact sequence
· · · s2−→ Q1 s1−→ Q0 s0−→M∗ → 0
in C- mod where Qi is projective for all i. Applying (−)∗ and using that νM
is an isomorphism gives us a totally acyclic complex
Q• = · · · s3−→ Q2 s2−→ Q1 −→ (Q0)∗ (s
1)∗−−−→ (Q1)∗ (s
2)∗−−−→ · · ·
with Z0(Q•) = M . This proves the claim. 
Corollary 4.8. Let C be a small category with weak kernels and weak
cokernels. The following are equivalent:
(i) gl.Gpdim(mod -C) <∞;
(ii) gl.Gpdim(C- mod) <∞;
(iii) FPidim CC <∞ and FPidim CC <∞.
Furthermore, if this holds then
gl.Gpdim(mod -C) = gl.Gpdim(C- mod) = FPidim CC = FPidim CC
Proof. by Theorem 4.1 we know that gl.Gpdim(mod -C) < ∞ ⇐⇒
gl.Gpdim(C- mod) <∞, and in this case FPidim CC <∞ and FPidim CC <
∞ obviously hold. Conversely, if FPidim CC < ∞ and FPidim CC < ∞,
then it follows by Lemma 4.7 that FPidim CC = gl.Gpdim(C- mod) and
FPidim CC = gl.Gpdim(mod -C). This proves the claim. 
Corollary 4.9. Let Λ be a left and right coherent ring. The following
are equivalent:
(i) gl.Gpdim(mod -Λ) <∞;
(ii) gl.Gpdim(Λ- mod) <∞;
(iii) Λ is a Ding-Chen ring.
Furthermore, if this holds then Λ is an n-FC ring where
n = gl.Gpdim(mod -Λ) = gl.Gpdim(Λ- mod)
Proof. This follows immediately from Corollary 4.8. 
CHAPTER 5
Comonads accommodating Gorenstein objects
Let I and P be a monad and comonad, respectively. In this chapter we
introduce Gorenstein I-injective objects and Gorenstein P-flat objects. The
minimal assumptions we are able to find on I or P in order to have a working
definition of such objects are given in Definition 5.1 and 5.4. Although most
examples satisfy the stronger assumption of Definition 6.1, there still exists
more general examples, see Example 5.9. Hence, we believe it is useful
to develop the theory in this generality. In Section 5.3 we show that the
categories GP flat(A) and GI inj(A) of Gorenstein P-flat and I-injective objects
are resolving and coresolving, respectively. In Section 5.4 we investigate
the resolving and coresolving dimension of these categories. We define P-
admissible subcategories in Section 5.5, since several of the results in Chapter
7 holds for any such subcategory, and not just for GP flat(A).
5.1. Gorenstein objects for comonads and monads
Let Λ be a finite-dimensional algebra over a field k, and let
P• = · · · → P−1 → P0 → P1 → · · ·
be a long exact sequence of projective modules in Λ- mod. From Lemma
3.39 we know that P• is totally acyclic if and only if D(Λ) ⊗Λ P• is exact,
where D(Λ) = Homk(Λ, k) is the k-dual of Λ. Applying Λ⊗k − to this, we
see that P• is totally acyclic if and only if
(Λ⊗k D(Λ))⊗Λ P• =
· · · → (Λ⊗kD(Λ))⊗ΛP−1 → (Λ⊗kD(Λ))⊗ΛP0 → (Λ⊗kD(Λ))⊗ΛP1 → · · ·
is exact. On the other hand, the functor
(Λ⊗k D(Λ))⊗Λ − : Λ- mod→ Λ- mod
is left adjoint to the functor
HomΛ- mod(Λ⊗k D(Λ),−) : Λ- mod→ Λ- mod .
By the isomorphism
HomΛ- mod(Λ⊗k D(Λ),−) ∼= (Λ⊗k Λ)⊗Λ − ∼= Λ⊗k −
we see that this is just the comonad given in Example 2.52 with Λ0 = k and
Λ1 = Λ.
In general, we therefore look at exact generating comonads P = (P, ,∆)
on A such that there exists an adjunction (T, P, φ, α, β) : A → A. We would
like to be able to apply Lemma 2.49 to T , so we therefore assume that T ◦P
is exact. This gives the following definition.
59
60 5. COMONADS ACCOMMODATING GORENSTEIN OBJECTS
Definition 5.1. Let P = (P, ,∆) be a generating and exact comonad
on A. We say that P accommodates Gorenstein objects if P has a left adjoint
T such that T ◦ P : A → A is exact.
The left adjoint T of P is uniquely determined up to unique isomorphism.
Also, from Proposition 2.31 we know that there exists a unique monad T =
(T, η, µ) such that (T,P, φ, α, β) : A → A is an adjunction.
From now on we call an exact sequence
· · · f−2−−→ A−1 f−1−−→ A0 f0−→ A1 f1−→ · · ·
T -exact if the sequence
· · · T (f−2)−−−−→ T (A−1) T (f−1)−−−−→ T (A0) T (f0)−−−→ T (A1) T (f1)−−−→ · · ·
is still exact.
Definition 5.2. Assume P accommodates Gorenstein objects. An ob-
ject X ∈ A is Gorenstein P-flat if there exists a T -exact sequence
A• = · · · f−2−−→ A−1 f−1−−→ A0 f0−→ A1 f1−→ · · ·
withAi ∈ A being P-projective for all i ∈ Z, and with Z0(A•) = X. The sub-
category consisting of all Gorenstein P-flat objects is denoted by GP flat(A).
Since T is a left adjoint, it preserves all colimits that exist in A.
Assume X is Gorenstein P-flat. Since any P-projective object is a sum-
mand of an object of the form P (A) with A ∈ A, we can also find a T -exact
sequence
· · · f−2−−→ P (B−1) f−1−−→ P (B0) f0−→ P (B1) f1−→ · · ·
with Z0(· · · f−2−−→ P (B−1) f−1−−→ P (B0) f0−→ P (B1) f1−→ · · · ) = X.
Remark 5.3. Assume A = Λ- Mod is a module category for some ring Λ.
Since T : Λ- Mod→ Λ- Mod preserves colimits, the Eilenberg-Watts theorem
tells us that T ∼= M ⊗Λ− for some Λ-bimodule M . The definition of Goren-
stein P-flat objects then becomes reminiscent of the definition of Gorenstein
flat modules (see [41, Definition 3.1]), hence the name Gorenstein P-flat.
We also have the following dual notions.
Definition 5.4. Let I = (I, η, µ) be a cogenerating and exact monad on
A. We say that I accommodates Gorenstein objects if I has a right adjoint
S such that the composition S ◦ I is exact.
The right adjoint S is then unique up to unique isomorphism, and from
Proposition 2.31 there exists a unique comonad S = (S, ,∆) such that
(I,S, φ, α, β) : A → A is an adjunction. Note that I accommodates Goren-
stein objects as a monad on A if and only if it accommodates Gorenstein
objects as a comonad on Aop.
Definition 5.5. Let I = (I, η, µ) be a monad on A which accommodates
Gorenstein objects, and let S be the right adjoint to I. An object X ∈ A is
Gorenstein I-injective if there exists an S-exact sequence
A• = · · · f−2−−→ A−1 f−1−−→ A0 f0−→ A1 f1−→ · · ·
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in A with Ai being I-injective for all i ∈ Z, and with Z0(A•) = X. The
category of Gorenstein I-injective objects is denoted by GI inj(A).
Remark 5.6. Let Λ be a ring, and let I = (I, η, µ) be a monad on Λ- Mod
which accommodates Gorenstein objects. Let S be the right adjoint to I.
By Eilenberg-Watts theorem we have that S ∼= HomΛ- Mod(M,−) for some
Λ-bimodule M since S preserves limits. Interpreting I-injective objects as
injective objects, we see that the definition of Gorenstein I-injective objects
becomes reminiscent of the definition of Gorenstein injective modules, hence
the name Gorenstein I-injective.
5.2. Examples of comonads accommodating Gorenstein objects
In this section we provide examples of comonads accomodating Goren-
stein objects.
Example 5.7. Let Λ be a finite-dimensional algebra over a field k, and
let PΛ- mod be the comonad which accommodates Gorenstein objects given in
the beginning of this subsection. The PΛ- mod-projective objects are in this
case precisely the projective Λ-modules. Hence, as shown above the T -exact
sequences with PΛ- mod-projective objects are precisely the totally acyclic
complexes in Λ- mod. Therefore, the Gorenstein PΛ- mod-flat objects are the
Gorenstein projective modules (which also coincide with the Gorenstein flat
modules in this case).
Example 5.8. Let Λ be a finite-dimension algebra over a field k. Sim-
ilarly as in Example 5.7 there exists a comonad PΛ- Mod = (P, ,∆) on
Λ- Mod which accommodates Gorenstein objects. The functor P is given by
P (M) = Λ⊗kM where Λ⊗kM has Λ-module structure given by λ·(λ′⊗m) =
(λ ·λ′)⊗m. The left adjoint T is given by T (M) = Λ⊗k (D(Λ)⊗ΛM) with
similar Λ-module structure.
Example 5.9. Let f : Λ0 → Λ1 be a morphism of rings such that (Λ1)Λ0
is finitely generated projective and HomMod -Λ0(Λ1,Λ0)Λ0 is flat. Let P =
(P, ,∆) be the generating and exact comonad on Λ1- Mod in Example 2.52,
where P (M) = f!◦f∗(M) = Λ1⊗Λ0M . ForN0 ∈ Mod -Λ0 andN1 ∈ Λ0- Mod
we have a natural morphism
N0 ⊗Λ0 N1
g−→ HomΛ0- Mod(HomMod -Λ0(N0,Λ0), N1)
given by g(n0⊗n1)(h) = h(n0) ·n1. This is an isomorphism if N0 is a finitely
generated projective Λ0-module. Hence, we get a natural isomorphism
f! = Λ1 ⊗Λ0 − ∼= HomΛ0- Mod(HomMod -Λ0(Λ1,Λ0),−) : Λ0- Mod→ Λ1- Mod .
This implies that
HomMod -Λ0(Λ1,Λ0)⊗Λ1 − : Λ1- Mod→ Λ0- Mod
is left adjoint to f!. The functor
T := Λ1 ⊗Λ0 HomMod -Λ0(Λ1,Λ0)⊗Λ1 − : Λ1- Mod→ Λ1- Mod
is therefore left adjoint to P . Since HomMod -Λ0(Λ1,Λ0)Λ0 is flat, the com-
position
T ◦ P = Λ1 ⊗Λ0 HomMod -Λ0(Λ1,Λ0)⊗Λ0 − : Λ1- Mod→ Λ1- Mod
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is exact. This shows that P accommodates Gorenstein objects.
Let Λ1 and Λ2 be k-algebras. Then the tensor product Λ1⊗k Λ2 inherits
a k-algebra structure where multiplication is given by
(λ1 ⊗ λ2) · (λ′1 ⊗ λ′2) = (λ1 · λ′1)⊗ (λ2 · λ′2)
for λ1, λ
′
1 ∈ Λ1 and λ2, λ′2 ∈ Λ2. The unit in Λ1 ⊗k Λ2 is just 1⊗ 1.
Example 5.10. Let Λ1 and Λ2 be k-algebras, and assume Λ1 is finitely
generated projective as a k-module. We have a morphism of algebras Λ2
f−→
Λ1⊗kΛ2 given by f(λ2) = 1⊗λ2. Under this map Λ1⊗kΛ2 and HomΛ2(Λ1⊗k
Λ2,Λ2) become finitely generated projective Λ2-modules. Hence, by Exam-
ple 5.9 we have a comonad PΛ1⊗kΛ2- Mod = (P, ,∆) on Λ1⊗kΛ2- Mod which
accommodates Gorenstein objects. The functors T and P are given by
T = (Λ1 ⊗k −) ◦Homk(Λ1, k)⊗Λ1 − : (Λ1 ⊗k Λ2)- Mod→ (Λ1 ⊗k Λ2)- Mod
P = (Λ1 ⊗k −) ◦ resΛ1⊗kΛ2Λ2 : (Λ1 ⊗k Λ2)- Mod→ (Λ1 ⊗k Λ2)- Mod .
Example 5.11. Let Λ1 be a finite dimensional algebra over a field k,
and let Λ2 be a left coherent k-algebra. Since (Λ1 ⊗k Λ2)- mod can be
identified with (Λ2- mod)
Λ1 , it follows that Λ1 ⊗k Λ2- mod is abelian, and
therefore Λ1⊗k Λ2 is coherent. Similarly as in Example 5.10 we get that the
restriction functor
resΛ1⊗kΛ2Λ2 : (Λ1 ⊗k Λ2)- mod→ Λ2- mod .
has a left adjoint given by
Λ1 ⊗k − : Λ2- mod→ (Λ1 ⊗k Λ2)- mod .
and the composition
P := (Λ1 ⊗k −) ◦ resΛ1⊗kΛ2Λ2 : (Λ1 ⊗k Λ2)- mod→ (Λ1 ⊗k Λ2)- mod
gives rise to a comonad PΛ1⊗kΛ2- mod = (P, ,∆) which accommodates Goren-
stein objects. The left adjoint T is given by
T = (Λ1 ⊗k −) ◦Homk(Λ1, k)⊗Λ1 − : (Λ1 ⊗k Λ2)- mod→ (Λ1 ⊗k Λ2)- mod .
5.3. GP flat(A) is resolving
Our goal in this section is to show that GP flat(A) is a resolving subcat-
egory of A containing all P-projective objects when P is a comonad which
accommodates Gorenstein objects. To this end, we make the following as-
sumption for the reminder of the section.
Setting 5.12. We assume P = (P, ,∆) is a comonad on A which ac-
commodates Gorenstein objects. Let T be the left adjoint of P and let
T = (T, η, µ) be the induced monad on A such that (T,P, φ, α, β) : A → A
is an adjunction.
We let ΩnP(A) denote the full subcategory of A consisting of objects
A ∈ A such that there exists a T -exact sequence 0→ A→ Q1 → · · · → Qn
with Qi being P-projective for 1 ≤ i ≤ n. We set Ω0P(A) = A. If Q is
P-projective, then Q ∈ ΩnP(A) for all n ≥ 0 by Lemma 2.34.
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Example 5.13. Let P be the comonad in Example 5.7. Then, a module
in ΩnP(Λ- mod) is just a n-torsion free module as defined in [1].
Lemma 5.14. Let g : A1 → Q be a monomorphism in A where Q is a
P-projective object. Furthermore, let f : A1 → A2 be a morphism in A such
that T (f) : T (A1) → T (A2) is a monomorphism. Then f is a monomor-
phism.
Proof. It is sufficient to show this forQ = P (A). Consider the inclusion
i : Ker f → A1. By naturality of φ−1 we have that φ−1(g◦i) = φ−1(g)◦T (i).
Since T (f) is a monomorphism and T (f)◦T (i) = 0, it follows that T (i) = 0.
Hence, the composite φ−1(g) ◦ T (i) is 0, and therefore g ◦ i is also 0. Since
g ◦ i is a monomorphism, we get that Ker f = 0. 
Lemma 5.15. Let A ∈ A. The following statements are equivalent:
(i) There exists a monomorphism 0→ A→ Q where Q is P-projective;
(ii) ηA : A→ T (A) is a monomorphism;
(iii) A ∈ Ω1P(A).
Proof. The implication (iii) =⇒ (i) is obvious. By the definition of
a monad the map T (ηA) : T (A) → TT (A) is a split monomorphism, which
gives the implication (ii) =⇒ (iii). Also, Lemma 5.14 shows that (i) =⇒
(ii). 
Lemma 5.16. Let
0→ A1 f−→ A2 g−→ A3 → 0
be a T -exact sequence in A with A1, A3 ∈ Ω1P(A). Then A2 ∈ Ω1P(A).
Proof. We have a commutative diagram
0 A1 A2 A3 0
0 T (A1) T (A2) T (A3) 0
f g
T (f) T (g)
ηA1 ηA2 ηA3
with exact rows. Since ηA1 and ηA3 are monomorphism, it follows that ηA2
is a monomorphism. Hence, the result follows. 
Lemma 5.17. Let
0→ A1 f−→ A2 g−→ A3 → 0
be a T -exact sequence in A with A1 P-projective and A2 ∈ Ω1P(A). Then
A3 ∈ Ω1P(A).
Proof. We have a commutative diagram
0 A1 A2 A3 0
0 T (A1) T (A2) T (A3) 0
f g
T (f) T (g)
ηA1 ηA2 ηA3
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where the two rows are short exact and ηA1 and ηA2 are monomorphisms.
Hence, by the snake lemma, there is a long exact sequence
0→ Ker ηA3 i−→ Coker ηA1 h−→ Coker ηA2 → Coker ηA3 → 0.
Furthermore, applying T gives a diagram
0 T (A1) T (A2) T (A3) 0
0 TT (A1) TT (A2) TT (A3) 0
T (f) T (g)
TT (f) TT (g)
T (ηA1) T (ηA2) T (ηA3)
The bottom row is exact by Lemma 2.49 and the fact that H1(Q;T ) = 0 for
any P-projective object Q. Also, it follows from the definition of a monad
that the maps T (ηA1), T (ηA2) and T (ηA3) are split monomorphism. Since
T is right exact, we get that CokerT (ηAi)
∼= T (Coker ηAi) for 1 ≤ i ≤ 3.
Hence, by the snake lemma, the sequence
0→ T (Coker ηA1)
T (h)−−−→ T (Coker ηA2)→ T (Coker ηA3)→ 0
is exact. Since A1 is P-projective, the short exact sequence
0→ A1
ηA1−−→ T (A1)→ Coker ηA1 → 0
splits by Lemma 2.34, and Coker ηA1 is therefore P-projective. In particular,
it is contained in Ω1P(A). Since T (h) is a monomorphism, Lemma 5.14
implies that h is a monomorphism. This shows that Ker ηA3 = 0, and the
claim follows. 
Lemma 5.18. Let
0→ A1 f−→ A2 g−→ A3 → 0
be a T -exact sequence and let i ≥ 1 be an integer. The following hold:
(i) If A1 ∈ ΩiP(A) and A2 ∈ Ωi−1P (A), then A3 ∈ Ωi−1P (A);
(ii) If A1 ∈ ΩiP(A) and A3 ∈ ΩiP(A), then A2 ∈ ΩiP(A);
(iii) If A1 is P-projective and A2 ∈ ΩiP(A), then A3 ∈ ΩiP(A).
Proof. We prove the lemma by induction on i. For i = 1, statement
(i) is obvious, and statements (ii) and (iii) are Lemma 5.16 and Lemma 5.17
respectively.
Now assume (i), (ii), and (iii) are true for i− 1 > 0, and let
0→ A1 f−→ A2 g−→ A3 → 0 (5.19)
be a T -exact sequence with A1 ∈ ΩiP(A) and A2 ∈ Ωi−1P (A). By assumption,
there exists a T -exact sequence
0→ A1 h−→ Q→ Cokerh→ 0
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with Q being P-projective and Cokerh ∈ Ωi−1P (A). Let E be the pushout of
f along h. We then have a commutative diagram
0 A1 A2 A3 0
0 Q E A3 0
0 Cokerh Cokerh 0 0
f g
1Cokerh
h 1A3
where all rows and columns are short exact sequences. Since the upper row
is T -exact and T preserves pushouts, it follows that the middle row is T -
exact. Hence, by the nine lemma the middle column is also T -exact. Since
Cokerh ∈ Ωi−1P (A) and A2 ∈ Ωi−1P (A), we get by induction on (ii) that
E ∈ Ωi−1P (A). Finally, by induction on (iii) it follows that A3 ∈ Ωi−1P (A).
Now assume A1 ∈ ΩiP(A) and A3 ∈ ΩiP(A) in (5.19). By Lemma 5.16
we get that A2 ∈ Ω1P(A). Hence we have exact sequences
0→ Ai
ηAi−−→ T (Ai)→ Coker ηAi → 0
for 1 ≤ i ≤ 3. Consider the commutative diagram
0 A1 A2 A3 0
0 T (A1) T (A2) T (A3) 0
0 Coker ηA1 Coker ηA2 Coker ηA3 0
f g
T (f) T (g)
ηA1 ηA2 ηA3
(5.20)
where all the rows and columns are short exact sequences. Note that the
two upper rows and all the columns are T -exact (as short exact sequences).
Hence, the lower row is T -exact by the nine lemma. By (i) we know that
Coker ηA1 ∈ Ωi−1P (A) and Coker ηA3 ∈ Ωi−1P (A). Therefore, Coker ηA2 ∈
Ωi−1P (A) by induction on (ii), and hence A2 ∈ ΩiP(A).
We prove (iii). Assume A1 is P-projective and A2 ∈ ΩiP(A) in (5.19).
Consider the diagram (5.20) above. Note that ηA3 is a monomorphism by
Lemma 5.17. By the nine lemma the lower row is therefore exact. Also, as
before the lower row is T -exact by the nine lemma. On the other hand, ηA1 is
a split monomorphism by Lemma 2.34. Therefore, Coker ηA1 is P-projective.
By part (i) of this lemma we get that Coker ηA2 ∈ Ωi−1P (A). It follows by
induction on (iii) that Coker ηA3 ∈ Ωi−1P (A), and hence A3 ∈ ΩiP(A). 
Lemma 5.21. Let
0→ A1 f−→ A2 g−→ A3 → 0
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be a T -exact sequence, and let i ≥ 1 be an integer. The following holds:
(i) If A2, A3 ∈ ΩiP(A), then A1 ∈ ΩiP(A);
(ii) If A2 ∈ ΩiP(A) and the sequence is split exact, then A1, A3 ∈
ΩiP(A). Hence, ΩiP(A) is closed under direct summands.
Proof. We prove this by induction. For i = 1 both statements are
obvious, so assume i > 1. In both cases we have a commutative diagram
0 A1 A2 A3 0
0 T (A1) T (A2) T (A3) 0
0 Coker ηA1 Coker ηA2 Coker ηA3 0
f g
T (f) T (g)
ηA1 ηA2 ηA3
where the rows and columns are short exact sequences. Also, in both cases
the two upper rows and all the columns are T -exact as short exact sequences.
Therefore, by the nine lemma the lower sequence is T -exact.
Assume A2, A3 ∈ ΩiP(A). By Lemma 5.18 part (i) we get that Coker ηA2 ,
Coker ηA3 ∈ Ωi−1P (A). Hence, by induction it follows that Coker ηA1 ∈
Ωi−1P (A), and therefore A1 ∈ ΩiP(A). This shows (i).
For (ii), note that the sequence
0→ Coker ηA1 → Coker ηA2 → Coker ηA3 → 0
is split exact since the other two horizontal sequences are split exact. Also,
Coker ηA2 ∈ Ωi−1P (A) by Lemma 5.18 part (i). Hence, by induction we get
that Coker ηA1 ,Coker ηA3 ∈ Ωi−1P (A). This implies that A1, A3 ∈ ΩiP(A).

Now let Ω∞P (A) be the full subcategory of A consisting of objects A such
that there exists a T -exact sequence
0→ A→ Q1 → Q2 → · · · → Qn → · · ·
where Qi is P-projective for all i ≥ 1.
Lemma 5.22. We have
Ω∞P (A) =
⋂
n≥1
ΩnP(A).
Proof. We only need to show that if A ∈ ⋂n≥1 ΩnP(A), then A ∈
Ω∞P (A). To this end, note that by Lemma 5.18 part (i) we have a T -exact
sequence
0→ A ηA−→ T (A)→ Coker ηA → 0
where Coker ηA ∈
⋂
n≥1 Ω
n
P(A). Iterating this construction proves the claim.

Lemma 5.23. Let
0→ A1 f−→ A2 g−→ A3 → 0
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be a T -exact sequence. The following holds:
(i) If A1 ∈ Ω∞P (A) and A2 ∈ Ω∞P (A), then A3 ∈ Ω∞P (A);
(ii) If A1 ∈ Ω∞P (A) and A3 ∈ Ω∞P (A), then A2 ∈ Ω∞P (A);
(iii) If A2 ∈ Ω∞P (A) and A3 ∈ Ω∞P (A), then A1 ∈ Ω∞P (A);
(iv) Ω∞P (A) is closed under direct summands.
Proof. This follows immediately from Lemma 5.18, Lemma 5.21, and
Lemma 5.22. 
Let T -acyclic denote the full subcategory of A consisting of objects A
such that
Hn(A;T ) = 0 for all n ≥ 1.
It is easy to see that T -acyclic is closed under direct summands, extensions,
and kernels of epimorphisms. Also, if X ∈ GP flat(A), then X ∈ T -acyclic.
The following lemma is the analogue of the equivalence between (1) and
(2) in [20, Lemma 2.1.4].
Lemma 5.24. We have an equality
GP flat(A) = T -acyclic∩ Ω∞P (A).
Proof. We only need to show that if X ∈ T -acyclic∩Ω∞P (A), then
X ∈ GP flat(A). Choose a T -exact sequence
0→ X −→ Q0 −→ Q1 −→ · · ·
and a long exact sequence
· · · → Q−2 → Q−1 → X → 0
with Qi being P-projective. Since X ∈ T -acyclic, the last sequence is also
T -exact. Gluing these two sequences together gives a T -exact sequence Q•
with Z0(Q•) = X, and hence X ∈ GP flat(A). 
We can finally prove that GP flat(A) is resolving.
Theorem 5.25. Let
0→ A1 f−→ A2 g−→ A3 → 0
be a short exact sequence. The following holds:
(i) If A1 ∈ GP flat(A) and A3 ∈ GP flat(A), then A2 ∈ GP flat(A);
(ii) If A2 ∈ GP flat(A) and A3 ∈ GP flat(A), then A1 ∈ GP flat(A);
(iii) If the sequence is T -exact, A1 ∈ GP flat(A), and A2 ∈ GP flat(A),
then A3 ∈ GP flat(A).
(iv) GP flat(A) is closed under direct summands;
Proof. Note that in all four cases the short exact sequence is T -exact
since GP flat(A) ⊂ T -acyclic. The statements follows then from Lemma 5.23
and 5.24 
Proposition 5.26. If Q is P-projective, then Q ∈ GP flat(A).
Proof. Obviously Q ∈ T -acyclic and Q ∈ Ω∞P (A). The claim follows
therefore from Lemma 5.24. 
Corollary 5.27. The subcategory GP flat(A) is resolving.
68 5. COMONADS ACCOMMODATING GORENSTEIN OBJECTS
Proof. This follows immediately from Theorem 5.25, Proposition 5.26,
and the fact that the P-projective objects are generating in A. 
We also have the following dual result.
Theorem 5.28. Let I = (I, η, µ) be a monad on A which accommodates
Gorenstein objects, and let S be the right adjoint to I. The following holds:
(i) GI inj(A) is a coresolving subcategory of A containing all the I-
injective objects;
(ii) Assume there exists an S-exact sequence
0→ A1 f−→ A2 g−→ A3 → 0
with A2, A3 ∈ GI inj(A). Then A1 ∈ GI inj(A).
Proof. This follows from Theorem 5.25, Proposition 5.26, and Corol-
lary 5.27 applied to Aop. 
5.4. Dimension with respect to GP flat(A)
We continue with the assumptions in Setting 5.12. Since GP flat(A) is
resolving, we can define the resolution dimension dimGP flat(A)(A) of an object
A ∈ A and the global resolution dimension dimGP flat(A)(A) of A with respect
to GP flat(A), as described in Section 3.3.
Proposition 5.29. We have dimGP flat(A)(A) ≤ n if and only if the
following holds:
(i) Hi(A;T ) = 0 for all i ≥ n+ 1 and all A ∈ A;
(ii) GP flat(A) = T -acyclic.
Proof. Let A ∈ A be arbitrary, and let
0→ Xn → · · ·X1 → X0 → A→ 0 (5.30)
be an exact sequence with Xi ∈ GP flat(A) for all 0 ≤ i ≤ n− 1.
If A satisfies (i), then by Lemma 2.49 and dimension shifting we get that
Xn ∈ T -acyclic. If A also satisfy (ii), we get that Xn ∈ GP flat(A), and so
dimGP flat(A)(A) ≤ n.
For the converse, assume dimGP flat(A)(A) ≤ n. Then Xn ∈ GP flat(A),
and therefore
Hi(A;T ) ∼= Hi−n(Xn;T ) = 0 for all i ≥ n+ 1
by dimension shifting and Lemma 2.49. This shows (i). For (ii), assume
that A ∈ T -acyclic. Then the sequence (5.30) is T -exact, and repeated use
of Theorem 5.25 part (iii) therefore shows that A ∈ GP flat(A). 
Proposition 5.31. We have dimGP flat(A)(A) = 0 if and only if T is
cogenerating and exact.
Proof. If T is cogenerating, then Ω∞P (A) = A. Furthermore, if T is
exact, then T -acyclic = A. Hence, we get that dimGP flat(A)(A) = 0 by
Lemma 5.24. The converse is obvious. 
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If I = (I, η, µ) is a monad on A which accommodates Gorenstein objects,
then GI inj(A) is coresolving subcategory of A. Hence, we can define the
coresolution dimension with respect to it, see Section 3.3. The dual of
Proposition 5.29 and 5.31 then gives the following.
Proposition 5.32. Let I = (I, η, µ) be a monad on A which accom-
modates Gorenstein objects, and let S be the right adjoint to I. We have
dimGI inj(A)(A) ≤ n if and only if the following holds:
(i) H i(A;S) = 0 for all i ≥ n+ 1 and all A ∈ A;
(ii) GI inj(A) = S -acyclic.
Proposition 5.33. Let I be a monad on A which accommodates Goren-
stein objects, and let S be the comonad right adjoint to T. Then the equality
dimGI inj(A)(A) = 0 holds if and only if S is generating and exact.
5.5. P-admissible subcategories
We continue with the assumptions in Setting 5.12.
Definition 5.34. Let X be a full subcategory of A closed under exten-
sions and direct summands. We say that X is P-admissible if it satisfies the
following:
(i) X contains all the P-projective objects of A;
(ii) H1(X;T ) = 0 for all X ∈ X ;
(iii) For all X ∈ X there exists a short exact sequence 0→ X ′ −→ A −→
X → 0 with A being P-projective and X ′ ∈ X ;
(iv) For all X ∈ X there exists a short exact sequence 0→ X −→ A −→
X ′ → 0 with A being P-projective and X ′ ∈ X .
It follows that X ⊂ GP flat(A). In fact, GP flat(A) is the maximal P-
admissible subcategory of A.
Example 5.35. Let PΛ- Mod be the comonad on Λ Mod in Example 5.8.
In this case H1(M ;T ) = Λ⊗kTorΛ1 (Homk(Λ, k),M) by Corollary 2.51. This
is 0 if and only if
Homk(Tor
Λ
1 (Homk(Λ, k),M), k)
∼= Ext1Λ(M,Λ) = 0.
We have that Ext1Λ(M,
∏
Λ) ∼= ∏Ext1Λ(M,Λ) = 0. Since any projective
object is a direct summand of a product
∏
Λ when Λ is finite-dimensional,
it follows that H1(M ;T ) = 0 if and only if Ext
1
Λ(M,Q) = 0 for any Q ∈
Proj(Λ- Mod). Therefore, the PΛ- Mod-admissible subcategories are precisely
the admissible subcategories of GP(Λ- Mod).
The following result holds.
Lemma 5.36. Let X be P-admissible, and let X ∈ X . The following
holds:
(i) Coker ηTX ∈ X ;
(ii) Ker PX ∈ X .
Proof. We prove a). By Lemma 2.34 we can assume that there exists
an exact sequence 0→ X f−→ T (A) −→ X ′ → 0 with X ′ ∈ X . Note also that
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ηTX : X → T (X) is a monomorphism since X is Gorenstein P-flat by Lemma
5.15. We therefore have a commutative diagram
0 X T (X) Coker ηTX 0
0 X T (A) X ′ 0
ηTX
f
1X µTA ◦ T (f)
with exact rows, where the map Coker ηTX → X ′ is induced from the com-
mutativity of the left square. Since the right square is a pushforward and a
pullback square, we get a short exact sequence
0→ T (X)→ T (A)⊕ Coker ηTX → X ′ → 0.
Since X is closed under extensions and direct summands, it follows that
Coker ηTX ∈ X .
For b), choose an exact sequence 0 → X ′′ −→ P (A′) g−→ X → 0 with
X ′′ ∈ X and A′ ∈ A. We then get a commutative diagram
0 Ker X P (X) X 0
0 X ′′ P (A′) X 0
X
g
P (g) ◦∆A′ 1X
with exact rows. The left square is a pushforward and a pullback square,
and therefore gives rise to an exact sequence
0→ X ′′ → P (A′)⊕Ker X → P (X)→ 0.
Since X is closed under extensions and direct summands, it follows that
Ker X ∈ X .

Example 5.37. Let P be the comonad on (Λ1 ⊗k Λ2)- mod given in
Example 5.11. Let F ⊂ GP(Λ1- Mod) be an admissible subcategory. We
claim that the category
X = {M ∈ (Λ1 ⊗k Λ2)- mod | Λ1M ∈ F}
is P-admissible: Indeed, the P-projective objects are summands of modules
of the form Λ1⊗kM . Since they are projective when restricted to Λ1- Mod,
they are contained in X , which shows (i). Furthermore, for M ∈ X we have
H1(M ;T ) = Λ1 ⊗k TorΛ11 (Homk(Λ1, k),M) by Corollary 2.51, and this is
0 since Λ1M ∈ F ⊂ GP(Λ1- Mod) and Homk(TorΛ11 (Homk(Λ1, k),M), k) ∼=
Ext1Λ1(M,Λ1). This shows (ii). Also, X is closed under kernels of epimor-
phisms by Lemma 3.8, and hence it satisfies (iii). It only remains to show
(iv): By Example 5.35 we know that the category Λ1- Mod has a comonad
PΛ1- Mod = (PΛ1- Mod, 
PΛ1- Mod ,∆PΛ1- Mod) which accommodates Gorenstein
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objects, and that the PΛ1- Mod-admissible subcategories in Λ1- Mod are pre-
cisely the admissible subcategories of GP(Λ1- Mod). Hence, F is PΛ1- Mod-
admissible. Consider the exact sequence
0→M η
T
M−−→ T (M)→ Coker ηTM → 0
of Λ1⊗kΛ2-modules, where T = (T, ηT, µT) is the monad which is left adjoint
to P. Restricting to Λ1- Mod gives the exact sequence
0→M η
TΛ1- Mod
M−−−−−−→ TΛ1- Mod(M)→ Coker η
TΛ1- Mod
M → 0
where TΛ1- Mod = (TΛ1- Mod, η
TΛ1- Mod , µTΛ1- Mod) is the monad which is left
adjoint to PΛ1 Mod. It follows from Lemma 5.36 that Coker η
TΛ1- Mod
M ∈ F ,
and hence Coker ηTM ∈ X . This implies that X satisfies (iv), which proves the
claim. In particular, we get that X is P-admissible when F = GP(Λ1- Mod)
or F = Proj(Λ1- Mod).
Now assume F = GP(Λ1- Mod). We claim that X = GP flat((Λ1 ⊗k
Λ2)- mod). By the argument above we know that X ⊂ GP flat((Λ1 ⊗k
Λ2)- mod), so we only need to show the other inclusion. Assume M ∈
GP flat((Λ1⊗kΛ2)- mod), and let A• be a T exact sequence in (Λ1⊗kΛ2)- mod
with P-projective components and satisfying Z0(A•) = M . Note that the
components of A• are projective as Λ1-modules. Furthermore, since the se-
quence T (A•) = Λ1 ⊗k D(Λ1)⊗Λ1 A• is exact, it follows that D(Λ1)⊗Λ1 A•
is exact. Hence, the sequence
Homk(D(Λ1)⊗Λ1 A•, k) ∼= HomΛ1(A•,Λ1)
is exact. Since any projective module in Λ1- Mod is a summand of a product
of Λ1, and HomΛ1(A•,
∏
Λ1) ∼=
∏
HomΛ1(A•,Λ1) is exact, it follows that
A• is totally acyclic as a complex of Λ1-modules. This shows that Λ1M ∈
GP(Λ1- Mod), and the claim follows.
Example 5.38. Let P = (P, ,∆) be the comonad in Example 5.10, and
assume k is a field. By an identical argument as in Example 5.37 we get
that if F ⊂ Λ1- Mod is an admissible subcategory of GP(Λ1- Mod), then
X = {M ∈ (Λ1 ⊗k Λ2)- Mod | Λ1M ∈ F}
is P-admissible. Also, we get that
GP flat((Λ1 ⊗k Λ2)- Mod) = {M ∈ (Λ1 ⊗k Λ2)- Mod | Λ1M ∈ GP(Λ1- Mod)}.

CHAPTER 6
Comonads with Nakayama functor
In this chapter we introduce Nakayama functors for comonads. If k is a
commutative ring, B is a k-linear abelian category, and C is a small, locally
bounded and Hom-finite k-linear category, then we show in Section 6.2 that
the functor category BC is equipped with a comonad with Nakayama functor.
In Section 6.3 we investigate this example in more detail under different
restrictions on C or B. In Section 6.4 we show that a Nakayama functor
for a comonad is unique up to isomorphism. In Section 6.5 we develop a
theory of Gorenstein comonads, which in Section 6.6 is applied to C- Mod
to get an analogue of Zak’s theorem when C is a small, locally bounded and
Hom-finite k-linear category.
6.1. Definition and basic properties
Often a category A is not only equipped with a comonad P which ac-
commodates Gorenstein objects, but also with a functor ν : A → A which
behaves like a Nakayama functor. This is formalized in the following defini-
tion.
Definition 6.1. Let P = (P, P,∆P) be a generating comonad on A. A
Nakayama functor relative to P is a functor ν : A → A with an adjunction
(ν, ν−, θ, λ, σ) : A → A satisfying:
(1) ν ◦ P is right adjoint to P ;
(2) λP : P → ν− ◦ ν ◦ P is an isomorphism.
We also say that P has a Nakayama functor ν. In Theorem 6.32 we show
that a Nakayama functor is unique if it exists.
Lemma 6.2. Let P = (P, P,∆P) be a generating comonad on A. Assume
there exists a functor ν : A → A with an adjunction (ν, ν−, θ, λ, σ) : A → A
satisfying:
(1) ν ◦ P is right adjoint to P ;
(2) There exists a natural isomorphism P ∼= ν− ◦ ν ◦ P .
Then ν is a Nakayama functor relative to P.
Proof. Let imP and im(ν ◦ P ) be the smallest full subcategories of A
closed under isomorphisms and containing objects P (A) and ν ◦ P (A) for
A ∈ A, respectively. Since P ∼= ν− ◦ ν ◦P , it follows that ν and ν− restricts
to an adjunction between imP and im(ν ◦ P ). Furthermore, we have that
ν restricted to imP is fully faithful since P ∼= ν− ◦ ν ◦ P . Hence the unit
λP : P → ν− ◦ ν ◦P is an isomorphism by the dual of [59, Theorem IV.3.1].
The claim follows. 
We make the following assumption for the reminder of this section.
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Setting 6.3. Let P = (P, P,∆P) be a generating comonad on A with
Nakayama functor ν. Let I = ν ◦P and let I = (I, ηI, µI) denote the induced
monad such that I is right adjoint to P.
Let projP (A) denote the subcategory of P-projective objects, and let
injI (A) denote the subcategory of I-injective objects. We have the following
result.
Lemma 6.4. The following holds:
(i) P is right adjoint to P ◦ ν;
(ii) I ◦ ν− is right adjoint to I;
(iii) P accommodates Gorenstein objects;
(iv) I accommodates Gorenstein objects;
(v) σI : ν ◦ ν− ◦ I → I is an isomorphism. In particular, the restric-
tion ν : projP (A) → injI (A) is an equivalence with quasi-inverse
ν− : injI (A)→ projP (A).
Proof. By axiom (2) for comonads with Nakayama functor we have an
isomorphism P ∼= ν− ◦ ν ◦P . Part (i) then follows since ν− ◦ (ν ◦P ) is right
adjoint to P ◦ ν by axiom (1). Also, since I is right adjoint to P we get
that I ◦ ν−1 is right adjoint to ν ◦ P = I. This shows part (ii). Since P
has a left and a right adjoint and P ◦ ν ◦ P = P ◦ I is exact, we get that P
accommodates Gorenstein objects.
For part (iv) note first that the functor Ker ηI is right adjoint to the func-
tor Coker P by Proposition 2.26. Since P is generating, we have Coker P =
0, and therefore Ker ηI = 0. Hence, I is cogenerating. Since I has a left and
a right adjoint and the composition I ◦ ν− ◦ I ∼= I ◦ P is exact, it follows
that I accommodates Gorenstein objects, which proves (iv).
For part (v), recall that we have an equality σν◦P ◦ ν(λP ) = 1 from the
triangle identities of the adjunction. Since λP is an isomorphism, it follows
that σν◦P = σI is an isomorphism, which proves (v). 
Note that the compositions ν ◦P and ν− ◦I are exact, and hence we can
apply Lemma 2.49 to ν and its dual to ν−. From now on monad cohomology
and comonad homology will always be taken with respect to I and P.
Lemma 6.5. Let T be the left adjoint of P and S the right adjoint of I.
Fix A ∈ A and let i > 0 be arbitrary. The following holds:
(i) Hi(A; ν) = 0 if and only if Hi(A;T ) = 0;
(ii) H i(A; ν−) = 0 if and only if H i(A;S) = 0.
Proof. By Lemma 2.49 and dimension shifting it is sufficient to show
this for i = 1. Let 0 → A′ s−→ Q t−→ A → 0 be an exact sequence in A with
Q being P-projective. If H1(A; ν) = 0, then the sequence 0 → ν(A′) ν(s)−−→
ν(Q)
ν(t)−−→ ν(A) → 0 is exact. Applying P then gives an exact sequence
0 → T (A′) T (s)−−−→ T (Q) T (t)−−→ T (A) → 0, which shows that H1(A;T ) = 0.
Conversely, assume H1(A;T ) = 0. The sequence 0 → P ◦ ν(A′) P◦ν(s)−−−−→
P ◦ ν(Q) P◦ν(t)−−−−→ P ◦ ν(A) → 0 is then exact. Since P is faithful, it follows
that 0→ ν(A′) ν(s)−−→ ν(Q) ν(t)−−→ ν(A)→ 0 is exact, and hence H1(A; ν) = 0.
This proves (i). Statement (ii) is proved dually. 
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Hence, Gorenstein P-flat objects can also be defined using ν-exact se-
quences. We write this out explicitly for the convenience of the reader.
Lemma 6.6.
(i) An object X ∈ A is Gorenstein P-flat if there exists a ν-exact
sequence
A• = · · · f−2−−→ A−1 f−1−−→ A0 f0−→ A1 f1−→ · · ·
with Ai ∈ A being P-projective for all i ∈ Z, and with Z0(A•) = X.
(ii) An object X ∈ A is Gorenstein I-injective if there exists an ν−-
exact sequence
A• = · · · f−2−−→ A−1 f−1−−→ A0 f0−→ A1 f1−→ · · ·
in A with Ai being I-injective for all i ∈ Z, and with Z0(A•) = X.
The following result shows that GP flat(A) and GI inj(A) are equivalent
categories.
Proposition 6.7. Let A ∈ A be arbitrary. The following holds:
(i) If A ∈ GP flat(A), then ν(A) ∈ GI inj(A);
(ii) If A ∈ GI inj(A), then ν−(A) ∈ GP flat(A);
(iii) If A ∈ GP flat(A), then λA : A→ ν− ◦ ν(A) is an isomorphism;
(iv) If A ∈ GI inj(A), then σA : ν ◦ ν−(A)→ A is an isomorphism.
In particular, the restriction ν : GP flat(A)→ GI inj(A) is an equivalence with
quasi-inverse ν− : GI inj(A)→ GP flat(A).
Proof. Let Q• = · · ·Q−1 s−1−−→ Q0 s0−→ Q1 s1−→ · · · be a ν-exact sequence
with P-projective components. Applying ν gives an exact sequence
ν(Q•) = · · · ν(s−2)−−−−→ ν(Q−1) ν(s−1)−−−−→ ν(Q0) ν(s0)−−−→ ν(Q1) ν(s1)−−−→ · · ·
Applying ν− and using Lemma 6.4 part (v) gives an isomorphism ν− ◦
ν(Q•) ∼= Q•. Hence, ν(Q•) is ν−-exact. Since ν sends P-projective objects
to I-injective objects, the complex ν(Q•) has I-injective components. Hence,
if Z0(Q•) = A, then Z0(ν(Q•)) = ν(A) ∈ GI inj(A). This shows (i). Now
consider the exact sequence 0 → ν(A) → ν(Q0) ν(s0)−−−→ ν(Q1). Applying ν−
gives a commutative diagram
0 A Q0 Q1
0 ν− ◦ ν(A) ν− ◦ ν(Q0) ν− ◦ ν(Q1)
s0
ν− ◦ ν(s0)
λA λQ0 λQ1
where the lower row is exact since ν− is left exact. Hence, since λQ0 and
λQ1 are isomorphisms, it follows that λA is an isomorphism. This proves
part (iii) of the proposition. Part (ii) and (iv) are proved dually. 
We get the following alternative description of the Gorenstein P-flat
objects.
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Proposition 6.8. Let A ∈ A. Then A ∈ GP flat(A) if and only if the
following holds:
(i) Hi(A; ν) = 0 for all i > 0;
(ii) H i(ν(A); ν−) = 0 for all i > 0;
(iii) The unit λA : A→ ν− ◦ ν(A) is an isomorphism.
Proof. Assume A satisfies (i), (ii), and (iii). Choose an exact sequence
0 → ν(A) → J1 → J2 → · · · with Ji being I-injective for all i. Since
Hi(A; ν) = 0 for all i > 0, the sequence Applying ν
− and using that A ∼=
ν− ◦ ν(A) and H i(ν(A); ν−) = 0 for all i, we get an ν-exact sequence
0→ A→ ν−(J1)→ ν−(J2)→ · · · .
Now choose an exact sequence · · · → Q−1 → Q0 → A → 0 with Qi being
P-projective for all i. It is ν-exact since Hi(A; ν) = 0 for all i > 0. Hence
the complex
Q• = · · · → Q−1 → Q0 → ν−(J1)→ ν−(J2)→ · · ·
obtained by gluing the two sequence together at A is ν-exact, has P-proj-
ective components, and satisfy Z(Q•) = A. This shows that A ∈ GP flat(A).
The converse follows from Proposition 6.7. 
Remark 6.9. Using the description in Proposition 6.8, we can more
easily prove Theorem 5.25. First note that GP flat(A) being closed under
direct summands is immediate. Also, in all the cases the sequence
0→ A1 f−→ A2 g−→ A3 → 0
is ν-exact by Lemma 6.5, and it is therefore straightforward to see that if
two of the objects are in GP flat(A), then the third one is also in GP flat(A).
We have the following dual of Proposition 6.8.
Proposition 6.10. Let A ∈ A. Then A ∈ GI flat(A) if and only if the
following holds:
(i) H i(A; ν−) = 0 for all i > 0;
(ii) Hi(ν
−(A); ν) = 0 for all i > 0;
(iii) The counit σA : ν ◦ ν−(A)→ A is an isomorphism.
6.2. Comonads with Nakayama functor on functor categories
The goal in this section is to show that certain functor categories of
abelian categories have a comonad with Nakayama functor. Let k be a
commutative ring. We use the same terminology as in [21] in the following.
Definition 6.11. Let C be a small k-linear category.
(i) C is locally bounded if for any object c ∈ C there are only finitely
many objects in C mapping nontrivially in and out of c. This
means that for each c ∈ C we have
C(c, c′) 6= 0 for only finitely many c′ ∈ C
and
C(c′′, c) 6= 0 for only finitely many c′′ ∈ C;
(ii) C is Hom-finite if C(c, c′) ∈ Proj(mod -k) for all c, c′ ∈ C.
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In the following we give an explicit description of the finitely presented
right C-modules.
Lemma 6.12. Assume C is locally bounded and Hom-finite. A module
M ∈ Mod -C is finitely presented if and only if the following holds:
(i) M(c) ∈ mod -k for all c ∈ C;
(ii) M(c) 6= 0 for only finitely many c ∈ C.
Proof. Obviously, if M is finitely presented, then it satisfies the two
criteria. For the converse, choose an epimorphism knc → M(c) → 0 for
each c ∈ C with M(c) 6= 0. Via the adjunction in Lemma 2.57 with C1 = k,
C = Cop2 and B = mod k this corresponds to a morphism C(−, c)⊗kknc
pc−→M
in Mod -C. The induced map⊕
c∈C, M(c)6=0
C(−, c)⊗k knc ⊕pc−−→M
is then an epimorphism. Let K be the kernel of this map. Since M(c′) is
a finitely presented k-module and
⊕
c∈C, M(c)6=0 C(c′, c) ⊗k knc is a finitely
generated projective k-module, we get that K(c′) is a finitely generated k-
module for all c′ ∈ C. Also, K(c′) 6= 0 for only finitely many c′ ∈ C since
the same holds for
⊕
c∈C, M(c)6=0 C(−, c) ⊗k knc . Choose an epimorphism
kn
′
c → K(c)→ 0 for each c ∈ C with K(c) 6= 0, and let C(−, c)⊗k kn′c qc−→ K
be the map obtained from this via the adjunction. Then, the induced map⊕
c∈C, K(c)6=0
C(−, c)⊗k kn′c ⊕pc−−→ K
is an epimorphism. Hence, K is a finitely generated right C-module. There-
fore, M is finitely presented, and we are done. 
In the following we set D := Homk(−, k) : Mod -k → (Mod -k)op. Also,
we fix a k-linear abelian category B. For B ∈ B the functors D(−)⊗kB and
Homk(−, B) both send k to B. Hence, we get an isomorphism
D(V )⊗k B ∼= Homk(V,B) (6.13)
in B when V is a finitely generated projective k-module. We also let
D : Mod -C → (Mod -Cop)op denote the functor defined by
D(M)(c) = D(M(c)) = Homk(M(c), k).
Lemma 6.14. Assume C is locally bounded and Hom-finite. Choose an
object c ∈ C. The following holds:
(i) D(C(c,−)) is a finitely presented right C-module;
(ii) We have an isomorphism
D(C(−, c))⊗k B ∼= Homk(C(−, c), B)
in BC for all B ∈ B;
(iii) We have an isomorphism
C(c,−)⊗k B ∼= Homk(D(C(c,−)), B)
in BC for all B ∈ B.
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Proof. Statement (i) follows immediately from Lemma 6.12. State-
ment (ii) and (iii) follows from the isomorphism in (6.13). 
Remark 6.15. If k is a field, then mod -C is an abelian category. Since
D(C(c,−)) is finitely presented for all c ∈ C, the category Proj(mod -C) of
finitely generated projective right C-modules is a dualizing k-variety [3].
Let k(ob -C) be the category with the same objects as C, and with mor-
phisms
k(ob -C)(c1, c2) =
{
0 if c1 6= c2,
k if c1 = c2.
The functor category Bk(ob -C) is just a product of copies of B, indexed over
the objects of C. Let i : k(ob -C)→ C be the inclusion. We have functors
i! : Bk(ob -C) → BC i!((Bc)c∈C) =
⊕
c∈C
C(c,−)⊗k Bc
i∗ : BC → Bk(ob -C) i∗(F ) = (F (c))c∈C
i∗ : Bk(ob -C) → BC i∗((Bc)c∈C) =
∏
c∈C
Homk(C(−, c), Bc).
Note that the functors i! and i∗ are well defined since C is locally
bounded. Evaluating i!((B
c)c∈C) and i∗((Bc)c∈C) on an object in C gives
a finite sum, and since limits are taken pointwise in BC , it follows that
i!((B
c)c∈C) =
⊕
c∈C
C(c,−)⊗k Bc =
∏
c∈C
C(c,−)⊗k Bc (6.16)
and
i∗((Bc)c∈C) =
∏
c∈C
Homk(C(c,−), Bc) =
⊕
c∈C
Homk(C(−, c), Bc). (6.17)
Also, HomC(C(c,−), F ) = F (c) = C(−, c) ⊗C F , and hence by Lemma 2.57
we get that i∗ is right adjoint to i! and left adjoint to i∗. Let
PBC := i! ◦ i∗ : BC → BC PBC(F ) =
⊕
c∈C
C(c,−)⊗k F (c)
denote the composite, and PBC = (PBC , PBC ,∆PBC ) the induced comonad
on BC coming from the adjunction between i! and i∗. Note that we have
functors
ν : BC → BC ν(F ) = D(C)⊗C F
ν− : BC → BC ν−(F ) = HomC(D(C), F )
where
(D(C)⊗C F )(c) = D(C(c,−))⊗C F
HomC(D(C), F )(c) = HomC(D(C(−, c)), F ).
It follows from Lemma 2.57 that ν is left adjoint to ν−.
Theorem 6.18. The functor ν : BC → BC is a Nakayama functor relative
to PBC .
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Proof. Note first that PBC is generating since i∗ is faithful. For F ∈ BC
we have
ν ◦ PBC(F ) = ν(
⊕
c∈C
C(c,−)⊗k F (c)) =
⊕
c∈C
D(C(−, c))⊗k F (c)
and
i∗ ◦ i∗(F ) =
⊕
c∈C
Homk(C(−, c), F (c)) ∼=
⊕
c∈C
D(C(−, c))⊗k F (c)
where the last isomorphism follows from Lemma 6.14 part (iii). Hence, there
exists an isomorphism ν ◦PBC ∼= i∗ ◦ i∗, and ν ◦PBC is therefore right adjoint
to PBC . Also, we have an isomorphism
ν− ◦ ν ◦ PBC(F ) = HomC(D(C),
⊕
c∈C
Homk(C(−, c), F (c)))
∼=
⊕
c∈C
HomC(D(C),Homk(C(−, c), F (c)))
∼=
⊕
c∈C
Homk(DC(c,−), F (c)) ∼=
⊕
c∈C
C(c,−)⊗k F (c) = PBC(F ).
natural in F ∈ BC . The claim follows now from Lemma 6.2. 
6.3. More examples
In this section we consider several special cases of Theorem 6.18.
Example 6.19. Let k be a commutative ring, and let C be a small,
k-linear, locally bounded, Hom-finite category. If we set B = Mod -k in
Theorem 6.18, we get that the category C- Mod has a comonad PC- Mod =
(P,,∆) with Nakayama functor ν. Explicitly,
P : C- Mod→ C- Mod P (F ) =
⊕
c∈C
C(c,−)⊗k F (c).
and
ν := DC ⊗C − : C- Mod→ C- Mod ν(F )(c) = D(C(c,−))⊗C F
for F ∈ C- Mod.
Remark 6.20. Locally bounded Hom-finite categories are one of the
main object of study in [21]. In [21, Theorem 4.6] they assume that C has
a Serre functor relative to k. In our language this implies that the comonad
P on C- Mod is 0-Gorenstein, see Theorem 6.39.
Example 6.21. Let k be a commutative ring, and let Λ be a k-algebra
which is finitely generated and projective as a k-module. This is a special
case of Example 6.19 where C = Λ has only one object. It follows that
P = (Λ⊗k −) ◦ resΛk : Λ- Mod→ Λ- Mod
gives rise to a comonad P on Λ- Mod with Nakayama functor
ν = DΛ⊗Λ − : Λ- Mod→ Λ- Mod
where resΛk : Λ- Mod→ Mod -k denotes the restriction functor.
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Example 6.22. Let Λ1 and Λ2 be k-algebras, and assume Λ1 is finitely
generated projective as a k-module. Let PΛ1⊗kΛ2- Mod = (P, ,∆) be the
comonad given in Example 5.10. Since (Λ1 ⊗k Λ2)- Mod = (Λ2- Mod)Λ1 , it
follows from Theorem 6.18 that P(Λ1⊗kΛ2)- Mod = (P,,∆) has a Nakayama
functor ν. Explicitly,
ν = D(Λ1)⊗Λ1 − : (Λ1 ⊗k Λ2)- Mod→ (Λ1 ⊗k Λ2)- Mod .
Example 6.23. Let Λ1 be a finite dimensional algebra over a field k,
and let Λ2 be a left coherent k-algebra. Let PΛ1⊗kΛ2- mod = (P, ,∆) be the
comonad in Example 5.11. Since (Λ1 ⊗k Λ2)- mod can be identified with
(Λ2- mod)
Λ1 , it follows from Theorem 6.18 that P(Λ1⊗kΛ2)- mod = (P, ,∆)
has a Nakayama functor ν. Explicitly
ν = D(Λ1)⊗Λ1 − : (Λ1 ⊗k Λ2)- mod→ (Λ1 ⊗k Λ2)- mod .
6.4. Uniqueness of Nakayama functor
In this section we show that the Nakayama functor associated to a gener-
ating comonad is unique if it exists. We assume throughout this subsection
that the comonad P on A is generating. We also fix the notation
(T, P, φTaP , αTaP , βTaP ) : A → A
(P, I, φPaI , αPaI , βPaI) : A → A
(I, S, φIaS , αIaS , βIaS) : A → A
for the adjunctions if they exist.
Lemma 6.24. Assume P has a Nakayama functor ν. The following holds:
(i) αIaS = I(λP ) ◦ αPaI ;
(ii) βIaS = σ ◦ ν(βPaIν− ).
Proof. We have
φIaS : A(I,−) = A(ν ◦ P,−) θ−→ A(P, ν−) φ
PaI
−−−→ A(−, I ◦ ν−) = A(−, S).
It follows that
αIaS = φIaS(1I) = φPaI ◦ θ(1ν◦P ) = φPaI(λP ) = I(λP ) ◦ αPaI
and
βIaS = (φIaS)−1(1S) = θ−1 ◦ (φPaI)−1(1I◦ν−) = θ−1(βPaIν− )
= σ ◦ ν(βPaIν− ).

Proposition 6.25. Assume P has a Nakayama functor ν. The map
I(λP ) : IP → Iν−νP = SI
induces an isomorphism of monads
I(λP ) : (IP, α
PaI , I(βPaIP ))
∼=−→ (SI, αIaS , S(βIaSI )).
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Proof. The map I(λP ) is an isomorphism by part (2) of Definition 6.1.
Hence, we only need to show that I(λP ) is a morphism of monads. Note
first that I(λP ) ◦αPaI = αIaS by Lemma 6.24 (i). It therefore only remains
to show that the diagram
IPIP SIIP SISI
IP SI
I(λPIP ) SII(λP )
I(λP )
I(βPaIP ) S(β
IaS
I )
commutes. By Lemma 6.24 part (ii) we have βIaS = σ ◦ ν(βPaIν− ). Hence,
S(βIaSI ) ◦ SII(λP ) ◦ I(λPIP ) = S(σI) ◦ Sν(βPaIν−I ) ◦ SII(λP ) ◦ I(λPIP )
= S(σI) ◦ Sν(βPaIν−I ◦ PI(λP )) ◦ I(λPIP )
= S(σI) ◦ Sν(λP ) ◦ Sν(βPaIP ) ◦ I(λPIP )
= S(σI ◦ ν(λP )) ◦ I(ν−ν(βPaIP ) ◦ λPIP )
= I(ν−ν(βPaIP ) ◦ λPIP )
by naturality, where the last equality follows from the triangle identities.
Since
I(ν−ν(βPaIP ) ◦ λPIP ) = I(λP ◦ βPaIP ) = I(λP ) ◦ I(βPaIP )
by naturality, the claim follows. 
We now show the converse of Proposition 6.25; if P = (P, P,∆P) is a
generating comonad and there exist adjunctions P a I a S and a natural
isomorphism γ : (IP, αPaI , I(βPaIP ))
∼=−→ (SI, αIaS , S(βIaSI )) of monads then
P has a Nakayama functor.
Lemma 6.26. Let P be as above. Then there is an equivalence
ν ′can : imP → imI
acting as identity on objects, and sending a morphism f : P (X)→ P (Y ) to
ν ′can(f) := (φ
IaS)−1(γY ◦ φPaI(f)) : I(X)→ I(Y ).
Proof. By Lemma 2.38 we have equivalences
imP ∼= Kl((IP, αPaI , I(βPaIP )))
and
imI ∼= Kl((SI, αIaS , S(βIaSI ))).
Since γ is an isomorphism of monads it induces an equivalence
Kl((IP, αPaI , I(βPaIP ))) ∼= Kl((SI, αIaS , S(βIaSI ))).
It is easy to see that ν ′can is the composite
imP ∼= Kl((IP, αPaI , I(βPaIP ))) ∼= Kl((SI, αIaS , S(βIaSI ))) ∼= imI
and the claim follows. 
82 6. COMONADS WITH NAKAYAMA FUNCTOR
In terms of the unit and counit we have
ν ′can(f) := β
IaS
I(Y ) ◦ I(γY ) ◦ II(f) ◦ I(αPaIX ) : I(X)→ I(Y ). (6.27)
We let ν ′−can : imI → imP denote the inverse of ν ′can.
Lemma 6.28. Let P be as above and let f : X → Y be a morphism in A.
Then ν ′can(P (f)) = I(f).
Proof. Note that
ν ′can(P (f)) = β
IaS
I(Y ) ◦ I(γY ) ◦ IIP (f) ◦ I(αPaIX )
= βIaSI(Y ) ◦ ISI(f) ◦ I(γX) ◦ I(αPaIX )
= I(f) ◦ βIaSI(X) ◦ I(γX) ◦ I(αPaIX )
by naturality of γ and βIaS . Since γ is a morphism of monads, we have that
γX ◦ αPaIX = αIaSX . Hence
I(f) ◦ βIaSI(X) ◦ I(γX) ◦ I(αPaIX ) = I(f) ◦ βIaSI(X) ◦ I(αIaSX ) = I(f)
where the last equality follows from the triangle identities of the adjunction.
This proves the claim. 
For an object A ∈ A, let
morP(A) := i ◦ PKer PA : P (Ker 
P
A)→ P (A)
morI(A) := η
I
Coker ηIA
◦ p : I(A)→ I(Coker ηIA)
denote the compositions, where i : Ker PA → P (A) is the inclusion and
p : I(A)→ Coker ηIA is the projection. These induce functors
morP : A → Mor(imP ) A→ morP(A)
morI : A → Mor(imI) A→ morI(A)
where Mor(imP ) (resp Mor(imI)) is the category of morphisms in imP (resp
imI). The functors ν ′can and ν ′−can give equivalences
ν ′can : Mor(imP )→ Mor(imI)
ν ′−can : Mor(imI)→ Mor(imP )
defined pointwise. Now consider the functors
νcan := Coker ◦ν ′can ◦morP : A → A
ν−can := Ker ◦ν ′−can ◦morI : A → A
where Ker : Mor(imP )→ A and Coker : Mor(imI)→ A are the kernel and
cokernel functors.
Lemma 6.29. Let P be as above. We have an adjunction
(νcan, ν
−
can, θcan, λcan, σcan) : A → A.
Proof. Let f : νcan(A1) → A2 be a morphism in A. By definition, we
have an exact sequence
I(Ker PA1)
ν′can(morP(A1))−−−−−−−−−→ I(A1)→ νcan(A1)→ 0.
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Consider the composite
f := I(A1) −→ νcan(A1) f−→ A2
ηIA2−−→ I(A2).
It satisfies f ◦ ν ′can(morP(A1)) = 0 and morI(A2) ◦ f = 0. Applying ν ′−can to f
gives a morphism ν ′−can(f) : P (A1)→ P (A2) satisfying ν ′−can(f)◦morP(A1) = 0
and ν ′−can(morI(A2)) ◦ ν ′−can(f) = 0. Since we have exact sequences
P (Ker PA1)
morP(A1)−−−−−−→ P (A1)
PA1−−→ A1 → 0
and
0→ ν−can(A2) −→ P (A2)
ν′−can(morI(A2))−−−−−−−−−→ P (Coker ηIA2)
it follows that the morphism ν ′−can(f) induces a morphism θcan(f) : A1 →
ν−can(A2). Obviously, the map f 7→ θcan(f) is bijective. Now let g : A2 → A3
be a morphism in A. By naturality of ηI it follows that
g ◦ f = I(g) ◦ f : I(A1)→ I(A3).
Applying ν ′−can to this gives
ν ′−can(g ◦ f) = P (g) ◦ ν ′−can(f) : P (A1)→ P (A3)
by Lemma 6.28. Since we have a commutative diagram
0 ν−can(A2) P (A2) P (Coker ηIA2)
0 ν−can(A3) P (A3) P (Coker ηIA3)
ν ′−can(morI(A2))
ν ′−can(morI(A3))
ν−can(g) P (g)
with exact rows, it follows that θcan(g ◦f) = ν−can(g)◦ θcan(f). Similarly, one
can show that θcan(f ◦ νcan(h)) = θcan(f) ◦ h. Hence, θcan is natural, and
therefore we get the required adjunction. 
Lemma 6.30. Let P be as above. There exist natural isomorphisms νcan◦
P ∼= I and ν−can ◦ I ∼= P .
Proof. The maps
PP (A) : P (P (A))→ P (A)
morP(P (A)) : P (Ker 
P
P (A))→ im morP(P (A))
are split epimorphisms for any object A ∈ A. Hence, applying ν ′can to the
exact sequence
P (Ker PP (A))
morP(P (A))−−−−−−−→ P (P (A))
P
P (A)−−−→ P (A)→ 0
gives an exact sequence
I(Ker PP (A))
ν′can(morP(P (A)))−−−−−−−−−−−→ I(P (A))→ I(A)→ 0.
Since A was arbitrary we get a natural isomorphism νcan ◦P ∼= I. Similarly,
one can show that ν−can ◦ I ∼= P . 
Proposition 6.31. Let P be as above. Then νcan is a Nakayama functor.
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Proof. It follows from Lemma 6.30 that νcan ◦ P is right adjoint to P .
Furthermore, by Lemma 6.30 there exists an equivalence P ∼= ν−can ◦νcan ◦P .
This implies that the unit (λcan)P : P → ν−can ◦ νcan ◦ P is an isomorphism
by Lemma 6.2. Hence, νcan is a Nakayama functor. 
Theorem 6.32. Let P = (P, P,∆P) be a generating comonad on A.
The following statements are equivalent:
(i) P has a Nakayama functor ν;
(ii) There are adjunctions P a I a S and a natural isomorphism
γ : (IP, αPaI , I(βPaIP ))
∼=−→ (SI, αIaS , S(βIaSI ))
of monads.
Furthermore, in this case we have a natural isomorphism ν ∼= νcan.
Proof. The equivalence (i)⇐⇒ (ii) follows from Proposition 6.25 and
Proposition 6.31.
To prove the existence of a natural isomorphism ν ∼= νcan, it is sufficient
to show that νcan(f) = ν(f) : I(A1) → I(A2) for a morphism f : P (A1) →
P (A2). From the identities Iν
− = S and γ = I(λP ), and from the naturality
of λ and βIaS we get that
νcan(f) = β
IaS
I(A2)
◦ II(λP (A2)) ◦ II(f) ◦ I(αPaIA1 )
= βIaSI(A2) ◦ II(ν−ν(f)) ◦ II(λP (A1)) ◦ I(αPaIA1 )
= ν(f) ◦ βIaSI(A1) ◦ II(λP (A1)) ◦ I(αPaIA1 ).
By Lemma 6.24 part (ii) we know that βIaS = σ◦ν(βPaIν− ). Hence, it follows
that
νcan(f) = ν(f) ◦ σI(A1) ◦ ν(βPaIν−νP (A1) ◦ PI(λP (A1))) ◦ I(αPaIA1 )
= ν(f) ◦ σI(A1) ◦ ν(λP (A1)) ◦ ν(βPaIP (A1)) ◦ I(αPaIA1 )
= ν(f) ◦ ν(βPaIP (A1) ◦ P (αPaIA1 )) = ν(f)
using the naturality of βPaI , the triangle identity for σ and λ, and the
triangle identity for βPaI and αPaI . The claim follows. 
6.5. Gorenstein comonads
We make the following assumption for this subsection.
Setting 6.33. Let P = (P, P,∆P) be a generating comonad with Naka-
yama functor ν : A → A relative to P. We let (ν, ν−, θ, λ, σ) : A → A
denote the adjunction, I = (I, ηI, µI) the right adjoint monad to P with
I = ν ◦ P , T = (T, ηT, µT) the left adjoint monad to P with T = P ◦ ν, and
S = (S, S,∆S) the right adjoint comonad to I.
Definition 6.34. The comonad P is called Gorenstein if there exists an
n ≥ 0 such that Hi(A; ν) = 0 and H i(A; ν−) = 0 for all A ∈ A and i > n.
We have the following simpler description of GP flat(A) and GI inj(A)
when P is Gorenstein.
Theorem 6.35. Assume P is Gorenstein. The following holds:
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(i) A ∈ GP flat(A) if and only if Hi(A; ν) = 0 for all i > 0;
(ii) A ∈ GI inj(A) if and only if H i(A; ν−) = 0 for all i > 0.
Proof. If A ∈ GP flat(A), then Hi(A;T ) = 0 for all i > 0, and hence
it follows that Hi(A; ν) = 0 for all i > 0 by Lemma 6.5. For the converse
choose an exact sequence
· · · s−3−−→ Q−2 s−2−−→ Q−1 s−1−−→ A→ 0
with Qi being P-projective. Applying ν gives an exact sequence
· · · ν(s−3)−−−−→ ν(Q−2) ν(s−2)−−−−→ ν(Q−1) ν(s−1)−−−−→ ν(A)→ 0
since Hi(A; ν) = 0 for all i > 0. Also, since ν(Qi) is I-injective and
H i(A′; ν−) = 0 for all A′ ∈ A and i ≥ n, it follows by Lemma 2.49 and
dimension shifting that H i(ν(A); ν−) = 0 and H i(Ker ν(sj); ν−) = 0 for all
i > 0 and j. Therefore, in the commutative diagram
· · · Q−2 Q−1 A 0
· · · ν−ν(Q−2) ν−ν(Q−1) ν−ν(A) 0
s−3 s−2 s−1
ν−ν(s−3) ν−ν(s−2) ν−ν(s−1)
λQ−2 λQ−1 λA
the rows are exact. Hence, the morphism λA : A → ν−ν(A) is an isomor-
phism. Part (i) follows now Proposition 6.8. Part (ii) follows dually. 
It follows from Theorem 6.35 that if P is Gorenstein, then
dimGP flat(A)(A) <∞ and dimGI inj(A)(A) <∞.
Our goal now is to prove that when P is Gorenstein the following numbers
are equal:
1) dimGP flat(A)(A);
2) dimGI inj(A)(A);
3) The smallest integer n1 such that Hi(A; ν) = 0 for all i > n1 and
A ∈ A;
4) The smallest integer n2 such that H
i(A; ν−) = 0 for all i > n2 and
A ∈ A.
In order to prove this we need some preparation. We let im ν (resp
im ν−) denote the subcategory of A consisting of objects A such A ∼= ν(A′)
(A ∼= ν−(A′)) for some object A′ ∈ A.
Lemma 6.36. Let A ∈ A. The following holds:
(i) A ∈ im ν if and only if there exists an exact sequence J0 → J1 →
A→ 0 with J0,J1 being I-injective;
(ii) A ∈ im ν− if and only if there exists an exact sequence 0 → A →
Q0 → Q1 with Q0,Q1 being P-projective.
Proof. For any object A′ ∈ A choose an exact sequence Q0 → Q1 →
A′ → 0 with Q0 and Q1 being P-projective. By applying ν and using that it
is right exact and sends P-projective objects to I-injective objects, we get one
direction of part (i). For the converse, assume we have an exact sequence
86 6. COMONADS WITH NAKAYAMA FUNCTOR
J0
s−→ J1 → A → 0 with J0,J1 being I-injective. Since σJi : ν ◦ ν−(Ji) → Ji
is an isomorphism, it follows that
A = Coker s ∼= Coker ν ◦ ν−(s) ∼= ν(Coker ν−(s)).
This proves part (i). Part (ii) is proved dually. 
By Proposition 2.26, the functor Ker P : A → A is right adjoint to the
functor Coker ηT : A → A. Hence, for m ≥ 0 the functor (Ker P)m ◦ ν− is
right adjoint to ν ◦ (Coker ηT)m.
Lemma 6.37. Let A ∈ A and m ≥ 0. The following holds:
(i) If A ∼= ν ◦ (Coker ηT)m(A′) for an object A′ ∈ A, then there exists
an exact sequence
J0 → J1 → · · · → Jm+1 → A→ 0
with Ji being I-injective;
(ii) If A ∈ GP flat(A), then ν ◦ (Coker ηT)m(A) ∈ GI inj(A);
(iii) If A ∈ GI inj(A), then (Ker P)m ◦ ν−(A) ∈ GP flat(A).
Proof. We prove (i). Consider the sequence
A′
ηT
A′−−→ T (A′) s0−→ T (Coker ηT(A′)) s1−→ · · · sm−2−−−→ T ((Coker ηT)m−1(A′))
pm−1−−−→ (Coker ηT)m(A′)→ 0 (6.38)
where pi is the canonical projection and si is the composite
T ((Coker ηT)i(A′))
pi−→ (Coker ηT)i+1(A′)
ηT
(Coker ηT)i+1(A′)−−−−−−−−−−−→ T ((Coker ηT)i+1(A′)).
Since T (ηT) : T → T ◦ T is a monomorphism, T = P ◦ ν, and P is faithful,
it follows that ν(ηT) : ν → ν ◦ T is a mononorphism. Hence, applying ν to
(6.38) gives an exact sequence
0→ ν(A′) ν(η
T
A′ )−−−−→ J2 ν(s0)−−−→ J3 ν(s1)−−−→ · · · ν(sm−2)−−−−−→ Jm+1 −→ A→ 0
where ν ◦ T ((Coker ηT)i(A′)) = Ji+2. Part (i) now follows by Lemma 6.36
and the fact that ν sends P-projective to I-injective objects.
Part (ii) and (iii) follow from Proposition 6.7 and the fact that Ker P
and Coker ηT preserve objects in GP flat(A). 
We now prove the main result of this section.
Theorem 6.39. The following are equivalent:
(a) P is Gorenstein;
(b) dimGP flat(A)(A) <∞;
(c) dimGI inj(A)(A) <∞.
Moreover, if this holds, then the following numbers coincide:
(i) dimGP flat(A)(A);
(ii) dimGI inj(A)(A);
(iii) The smallest integer n1 such that Hi(A; ν) = 0 for all i > n1 and
A ∈ A;
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(iv) The smallest integer n2 such that H
i(A; ν−) = 0 for all i > n2 and
A ∈ A.
If this common number is n, we say that P is n-Gorenstein.
Proof. The implications (a) =⇒ (b) and (a) =⇒ (c) follow from Theo-
rem 6.35. Assume there exists an integer n ≥ 2 such that dimGI flat(A)(A) ≤
n. Our goal is to show that dimGP flat(A)(A) ≤ n. To this end, let A ∈ A
and consider the exact sequence
0→ (Ker P)n(A) in−→ P ((Ker P)n−1(A)) sn−1−−−→ · · ·
· · · s3−→ P ((Ker P)2(A)) s2−→ P ((Ker P)1(A)) s1−→ P (A) 
P
A−→ A→ 0
where sj is the composition
P ((Ker P)j(A))
P
(Ker P)j(A)−−−−−−−→ (Ker P)j(A) ij−→ P ((Ker P)j−1(A))
and ij is the inclusion. By Lemma 6.36 part (ii) there exists an object
A′ ∈ A such that (Ker P)2(A) ∼= ν−(A′). This implies that
(Ker P)n(A) ∼= Ker(P)n−2(ν−(A′)).
For simplicity we write R = (Ker P)n−2 ◦ν− and L = ν ◦ (Coker ηT)n−2. By
Lemma 6.37 part (i) and our assumption we know that L(A′′) ∈ GI inj(A)
for all A′′ ∈ A. Hence, by Lemma 6.37 part (iii) it follows that
R ◦ L ◦R(A′) ∈ GP flat(A).
By the triangle identities for the adjunction between L and R, we get that
(Ker P)n(A) ∼= R(A′) is a direct summand of R ◦ L ◦ R(A′). Hence, by
Theorem 5.25 part (iv)
(Ker P)n(A) ∈ GP flat(A).
This shows that dimGP flat(A)(A) ≤ n.
Now assume dimGI inj(A)(A) ≤ 1. By the argument above we know that
dimGP flat(A)(A) ≤ 2. Let A ∈ A be arbitrary, and choose an exact sequence
0→ Ker s i−→ Q0 s−→ Q1 p−→ A→ 0
with Q0, Q1 being P-projective. Since dimGP flat(A)(A) ≤ 2, we get that
Ker s ∈ GP flat(A). Consider the exact sequence 0→ Ker s i−→ Q0 q−→ im s→
0. Applying ν to this gives an exact sequence
ν(Ker s)
ν(i)−−→ ν(Q0) ν(q)−−→ ν(im s)→ 0.
Hence, we have an epimorphism ν(Ker s)
p′−→ Ker ν(q) → 0. Since Q0 is
P-projective, we get that ν(Q0) ∈ GI inj(A), and hence Ker ν(q) ∈ GI inj(A)
since dimGI inj(A)(A) ≤ 1. Furthermore, we have a commutative diagram
Ker s Q0 Q1
ν−ν(Ker s) ν−ν(Q0) ν−ν(Q1)
i s
ν−ν(i) ν−ν(s)
λKer s λQ0 λQ1
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The vertical morphisms are isomorphisms by Proposition 6.7 part (iii).
Hence, the morphism ν−ν(Ker s)
ν−ν(i)−−−−→ ν−ν(Q0) is the kernel of ν−ν(s). In
particular, it is a monomorphism. On the other hand, ν−ν(i) is also equal
to the composition
ν−ν(Ker s)
ν−(p′)−−−−→ ν−(Ker ν(q)) ν
−(j)−−−→ ν−ν(Q0)
where j : Ker ν(q)→ ν(Q0) is the inclusion. Since
ν−ν(s) ◦ ν−(j) = ν−(ν(s) ◦ j) = 0
and ν−(j) is a monomorphism, it follows that ν−(p′) is an isomorphism.
Now consider the commutative diagram
νν−ν(Ker s) νν−(Ker ν(q))
ν(Ker s) Ker ν(q)
νν−(p′)
p′
σν(Ker s) σKer ν(q)
Since the vertical maps and the upper horizontal map are isomorphisms, it
follows that p′ is an isomorphism. Hence, the exact sequence 0 → Ker s i−→
Q0
q−→ im s→ 0 is ν-exact, and therefore T -exact by Lemma 6.5 part (i). By
Theorem 5.25 part (iii) it follows that im s ∈ GP flat(A). This implies that
dimGP flat(A)(A) ≤ 1, and since A was arbitrary we get that dimGP flat(A)(A) ≤
1.
Finally, we consider the case when dimGI inj(A)(A) = 0. This implies that
ν− is exact. Also, dimGP flat(A)(A) ≤ 1 by the argument above. Let A ∈ A
be arbitrary, and choose an exact sequence
Q0
s−→ Q1 p−→ A→ 0
with Q0, Q1 being P-projective. Since ν
− is exact and ν is right exact, the
sequence ν−ν(Q0)
ν−ν(s)−−−−→ ν−ν(Q1) ν
−ν(p)−−−−→ ν−ν(A) → 0 is exact. Hence we
have a commutative diagram
Q0 Q1 A 0
ν−ν(Q0) ν−ν(Q1) ν−ν(A) 0
s p
ν−ν(s) ν−ν(p)
λQ0 λQ1 λA
with exact rows. Since λQ0 and λQ1 are isomorphisms, it follows that λA is an
isomorphism. Since dimGP flat(A)(A) ≤ 1, it follows by Lemma 6.36 part (ii)
that A ∈ GP flat(A). Since A was arbitrary, we get that dimGP flat(A)(A) = 0.
The dual of the above argument shows that if dimGP flat(A)(A) ≤ n, then
dimGI inj(A)(A) ≤ n. Hence, it follows that
dimGP flat(A)(A) = dimGI inj(A)(A).
Together with Theorem 6.35 this proves the claim.

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6.6. An analogue of a theorem by Zaks
Fix a commutative ring k. We want to apply Theorem 6.39 to Example
6.19 and 6.21. In order to do this we need the following lemma.
Lemma 6.40. Let C be a small, k-linear, locally bounded, and Hom-finite
category. Assume that M ∈ Mod -C satisfies
M(c) ∈ proj k ∀c ∈ C
M(c) 6= 0 for only finitely many c ∈ C.
Then there exists an exact sequence
· · · → Q2 → Q1 → Q0 →M → 0
where Qi is a finitely generated projective right C-module for all i.
Proof. Choose an epimorphism pc : knc → M(c) → 0 for each c ∈ C
with M(c) 6= 0. The composition
qc : C(−, c)⊗k knc 1⊗p
c
−−−→ C(−, c)⊗kM(c) g
c
−→M
is a morphism of right C-modules, where (gc)c′ : C(c′, c) ⊗k M(c) g
c
−→ M(c′)
sends f ⊗ v to M(f)(v). The induced map⊕
c∈C, M(c)6=0
C(−, c)⊗k knc ⊕qc−−→M
is then an epimorphism. LetK be the kernel of this map. ThenK(c′) 6= 0 for
only finitely many c′ ∈ C since the same holds for⊕c∈C, M(c)6=0 C(−, c)⊗kknc .
Also, K(c′) is the kernel of the epimorphism⊕
c∈C, M(c)6=0
C(c′, c)⊗k knc ⊕qc−−→M(c′)
and since M(c′) ∈ proj k and ⊕c∈C, M(c)6=0 C(c′, c) ⊗k knc ∈ proj k, we get
that K(c′) ∈ proj k. Hence, K satisfies the same properties as M . We can
therefore repeat this construction, which proves the claim. 
Theorem 6.41. Let C be a small, k-linear, locally bounded, and Hom-
finite category. Assume
sup
c∈C
(pdimD(C(−, c))) <∞ and sup
c∈C
(pdimD(C(c,−))) <∞
as left and right C-modules respectively. Then
sup
c∈C
(pdimD(C(−, c))) = sup
c∈C
(pdimD(C(c,−))).
Proof. By assumption the comonad PC- Mod on C- Mod is Gorenstein.
Hence, by Theorem 6.39 PC- Mod is n-Gorenstein for some n ≥ 0. It follows
that
ExtnC- Mod(DC,−) 6= 0 and ExtiC- Mod(DC,−) = 0 for i > n
TorCn(DC,−) 6= 0 and TorCi (DC,−) = 0 for i > n.
We therefore get that
sup
c∈C
(pdimD(C(−, c))) = n = sup
c∈C
(fdimD(C(c,−))).
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On the other hand, by Lemma 6.40 there exists an nth syzygy of D(C(c,−))
which is finitely presented. Since finitely presented flat modules are pro-
jective, it follows that fdimD(C(c,−)) = pdimD(C(c,−)). This proves the
claim. 
We obtain the following generalization of Theorem 3.40.
Corollary 6.42. Let Λ be a k-algebra which is finitely generated and
projective as a k-module. Assume that
pdimD(Λ)Λ <∞ and pdim ΛD(Λ) <∞.
Then we have that
pdimD(Λ)Λ = pdim ΛD(Λ).
Proof. This follows from Theorem 6.41 when C = Λ has one object. 
CHAPTER 7
Gorenstein projective objects in functor categories
Let k be a commutative ring, let C be a small, k-linear, Hom-finite, lo-
cally bounded category, and let B be a k-linear abelian category. As shown in
Theorem 6.18, the functor category BC has a comonad with Nakayama func-
tor. In this chapter we also show that there exists an adjoint triple which lifts
admissible subcategories between BC and Bk(ob -C). Using this, we construct
a Frobenius exact subcategory GP(GP flat(BC)) of BC , and we show that it
is a subcategory of the Gorenstein projective objects GP(BC). Furthermore,
we obtain quite general criteria for when GP(GP flat(BC)) = GP(BC). We
show in examples that using this one can easily compute GP(BC) explicitly.
7.1. Adjoint triples
Let A and B be abelian categories with enough projectives. In this
section we consider the following adjoint triples.
Definition 7.1. Let (L,G,R) : A → B be an adjoint triple. We say that
(L,G,R) lifts admissible subcategories of GP(B) if it satisfies the following:
(i) R : A → B is faithful;
(ii) R : A → B is exact;
(iii) L ◦G : B → B is exact.
Adjoint triples which lift admissible subcategories of GI(B) are defined
dually.
Let P be the comonad on A obtained from the adjunction between R and
G as in Lemma 2.30. Our goal is to show that for a P-admissible subcategory
X ofA and an admissible subcategory F of GP(B), the intersection L−1(F)∩
X is an admissible subcategory of GP(A).
Lemma 7.2. Let (L,G,R) : A → B be an adjoint triple which lifts ad-
missible subcategories of GP(B). Let P be the comonad on A induced from
the adjunction between G and R. Then P accommodates Gorenstein objects.
Proof. We have P = (P, P,∆P) where P = G ◦R. Since R is faithful,
it follows that P is generating [59, Theorem IV.3.1]. Furthermore, since G is
a right and a left adjoint, it is exact. Therefore, P = G◦R is exact. Finally,
P has a left adjoint T = G ◦ L, and the composite T ◦ P = G ◦ L ◦G ◦R is
exact since G, L ◦G, and R are exact. 
Fix an adjoint triple (L,G,R) : A → B which lifts admissible subcate-
gories of GP(B). From now on P = (P, P,∆P) always denotes the comonad
induced from the adjunction between G and R. Let T = G ◦ L denote the
left adjoint of P = G ◦ R, and T = (T, ηT, µT) the monad which is left
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adjoint to P. Furthermore, let
φLaG : B(L(A), B) ∼=−→ A(A,G(B)) φGaR : A(G(B), A) ∼=−→ B(B,R(A))
denote the adjunctions, and
αLaG : 1A → G ◦ L βLaG : L ◦G→ 1B
αGaR : 1B → R ◦G βGaR : G ◦R→ 1A
the units and counits of the adjunctions.
Lemma 7.3. We have that ηT = αLaG.
Proof. By (2.33) we have that ηT = PT ◦ αTaP , where αTaP : 1A →
P ◦ T = G ◦R ◦G ◦L is the unit of the adjunction between P and T . Since
for A ∈ A the map αTaPA is the image of 1T (A) via the maps
A(T (A), T (A)) = A(G ◦ L(A), G ◦ L(A)) φ
GaR
−−−→ B(L(A), R ◦G ◦ L(A))
φLaG−−−→ A(A,G ◦R ◦G ◦ L(A)) = A(A,P ◦ T (A))
we get that
αTaPA = φ
LaG(φGaR(1T (A))) = φLaG(αGaRL(A)) = G(α
GaR
L(A)) ◦ αLaGA .
Also, by definition we have PT = β
GaR
G◦L . Hence, we get
ηTA = β
GaR
G◦L(A) ◦G(αGaRL(A)) ◦ αLaGA = αLaGA
where the last equality follows from the triangle identities of the adjunction.

Since L is left adjoint to G, it is right exact. Also, L ◦ P is exact, and
we can therefore apply Lemma 2.49 to L : A → B.
Lemma 7.4. For all A ∈ A and all integers i > 0 we have Hi(A;T ) = 0
if and only if Hi(A;L) = 0.
Proof. Since G is exact, Hi(A;T ) = Hi(A;G ◦ L) ∼= G(Hi(A;L)).
Hence, if Hi(A;L) = 0, then Hi(A;T ) = 0. For the converse, assume
Hi(A;T ) ∼= G(Hi(A;L)) = 0. Then Hi(A;L ◦G ◦L) ∼= L ◦G(Hi(A;L)) = 0,
where the isomorphism holds since L◦G is exact. By the triangle identities,
L is a summand of L◦G◦L. Hence, Hi(A;L) is a summand ofHi(A;L◦G◦L),
and it is therefore 0. This proves the claim. 
We have the following results for P-admissible subcategories.
Lemma 7.5. Let X be a P-admissible subcategory of A and s : X → G(B)
a morphism in A with X ∈ X and B ∈ B. Assume (φLaG)−1(s) : L(X)→ B
is a monomorphism. Then s is a monomorphism and Coker s ∈ X .
Proof. We have a commutative diagram
0 X G ◦ L(X) CokerαLaGX 0
0 X G(B) Coker s 0
αLaGX
s
1X G((φLaG)−1(s)) t
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where t is induced from the commutativity of the left square. Since αLaGX =
ηTX by Lemma 7.3, it is a monomorphism. Therefore, s is a monomorphism.
Hence, the upper and lower row is exact. Therefore, by the snake lemma t
is a monomorphism and
Coker t ∼= CokerG((φLaG)−1(s)) ∼= G(Coker(φLaG)−1(s))
Hence, we get an exact sequence
0→ CokerαLaGX t−→ Coker s→ G(Coker(φLaG)−1(s))→ 0.
Since X is closed under extensions, G(Coker(φLaG)−1(s)) is P-projective,
and CokerαLaGX = Coker η
T
X ∈ X by Lemma 5.36, we get that Coker s ∈
X . 
Lemma 7.6. Let X be a P-admissible subcategory of A and s : G(B)→ X
a morphism in A with X ∈ X and B ∈ B. Assume that φGaR(s) : B → R(X)
is an epimorphism. Then s is an epimorphism and Ker s ∈ X .
Proof. The proof is dual to the proof of 7.5. We provide it for the
convenience of the reader.
We have a commutative diagram
0 KerβGaRX G ◦R(X) X 0
0 Ker s G(B) X 0
βGaRX
s
t G(φGaR(s)) 1X
where t is induced from the commutativity of the right square. Since
βGaR = P by definition, it is an epimorphism. Hence, s is an epimorphism.
Therefore, by the snake lemma t is an epimorphism and
Ker t ∼= KerG(φGaR(s)) ∼= G(KerφGaR(s)).
Hence, we have an exact sequence
0→ G(KerφGaR(s))→ Ker s→ KerβGaRX → 0.
Since X is closed under extensions, G(KerφGaR(s)) is P-projective, and
KerβGaRX = Ker 
P
X ∈ X by Lemma 5.36, we get that Ker s ∈ X . 
7.2. Lifting admissible subcategories
We make the following assumption for the remainder of this section.
Setting 7.7. Assume B has enough projective objects, and let
(L,G,R) : A → B be an adjoint triple which lifts admissible subcategories
of GP(B). Let X denote a P-admissible subcategory of A, and let F denote
an admissible subcategory of GP(B).
Note that G and L preserve projective objects since they both have an
exact right adjoint.
For A ∈ A choose an epimorphism Q p−→ R(A) in B with Q projective.
The composition G(Q)
G(p)−−−→ G◦R(A) β
GaR
A−−−→ A is then an epimorphism in A.
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This shows that the collection of projective objects G(Q) for Q ∈ Proj(B)
forms a generating set in A. Therefore, A has enough projectives.
Let L−1(F) denote the full subcategory in A consisting of objects A ∈ A
such that L(A) ∈ F . Our goal is to show that L−1(F) ∩ X is an admissible
subcategory of GP(A).
Lemma 7.8. The category L−1(F) ∩ X is closed under extensions and
direct summands in A.
Proof. It is immediate that X ∩ L−1(F) is closed under direct sum-
mands. We show that it is closed under extensions. Let 0 → A1 s−→ A2 t−→
A3 → 0 be an exact sequence in A with A1, A3 ∈ L−1(F) ∩ X . Since X is
closed under extensions, it follows that A2 ∈ X . Also, by Lemma 7.4 we
know that H1(A3, L) = 0. Hence, by Lemma 2.49 we have an exact sequence
0→ L(A1) L(s)−−→ L(A2) L(t)−−→ L(A3)→ 0
in B. Since F is closed under extensions, it follows that L(A2) ∈ F . This
proves the claim. 
It follows from Lemma 7.8 that L−1(F) ∩ X inherits an exact structure
from A.
Lemma 7.9. The category L−1(F)∩X contains the projective objects in
A.
Proof. Let Q ∈ B be projective. Then L ◦G(Q) is projective L and G
preserves projective objects. Since X contains all the P-projectives of A and
F contains all the projective objects of B, it follows that G(Q) ∈ L−1(F)∩X .
Since the objects G(Q) for projective Q ∈ B form a generating set, the claim
follows. 
Lemma 7.10. We have ExtiA(A,Q) = 0 for all i > 0, A ∈ L−1(F) ∩ X ,
and Q ∈ A projective. Hence, the projective objects of A become injective in
L−1(F) ∩ X .
Proof. We only need to show the statement for Q = G(Q′) where
Q′ ∈ B is projective. Let · · · s−2−−→ Q−1 s−1−−→ Q0 s0−→ A → 0 be a projective
resolution of A. Applying L gives a projective resolution
· · · L(s−2)−−−−→ L(Q−1) L(s−1)−−−−→ L(Q0) L(s0)−−−→ L(A)→ 0
of L(A) since L preserves projectives and Hi(A,L) = 0 for all i > 0 by
Lemma 7.4. Also, ExtiB(L(A), Q′) = 0 for all i > 0 since L(A) ∈ F . There-
fore, the sequence
0→ B(L(A), Q′) −◦L(s0)−−−−−→ B(L(Q0), Q′) −◦L(s−1)−−−−−−→ B(L(Q−1), Q′) −→ · · ·
is exact. Via the adjunction B(L(−), Q′) ∼= A(−, G(Q′)) this corresponds to
the sequence
0→ A(A,G(Q′)) −◦s0−−−→ A(Q0, G(Q′)) −◦s−1−−−−→ A(Q−1, G(Q′)) −◦s−2−−−−→ · · ·
which is therefore also exact. This implies that ExtiA(A,G(Q′)) = 0 for all
i > 0, and the claim follows. 
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Lemma 7.11. For all objects A ∈ X ∩ L−1(F) there exists a projective
object Q ∈ A and an epimorphism p : Q→ A such that Ker p ∈ L−1(F)∩X .
Proof. Let A ∈ L−1(F) ∩ X be arbitrary, and choose an epimorphism
q : Q′ → R(A) in B with Q′ projective. By Lemma 7.6 the morphism
(φGaR)−1(q) : G(Q′) → A is surjective and Ker(φGaR)−1(q) ∈ X . Since
G(Q′) is projective, it only remains to show Ker(φGaR)−1(q) ∈ L−1(F). To
this end, note that applying L to
0→ Ker(φGaR)−1(q)→ G(Q′) (φ
GaR)−1(q)−−−−−−−−→ A→ 0
gives an exact sequence
0→ L(Ker(φGaR)−1(q))→ L ◦G(Q′) L((φ
GaR)−1(q))−−−−−−−−−−→ L(A)→ 0
in B since H1(A;L) = 0 by Lemma 7.4. By Lemma 3.8 we get that
L(Ker(φGaR)−1(q)) ∈ F , and the result follows. 
Lemma 7.12. For all objects A ∈ L−1(F) ∩ X there exists a projective
object Q ∈ A and a monomorphism j : A→ Q such that Coker j ∈ L−1(F)∩
X .
Proof. Let A ∈ L−1(F) ∩ X be arbitrary. Choose a projective object
Q′ ∈ B and an exact sequence
0→ L(A) i−→ Q′ p−→ B → 0
with B ∈ F . By Lemma 7.5 we get that φLaG(i) : A→ G(Q′) is a monomor-
phism and CokerφLaG(i) ∈ X . Since G(Q′) is projective, it only remains
to show that CokerφLaG(i) ∈ L−1(F). To this end, note that we have a
commutative diagram
0 L(A) L ◦G(Q′) L(Coker j) 0
0 L(A) Q′ B 0
L(j)
i
1L(A) βLaGQ′
with exact rows, where j = φLaG(i) and the morphism L(Coker j) → B is
induced from the commutativity of the left square. Hence, the right square
is a pullback and a pushout square. Therefore, we get an exact sequence
0→ L ◦G(Q′)→ L(Coker j)⊕Q′ → B → 0.
Since F is closed under extensions and direct summands, L ◦G(Q′) is pro-
jective, and B ∈ F , it follows that L(CokerφLaG(i)) = L(Coker j) ∈ F .
Hence
CokerφLaG(i) ∈ L−1(F) ∩ X
and we are done. 
Theorem 7.13. The category L−1(F) ∩ X is an admissible subcategory
of GP(A).
Proof. This follows from Lemma 7.9,7.10,7.11,7.12. 
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Example 7.14. Let k be a field, let Λ1 be a finite-dimensional algebra
over k, and let Λ2 be a left coherent k-algebra. The functor
Λ1 ⊗k − ∼= Homk(Homk(Λ1, k),−) : Λ2- mod→ (Λ1 ⊗k Λ2)- mod
has a right adjoint resΛ1⊗kΛ2Λ2 : (Λ1⊗kΛ2)- mod→ Λ2- mod and a left adjoint
Homk(Λ1, k)⊗Λ1 − : (Λ1 ⊗k Λ2)- mod→ Λ2- mod. The adjoint triple
(Homk(Λ1, k)⊗Λ1 −,Λ1 ⊗k −, resΛ1⊗kΛ2Λ2 ) : (Λ1 ⊗k Λ2)- mod→ Λ2- mod
lifts admissible subcategories of GP(Λ2- mod). Indeed, resΛ1⊗kΛ2Λ2 is faithful
and exact, and the composition
Homk(Λ1, k)⊗Λ1 (Λ1 ⊗k −) ∼= Homk(Λ1, k)⊗k − : Λ2- mod→ Λ2- mod
is exact. Theorem 7.13 together with Example 5.37 shows that the categories
(i) {M ∈ (Λ1 ⊗k Λ2)- mod | Λ1 |M ∈ GP(Λ1- Mod)
and Λ2 |(Homk(Λ1, k)⊗Λ1 M) ∈ GP(Λ2- mod)}
(ii) {M ∈ (Λ1 ⊗k Λ2)- mod | Λ1 |M ∈ GP(Λ1- Mod)
and Λ2 |(Homk(Λ1, k)⊗Λ1 M) ∈ Proj(Λ2- mod)}
(iii) {M ∈ (Λ1 ⊗k Λ2)- mod | Λ1 |M ∈ Proj(Λ1- Mod)
and Λ2 |(Homk(Λ1, k)⊗Λ1 M) ∈ GP(Λ2- mod)}
(iv) {M ∈ (Λ1 ⊗k Λ2)- mod | Λ1 |M ∈ Proj(Λ1- Mod)
and Λ2 |(Homk(Λ1, k)⊗Λ1 M) ∈ Proj(Λ2- mod)}
are admissible subcategories of GP((Λ1 ⊗k Λ2)- mod).
Example 7.15. Let k be a field, let Λ1 be a finite-dimensional algebra
over k, and let Λ2 be a k-algebra. Similar to Example 7.14, the adjoint triple
(Homk(Λ1, k)⊗Λ1 −,Λ1 ⊗k −, resΛ1⊗kΛ2Λ2 ) : (Λ1 ⊗k Λ2)- Mod→ Λ2- Mod
lifts admissible subcategories of GP(Λ2- Mod). Example 5.38 and Theorem
7.13 shows that the categories
(i) {M ∈ (Λ1 ⊗k Λ2)- Mod | Λ1 |M ∈ GP(Λ1- Mod)
and Λ2 |(Homk(Λ1, k)⊗Λ1 M) ∈ GP(Λ2- Mod)}
(ii) {M ∈ (Λ1 ⊗k Λ2)- Mod | Λ1 |M ∈ GP(Λ1- Mod)
and Λ2 |(Homk(Λ1, k)⊗Λ1 M) ∈ Proj(Λ2- Mod)}
(iii) {M ∈ (Λ1 ⊗k Λ2)- Mod | Λ1 |M ∈ Proj(Λ1- Mod)
and Λ2 |(Homk(Λ1, k)⊗Λ1 M) ∈ GP(Λ2- Mod)}
(iv) {M ∈ (Λ1 ⊗k Λ2)- Mod | Λ1 |M ∈ Proj(Λ1- Mod)
and Λ2 |(Homk(Λ1, k)⊗Λ1 M) ∈ Proj(Λ2- Mod)}
are admissible subcategories of GP((Λ1 ⊗k Λ2)- Mod).
7.3. Lifting Gorenstein projectives
Assume B has enough projectives and (L,G,R) : A → B is an adjoint
triple which lifts admissible subcategories of GP(B). Define
GP(GP flat(A)) := L−1(GP(B)) ∩ GP flat(A).
By Theorem 7.13 we know that GP(GP flat(A)) is an admissible subcategory
of GP(A), and therefore
GP(GP flat(A)) ⊂ GP(A).
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We want to investigate when this inclusion is an equality. We first give a
different description of the objects in GP(GP flat(A)).
Proposition 7.16. Let A ∈ A be arbitrary. Then A ∈ GP(GP flat(A))
if and only if there exists a totally acyclic complex
Q• = · · · s−2−−→ Q−1 s−1−−→ Q0 s0−→ Q1 s1−→ · · ·
in A, such that Zi(Q•) ∈ GP flat(A) for all i ∈ Z, and such that Z0(Q•) = A.
Proof. Assume A ∈ GP(GP flat(A)). Since GP(GP flat(A)) is an ad-
missible subcategory of GP(A), we can find a long exact sequence
Q• = · · · → Q−1 → Q0 → Q1 → · · ·
with Qi ∈ A projective, Z0(Q•) = A, and Zi(Q•) ∈ GP(GP flat(A)) for all
i ∈ Z. Since Ext1A(A′, Q′) = 0 for all A′ ∈ GP(GP flat(A)) and Q′ ∈ Proj(A),
we get that Q• is totally acyclic. This shows one direction of the claim.
For the converse, assume Q• is totally acyclic, Zi(Q•) ∈ GP flat(A) for
all i ∈ Z, and A = Z0(Q•). The sequence
L(Q•) = · · · L(s−2)−−−−→ L(Q−1) L(s−1)−−−−→ L(Q0) L(s0)−−−→ L(Q1) L(s1)−−−→ · · ·
is then exact by Lemma 7.4. Furthermore, the objects L(Qi) ∈ B are pro-
jective. Applying B(−, Q) for Q ∈ B projective and using the isomorphism
B(L(Qi), Q) ∼= A(Qi, G(Q)) gives us the complex
· · · −◦s1−−−→ A(Q1, G(Q)) −◦s0−−−→ A(Q0, G(Q)) −◦s−1−−−−→ A(Q−1, G(Q)) −◦s−2−−−−→ · · ·
which is exact since Q• is totally acyclic. Hence, L(Q•) is totally acyclic, and
therefore L(A) = Z0(L(Q•)) ∈ GP(B). This shows that A ∈ GP(GP flat(A)),
and we are done. 
Remark 7.17. Proposition 7.16 shows that A ∈ GP(GP flat(A)) iff it
is Gorenstein projective inside the exact category GP flat(A). This is the
reason for the notation GP(GP flat(A)).
Proposition 7.18. The following statements are equivalent:
(i) GP(GP flat(A)) = GP(A);
(ii) GP(A) ⊂ GP flat(A);
(iii) L : A → B preserves Gorenstein projectives.
Proof. Obviously, (i) =⇒ (ii) and (i) =⇒ (iii). Also, if (ii) holds
then any totally acyclic complex satisfies the assumptions in Proposition
7.16, and therefore (i) holds.
We show the implication (iii) =⇒ (i). Assume L preserves Gorenstein
projectives, and let A ∈ GP(A) be arbitrary. We only need to show that
H1(A;L) = 0 since this implies that if Q• is totally acyclic, then L(Q•) is
exact, and hence Z0(Q•) ∈ GP flat(A) by definition and Lemma 7.4. Let
0→ A′ s−→ Q t−→ A→ 0
be an exact sequence in A with Q projective and A′ Gorenstein projective.
Applying L gives an exact sequence
0→ H1(A;L)→ L(A′) L(s)−−→ L(Q) L(t)−−→ L(A)→ 0
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by Lemma 2.49. Hence, it is sufficient to show that L(s) is a monomorphism.
Let Q′ ∈ B be a projective object. We know that the map A(Q,G(Q′)) −◦s−−→
A(A′, G(Q′)) is an epimorphism since Ext1A(A,G(Q′)) = 0. Hence, from the
adjunction we get that
B(L(Q), Q′) −◦L(s)−−−−→ B(L(A′), Q′)
is an epimorphism. The claim follows now from Lemma 3.10. 
The following proposition gives sufficient criteria for when
GP(GP flat(A)) = GP(A).
Theorem 7.19. If either of the following conditions hold, then
GP(GP flat(A)) = GP(A):
(i) For any long exact sequence
0→ K → Q0 → Q1 → · · ·
with Qi ∈ A projective for i ≥ 0, we have K ∈ GP flat(A);
(ii) If B ∈ B satisfy Ext1B(B,B′) = 0 for all B′ of finite projective
dimension, then B ∈ GP(B).
Proof. From Proposition 7.18 part (ii) we get that condition (i) implies
GP(GP flat(A)) = GP(A). Now assume condition (ii) holds. It is sufficient
by Proposition 7.18 part (iii) to show that L(A) ∈ GP(B) for all A ∈ GP(A).
Fix A ∈ GP(A), and let 0 → A′ s−→ Q t−→ A → 0 be an exact sequence in
A with Q ∈ Proj(A). Applying L gives an exact sequence L(A′) L(s)−−→
L(Q)
L(t)−−→ L(A) → 0 in B where L(Q) is projective. Let i : K → L(Q)
be the inclusion of the kernel of L(t), let p : L(A′) → K be the surjection
induced from L(s), and let B ∈ B be an arbitrary object. We have an exact
sequence
0→ B(L(A), B) −◦L(t)−−−−→ B(L(Q), B) −◦i−−→ B(K,B)→ Ext1B(L(A), B)→ 0.
Hence, we only need to show that − ◦ i : B(L(Q), B) → B(K,B) is an
epimorphism if B has finite projective dimension. To this end, note that
Ext1A(A,G(B)) = 0 if B has finite projective dimension since A is Gorenstein
projective and G preserves objects of finite projective dimension. Hence, we
have an exact sequence
0→ A(A,G(B)) −◦t−−→ A(Q,G(B)) −◦s−−→ A(A′, G(B))→ 0.
Via the adjunction A(−, G) ∼= B(L,−) the map
A(Q,G(B)) −◦s−−→ A(A′, G(B))
corresponds to
B(L(Q), B) −◦L(s)−−−−→ B(L(A′), B)
which is therefore also an epimorphism. But − ◦ L(s) factors as
B(L(Q), B) −◦i−−→ B(K,B) −◦p−−→ B(L(A′), B).
Since B(K,B) −◦p−−→ B(L(A′), B) is a monomorphism, it follows that
B(L(Q), B) −◦i−−→ B(K,B)
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is an epimorphism. Hence, Ext1B(L(A), B) = 0. Since B was an arbi-
trary object of finite projective dimension, it follows by the assumption
that L(A) ∈ GP(B). Since A ∈ GP(A) was arbitrary, the claim follows by
Proposition 7.18 part (iii). 
Note that condition (i) in Theorem 7.19 holds in particular if
dimGP flat(A)A <∞.
Recall that B is Proj(B)-Gorenstein if G.pdim(B) < ∞ for all B ∈ B
[8, Corollary 4.13]. We have the following result.
Lemma 7.20. If B is Proj(B)-Gorenstein, then
GP(B)
= {B ∈ B|Ext1B(B,B′) = 0 for all B′ of finite projective dimension}.
Proof. We only need to show that if Ext1B(B,B′) = 0 for all B′ of
finite projective dimension, then B ∈ GP(B). But by [2, Theorem 1.1] there
exists an exact sequence 0 → B1 → B2 → B → 0 with B2 ∈ GP(B) and
B1 of finite projective dimension. Since Ext
1
B(B,B1) = 0 by assumption,
the sequence is split. Hence, B is a direct summand of B2, and is therefore
Gorenstein projective. This proves the claim. 
Hence, condition (ii) in Theorem 7.19 holds if B is Proj(B)-Gorenstein.
In particular, it holds for Gorenstein categories with enough projectives
[26, Theorem 2.26], and for B = mod -Λ when Λ is an Iwanaga-Gorenstein
algebra.
For an abelian category A we let Ω∞(A) denote the collection of objects
A ∈ A such that there exists an exact sequence 0 → A → Q0 → Q1 → · · ·
with Qi ∈ A projective for all i ≥ 0. Beligiannis calls a ring Λ for left
Co-Gorenstein if it satisfies
Ω∞(Λ- Mod) ⊂ GP(Λ- Mod)
see [8, Definition 6.13].
Example 7.21. Let k be a field, let Λ1 be a finite-dimensional algebra
over k, and let Λ2 be a left coherent k-algebra. Let P be the comonad in
Example 5.11. From Example 5.37 and Example 7.14 we know that
GP(GP flat((Λ1 ⊗k Λ2)- mod) = {M ∈ (Λ1 ⊗k Λ2)- mod |
Λ1 |M ∈ GP(Λ1- Mod) and Λ2 |(Homk(Λ1, k)⊗Λ1 M) ∈ GP(Λ2- mod)}.
If Λ1 is left Co-Gorenstein, or if
GP(Λ2- mod) = {M ∈ Λ2- mod |Ext1Λ(M,M ′) = 0
for all M ′ of finite projective dimension}.
then by Theorem 7.19 we have
GP((Λ1 ⊗k Λ2)- mod) = GP(GP flat((Λ1 ⊗k Λ2)- mod)).
In particular, the equality holds if Λ1 or Λ2 is Iwanaga-Gorenstein. This
description of GP((Λ1 ⊗k Λ2)- mod) has previously been obtained in [69],
but it was only shown to hold under the assumption that Λ1 is Iwanaga-
Gorenstein.
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Example 7.22. Let k be a field, let Λ1 be a finite-dimensional algebra
over k, and let Λ2 be a k-algebra. Similar to Example 7.21, if Λ1 is left
Co-Gorenstein or
GP(Λ2- Mod) = {M ∈ Λ2- Mod |Ext1Λ(M,M ′) = 0
for all M ′ of finite projective dimension}
then one of the criteria in Theorem 7.19 holds, and therefore
GP((Λ1 ⊗k Λ2)- Mod) ={M ∈ (Λ1 ⊗k Λ2)- Mod | Λ1 |M ∈ GP(Λ1- Mod)
and Λ2 |(Homk(Λ1, k)⊗Λ1 M) ∈ GP(Λ2- Mod)}.
In particular, this equality holds if Λ1 or Λ2 are Iwanaga-Gorenstein.
Since GP(GP flat(A)) is closed under direct summands and contains all
the projective objects, the stable category GP(GP flat(A)) is a thick trian-
gulated subcategory of GP(A).
Definition 7.23. We define the Gorenstein discrepancy category of P
to be the Verdier quotient DiscrP(A) = GP(A)/GP(GP flat(A)).
The triangulated category DiscrP(A) measures how far GP(GP flat(A))
is from GP(A). Note that it only depends on the comonad P, and not on the
adjoint triple. The following example shows that the Gorenstein discrepancy
category can be nonzero.
Example 7.24. Let k be a field, and let Λ1 be the path algebra of the
quiver
1 2
α
β
(7.25)
with relations β2 = β ◦ α = 0. Note that GP(Λ1- mod) = Proj(Λ1- mod).
Let Λ2 be a finite-dimensional k-algebra. A module M ∈ (Λ1 ⊗k Λ2)- mod
can be identified with a representation
M1 M2
f
g
where M1,M2 ∈ Λ2- mod and f, g are morphisms of Λ2-modules satisfying
g2 = 0 and g ◦ f = 0. By Example 7.14 there exist adjoint triples
(Homk(Λ1, k)⊗Λ1 −,Λ1 ⊗k −, resΛ1⊗kΛ2Λ2 ) : (Λ1 ⊗k Λ2)- mod→ Λ2- mod
and
(Homk(Λ2, k)⊗Λ2 −,Λ2 ⊗k −, resΛ1⊗kΛ2Λ1 ) : (Λ1 ⊗k Λ2)- mod→ Λ1- mod
which lifts admissible subcategories of GP(Λ2- mod) and GP(Λ1- mod) re-
spectively. Let P1 = (P1, 
P1 ,∆P1) and P2 = (P2, 
P2 ,∆P2) denote the
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comonads with Nakayama functors on (Λ1⊗k Λ2)- mod obtained from these
adjoint triples, respectively. We have that
GP(GP1 flat((Λ1 ⊗k Λ2)- mod)) = {M ∈ (Λ1 ⊗k Λ2)- mod |
Λ1 |M ∈ GP(Λ1- mod) and Λ2 |(Homk(Λ1, k)⊗Λ1 M) ∈ GP(Λ2- mod)}
and
GP(GP2 flat((Λ1 ⊗k Λ2)- mod)) = {M ∈ (Λ1 ⊗k Λ2)- mod |
Λ2 |M ∈ GP(Λ2- mod) and Λ1 |(Homk(Λ2, k)⊗Λ2 M) ∈ GP(Λ1- mod)}
as in Example 7.21. Note that Λ1 |M ∈ GP(Λ1- mod) = Proj(Λ1- mod) if
and only if the following holds:
(i) f is a monomorphism;
(ii) im f ∩ im g = (0);
(iii) im f ⊕ im g = Ker g.
Also, a simple computation shows that
Λ2 |(Homk(Λ1, k)⊗Λ1 M) = M2/ im f ⊕M2/ im g.
Hence, M ∈ GP(GP1 flat((Λ1 ⊗k Λ2)- mod)) if and only the following holds:
(i) f : M1 →M2 is a monomorphism;
(ii) im f ∩ im g = (0);
(iii) im f ⊕ im g = Ker g;
(iv) M2/ im f ∈ GP(Λ2- mod);
(v) M2/ im g ∈ GP(Λ2- mod).
Also, M ∈ GP(GP2 flat((Λ1 ⊗k Λ2)- mod)) if and only the following holds:
(i) M1,M2 ∈ GP(Λ2 mod);
(ii) 1⊗ f : Homk(Λ2, k)⊗Λ2M1 → Homk(Λ2, k)⊗Λ2M2 is a monomor-
phism;
(iii) im(1⊗ g) ∩ im(1⊗ f) = (0);
(iv) im(1⊗ g)⊕ im(1⊗ f) = Ker(1⊗ g).
where 1⊗ g : Homk(Λ2, k)⊗Λ2 M2 → Homk(Λ2, k)⊗Λ2 M2.
Now set Λ2 := Λ
op
1 , and let Q2 = Λ2e2 and J2 = Homk(e2Λ2, k) be the
projective and injective left Λ2-module corresponding to vertex 2. Further-
more, let s : Q2 → Q2 be a nonzero morphism satisfying s2 = 0 (there exists
a unique one up to scalars). Let M ∈ Λ1 ⊗ Λ2- mod be given by M1 = 0,
M2 = Q2 and g = s. Under the isomorphism Homk(Λ2, k)⊗Λ2 Q2 ∼= J2 the
map s corresponds to a nonzero map t : J2 → J2 satisfying t2 = 0. There
exists a unique such map up to scalars, and it also satisfies im t = ker t.
This shows that M ∈ GP(GP2 flat((Λ1 ⊗k Λ2)- mod)), and M is therefore
Gorenstein projective in (Λ1⊗k Λ2)- mod. On the other hand, we have that
im s 6= Ker s, and hence M /∈ GP(GP1 flat((Λ1 ⊗k Λ2)- mod)). This shows
that the discrepancy category corresponding to P1 is nonzero.
We end this section with a result on the Gorenstein projective dimension
of A.
Proposition 7.26. We have the inequality
gl.GpdimA ≤ gl.GpdimB + dimGP flat(A)A.
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Proof. If gl.GpdimB = ∞ or dimGP flat(A)A = ∞ the statement is
obviously true, so we assume gl.GpdimB = n < ∞ and dimGP flat(A)A =
m <∞. Let A ∈ A be arbitrary, and let
0→ K i−→ Qn+m sn+m−−−→ Qn+m−1 sn+m−1−−−−−→ · · · s2−→ Q1 s1−→ A→ 0
be an exact sequence in A with Qj projective for 1 ≤ j ≤ n+m. Since Qj
is in GP flat(A) and dimGP flat(A)A ≤ m, we get that Ker sj ∈ GP flat(A) for
j ≥ m. In particular, this implies that the sequence
0→ L(K) L(i)−−→ L(Qn+m) L(sn+m)−−−−−→ · · · L(sm+2)−−−−−→ L(Qm+1) −→ L(Ker sm)→ 0
is exact. Since L(Qj) is projective and G.pdimL(Ker sm) ≤ n, we get
that L(K) ∈ GP(B). Hence, K ∈ GP(GP flat(A)) ⊂ GP(A), and the claim
follows. 
7.4. Adjoint triples on functor categories
Let k be a commutative ring, let C be a small, k-linear, locally bounded,
and Hom-finite category, and let B be a k-linear abelian category. Recall
from Section 6.2 that we have functors
i! : Bk(ob -C) → BC i!((Bc)c∈C) =
⊕
c∈C
C(c,−)⊗k Bc
i∗ : BC → Bk(ob -C) i∗(F ) = (F (c))c∈C
i∗ : Bk(ob -C) → BC i∗((Bc)c∈C) =
∏
c∈C
Homk(C(−, c), Bc).
where i∗ is right adjoint to i! and left adjoint to i∗. The adjunction between
i! and i
∗ induces a comonad PBC = (PBC , PBC ,∆PBC ) on BC . From Theorem
6.18 we know that PBC has Nakayama functor ν with adjoint ν− given by
ν : BC → BC ν(F ) = D(C)⊗C F
ν− : BC → BC ν−(F ) = HomC(D(C), F )
Theorem 7.27. The following holds:
(i) The three functors (i∗ ◦ ν, i!, i∗) form an adjoint triple which lifts
admissible subcategories of GP(Bk(ob -C));
(ii) The three functors (i∗, i∗, i∗ ◦ν−) form an adjoint triple which lifts
admissible subcategories of GI(Bk(ob -C));
Proof. We have an isomorphism
i!((B
c)c∈C) =
⊕
c∈C
C(c,−)⊗k Bc ∼=
⊕
c∈C
Homk(DC(c,−), Bc)
by Lemma 6.14 part (iii), and hence i∗ ◦ ν is left adjoint to i!. Also, the
composite
i∗ ◦ ν ◦ i!((Bc)c∈C) = (
⊕
c′∈C
DC(c, c′)⊗k Bc′)c∈C
is exact. Since i∗ is faithful and exact, part (i) follows. Part (ii) is proved
dually. 
7.4. ADJOINT TRIPLES ON FUNCTOR CATEGORIES 103
We can now apply the machinery developed in the previous sections.
A functor G ∈ BC is Gorenstein PBC -flat if there exists a long exact
sequence
F• = · · · → F−1 → F0 → F1 → · · ·
in BC with Fi =
⊕
c∈C C(c,−) ⊗k Bci for objects Bci ∈ B, such that the
sequence DC(c′,−)⊗C F• is exact for all c′ ∈ C, and with Z0(F•) = G. Also,
F ∈ GP(GPBC flat(BC)) if F is Gorenstein PBC -flat and D(C(c,−)) ⊗C F ∈GP(B) for all c ∈ C.
Let M be a finitely presented right C-module. Then the functor (M ⊗C
−)◦PBC : BC → B is exact if M(c) is a finitely generated projective k-module
for all c ∈ C. In this case, we write
TorCn(M,F ) := Hn(F ;M ⊗C −).
For such M we can apply Lemma 2.49 to the functor M ⊗C −. Lemma 2.19
part (i) then translates into the following result.
Lemma 7.28. Let 0 → M1 f−→ M2 g−→ M3 → 0 be an exact sequence
of finitely presented right C-modules with Mi(c) being a finitely generated
projective k-module for 1 ≤ i ≤ 3 and for all c ∈ C. Then for all F ∈ BC
there exists a long exact sequence
· · · → TorCi+1(M3, F )→ TorCi (M1, F )→ TorCi (M2, F )→ TorCi (M3, F )→
· · · → TorC1(M3, F )→M1 ⊗C F f⊗1−−→M2 ⊗C F g⊗1−−→M3 ⊗C F → 0.
Proof. Note that the composition (Mi ⊗C −) ◦ PBC takes a functor
F ∈ BC to
Mi ⊗C (
⊕
c∈C
C(c,−)⊗k F (c)) ∼=
⊕
c∈C
Mi(c)⊗k F (c).
The sequence of functors
0→ (M1 ⊗C −) ◦ PBC → (M2 ⊗C −) ◦ PBC → (M3 ⊗C −) ◦ PBC → 0
is therefore exact, and the claim follows from Lemma 2.19 and Lemma 2.21.

The following lemma is useful for computations.
Lemma 7.29. Let F ∈ BC and i ≥ 0 be an integer. Then Hi(F ; ν) = 0
if and only if TorCi (D(C(c,−)), F ) = 0 for all c ∈ C.
Proof. Since i∗ : BC → Bk(ob C) is faithful and exact, we have that
Hi(F ; ν) = 0 if and only if i
∗(Hi(F ; ν)) = Hi(F ; i∗ ◦ ν) = 0. Since Hi(F ; i∗ ◦
ν) = (TorCi (D(C(c,−)), F ))c∈C , the claim follows. 
By Theorem 6.41 we know that PC- Mod is Gorenstein if and only if
sup
c∈C
(pdimD(C(−, c))) <∞ and sup
c∈C
(pdimD(C(c,−))) <∞
and PC- Mod is n-Gorenstein if and only if
n = sup
c∈C
(pdimD(C(−, c))) = sup
c∈C
(pdimD(C(c,−))).
In particular, PC- Mod is Gorenstein or n-Gorenstein if and only if PCop- Mod
is Gorenstein or n-Gorenstein, respectively.
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Lemma 7.30. Assume PC- Mod is n-Gorenstein. Then PBC is m-Goren-
stein where m ≤ n.
Proof. Let c ∈ C be arbitrary. By assumption, there exists an exact
sequence
0→Mn →Mn−1 → · · · →M1 →M0 → D(C(c,−))→ 0
in mod -C where Mi are projective. By Lemma 7.28 and dimension shifting
we get that TorCj (D(C(c,−)), F ) = 0 for all j ≥ n + 1. Since c ∈ C was
arbitrary we get that Hj(F ; ν) = 0 for j ≥ n+ 1 and all F ∈ BC by Lemma
7.29. Dually, we also have that Hj(F ; ν−) = 0 for j ≥ n+ 1 and all F ∈ BC ,
and the claim follows. 
It would be interesting to know when the inequality in 7.30 is an equality.
The following is shown in [21]. We provide a different proof using
the theory we have developed. We let ic : k → C denote the restriction
of i : k(ob C)→ C to the object c.
Lemma 7.31. Assume there exists an object c ∈ C such that the unit
k → C(c, c) has a k-linear retraction r : C(c, c) → k. Let B be an abelian
category with enough projectives. Then gl.GpdimBC ≥ gl.GpdimB.
Proof. Consider the functor (ic)
∗ : BC → B sending F ∈ BC to F (c).
This has an exact left adjoint given by B 7→ C(c,−)⊗kB and an exact right
adjoint given by B 7→ Homk(C(−, c), B). Since the unit map k → C(c, c) has
a k-linear retraction, it follows that the counit Homk(C(c, c), B) → B is a
split epimorphism. In particular, the functor B 7→ Homk(C(−, c), B) is faith-
ful. Hence (C(c,−)⊗k−, ((ic)∗,Homk(C(−, c),−)) is an adjoint triple which
lifts admissible subcategories of GP(BC). Let P be the induced comonad
on B from the adjunction between (ic)∗ and Homk(C(−, c),−). Since the
counit of P is a split epimorphism, all objects are P-projective, and there-
fore dimGP flat(B) B = 0. The claim follows now from Proposition 7.26. 
A small category C′ is called left Gorenstein if gl.Gpdim C′- Mod <∞. It
follows from [8, Theorem 4.16] that this is equivalent to gl.Gidim C′- Mod <
∞, and that
gl.Gpdim C′- Mod = gl.Gidim C′- Mod
in this case. Therefore, C′ is left Gorenstein if and only if (C′)op is Goren-
stein as in [21, Definition 2.1]. We say that C′ is left m-Gorenstein if
gl.Gpdim C′- Mod = m.
Theorem 7.32. Let C′ be a small k-linear category, and assume C′ is left
m-Gorenstein. Furthermore, assume the comonad PC- Mod is n-Gorenstein.
Then C′ ⊗ C is left p-Gorenstein where p ≤ m+ n.
Proof. This follows from Theorem 7.27 and Proposition 7.26 applied
to (C′ ⊗k C)- Mod = (Mod -C′)Cop . 
Remark 7.33. Following the conventions in [21], we say that the cat-
egory C has a Serre functor relative to k if there exists an equivalence
S : C → C together with a natural isomorphism
C(c1, c2) ∼= D(C(c2, S(c1)))
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for all c1, c2 ∈ C. This implies that PC- Mod is 0-Gorenstein. Theorem 7.32
together with Lemma 7.31 therefore gives a generalization of [21, Theorem
4.6].
7.5. Monic representations of a quiver
Let k be a commutative ring, let B be a k-linear abelian category, and
let Q = (Q0, Q1, s, t) be a quiver (not necessarily finite) such that for each
vertex i ∈ Q0 there are only finitely many paths starting in i and only finitely
many paths ending in i. Let C = kQ be the k-linearization of Q. Obviously,
kQ is a Hom-finite and locally bounded category. An object F ∈ BkQ is a
representation of Q over B, given by the datum F = (F (i), fα, i ∈ Q0, α ∈
Q1), where F (i) ∈ B and fα : F (s(α)) → F (t(α)) are morphisms in B. A
morphism
φ : (F (i), fα, i ∈ Q0, α ∈ Q1)→ (F ′(i), gα, i ∈ Q0, α ∈ Q1)
is given by morphisms φi : F (i) → F ′(i) for each i ∈ Q0, such that the
diagram
F (s(α)) F (t(α))
F ′(s(α)) F ′(t(α))
fα
gα
φs(α) φt(α)
commutes for each α ∈ Q1. We let kQei and eikQ denote the representable
functors kQ(i,−) and kQ(−, i).
Definition 7.34. A representation F = (F (i), fα, i ∈ Q0, α ∈ Q1) is
monic if for all i ∈ Q0
(fα)α∈Q1,t(α)=i :
⊕
α∈Q1,t(α)=i
F (s(α))→ F (i)
is a monomorphism.
Let Mon(Q,B) denote the subcategory of monic representations. It was
considered in [57] for Q a finite acyclic quiver, k a field, and B = mod -Λ
the category of finite dimensional modules over a finite dimensional algebra
Λ. It was also considered in [31] for Q a left rooted quiver and B = Mod -Λ
for Λ an arbitrary ring. In both cases it is used to give a description of the
Gorenstein projective objects in BkQ. We recover this description using the
theory we have developed.
Proposition 7.35. The following holds:
(i) The comonad PkQ- Mod is m-Gorenstein where m ≤ 1;
(ii) A representation F ∈ BkQ is monic if and only if it is Gorenstein
PBkQ-flat.
Proof. Fix a vertex i ∈ Q0, and let Si ∈ Mod -kQ be the representation
Si(j) =
{
k if i = j
0 if i 6= j.
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We have a projective resolution of Si given by
0→
⊕
α∈Q1,t(α)=i
es(α)kQ→ eikQ→ Si → 0 (7.36)
where the morphism es(α)kQ → eikQ is induced from α : s(α) → i. This
shows that pdimSi ≤ 1 for all i ∈ Q0. Also, D(kQei) has a filtration
0 = M0 ⊂M1 ⊂ · · ·Mn = D(kQei) (7.37)
in mod -C such that Mi+1/Mi ∼= Sji for vertices j0, j1, · · · jn−1 ∈ Q0. There-
fore, we get that pdimD(kQei) ≤ 1 for all i ∈ Q0. Dually, the same ar-
gument applied to Qop shows that pdimD(eikQ) ≤ 1 for all i ∈ Q0. This
proves that the comonad PkQ- Mod is m-Gorenstein where m ≤ 1.
We now describe the objects which are Gorenstein PBkQ-flat. By Lemma
7.30 we know that PBkQ is Gorenstein. Hence, by Theorem 6.35, Theorem
6.39, and Lemma 7.29 the Gorenstein PBkQ-flat functors are precisely the
functors F ∈ BC such that TorkQ1 (D(kQei), F ) = 0 for all i ∈ Q0. Also, for
all i ∈ Q0 we have an exact sequence
0→ Si → D(kQei)→
⊕
α∈Q1,t(α)=i
D(kQes(α))→ 0 (7.38)
dual to the sequence (7.36). Hence
TorkQ1 (D(kQei), F ) = 0 ∀i ∈ Q0 =⇒ TorkQ1 (Si, F ) = 0 ∀i ∈ Q0
by tensoring F with the sequence in (7.38) and using Lemma 7.28. Con-
versely, from the filtration (7.37) we get that
TorkQ1 (Si, F ) = 0 ∀i ∈ Q0 =⇒ TorkQ1 (D(kQei), F ) = 0 ∀i ∈ Q0
by repeated use of Lemma 7.28. Hence, F is Gorenstein PBkQ-flat if and
only if TorkQ1 (Si, F ) = 0 for all i ∈ Q0. Tensoring the sequence (7.36) with
F gives an exact sequence
0→ TorkQ1 (Si, F )→
⊕
α∈Q1,t(α)=i
F (s(α))→ F (i)→ Si ⊗kQ F → 0. (7.39)
Hence, F is Gorenstein PBkQ-flat if and only if it is monic. 
Proposition 7.40. Assume B has enough projectives. The following
holds:
(i) A functor F = (F (i), fα, i ∈ Q0, α ∈ Q1) ∈ BkQ is Gorenstein
projective if and only if it is monic and the cokernel of the map
(fα)α∈Q1,t(α)=i :
⊕
α∈Q1,t(α)=i
F (s(α))→ F (i)
is Gorenstein projective in B for all i ∈ Q0;
(ii) If F is Gorenstein projective in BkQ, then F (i) is Gorenstein pro-
jective in B for all i ∈ Q0.
Proof. We know by Proposition 7.35 and Theorem 7.19 part (i) that F
is Gorenstein projective if and only if it is monic andD(kQei)⊗kQF ∈ GP(B)
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for all i ∈ Q0. Assume F is monic, and consider the exact sequence (7.38).
Tensoring with F gives an exact sequence
0→ Si ⊗kQ F → D(kQei)⊗kQ F → (
⊕
α∈Q1,t(α)=i
D(kQes(α)))⊗kQ F → 0
since
Tor1kQ(
⊕
α∈Q1,t(α)=i
D(kQes(α)), F ) ∼=
⊕
α∈Q1,t(α)=i
Tor1kQ(D(kQes(α)), F ) = 0.
Hence, we get that
D(kQei)⊗kQ F ∈ GP(B) ∀i ∈ Q0 =⇒ Si ⊗kQ F ∈ GP(B) ∀i ∈ Q0
since GP(B) is closed under kernels of epimorphisms. Also, from the filtra-
tion in (7.37) we have an exact sequence
0→Mi →Mi+1 → Sji → 0
for each 0 ≤ i ≤ n− 1. Tensoring this with F gives an exact sequence
0→Mi ⊗kQ F →Mi+1 ⊗kQ F → Sji ⊗kQ F → 0
since Tor1kQ(Sji , F ) = 0. Therefore,
Si ⊗kQ F ∈ GP(B) ∀i ∈ Q0 =⇒ D(kQei)⊗kQ F ∈ GP(B) ∀i ∈ Q0
since GP(B) is closed under extensions. Hence, a functor F ∈ BkQ is Goren-
stein projective if and only if it is monic and Si ⊗kQ F ∈ GP(B) for all
i ∈ Q0. By the exact sequence in (7.39) we see that Si⊗kQF is the cokernel
of the map
(fα)α∈Q1,t(α)=i :
⊕
α∈Q1,t(α)=i
F (s(α))→ F (i)
and the claim follows.
For statement (ii), note that eikQ has a filtration 0 = M0 ⊂M1 ⊂ · · · ⊂
Mn′ = eikQ such that Mi+1/Mi ∼= Ski for k0, k1, · · · kn′−1 ∈ Q0. Hence, if F
is Gorenstein projective, then eikQ ⊗kQ F ∼= F (i) is Gorenstein projective
for all i ∈ Q0. This proves the claim. 
7.6. More examples
Let k be a commutative ring, and let B be a k-linear abelian category.
In this subsection we calculate the Gorenstein projective objects in BC when
C has relations.
Example 7.41. Let C be the k-linear category generated by the quiver
· · · di−1←−−− ci−1 di←− ci di+1←−−− · · ·
with vertex set {ci|i ∈ Z/nZ} and relations di ◦ di−1 = 0. The category BC
can be identified with n-periodic complexes over B (for n = 0 this is just
unbounded complexes over B). It was shown in [21, Proposition 4.12] that
C has a relative Serre functor S given by S(ci) = ci−1 and S(di) = di−1.
Therefore, the comonad PC- Mod is 0-Gorenstein. Hence, by Theorem 6.35
we get that GPBC flat(BC) = BC . If B has enough projectives, then the
Gorenstein projective objects in BC are precisely the functors F such that
DC(ci+1,−)⊗C F ∼= C(−, ci)⊗C F ∼= F (ci) ∈ GP(B)
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for all ci ∈ C. Note that if we put X = GPBC flat(BC) and Y = Proj(B) in
Theorem 7.13 we recover the result that the collection of n-periodic com-
plexes over B with projective components form a Frobenius exact category.
Example 7.42. Let C be the k-linear category generated by the quiver
c0
d0−→ c1 d1−→ · · · dn−1−−−→ cn
with relations di ◦di−1 = 0 for 1 ≤ i ≤ n−1. Then D(C(ci,−)) ∼= C(−, ci+1)
in Mod -C for 0 ≤ i ≤ n − 1 and D(C(−, ci)) ∼= C(ci−1,−) in C- Mod for
1 ≤ i ≤ n. Furthermore, we have an exact sequence
0→ C(−, c0)→ C(−, c1)→ · · · → C(−, cn)→ D(C(cn,−))→ 0 (7.43)
in Mod -C and an exact sequence
0→ C(cn,−)→ C(cn−1,−)→ · · · → C(c0,−)→ D(C(−, c0))→ 0
in C- Mod. Hence, the comonad PC- Mod is n-Gorenstein. Let F ∈ BC be a
functor. We can identify F with a complex
F (c0)
f0−→ F (c1) f1−→ · · · fn−1−−−→ F (cn).
with n+ 1 terms. Tensoring the sequence (7.43) with F gives a sequence
F (c0)
f0−→ F (c1) f1−→ · · · fn−1−−−→ F (cn)→ DC(cn,−)⊗C F.
By Theorem 6.35, Theorem 6.39, and Lemma 7.29 we get that F is Goren-
stein PBC -flat if and only if Tor
kQ
j (DC(cn,−), F ) = 0 for all 1 ≤ j ≤ n.
Since TorkQj (DC(cn,−), F ) = Ker fn−j/ im fn−j−1 for 1 ≤ j ≤ n − 1 and
TorkQn (DC(cn,−), F ) = Ker f0, it follows that F is Gorenstein PBC -flat if
and only if the sequence
0→ F (c0) f0−→ F (c1) f1−→ · · · fn−1−−−→ F (cn) (7.44)
is exact. Now assume B has enough projectives. Then GP(GPBC flat(BC)) =
GP(BC) by Theorem 7.19 part (i). Therefore, the Gorenstein projective
objects in BC are precisely the functors F such that sequence (7.44) is exact
and
DC(ci,−)⊗C F ∼= F (ci+1) ∈ GP(B) for 0 ≤ i ≤ n− 1
DC(cn,−)⊗C F ∼= Coker fn−1 ∈ GP(B).
Example 7.45. Let C be the k-linear category generated by the quiver
c1 c2
c3 c4
α
γ
µ β
with relations β◦α = γ◦µ. A functor F ∈ BC is just a commutative diagram
in B. Note that C(−, c4) ∼= DC(c1,−). Also, there are exact sequences
0→ C(−, c3) γ◦−−−→ C(−, c4)→ DC(c2,−)→ 0
0→ C(−, c2) β◦−−−→ C(−, c4)→ DC(c3,−)→ 0
7.6. MORE EXAMPLES 109
and
0→ C(−, c1)
[−(α ◦ −)
µ ◦ −
]
−−−−−−−−→ C(−, c2)⊕ C(−, c3)
[
β ◦ − γ ◦ −]
−−−−−−−−−−−→ C(−, c4)
→ DC(c4,−)→ 0
in Mod -C. Since C is isomorphic to Cop the same holds for Cop. Hence,
the comonad PC- Mod is 2-Gorenstein. By Theorem 6.35, Theorem 6.39,
and Lemma 7.29 we get that F ∈ BC is Gorenstein PBC -flat if and only if
TorCj (D(C(ci,−)), F ) = 0 for 1 ≤ j ≤ 2 and 1 ≤ i ≤ 4. Tensoring F with
the exact sequences above shows that F ∈ BC is Gorenstein PBC -flat if and
only if F (c3)
F (γ)−−−→ F (c4) and F (c2) F (β)−−−→ F (c4) are monomorphisms and
the diagram
F (c1) F (c2)
F (c3) F (c4)
F (α)
F (γ)
F (µ) F (β)
is a pullback square. If B has enough projectives, then a functor F ∈ BC is
Gorenstein projective if and only if it is Gorenstein PBC -flat and
DC(c1,−)⊗C F ∼= F (c4) ∈ GP(B)
DC(c2,−)⊗C F ∼= Coker(F (c3) F (γ)−−−→ F (c4)) ∈ GP(B)
DC(c3,−)⊗C F ∼= Coker(F (c2) F (β)−−−→ F (c4)) ∈ GP(B)
DC(c4,−)⊗C F ∼= Coker(F (c2)⊕ F (c3)
[
F (β) F (γ)
]
−−−−−−−−−−−→ F (c4)) ∈ GP(B).
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