Floods, droughts, and heavy storms are some of the manifestations of environmental events that cause tremendous destruction and bring misery to human existence. Flooding can bring havoc to property, infrastructure, animals, plants, and human lives. Floods have been a major challenge in Pakistan for many years. The main reason for these floods is extreme monsoon rainfall due to the unusual climate-change-led seasonal cycle of land temperature in Pakistan that has made the monsoon rainfall more severe and produced a large volume of water in the northern mountainous region of the country. Summer monsoon in the subcontinent is going to be extreme. Temperature, CO 2 , and CH 4 records of past decades represent this change [1] . The monsoon in Pakistan starts in early July and remains until the end of September. Besides human loss, the financial loss in the last six decades is estimated at $37.554 billion US.
mates of the parameters for different candidate distributions in different goodness-of-fit tests to select best-fit distribution. We prefer the estimation method that gives optimum results for these goodness-of-fit tests. As most of the problems in nature follow the Gaussian model and it is very easy to deal with them. But in the case of extreme events our Gaussian model is not the appropriate choice. We cannot ignore these extreme events in our data because they give us some hints for abrupt changes in the phenomena. In such circumstances our usual models and methods of estimation such as maximum likelihood, method of moments, and least square are not appropriate choices. They are all influenced by extreme events. We have alternative methods of estimation of parameters named method of L-moments (MLM) [4] and method of trimmed L-moments (MTLM) [5] , which are less affected by such extreme observations without removing them from the data set. The estimates from these methods are more reliable as compared to conventional methods.
MLM is a recently developed estimation methodology in statistics and probability theory commonly used in FFA [2] . MLM introduced by Hosking [4] , shows many advantages over other conventional moments. L-moments of a probability distribution exist only if its mean is finite. Asymptotic approximations to sampling distributions are better for L-moments than for ordinary moments. Although moment ratios can be arbitrarily large, sample moment ratios have algebraic bounds. They are robust to outliers present in the data and give a better identification of the parent distribution for a given data sample [4] .
The MLM has been extensively used by many researchers in a variety of fields such as engineering, meteorology, quality control, and hydrology (see for example [6] [7] [8] [9] [10] ). So if our concern is about extreme events having undue influence, a robust estimation method developed to mitigate the influence of outliers on the final estimates should be used [5] . Elamir and Seheult [5] introduced an alternative robust version of L-moments called MTLM. The underlying notion of development of trimmed L-moments is the same as L-moments with some modification. MTLM was not developed with the intention to replace the existing robust method for outliers (MLM), but rather to complement them.
Practically, the true probability distribution of the data at a site is unknown. One purpose of FFA is to estimate the return period associated with a given flood magnitude. At-site FFA usually needs large data sets, but at most of the gauging sites data is of smaller recorded length compared to return periods of interest. But estimation of design floods usually requires some degree of extrapolation to achieve this objective. For the same reason, the selection of best fit distribution is of immense importance, as a wrong choice could lead to significant error and bias in designing flood estimates, especially at larger return periods. In the USA the log Pearson III (LPE3) has been suggested for extreme floods. Generalized logistic (GLO) and Pearson type III (PE3) are normally recommended in the UK and China, respectively. In Australia, the log-Pearson 3, generalized extreme value, and generalized Pareto distributions have been suggested as the three best-fit distributions [11] . However, there is no theoretical basis [12] to select a single probability distribution for all sites in a country (although goodness of fit tests can be used for distribution selection) [13] . The selection of only one candidate distribution should be avoided as there may be several distributions that pass statistical tests [11] [12] [13] [14] .
In Pakistan there is no official model that has been in practice for at-site FFA. Some efforts have been made to apply some models on such types of data, for example [15] studied two models on annual peak flows data and found that GEV is better than Gumbel distribution using flood data of six sites, while the successive study by [16] considered two distributions as gamma distribution and GLO for the same data and proposed that for some sites gamma distribution is a better choice and for some sites GLO is a better choice.
Our study is different in the sense that we are using three estimation methods: two robust estimation methods as MLM and MTLM, and one conventional method as MLE for AMSF data of 18 sites. The selection of best-fit distribution and best estimation method is decided on three goodness-of-fit tests, MADI, PPCC, and AD test, and L-moments ratio diagram. Initially we considered 10 distributions in our study such as generalized logistic (GLO), generalized extreme value (GEV), generalized Pareto (GPA), generalized normal (GNO), Pearson type 3 (PE3), logistic (LOG), normal (NORM), uniform (UNI), Gumbel (GUM), and exponential (EXP). On the basis of the above-mentioned goodness-of-fit tests, finally three distributions as GPA, GLO, and GEV are found to be most suitable distributions for different sites. Further, for initial screening of the data to check basic assumptions of hydrological data such as stationarity, homogeneity and independence, we have applied an extensive range of parametric and non-parametric tests such as the Mann-Whitney, Krushkal-Wallis, Ansari-Bradley, and lag 1 correlation tests, plus L-Jung box statistics.
In the current study we are going to select best distribution for individual sites separately on the basis of different goodness-of-fit tests using two robust estimation methods (MLM and MTLM) and one conventional method (MLE). Different goodness tests will support different probability distributions. All of the models cannot be evaluated by the same goodness-of-fit test [14] [15] [16] .
After selection of best distribution for each individual site, the results obtained from FFA can be used in designing dams, culverts, bridges, and different kinds of flood-controlling devices.
Data and Methodology

Data Description and Its Initial Screening
The AMSF data of 18 sites of Pakistan located on five rivers -namely the Indus, Jhelum, Chenab, Ravi, and Sutlej -have been used in this study. These sites have been selected keeping in mind the standard criteria of hydrological data such as area, record length, quality of data, urbanization, regulation, and climate variability and change. The data of these sites have been taken from the Water and Power Development Authority (WAPDA) and Federal Flood Commission (FFC). Usually, AMSF data at different sites have been recorded in the peak of monsoon season (from July to September). The information about different sites used in the study is given in Fig. 1 and Table 1 .
The coefficient of skewness in Table 1 shows that all of the sites are positively skewed and away from normality.
Statistical analysis of hydrological data at different time scales generally meets in water resources, and planning studies are established on a set of vital assumptions, for example, stationarity, homogeneity, and independence. The violation of these assumptions will show erroneous results. Stationarity (the absence of a trend) implies that the C h e n a b R iv e r S Indus River outfall into the sea future will be statistically not different from the past. Absence of trend may be checked through time series plots, Ljung box test statistics, and Spearman's rank-correlation coefficient. Homogeneity in a series implies that the data in the series belongs to one population and subsequently has a time-invariant mean.
In the current study we are considering homogeneity with respect to time. We have data on only one variable (i.e. the flow of water). We are not interested in space homogeneity, which is required for regional analysis. Sometimes homogeneity also is considered as consistency (stability with respect to mean and variance). Non-homogeneity in a series may occur due to variety of sources (e.g. changes in data collection method, climate change, changes in land used in the catchment, and changes in abstractions and river regulations). Assumption of homogeneity can be verified through the Mann-Whitney and Krushkal-Wallis tests, both of which are non-parametric. Mann-Whitney is a special case of the Krushkal-Wallis test when dealing with two samples instead of k samples to check stability or homogeneity with respect to location parameters. Verifying the homogeneity with respect to scale parameter is sometimes required for hydrological data in frequency analysis or system simulation. It is verified through the Ansari and Bradley test, a non-parametric version of F-test, in order to avoid the assumption of normality to check equality of variances. Usually the annual time series or seasonal total time series are independent. However, the assumption of independence is checked under special cases when data are from rivers, with a considerable carryover of groundwater flow from one year to the next and whose catchments include large lakes.
Population L-Moments and Trimmed L-Moments L-moments are summary statistics for probability distributions and data samples. They are analogous to conventional moments. They also provide measures of location, dispersion, skewness, kurtosis, and other aspects of the shape of probability distributions or data samples, but in their computation we use linear combinations of the ordered data values.
Let Χ 1 , Χ 2 ,…, Χ r be the random sample of magnitude r, with cumulative distribution function Ϝ(Χ) and quantile function Χ(Ϝ). Let Χ (1:r) ≤ Χ (2:r) ≤ … ≤ Χ (r:r) be the order statistic of a random sample. For random variable X, the r th population L-moment as explained by [4] is:
In L-moments L highlighted that λ r is a linear function of the expected order statistics. Normally we need the first four L-moments for r=1, 2, 3, 4.
The L-moments ratio is defined as:
...where τ is a measure of L-coefficient of variation (L-Cv), and τ 3 and τ 4 are L-Skewness and L-Kurtosis, respectively. In Trimmed L-Moments the expectations of the order statistics of a conceptual sample (in the sense of population L-moments) are replaced by expectations of the order statistics of a larger conceptual sample, the size is increased equal to the total amount of trimming. Trimmed L-moments have a certain advantage over L-moments and conventional moments. Trimmed L-moments can exist even when a population mean does not exist. For example, Cauchy distribution. Sample trimmed L-moments are unbiased to the corresponding population quantities and more robust to outliers. In MTLM the "E(X r-k:r )" is substituted by "E(X r+t 1 -k:r+t 1 +t 2 ). " Therefore, for every r conceptual (Population) sample, we increased the sample size from r to (r+t 1 +t 2 ) and work simply with the expectation of the r order statistic X t 1+1:r+t 1 +t 2 ,…, X t 1+r:r+t 1 +t 2 by means of trimming t 1 , the lowest value(s) and t 2 the largest value(s) from the random sample. There is an important concern about the optimal choice of trimming. According to [17] , there are two approaches for this purpose. Both approaches are based on minimizing the criteria of variances, those trimming values will be chosen which provide less variance as compared to others. We adopted the approach which based on minimizing the sum of absolute differences between theoretical quantile function and its trimmed L-moments representation. This approach deals with the probability model as a whole and will not be sensitive in choice of trimming for each parameter separately. Furthermore, this approach can also be used for optimal choice of trimming from the given data. In the current study the values of the sum of absolute differences of theoretical quantile function and its trimmed L-moment representation come with minimum value for all selected models in the study with trimming of (1.0). We have also empirical justification of using the trimming of (1.0) because the data of maximum stream flows are considered to be a random sample from some standard distribution such as GEV (see for example [18] ).
In practice, the purpose of analyzing the data of AMSF is to predict the magnitude of floods for relatively larger return period events. Usually when analyzing the arid or semiarid regions, many very low or even zero AMSFs occur; [19] [20] [21] proposed a solution to this problem by censoring the data from the lower side. It might be that smaller sample values have only a nuisance value in the context of upper quantile estimation. In our study, we used unequal trimming value where just only one lowest value will be trimmed from our random sample (t 1 =1, t 2 =0). The r th trimmed L-moment (TL-moment) is denoted by λ r (t 1 ,t 2 ) and defined as: (5) The population TL-ratios for (1, 0) trimming are defined as: (6) (7) (8) ...where λ 1 (1, 0) is the measure of location, τ (1, 0) is the measure of TL-coefficient of variation (TL-Cv), and τ 3 (1, 0) and τ 4 (1, 0) are TL-Skewness and TL-Kurtosis, respectively.
Estimation of L-Moments and TL-Moments
In practice, L-moments need to be estimated after taking a random sample drawn from an anonymous distribution. Let x 1 , x 2 , …, x n be the sample and x 1:n ≤x 2:n ≤… ≤x n:n be the order statistics of the samples, then we can define the r th sample L-moments using [22] as:
The sample L-ratios are defined as: (10) (11) (12) ...where ℓ 1 is the measure of location, t is measure of L-coefficient of variation (L-Cv), and t 3 and t 4 are the sample L-Skewness and L-Kurtosis, respectively. In summary, these statistics measure ℓ 1 , ℓ 2 , t, t 3 , and t 4 , and are very useful for sample data. These measures are used to classify the distribution from which the sample is drawn. Furthermore, these measures are used in the estimation of parameters when distribution is fitted to a sample by equating the sample L-moments and population L-moments.
The r th sample TL-moments are defined as: (13) As in this study we use trimming of (t 1 =1,t 2 =0). In this case we can write the above as given below. (14) (15) The TL-skewness and TL-kurtosis are dimensionless computed shapes of a data set. Parameters estimation of the different distribution using MLM and MTLM has been given in [3] , and [23] [24] [25] , respectively.
Goodness of Fit Tests
The goodness-of-fit tests such as MADI, PPCC, and AD using MLM and MTLM are applied to find the most suitable distribution for a specific site. MADI and PPCC have been used in different studies (for example see [23] , [9, [25] [26] [27] , and many others). Similarly, the AD test is frequently used in many studies such as [12] and [28] [29] [30] [31] .
Mean Absolute Deviation Index (MADI)
The goal of this method is to check whether a given distribution fits the data closely by selecting from a number of candidate distributions. We choose that one which gives the best fits to the data. The MADI is calculated by: (16) ...where x i are the observed flows, y i the predicted flows, and N is the number of observations at a site. Here we use the Hosking plotting position formula to calculate predicted flows using F, non-exceedance probability. (17) … where j is the observation in ascending order and n is sample size. The mean absolute deviation index (MADI) of smaller value obtained for given distribution shows that the distribution is more closely fitted to the actual data.
Probability Plots Correlation Coefficient (PPCC)
Basically it is the relationship between current observations and corresponding predicted plotting position. Correlation between the current and predicted flows are given by:
The range of correlation r is -1 to +1. When a value of correlation of fitted distribution is closer to 1 or -1 it suggests that the current data have been drawn from the fitted distribution and when a value of correlation of fitted distribution is closer to 0 it suggests that the current data is not drawn from the fitted distribution.
Anderson Darling (AD) Test
The AD test is used to check whether the given sample of data is drawn from a given probability distribution. It is a general test to compare observed distribution function to an expected distribution function. The AD test gives extra weight to the tail than the Kolmogorov-Simonov test, which makes it more powerful. The AD test statistics A 2 as defined as: (19) ...where n is the sample size and F is the distribution function. The null hypothesis at the chosen level of significance will be rejected if the calculated value of the above statistic is greater than the critical value obtained from a table. In general, critical values of the Anderson-Darling test statistic depend on the specific distribution being used. However, tables of critical values for many distributions (except several the most widely used ones) are not easy to find. We used the AD test as implemented in Easy Fit, which uses the same critical values for all distributions. After calculation of this statistic values for all of the operating models, one selects the model with the minimum AD value.
L-Moment and TL-Moment Ratio Diagrams
The simplest method to determine the best distribution to fit the actual data is by using L-moment and TL-moment ratio diagrams, which are based on relationships between the L-moment and TL-moment ratios, respectively. The Lmoment and TL-moment ratio diagrams provide a graphical indication of which distribution can be expected to give a better fit to the sample data or samples. Therefore, this allows better discrimination between the distributions.
Quantiles of Best Fit Distribution
One of the objectives of FFA is to get handy estimates of the quantiles for return period of scientific significance. After selection of best fit distribution and estimation of its parameters, we need to find the Quantiles'estimates corresponding to different return periods (T). Maximum stream flows do not occur with any fixed pattern in time or magnitude. Large floods naturally have large return periods with less probability and vice versa. The relationship between return periods and occurrence of an extreme event (e.g. amount of flow greater than or equal to some threshold value in a dam) may be established through the notion of geometric random variable as: T=1/p, where p is the probability of occurrence of T year return period event (i.e. X ≥x t ).
Suppose we have a five-year return period event that yields a probability of occurrence equal to 0.2 and the corresponding quantile value based on this probability and best-fit distribution (whatever you select) is 500 cusec (say). We can say that a five-year return period event will occur (≥ 500 cusec on average once in five years) with probability 0.2. Sometimes we are interested in finding out the probability of a T-year return period event to occur at least once in the next N years. The answer to this equation can be achieved using the relationship given by:
In the case of a five-years return period event (as discussed above), the probability of this five-year return period event occurring at least once in the next five years is 0.672.
Results and Discussion
All of the tests mentioned in the previous section show that AMSF is stationary, homogeneous, and independent, and is suitable for further analysis (Fig. 2) .
The L-moments ratio diagram shows visual inspection about the best distribution for different sites. On the basis of this ratio diagram and three goodness-of-fit tests, it is found that out of 10 distributions, only three are suitable for AMSF data of different sites. The visual inspection is clear in the following ratio diagram (Fig. 3) and results of other goodness-of-fit tests are shown in Table 2 .
From Table 2 it is clear that using MADI and GLO is the best fit distribution for five sites, while GEV and GPA for six and seven sites, respectively. Using AD, numbers of sites for which GLO, GEV, and GPA are best fit distributions are seven, one, and 10, respectively. Similarly, using PPCC numbers of sites for which GLO, GEV, and GPA are best fit distributions are five, four, and nine. The results of the ratio diagram are very close to the AD test. Among three estimation methods, MLM is found to give best results for most of the sites.
For four sites, trimmed L-moments is also found to give best results. MLE is a suitable estimation method only for the Kotri site. One of the reasons behind this may be of sam-ple size greater than 100 observations. Most of the sites follow GPA distribution followed by GLO and GEV. None of these sites follows GNO, PE3, LOG, NORM, UNI, GUM, and EXP, indicating that these distributions have a poor fit for AMSF of any site in this study. This can also be viewed from the L-moments ratio diagram. Minimum numbers of 35 observations are being considered in each site in order to avoid any misleading results in every goodness of fit test due to small sample size. One of the objectives at-site FFA is to estimate a different return period associated with a given flood magnitude (quantiles of best fit distribution/maximum annual discharge values), which are useful for hydrologists in the planning and design of hydraulic structures. To gain this purpose we constructed Table 3 . Quantile estimates are calculated on the basis of best-fit distributions for each site individually and it is found that these quantiles are in close agreement to observed values of AMSF, which can be indicated through extreme value plots. 
Conclusions
Due to climate change, the forecasting future flows is burdened with uncertainty. In vulnerable regions even large data sets cannot solve the problem. However, this study investigates the selection of best-fit probability distribution and estimation method for at-site FFA in Pakistan using the AMSF of 18 sites. Three goodness-of-fit methods such as mean absolute deviation index (MADI), the Anderson Darling (AD) test, and probability plot correlation coefficient (PPCC) are adopted for this purpose. L-moments ratio diagram is also used for visual inspection of goodness-offit criteria. Out of 10 probability distributions, GPA, GLO, and GEV are considered the top three best fit distributions for annual maximum stream flow data of different sites in Pakistan. Most sites follow GPA (56%), followed by GLO (33%) and GEV (11%). Among three estimation methods, the MLM is found to be the more suitable method at 72% of the sites, MTLM at 22% of the sites, and MLE at only 5% of the sites. Flows based on the fitted distribution are also in close agreement to the observed flows. 
