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Garzon. M.. Cayley automata, Theoretical Computer Science 108 (1993) 833102. 
The notion of a finite-state automaton is generalized to an automaton that scans as tapes arbitrary 
graphs preserving the properties of homogeneity and symmetry of ordinary Turing tapes. Cayley 
graph languages accepted by halting Cayley automata are syntactically characterized by quantifier- 
free formulas in the first-order theory of groups with parameters, the generators of the input Cayley 
graph. Also, the definite advantage of nondeterminism is established for Cayley automata on input 
graphs with at least two generators. 
1. Introduction 
Recent attempts to increase the computational power of current computers have led 
to the consideration of parallel models of computation of diverse types. These models 
can be roughly classified into two categories, fine-grained and coarse-grained, depend- 
ing on the relative computational power of each of the processors in the network. 
Fine-grained networks derive their power from the simultaneous operation of very 
simple units interconnected according to some fixed architecture defined by a digraph, 
and include cellular automata, artificial neural networks and systolic arrays. Coarse- 
grained models include PRAMS, and well-known networks such as hypercubes, pyr- 
amids, etc. A large portion of recent work has been devoted to the exploration of and 
the comparison of the computational power of these parallel models to each other, see 
e.g. [l l] and its references. Also, some of these results deal with the comparison of these 
parallel models to the more classical sequential models of computation. Parallel 
machines offer an alternative to computational barriers imposed by the nature of 
sequential machines. Thus, a natural question arises, what is the source of this enhanced 
computational power in parallel models of computation? How does it compare to other 
enhanced sequential machines, say through the use of oracles? 
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The results in [S] seem to indicate that some of this power comes, not from parallel 
action in itself, but rather from implicit encoding of information in processor intercon- 
nections represented by the edges in the underlying graph. For instance, it follows 
from the results in [S] that a Turing machine whose tape has been replaced by 
a suitable Cayley graph (more precisely, a C’nyley machine is defined in 131) can 
recognize languages accepted by Turing machines with an arbitrary number of (even 
nonrecursive!) oracles. Therefore, the idea of a systematic study of this type of 
memory-enhanced computational mode half-way between sequential and parallel 
seems to have potential applications, in addition to its intrinsic interest as a natural 
object of study, see [3,4]. The purpose of this paper is to continue a systematic 
exploration of the idea of a finite automaton working on “input tapes” of a more 
general kind than strings. 
These new writing media share with an ordinary Turing tape two fundamental 
properties which are usually hidden behind the contents of the string written on it. 
They are homogeneous and isotropic. An observer standing on a blank tape will be 
unable to distinguish one cell from another on the sole basis of their local appearance 
or relative position. In other words, first, it is possible to map any cell onto any other 
cell by means of a geometric translation; second, the possible directions of motion at 
any cell of the tape exactly correspond to a finite set of possibilities labeled “left” and 
“right” which are perfectly interchangeable. As it turns out, any graph with the above 
two properties of a tape must in fact be the Cayley graph of a suitable group [9, 
Theorem 1.61. 
In the recognition of ordinary strings the input implicitly defines an “origin” (the 
first symbol in the string) and a last cell (the last symbol in the string or an 
end-marker). Therefore, any computational device on Cayley graphs must be able to 
detect or create some special marking on at least one vertex for otherwise it will be lost 
in the homogeneity of its input. Thus, one is led to further mark any one of the nodes 
as a distinguished origin rO corresponding to the identity element 1, of the group. 
With these considerations in mind, we introduced the notion of a Cayley machine in 
[3]. A natural restriction of a Cayley machine is the Cayley automaton defined in [3], 
an analog of the finite-state machine with very limited writing capabilities (see Section 
2 for definitions). The properties of this model and a characterization of the languages 
accepted by them on one-generutor Cayley (cyclic) graphs were established in [3]. For 
instance, Cayley automata are essentially equivalent to finite-state machines (if they 
have no writing ability), or to logspuce bounded Turing machines (if endowed with 
a limited number of physical pebbles as writing marks). 
The purpose of this paper is to characterize group-theoretic properties recognizable 
by Cayley automata in the general case of n-generator Cayley graphs (groups) (n > 1). 
Following the basic definitions in Section 2, it is shown that Cayley automata can be 
defined by a certain class of generalized finite-state diagrams. In Section 3 it is shown 
that an n-generator Cayley graph language accepted by a particular kind of automa- 
ton, a halting automaton, is syntactically characterized by a quantifier-free formula in 
the first-order theory of groups with n parameters. It is established in Section 4 that 
nondeterministic Cayley automata are more powerful than their deterministic 
counterparts on graphs with at least two generators. Finally, Section 5 discusses 
several open problems, importantly among them, that of characterizing languages 
recognized by Cayley automata consisting of arbitrary generalized words over a given 
finite alphabet of symbols (not necessarily physical marks). 
2. Definitions and basic properties 
This section contains basic definitions about graphs, in particular, Cayley graphs. 
The word “group” is used in the abstract algebraic sense. The reader is referred to 
[9,8] for further background on group theory, and to [12] for Cayley graphs and 
graph theory. 
Definition 2.1. Let G be a group, i.e. a set with an associative binary operation having 
an identity element and inverses for each of its members. A Cuyley graph T(G, X) is 
the (di)graph whose vertices are the elements of G and whose edges, colored with 
generators j (and their inverses j-r) from X, connect vertices i and ij (or ij-l), the 
product being taken as elements in G. Thus, a Cayley graph is a symmetric digraph, 
i.e. a graph. An alphabet is any nonempty finite set C of symbols or letters with 
a distinguished blank element here denoted b. 
Familiar examples are hypercubes of dimension d on 2d vertices (the Cayley graph 
of the elementary abelian 2-group of rank d with the standard generating set), finite or 
infinite euclidean lattices (the Cayley graph of the free abelian group of rank d with the 
standard set of free generators), and uniform trees (the Cayley graph of the free group 
of finite rank with the standard set of free generators). Plenty of other examples, as 
well as detailed definitions of the group-theoretic terms used above, can be found in 
the classical book by Coxeter and Moser [2]. 
All Cayley graphs are assumed to have a distinguished origin node, throughout 
denoted 1~~. As usual, X, (C,) is the standard (symmetrized) set of n generators, 
x denotes an arbitrary generator or its inverse in C, and m denotes the set of input 
symbols consisting of 0.. m, b (b being the usual blank). As a matter of notational 
convenience, letters x, y, Z, . are systematically substituted for the formal generators 
x1, x2, x3, . In general, %?n will denote the class of n-generator Cayley graphs and rcO 
will denote the free group on n generators. Unless otherwise qualified, “automaton” 
refers to a Cayley automaton in the remainder of this paper, usually with m=O. 
Definition 2.2. A Cayley automaton over m (or just an m-pebble automaton) is a 6-tuple 
M=(Q,m,L&yo,F) (1) 
consisting of 
(1) a finite nonempty set Q of internal states containing a special initial state qOEQ 
and a subset of final (or accepting) states F c Q; 
(2) an alphabet m of input symbols labeled 0, 1, . . ..nz. h; 
(3) a symmetrized set of generators and their inverses 6,; 
(4) a transition function (or dynamics) 
A Cayley automaton is uncapable of writing symbols on vertices. It can only use 
a set m of physiccrl pebbles/marks for the sake of reference on its input graph. The 
automaton writes a symbol i by dropping a pebble of, say, a certain color, with the 
corresponding physical restrictions that a single physical pebble entails. A run of 
a Cayley automaton is described informally as follows. A finite control with state set 
Q scans the vertices of an input consisting of symbols written over the vertices of 
a Cayley graph. Initially, the finite control is poised in a designated initial state over 
the origin r0 of the graph. Thereafter, the read-only head walks about from vertex to 
vertex, “sliding” along the labeled edges of its input in successive discrete time steps, 
switching from one state to another in accordance with the transition function 6. 
Acceptance or rejection of an input graph is signalled, as usual. by entering a final 
state in the course of its walk on the input. The machine, thus, defines a collection, or 
“lanyuqe”, consisting precisely of those Cayley graphs which it accepts. 
Definition 2.3. A Cayley graph 71 is trcceptcd by a Cayley automaton A4 if M enters 
a state in F in some run on 71. The l~r~~cr~rge ucc pted by M, denoted by f.(M), is the set 
of Cayley graphs accepted by M. 
The following sections deal with the case III =0 of Definition 2.2 where only one 
pebble is available. Thus, the inputs are just blank Cayley graphs with an origin t10 
marked 0. The motivation is to recognize properties of groups given as Cayley graphs. 
The basic objective is to characterize what classes of graphs can be accepted by this 
finite automaton kind of device. The case nl>O was dealt with in [3] for n= 1 (one 
generator). From the results below, the case ?I> 1 is appears to be a difficult task. 
In order to make precise the upcoming discussion on diagrams it is necessary to 
review some terminology first. 
Definition 2.4. A digmph D is a pair (N, A) consisting of a finite set of nodrs N and 
a subset A c N x N of LWC’S. A node (arc)-labeled digraph over an alphabet C is a pair 
(D, p) of a digraph D = (N, A) together with a label function p : N +2‘ (,v : A+Z‘). The 
element /L(V) is called the label of node VEN (arc SEA). A hi/uheled digraph over an 
alphabet C, x II2 is a triple (D, ~1, p). where (D, q) is a node-labeled digraph over C, 
and (D, 1~) is an arc-labeled digraph over CZ. If the binary relation A is symmetric 
then D is simply a ymph. The in (out)-deyree of a node ISEN is the number of arcs going 
into (coming out of) 11. 
The \reali-c.onlle(.tetlness relation of a digraph D = (N, A) is the transitive closure 
A+ of the binary relation A: two vertices 11. I‘EN are connected if and only if there 
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exists a walk on D joining u to ~1, that is, a finite sequence ((ur , II,), . , (us, u,)) of arcs 
in A such that u1 = u, Uj= uj+ 1 (1 < j<s) and us= V. The label functions r/, p of a 
(bi)labeled digraph naturally extend to functions still denoted q, p on finite sequences 
of arbitrary nodes and arcs (that is, walks) on D, respectively. The (peak-) connected 
component of a node YEN is the subgraph of D induced by the node set {v’EN: 
(“‘,\+A+], that is, the arcs of which are those labeled arcs in A joining any two of its 
nodes. 
Two digraphs D and D’ are isomorphic if there exists a bijection q : N+ N’ which 
preserves the arc-binary relation in D, that is, such that cp(A)cA’. Two arc-labeled 
(node-labeled, bilabeled) digraphs over C x C’ are isomorphic if there exists an isomor- 
phism of the underlying digraphs which also preserves the node (the arc, node and arc) 
labels. 
Thus, the digraph associated with the transition function of a general m-pebble 
automaton can be viewed as an arc-labeled digraph over m x C, and also as a bi- 
labeled digraph over Q x (m x Z,). The following examples illustrate Definition 2.3 as 
well as the transition digraph of a Cayley automaton. 
Example 2.5. Let Ml = ({q,, ,..., q5$,0, Z,,S,q,, (qs)) be the automaton with the 
transition function defined in Table 1 (with set-builders around sets left out) by two 
functions T (next-state) and o (next-move), see the proof of Theorem 2.11. The 
ordinary transition digraph is shown in Fig. 1. As usual, when drawing these digraphs, 
hyphens indicate empty transition sets. Ml traverses xyx- ‘yP ’ from v0 and accepts if 
and only if xyx- ‘y-l = l,, that is, 
L(M)= {TCE%~: TC is an abelian group). 
Example 2.6. Let Ml be the nondeterministic O-pebble automaton defined by Table 2. 
The state qr is final. M2 “guesses” one of the two generators x or y and moves in the 
direction of the chosen generator in order to check if it is a torsion element in rc, 
L(M) = {TCE%~: x or y is a torsion element in rr$. 
Table I Table 2 
T (0 
Q b 0 h 0 
T 01 
Q b 0 h 0 
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Fig. 1. A Cayley automaton that recognizes abelian groups. 
Fig. 2. A Cayley automaton that recognizes periodic generators 
The ordinary transition diagram is shown in Fig. 2. 
This pictorial representation of a transition function can be suitably modified to 
produce a state-independent description of Cayley automata which is more conve- 
nient and succinct from a group-theoretic point of view. The following definition 
introduces the appropriate kind of digraph for such a description of Cayley automata. 
Throughout the paper, a careful distinction is maintained between “vertex” (of an 
input graph) and “node” (of an automaton’s digraph). Unless required in the dis- 
cussion, the label functions of a bilabeled digraph will be omitted. 
Definition 2.7. A binary transition tfiaqram D over C, is a bilabeled diagram over 
C, x m such that the two following conditions are satisfied: 
(1) one or more nodes have been distinguished as initial nodes by an incoming 
arrow or as final nodes by a double circle around them, or both. 
(2) Each final node belongs to the ‘weak-connected component of at least one initial 
node. 
The diagram is deterministic if and only if each arc-label of m occurs at most once out 
of every node. 
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In general, a transition diagram may be nondeterministic. 
Example 2.8. The digraphs in Figs. 3-5 are binary transition diagrams over C,. As 
convened, the letters x,y have systematically replaced the formal generators x1,x1, 
and a double-headed arrow has replaced two single-headed companion arrows b and 
h with a common label h. 
Informally, a binary transition diagram D can be regarded as the description of an 
automaton M(D) which moves as follows on an input 7~ from \I,,: 
(1) First, M makes an .x-move (maybe nondeterministically, according to the 
diagram), where x is the label of any initial node. 
(2) Thereafter, according to the label i it scans at a vertex y on n, M(D) either halts 
and rejects, in case no arc-labeled i comes out of the current node 1’ on D, or else M(D) 
moves (maybe nondeterministically) in the direction of the label of any of the 
i-successor nodes of V, in case there is at least one such node. 
(3) M(D) halts and accepts if and only if going through the diagram D according to 
(1) and (2) eventually leads into a final node. 
Example 2.9. The binary transition diagram D1 of Fig. 3 defines a deterministic 
automaton M(D,) which accepts a graph 7-r if and only if the generator x is a torsion 
element in the group rr, that is, if and only if there exists some integer k such that 
xk= 1,. The diagram D2 of Fig. 4 readily defines a deterministic aulomaton M(D,) 
which accepts an input rt if and only if x is a nontrivial element and xy is a torsion 
element of rc. Finally, an accepting run of the nondeterministic automaton M(D,) 
defined by the diagram in Fig. 5 on an input 7c determines a reduced nonempty word 
WEC: such that w= 1,. Therefore, L(M(D,)) contains precisely those groups II over 
generators xi, . . , x, in which x and J do not freely generate a subgroup of rc. Of 
course, if n=2 then this is just the class of nonfree presentations over {x, y}. 
t 
co b x 
Diagram D, Diagram D,. Diagram DA 
Figs. 3-5. Torsion elements and nonfreeness recognized by Cayley automata. 
From these examples it is fairly clear that binary transition diagrams define Cayley 
automata. The proof of this fact, as well as the fact that the transformation is effective, 
is omitted. The automaton effectively constructed from the transition diagram D in 
Lemma 2.10 will be denoted by A4(D). 
Lemma 2.10. Ewr_v hincir_v trcrrlsition rliayrm owr Z,, &fines LI unique Cl~yle~ 
autonzuton. 
As a matter of fact, these diagrams can define arbitrary Cayley automata. 
Theorem 2.11. Every CllJtley automaton is eyuicderzt to the automaton defined hi, some 
binary trmsitiorl diagram. 
Proof. It is easy to set that after introducing some auxiliary states one can remove 
nondeterminism in the direction of motion in an arbitrary Cayley automaton. There- 
fore, the transition function can be assumed to be of the form 
6: Q x 1n+2~ x L‘ ,I 
that can be decomposed into a pair (r.(o) of functions 
T : Q x m+2V (the next-state function), 
tr) : Q x nz+C,, (the next-move function), 
which resemble the transition function of an ordinary string Mealy machine, except 
that here the state function is nondeterministic. Thus, there is a natural digraph 
associated with a given transition function graphically describing the local dynamics 
of the automaton. The formal construction from here on is well known and will be 
omitted. Suffice it to say that the node set is in one-to-one correspondence with the 
state set and the arc-label set is m x C,,. Typically, a transition ( p, s)E~(L/, i) is indicated 
by an arc joining node ~1 to node p and labeled i;r. Finally, it is easy to see that 
a bilabeled binary transition diagram can now be obtained from the natural digraph 
essentially by shifting the symbol x (from an arc labeled i!.x) to the following node 
p (with an arc now relabeled i). 0 
In the case of automata M, and !zrlz of Examples 2.5 and 2.6 the construction yields 
the diagrams of Figs. 6(a) and 6(b). 
These two examples already show that in practice it is desirable to trim somewhat 
the construclion of Theorem 2.11. For instance, the automaton’s move upon entering 
a final state is quite irrelevant; so, the final node labels can be disposed of and the 
nodes coalesced into a single final node. Also the automaton may as well halt upon 
accepting an input; so, the final node can be assumed to have outdegree 0. In addition, 
nodes without branching, like the first three in Fig. 6(a), might be coalesced into 
a single node labeled by the concatenation of the labels deleted whenever no incoming 
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Fig. 6. Cayley automata are defined by binary diagrams. 
Fig. 7. Simplified binary diagrams. 
3 b 
arrows would change the moves of the induced automaton. For instance, the diagram 
of Fig. 6(a) may be given just as in Fig. 7(a), where [.x,J] denotes the usual commut- 
ator of the elements x and JI. 
Other ad hoc simplifications are possible and will be used in the upcoming sections. 
For example, a look at L(M,) suggests that the transition diagram of Fig. 7(b) defines 
an automaton equivalent to M,. 
However, it will be a perhaps surprising result of Section 3 that all such efforts are 
doomed to be just that, ad hoc solutions to particular cases for no general algorithm 
can give broad enough a method which transforms every binary diagram into an 
equivalent diagram, say with the smallest possible number of nodes. 
3. Halting automata and decision problems 
Binary diagrams show that O-pebble automata can be arbitrarily complex and that 
classification problems of O-pebble Cayley languages are essentially equivalent to 
word problems in group presentations. The well-known classical theorem of Novikov 
[lo] and Boone [ 11 on the recursive unsolvability of the word problem on group 
presentations shows, on the other hand, that there is no general algorithm to decide 
whether or not an arbitrarily given word vv is a group-theoretic consequence of a finite 
number of given relators rl, . , rt, that is, whether or not )V equals the identity 1 x of the 
group n: given by the presentation (X, 1 rl, , r,}. Consequently, the range of decision 
problems which are effectively solvable for O-pebble automata is extremely narrow. To 
illustrate the validity of this statement, it will suffice to exhibit a very simple class of 
O-pebble automata, the class of halting automata, for which the decision problem of 
emptiness is strongly unsolvable. 
Theorem 3.1. There esists m alyorithnl to decide whether or not a nondeterministic 
O-pebble CaJ,le_y automaton accepts the ,free group no. 
Proof. The idea is to define an ordinary nondeterministic one-way pushdown auto- 
maton (pda) hilo over a one-letter alphabet {hi which accepts by final state the symbol 
h if and only if A4 accepts rcO. Initially, the pda hilo reads a single symbol b. Thereafter 
M0 only makes h-moves. It keeps track in its internal control of the states on M and 
utilizes the stack-alphabet r = (2” i uZ,, to manipulate its pushdown stack in such 
a way that, at any instant, the stack stores bottom-up the unique freely reduced word 
n,-equivalent to the label of the path followed by M from v0 to its current position on 
the input graph. 
Precisely, minor adjustments can be made to the restriction of b to Q x {b} to 
obtain the transition function 6’: Q x {h) x r-+2” x r of the pda M. as follows: 
S’(q, h, x):= 
T(q, b) X [A) if to(q,u)=x-‘, 
t(q, h) x x(w(q, b)) otherwise, 
for all XEZ‘,, and ~EQ. By the transition in the second formula, 6’ cancels x by popping 
x (that is, replacing .Y with the empty string h) off the stack whenever x was pushed on 
the stack in the previous move, or else it pushes w(q, a) onto the stack, thus faithfully 
simulating over a single letter input each of the moves of M on no. Hence, a return to 
\lo amounts to an empty stack of MO. It follows from these considerations that 
rcO~L(M) if and only if bcL(M,)#@ 
and, hence, the well-known algorithm for membership in a context-free language can 
be used to decide whether or not A4 accepts rcn. i 
We remark that there is room for a better result since one might use the stronger 
result of decidability of emptiness of one-way stack automata [6] (also see 171) in 
order to prove a slightly stronger similar result for nondeterministic one-pebble 
automata. 
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An input Cayley graph rt possesses a natural distance-function (or metric) given by 
the length of the shortest path connecting two vertices. Given an integer k>O, the 
k-ball x[k] of radius k is the set of vertices at a distance at most k from the origin v,,. 
Definition 3.2. A deterministic m-pebble automaton M hults on input 7~ if and only if 
either M accepts IZ or M reaches a state q on i such that 6(q, i)= @, where i is the label 
of vertex u on 71 [k]. An automaton M is halting if and only if M halts on every input 
ZE%,,. M recognizes a language L&g-,, if and only if M is a halting automaton and 
L= L(M). 
Theorem 3.3. The emptiness problem is recursively unsolvable@ hulting deterministic 
O-pebble automata. 
Proof. Given a finite group presentation 7r= ( Xnjrl, . . ..r.) and a word w in C,, 
simply construct the deterministic O-pebble automaton associated with the binary 
transition diagram D(rl, . , r,; w) shown in Fig. 8. 
It is clear from the construction that M(D(r, , . , r,; w)) accepts a graph 71 if and only 
ifrI=... =r, = 1, and w # 1,. Therefore, L(M(D))# @ if and only if w is not a group- 
theoretic consequence of r,, . . . . r,. The theorem now follows from the recursive 
unsolvability of the word problem. C 
Thus, halting automata are worth a closer look. In order to characterize Cayley 
graph languages recognized by halting automata, it is necessary to introduce a special 
kind of Cayley automata, which are below parametrized by systems of equations and 
inequalities, i.e. formulas in the first-order theory of groups with parameters x1, . . . , x,. 
Definition 3.4. A system S of equations and inequalities is a pair (E, I) of sets of words 
E={ur, . . ..&.I and I=(u,,...,c~J (3) 
over 1,. A presentation 7~ satisfies S if the elements of 75 represented by each ui, 1 < i < r 
(vj, 1 d j 6 s) are (not) equal to the identity element 1 z of 7-r. A language L G %, is strictly 
equational if and only if there exists a system of equations and inequalities such that 
TEL if and only if 7t satisfies S. Also, L is an equutional lunguage if and only if it is 
a finite union of strictly equational languages. 
Fig. 8. The emptiness problem is equivalent to the word problem 
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For instance, abelian groups over a fixed number of generators constitute a strictly 
equational language and nontrivial groups over a fixed number of generators form an 
equational language. It is easy to construct a diagram which defines a deterministic 
halting automaton M(S) recognizing a given strictly equational language. As it turns 
out, an automaton of type M(S) is the most general type of deterministic halting 
automaton. The following definitions facilitate the discussion of this statement. 
Definition 3.5. Let S=(E, I) be a system of equations and inequalities as in (3) and let 
J'=)'~ . ..yk and :=zr . ..z. be additional words in Z,*. The simple cJ>clic automaton 
defined by S,y, and z is the automaton A4(S; J:Z) defined by the diagram of Fig. 9. 
A simple cyclic automaton M = M(S;y,z) checks that some set of equations and 
inequalities (those in S) holds in its input rr, then it traverses z and, if it has not yet 
encountered the origin rO, it finally goes into a loop in which it traverses z. M accepts 
7c if and only if 71 satisfies S and there exists some k= k(n) such that yzk= 1,. (Recall 
that M will halt and reject if there is no arc labeled with the current input.) 
Definition 3.6. A simple cyclic bvalk ;’ on a binary diagram D over C is a walk 
e, e2.. e,e,.+ , . . e, in D such that all arcs ej, I <j< s, are distinct arcs and e, repeats 
exactly one of the previous arcs e,., 1. The cyclic subwalk of ;’ is the tail-end subwalk 
~‘(;‘)=e,+, ...e. and the noncyclic subwalk of ;’ is the initial subwalk u(y)=e, . ..e... 
Thus, the run of every simple cyclic automaton is an initial subwalk of a simple 
cyclic walk. It is immediate from the binary diagram in Fig. 9 that the language 
accepted by a simple cyclic automaton is not empty if and only if the system of 
equations and inequalities defining it is consistent (that is, they hold in at least one 
presentation) and either there exists a prefix Z’ of z such that z’= 1, or there exists 
some K >O such that ~1’~ is the identity element in at least one of those presentations. 
0 
- . . . 
b 
Fig. 9. A simple cyclic automaton defined by a system of equations and inequalities. 
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Definition 3.7. A Cayley automaton is bounded if there exists an integer K > 0 such 
that M never leaves the K-ball n[K] of any input graph 71. 
Lemma 3.8. Every halting simple cyclic crutomaton is bounded. 
Proof. Let S = (E, I) be a system of equations and inequalities and y, z be words on C, 
defining a simple cyclic automaton M, as in Definition 3.5. In case L(M) is empty, by 
the remarks following the definition, M halts on every presentation before traversing 
entirely the simple cyclic walk in the binary diagram of M. Therefore, the sum of the 
lengths of all words in S plus 1~1+ IzI will be a suitable distance-bound. Otherwise, let 
7~~ be the presentation (XlllE). The inequalities o,# 1, tll # 1, . . ..us# 1, where cO=z 
hold in some presentation I? satisfying S since L(M) # @. Therefore, the inequalities in 
E hold in 7~~ since zs is the freest group satisfying the equations in E and 71’ also 
satisfies them. So, M does enter the cyclic subwalk of its binary transition diagram (see 
Fig. 9) on its run on 7rs. Hence, M must halt on 7cs, which happens if and only if 
M accepts zs. Let K be the smallest integer such that the equation yzK = 1 holds in 7~~. 
Since every other presentation 71 in L(M) satisfies the equations in S the group 7c must 
be a quotient of ns and, therefore, yz” = l,, that is, M reaches l,, if not sooner, in at 
most K moves from 110 on 7-r. 17 
Observe that any calculation of the distance bound K in the above proof is highly 
ir.effective. If w is a fixed nonempty word over C,, the property of whether or not w is 
equal to the identity in a presentation 7~ is a Markov property and, thus, it is 
undecidable by the Adyan-Rabin theorem [S, Theorem 4.11. Therefore, in contrast to 
the string automaton case, there can exist no algorithm to reduce every halting 
diagram to an equivalent diagram with the smallest number of nodes, or, for that 
matter, to decide whether or not a given deterministic binary transition diagram 
defines a halting automaton. 
Theorem 3.9. Ecery deterministic kultiny automuton is bounded. 
Proof. Let M be a deterministic halting automaton. The binary transition diagram 
associated with M has at most two arcs labeled 0 or b coming out of each one of its 
nodes. Let c,, and cb be the number of O-arcs and b-arcs in II, respectively. Let 7-t be an 
arbitrary input and consider the subrun of M between two consecutive returns to v. 
on any input 7~. The corresponding subwalk r on D begins with a O-arc but all its other 
arcs are b-arcs. If M does not return to the origin in its first cb moves on 7~ then M will 
repeat one of the arcs in T and, hence, all the subsequent arcs previously traversed in 
s( since M is deterministic. Therefore, M traverses a simple cyclic walk ;’ on this 
associated binary diagram, and then iterates the same walk between any two con- 
secutive returns to l’. on its input graph. Let y= J$ 7) and z = z( 7) be the corresponding 
noncyclic and cyclic subwalks of such a typical walk 7 originating at some node of 
D and let S be the system of equations and inequalities describing the past history of 
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the run of M on 7-t up to the previous return to 1~~. Since M is a halting automaton, the 
cyclic automaton M(S;y,z) halts on all inputs and, hence, by Lemma 3.8, it is 
distance-bounded, say by K(;l). On the other hand, since D has finitely many arcs, 
there is only a finite number of simple cyclic walks of the type 7 just described, say 
?I, . . . . y,. Thus, 
is a distance-bound for M. C; 
Corollary 3.10. The language accepted by a deterministic halting automaton is an 
equational languagc~. 
Proof. Let M be a deterministic halting automaton and K a distance-bound for M. 
Every K-ball of a Cayley graph is obtained from the K-ball rrO [K] of the free group 
by identifying some nodes according to the nontrivial relations holding in rc. Thus, 
there exist (up to isomorphism) only finitely many Cayley graph K-balls. On the other 
hand, every Cayley graph K-ball can be completely described by a system of equations 
and inequalities. Now the observation that there are only finitely many systems of 
equations and inequalities involving words of Z,T of length at most K completes the 
proof. 3 
Since equational languages are clearly accepted by deterministic halting automata, 
Corollary 3.11 readily follows. 
Corollary 3.11. The class of equational languages,forms a boolean algebra of‘lanyuuyes 
on n generators (i.e. it is closed under union, intersection, and complementation qf 
languages with respect to the@1 set of’ all n-generator Cayley graphs). 
It is likely that Theorem 3.9 and the last two corollaries are true for nondetermin- 
istic halting automata as well. 
Two Cayley graphs n1 and rc2 in %,, are called K-equicalent if whenever their 
K-balls are isomorphic arc-labeled digraphs. Clearly, K-equivalence is an equivalence 
relation of finite index in ‘6,. Thus, the language accepted by a halting automaton is 
the union of some of the classes under K-equivalence, for some K > 0. Therefore, in 
view of the Nerode-Myhill characterization of regular string languages, the class of 
equational languages appears to be a natural analog of the class of regular string 
languages in the context of Cayley graph languages. 
It is interesting to observe that the boolean algebra of Corollary 3.11 contains 
atoms. Let (rr’)- be the singleton of a finite presentation TC’= (X,IR) of a simple group 
over C, and let M(Sj) be the automaton above defined for the system of equations and 
inequalities given by 
Sj=(R, (.~j}), 1 dj<n. 
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Thus, 
since every presentation 71 satisfying the equations in R must be quotient of n’ and if, 
further, some generator is nontrivial then 71 must be isomorphic, in fact identical, to 7~‘. 
On the other hand, the class of equational languages is not an atomic boolean 
algebra. For each n 2 2 there exist infinite descending chains of normal subgroups of 
the free group on X,. The languages of all quotients of each of these finite presenta- 
tions form an infinite strictly decreasing sequence of equational languages. 
4. Determinism and nondeterminism 
Now the question of the characterization of O-pebble Cayley automata languages 
in general is addressed. The concept of a simple cyclic automaton introduced in the 
previous section is shown below to be a basic building block of all deterministic finite 
automata. Finally, the question of nondeterminism is considered. It is shown that 
there is a clear cut difference between the power of determinism and nondeterminism 
in two-generator O-pebble Cayley automata. 
Definition 4.1. Let M (S; 11, u), where u = u1 . u,, L’ = v1 . . v, are additional words over 
C,, be a simple cyclic automaton and let Di, . ., D, be arbitrary binary transition 
diagrams. The staggered composition of M(S; u,v) and M(D,), . . . . M(D,) is denoted 
byM(D,,..., D,; S, u, v) and is the automaton defined by the diagram in Fig. 10, where 
s denotes the automaton corresponding to the set of equations and inequalities in S. 
Fig. 10. Staggered composition of simple cyclic automata. 
Thus, a staggered composition starts out simulating the simple cyclic automaton 
defined by S, U, and c and then, depending on how this automaton reaches I’“, if it ever 
does, it simulates one of the automata defined by D, , , D,. Note that some of these 
diagrams may define trivial automata, that is, automata consisting of a single node 
(final or not). Hence, also a halting automaton can be regarded as a simple cyclic 
automaton with some useless feedback which is never actually traversed on any input. 
It follows from Lemma 2.10 that the class of deterministic pebble automata is closed 
under staggered composition and that it contains all simple cyclic automata. Con- 
versely, the following theorem shows that, in fact, cyclic automata constitute the basic 
building blocks of deterministic automata, together with the operation of staggered 
composition. 
Theorem 4.2. Ecery deteministic O-pebble uutornaton is equicalent to the stag~gered 
composition of a jifinite number of simple cyclic automata. 
Proof. Let M = (Q, 0, C,,, 6, qo, F > be a deterministic O-pebble automaton. The asso- 
ciated diagram D = (N, A ) of M is a binary transition diagram which has at most one 
arc labeled h and one 0 coming out of every node in N. Assume, without loss of 
generality, that M accepts upon returning to the origin (at the cost of some inequali- 
ties) and halts upon accepting its inputs. 
First observe that there is an upper bound on the number of returns of M to the 
origin r0 of any input graph, namely the number of states in M since M is determin- 
istic. For the same reason, if a run on an input never returns to v,, and it takes 
M through a walk on D which returns to the same node and repeats the same b-arc 
twice, then M will loop on a closed walk on D without ever accepting. Nonaccepting 
returns within the first /Al moves amount to a finite set of equations. The subrun 
between two consecutive returns of M to the origin \‘O on an input rt leads M through 
a walk on D consisting entirely of h-arcs and, therefore, some h-arc must repeat after 
1 + 1 A 1 moves. Thus, if M has not returned to r0 or accepted after the first 1 + 1 A / 
moves, then it will keep moving away from the origin of rc in the pattern of the cyclic 
subwalk ~(7) of some simple cyclic walk ; originating at a node of D. In summary, 
there exists a constant K:=21 Al such that all accepting (hence, halting) walks of M on 
D via b-arcs since the last return to r0 have the form 
where each cj, 1 <j < k, is a O-arc and each subwalk ;‘> consists entirely of b-arcs and is 
node-labeled u( ;li) C( ~j) C’( ~j), for some prefix tl’(;‘j) of the cyclic subwalk of some walk 
;‘j and some integer ,j 30. Now, every binary diagram only contains finitely many 
simple cyclic h-walks and, essentially, these b-walks can be staggered in order to 
obtain the desired decomposition of M. 
Precisely, let 1 A 1 be the number of arcs in D. Since the claim is obvious for 1 A I < 2 
assume inductively that every deterministic O-pebble automaton defined by a diagram 
with less than /A I arcs can be obtained by repeated staggered composition from 
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Fig. 11. Every Cayley automaton is a staggered composition of simple cyclic automata. 
simple cyclic automata. Let y be the simple cyclic h-walk consisting of D’s initial node 
n, and its h-successors. Let D1, . . . , D, be the weak-connected components of the nodes 
in ;‘ (see Fig. 11). If none of D1, . . . . D, contain n, then the claim follows from the 
induction hypothesis since none of them contain the b-arc emanating from no. If some 
O-arc feeds back into y1,, from diagram Dj then the arc can be deleted from Dj without 
altering L(M) by the remarks in the previous paragraph. Thus, assume that some 
diagram, say D1 (see Fig. 1 l), feeds back a b-arc e into n,. By the induction hypothesis, 
the automaton defined by the diagram obtained from D by deleting the feed-back 
b-arc e going into 11~ is equivalent to a staggered composition of simple cyclic 
automata. Again by the above remarks, if M uses e twice on the same input n then 
M will cycle without accepting and, therefore, M may as well halt upon returning to \10 
that way. Thus, M is the staggered composition of M (11) and M (D, ), , M (D,). 0 
A nondeterministic automaton which recognizes the language L, consisting of 
those two generator presentations in which x or y is torsion is easily constructed as in 
Example 2.6. At this point it is obvious that no deterministic halting automaton can 
recognize L,. However, a rigorous proof is supplied by the following lemma. 
Lemma 4.3. There is no jinite collection of systems of equutions and inequalities 
S,, , S, over I,* such that the .following condition holds: 
Every presentation 71 over X, satisjes at least one of the systems Sjfor some 1 <j< t ij 
and only if some generator in n is a torsion element. 
Proof. Suppose such a finite collection S1, . , S, exists. Without loss of generality, 
assume that each system is consistent, say Sj = ( Ej, I,), 1 <j < t, and let Z) be presenta- 
tions satisfying S1, . . , S, and 7-rj be the groups presented by (X,1 Ej), respectively. 
Since each 7r; is a quotient of “j, by an argument similar to the one in the previous 
proof, also 7tj satisfies Sj for each 1 <j < f. Therefore, some generator xi, in “j has finite 
order, say kj, 1 <j< t. Let now 7~: be the cyclic group of order K given by 
K = 1 +max {k,,k,, . . ..k.) with generator Xj, 1 <j<t. Thus, the group 7~” given by 
does not satisfy one of the systems of equations and inequalities, for if it did then the 
order of some generator would have order kj < K. This is a contradiction because, on 
the other hand, all generators .Y 1, , xk have order K but no system of equations and 
inequalities in the collection S, , . , S, is satisfied by n”. 0 
Further, no deterministic Cayley automaton can accept precisely L2. The following 
observation yields a proof of a stronger assertion. 
Lemma 4.4. There does not exist ajnite set of pairs i(uj, Cj), 1 <j<s} of equations and 
inequalities over C2 x C, such that,f& e”erJ’ ahelian group presentation 71 the following 
condition holds: 
x or J’ is a torsion elenzent if and 0~1~ if 3kj:=kj(n)a0 (ujv$= 1,). (4) 
Proof. For the sake of contradiction assume u1 , rl, . . . , us, L’, satisfy (4) for all abelian 
group presentations. Let 
LEj = CT*-(Uj), bj=o,(~j), 
‘.j=GJs(Uj), dj=~?(cj) 
be the exponent sum of X,J in Uj. Z’j, 1 < j<s, respectively. Without loss of generality, 
assume that aj, bj, cj, dj3 0. Obviously, not all words can be equal to the identity of the 
free abelian group on two generators x and J’; hence, not all four aj, bj, cj, and dj are 
equal to 0, for each 1 < j<O. First, let nb be the standard presentation of the free 
abelian group on two generators x and 2’. Since rcb is torsion-free and x # l,(), (4) states 
that some equation in the system 
(5) 
does not have a solution in the unknown t, say it is (S,). In particular, 
a=a,#O#c=c,. On the other hand, let n,:=(x,~‘I[x,~‘]=~.~=l), k>2, be the 
standard presentation of Z @Z,. Since y=(O, 1) is a nontrivial torsion element in zk, 
(4) implies the existence of an integer solution for the system of diophantine equations 
for each 1 < j<s. Setting j= 1 and t= -al/b, =afb would thus give an integer also 
satisfying 
c+d(-a/b)=(bc-ad)/d=O (modk) for all k>2. 
Hence, ad = bc and, so, t = -a/b would be a solution for (S, ), a contradiction. 0 
Now let L, be the Cayley language consisting of those presentations over X, in 
which at least one generator is a torsion element, i.e., 
L,:= { 71: xj is a torsion element in 71 for some 1 d j< n}. 
Theorem 4.5. There does not exist u deterministic automaton M which accepts the 
language L, for anJ1 integer n 3 2. 
Proof. No halting automaton can recognize L, for any n 3 2. If there were a determin- 
istic O-pebble which accepted L, for n 32 then the restriction to input abelian 
presentation on XZ in which all Xj, 2 < j<n, are trivial would yield an automaton 
which would accept the abelian presentations on X in which some generator is 
a torsion element. The corresponding equations and inequalities of the cyclic auto- 
mata in the staggered decomposition of M would contradict Lemma 4.3. 0 
In conclusion, observe that L, is a finite union of n deterministic O-pebble languages 
corresponding to the languages accepted from each initial node in the diagram 
defining L,. 
5. Final remarks 
There is a well-known set of questions about a concept of a (generalized) finite-state 
machine (e.g. characterization of the languages accepted by them, relative power of 
nondeterminism, algorithms for obtaining equivalent machines with the same number 
of states, etc). Due to the apparent difficulty of the inputs, only some of these questions 
have been answered here for a special case, in which the structure of the input graphs 
is allowed to vary and for which the device is required to have the minimum writing 
ability (a single pebble at the origin). 
There is another approach to generalizing finite-state automata to graphical inputs. 
A specific Cayley graph n of a finitely generated group as well as a tape alphabet are 
fixed in advance as some sort of writing media. The languages in question then consist 
of generalized z-words with the same physical structure but different vertex markings 
from the given alphabet. This approach has been considered in [4], in the form of 
devices manipulating the so-called n-words (possibly infinite in extent). In [4], some 
results concerning the importance and difficulty of the study of this type of object are 
discussed. In the spirit of that and the present papers, the most interesting question 
now appears to be to characterize languages accepted by Cayley automata uncapable 
of writing their inputs (but, of course, capable of reading symbols of the given alphabet 
written on the input cells) on a fixed or arbitrary finitely generated Cayley graph. 
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