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Abstract
This paper builds on the connection between
graph neural networks and traditional dynami-
cal systems. We propose continuous graph neu-
ral networks (CGNN), which generalise existing
graph neural networks with discrete dynamics in
that they can be viewed as a specific discretisation
scheme. The key idea is how to characterise the
continuous dynamics of node representations, i.e.
the derivatives of node representations, w.r.t. time.
Inspired by existing diffusion-based methods on
graphs (e.g. PageRank and epidemic models on
social networks), we define the derivatives as a
combination of the current node representations,
the representations of neighbors, and the initial
values of the nodes. We propose and analyse two
possible dynamics on graphs—including each di-
mension of node representations (a.k.a. the fea-
ture channel) change independently or interact
with each other—both with theoretical justifica-
tion. The proposed continuous graph neural net-
works are robust to over-smoothing and hence
allow us to build deeper networks, which in turn
are able to capture the long-range dependencies
between nodes. Experimental results on the task
of node classification demonstrate the effective-
ness of our proposed approach over competitive
baselines.
1. Introduction
Graph neural networks (GNNs) have been attracting grow-
ing interest due to their simplicity and effectiveness in a
variety of applications such as node classification (Kipf
and Welling, 2016; Velicˇkovic´ et al., 2017), link predic-
tion (Zhang and Chen, 2018), chemical properties predic-
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tion (Gilmer et al., 2017), and natural language understand-
ing (Marcheggiani and Titov, 2017; Yao et al., 2019). The
essential idea of GNNs is to design multiple graph propa-
gation layers to iteratively update each node representation
by aggregating the node representations from their neigh-
bours and the representation of the node itself. In practice,
a few layers (two or three) are usually sufficient for most
tasks (Qu et al., 2019), and more layers may lead to inferior
performance (Kipf and Welling, 2016; Zhou et al., 2018; Li
et al., 2018b).
A key avenue to improving GNNs is being able to build
deeper networks to learn more complex relationships be-
tween the data and the output labels. The GCN propagation
layer smooths the node representations, i.e. nodes near each
other in the graph become more similar (Kipf and Welling,
2016). This can lead to over-smoothing as we stack more
and more layers, meaning that nodes representations con-
verge to the same value leading to worse performance (Kipf
and Welling, 2016; Zhou et al., 2018; Li et al., 2018b). Thus,
it is important to alleviate the node over-smoothing effect,
whereby node representations converge to the same value.
Furthermore, it is crucial to improve our theoretical under-
standing of GNNs to enable us to characterise what signals
from the graph structure we can learn. Recent work on un-
derstanding GCN (Oono and Suzuki, 2020) has considered
GCN as a discrete dynamical system defined by the discrete
layers. In addition, Chen et al. (2018) demonstrated that the
usage of discrete layers is not the only perspective to build
neural networks. They pointed out that discrete layers with
residual connections can be viewed as a discretisation of
a continuous Ordinary Differential Equation (ODE). They
showed that this approach is more memory-efficient and is
able to model the dynamics of hidden layers more smoothly.
We use the continuous perspective inspired by diffusion
based methods to propose a new propagation scheme, which
we analyse using tools from ordinary differential equations
(i.e. continuous dynamical systems). Indeed we are able to
explain what representations our model learns as well as
why it does not suffer from the common over-smoothing
problem observed in GNNs. Allowing us to build ‘deeper’
networks in the sense that our model works well with large
values of time. The key factor for the resilience to over-
smoothing is the use of a restart distribution as originally
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proposed in Pagerank (Page et al., 1999) in a continuous
setting. The intuition is that the restart distribution helps to
not forget the information from low powers of the adjacency
matrix, hence enabling the model to converge towards a
meaningful stationary distribution.
The main contributions of this paper are:
1. We propose two continuous ODEs of increasing model
capacity inspired by PageRank and diffusion based
methods;
2. We theoretically analyse the representation learned
by our layer and show that as t → ∞ our method
approaches a stable fixed point, which captures the
graph structure together with the original node features.
Because we are stable as t → ∞ our network can
have an infinite number of ‘layers’ and is able to learn
long-range dependencies;
3. We demonstrate that our model is memory efficient and
is robust to the choice of t. Further, we demonstrate on
the node classification against competitive baselines
that our model is able to outperform many existing
state-of-the-art methods.
2. Preliminaries
Let a graphG = (V,E)1 be defined by vertices V and edges
E ⊆ V × V between vertices in V . It is common in graph
machine learning to use an adjacency matrix Adj as an
alternative characterisation. Given a node ordering pi and a
graph G, the elements of the adjacency matrix Adj|V |×|V |
are defined by the edge set E:
Adjij =
{
1 if (vi, vj) ∈ E
0 otherwise
(1)
As the degree of nodes can be very different, we typically
normalize the adjacency matrix as D−
1
2AdjD−
1
2 , where
D is the degree matrix of Adj. Such a normalized ad-
jacency matrix always has an eigenvalue decomposition,
and the eigenvalues are in the interval [−1, 1] (Chung and
Graham, 1997). The negative eigenvalues can make graph
learning algorithms unstable in practice, and hence we fol-
low Kipf and Welling (2016) and leverage the following
regularized matrix for characterizing graph structures:
A :=
α
2
(
I +D−
1
2AdjD−
1
2
)
, (2)
where α ∈ (0, 1) is a hyperparameter, and the eigenvalues
of A are in the interval [0, α].
Given such a matrixA ∈ R|V |×|V | to characterise the graph
structure, and a node feature matrix X ∈ R|V |×|F |, with
1Throughout the paper we will only consider simple graphs
|F | being the number of node features, our goal is to learn a
matrix of node representations H ∈ R|V |×d, where d is the
dimension of representations, and the k-th row of H is the
representation of the k-th node in an ordering pi.
A continuous ODE throughout this paper will refer to an
equation of the following form:
dx
dt
= f(x(t), t), (3)
where x may be scaler, vector valued, or matrix valued
and f is function that we will parametrise to define the
hidden dynamic. Chen et al. (2018) showed how we can
backpropagate through such an ODE equation and hence
use it as a building block for a neural network.
3. Related Work
Neural ODE Neural ODE (Chen et al., 2018) is an approach
for modelling a continuous dynamics on hidden representa-
tion, where the dynamic is characterised through an ODE
parameterised by a neural network. However, these methods
can only deal with unstructured data, where different inputs
are independent. Our approach extends this in a novel way
to graph structured data.
GNNs. Graph neural networks (Kipf and Welling, 2016;
Velicˇkovic´ et al., 2017) are an effective approach for learn-
ing node representations in graphs. Typically, GNNs model
discrete dynamics of node representations with multiple
propagation layers, where in each layer the representation
of each node is updated according to messages from neigh-
bouring nodes. The majority of GNNs learn the relevant
information from the graph structure A by learning finite
polynomial filters g to apply to the eigenvalues Λ of the
graph Laplacian L = PΛP−1 in each propagation layer
(Kipf and Welling, 2016; Defferrard et al., 2016; Wijesinghe
and Wang, 2019; Velicˇkovic´ et al., 2017). GCN (Kipf and
Welling, 2016), for instance, uses a first-order Chebyshev
polynomial. However, existing GNNs (e.g. GCN) have been
shown (Li et al., 2018b; Zhou et al., 2018; Oono and Suzuki,
2020) to suffer from over-smoothing, i.e. node representa-
tions start to converge to the same value. Compared to these
studies, we follow continuous dynamical systems to model
the continuous dynamic on node representations. Moreover,
our approach does not have the over-smoothing problem,
because our model converges to a meaningful representation
(fixed point) as t→∞.
A proposed solution in recent work is to either add a resid-
ual connection to the preceding layer (Avelar et al., 2019)
or to use a concatenation of each layer (Wijesinghe and
Wang, 2019; Luan et al., 2019; Xu et al., 2018; Dehmamy
et al., 2019). The latter approach does not scale to very
deep networks due to the growing size of the representation.
Chen et al. (2018)’s approach of turning residual connec-
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tions from the preceding layer into a continuous ODE has
gathered much attention (Deng et al., 2019; Avelar et al.,
2019; Zhuang et al., 2020; Poli et al., 2019). In contrast to
many of these works we are able to provide a theoretical
justification for our ODE and our representation does not
grow with depth.
A significant amount of work has focused on understanding
the theoretical properties of GCN and related architectures
better (Oono and Suzuki, 2020; Dehmamy et al., 2019; NT
and Maehara, 2019). Dehmamy et al. (2019) argue that to
learn the topology of a graph the network must learn the
graph moments—an ensemble average of a polynomial of
Adj. They show that GCN can only learn graph moments
of a specific power of Adj. To remedy this they concate-
nate [h(1),h(2), . . . ,h(n)] the feature maps (output) of each
layer. Oono and Suzuki (2020) demonstrate that deeper
GCNs exponentially lose expressive power by showing that
in the limit as the number of layers goes to infinity the node
representation is projected onto the nullspace of the Lapla-
cian, which implies that two nodes with identical degree
in the same connected component are will have the same
representation. Instead we propose a continuous dynam-
ical system which does not suffer from this problem and
demonstrate so as t → ∞. NT and Maehara (2019) focus
on explaining which assumptions hold such that GCN (Kipf
and Welling, 2016) and SGC (Wu et al., 2019) work on the
common citation networks. Our work fits into the existing
literature by using the Neural ODE framework to provide
a novel intuition to what is needed to address loss of ex-
pressive power with depth. We do this by proposing and
analysing our specific solution.
Concurrent work. Several concurrent works have devel-
opped similar ideas; (Poli et al., 2019) proposes an ODE
based on treating the GCN-layer as a continuous vector field
and combines discrete and continuous layers. Other con-
current works (Deng et al., 2019; Zhuang et al., 2020) use
the Neural ODE framework and parametrise the derivative
function using a 2- or 3-layer GNN directly, instead we
develop a continuous message-passing layer and do not use
a discrete deep neural network to parametrise the deriva-
tive. In contrast, we motivate our ODE from diffusion based
methods and theoretically justify how our approach helps to
address over-smoothing as well as long-range connections
between nodes.
4. Model
In this section, we introduce our proposed approach. The
goal is to learn informative node representations H ∈
R|V |×d for node classification. We first employ a neural
encoder to project each node into a latent space based on
its features, i.e. E = E(X). Afterwards, E is treated as
the initial value H(0), and an ODE is designed to define
the continuous dynamics on node representations, where
the long-term dependency between nodes can be effectively
modelled. Finally, the node representations obtained at
ending time t1 (i.e. H(t1)) can be used for downstream
applications through a decoder D. The overall model archi-
tecture is summarized in Fig. 1.
The key step of the framework is to design an effective ODE
for defining the continuous dynamics on node representa-
tions, and thereby modelling the dependency of nodes. We
design two such ODEs of increasing model capacity based
on the intuition from existing diffusion-based methods on
graphs. In the first ODE, each feature channel (i.e. dimen-
sion) of node representations evolves independently (see
Sec. 4.1), whereas in the second ODE we also model the
interaction of different feature channels (see Sec. 4.2).
4.1. Case 1: Independent Feature Channels
Since different nodes in a graph are interconnected, a de-
sirable ODE should take the graph structure into consider-
ation, and allow information to propagate among different
nodes. Motivated by existing diffusion-based methods on
graphs (e.g. PageRank (Page et al., 1999) and label propaga-
tion (Zhou et al., 2004)), an effective way for characterizing
the propagation process is to use the following step-wise
propagation equations:
Hn+1 = AHn +H0, (4)
where Hn ∈ R|V |×d is the embedding matrix for all the
nodes at step n, and H0 = E = E(X) is the embedding
matrix computed by the encoder E . Intuitively, each node at
stage n+ 1 learns the node information from its neighbours
through AHn and remembers its original node features
through H0. This allows us to learn the graph structure
without forgetting the original node features. The explicit
formula of Eq. 4 can be derived as follows:
Hn =
(
n∑
i=0
Ai
)
H0 = (A−I)−1(An+1−I)H0, (5)
where we see that the representation Hn at step n incorpo-
rates all the information propagated up to n steps with the
initial representation H0.
Because of the effectiveness of the discrete propagation pro-
cess in Eq. (5), we aim to extend the process to continuous
cases by replacing n with a continuous variable t ∈ R+0 ,
and further use an ODE to characterise such a continuous
propagation dynamic. Intuitively, we view the summation in
Eq. (5) as a Riemann sum of an integral from time 0 to time
t = n, which allows us to naturally move from the discrete
propagation process to the continuous case, as stated in the
following proposition.
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Figure 1: Architecture overview: The input to the model is a graph with node features, we initially encode these node
features using a single neural network layer and ignoring the graph structure. Then we use a differential equation to change
the representation over time, before projecting the representation using another single neural network layer and a softmax
function to a one-hot encoding of the classes. The red lines represent the information transfer as defined by the ODE.
Proposition 1 The discrete dynamic in Eq. (5), where A
has an eigenvalue decomposition, is a discretisation of the
following ODE:
dH(t)
dt
= lnAH(t) +E, (6)
with the initial value H(0) = (lnA)−1(A− I)E, where
E = E(X) is the output of the encoder E .
We provide the proof in the Supplementary material. In
practice, lnA in Eq. (6) is intractable to compute, hence we
approximate it using the first order of the Taylor expansion,
i.e. lnA ≈ (A− I), which gives us:
dH(t)
dt
= (A− I)H(t) +E, (7)
with the initial value being H(0) = E. This is the ODE
we use in our model CGNN. The intuition behind the ODE
defined in Eq. 7 can be understood from an epidemic mod-
elling perspective. The epidemic model aims at studying
the dynamics of infection in a population. Typically, the
model assumes that the infection of people is affected by
three factors, i.e. the infection from neighbours, the natural
recovery, and the natural physique of people. Suppose that
we treat the latent vectors H(t) as the infection conditions
of a group of people at time t, then the three factors can be
naturally captured by three terms: AH(t) for the infection
from neighbours, −H(t) for natural recovery, and E for
the natural physique. Therefore, the infection dynamics in
a population can be intuitively modelled by our first-order
ODE, in Eq. (6), indicating that the intuition of our ODE
agrees with the epidemic model.
The ODE we use can be understood theoretically. Specifi-
cally, the node representation matrix H(t) at time t has an
analytical form, which is formally stated in the following
proposition.
Proposition 2 The analytical solution of the ODE defined
in Eq. (7) is given by:
H(t) = (A− I)−1(e(A−I)t − I)E + e(A−I)tE (8)
We prove the proposition in the Supplementary material.
From the proposition, since the eigenvalues of A− I are in
the interval [−1, 0), as we increase t to∞, the exponential
term e(A−I)t will approach 0, i.e. limt→∞ e(A−I)t = 0.
Therefore, for large enough t we can approximate H(t) as:
H(t) ≈ (I −A)−1E =
( ∞∑
i=0
Ai
)
E. (9)
Thus, H(t) can be seen as the summation of all different
orders of propagated information (i.e. {AiE}∞i=1). In this
way, our approach essentially has an infinite number of
discrete propagation layers, allowing us to model global
dependencies of nodes more effectively than existing GNNs.
Implementation. In the node classification task, our de-
coder D to compute the node-label matrix Y = D(H(t1))
is a softmax classifier with the ReLU activation function
(Nair and Hinton, 2010).
Note the parameter α in Eq. (2) decides the eigenvalues of
A, which thereby determines how quickly the higher order
powers of A go to 0, this also means that by specifying α
per node we can control how much of the neighbourhood
each node gets to see as smaller values α imply that the
powers of A vanish faster. In our final model we learn these
parameters α.
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4.2. Case 2: Modelling the Interaction of Feature
Channels
The ODE so far models different feature channels (i.e. di-
mensions of hidden representations) independently, where
different channels are not able to interact with each other,
and thus the ODE may not capture the correct dynamics of
the graph. To allow the interaction between different feature
channels, we are inspired by the success of a linear variant
of GCN (i.e. Simple GCN (Wu et al., 2019)) and consider a
more powerful discrete dynamic:
Hn+1 = AHnW +H0, (10)
where W ∈ Rd×d is a weight matrix. Essentially, with W ,
we are able to model the interactions of different feature
channels during propagation, which increases the model
capacity and allows us to learn more effectively representa-
tions of nodes.
Similar to the previous section, we extend the discrete prop-
agation process in Eq. (10) to continuous cases by viewing
each Hn as a Riemann sum of an integral from time 0 to
time t = n, which yields the following proposition:
Proposition 3 Suppose that the eigenvalue decompositions
of A,W are A = PΛP−1 and W = QΦQ−1, respec-
tively, then the discrete dynamic in Eq. (10) is a discretisa-
tion of the following ODE:
dH(t)
dt
= lnAH(t) +H(t) lnW +E, (11)
where E = E(X) is the output of the encoder E and with
the initial value H(0) = PFQ−1, where
Fij =
ΛiiE˜ijΦjj − E˜ij
ln ΛiiΦjj
, (12)
where E˜ = P−1EQ.
The proof is provided in the Supplementary material. By
making a first-order Taylor approximation to get rid of the
matrix logarithm, we further obtain:
dH(t)
dt
= (A− I)H(t) +H(t)(W − I) +E, (13)
with the initial value being H(0) = E. This is the ODE
we use in our model CGNN with weights. The ODEs of
the form as in Eq. (13) have been studied in some detail
in the control theory literature, where they are known as
the Sylvester differential equation (Locatelli, 2001; Behr
et al., 2019). Intuitively, E here would be the input into
the system with the goal to get the system H into a desired
state H(t). The matrices A − I and W − I describe the
natural evolution of the system.
The ODE in Eq. (13) also has appealing theoretical proper-
ties. Specifically, H(t) has an analytical form as shown in
the following proposition.
Proposition 4 Suppose that the eigenvalue decompositions
of A − I,W − I are A − I = PΛ′P−1 and W − I =
QΦ′Q−1, respectively, then the analytical soluton of the
ODE in Eq. (13) is given by:
H(t) = e(A−I)tEe(W−I)t + PF (t)Q−1, (14)
where F (t) ∈ R|V |×d with each element defined as follows:
Fij(t) =
E˜ij
Λ′ii + Φ
′
jj
et(Λ
′
ii+Φ
′
jj) − E˜ij
Λ′ii + Φ
′
jj
(15)
where E˜ = P−1EQ.
We prove the proposition in the Supplementary material.
According to the definition of A and also our assumption
about W , the eigenvalues of A − I and W − I are in
(−1, 0), and therefore Λ′i,i < 0 for every i and Φ′j,j < 0
for every j. Hence, as we increase t to∞, the exponential
terms will approach 0, and hence for large enough t we can
approximate H(t) as:
(
P−1H(t)Q
)
ij
≈ − E˜ij
Λ′ii + Φ
′
jj
. (16)
Based on the above results, if W = I , then H(t) will
converge to the same result as in Eq. (9), and hence the
ODE defined in Eq. (6) is a special case of the ODE in
Eq. (11).
Implementation. We use the same decoder as for the case
when W = I .
In practice, to enforceW to be a diagonalisable matrix with
all the eigenvalues less than 1, we parameteriseW asW =
Udiag(M)UT , whereU ∈ Rd×d is a learnable orthogonal
matrix andM ∈ Rd is a learnable vector, characterising the
eigenvalues of W . During training, we clamp the values
of M to guarantee they are between (0, 1). To ensure U
to be an orthogonal matrix, we follow previous work in
(Cisse et al., 2017; Conneau et al., 2017) and perform the
following secondary update of U after each main update
during training:
U ← (1 + β)U − β(UUT )U , (17)
where β is a hyperparameter, and the above secondary up-
date enables U to be close to the manifold of orthogonal
matrices after each training step.
Finally, to help stabilise training we use the idea from
(Dupont et al., 2019) and add auxiliary dimensions to hid-
den representation only during the continuous propagation
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Table 1: Statistics of datasets.
Dataset # Nodes # Edges # Features # Classes Label Rate
Cora 2,708 5,429 1,433 7 0.036
Citeseer 3,327 4,732 3,703 6 0.052
Pubmed 19,717 44,338 500 3 0.003
NELL 65,755 266,144 5,414 210 0.001
process. Specifically, we double the latent representation
initialising the second half of the initial representation with
0 and throwing the result away after solving the continuous
ODE. This very slightly improves results, but importantly
stabilises training significantly (see Supplementary mate-
rial).
5. Discussion
Our continuous model for information propagation has sev-
eral advantages over previous discrete GNNs such as GCN:
1. Robustness with time to over-smoothing;
2. Learning global dependencies in the graph;
3. α represents the “diffusion” constant, which is learned;
4. Weights entangle channels continuously over time;
5. Insight into the role of the restart distribution H0.
1. Robustness with time to over-smoothing: Despite the
effectiveness of the discrete propagation process, it has been
shown in (Li et al., 2018b) that the usage of discrete GCN
layers can be tricky as the number n of layers (time in
the continuous case) is a critical choice. Theoretical work
in (Oono and Suzuki, 2020) further showed that on dense
graphs as the number of GCN layers grow there is exponen-
tial information loss in the node representations. In contrast,
our method is experimentally not very sensitive to the inte-
gration time chosen and theoretically does not suffer from
information loss as time goes to infinity.
2. Global dependencies: Recent work (Klicpera et al.,
2019; Dehmamy et al., 2019; Xu et al., 2018) has shown that
to improve on GNN it is necessary to build deeper networks
to be able to learn long-range dependencies between nodes.
Our work, thanks to the stability with time is able to learn
global dependencies between nodes in the graph. Eq. (9)
demonstrates that we propagate the information from all
powers of the adjacency matrix, thus we are able to learn
global dependencies.
3. Diffusion constant: The parameter α scales the matrixA
(see Eq. (2)), i.e. it controls the rate of diffusion. Hence, α
controls the rate at which higher-order powers of A vanish.
Since each node has its own parameter α that is learned,
our model is able to control the diffusion, i.e. the weight of
higher-order powers, for each node independently.
4. Entangling channels during graph propagation: The
ODE with weights (Eq. (11)) allows the model to entangle
the information from different channels over time. In ad-
dition, we are able to explain how the eigenvalues of the
weight matrix affect the learned representation (Eq. (14)).
5. Insight into the role of the restart distributionH0: In
both of our ODEs, Eq. (7) and (13), the derivative depends
on E, which equals to the initial value H(0). To intuitively
understand the effect of the initial value in our ODEs, con-
sider an ODE without E, i.e. H ′(t) = (A− I)H(t). The
analytical solution to the ODE H ′(t) = (A − I)H(t) is
given by H(t) = exp[(A− I)t]H(0). Remembering that
A− I is simply a first order approximation of lnA, we can
see that the analytical solution we are trying to approximate
is H(t) = AtH(0). Thus, the end time of the ODE now
determines, which power of theAdj we learn. Indeed in our
experiments we show that removing the term H(0) causes
us to become very sensitive to the end time chosen rather
than just needing a sufficiently large value (see Fig. 2).
6. Experiment
In this section, we evaluate the performance of our proposed
approach on the semi-supervised node classification task.
6.1. Datasets and Experiment Settings
In our experiment, we use four benchmark datasets for eval-
uation, including Cora, Citeseer, Pubmed, and NELL. Fol-
lowing existing studies (Yang et al., 2016; Kipf and Welling,
2016; Velicˇkovic´ et al., 2017), we use the standard data splits
from (Yang et al., 2016) for Cora, Citeseer and Pubmed,
where 20 nodes of each class are used for training and an-
other 500 labeled nodes are used for validation. For the
NELL dataset, as the data split used in (Yang et al., 2016)
is not available, we create a new split for experiment. The
results are in Table 2. We further run experiments with
random splits on the same datasets in Table 3. The statistics
of the datasets are summarized in Table 1. Accuracy is used
as the evaluation metric.
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Table 2: Node classification results on citation networks. ? The values are taken from the original paper. ?? There is no
standard test-validation-training split on this dataset, hence we generated a random one and used it across all experiments.
? ? ? GAT ran out of memory on NELL.
Model Cora Citeseer Pubmed NELL??
GAT-GODE? 83.3± 0.3 72.1± 0.6 79.1± 0.5 -
GCN-GODE? 81.8± 0.3 72.4± 0.8 80.1± 0.3 -
GCN 81.8± 0.8 70.8± 0.8 80.0± 0.5 57.4± 0.7
GAT??? 82.6± 0.7 71.5± 0.8 77.8± 0.6 -
CGNN discrete 81.8± 0.6 70.0± 0.5 81.0± 0.4 50.9± 3.9
CGNN 84.2± 1.0 72.6± 0.6 82.5± 0.4 65.4± 1.0
CGNN with weight 83.9± 0.7 72.9± 0.6 82.1± 0.5 65.6± 0.9
Table 3: Node classification results on citation networks over 15 random splits. ? GAT ran out of memory on NELL.
Model Cora Citeseer Pubmed NELL
GCN 80.9± 1.1 72.0± 1.1 81.5± 1.4 64.8± 1.8
GAT? 78.2± 1.4 71.9± 1.4 79.8± 1.6 -
CGNN discrete 81.7± 1.5 70.3± 1.6 81.8± 1.7 69.5± 1.4
CGNN 82.7± 1.2 72.7± 0.9 83.2± 1.4 73.4± 1.0
CGNN with weight 82.1± 1.3 72.9± 0.9 82.7± 1.4 73.1± 0.9
6.2. Compared Algorithms
Discrete GNNs: For standard graph neural networks which
model the discrete dynamic of node representations, we
mainly compare with the Graph Convolutional Network
(GCN) (Kipf and Welling, 2016) and the Graph Attention
Network (GAT) (Velicˇkovic´ et al., 2017), which are the
most representative methods.
Continuous GNNs: There is also a recent concurrent
work (Zhuang et al., 2020) which learns node represen-
tations through modelling the continuous dynamics of node
representations, where the ODE is parameterised by a
graph neural network. We also compare with this method
(GODE).
CGNN: For our proposed Continuous Graph Neural Net-
work (CGNN), we consider a few variants. Specifically,
CGNN leverages the ODE in Eq. (7) to define the continu-
ous dynamic of node representations, where different fea-
ture channels are independent. CGNN with weight uses the
ODE in Eq. (13), which allows different feature channels to
interact with each other. We also compare with CGNN dis-
crete, which uses the discrete propagation process defined
in Eq. (4) for node representation learning (with n = 50).
6.3. Parameter Settings
We do a random hyperparameter search using the
ORION (Bouthillier et al., 2019; Li et al., 2018a) frame-
work with 50 retries. The mean accuracy over 10 runs is
reported for each dataset in Table 2.
6.4. Results
1. Comparison with existing methods. The main results
of different compared algorithms are summarized in Table 2.
Compared with standard discrete graph neural networks,
such as GCN and GAT, our approach achieves significantly
better results in most cases. The reason is that our approach
can better capture the long-term dependency of different
nodes. Besides, our approach also outperforms the concur-
rent work GODE on Cora and Pubmed. This is because
our ODEs are designed based on our prior knowledge about
information propagation in graphs, whereas GODE parame-
terises the ODE by straightforwardly using an existing graph
neural network (e.g. GCN or GAT), which may not effec-
tively learn to propagate information in graphs. Overall,
our approach achieves comparable results to state-of-the-art
graph neural networks on node classification.
2. Comparison of CGNN and its variants. The ODEs
in CGNN are inspired by the discrete propagation process
in Eq. (4), which can be directly used for modelling the
dynamic on node representations. Compared with this vari-
ant (CGNN discrete), CGNN achieves much better results
on all the datasets, showing that modelling the dynamic
on nodes continuously is more effective for node represen-
tation learning. Furthermore, comparing the ODEs with
or without modelling the interactions of feature channels
(CGNN with weight and CGNN respectively), we see that
their results are close. A possible reason is that the datasets
used in experiments are quite easy, and thus modelling the
interactions of feature channels (CGNN with weight) does
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Figure 2: Performance w.r.t. #layers or ending time. Note
that the red line also has error bars, but they are very small.
not bring much gain in performance. We anticipate CGNN
with weight could be more effective on more challenging
graphs, and we leave it as future work to verify this.
3. Performance with respect to time steps. One major
advantage of CGNN over existing methods is that it is robust
to the over-smoothing problem. Next, we systematically
justify this point by presenting the performance of different
methods under different numbers of layers (e.g. GCN and
GAT) or the ending time t (e.g. CGNN and its variants).
The results on Cora and Pubmed are presented in Fig. 2. For
GCN and GAT, the optimal results are achieved when the
number of layers is 2 or 3. If we stack more layers, the re-
sults drop significantly due to the over-smoothing problem.
Therefore, GCN and GAT are only able to leverage informa-
tion within 3 steps for each node to learn the representation.
In contrast to them, the performance of CGNN is more
stable and the optimal results are achieved when t > 10,
which shows that CGNN is robust to over-smoothing and
can effectively model long-term dependencies of nodes. To
demonstrate this we use the ODE H ′(t) = (A− I)H(0)
with H(0) = E, which gets much worse results (CGNN
w/o H(0)), showing the importance of the initial value for
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Figure 3: Memory usage w.r.t. #layers or ending time.
modelling the continuous dynamic. Finally, CGNN also
outperforms the variant which directly models the discrete
dynamic in Eq. (4) (CGNN discrete), which demonstrates
the advantage of our continuous approach.
4. Memory Efficiency. Finally, we compare the memory ef-
ficiency of different methods on Cora and Pubmed in Fig. 3.
For all the methods modelling the discrete dynamic, i.e.
GCN, GAT, and CGNN discrete, the memory cost is linear
to the number of discrete propagation layers. In contrast,
through using the adjoint method (Pontryagin, 2018) for
optimization, CGNN has a constant memory cost and the
cost is quite small, which is hence able to model long-term
node dependency on large graphs.
7. Conclusion
In this paper, we build the connection between recent graph
neural networks and traditional dynamic systems. Based on
the connection, we further propose continuous graph neu-
ral networks (CGNNs), which generalise existing discrete
graph neural networks to continuous cases through defin-
ing the evolution of node representations with ODEs. Our
ODEs are motivated by existing diffusion-based methods on
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graphs, where two different ways are considered, including
different feature channels change independently or interact
with each other. Extensive theoretical and empirical anal-
ysis prove the effectiveness of CGNN over many existing
methods. Our current approach assumes that connected
nodes are similar (‘homophily’ assumption), we leave it for
future work to be able to learn more complex non-linear
relationships such as can be found in molecules (Gilmer
et al., 2017) or knowledge graphs (Sun et al., 2019).
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A. Proof of Proposition 1 and 2
Proof of Proposition 1: The starting point is to see
Hn =
(
n∑
i=0
Ai
)
H0 (18)
as a Riemann sum, i.e.:
n+1∑
i=1
A0+(i−1)·∆tE∆t, (19)
where ∆t = t+1−0n+1 with t = n and E = H0 as before. So now letting n→∞ we get the following integral
H(t) =
∫ t+1
0
AsEds, (20)
The derivative is then given by
dH(t)
dt
= At+1E. (21)
However, At+1 is intractable in practice to compute for non-integer t, hence we solve the ODE by considering the second
order ODE and then integrating again.
d2H(t)
dt2
= lnAAt+1E = lnA
dH(t)
dt
(22)
Now, integrating again
dH(t)
dt
= lnAH(t) + const (23)
and solving for the constant using the fact that
H(0) =
∫ 1
0
AsEds =
A− I
lnA
E, (24)
we get that
dH(t)
dt
∣∣∣∣
t=0
= AE = lnAH(0) + const =⇒ const = E. (25)
Thus, we get the final ODE
dH(t)
dt
= lnAH(t) +E (26)

Proof of Proposition 2: To solve the ODE
dH(t)
dt
= (A− I)H(t) +E (27)
we will make use of a Ansatz and use the integrating factor exp(−(A− I)t).
e−(A−I)t
dH(t)
dt
= e−(A−I)t(A− I)H(t) + e−(A−I)tE (28)
e−(A−I)t
dH(t)
dt
− e−(A−I)t(A− I)H(t) = e−(A−I)tE (29)
e−(A−I)tH(t)−E = −(A− I)−1(e−(A−I)t − I)E (30)
H(t) = (A− I)−1(e(A−I)t − I)E + e(A−I)tE (31)

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B. Proof of Proposition 3 and 4
To prove Proposition 3 and 4, we first prove the following Lemmata:
Lemma 1 The analytical solution of the following ODE,
∂H(t)
∂t
= BH(t) +H(t)C +D, (32)
where B and C have eigenvalue decompositions PΛP−1 and QΦQ−1 respectively, with initial value H(0) is:
H(t) = eBtH(0)eCt + PF (t)Q−1, (33)
where
Fij(t) =
D˜ij
Λii + Φjj
et(Λii+Φjj) − D˜ij
Λii + Φjj
. (34)
with D˜ = P−1DQ.
Proof: First note that the ODE in Eq. (32) is known as the Sylvester ODE (Behr et al., 2019) with analytical solution:
H(t) = eBtH(0)eCt +
∫ t
0
eB(t−s)DeC(t−s)ds. (35)
Hence, to prove Lemma 1 it remains to solve the integral using the help our assumptions.∫ t
0
eB(t−s)DeC(t−s)ds =
∫ t
0
P eΛ(t−s)P−1DQeΦ(t−s)Q−1ds (36)
Let D˜ = P−1DQ,
= P
(∫ t
0
eΛ(t−s)D˜eΦ(t−s)ds
)
Q−1 (37)
Considering the integral element-wise, we get∫ t
0
(
eΛ(t−s)D˜eΦ(t−s)
)
ij
ds =
[
− 1
Λii + Φjj
eΛii(t−s)D˜ijeΦjj(t−s)
]t
0
(38)
=
D˜ij
Λii + Φjj
et(Λii+Φjj) − D˜ij
Λii + Φjj
(39)
Hence, we get the required result
H(t) = eBtH(0)eCt + PF (t)Q−1, (40)
where
Fij(t) =
D˜ij
Λii + Φjj
et(Λii+Φjj) − D˜ij
Λii + Φjj
. (41)

Lemma 2 Assuming that A and W have eigenvalue decompositions PΛP−1 and QΦQ−1 respectively,∫ 1
0
AsEW sds = PFQ−1, (42)
where
Fij =
ΛiiE˜ijΦjj − E˜ij
ln Λii + ln Φjj
, (43)
with E˜ = P−1EQ.
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Proof : We start by using the eigenvalue decompositions of A and W∫ 1
0
AsEW sds = P
∫ 1
0
ΛsE˜ΦsdsQ−1, (44)
where E˜ = P−1EQ. Now we can consider the integral element-wise to get the required result:∫ 1
0
(
ΛsE˜Φs
)
ij
ds =
∫ 1
0
ΛsiiE˜ijΦ
s
jjds (45)
=
[
ΛsiiE˜ijΦ
s
jj
ln Λii + ln Φjj
]1
0
(46)
=
ΛiiE˜ijΦjj − E˜ij
ln Λii + ln Φjj
(47)

B.1. Derivation of the ODE
Proof of Proposition 3: For the discrete dynamic defined
Hn+1 = AHnW +H0, (48)
Hn can be rewritten as follows:
Hn =
n∑
k=0
AkEW k (49)
Recall that as in the case where W = I we move to a continuous setting by interpreting the equation as a Riemann integral:
H(t) =
∫ t+1
0
AsEW sds. (50)
To derive a corresponding ODE, we consider the derivative of H(t) with respect to t, yielding the ODE below:
dH(t)
dt
= At+1EW t+1. (51)
To get the ODE in a nicer form, we consider the second-derivative of H:
d2H(t)
dt2
(t) = lnAAt+1EW t+1 +At+1EW t+1 lnW = lnA
dH(t)
dt
+
dH(t)
dt
lnW . (52)
By integrating over t in both sides of the above equation, we can obtain:
dH(t)
dt
(t) = lnAH(t) +H(t) lnW + c. (53)
Note that the initial value of the ODE is H(0) by Lemma 2, we know that
(
P−1H(0)Q
)
ij
=
ΛiiE˜ijΦjj − E˜ij
ln Λii + ln Φjj
, (54)
where E˜ = P−1EQ.
By setting t to 0, we can obtain:
dH(t)
dt
∣∣∣∣
t=0
= AEW =⇒ AEW − lnAH(0)−H(0) lnW = c. (55)
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We can simplify c as follows:
c = AEW − lnAH(0)−H(0) lnW (56)(
P−1cQ
)
ij
= ΛiiE˜ijΦjj − ln ΛiiΛiiE˜ijΦjj − E˜ij
ln Λii + ln Φjj
− ΛiiE˜ijΦjj − E˜ij
ln Λii + ln Φjj
ln Φjj (57)
c = PE˜Q−1 (58)
= E (59)
Thus the ODE can be reformulated as:
dH(t)
dt
= lnAH(t) +H(t) lnW +E. (60)

Proof of Proposition 4: Proposition 4 follows trivially from Lemma 1.

C. Hyperparameters & training details
Across Cora, Citeseer, and Pubmed we use a hidden dimension of 16, input dropout of 0.5 in the encoder, and weight decay
of 5× 10−4. For NELL we use a hidden dimension of 64, dropout of 0.1 (in both encoder and decoder), and weight decay
of 1× 10−5.γ determines the weight of self-loops in the graph.
Table 4: Cora hyperparameters, using the rmsprop optimiser.
fixed split random split
Algorithm lr t1 α γ β lr t1 α γ β
CGNN discrete 3.45× 10−3 12.0 0.950 0.309 — 2.08× 10−3 20.0 0.950 0.517 —
CGNN 4.70× 10−3 12.1 0.918 0.555 — 1.47× 10−3 23.9 0.885 0.595 —
CGNN with weights 2.11× 10−3 14.3 0.950 0.947 0.5 — — — — 0.5
Table 5: Citeseer hyperparameters, using the rmsprop optimiser.
fixed split random split
Algorithm lr t1 α γ β lr t1 α γ β
CGNN discrete 3.28× 10−3 20.0 0.950 0.693 — 2.59× 10−3 20.0 0.950 0.548 —
CGNN 5.48× 10−3 19.1 0.869 0.758 — 2.98× 10−3 17.1 0.936 0.459 —
CGNN with weights 5.70× 10−3 23.4 0.950 0.775 0.5 — — — — 0.5
Table 6: Pubmed hyperparameters, using the adam optimiser.
fixed split random split
Algorithm lr t1 α γ β lr t1 α γ β
CGNN discrete 5.57× 10−3 20.0 0.950 0.626 — 4.08× 10−3 20.0 0.950 0.933 —
CGNN 5.40× 10−3 16.2 0.960 0.644 — 5.51× 10−3 22.0 0.947 0.752 —
CGNN with weights 5.14× 10−3 20.3 0.950 0.668 0.5 — — — — 0.5
In practice, we used the augmentation proposed in Dupont et al. (2019) to stabilise training, however, it had little no effect
on the final performance. Writing down the augmentation mathematically yields the following matrix differential equation
for the ODE
d
dt
[
H(t) O(t)
]
= (A− I) [H(t) O(t)]+ [H(t) O(t)] (W − I) + [E 0] , (61)
where O(0) = 0. All the augmentation does is add some latent dimensions to allow the trajectory of the ODE (which cannot
cross itself) a potentially simpler path.
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Table 7: NELL hyperparameters, using the adam optimiser.
fixed split random split
Algorithm lr t1 α γ β lr t1 α γ β
CGNN discrete 0.01 20.0 0.950 0.941 — 0.01 20.0 0.950 0.941 —
CGNN 0.01 20.0 0.950 0.941 — 0.01 20.0 0.950 0.941 —
CGNN with weights 0.01 20.0 0.950 0.956 0.5 — — — — 0.5
D. Running time
In Table 8 we compare the running times between our algorithms and GCN as measured on the Cora dataset using the
hyperparameters in Table 4. For GCN we used the hyperparameters quoted in (Kipf and Welling, 2016). For all models we
used 400 epochs and measured the total running time. All results were collected on a single machine with the following
specs: Intel Core i7-6700HQ CPU at 2.60GHz with 16GB of RAM with NVIDIA GeForce GTX 960M with 2GB of
dedicated GPU memory.
Table 8: Running time per epoch on the Cora dataset.
Architecture CGNN CGNN with weights GCN
Time per epoch (seconds) 2.18 2.65 0.039
E. Comparison to GCN with skip connections
We compare with GCN with residual links and with 2, 4, 8, and 16 layers respectively. The results on Cora, Citeseer, and
PubMed in both the fixed data split setting and random split setting are given in Table 9.
Cora Citeseer PubMed
Number of Layers Random splits Fixed splits Random splits Fixed splits Random splits Fixed splits
2 77.2± 1.7 77.4± 1.9 68.0± 2.5 64.7± 1.5 80.7± 1.9 79.6± 0.6
4 76.5± 1.6 77.3± 2.0 65.6± 2.3 62.6± 2.0 80.5± 1.4 78.6± 0.6
8 76.8± 1.9 75.7± 1.3 64.2± 2.1 62.3± 1.3 80.0± 1.4 78.5± 0.9
16 77.6± 2.1 76.8± 1.9 64.4± 2.0 62.2± 1.9 80.4± 0.3 79.9± 1.3
Table 9: Performance of GCN with residual links and increasing depth on Cora, Citeseer, and PubMed.
