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Thus, the binding of the first O 2 molecule to one subunit of a hemoglobin tetramer enhances the affinity of the University of Toronto 1 Kings College Circle remaining subunits for O 2 and so on. This form of cooperativity requires ligand-induced changes in protein conToronto, Ontario M5S 1A8 Canada formation [10] . Two general and well-known models have been proposed for the case in which many distinct ligands bind to a multimeric macromolecule in a cooperative way. In the MWC model, the first ligand to bind Summary induces a concerted change in the conformation of the macromolecule to a state that has increased affinity for Background: The CDK inhibitor Sic1 must be phosphoradditional ligands. In the KNF model, only the subunit ylated on at least six sites in order to allow its recognition that binds the ligand is conformationally altered, and by the SCF ubiquitin ligase subunit Cdc4. However, bethis causes a change in the interactions between the cause Cdc4 appears to have only a single phosphosubunits such that subsequent ligand binding can have epitope binding site, the apparent cooperative depeneither higher or lower affinity [8] . dence on the number of phosphorylation sites in Sic1
Cooperativity is often at play in protein-protein intercannot be accounted for by traditional thermodynamic actions. For example, once seeded at appropriate momodels of cooperativity.
nomer concentrations, assemblies of tubulin or actin Results: We develop a general kinetic model, which have a strong tendency to polymerize [11] . The interacpredicts an unexpected multiplicative increase in affinity tions of polyvalent ligands with protein multimers may as a function of ligand sites. This effect, termed allovain principle show a cooperative dependence on the numlency, derives from a high local concentration of interacber of binding sites; this effect is termed avidity in the tion sites moving independently of each other. Modeling context of antibody-antigen or virus-host interactions of this interaction by a first exit time approach indicates [1] . Cooperative interactions also occur in signaling that the probability of ligand rebinding increases expopathways. For example, the 14-3-3 protein interacts nentially with the number of sites. This type of interaction with two distinct phospho-Ser sites on some of its liis relatively immune to loss of any one site and may be gands [12] , whereas the phosphatase SHP2 uses its easily tuned to any given threshold by adjusting the dual SH2 domains to engage two phospho-Tyr motifs on properties of individual sites. its targets [13] . Cooperativity in each of these situations Conclusions: The allovalency model suggests that a arises from the increase in free energy summed over previously undescribed mechanism may underlie certwo or more discrete binding interactions and a resultant tain cooperative interactions. The widespread occurmultiplicative increase in overall binding affinity. rence of flexible polyvalent ligands in biological systems Intrinsically disordered domains often play important suggests that this principle may be broadly applicable. roles in biological responses, particularly in cell signaling and regulation. It has been estimated that as many Introduction as 30% of proteins in eukaryotes consist of at least in part disordered domains while as many as 6% of proCooperativity is an essential feature of many biochemiteins in yeast are completely disordered [14] . Many discal systems [1] . This property, more generally described ordered proteins adopt folded structures upon binding as ultrasensitivity by Goldbeter and Koshland [2] [3] [4] , filto targets [15] . Lack of structure in an unbound state ters out low levels of noise and yields a maximal remay have functional advantages such as the ability to sponse over a narrow range of stimulus. Elaborate asbind several targets (sometimes called one-to-many sigsemblies of ultrasensitive elements in combination with naling), thermodynamic control of binding, rapid recyfeedback loops may underlie all-or-none biological recling of excess protein, and inducibility through mechanisms such as phosphorylation [16] . It is conventional to think of cooperativity in this context as a result of the Sic1 add measurably to the hydrodynamic radius and that "molecular crowding" might reduce the diffusion binding site. We represent Sic1 as a cluster of nine, or coefficient three-to ten-fold compared to its value in while the two others, k on and k esc , do and are denoted k on (n) and k esc (n), where n is the number of binding sites water [26] .
(however, for simplicity, we allow n to vary continuously).
For k on , this is straightforward (Equation 3b); we will The Model
To model the dynamics of the ligand-receptor Sic1-discuss in detail how k esc (n) varies with n. We emphasize that this dependence on n is a key distinguishing feature Cdc4 interaction, we assume that the transitions in the reaction diagram ( Figure 1A ) follow simple rate laws of the model. The rate constants k off and k on can be written: (Equations 1a-1d). We use the standard steady-state assumption to derive an expression for the association . Of the four rate constants in (Equations 1a-1d) , two, k off and k cap , do not depend on the number of sites, the receptor through diffusion, we set k cap equal to the rate derived for a diffusion-controlled reaction [27]:
where D and D R are the diffusion coefficients for the ligand and the receptor, respectively, and N A is Avogadro's number. We note that this rate depends primarily on hydrodynamic properties of the ligand and receptor, and therefore it is assumed to be independent of the parameter n. In contrast, we show that k esc varies with n in an exponential fashion. It is important to understand that this does not mean that ligands diffuse slower out of P for increasing n, rather it is a consequence of the increased probability of rebinding to the receptor prior to leaving the sphere. We also note that it might seem contradictory that k esc depends on n while Velocities of first-order reactions depend only on the concentration of the initial reactant. This is typically thought to mean that any one molecule in the reactant state has the same probability as any other to transition to the product state. The reaction described in Equation 1c differs in the important respect that not all members of the state P are equally likely to transition to the F state. The longer a ligand has been in the P state, the more likely it is that the molecule will have had time to partially diffuse away from the immediate neighborhood of the binding site on the receptor and thus increase its chance of an escape from its former binding partner altogether. Thus, if rebinding to the receptor is rapid, there is less opportunity for the ligand to diffuse out of the P state. In terms of rate constants, k esc (n) increases with the mean time to rebinding, or 1/k on (n), i.e., k esc (n) varies inversely with n. We next show that k esc (n) declines as the exponential of negative n, i.e., k esc (n) Ϸ Ce Ϫcn . This exponential property is sufficient to account for the cooperative nature of the binding curve. 
Substitution of reasonable experimental parameters in it quickly tapers off toward zero. This distribution is markedly different from the exponential distribution this equation suggests that in the case of a sphere around Cdc4, rebinding of Sic1 will occur much more used to model the P → B transition, in which the probability per unit time of transition is at a maximum at time quickly than diffusion away from the sphere (Figures 2  and 3) . The critical variable to explain the ultrasensitive zero, after which it quickly tapers off (Figures 2A and  2B) . It is the relationship between these two qualitatively property of the rebinding transition is the distribution of time to first exit for a diffusion process, termed the "first different frequency distributions that causes k esc to depend on k on (n). exit time." We derive an expression for k esc through the use of the Laplace transform and Bessel functions.
Consider the Brownian motion originating at the center of a sphere of radius r at time 0 with diffusion coeffiThere is to our knowledge no explicit formula for the first exit time from a three-dimensional sphere, but it is cient D. We use this process to model the time for a ligand to exit the sphere. Denote by f() ϭ f(r, ) the clear that the general shape of this distribution should be similar to the one-dimensional first exit time for which frequency distribution of time until first exit from the sphere of such a motion. Because r is fixed, it can be there exists an exact formula (Figure 3) . Exit from the sphere is a highly unlikely event for short time periods, suppressed. Let φ() be the "survivor" function associated with f, i.e., but the frequency then rises to maximum, after which 
φ() thus represents the probability for a diffusing particle to remain within a sphere of radius r around its point of origination throughout time . For the ligand to have a reasonable probability to exit the sphere, it must occupy the P state for a certain time period. Whether or not a transition from P to F will take place during a small time interval, ⌬t depends not only on the length of the To describe the rate of escape from the state P, we introduce the probability density of "ages" for a ligand in state P, termed a t (). The variable , ranging from 0 to ∞, will be used to denote the age of the ligand, while t will denote the current time in the system. Specifically, as compared to the approximation (7) shows that the escape rate depends on the on rate and the ratio of the on rate to the diffusion coefficient of the k esc ϭ k on ϫ 1 (1) by only a factor of three effectively eliminates the order reaction, B ↔ P, and thus is dimensionless. This ultrasensitive response ( Figure 5D ). However, it is readily value suggests that the rate for P → B is two orders of deduced from Equations 4, B.19, and 9 that it is the magnitudes larger than that for B → P in the case of ratio k on ( 
