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a b s t r a c t
Let P(G, λ) be the chromatic polynomial of a graph G. A graph G is chromatically unique if
for any graph H , P(H, λ) = P(G, λ) implies H is isomorphic to G. For integers k ≥ 0, t ≥ 2,
denote by K((t − 1)× p, p+ k) the complete t-partite graph that has t − 1 partite sets of
size p and one partite set of size p+ k. LetK(s, t, p, k) be the set of graphs obtained from
K((t − 1)× p, p + k) by adding a set S of s edges to the partite set of size p + k such that
〈S〉 is bipartite. If s = 1, denote the only graph inK(s, t, p, k) by K+((t − 1)× p, p+ k). In
this paper, we shall prove that for k = 0, 1 and p+ k ≥ s+ 2, each graph G ∈ K(s, t, p, k)
is chromatically unique if and only if 〈S〉 is a chromatically unique graph that has no cut-
vertex. As a direct consequence, the graph K+((t − 1)× p, p+ k) is chromatically unique
for k = 0, 1 and p+ k ≥ 3.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
All graphs considered in this paper are finite and simple. For a graph G, we denote by P(G; λ) (or P(G)), the chromatic
polynomial of G. Two graphs G andH are said to be chromatically equivalent, or χ-equivalent, denoted G ∼ H if P(G) = P(H).
It is clear that the relation ‘‘∼’’ is an isomorphic relation. We denote by [G] the equivalence class determined by G under
‘‘∼’’. A graph G is said to be chromatically unique, or χ-unique, if [G] = {G}, i.e., H ∼ G implies that H = G. Many families of
χ-unique graphs are known (see [1,2]).
Let χ(G), V (G), E(G), v(G), e(G) and t(G) be the chromatic number, the vertex set, the edge set, the order, the size and
the number of triangles of G, respectively. By G, we denote the complement of G. Let Or be an edgeless graph with r vertices.
Let S be a set of s edges of G and denote by G− S the graph obtained by deleting all edges in S from G. For disjoint graphs G
and H , G+H denotes the disjoint union of G and H; G∨H denotes the join of G and H whose vertex-set is V (G)∪ V (H) and
whose edge-set is {xy|x ∈ V (G) and y ∈ V (H)} ∪ E(G) ∪ E(H).
Let Kr − S be a graph obtained from Or by adding a set S of s edges where the graph 〈S〉 induced by S is bipartite. For
integers k ≥ 0, t ≥ 2, denote by K((t − 1) × p, p + k) the complete t-partite graph that has t − 1 partite sets of size
p and one partite set of size p + k. LetK(s, t, p, k) be the set of graphs obtained from K((t − 1) × p, p + k) by adding a
set S of s edges to the partite set of size p + k such that 〈S〉 is bipartite. Then,K(s, t, p, k) = {Op ∨ · · · ∨ Op︸ ︷︷ ︸
t−1
∨ Kp+k − S |
S is a set of s edges in Kp+k where 〈S〉 is bipartite}. If s = 1, then denote the only graph inK(s, t, p, k) by K+((t − 1) × p,
p+ k).
∗ Corresponding author at: Faculty of I. T. and Quantitative Science, Universiti Teknologi MARA (Segamat Campus), 85010, Johor, Malaysia.
E-mail address: geeclau@yahoo.com (G.C. Lau).
0012-365X/$ – see front matter© 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.disc.2008.12.008
4090 G.C. Lau, Y.H. Peng / Discrete Mathematics 309 (2009) 4089–4094
LetK−s(p, q) (respectively,K+s(p, q)) be the family of graphs obtained from K(p, q)with s edges deleted (respectively,
s edges added between vertices of one partite set) where q ≥ p ≥ 2. If s = 1, then denote the only graph inK−s(p, q) by
K−(p, q). In 1986, Salberg et al. [3] showed that K−(p, p + k) is χ-unique for p ≥ 3 and k = 0, 1. In 1993, Borowiecki and
Drgas-Burchardt [4] then proved that the graph K(p, p)− rK2 is χ-unique for p ≥ 3 and 0 ≤ r ≤ p. In 1990, Teo and Koh [5]
also showed that K−(p, q) is χ-unique for q ≥ p ≥ 3. They also proposed the following problem.
Problem 1. For q ≥ p ≥ 2, study the chromaticity of G ∈ K+s(p, q)where s = 1.
In [6], Zhao obtained the chromatic equivalence class of G ∈ K+s(p, p) for p ≥ s+2 where the s edges induce a bipartite
graph, and concluded that G is χ-unique for s = 1 and p ≥ 3. In this paper, by expanding Zhao’s approach, we investigated
a more general problem.
Problem 2. For t, p ≥ 2, s ≥ 1 and k ≥ 0, study the chromaticity of G ∈ K(s, t, p, k).
We shall prove that for k = 0, 1 and p+ k ≥ s+ 2, a graph G ∈ K(s, t, p, k) is χ-unique if and only if 〈S〉 is a χ-unique
graph that has no cut-vertex. As a direct consequence, the graph K+((t−1)×p, p+k) isχ-unique for k = 0, 1 and p+k ≥ 3.
This gives a partial solution to Problem 2 above.
2. Preliminary results
For a graph G and a positive integer k, a partition {A1, A2, . . . , Ak} of V (G) is called a k-independent partition in G if each Ai
is a non-empty independent set of G. Let α(G, k) denote the number of k-independent partitions in G. If G is of order n, then
P(G, λ) =∑nk=1 α(G, k)(λ)k where (λ)k = λ(λ− 1) · · · (λ− k+ 1) (see [7]). Therefore, if G ∼ H , then α(G, k) = α(H, k)
for each k = 1, 2, . . ..
For a given graph G, the polynomial σ(G, x) = ∑nk=1 α(G, k)xk is called the σ -polynomial of G (see [8]), and the
polynomial h(G, x) = ∑ni=k α(G, k)xk is called the adjoint polynomial of G (see [9]). The conditions P(G, λ) = P(H, λ),
σ(G, x) = σ(H, x), and h(G, x) = h(H, x) are equivalent for any graphs G and H .
For terms used but not defined here we refer to [10]. For convenience, sometimes we denote σ(G, x) by σ(G) and h(G, x)
by h(G).
Lemma 1 (Koh and Teo [1]). If H ∼ G, then both G and H have the same number of vertices, edges, and triangles with
χ(G) = χ(H) and α(G, k) = α(H, k) for each k = 1, 2, . . .. Moreover, σ(G) = σ(H) and h(G) = h(H).
Lemma 2 (Brenti [8]). Let G and H be two disjoint graphs. Then
σ(G ∨ H, x) = σ(G, x)σ (H, x).
In particular,
σ(K(n1, n2, . . . , nt), x) =
t∏
i=1
σ(Oni , x).
The above lemma is equivalent to the following:
Remark. Let G and H be two disjoint graphs. Then
h(G+ H, x) = h(G, x)h(H, x).
In particular,
h(K(n1, n2, . . . , nt), x) =
t∏
i=1
h(Kni , x).
Denote by β(G) the minimum real root of h(G).
Lemma 3 (Zhao [6]). Let G be a connected graph such that G contains H as a proper subgraph. Then
β(G) < β(H).
Let K+p denote the vertex-gluing of Kp and K2. Then Lemma 3 implies that β(K+p ) < β(Kp) < β(Kp − S).
Lemma 4. Let G be a connected t-partite graph with χ(G) = t. If H ∼ G, then there exists a graph F = K(n1, n2, . . . , nt) such
that H = F − S ′ with |S ′| = s′ = e(F)− e(G).
Proof. Since V (G) has a t-independent partition with χ(G) = t , then χ(H) = t and V (H) also has a t-independent
partition with independent sets V1, V2, . . . , Vt such that |Vi| = ni. Hence, H is a t-partite graph and there exists a graph
F = K(n1, n2, . . . , nt) such that H = F − S ′. Since H ∼ G, by Lemma 1, we have s′ = e(F)− e(G). 
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Lemma 5 (Read [11], Xu [12]). Let G be a connected graph and H = G + Or for r ≥ 1, then H is χ-unique if and only if G is a
χ-unique graph without cut-vertex.
3. Graphs inK(s, t, p, k)
Theorem 1. For integers t ≥ 2, k ≥ 0 and p+ k ≥ s+ 2, let S be a set of s ≥ 1 edges in Kp+k which induce a bipartite graph.
Let G ∈ K(s, t, p, k).
(i) If k ≥ 2, then [G] ⊆ {K(n1, n2, . . . , nt+1) − S ′ | 1 ≤ n1 ≤ n2 ≤ · · · ≤ nt+1, (pt + k)/(t + 1) ≤ nt+1 < p + k, |S ′| =
s′ = e(K(n1, n2, . . . , nt+1))− e(G),∑t+1i=1 ni = pt + k};
(ii) If k = 1, then [G] = {Op ∨ · · · ∨ Op︸ ︷︷ ︸
t−1
∨G′ | G′ ∈ [Kp+1 − S]} and G is χ-unique if and only if Kp+1 − S is χ-unique;
(iii) If k = 0, then [G] = {Op ∨ · · · ∨ Op︸ ︷︷ ︸
t−1
∨G′ | G′ ∈ [Kp − S]} and G is χ-unique if and only if Kp − S is χ-unique.
Proof. Let G ∈ K(s, t, p, k). By the assumption of the theorem, there is a set S of s edges in Kp+k which induce a bipartite
graph such that G = Op ∨ · · · ∨ Op︸ ︷︷ ︸
t−1
∨ Kp+k − S. Clearly, χ(G) = t + 1 ≥ 3. Suppose that H ∼ G. By Lemma 4, we know that
there exists F = K(n1, n2, . . . , nt+1) and a set S ′ of s′ edges of F such that H ∈ {K(n1, n2, . . . , nt+1)− S ′ | n1 ≤ n2 ≤ · · · ≤
nt+1}.
(i) Suppose k ≥ 2. By Lemma 1, we have |S ′| = s′ = e(F) − e(G) = ∑1≤i<j≤t+1 ninj − ( t2 ) p2 − (t − 1)pk − s, and
pt+k =∑t+1i=1 ni ≤ (t+1)nt+1. Hence, nt+1 ≥ (pt+k)/(t+1). Note that β(G) = min{β(Kp), β(Kp+k−S)}. If nt+1 ≥ p+k,
then H must contain a Kp+k as a proper subgraph. Since Kp+k must contain a Kp+k − S and a Kp as a proper subgraph, by
Lemma 3, we must have β(Kp+k) < min{β(Kp+k − S), β(Kp)}. It then follows that β(H) ≤ β(Kp+k) < β(G), contradicting
β(G) = β(H). Hence, nt+1 < p+ k.
(ii) Suppose k = 1, then p ≥ s+ 1. In this case, we need to prove that H ∈ {Op ∨ · · · ∨ Op︸ ︷︷ ︸
t−1
∨H ′ | H ′ ∈ [Kp+1 − S]}. Recall
that H = K(n1, n2, . . . , nt+1) − S ′ where n1 ≤ n2 ≤ · · · ≤ nt+1. By Lemma 1, t(G) = t(H). We shall consider the number
of triangles in G and H . Let S ′ = {1, 2, . . . , s′} ⊂ E(F). Denote by t(i) the number of triangles containing the edge i in
F . Observe that t(i) ≤∑t+1i=3 ni. Then, we have
t(H) ≥ t(F)− s′
t+1∑
i=3
ni =
∑
1≤i<j<l≤t+1
ninjnl − s′
t+1∑
i=3
ni, (1)
and equality holds only if t(i) =∑t+1i=3 ni for all i ∈ S ′.
Since t(H) = t(G) = ( t3 ) p3 + ( t−12 ) p2 + (t − 1)ps, the following inequality must be true,
∑
1≤i<j<l≤t+1
ninjnl − s′
t+1∑
i=3
ni ≤
(
t
3
)
p3 +
(
t − 1
2
)
p2 + (t − 1)ps. (2)
Let f1 =∑1≤i<j<l≤t+1 ninjnl− s′∑t+1i=3 ni− ( t3 ) p3−( t−12 ) p2− (t− 1)ps. Recalling that s′ =∑1≤i<j≤t+1 ninj− ( t2 ) p2−
(t − 1)p− s and n1 + n2 = pt + 1−∑t+1i=3 ni, we have by calculation that
f1 = n1n2
t+1∑
i=3
ni + (n1 + n2)
∑
3≤i<j≤t+1
ninj +
∑
3≤i<j<l≤t+1
ninjnl
−
[
n1n2 + (n1 + n2)
t+1∑
i=3
ni +
∑
3≤i<j≤t+1
ninj −
(
t
2
)
p2 − (t − 1)p− s
]
t+1∑
i=3
ni
−
(
t
3
)
p3 −
(
t − 1
2
)
p2 − (t − 1)ps
= (n1 + n2)
 ∑
3≤i<j≤t+1
ninj −
(
t+1∑
i=3
ni
)2+ ∑
3≤i<j<l≤t+1
ninjnl
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−
∑
3≤i<j≤t+1
ninj
t+1∑
i=3
ni +
[(
t
2
)
p2 + (t − 1)p+ s
] t+1∑
i=3
ni −
(
t
3
)
p3 −
(
t − 1
2
)
p2 − (t − 1)ps
=
(
pt + 1−
t+1∑
i=3
ni
)[
−
t+1∑
i=3
n2i −
∑
3≤i<j≤t+1
ninj
]
+
∑
3≤i<j<l≤t+1
ninjnl
−
∑
3≤i<j≤t+1
ninj
t+1∑
i=3
ni +
[(
t
2
)
p2 + (t − 1)p+ s
] t+1∑
i=3
ni −
(
t
3
)
p3 −
(
t − 1
2
)
p2 − (t − 1)ps
=
t+1∑
i=3
n3i +
∑
3≤i<j≤t+1
(n2i nj + nin2j )+
∑
3≤i<j<l≤t+1
ninjnl − (pt + 1)
t+1∑
i=3
n2i
− (pt + 1)
∑
3≤i<j≤t+1
ninj +
[(
t
2
)
p2 + (t − 1)p+ s
] t+1∑
i=3
ni −
(
t
3
)
p3 −
(
t − 1
2
)
p2 − (t − 1)ps
=
t+1∑
i=3
(ni − p)(n2i − (p+ 1)ni + s)+ g1, (3)
where g1 = 0 if t = 2, and for t ≥ 3,
g1 =
∑
3≤i<j≤t+1
(n2i nj + nin2j )+
∑
3≤i<j<l≤t+1
ninjnl − (t − 2)p
t+1∑
i=3
n2i
− (pt + 1)
∑
3≤i<j≤t+1
ninj +
[(
t
2
)
p2 − p2 + (t − 2)p
] t+1∑
i=3
ni −
(
t
3
)
p3 −
(
t − 1
2
)
p2. (4)
By Lemma 3 and an argument similar to that in part (i), one can see that nt+1 < p + 1. We claim that ni ≥ (2p + 1)/3 for
all 3 ≤ i ≤ t + 1. Suppose ni < (2p + 1)/3 for some 3 ≤ i ≤ t + 1, then n1 ≤ n2 ≤ n3 < (2p + 1)/3. Since nt+1 ≤ p, we
deduce
∑t+1
i=1 ni < 3(2p+ 1)/3+ (t − 2)p = pt + 1, contradicting
∑t+1
i=1 ni = pt + 1. Hence, we have (2p+ 1)/3 ≤ ni ≤ p
for all 3 ≤ i ≤ t + 1.
We shall now show that f1 ≥ 0 and the equality holds if and only if ni = p for 3 ≤ i ≤ t + 1. Obviously,
(ni − p)(n2i − (p + 1)ni + s) = 0 when ni = p for all 3 ≤ i ≤ t + 1. Observe that n2i − (p + 1)ni + s = s > 0
when ni = p + 1. We now consider (2p + 1)/3 ≤ ni ≤ p for all 3 ≤ i ≤ t + 1. By direct substitution, we can show that
n2i − (p+ 1)ni+ s < 0 when p ≥ s+ 1 and ni = p, or ni = (2p+ 1)/3. This implies that when p ≥ s+ 1, n2i − (p+ 1)ni+ s
has a zero in the interval (p, p+ 1). Hence, for p ≥ s+ 1 and (2p+ 1)/3 ≤ ni ≤ p, we have n2i − (p+ 1)ni + s < 0 for all
3 ≤ i ≤ t + 1. Consequently, when p ≥ s+ 1 and (2p+ 1)/3 ≤ ni ≤ p, we have
t+1∑
i=3
(ni − p)(n2i − (p+ 1)ni + s) ≥ 0 (5)
and the equality holds if and only if ni = p for all 3 ≤ i ≤ t + 1.
Since nt+1 ≤ p, we assume that ni = p − ai for 1 ≤ i ≤ t + 1. Clearly, each ai is a non-negative integer and
a1 ≥ a2 ≥ · · · ≥ at+1. Since∑t+1i=1 (p − ai) = pt + 1, we can obtain that p − 1 = a1 + a2 +∑t+1i=3 ai. Hence, by direct
substitution of ni = p− ai into Eq. (4), we have after simplifying that
g1 = (p− 1)
∑
3≤i<j≤t+1
aiaj −
∑
3≤i<j≤t+1
(a2i aj + aia2j )−
∑
3≤i<j<l≤t+1
aiajal
= (a1 + a2)
∑
3≤i<j≤t+1
aiaj + 2
∑
3≤i<j<l≤t+1
aiajal ≥ 0 (6)
and g1 = 0 if and only if a3 ≥ ai = 0 for all 4 ≤ i ≤ t + 1.
If p ≥ s+ 1, from (3), (5) and (6), we have f1 ≥ 0 and the equality holds if and only if ni = p for all 3 ≤ i ≤ t + 1. So, if
p ≥ s + 1, the equality in (2) holds if and only if ni = p for all 3 ≤ i ≤ t + 1. It then follows that the equality in (1) holds
and t(i) = (t − 1)p for all i ∈ S ′.
Let {V1, V2, . . . , Vt+1} be the (t + 1)-independent partition of H such that |V1| = n1, |V2| = n2 and |Vi| = p for
3 ≤ i ≤ t + 1. Note that n1 + n2 = p+ 1. We now consider two cases: n2 = p or n2 < p.
Case 1. n2 = p. In this case, n1 = 1. Now let t1, t2 and t3 be the total number of triangles in F that contain 1, 2 and
3 deleted edges in S ′, respectively. Then, t(H) = t(F) − t1 + t2 − t3. Since t(i) = (t − 1)p for all i ∈ S ′, we have
that t1 = ∑s′i=1 t(i) = s′(t − 1)p. Also note that every edge in S ′ must join the vertex in V1 and a vertex in Vi for some
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2 ≤ i ≤ t+1. This implies that t3 = 0. Thus, the equality in (1) implies that t(H) = t(F)−s′(t−1)p = t(F)−s′(t−1)p+ t2.
Hence, t2 = 0. Therefore, all the s′ edges share a common vertex in V1 and the other end-vertices belong to the same partite
set Vi for some i ∈ {2, . . . , t + 1}.
Without loss of generality, we may assume that each deleted edge i in S ′ must have one end-vertex in V1 and the other
end-vertex in V2. Hence, H has t − 1 copies of Kp as its components. Let H = H ′ + Kp + · · · + Kp︸ ︷︷ ︸
t−1
. By Lemma 2, we have
h(H) = h(H ′) · [h(Kp)]t−1 and h(G) = h(Kp+1 − S) · [h(Kp)]t−1.
Since h(H) = h(G), we have h(H ′) = h(Kp+1 − S). Thus, H ′ ∈ [Kp+1 − S]. It follows that H ∈ {Op ∨ · · · ∨ Op︸ ︷︷ ︸
t−1
∨H ′ | H ′ ∈
[Kp+1 − S]}. Therefore, G is χ-unique if and only if Kp+1 − S is χ-unique.
Case 2. n2 < p. In this case, since t(i) = (t − 1)p for all i ∈ S ′, each deleted edge i in S ′ must have one end-vertex in
V1 and the other end-vertex in V2. This gives us a similar conclusion as in Case 1 above.
(iii) Suppose k = 0 so that p ≥ s+ 2. In this case, we need to prove that H ∈ {Op ∨ · · · ∨ Op︸ ︷︷ ︸
t−1
∨H ′ | H ′ ∈ [Kp − S]}. Recall
that H = K(n1, n2, . . . , nt+1)− S ′ where n1 ≤ n2 ≤ · · · ≤ nt+1. By a similar argument as in part (ii), we also have (1). Since
t(H) = t(G) = ( t3 ) p3 + (t − 1)ps, the following inequality must be true,∑
1≤i<j<l≤t+1
ninjnl − s′
t+1∑
i=3
ni ≤
(
t
3
)
p3 + (t − 1)ps. (7)
We then define f0 =∑1≤i<j<l≤t+1 ninjnl − s′∑t+1i=3 ni − ( t3 ) p3 − (t − 1)pswhich can be simplified to
f0 =
t+1∑
i=3
(ni − p)(n2i − pni + s)+ g0 (8)
where g0 = 0 if t = 2, and for t ≥ 3,
g0 =
∑
3≤i<j≤t+1
(n2i nj + nin2j )+
∑
3≤i<j<l≤t+1
ninjnl − (t − 2)p
t+1∑
i=3
n2i
− pt
∑
3≤i<j≤t+1
ninj +
[(
t
2
)
p2 − p2
] t+1∑
i=3
ni −
(
t
3
)
p3. (9)
By Lemma 3 and an argument similar to that in part (i), one can see that nt+1 < p + 1. We claim that ni ≥ 2p/3 for all
3 ≤ i ≤ t + 1. Suppose ni < 2p/3 for some 3 ≤ i ≤ t + 1, then n1 ≤ n2 ≤ n3 < 2p/3. Since nt+1 ≤ p, we deduce∑t+1
i=1 ni < 3(2p/3)+ (t − 2)p = pt , contradicting
∑t+1
i=1 ni = pt .
We shall now show that f0 ≥ 0 and the equality holds if and only if ni = p for all 3 ≤ i ≤ t + 1. Obviously,
(ni − p)(n2i − pni + s) = 0 if ni = p for all 3 ≤ i ≤ t + 1. Observe that when ni = p, n2i − pni + s = s > 0. We
now consider 2p/3 ≤ ni ≤ p− 1. By direct substitution, we can show that n2i − pni+ s < 0 when p ≥ s+ 2 and ni = p− 1,
or ni = 2p/3. This implies that n2i − pni + s has a zero in the interval (p− 1, p) for all 3 ≤ i ≤ t + 1. Hence, for p ≥ s+ 2
and 2p/3 ≤ ni ≤ p− 1, we have n2i − pni + s < 0 for all 3 ≤ i ≤ t + 1. Consequently, when p ≥ s+ 2 and 2p/3 ≤ ni ≤ p,
we have
t+1∑
i=3
(ni − p)(n2i − pni + s) ≥ 0 (10)
and the equality holds if and only if ni = p for all 3 ≤ i ≤ t + 1.
Assume that ni = p − ai for 1 ≤ i ≤ t + 1. Clearly, each ai is a non-negative integer and a1 ≥ a2 ≥ · · · ≥ at+1. Since∑t+1
i=1 (p− ai) = pt , we can obtain that p = a1 + a2 +
∑t+1
i=3 ai. Hence, by direct substitution, we also have after simplifying
that
g0 = (a1 + a2)
∑
3≤i<j≤t+1
aiaj + 2
∑
3≤i<j<l≤t+1
aiajal ≥ 0 (11)
and equality holds if and only if a3 ≥ ai = 0 for 4 ≤ i ≤ t + 1.
If p ≥ s+ 2, from (8), (10) and (11), we have that f0 ≥ 0 and the equality holds if and only if ni = p for all 3 ≤ i ≤ t + 1.
So, if p ≥ s+ 2, the equality in (7) holds if and only if ni = p for all 3 ≤ i ≤ t + 1. This means the equality in (1) holds and
t(i) = (t − 1)p for all i ∈ S ′. Note that n1 + n2 = p. This implies that n1 ≤ n2 < p.
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Let {V1, V2, . . . , Vt+1} be the (t + 1)-independent partition of H such that |V1| = n1, |V2| = n2 and |Vi| = p for
3 ≤ i ≤ t + 1. Since t(i) = (t − 1)p for all i ∈ S ′, we see that each deleted edge i in S ′ must have one end-vertex
in V1 and the other end-vertex in V2. Hence, H has t − 1 copies of Kp as its components. Let H = H ′ + Kp + · · · + Kp︸ ︷︷ ︸
t−1
. By
Lemma 2, we have h(H) = h(H ′) · [h(Kp)]t−1 and h(G) = h(Kp − S) · [h(Kp)]t−1.
Since h(H) = h(G), we have h(H ′) = h(Kp − S). Thus, H ′ ∈ [Kp − S]. It follows that H ∈ {Op ∨ · · · ∨ Op︸ ︷︷ ︸
t−1
∨H ′ | H ′ ∈
[Kp − S]}. Therefore, G is χ-unique if and only if Kp − S is χ-unique. This completes the proof of the theorem. 
From Theorem 1 and Lemma 5, we have the following result.
Theorem 2. Let k, p, t, s be integers such that k = 0, 1, t ≥ 2, p+ k ≥ s+ 2 and let S be a set of s edges in Kp+k such that 〈S〉
is bipartite. Then G ∈ K(s, t, p, k) is χ-unique if and only if 〈S〉 is a χ-unique graph without cut-vertex.
For n ≥ m ≥ s+ 1, we denote by K−K1,s(m, n) (respectively K−sK2(m, n)) the graph obtained by deleting all edges of K1,s
from K(m, n)with center in one of the partite sets of K(m, n) (respectively by deleting a set of s edges that forms amatching
of K(m, n)). Let θ(a, b, c) denote the generalized θ-graph consisting of three internally-disjoint paths between two vertices
of degree 3 with lengths a, b and c , respectively.
From [13–15,5], we have the following chromatically unique 2-connected bipartite graphs:
(i) For n ≥ 4 and n is even, Cn is χ-unique (see [13]).
(ii) For n ≥ m ≥ s+ 2, every K−K1,s(m, n) and K−sK2(m, n) is χ-unique (see [14]).
(iii) For a ≥ b ≥ c ≥ 1 and a, b, c all even or all odd, θ(a, b, c) is χ-unique (see [15]).
(iv) For n ≥ m ≥ 2, K(m, n) is χ-unique (see [5]).
For a graph G, we denote by K+G((t − 1)× p, p+ k) the graph obtained by adding all edges of G between vertices of the
partite set of size p+ k in K((t − 1)× p, p+ k). From Theorem 1, we have
Corollary 1. Let G ∈ {K(m, n)|n ≥ m ≥ 2} ∪ {Cn|n ≥ 4 and n is even} ∪ {θ(a, b, c)|a, b, c all even or all odd}
∪{K−K1,s(m, n), K−sK2(m, n)| n ≥ m ≥ s+2}. Let t and k be integers such that t ≥ 2 and k = 0, 1, then K+G((t−1)×p, p+k)
is χ-unique if p+ k ≥ |E(G)| + 2.
Corollary 2. Let t and k be integers such that t ≥ 2 and k = 0, 1, then K+((t − 1)× p, p+ k) is χ-unique if p ≥ 3− k.
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