Abstract. Let X be an algebraic variety over k such thatX = X ⊗ kk is cellular. We study torsion elements in the Chow ring CH * (X) which corresponds to v i y in the algebraic cobordism Ω * (X) where 0 = y ∈ CH * (X)/p and v i is the generator of BP * with |v i | = −2(p i − 1). In particular, we compute CH * (X) for the twisted complete flag variety X = G k /B k over k.
Introduction
Let X be a smooth algebraic variety over a field k of ch(k) = 0 such thatX = X ⊗ kk is cellular. For a fixed prime p, let CH * (X) = CH * (X) (p) be the Chow ring of algebraic cycles modulo rational equivalence, localized at p, and Ω * (X) the BP * -version of the algebraic cobordism MGL 2 * , * (X) ⊗ M U * BP * defined by Voevodsky and LevineMorel ([Vo1] , 2] , [Ya2, 6] ), with the coefficient ring Ω * = BP * ∼ = Z (p) [v 1 , v 2 , ...], where |v n | = −2(p n − 1). The relation between these theories are given ([Vo1] ,[Le-Mo1,2]) M n+1 (k)/p, by Rost, we can construct the norm variety V a of dim(V a ) = p n − 1 (such thatV a is cellular). Rost and Voevodsky showed that there is y ∈ CH bn (V a ) for b n = (p n − 1)/(p − 1) such that y p−1 is the fundamental class ofV a . The results by Rost and Voevodsky show that deg v (y i ) = n for all 1 ≤ i ≤ p − 1, and moreover we know ([Ro1] , [Vo1, 4] , [Me-Su] , [Vi-Ya] , [Ya6] ) Theorem 1.3. For a nonzero pure symbol a ∈ K M n+1 (k)/p, there is an irreducible (Rost) motive R a ( write by R n simply) in the motive M(V a ) of the norm variety V a such that CH * (R a ) ∼ = Z (p) [y]/(y p ), and
Let G be a simply connected compact Lie group (and T its maximal torus) and G k be the corresponding split reductive group over k and T k its split torus. Let G k be a nontrivial G k -torsor, and G k /T k the (twisted form of) complete flag variety. We are interesting in the Chow ring CH * (G k /T k ). (For a Borel subgroup B ⊃ T , note G k /B k is cellular and CH * (G k /B k ) ∼ = CH * (G k /T k ).) We only consider here the cases where the degree are |y| = even, and |x i | = odd (for example, exceptional Lie groups except for (G, p) = (E 8 , 3)). We call these group G of type (I). There is a fibering G → G/T → BT and the induced spectral sequence (see for details, [Tod] . [To-Wa] , [Mi-Ni] , [Na] ) E the (usual) motivic cohomology. Using this result, we can construct the motivic Atiyah-Hirzebruch spectral sequence. → E ( * +2r+1, * ′ −r,2 * ′′ −2r) 2r+1 .
Note that the cohomology H m,n (X, h 2n ′ ) here is the usual motivic cohomology with coefficients in the abelian group h 2n ′ . Here we recall some important properties of the motivic cohomology. When X is smooth, we know CH * (X) ∼ = H 2 * , * (X; Z (p) ), H * , * ′ (X; Z (p) ) ∼ = 0 f or 2 * ′ < * .
Hence if X is smooth, then E m,n,2n ′ r ∼ = 0 for m > 2n. The convergence in AHss means that there is the filtration We also have for a smooth X, (2.4) ABP (S) 2 * , * (X) ⊗ BP * Z (p) ∼ = H 2 * , * (X) ∼ = CH * (X).
More generally, we have Lemma 2.2. Let X be smooth and S ⊂ R ⊂ (p, v 1 , ...). Then ABP (R) 2 * , * (X) ∼ = ABP (S) 2 * , * (X)/(R).
Remark. Note that in general degree ( * , * ′ ), Let y i generate (as an Ω * -module) Ω * (X) (hence y i = 0 ∈ CH * (X)/p). We consider the graded ring given by degree of |y i | (two times of degree in CH * (X)), i.e. grΩ * (X) = ⊕F i /F i+1 , f or F i = |y j |≥i Ω * (y j ).
(In this paper, we use the notations that Ω * (y) means the Ω * -module generated by y, and Ω * {y} means the Ω * -free module generated by y.) Hence we note that grΩ 2 * (X) ∼ = ⊕ * ′′ E 2 * , * , * ′′ ∞ for the infinity term of the AHss converging to ABP * , * ′ (X). Recall that I n = (p = v 0 , v 1 , ..., v n−1 ) and I ∞ = (v 0 , v 1 , ...) are the prime invariant ideals (under Landweber-Novikov operations) of BP * .
Lemma 2.3. Let x be an Ω * -module generator of Ω * (X). If v n x = 0 in grΩ * (X), then v i x = 0 in grΩ * (X) for all 0 ≤ i ≤ n (i.e., I n+1 x = 0).
Proof. Recall the Quillen (Landweber-Novikov) operation r α in the Ω * (−) theory ( [Ha] , [Ra] , [Ya2, 6] ) such that
). Let α = p i ∆ n−i . Then by the Cartan formula, we have
Here r α ′′ (x) ∈ F |r α ′′ (x)| ⊂ F |x|+2 . Hence in grΩ * (X) we get r α (v n x) = (v i +a i )x with a i ∈ I 2 i . By induction on i, we see if v n x = 0 ∈ grΩ * (X), then so is v i x for 0 ≤ i ≤ n.
Definition. Let x be an Ω * -module generator of Ω * (X) (or Ω * (M) for a motive M in the motive M(X) of X). Define the v-torsion type of x by tor v (x) = m if v m x = 0 but v m−1 x = 0 in grΩ * (X). Moreover we define tor v (X) = max x tor v (x) where x ranges Ω * -module generators of Ω * (X). Example. If X is cellular, then tor v (X) = 0. Let R a be the Rost motive defined from a nonzero symbol 0 = a ∈ K M n+1 (k)/p. Then tor v (R a ) = n but tor v (R a ) = 0 whereR a = R a ⊗k for the algebraically closed fieldk. (See §4 for details,)
Proposition 2.4. Let X be smooth. If dim(X) ≤ 2(p n − 1), then tor v (X) ≤ n.
Proof. Let Ak(n)
* , * ′ (X) be the motivic connected integral Morava Ktheory with the coefficient Ak(n) 2 * , * (pt.) ∼ =k(n)
We consider the following two AHss's E(BP ) * , * ′ , * ′′ 2 ∼ = H * , * ′ (X; BP * ′′ ) =⇒ ABP * , * ′ (X), E(k(n)) * , * ′ , * ′′ 2 ∼ = H * , * ′ (X;k(n)) =⇒ Ak(n) * , * ′ (X), and induced map ρ :
Recall degree of the differential deg(d 2r+1 ) = (2r + 1, −r, −2r). Hence
, then all differential are zero, and the spectral sequence collapses, i.e.,
This contradicts to the compatibility of the map ρ of AHss's.
Remark. Vishik showed more strong results. He proves (Theorem 4.3 in [Vi] ) that as an Ω * -module, Ω * (X) has relations only of positive degree. If tor v (y) ≥ n + 1, then there is a relation v n y = 0 in grΩ * (X) (and hence relation v n y + v n+1 y ′ + ... = 0 in Ω * (X)). So |y| > −|v n | = 2(p n − 1).
Res
Let us writeX = X ⊗k for the algebraically closurek of k, and ik :X → X the induced map. For an (oriented) cohomology theory h * (X), let us write the image of the restriction map
Definition. For a smooth X and an Ω * -module generator y ∈ Ω * (X) with y ∈ Res Ω , we say that y has v-degree n deg v (y) = n if v n−1 y ∈ Res Ω but v n y ∈ Res Ω .
When y ∈ Res Ω , let deg v (y) = 0 and when py ∈ Res CH let deg v (y) = −1. Moreover define
Lemma 3.2. If Mis an irreducible Ω * -module, then M is contained in one irreducible motive in Ω * (X).
Proof. Each map from Ω * (X) to Ω * (Y ) of motives is represented by a composition map f * g * of the induced map g * (of smooth varieties) and the Gysin map f * . The both maps are Ω * maps. Hence a decomposition of an Ω * -motive gives that of an Ω * -module.
Hereafter in this section, we assume the following condition for y and X such that we can define deg v (y).
(
Proof. We recall that
where
is the ideal of BP * generated by negative degree elements. The assumption deg v (y) = n implies I n {y} ⊂ Ω * {y}∩ Res Ω . Moreover since v j y ∈ Res Ω for all j ≥ n, we see
Here we note
Hence we see
(Note that there is a projection Ω * (X)։Ω * {y} since Ω * (X) is Ω * -free.) Thus there is a surjection CH * (X)։M n (y). Let us consider the decompositions of motives
This shows that M n (y) is contained in one irreducible motive.
Corollary 3.4. Let X split over a field k ′ over k of index p · a for some a coprime to p. Then for all 0 = y ∈ CH * (X)/p, we see
Proof. For i > 0, we see res CH (c i ) = 0. By using transfer, we have (2)
We will show py ∈ Res CH for this case. Using the fact that res ⊗ Q is isomorphic, there is s such that p s y = res(x) for some x ∈ CH * (X). Then p s res · tr(y) = res · tr · res(x) = res(apx) = ap s+1 (y).
Since CH * (X) is torsion free, we have res · tr(a −1 y) = py. If deg v (y) ≥ n + 1, then there exists non zero element c n and hence |c n | = |y| − 2(p n − 1) must be positive.
On the other hand, suppose that v j c j = 0 in grΩ * (X). Then there is a relation in Ω * (X) such that 
This implies that v
where c
Remark. When the assumption (1) before Lemma 3.3 does not hold, this lemma does not hold. Let tor v (y) = m > 0 and deg v (y) = n, and m < n. By elements v m y, ..., v n−1 y, we can define element c m , ..., c n−1 ∈ CH * (X). However we do not have the quotient
In fact, suppose that there is a relation
Recall M n (y) is defined for n > 0 in the previous lemma. Moreover, let M 0 (y) = Z (p) {y} and M −1 (y) = 0 (when py ∈ Res Ω ).
Then CH * (X) has the quotient module such that
Corollary 3.7. For n ≥ 0, let f : X → Y be a map of smooth varieties such that
From Corollary 3.6, we have this corollary.
Norm variety
Let X be a smooth (quasi projective) variety. Recall that H * , * ′ (X; Z/p) be the mod(p) motivic cohomology defined by Voevodsky and Suslin. Rost and Voevodsky solved the Beilinson-Lichtenbaum (Bloch-Kato) conjecture ([Vo2.4] , [Su-Jo] , [Ro2] )
In this paper, we always assume that k has a primitive p-th root of unity (so [Vo1, 2, 4] ). Letχ X be defied as a cofiber 
which is compatible with the usual Milnor operation on H * (t C (χ); Z/p) for the realization map t C . (Here the topological operation is defined Q 0 = β Bockstein operation and
For 0 = x ∈ H * , * ′ (X; Z/p) (or cohomology operation), let us write * = |x|, w(x) = 2 * ′ − * so that 0 ≤ |x| ≤ 2dim(X) and w(x) ≥ 0 when X is smooth. We also note
Let f X ∈ CH dim(X) (X) be the fundamental class ofX. Suppose deg v (f X ) = n. It is known that the ideal
is an invariant ideal (e.g. Lemma 5.3 in [Ya] ). Since π * (f X ) = 1, we get π * (v n−1 f X ) = v n−1 , and this means I(X) ⊃ I n . We consider the following assumption for an existence of the motive M in X.
Assumption 4.1. There is a motive M in M(X) such that
Lemma 4.2. Assume that I(X) ⊃ I n and (1), (2) in the above as-
Remark. Here a = c i (y) means only that res Ω (a) = v i y mod(I 2 ∞ ). Of course, c i (y) is not determined uniquely.
To prove this lemma, we use the following lemmas.
for the AHss converging to ABP * , * ′ (X). Then there is b ∈ H * , * ′ (X; Z/p) with Q s (b) = x and a relation in ABP 2 * , * (X)
Since c n−1 (y) ∈ Im(Q 0 ), it is a p-torsion in CH * (X), and this means
In particular, we see that
Then from Lemma 4.3, there is b ∈ H * , * ′ (X; Z/p) such that
We also get c i (y) = Q 0 ...Q i ...Q n−1 (a ′ ) by the same argument.
Then by dimensional reason such that w(Q i ) = −1 and w(τ ) = 2,
SinceX is cellular, we see
Therefore res(q i (s)) = 0 also. Since q i (s) for i = 0 is in the Q 0 -image, it is p-torsion in the integral cohomology. However q 0 (s) has a possibility of non-torsion elements.
Lemma 4.5. Suppose ( * * ) and I n ⊂ I(X). Moreover suppose (1), (2) in Assumption 4.1 and
Then from Lemma 4.3,4.4, we have the relation
Now we recall the norm variety. Given a pure symbol a in the mod p Milnor K-theory K M n+1 (k)/p, by Rost, we can construct the norm variety V a (such thatV a is cellular and) that
is the projection and k(V a ) is the function field of V a over k.
Rost and Voevodsky showed that there is y ∈ CH bn (V a ) for b n = p n−1 + ... + p + 1 such that y p−1 is the fundamental class ofV a , that is
Then deg(V a ) = p and y p−1 ∈ Res CH , but py p−1 ∈ Res CH . Moreover the same facts hold for y i with 1 ≤ i ≤ p − 1. Hence each y i satisfies (1),(2) in the preceding ( §3) section, in particular deg v (y i ) > 0. More strongly, Rost and Voevodsky show the following theorem.
where |y| = 2b n and
We can also prove
Corollary 4.8. For a Rost motive R n and 1
By Rost and Voevodsky, it is known that
for all * ≤ 2b n , * ′ ≤ * , and there is a short exact sequence
, * (R a ; Z/p) (s = 1 in ( * * ) and Lemma 4.5). We can define y ∈ CH * (R a ) by q 0 (1) = Q 1 ...Q n−1 (a ′ ) = c 0 (y), namely, res Ω (q 0 (1)) = py, and c i = q i (1) = Q 0 ...Q i ...Q n−1 (a ′ ) as in Lemma 4.4. We can prove Theorem 4.6 by using Lemma 4.2, 4.5, while assuming the above facts. Hence the original proof ( [Vo1, 24] ) is better than ours, I write down Lemma 4.2, Lemma 4.5 for possibility of applications for other spaces.
Dickson invariant
The contents in this section are not used other sections but arguments are very similar to those given in the preceding section for the element q i (s).
Throughout this section, we assume that k contains ξ p 2 a primitive p 2 -root of the unity. Since
we see Q i commutes with τ , i.e., Q i (τ ·z) = τ ·Q i (z) for z ∈ H * , * ′ (X; Z/p). We consider the case that s = 0 and X = B(Z/p) n (whileX is of course not cellular) with
for p odd prime. The graded ring grH * , * ′ (X; Z/2) is isomorphic to the right hand side ring (and we consider in this graded ring for p = 2). Then x = x 1 ...x n is invariant under the SL n (Z/p)-action. So each
The invariant ring on the polynomial ring is well known by Dickson
where e p−1 n = c n,0 and each c n,i is defined by
These c n,i is also represented by Chern classes. Let reg : (Z/p) n → U p n be the (complex) regular representation. Then
It is known by Mimura-Kameko [Mi-Ka] e n c n,
Hence the element e n c n,i is just q i (0) ′ . Hence we get
Theorem 5.1. For an element a = a 1 ...a n ∈ H n,n (X; Z/p), we have
It is known ( [Vo1, 2] ) that
Giving grading by multiplying τ , we have
.., x n ). The above theorem also holds for p = 2, considering the graded ring grH * , * ′ (B(Z/2) n ; Z/2).
N.YAGITA
We add another arguments for p = 2.
n,i = c n,i and we have the isomorphism
Moreover for the regular real representation
where we identify the element d n,i with a homogeneous element of w(d n,i ) = 2. We know from Lemma 5.7 in [Ka-Te-Ya] 
Theorem 5.2. Let a = a 1 ...a n ∈ H n,n (X; Z/2) and τ a ′ = a. Then we have
; Z/p), the value of the above equation is zero (since Q i a = 0).
Remark. Smirnov and Vishik constructed the (generalized) Arason map e n : I n /I n+1 → K M * (k)/2 where I is the fundamental ideal of the Witt ring W * (k) generated by even dimensional quadratic forms. They used the Nisnevich classifying space BO(n) N is . In this paper we write the etale classifying space by BO(n) et or simply BO(n). The motivic cohomology is given as (Theorem 3.1.1 in [Sm-Vi] )
. These elements are called as subtle characteristic classes in the paper [SmVi] .
Let X q be the quadric for a quadratic form q, and χ q = χ Xq . Smirnov-Vishik proved (Theorem 3.2.34, Remark 3.2.35 in [Sm-Vi] ) that when q ∈ I n , there is a map f q : χ q → BO(N) N is (with N = dim(q)), and the Arason map can be defined as (for 1 ≤ i ≤ n − 2)
We consider the following diagram
where N ≥ max(dim(f ), 2 n ), and p : X q → χ q and j : BO(N) N is → BO(N) et are natural induced maps, and i * a is the induced map from a = a 1 ...a n ∈ H n et (X q ; Z/2). Hence we have two elements
. We see τ u = τ v, however this is worthless, since both sides are just zero, and the map i * a may lose information.
Lie groups G and the flag manifolds G/T
Let Y be a simply connected H-space of finite type (e.g. compact Lie group). By Borel, its mod p-cohomology is (for p odd)
i ) where |y i | is even and |x j | is odd. When p = 2, a graded ring grH * (Y ; Z/2) is isomorphic to the right hand side ring, e.g. x 2 j = y i j for some y i j . For ease of arguments, we assume p odd in this section (however the similar results also hold for p=2). Let us write by QH * (−) the indecomposable module
Then it is known by Lin, Kane [Ka] Lemma 6.1. (J.Lin, §35 in [Ka] ) Let p is an odd prime and Y be a finite simply connected H-space. Then
For connected but non simply connected space, the above theorem holds for * ≥ 4. Moreover Lemma 6.2. ( §36 in [Ka] ) By the same assumption as the preceding lemma, we see
For example, the possibility of even degree of ring generators are
Moreover, it is known that each generator is combined by reduced power operations. The first degree type |y| = 2(p + 1) appears for p = 3, exceptional Lie groups F 4 , E 6 , E 7 , and for p = 5, E 8 (and for p = 2, G 2 , F 4 , E 6 ).
The second type appears for p = 3, E 8 . However it seems that there is no example for other types for p odd.
So we assume the first or second types above. Let us say that they are of type (I) and (II) respectively. When type (I), there are
with |x 1 | = 3, |x 2 | = 2p + 1 and |y| = 2p + 2. The existence of the above y also holds for p = 2. For type (II), there are more elements x 3 , x 4 and y ′ such that
2 + 1. For p = 2, the other types appear but we see ; Lemma 6.3. Let G be a simply connected Lie group such that H * (G; Z) has p-torsion. Then there are x 1 , x 2 , y satisfying ( * ).
Let T be the maximal torus of a simply connected compact Lie group G and BT the classifying space of T . We consider the fibering
and the induced spectral sequence
The cohomology of the classifying space of the torus is given by
where ℓ is also the number of the odd degree generators x i in H * (G; Z/p). It is known that y i are permanent cycles and that there is a regular sequence ( [Tod] , [Mi-Ni] 
Moreover we know that G/T is a manifold of torsion free, and
. Let G k be the split reductive algebraic group corresponding G and T k the split maximal torus. Hence CH
Theorem 6.4. (Grothendieck [Gr] ) Let G k be a G k -torsor over k.
(Here we do not assume the non triviality of G k ). Let h * (−) be an oriented cohomology ( e.g., CH * (X), Ω * (X)). Then
Since
Proof for groups of type (I) or (II). From the above theorem, we only need to show py = py ′ = 0. By the integral Beilinson-Lichtembaum conjecture (solved by Voevodsky), we can take
That is y = Q 0 P 1 (x 1 ) and y is p-torsion also in CH * (G k ). The element y ′ = Q 0 P p P 1 (x 1 ) is also p-torsion for type (II) groups.
It is known that we can take generators such that Q i (x odd ) ∈ P (y even )/(p) for all i ≥ 0 ( [Mi-Ni] ). The following result for Ω * (G C ) is one of the main results in [Ya1] which is proved by using Lemma 4.4.
Corollary 6.8. For a simply connected simple group G of type (I), we have
Corollary 6.9. When X = G k of type (I) or (II), we have
Proof. For type (II), we have the relation v 1 y + v 2 y ′ = 0 in Ω * (X). This means that v 1 y = 0 ∈ grΩ * (X) since |y| < |y
We will study the twisted flag variety X = G k /T k .
Let dim(G/T ) = 2d. Then the torsion index is defined as
Let n(G k ) be the greatest common divisor of the degrees of all finite field extension k
It is well known that if H * (G) has a p-torsion, then p divides the torsion index t(G). Torsion index for simply connected compact Lie groups are completely determined by Totaro [To1, 2] . Hence we also see that there is k such that there is non trivial G k -torsor G k . In particular, we have Lemma 7.1. Let G be a group of type (I). Then t(G) (p) = p.
To seek the condition for v n y ∈ Res Ω , we recall the (integral) Morava K-theoryK(n) * (−) with the coefficient
n ]. Lemma 7.2. Let y be an element with (1),(2) in §3 such that y ∈ Res Ω but y ∈ ResK (n) . Moreover assume |y| ≤ 4(p n − 1). Then deg v (y) = n + 1.
Proof. Each Ω * -module generator of Ω * (X) is also aK(n) * -module generator of AK(n) 2 * , * (X). By the assumption, there is y ′ ∈ AK 2 * , * (X) with ResK (n) (y ′ ) = y from ( * ). This means that there is y Ω ∈ Ω * (X) such that v s n y Ω = y ′ for s ∈ Z. Since y = res Ω (v s n y Ω ), the assumption y ∈ Res Ω implies s < 0. From the dimensional condition, we see
The only case is s = −1 and we get y Ω = v n y, i.e., deg v (y) ≥ n + 1.
Here we note for the Morava K-theory of the Rost motive R n .
Lemma 7.3. Let R a = R n , and 0 ≤ m ≤ n − 1. Then the restriction map resK (m) is an isomorphism
Proof. From Theorem 4.6, we have
Recall the usual Morava k-theory with the coefficients K(m)
2 * , * (R n ) ∼ = AK(m) 2 * , * (R 2 )/p and we also have the isomorphism AK(m) 2 * , * (R a ) ∼ = AK(m) 2 * , * (R a ). In particular, resK (1) is always surjective for X = R 2 . Similar fact holds for X = G k /T k .
Lemma 7.4. For a simply connected Lie group G having p-torsion in cohomology, the following restriction map is surjective ;
Proof. We prove the case of Type (I) and the other types are proved similarly. Since we have the classifying map
is in the image Res h for all orientable cohomology h * (−). In particular, t i ∈ ResK (1) . From Corollary 6.8, v 1 y = 0 ∈ Ω * (G k ) and this implies v 1 y is written by elements v r 1 t i 1 ...t is from Theorem 6.4. Hence v 1 y ∈ ResK (1) .
Remark. More strongly, it is well known by Hodgikin [Ho] that K 0 top (G/T ) (and henceK (1) * (G/T )) is multiplicatively generated by t i (and so the image from K 0 top (BT )). Of course |y| = 2(p + 1) < 4(p 2 − 1), from Lemma 7.2, we get Corollary 7.5. Let G be a simply connected semisimple Lie group having p-torsion in cohomology. Then there is a nontrivial G k torsor G k and there is 0 = y ∈ CH 2p+2 (G k /T k ) such that deg v (y) = 2, so that
for some irreducible motive M.
For groups of type (I), we show more strong results in §9, 10 below. Remark. Garibaldi and Zainoulline show also more strong result. For p = 3 or 5, the p-torsion part is isomorphic to Z/p (Proposition 5.4 in [Ga-Za] ) for simply connected simple group G. This follows from their result (Theorem in [Ga-Za] ) : the torsion part of the graded ring for the γ-filtration of K-theory (see §15 below)
where N(G) is the Dynkin index of G. For example, when G = E 8 , the Dynkin index N(G) = 60.
The Q i -action on the motivic cohomology H * , * ′ (G k /T k ; Z/p) seems to be similar to that on the norm variety (or the Rost motive R 2 ).
Lemma 7.6. Let G be a Lie group with p-torsion in cohomology and X = G k /T k . Then there is a field extension k ′ /k, a pure symbol a ∈ K M 3 (k ′ )/p and a ′ ∈ H 3,2 (X; Z/p) with τ a ′ = a such that in the motivic cohomology H * , * ′ (X; Z/p) over k ′ , we have
Proof. In CH * (X), we see pc 1 (y) = 0, and so in Ω * (X)/BP <0 , namely there is a relation
Hence we can take c ′ as c 0 (y). Then from Lemma 4.4, there is b ∈ H 3,2 (X; Z/p) such that
Let a = τ b ∈ H 3,3 (X; Z/p). Then a = 0 since it is well known ([Or-
Consider the well known spectral sequence for the etale cohomology
We see that a ∈ H 3,3 (X; Z/p) ∼ = H ring by H * (G/T ) and H * et (pt; Z/p). Hence we can write
Here note t i a ′ i ∈ H 3,2 (X; Z/p) and Q i (t i a ′ i ) = 0 since the Q i operations on both t i and a ′ i are zero. Taking off a i t i from b, we can take
It is known from Theorem 2.10 in [Or-Vi-Ve] or Corollary 8.4 in [Ya6] that we can take a field k ′ such that a| k ′ becomes a pure symbol. This shows the lemma.
generically splitting variety
Let P ⊃ T be a parabolic subgroup of G. Petrov, Semenov and Zainoulline developed the theory of decompositions of motives M(G k /P k ). In this section, we recall their results. ∈ Im(res CH ) mod(y 1 , ..., y i−1 , t 1 , ..., t ℓ ) for res CH : Corollary 8.2. Let G be a group of type (I). Then J(G k ) = (1) and
where we can identify the sum of the Tate motive
Corollary 8.3. For a group G of type (I), we have
and deg(yt) = 2 for each 0 = t ∈ CH * (X)/(y).
Petrov, Semenov and Zainoulline develop the theory of generically splitting varieties. We say that L is splitting field of a variety of X if M(X| L ) is isomorphic to a direct sum of twisted Tate motives T ⊗i and the restriction map i L : M(X) → M(X| L ) is isomorphic after tensoring Q. A smooth scheme X is said to be generically split over k if its function field L = k(X) is a splitting field. Note that (the complete flag) X = G k /B k is always generically split.
Theorem 8.4. (Theorem 3.7 in [Pe-Se-Za]) Let Q k ⊂ P k be parabolic subgroups of G k which are generically split over k. Then there is a decomposition of motive :
In particular, when G is of type (I) (i.e., r = 1 and d > 1 in the notation [Pe-Se-Za]), from §7 in [Pe-Se-Za], we have the integral (localized at p) motivic decomposition which deduces the mod(p) decomposition in Theorem 7.1. Moreover we know (Corollary 6 in [Vi-Za] , or §7 in [Pe-Se-Za]) that the integral motive corresponding R(G k ) p is really the Rost motive R 2 localized at p.
Type (I) groups
We first consider the exceptional Lie groups ( * ) G = G 2 , F 4 , E 8 f or p = 2, 3, 5 respectively.
The following fact is well known
Lemma 9.1. ( [Mi-To] ) Let G be a group in ( * ). Then we have
with ℓ = 2(p − 1) and
Proof. It is known that for a simply connected simple exceptional Lie group if there are x i , x i ′ with deg(x i ) − deg(x i ′ ) = 2(p − 1), then we can take generators such that P 1 (x i ′ ) = x i ( [Mi-To] ). For the group in ( * ), odd degree generator x is written x 1 , ..., x 2(p−1) such that |x 2i | = |y i | − 1 = 2(p + 1)i − 1 and |x 2i | − |x 2i−1 | = 2(p − 1 
We need the following more strong result
Recall thatb j is an element in S(t)/p so that d |x j |+1 (x j ) =b j in the Serre spectral sequence converging to H * (G/T ; Z/p). Hence b 2i =b 2i mod(p). The above assumption holds when p = 2, 3 from the direct observations (see §10 below). For E 8 , p = 5, it seems not so easy to this property, while Nakagawa [Na] computed the integral cohomology completely. However after written the first version of this paper, Karpenko proved the following strong result Theorem 9.2. (Karpenko Lemma 2.1 in [Ka] ) Let P k be a parabolic subgroup of G k and G k /P k be a generically twisted flag variety. Then the natural map CH
Corollary 9.3. For group G in ( * ), the Chow ring CH * (G k /B k ) is generated by elements t i in S(t). In particular, py i ∈ S(t).
Proof. For some extension F/k, of order ap, a is coprime p, the G ktorsor G k splits. Hence py i ∈ Im(res CH :
, which is written by elements in S(t) by the above Karpenko theorem Since P 1 (x 2i−1 ) = x 2i from Lemma 9.1, we have
by the transgression theorem. So there is b 2i−1 ∈ BP * (BT ) such that
Since py i = b 2i in H * (G/T ), the above fact implies
Lemma 9.4. We have
..) f or t ∈ S(t). Hence deg v (y i ) = 2 and we can take c 1 (
where λ ∈ Z/p, and t(j), t(j) ′ , t ∈ S(t). We will prove λ = 0 mod(p). By induction on i, we can assume v 1 y j = b 2j−1 for j < i. Note r ∆ 1 (y) = 0 mod(I ∞ ). By the Cartan formula of the operation r ∆ 1 , we have
Here
, which is a contradiction to (6.2).
Thus we have the first equation in the lemma. The second equation follows from b 2i−1 ∈ BP * ⊗ S(t) and the dimensional reason |y
Remark. By Petrov, Semov and Zainoulline, the motive M(G k /T k ) is isomorphic to a sum of the Rost motive R 2 . Hence deg v (y i ) = 2 is almost immediate.
Theorem 9.5. Let (G, p) be the type ( * ). Then c i (y j ) = b 2j−i ∈ S(t) for 0 ≤ i ≤ 1 ≤ j ≤ p − 1 and there is a ring isomorphism
Proof. Let us writē
From Theorem 7.1 (by Prtrov, Semenov, Zainoulline), we know
On the other hand, we have an additive isomorphism
Here we see c 1 (y i ) = b 2i−1 from Lemma 9.4, and c 0 (y i ) = b 2i from Karpenko' result Corollary 9.3. Therefore we have the isomorphism in this theorem by c 0 (y i ) → b 2i and c 1 (y) → b 2i−1 . Thus we have the additive map, and it induces the ring map by the following reason. For example, the relation c i (
. Corollary 9.6. Let G be the group of ( * ). Then there is an isomorphism
2 ∞ ) where the relation (Rel.) is generated by
Proof. By the result by Petrov, Semenov, Zainoulline and Theorem 4.7, the restriction map
We see that the first relation holds in Ω
The other relations are showed similarly. Hence we have a map Given p = 2, 3 or 5, let G( * ) be the group in ( * ) (e.g. G( * ) = F 4 for p = 3). Let G be a simply connected simple Lie group of type (I). Then there is an embedding j : G( * ) ⊂ G such that its mod p cohomology has the same polynomial parts i.e., P (y)/p ∼ = Z/p[y]/(y p ) and moreover we have the ring isomorphism
Hence for S(t
From the result (Theorem 7.1) by Petrov, Semenov and Zainoulline, we have the map j * : R(G; Z/p) → R(G( * ); Z/p) which induces the isomorphismR
We can show that j * is an isomorphism. To see this, we recall the following theorem by Vishik and Zainoulline (Theorem 1 in [Vi-Za] ) ; Let f : M → N be a map of motives with N in M(X). If f is split surjective on k(X), then so is f itself.
Hence the above map j * is split surjective. So it is an isomorphism since R(G; Z/p) is an irreducible motive, namely
Therefore we have
Theorem 9.7. Let G be a simply connected simple Lie group. Let
From Corollary 6.6, we have :
Corollary 9.8. Let G be a group in the above theorem. Then we have the isomorphism CH
Let gr γ (X) be the graded ring associated by the γ-filtration of K 0 (X). (See §15 below for γ-filtration.)
Corollary 9.9. Let G be a group in the above theorem. Then we have the isomorphism gr γ (X)/p ∼ = CH * (X)/p.
We note that the above two corollaries are just a corollary of Karpenko's theorem (Theorem 9.2). These holds for all generically twisted flag variety G k /B k over k.
10. G 2 , p = 2 and F 4 , p = 3
In this section, we write down each b j for the groups G 2 , F 4 . We consider the integral (Z (p) ) cohomology. We first study the case (G, p) = (G 2 , 2). We recall the cohomology from Toda-Watanabe [To-Wa] 
with |t i | = 2 and |y| = 6. The following theorem is just a corollary of Theorem 9.5 in the preceding section, however we write down the direct proof, it is get more easily. 
Proof. Since u = 0 and t 3 2 −2y = 0 in H * (X), we can take c 1 = u (which is represented by a Chern class) and c 0 = t 3 2 in CH * (X). Additively we can write Next we consider the exceptional group F 4 for p = 3. The cohomology H * (G/T ) is given also by Toda-Watanabe [To-Wa] 
Here relations ρ i is written by using the elementary symmetric function c i = σ i (t 1 , t 2 , t 3 , t 4 ), that is,
The element v 1 y is given as ρ 1 by dimensional reason. For 3y, 3y 2 , they are still given in the relations ρ 2 , ρ 4 . We have proven ρ 3 = v 1 y 2 in Lemma 9.3. Let S(t) = Z[t 1 , ..., t 4 ] and takeb i ∈ S(t) such that
Remark. For example, we see b 2,2 = b 2 2 − 3b 4 mod(9), since b 2 = 3y, b 4 = 3y 2 mod(9).
products of groups of type (I)
In this section, we study R(G 1 × ... × G n ) for groups G i of type (I). At first we study the case n = 2. Let G = G i be of type (I). The (p-localized) torsion index of G 1 × G 2 is p 2 . Hence we have a field k such that there is a non-trivial G k over k for all extensions of index pa (where a is coprime to p) is still nontrivial. Let us write
2d (G/T ) be the fundamental class (e.g.
Lemma 11.1. Let G = G 1 ×G 2 for type (I) groups G i and X = G k /T k . Then there are nonzero elements c 0,0 (resp. c 0,1 , c 1,1 ) in CH * (X) with degree 2d (resp. 2d − 2(p − 1), 2d − 4(p − 1)) which corresponds to p 2 f (resp. pv 1 f ,
then using the Quillen operation pf ∈ Res Ω and this is a contradiction. Thus p 2 f, pv 1 f, v 2 1 f are Ω * -module generators of Res Ω . In fact, we have J{f } = Res Ω ∩ Ω * {f } for the invariant ideal J = (p 2 , pv 1 , v 2 1 ) Here we assume a strong assumption
.., G n be groups of type (I) satisfying ( * ) and let G = G 1 × ... × G n . Then we have maps Next we consider the case that extension of G k of degree p splits, namely, ( * * ) py
At first, we consider the space X × X for X = G k /T k . It is well known that
is surjective. In particular y ′ = y ⊗ 1 + 1 ⊗ y is in Res CH . We consider the natural map i :
This arguments work for general cases. If G 1 × G 2 are both of type (I), then we can take G 1 ⊂ G 2 . So we first consider G = G 2 × G 2 and then consider the restriction to G 1 × G 2 . Thus we have
Suppose that G i split over any extension of a · p (a is coprime to p) of k. Then the J-invariant is J(G) = (1, 0, ..., 0) and
Corollary 11.5. By the same assumption as in the above theorem, we have with |y
Type (II) group
In this section, we consider CH * (G) for groups of type (II) (e.g., (G, p) = (E 8 , 3) ). We have a relation
which induces from Theorem 6.7
Here it is known P p y = y ′ . So y ∈ Res CH implies y ′ ∈ Res CH . In any way we assume that y ∈ Res CH . Recall that v 1 y ∈ Res Ω * .
Lemma 12.1. Let (G, p) be a group of type (II) and
Proof. It follows from ( * ) and v 2 y ′ ∈ Im(res Ω * ). [Ga-Za] ). If v 1 y ∈ Im(res Ω * ), then the 3-torsion part contains Z/3 ⊕ Z/3.
Recall the mod 3 cohomology of F 4 is given
Here the suffix means its degree, i.e., |x i | = i. By Kono-Mimura [KoMi] the reduced operations act as
We also have the isomorphism
More strongly, Nakagawa compute H * (G/T ) (without localization at primes). In his notation
.).
Here γ 4 = y, γ 10 = y ′ , ρ 2 =b 4 , ... in our notations.
Lemma 12.3. Let (G, p) = (E 8 , 3) and X = G k /T k . In Ω * (X), there are b i ∈ S(t) such that b i =b i mod(I ∞ ), and b i = 0 ∈ CH * (X)/3
Proof. The first relations follows from the preceding lemma. We use cohomology operations r ∆ 1 (v 1 ) = 3, r ∆ 2 (v 2 ) = 3, and r 3∆ 1 (y) = y ′ . We have
Similarly we have b 20 by acting r ∆ 2 on b 4 . We need Nakagawa's result such that relations are written Proof. First note that the fundamental class f in H * (G/T ) is represented as (yy ′ ) 2 b for some b ∈ S(t). Since 3 component of the torsion index is 9 and X is generically twisted, we see 3(yy ′ )f ∈ res CH . It follows 3(yy ′ ) ∈ res CH from the theorem by Petrov, Semenov and Zainoulline. Therefore 9(yy ′ ) 2 , 3v 1 (yy ′ ) 2 are BP * -module generators in Res Ω . Since res Ω (b 8 b 48 ) = 9(yy ′ ) and res Ω (b 4 b 48 ) = 3v 1 (yy ′ ) 2 , we have the corollary.
p = 2 case, quadrics
In this section, we rewrite arguments of quadrics by using deg v (y), M n (y) and Q(X). Let h ∈ CH 1 (X) be the hyperplane section so that Res CH (h) = t. So we use the notation h instead of t. Let X be a quadric of dim(X) = 2ℓ − 1. From Rost and Toda-Watanabe
Throughout this section, we assume that X is anisotropic. This means deg v (h ℓ−1 y) ≥ 1 since h ℓ−1 y is the fundamental class of the (2ℓ − 1)-dimensional manifoldX. Thus we get
Recall the quotient Q(X) of CH * (X)
We note c 0 (h i y) = 2h i y = h ℓ+i . Hence we can write
Note that the Rost motive is isomorphic to
Therefore if the motive M(X) is a sum of Rost motives (e.g., excellent quadrics), then the above quotient ring is CH * (X) itself. In particular the set {J 0 , ..., J ℓ−1 } = {0, 1, ..., ℓ − 1}.
Theorem 13.1. The Chow ring CH * (X) has the quotient ring
where f j is the smallest f such that v j h f y ∈ Res Ω (i.e., deg v (h f y) = j + 1), and u j = c j (h f j y) = v j h f j y, and so s = deg v (h ℓ−1 y) − 1.
Proof. This is immediate by changing order of sums such that
Therefore the Chow ring of each excellent quadric is isomorphic to the above quotient ring Q(X). For example, we consider when ℓ = 2 n − 1 and k = R (the field of real numbers). Recall that ρ = (−1) ∈ K M 1 (R)/2 and φ ρ n+1 = − 1, ..., −1 is the (n + 1)-th Pfister form associated to ρ n+1 . Let q ′ is the subform of codimension 1, that is, q ′ is the maximal neighbor of the (n + 1)-th Pfister form φ ρ n+1 .
Lemma 13.2. ([Ya3]) Let k = R and X = X q ′ = G k /P k be the maximal neighbor of the (n + 1) Pfister quadric. Then deg v (yh i ) = n for all 0 ≤ i ≤ ℓ − 1. Hence we have the ring isomorphism Ya3] ) Let k = R, ℓ = 2 n−1 , and X = G k /P ′ k be the minimal neighbor of the (n + 1) Pfister quadric. Then deg v (vh ℓ−1 ) = n and deg v (yh i ) = n − 1 for all 0 ≤ i ≤ ℓ − 2. Hence we have the ring isomorphisms
Corollary 13.5. If X is a neighbor of the n + 1-Pfister quadric, then deg v (X) = n.
Example. Let X min (resp. X max ) be the minimal (resp. maximal) neighbor of the (n + 1)-Pfister quadric and e : X min ⊂ X max is the embedding. Note dim(X min ) = 2 n − 1 and we see
from Lemma 14.3. Hence we see that it injects into Q(X min ), by e * (u i ) = h 2 n−1 −1 u ′ i for i ≤ n − 2 and e * (u n−1 ) = u ′ n−1 . Corollary 13.6. Let Y be an anisotropic quadric and X = Y ∩H 2d for 2d-dimensional plane H 2d , and e : X ⊂ Y be the induced embedding. Then the Gysin map e * : Q(X) → Q(Y ) is injective. Let us write by
14. The orthogonal group SO(m) and p = 2
We consider the orthogonal groups G = SO(m) and p = 2. Of course SO(m) is not simply connected, but it is well known that SO(m)/T ∼ = Spin(m)/T ′ for the spin group Spin(m) and its maximal torus T ′ . Hence we consider SO(m)/T instead of Spin(m)/T ′ . The mod 2-cohomology is written as ( see for example [Ni] )
where |x i | = i, and the multiplications are given by x 2 s = x 2s . We write y 2(odd) = x 2 odd . Hence we can write
..x m ′ ) where 2 ≤ 4i + 2 ≤ m − 1, and s(i) is the smallest number such that m ≤ 2 s(i) (4i + 2), t is the largest number such that 4t + 1 ≤ m − 1, and wherem = m − 1 (resp.m = m − 2) if m is even (resp. odd) and where m ′ = m − 2 (resp.m = m − 1) if m is even (resp. odd). The index means its degree, namely
The Steenrod operation is given as
The Q i -operations are given by Nishimoto [Ni] Q n x odd = x odd+|Qn| , Q n x even = Q n y even = 0
Relations in Ω * (SO(m)) are given by
For example, the relation in Ω * (SO(m))/I 2 ∞ starting with 2y 6 is given by
2 ∞ ) where 2 ≤ 4i + 2 ≤ m − 1 and R is the relations which start with
For ease of arguments, we only consider the case G = SO(odd). Let G = SO(2ℓ + 1) and P = SO(2ℓ − 1) × SO(2). Then it is well known [To-Wa] 
By Toda-Watanabe [To-Wa] , we also know Proof. We see that only y 2(2 n −1) is not the target of Steenrod operation. Recall
It is well known that if i = i s 2 s and k = k s 2 s , then (in mod(2))
Note that if i = 2 n − 1, then all i s = 1 (for s < n). Otherwise there is s such that i s = 1 but i s−1 = 0. Take k = 2 s−1 and i ′ = i − 2 s−1 . Then i ′ + k = i and This means Sq 2k (y 2i ′ ) = y 2i if i = 2 n − 1.
Lemma 14.6. Suppose ( * ) and x ∈ Res CH . Then if ℓ = 2 n+1 − 1, then deg v (y) ≥ n + 1.
Proof. By using the result about Q i x j by Nishimoto, we have the relation with mod(I 2 ∞ ) in Ω * (G) 2y 2ℓ−2(2 n −1) + ... + v n−1 y 2ℓ−2(2 n −2 n−1 ) + v n y.
Hence in Ω * (G/T ), we know v n y = v(I)y I t I with v(I) ∈ I ∞ /(I 2 ∞ ), t I ∈ S(t), and y I ∈ P (y) ′ ⊂ A, which are in Res CH by the assumption ( * ). Therefore v n y ∈ Res Ω . Now we recall an argument of quadrics. Let m = 2ℓ + 1. and let us write the quadratic form q(x) defined by q(x 1 , ..., x m ) = x 1 x 2 + ... + x m−2 x m−1 + x 2 m and the projective quadric X q defined by the quadratic form q. Then it is well known that (in fact SO(m) acts on the affine quadric in A m − 0)
X q ∼ = SO(m)/(SO(m − 2) × SO (2)).
Let G = SO(m) and P = SO(m − 2) × SO(2). Then the quadric q is always split over k and we know CH * (G k /P k ) ∼ = CH * (X q ). In particular we consider the case m = 2 n+1 − 1 (hence ℓ = 2 n − 1). Recall ρ = {−1} ∈ K M 1 (k) = k * . We consider the field k such that ( * * ) 0 = ρ n+1 ∈ K M n+1 (k)/2. Throughout this section, we assume the condition ( * * ). Define the quadratic form q ′ by q ′ (x 1 , ..., x m ) = x 2 1 + ... + x 2 m . Then this q ′ is the maximal neighbor of the (n + 1)-th Pfister form associated to ρ n+1 . Of course q|k = q ′ |k and we can identify G k /P k ∼ = X q ′ . A quadric is generically split if it is a Pfister quadric or its maximal neighbor. Moreover we know that ( * ) is satisfied this case (i.e. the J-invariant is (0, ..., 0, 1) see 7.5 in [Pe-Se-Za]). From Lemma 14.5 and Theorem 8.4 (the theorem by Petrov, Semenov and Zainoulline [Pe-Se-Za]), we know Proposition 14.7. Let m = 2 n+1 − 1 and G k /P k ∼ = X q ′ for the maximal neighbor q ′ of the n + 1-th Pfister form. Then we have
As a corollary, we see that t i , y i are all in CH * (G/T k ). Hence CH * (G/T k ) is multiplicatively generated by t i , y i , t and u 1 , ..., u n−1 .
Corollary 14.8. (Theorem 7.6 in [Ya5] ) Assume ( * * ) and m = 2 n+1 − 1. Then CH * (G k ) (2) ∼ = P (y) ′ /(2). 
filtrations in K-theory
We consider the cases that
top (X(C)) where K 0 alg(k) (X) (resp. K 0 top (X(C))) is the algebraic (resp. topological) K-theory generated by algebraic k-bundles (resp. complex bundles) over X (resp. X(C)). In this assumption, we study the typical filtrations
top (X(C)) namely, the gamma and the geometric filtrations defined by Grothendieck [Gr] , and the topological filtration defined by Atiyah [At] . Namely, we study induced maps of associated rings gr * γ (X) → gr * geo(k) (X) → gr geo(k) (X) → gr * top (X(C)). Note that gr γ (X) ∼ = gr γ (X(C)) by the above isomorphisms of Ktheories and definition of the γ-filtration ( [To3, Ya7] ).
Atiyah showed that gr * top (X(C)) is isomorphic to the infitite term E * ,0 ∞ of the AHss converging to K-theory K * (X(C)). Moreover he showed that gr * top (X(C)) ∼ = gr * γ (X) if and only if E * ,0 ∞ is generated by Chern classes in H * (X(C)). We will see that similar facts hold for
Remark. When M(X) = R n ⊗ A for n ≥ 3, we see When G k is generically twisted G k -torsor, by Karpenko, the natural map CH * (BB k ) → CH * (X) for X = G k /B k ) is surjective. Hence CH * (X) generated by the first Chern classes t i . Therefore we have Corollary 15.3. Let G k be generically twisted G k -torsor and X = G k /B k . Then gr γ (X) ∼ = gr geo (X) ∼ = CH * (X)/I for some ideal I ⊂ CH * (X). Moreover if K 0 alg(k) (X) ∼ = K 0 top (X(C)), then gr γ (X(C)) ∼ = CH * (X)/I.
