We are pleased to introduce a 12-part series on topics in statistics and epidemiology which we hope will be interesting and useful to readers of BONE MARROW TRANS-PLANTATION. Our objective is to raise awareness of on some of the complexities in design and interpretation of data from clinical trials. We hope that these typescripts will generate a lively discussion. More on this below. Analyses of data from transplant studies are especially complex because of several issues including: (1) time-totreatment bias. For example, subjects who are potential transplant recipients need to live long enough to receive a transplant. Moreover, this bias is not random with the worst subjects dying before a transplant can be done. This bias also confounds donor type. Finding a HLA-matched unrelated donor transplant takes longer than finding a HLAhaplotype-matched donor, such that subjects awaiting a transplant from an HLA-matched unrelated donor may fall by the wayside; (2) subject selection bias. Subjects with comorbidities or frailties maybe excluded even if they survive sufficiently long to potentially receive a transplant. Transplant studies often fail to state: These conclusions apply only to subjects receiving a transplant and should not be assumed to apply to all persons with the disease and disease state being studied. A good example is results of transplants in persons >65 years. This is a highly selected cohort for which the true denominator of potential recipients is unknown. A good outcome in persons >65 years receiving a transplant cannot be applied to most persons >65 years; (3) competing causes of therapy-failure, e.g. transplant-related mortality (TRM), graft-failure and graftversus-host disease (GvHD). If you die of GvHD, you are not at-risk to relapse. This is another confounded relationship because persons with GvHD are less likely to relapse than those without GvHD. (4) Imprecision with falsenegative and e-positive results such as who really has GvHD versus a drug-or virus infection-related rash (or both). And more such as the universal problems of measurement error and the role of chance in clinical outcomes Fig. 1 , issues no clinical scientist likes to consider.
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Another example is an over-emphasis on point-estimates rather than confidence intervals. Some people think that the point-estimate, say median survival of 2 years, is the true value. This is almost never so. What we can say is that the true value has a 95% probability of being within the confidence intervals (credibility limits if we are using a Bayesian approach). Sometimes it is higher, sometimes lower. As such, you should look at the confidence interval, not the point-estimate when comparing outcomes and effect sizes. Also, there is widespread misunderstanding of what a P-value is and what it means [1] . We could list >20 misinterpretations of the P-value, such as whether the results obtained occurred by chance. Wrong. A P-value is the likelihoodthat the statistical model being tested (usually the null hypothesis) is a good explanation of the results (or more extreme results). A P-value of 0.06 does not mean that the results are not significant. Rather, it means a statistical model other than the null hypothesis better explains the data (or more extreme data). Other important issues are to analyze non-proportional hazards common in transplant studies, proper use of sensitivity analyses, whether to use fixedor random-effect models, differences between association and correlation and between these and cause-andeffect and others. Few of us appreciate the magnitude of undetermined (latent) variables in predicting outcomes. In observational studies, such as those from the CIBMTR and EBMT, we can adjust for known but not latent variables, which account for about one-half of the observed variance. These issues will be covered in typescripts to the following in this series.
Clinical trials in our field are rarely randomized and many lack appropriate controls. Even when there is a randomized trial, blinding is rarely possible, forcing us to consider observer biases. Our randomized trials are lucky to have 300 subjects; most trials in cardio-vascular disease, diabetes and breast cancer have 10,000 subjects or more. This means that we must often rely on answers from observational databases. This is not necessarily bad, but we discussed the advantages and limitations of this approach elsewhere [2] . Other approaches are propensity score analyses and Monte Carlo simulations. But what exactly are these and what are their advantages and limitations? Often, therapy recommendations are based on the so-called expert consensus panels, the limitations of which are well-known [3] .
Take the seemingly simple setting where we do a randomized trial for one variable, say two different therapies, and get different outcomes between the arms. Intuitively, one might assume that the intervention was responsible for the different outcomes, namely, that the intervention variable is causal. However, this assumption is sometimes wrong. Causality is a tricky business in statistics and epidemiology and the subject of the first typescript in this series appearing in this issue: Causal Inference in Randomized Clinical Trials. Later in the series, we will discuss data from experimental psychology exploring how the human mind works (or does not work), which results in thin slicing, fuzzy logic and incorrect conclusions.
Several sources estimate that about ½ of published peerreviewed studies are wrong [4] . This is also estimated to be so for about ½ of physician practices considered standardof-care (Which is better: hot or cold compresses for a sprained ankle? One must be wrong but both are widely recommended) [5] . Setting the statistical significance barrier at P < 0.05 guarantees many incorrect conclusions. But what to do? Lower the P-value to 0.005 [6] and get lots of under-powered studies with potential false-negatives OR keep the P-value at 0.05 and require confirmation [7] . We also cover this question later in the series.
We hope that the readers will enjoy these typescripts and find them useful, maybe even fun. We welcome suggestions for topics which can be e-mailed to us or Profs. Lazarus and Mohty. We also hope to start a lively discussion on these topics and answer questions. We can be reached on Twitter #BMTStats. Our operators are standing by. ☺ 10 per 1,000 9 per 1,000 8 per 1,000 7 per 1,000
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