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We present an overview of the incompressible Navier-Stokes flow as scaling limit
starting from microscopic, kinetic and hydrodynamical descriptions. We also consider external
forces and boundary conditions to include phenomena like the thermal convection in the
scheme. The analysis is carried out both in the time-dependent and stationary case and we
also discuss some rigorous results related to the scaling limit from the Boltzmann equation.
1. INTRODUCTION
The behavior of a fluid can be described on several scales: the macroscopic (hydrody-
namicaJ) scale, the mesoscopic (kinetic) scale and the microscopic scale. It is possible to
connect them via suitable space-time scalings, so that each of the reduced descriptions is
exact in suitable regimes. The simplest example of this is the Euler fluid which can be
obtained as a scaling limit from microscopic (Newton) equations and from kinetic (Boltz-
mann) equations, by scaling both space and time by a factor $\epsilon^{-1}$ and taking the limit as
$\epsilonarrow 0$ . Of course the last one is confined to the case of perfect gas because of the low
density assumption which is the basic assumption of the Boltzmann equation. The con-
nection can be established on a rigorous mathematical basis at least with some technical
assumptions (see for example [1], [2]).
The presence of viscosity and heat conduction effects makes above picture more complex.
The main reason is in our opinion that there is no natural scale invariance in the equations
for a viscous heat conducting fluid, like for the Euler fluid. Therefore, it is not possible




to prove in general that such equations are exact in a suitable scaling limit. We can only
consider a few examples in which special symmetries or specific regimes restore a kind of
scale invariance. This paper is devoted to a short review of the examples for which rigorous
results are available (to our knowledge).
The incompressible flow of a viscous fluid is probably the simplest example of the pos-
sibility of restoring the scale invariance. It is well known (see for example [3]) that the
incompressible regime for the Euler and Navier-Stokes equations can be obtained in the
limit in which the Mach number (Ma) goes to zero. It has been observed (see [4]) that if
the Knudsen number $Kn$ (proportional to the mean free path) and the Mach number go
to zero with the same speed in $\epsilon$ , the Reynolds number $Re$ (which is the ratio between the
transport and viscosity effects) stays finite. This can be interpreted in terms of scaling as
follows: by scaling space and time as $\epsilon^{-1}$ and $\epsilon^{-2}$ and the $velocit_{\mathcal{F}}$ field as $\epsilon$ , the incom-
pressible Navier-Stokes equations are unchanged. Starting from this, in [5] (see also [6])
it has been proved that the incompressible Navier-Stokes equations are limit of the Boltz-
mann equation under above scaling, under suitable technical assumptions. Extensions of
this results have been provided in [7], [8]. Precise statements will be given in Section 3.
The same kind of results could be in principle obtained starting from the Newton equa-
tions for a Hamiltonian system of particles (with $\epsilon$ now proportional to the ratio between
the range of interaction and the macroscopic length). In this case however, we have only a
formal proof of the result (see [9]) because of the enormous difficulties to be overcome to get
rigorous proofs of convergence from deterministic microscopic systems. A rigorous result is
instead available for a related problem, i.e. the derivation of the viscous Burgers equation
from the simple exclusion model (see [10]). The formal derivation of the incompressible
Navier-Stokes equation will be shortly discussed in Section 4.
As said before, the same question arises naturally in the framework of the compressible
Navier-Stokes equations, where the incompressible limit can be reinterpreted as a scaling
limit and results of convergence have been obtained, among the others, by [11]. This will
be discussed in Section 2.
Interesting phenomena are related to the presence of an external force. For this rea-
son we will also include in our setup an external force $F$ acting on the fluid. A simple
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dimensional analysis shows that the force $F$ has to be scaled as $\epsilon^{3}$ to be consistent with
the incompressible regime, i.e. to get a finite force term in the equation for the velocity
field. However, the case of a conservative force is special from this point of view. In fact,
if the mass density tends to a constant, larger conservative forces are compatible with the
incompressible regime because they can be compensated by suitable contributions to the
pressure. Due to the fluctuations of the mass density, buoyancy effects arise, which are
controlled by a new parameter, the Rayleigh number $Ra$ . Hence the force has to be scaled
so to keep $Ra$ finite. It turns out that the conservative force is to be scaled as $\epsilon^{2}$ . Since
the most important application of this remark is related to the Benard problem, where the
fluid is confined between two plates at slightly different temperatures, we will also include
the boundary conditions in our discussion. We consider the walls at fixed temperature
and no-slip boundary conditions for the velocity. At kinetic and microscopic level we will
model them assuming that each particle colliding with the boundary is reflected with a
velocity at random, distributed according to the equilibrium distribution at the tempera-
ture of the boundary. This is probably the simplest example of thermal wall, but of course
more general conditions could be allowed, at the prize of more technicAties, so we will not
discuss such general boundary conditions. Actually, in the kinetic case, for which we can
give a rigorous proof, we have to modify above prescription on the boundary for technical
reasons, introducin.g,. the bulk boundary conditions discussed at the end of Section 3.
2. HYDRODYNAMIC DESCRIPTION.
We consider a heat-conducting viscous fluid in a domain $\Omega\subset d$ . We fix $d=3$ from
now on, for sake of definiteness. $\Omega$ will be in the following either 3 or the 3-dimensional
torus 3 of side 1 or the slab 2 $\cross[-1,1]$ . In the last case we have a boundary $\partial\Omega\neq\emptyset$ ,
on which we specify the temperature, the pressure and the velocity field as:
$T(1)=T_{+}$ , $T(-1)=T_{-}=\tau_{+}+\delta T\geq\tau_{+}$ ,
$P(1)=P_{+}$ , $U(-1)=0=U(1)$ .
We introduce a space scale parameter $\epsilon$ so that $\Omega$ is the image after rescaling of a domain
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$\Omega^{(\epsilon)}$ obtained from $\Omega$ with an expansion of a factor $\epsilon^{-1}$ . Hence in the case of the slab the
meaning of $\epsilon$ is the inverse of the size of the slab in the original units, while in the case
without boundary it is basically the scale on which the initial datum changes. We also
consider the limit of very small velocities, i.e. we assume $U=\epsilon u$ . Moreover we consider a
force $\epsilon^{2}G$ with $G=-\nabla V$ . In this conditions, to see finite displacements from the initial
data one has to wait for times of ordet $\epsilon^{-2}t$ . Therefore, the scaling considered is
$xarrow\epsilon^{-1}x$ , $tarrow\epsilon^{-2}t$ , $uarrow\epsilon u$ , $Garrow\epsilon^{2}G$ (2.1)
We write the compressible Navier-Stokes equations in rescaled variables as
$\partial_{t}\rho+div(\rho u)=0$ , (2.2)
$\rho(\partial_{t}u+u\cdot\nabla u)=\eta\triangle u-\epsilon^{-2}\nabla P+\epsilon^{-1}\rho G+(\nabla divu$, (2.3)
$\rho T(\partial_{t}s+u\cdot\nabla s)=\kappa\triangle T+\epsilon^{2}\eta(\nabla u)^{2}$ . (2.4)
Here the viscosity coefficients $\eta$ and $\zeta$ and the conductivity $\kappa$ , which depend on the
temperature, for shortness are considered constant in this approximation, in view of the
limit we are going to consider, because the result would be the same. $s$ and $P$ are the
specific entropy and the pressure, which are given by some state equations. We consider
for sake of simplicity the case of a perfect gas $P=c\rho T$ and $s=c_{v}\log T-c\log\rho$ with
$c>0$ the constant of the ideal gases and $c_{v}=(3/2)c$ the specific heat at constant volume.
This choice allows also to compare the results of this section with the ones of section
3, where the state equation coming out from the Boltzmann equation is exactly the one
for ideal gas. The only external force we are really interested in is the gravity, so we
assume $V=g(z+1)$ , with $z\in[-1,1]$ the third component of $\underline{x}=(x, y, z)$ and $g>0$
the acceleration of gravity. In this case a natural parameter is the Rayleigh number
$Ra$ defined as $Ra=[(/\sigma\iota/)^{-1}(gL^{3}\delta T/T_{+})]^{1/2}$ . The scaling considered actually leaves this
number invariant and this justifies the choice of our scaling of the force. In fact a way to
obtain the rescaled NSE is to introduce dimensionless variables
$t’=t\nu L^{-2}$ , $\underline{x}’=\underline{x}L^{-1}$ ,
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$T’=(T-T_{+})(\delta T)^{-1}$ , $u’=(gL\delta T/T_{+})^{-\frac{1}{2}}u$ .
and rewrite the NSE in dimensionless form.
In order to be consistent with the rescaling we have to consider initial and boundary
data suitably dependent on $\epsilon$ . In fact, we assume at time zero:
$T(x, 0)=\tau_{+}+\epsilon\hat{\theta}(x, 0)$ , $\rho(x, 0)=\rho++\epsilon\hat{r}(x, 0)$
with $p+the$ given constant density. On the boundary we assume that $(T_{+})^{-1}\delta T=2\lambda\epsilon$ .
We expect that at positive times we still have
$T(x, t)=T_{s}(x)+\epsilon\theta(x, t)$ , $p(x, t)=p_{s}(x)+\epsilon r(x, t)$ (2.5)
where, if $\partial\Omega=\emptyset$ , then $T_{s}=\tau_{+}$ and $p_{s}=\rho+are$ some positive constants, while, in the
case of the slab, $\rho_{s}$ and $T_{s}$ are the solution of the stationary problem
$\frac{d}{dz}P_{s}=-\epsilon gp_{s}$ , $\triangle T_{s}=0$ , (2.6)
with $P_{s}=c\rho_{s}T_{s}$ and boundary conditions
$T_{s}(-1)=\tau_{-}$ , $T_{s}(1)=T_{+}$ , $\rho(1)=P_{+}/(cT_{+})=p+\cdot$
In other words $r$ and $\theta$ represent the fluctuations with respect the density and temperature
profiles corresponding to the hydrostatic equilibrium given by
$T_{s}=T_{+}$ ( $1+\epsilon$ A$(1-z)$ ), $\rho_{s}=p+(1+\epsilon\lambda(1-z))^{\overline{c}\lambda}s_{\overline{\tau_{+}}}-1$ (2.7)
In particular this means that $\theta(-1)=0=\theta(1)$ . Substituting (2.5) in (2.2) we get
$-\rho+divu=\epsilon[\partial_{t}r+div(ru)]+div[u(p_{s}-\rho_{+})]$
We assume that $u,r,\theta$ converge, for $\epsilonarrow 0$ , to finite limits (that we still call $u,$ $r,\theta$ ) in a
strong enough sense. Since $(p_{s}-\rho_{+})$ is of order $\epsilon$ , we get in the limit
$divu=0$ (2.8)
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Taking into account (2.5) and (2.8), equation (2.3) gives,
$-\nabla[P_{s}+\epsilon\tilde{P}_{1}]+\epsilon[\rho_{s}+\epsilon r]G=O(\epsilon^{2})$
where we used $P=P_{s}+\epsilon\overline{P}_{1}+\epsilon^{2}\tilde{P}_{2}+O(\epsilon^{3})$ with $\overline{P}_{I}=\rho+\theta+T_{+}r$ . Then, using (2.6), in
the limit we get
$\nabla\tilde{P}_{1}=0$ , (2.9)




with $a$ independent on $\underline{x}$ and $t$ . The constant does not depend $0\overline{n}t$ because the total
pressure is constant in time at the boundary. Indeed $a=\tilde{P}_{1}(1)=0$ , since $P(1)=P_{s}(1)=$
$P_{+}$ . In the ca.se $\partial\Omega=\emptyset$ this follows from a slightly different argument. Condition (2.11)
is assumed as a “state equation” in the usual discussions of the Boussinesq approximation
(see [12], [13]), while in this approach it is just a consequence of the scaling limit.
Taking the limit of the momentum equation (2.3) one gets:
$p+$ ( $\partial_{t}u+u$ . Vu) $=\eta\triangle u-\nabla\tilde{P}_{2}+rG$ .
Using the Boussinesq condition (2.11) it becomes
$\rho_{+}(\partial_{t}u+u\cdot\nabla u)=\eta\triangle u-\nabla p-\alpha\rho_{+}\theta G$ (2.12)
where $\alpha=T_{+}^{-1}$ is the coefficient of thermal expansion and $p=\tilde{P}_{2}$ is the unknown pressure
of the incompressible problem.
Finally the equation for the entropy (2.4) gives
$pc_{v}D_{t}T-cTD_{t}\rho=\kappa\triangle T+O(\epsilon^{2})$
with $D_{t}\equiv\partial_{t}+u\cdot\nabla$ . The state equation implies that $cTD_{t}\rho=-\rho cD_{t}T+D_{t}P$ . By (2.11)
$D_{t}P=-\epsilon\rho+u_{z}g+O(\epsilon^{2})$ . Hence we get the following equation for $\theta$
$c_{p}(\partial_{t}\theta+u\cdot\nabla\theta)+u_{z}(g-\lambda c_{P}T_{+})=\rho_{+}^{-1}\kappa\triangle\theta$ (2.13)
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with $c_{p}=c_{v}+c=(5/2)c$ . The boundary conditions associated to the system (2.8), (2.12),
(2.13) are:
$u(-1)=0=u(1)$ , $\theta(-1)=0=\theta(1)$
In the case $\partial\Omega=\emptyset,$ $G=0$ and $\lambda=0$ , the system (2.8), (2.12) is just the usual
incompressible Navier-Stokes equation in 3 or 3 and (2.13) is the heat equation.




$\tilde{\theta}(1)=0$ , , $\tilde{\theta}(-1)=-2(c_{P}^{-1}g-\lambda T_{+})$ . (2.15)
Equation (2.12) becomes
$\rho+$ ( $\partial_{t}u+u$ . Vu) $=\eta\triangle u-\nabla\tilde{p}-\alpha\rho+\overline{\theta}G$ (2.16)
with
$\tilde{p}=p+\alpha\rho+g(c_{p}^{-1}g-\lambda T_{+})(1-z)^{2}/2$ , (2.17)
The system (2.8), (2.16), (2.14) with the boundary conditions (2.15) and no-slip conditions
on $u$ , differs from the usual Oberbeck-Boussinesq (OBE) equations (see [12], [14]) because
of the term proportional to $g$ in (2.15) and of the quadratic term in $g$ in (2.17). In the
usual experimental conditions (see [15]) such terms are much smaller than the others, thus
one can neglect the effect of the variation of the density with the altitude due to the
gravitational force, namely consider $P_{s}\sim P_{+}$ . This effect becomes relevant in situations
when the force $g$ is much bigger then the earth’s gravity. In this way we recover the usual
OBE.
Above discussion is only formal because it assumes the convergence of $u,$ $r,$ $\theta$ to a limit
when $\epsilonarrow 0$ . This is far from being obvious and has been actually proved only in special
cases. In [11] it is considered an isentropic flow, with $P=c\rho^{\gamma},$ $c>0,$ $\gamma\geq 1$ . Assuming
$\Omega=dG=0$ and initial data in some Sobolev space, the convergence is proved in a
suitable $H_{s}$ -norm and it is sufficient to make previous arguments rigorous. For the case of
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the slab with $G\neq 0$ there is no proof available, but we believe that above results can be
extended with minor changes. In fact the presence of the boundary should not produce
additional problems due to boundary layer corrections because the scaling is such that the
coefficients of the dissipative terms stays finite in this limit. A detailed analysis of these
problems is beyond the purposes of this presentation.
3. KINETIC DESCRIPTION
In this section we examine the problem of the previous section from the kinetic point of
view. Most of the discussion is given in the case of the slab with an external potential force.
The case $\partial\Omega=\emptyset$ and $G=0$ easily follows. We consider the Boltzmann equation (BE) for a
gas between parallel planes. We keep the notations of Sect.2. To model the hydrodynamic
boundary conditions we choose the so called Maxwellian boundary conditions: when a
particle hits the edges of the channel ( $z=-1$ or $z=1$ ) it is diffusely reflected with a
velocity distributed according to a Maxwellian with zero mean velocity and prescribed
temperatures $T_{-}$ and $\tau_{+}$ respectively. In the language of classical kinetic theory this
means that the accommodation coefficient equals one. Above prescription implies the
impermeability of the walls, namely no mas $s$ flux across the boundary is allowed. We
introduce as scale parameter $\epsilon$ the Knudsen number. The size of the channel is $2\epsilon^{-1}$ ,
hence in rescaled variables $z\in[-1,1]$ . Let us take for simplicity periodic conditions in
direction $x,$ $y$ , and call $\Omega=\{\underline{x}, v : (x, y)\in 2Z\in[-1,1], v\in 3\}$ . The BE rescaled
according to the scaling (2.1) is
$\partial_{t}f^{\epsilon}+\epsilon^{-1}v\cdot\nabla f^{\epsilon}+G\cdot\nabla_{v}f^{\epsilon}=\epsilon^{-2}Q(f^{\epsilon}, f^{\epsilon})$ (3.1)
We confine ourselves to the collision operator $Q$ for hard spheres [16]. The initial condition
is
$f^{\epsilon}(0,\underline{x}, v)=f_{0}(\underline{x}, v)$ $z\neq\pm 1$ , (3.2)
but we shall see that it cannot be given arbitrarily without a detailed analysis of the initial
layer which we skip in this pa.per. The precise form of $f_{0}$ will be made clear below. The
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boundary conditions are:
$f^{\epsilon}(t, x, y, -1, v)=\alpha_{-}\overline{M}_{-}(v)$, $v_{z}>0,$ $t>0$ (3.3)
$f^{e}(t, x, y, 1, v)=\alpha_{+}\overline{M}_{+}(v)$ , $v_{z}<0,$ $t>0$ (3.4)
with
$\overline{M}\pm(v)=\frac{1}{2\pi T_{\pm}^{2}}e^{-v^{2}/2T_{\pm}}$ , (3.5)
normalized so that $\int_{v_{y}0}$ $|v_{y}|\overline{M}_{\pm}(v)dv=1$ . Here and below we put the perfect gas con-
stant, denoted by $c$ in previous sections, equal to 1 and in consequence the constants $c_{v}$
and $c_{p}$ become the numbers 3/2 and 5/2 respectively.
The quantities $\alpha\pm depend$ on the solution in such a way that the impermeability con-
dition of the walls is a.ssured:
{ $v_{z}f\rangle$ $\equiv lv_{z}fdv=0$ for $z=\pm 1$ , (3.6)
where we have introduced the notation $\langle f\rangle=\int_{3}f(v)dv$ . Condition (3.6) and the normal-
isation of $\overline{M}\pm imply$ :
$\alpha\pm=\pm\int_{z}0$ $v_{z}f(t, x, y, \pm 1, v)dv$ (3.7)
Namely, $\alpha\pm represent$ the outgoing (from the fluid) fluxes of mass in the direction $z$ . From
(3.6) the total mass stay constant in time and we put $\int_{\Omega}f^{\epsilon}=m$ . The macroscopic behavior
is recovered in the limit $Kn\equiv\epsilon$ going to zero. We expect that for $\epsilon$ small the behavior
of the solution to the initial-boundary value problem is very close to the hydrodynamical
one, in the sense that it can be described by a local Maxwellian with parameters which
differ from constants by terms of order $\epsilon$ , so that these terms are solution of the OBE. At
higher order there should be kinetic corrections and boundary layer corrections. Therefore
we look for a solution of the form
$f^{\epsilon}=M+ \epsilon f_{1}+\sum_{n=2}^{5}\epsilon^{n}f_{n}+\epsilon^{3}R$ (3.8)
where $M$ is the globaJ Maxwellian
$M( \rho+, 0, T_{+} ; v)=\frac{p+}{(2\pi T_{+})^{3/2}}e^{-v^{2}/2T+}$ .
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If we put (3.8) in the BE (3.1) we see immediately that it has to be
$2Q(M, f_{1})\equiv \mathcal{L}f_{1}=0$ (3.9)
where $\mathcal{L}$ is the linearized Boltzmann operator. Since $f_{1}$ has to be in $NuU\mathcal{L}$ , which is 5-
dimensional, (3.9) implies that it is a combination of the collision invariants $M\chi_{i}$ with
$\chi_{i}(v)=1,$ $v_{i},$ $(v^{2}-3T_{+})/2$ , for $i=0,$ $i=1,2,3$ and $i=4$ respectively, suitably normalized
to form an orthonormal set, in $L_{2}(M(v)^{-1}dv)$ . Hence we have
$f_{1}=M \sum_{i=0}^{4}\chi_{i}t_{i}(t,\underline{x})\equiv M(\frac{\hat{r}}{\rho+}+\frac{u\cdot v}{T_{+}}+\hat{\theta}\frac{v^{2}-3T_{+}}{2T_{+}^{2}})$ . (3.10)
The functions $t_{i}(t, \underline{x})and/or\hat{r},$ $u,\hat{\theta}$ will satisfy equations to be determined. To write the
conditions for $f_{n}$ we decompose them in a part $B_{n}$ , representing the bulk corrections, and
boundary layer corrections $b_{n}^{\pm}$ , sensibly different from $0$ only near the boundary. $B_{n}$ have
to satisfy for $n=2,$ $\cdots 5$
$\partial_{t}B_{n-2}+v\cdot\nabla B_{n-1}+G\cdot\nabla_{v}B_{n-2}=2Q(M, B_{n})+\sum_{i+j=n}Q(B_{i}, B_{j})$ (3.11)
where $B_{0}\equiv M$ and $B_{1}\equiv f_{1}$ . The boundary layer terms are obtained scaling back to
microscopic coordinates around $z=\pm 1$ . Denoting $z^{\pm}=\epsilon^{-1}(1\mp z)$ so that $z^{\pm}\in[0,2_{\vee^{-1}}^{c}]$ ,
the boundary layer corrections relative to the wall $z=\pm 1,$ $b_{n}^{\pm}$ , have to satisfy, for $n=$
2. . . 5,
$\partial_{t}b_{n-2}^{\pm}+v_{z}\frac{\partial b_{n}^{\pm}}{\partial z\pm}+\hat{v}\cdot\hat{\nabla}b_{n+1}^{\pm}+G\cdot\nabla_{v}b_{n-2}^{\pm}=$
$\mathcal{L}b_{n}^{\pm}+\sum_{ji^{ij\geq}\dotplus=^{1}n}[2Q(B_{i}, b_{j}^{\pm})+Q(b_{i}^{\pm}, b_{j}^{\pm})+Q(b_{i}^{\mp}, b_{j}^{\mp})]$
, (3.12)
where we put $b_{0}^{\pm}=b_{1}^{\pm}=0$ and $\hat{v}=(v_{x}, v_{y}),\hat{\nabla}=(\partial_{x}, \partial_{y})$ . Finally the weakly nonlinear
equation for the remainder is
$\partial_{t}R+v\cdot\nabla R+G\cdot\nabla_{v}R=\frac{1}{\epsilon^{2}}\mathcal{L}R+\frac{1}{\epsilon}\mathcal{L}^{(1)}R+\mathcal{L}^{(2)}R+\epsilon Q(R, R)+6A$ (3.13)
with
$\mathcal{L}^{(1)}R=2Q(fi, R)$ , $\mathcal{L}^{(2)}R=2Q(\sum_{n=2}^{5}\epsilon^{n-2}f_{n}, R)$ (3.14)
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The boundary conditions for these equations have to be chosen in such a way to satisfy
$(3.3)-(3.6)$ for $f^{\epsilon}$ . We are interested in the case $T_{-}>\tau_{+}$ . Since $T_{-}=T_{+}(1+2\epsilon\lambda)$ it is
easy to satisfy (3.3) and (3.4) up to the first order in $\epsilon$ , because $M$ is already a Maxwellian
and temperature and velocity field are chosen to fit with $\overline{M}\pm\cdot$ The density only has to be
adjusted. From the second order on we have to use boundary layer terms to fit boundary
conditions. In fact, as we will see later, $B_{n},$ $n\geq 2$ do not reduce to $\alpha_{n}^{\pm}\overline{M}\pm\cdot$ The idea is
to introduce at one of the boundaries, say $z=1$ , the correction $b_{2}^{+}$ to so that $B_{2}+b_{2}^{+}$ is
proportional to $\overline{jM}+forv_{z}<0$ . On the other hand, the same has to be done in $z=-1$
and $f_{2}$ is modified by $b_{2}^{-}$ also. This changes again $f_{2}$ in $z=1$ by non Maxwellian terms.
However, since $b_{2}^{-}$ decays exponentially fast, the modification is exponentially small in $\epsilon^{-1}$ .
Therefore we impose to the $f_{n}$ the following boundary conditions:
$f_{n}(t, x, y, -1, v)=\alpha_{n}^{-}\overline{M}_{-}(v)+\gamma_{n,\epsilon}^{-}(v)$ , $u_{z}>0,$ $t>0$
$f_{n}(t, x, y, 1, v)=\alpha^{+_{l}}\overline{M}_{+}(v)+\gamma_{n^{r}}^{+},\vee(v)$ , $v_{z}<0,$ $t>0$ (3.16)
with the functions $\gamma_{n,\epsilon}^{\pm}(v)$ exponentially small in $\epsilon^{-1}$ a,nd such that $\langle\gamma_{n,\epsilon}^{\pm}v_{z}\rangle=0$ , to be
specified later. Moreover
$\alpha_{n}^{\pm}=\pm\int_{v_{z}0}$ $v_{z}f_{n}(t, x, y, \pm 1, v)dv$ (3.17)
Finally, to fulfil (3.3) and (3.4) we impose the following conditions on $R$ :
$R(t, x, y, -1, v)= \alpha_{R}^{-}\overline{M}_{-}(v)-\sum_{n=2}^{5}\epsilon^{n-3}\gamma_{n,\epsilon}^{-}$ $v_{z}>0,$ $t>0$ (3.18)
$R(t, x, y, 1, v)= \alpha_{R}^{+}\overline{M}_{+}(v)-\sum_{n=2}^{5}\epsilon^{n-3}\gamma_{n,\epsilon}^{+}$ $v_{z}<0,$ $t>0$ (3.19)
The initial conditions for $R$ ( $O$ ,:, v) are chosen to be $R(O,\underline{x}, v)=0,$ $z\neq\pm 1$ for simplicity.
The initial values for the $f_{n}’ s$ are partly determined by the procedure below, so that only
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their hydrodynamical part can be assigned. To remove such restrictions one has to include
an initial layer analysis, which we skip to make the presentation shorter.
The equations for the $f_{n}$ are coupled in a complicated way and have to be solved
in the proper sequence, which we now outline. The hydrodynamical part of the bulk
terms is determined by the solvability conditions for (3.11), that we get multiplying (3.11)
by $\chi_{i},$ $i=0\ldots 4$ , integrating on velocity and using the fact that $\langle Q(f,g)\chi_{i}\rangle=0$ . The
solvability condition for (3.11) with $n=2$ is
$\langle\chi_{i}[v\cdot\nabla f_{1}+G\cdot\nabla_{v}M]\rangle=0$ , (3.20)
because the Maxwellian $M$ does not depend on $x$ and $t$ . This is equivalent to
$divu=0$ , $\rho+\nabla\hat{\theta}+T_{+}\nabla\hat{r}=p+G$ . (3.21)
The first one is the usual vanishing divergence condition. The second one becomes the
Boussinesq condition (2.10), when one defines $\theta=\hat{\theta}-\lambda(1-z)T+andr=\hat{r}-\rho+(g/\tau_{+}-$
$\lambda)(1-z)$ . Once (3.21) are satisfied, we can deduce from (3.11) with $n=2$ the following
expression for $B_{2}$ :
$B_{2}= \mathcal{L}^{-1}[v\cdot\nabla f_{1}+G\cdot\nabla_{v}M-Q(f_{1}, f_{1})]+M\sum_{i=0}^{4}\chi_{i}t_{i}^{(2)}(t,\underline{x})$ (3.22)
The solvability condition for (3.11) with $n=3$ is
$\langle\chi_{i}[\partial_{t}f_{1}+G\cdot\nabla_{v}f_{1}+v\cdot\nabla B_{2}]\rangle=0$, (3.23)
and this produces the equations for $u$ and $\theta$ . Let us fix $i=1,2,3$ in (3.23). Then the first
term gives the time derivative of $p+u$ . The last one reduces to $-G\hat{r}$ integrating by pa,rts.
Finally we write
$\langle v\otimes vB_{2}\rangle=\langle[v\otimes v-\frac{v^{2}}{3}]B_{2}\rangle+\langle\frac{v^{2}}{3}B_{2}\rangle$
The first term has been computed for exa.mple in [17] and gives rise to the dissipative term
and the tra.nsport term in the equation (2.12), while the second one is the second order
correction to the pressure $P_{2}$ . The result is
$p+(\partial_{t}u+u\cdot\nabla u)=\iota/\triangle u-\nabla P_{2}+Gr$ .
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Using the Boussinesq condition, the definitions of $r$ and $\theta$ and the rela.tion between $P_{2}$ and
$\tilde{P}_{2}$ of section 2, we find (2.12) as in section 2, with $\nu$ given by
$\iota’=\langle(v\otimes v-\frac{v^{2}}{3})\mathcal{L}^{-1}[M(v\otimes v-\frac{v^{2}}{3})]\}$ .
To get the equation for the temperature, it is convenient to replace in (3.23) $\chi_{4}$ by
$\hat{\chi}_{4}=\frac{1}{2}[v^{2}-5T_{+})]$ . An easy computation using the Boussinesq condition provides:
$\{\frac{1}{2}[v^{2}-5T_{+})]f_{1})=\frac{5}{2}p_{+}[\theta-z(\frac{2}{5}g-\lambda T_{+})]+const.$ ,
$\langle\frac{1}{2}[v^{2}-5T_{+})G\cdot\nabla_{v}f_{1}\rangle=\rho+u_{z}g$ ,
$\langle v\frac{1}{2}[v^{2}-5T_{+})]B_{2}\rangle=-\kappa\nabla\theta+\frac{5}{2}p+u(\theta+\lambda T_{+}(1-z))$ .
Collecting above results together we get (2.13) with $\kappa$ given by
$\kappa=\langle v\frac{1}{2}(v^{2}-5T_{+})\mathcal{L}^{-1}[Mv\frac{1}{2}(v^{2}-5T_{+})]\}$ . (3.24)
Finally, eq (3.23) with $i=0$ gives
$\partial_{t}r=div\underline{t}^{()}\underline{o}$ $\underline{t}^{(2)}=(t_{1}^{(2)}, t_{2}^{(2)}, t_{3}^{(2)})$. (3.25)
Summa.rizing, so fa.$r$ we have shown that, given a solution $u,p,$ $\theta$ of OBE (2.8), (2.12)
and (2.13), the coefficients $t_{i}$ entering in the definition of $f_{1}$ a.re determined. Therefore,
once initial and boundary conditions for OBE are specified, $f_{1}$ is completely determined
as function of $(t,\underline{x}, v)$ .
On the other hand the hydrodynamic part of $B_{2}$ is not yet determined, but, by (3.25),
$div\underline{t}^{(2)}$ is determined in terms of $r$ . Moreover, a combination of $t_{0}^{(2)}$ and $t_{4}^{(2)}$ contributes
to the pressure $p$ which is determined by the OBE, so that these parameters are not
independent.
The non-hydrodyna.mic pa,rt of $B_{2}$ depends on the derivatives of $r,$ $u,$ $\theta$ which are in gen-
eral different from zero on the boundaries. Therefore $B_{2}$ violates the boundary conditions
a,nd we need to introduce $b_{2}^{\pm}$ to adjust the boundary conditions. We choose $b_{2}^{-}$ solving for
any $t>0$ the Milne problem
$v_{z} \frac{\partial}{\partial_{z}}h=\mathcal{L}h$ , $\{v_{z}h\rangle$ $=0$
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with bounda,ry condition (in $z^{-}=0$ ) given prescribing the incoming flux as the opposite
of the non hydrodynamic part of $B_{2}$ in $z=-1$ . Well known results [18], [19] tell us that
the solution approaches, as $z^{-}arrow\infty$ a function $q_{\sim^{)}}^{-}$ in $Nul1\mathcal{L}$ . Thus $b_{2}^{-}=h-q_{2}^{-}$ will go
to zero at infinity exponentially in $z^{-}$ and will be the boundary layer correction we are
looking for.
In conclusion, in $z=-1$
$f_{2}(t, x, y, , -1, v)=t^{(2)}(t, x, y, -1)+b_{2}^{+}(t, x, y, 2\epsilon^{-1})-q_{2}^{-},$ $v_{z}>0,$ $t>0$
Since $t^{(2)}$ can be chosen arbitrarily on the boundaries we use it to compensate $q_{2}^{-}$ . To satisfy
the impermeability conditions we have to choose on the boundaries $t_{3}^{(2)}=0$ . The coeffi-
cients of the hydrodynamic part of $B_{2}$ for $i\neq 0$ will be determined by the compatibility
condition for $n=3$ that are the time-dependent non-homogeneous Stokes equations (linear
second order differential equations) on a slab, together with the $b$ . $c$ . $t_{i}^{(2)}=q_{2i}^{-},$ $i=1,2,4$ .
Then $t_{0}^{(2)}$ is found up to a costant that is chosen so that the total mass associated to $f_{2}$
vanishes. Finally we get
$f_{2}(t, x, y, \pm 1, v_{z}0 )=\alpha_{2}^{\pm}ilf\pm+\gamma_{2\epsilon}^{\pm_{)}}$ , $\alpha_{2}^{\pm}=t_{0}^{(2)}(x, y, \pm 1)-q_{2}^{(\pm)}(0)$
Iterating this procedure it is possible to find all $f_{n}$ .
$i$ From the rigorous point of view, there are several results for the case $\partial\Omega=\emptyset$ and
$G=0$ . In fact, in [5] it has been proved that for $\Omega=d$ if $t_{0}>0$ is such that there
is an unique solution to the incompressible Navier-Stokes equation (INS) with finite $H_{s}$
norm for $s$ la.rge enough, then there is a solution to the Boltzmann equation of the form
(3.8) with $R$ bounded in the $L_{\infty}$ norm. For $\Omega=d$ and small enough initial data in [8]
it is proven the existence of the solution of the Boltzmann equation and its convergence
to the solution of the INS. In [7] it is considered the problem of the convergence of the Di
Perna Lions weak solutions of the Boltzmann equation to the Lerey-Hopf weak solutions
of the INS. The results is achieved only partially. In fact it is proven the convergence of
the solution to some limit point, but the information ava,ilable are not sufficient to show
that the limit point solves the INS and some extra compactness has to be assumed, or
obtained by suitable regularizations like discretization of the time variable.
160
In presence of the boundary, but still with $G=0$ , at least in the case of the slab, a
result simila.$r$ to the one in [5] can be obtained along the lines indicated above, combined
with the method of dealing with the boundary layer correction presented in the papers
[20], [21]. More general domains require a more accurate analysis of the boundary layer
corrections.
The case $G\neq 0$ in the slab presents a new difficulty. In fact, the Milne problem for
$b_{4}^{\pm},$ $b_{5}^{\pm}$ , eq.s (3.12) for $n=4,5$ , involves the derivatives with respect to $v$ of the boundary
layer term of $b_{2}^{\pm}$ , which appear as a source term. Therefore when solving (3.12), $n=2$ ,
we need good properties of the v-derivative to apply the theorems and conclude about the
exponential decay of $b_{2}^{\pm}$ . Moreover v-derivatives appear also in the term $A$ in the equation
for the remainder, so that we need to control v-derivatives of $b_{n}^{\pm}$ for all $n$ . At the moment
we don’t know how to get this result. From the physical point of view, what happens is
the following [22]: in the free case (no collisions) the solution is discontinuous in velocity
on the boundary. This discontinuity propagates in the gas and molecular collisions can
attenuate it. Then the problem is how this discontinuity can propagate when collisions
are present. Heuristic arguments show that if the boundary is convex, the discontinuity,
propaga,ting along the characteristics, enters the gas. On the other hand, if the body is
concave the characteristic is tangent to the boundary and the effect does not appear in
the gas. The case we are considering (parallel planes) is borderline and what is expected
is that the discontinuity travel along the boundary without entering the fluid.
Note that, if the force is parallel to the plates, such a difficulty does not appear because
there is no $di$ scontinuity in the velocities $v_{x}$ and $v_{y}$ . Actually a constant force parallel to
the plates cannot be derived from a potential and hence it is not possible to compensate it
by a pressure term. Therefore modifica.tions of the hydrodyna.mical fields appear already a.t
the zero order in $\epsilon$ , corresponding to compressible contributions. The stationary solutions
in this case have been considered in [20] and [21], to which we refer for details. The
incompressible flow is obtained instead by scaling the force as $6^{3}$
To avoid the previous difficulty we modify the boundary conditions, introducing what
we call bulk boundary conditions (see below). This allows to separate the difficulties of
the boundary layer from the difficulty in the bulk and show that the expansion is correct
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at lea,st in the bulk as $\vee carrow 0$ . The result is achieved by proving $L_{\infty}$ estimates for the
remainder. In this way we will get a rigorous proof of the hydrodynamic Boussinesq
behavior in the bulk.
We consider the following modified boundary value problem: find a solution to the
Boltzmann equation (3.1), with (3.3) and (3.4) replaced by the bulk boundary conditions
$f(t, x, y, -1, v)= \alpha_{-}\overline{M}_{-}(v)-\sum_{n=2}^{5}\epsilon^{n}h(t, x, y, -1, v)$ $v_{z}>0,$ $t>0$
$f(t, x, y, +1, v)= \alpha_{+}\overline{M}_{+}(v)-\sum_{n=2}^{5}6^{n}f_{n}(t, x, y, +1, v)$ $v_{z}<0,$ $t>0$ ,
(3.26)
with
{ $f_{n}(t, x, y, \pm 1, v)\chi_{i}(v)\rangle$ $=0$ for $n=2,$ $\ldots$ , 5 and $i=1,$ $\ldots,$ $4$ .
$\alpha\pm ha.ve$ still the meaning of outgoing fluxes of mass, if we require { $v_{z}f_{n}\rangle$ $=0$ . In this way
the solution is required to match a Maxwellian only up to the first order in $\epsilon$ , while the
higher order terms are such that their non hydrodynamical part is fixed on the boundary
by the bulk expansion, and they do not contribute to the velocity field and temperature at
the boundary. This situation can be seen as the one produced by imaginary walls in the
fluid, on which one fixes in some way the hydrodynamical fields, while for the rest they
behave as part of the bulk. This is the rea.son why we call it bulk bounda.ry condition.
With these boundary conditions it is possible to get a rigorous proof of the existence
of the solution and its convergence a,s $\epsilonarrow 0$ to the solution of OBE. The proof will be
presented elsewhere. The first step is the following
Proposition 3.1. Suppose that the$re$ is $t_{0}>0$ such that $p(t),$ $\theta(t)$ a $ndu(t)$ are smooth
$so1_{11}tions$ of $OBE$, wi th $||\nabla u(t)||_{H},$ $+||\nabla\theta(t)||_{H}$ . $\leq q$ for sufficie$l1tly$ large $s$ an $dt\leq t_{0}$ .
Then it is possible to determ$ine$ functions $f_{n},$ $n=2,$ $\ldots,$ $5$ satisfying, $for0<t\leq t_{0}$ ,
equation (3.11) an $d$ the $con$ dition$s$




Moreover, for any $\ell\geq 3$ there is a constan $tc$ such that:
$|f_{n}|_{\ell,h}<cq$ (3.30)
$|A|_{1,h}<cq$ , (3.31)
for $h\leq 1/(4T_{+})$ . He$re$
$|f|_{l,h}=$ $\sup$ $\sup(1+|v|)^{f}\exp[hv^{2}]|f(y, v)|$ (3.32)
$\underline{x}\epsilon^{2}\cross[-1,1]v\epsilon^{3}$
To complete the construction of a solution to BE, we have to show that the remainder
is bounded in norm . $|_{l,h}$ . The remainder has to satisfy (3.13) and the conditions
$R(t, x, y, \pm 1, v)=\alpha_{R}^{\pm}\overline{M}\pm$ , for $t>0$ ; $R(O,\underline{x}, v)=0$ . (3.33)
Moreover $R$ has to satisfy
$\langle v_{z}R\rangle=0$ in $z=\pm 1$ (3.34)
that implies $\alpha_{R}^{\pm}=\pm\int_{v_{x}0}$ $v_{z}R(t, \pm 1, v)dv$ . To construct the solution of (3.13),(3.33), we
first deal with the following linear initial boundary value problem: given $D$ on $2\cross[-1,1]\cross$
$3$ find $R$ such that
$\partial_{t}R+\epsilon^{-1}v\cdot\nabla+G\cdot\nabla_{v}R=\vee^{-2}c\mathcal{L}R+\epsilon^{-1}\mathcal{L}^{1}R+\mathcal{L}^{2}R+D$ , (3.35)
Once one obtains good estimates for the solution of this linear problem, the non linear
problem is solved by simple Banach fixed point arguments, for small $q$ a.nd $\epsilon$ . Namely, we
can prove the following
Proposition 3.2. Th $ere$ a,re $\epsilon_{0}$ , an $dq_{0}$ such that, if $\epsilon<6_{0}$ an $dq<q_{0}$ , for $0<t\leq t_{0}$
the$re$ is a unique $so1$ ution to the initi$al$ boundary $val$ ue proble$m(3.13),$ $(3.33)$ verifying the
followin$g$ : for an$y$ positi $ve$ in tege$r\ell$ there is a constant $c>0$ such that
$|R|t,h\leq ce^{ct_{0}}\epsilon^{\frac{1}{2}}|A|\ell,h$ (3.36)
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for any $h\leq 1/(4T_{+})$ .
This allows to conclude the existence of the solution $f^{\epsilon}$ and its convergence to the
solution of the OBE in the norm (3.32).
Remark: In the case $G=0$ the bulk boundary conditions may be replaced by the true
boundary conditions and the result is still true.
We conclude by remarking that the main question to solve for the Benard problem is
about the existence, sta.bility and attractivity of sta.tionary solutions of the boundary value
problem. Unfortunately we have not so much to say about that. We can only state the
following proposition about the existence of stationary solutions.
Proposition 3.3. Let $\lambda/I_{s}$ be the Maxwellian with parameters $\rho_{s},$ $T_{s}$ an $d$ vanishing mean
velocity. $Tl\iota$ en there are $\lambda_{0}>0$ a,n $d_{6_{0}}>0$ such that, if $\lambda<\lambda_{0}$ an $d\epsilon<\epsilon_{0}$ , there is a
station $ary$ solution to $t1_{1}e$ bulk boun $d$ary $v$alue problem of the form (3.8).
We note explicitly that the condition on $\lambda$ corresponds to assume small Rayleigh number,
so that at hydrodynamical level there isjust the purely conductive solution. At the moment
we have no results for the convective solutions which should appear for larger values of
the Rayleigh number. The proof follows by argument similar to the ones presented in [20],
[21] to which we refer for more details.
4. MICROSCOPIC DESCRIPTION.
A system of ma.ny interacting particles, moving a,ccording to the Newton equations of
motion, can be described on a space scale much larger than the typical microscopic scale
(say the range of the interaction) in terms of density, velocity and temperature fields,
satisfying hydrodynamic equations. In fact, on the macroscopic scale the quantities which
are locally conserved (slow modes) play a major role in the motion of the fluid. The
derivation of the Euler equations is based on the assumption of local equilibrium. On
times of order $\epsilon^{-1}$ , the system is expected to be described approximately by a local Gibbs
measure, with parameters (the hydrodynamical fields) varying on regions of order $6^{1},$
if 6 is a scale parameter. The local equilibrium assumption implies that the parameters
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of the local Gibbs measure sa.tisfy the Euler equations [23], [24]. The microscopic locally
conserved quantities converge, a.s $6arrow 0$ , by a law of large numbers, to the macroscopic
fields. To ma.ke this correct, the many particles Hamiltonian system must have good
dynamical mixing properties to approach and stay in a state close to the local equilibrium.
At the moment it is not understood how to provide such properties. Therefore the only
rigorous results are obtained by adding some noise to the Hamiltonian evolution [2] (see
[25] for a review on the rigorous results for stocha.stic systems).
As we have explained in the previous Sections, to get the viscous terms, times of order
$\epsilon^{-2}$ have to be considered. In [9] we gave a formal derivation of the INS from a Hamiltonian
pa.rticles system under the pa.rabolic rescaling, in the low Ma.ch number regime.
One of the main ingredients is the assumption that the non-equilibrium density on the
phase space $F^{\epsilon}$ can be expressed as a truncated series in the parameter 6, inspired by the
Hilbert-Chapmann-Enskog expansion for the solution of the rescaled Boltzmann equation
(see previous section for more extensive discussion of this subject). Using this expansion
we can get the equa,tions for the non-equilibrium expectation of the locally conserved
observables, which are at least formaly meaningful in the limit $6arrow 0$ .
We consider a system of $N$ identical particles of mass 1 in $\Omega^{(\epsilon)}=6^{-12}\cross[-\epsilon^{-1}, \epsilon^{-1}]$ ,
interacting through a pair central potential $V$ of finite range. Moreover the system is
subject to an external force of order $\epsilon^{2}$ coming from a potential $h$ . After rescaling space
as $6^{-1}$ and time as $\epsilon^{-2}$ the Newton equations become
$\frac{dx_{i}}{dt}(t)=6^{-1}v_{i}(t)$ (4.1)
$\frac{dv_{i}}{dt}(t)=-\epsilon^{-2}\sum_{i\neq j}\nabla V(6^{-1}(x_{i}-x_{j}))-\sum_{i}\nabla h(x_{i})$ . (4.2)
In (4.2) we used the convention that $\nabla$ denotes always the differentiation with respect to
the argument of the function to which it is applied. So the first one means differentiation of
$V$ with respect to the microscopic variable $\xi$ which is put equal to $\epsilon^{-1}(x_{i}-x_{j})$ afterwards,
while the second one denotes differentiation with respect to $x_{i}$ .
To complete the description of the microscopic motion we have to specify what hap-
pens when a particle hits the boundary. We assume periodic boundary conditions on the
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boundaries $x=\pm\epsilon^{-1},$ $y=\pm 6^{-1}$ On the other side, when a particle hits the boundaries
$z=\pm 1$ in a point $(\overline{x},\overline{y}, \pm 1)$ with velocity $v,$ $v_{z}$ $0$ , it is diffusely reflected, namely it is
reflected in the same point with velocity $v$ ‘ (such that $v_{z}’$ $0$ ) chosen at random, with
distribution density $\Phi(v’)$ proportional to $|v_{z}’|\exp-(v’)^{2}/\tau_{\pm}$ . In this way the trajectory of
the system of $n$ particles in the phase space is a stochastic process sampled by the initial
conditions and the ra.ndom choice of the outgoing velocities of the particles hitting the
boundary. For fixed $N$ this stochastic process can be shown to be well defined for almost
al initial data with respect to the Liouville measure and almost all the outgoing velocities
with respect to $\Phi(v$ ‘ $)$ . This follows along the same lines of [26] where elastic reflection is
considered. The number of particles $N$ is assumed to be of order $6^{-3}$ to keep the density
finite. This has to be compared with the kinetic description given by the Grad-Boltzmann
limit $(N\sim\epsilon^{-2})$ , which becomes correct in the limit of vanishing density. The total number
of particles, the three components of the total momentum and the total energy are the
conserved quantities. We construct the corresponding empirical fields:
$er?z$pirical density
$\sim\sim^{0}(x)=\epsilon^{3}\sum_{i}\delta(x_{i}-x)$ (4.3)
empirical velocity field density
$z^{\alpha}(x)= 6^{3}\sum_{i}v_{i}^{\alpha}\delta(x_{i}-x)$ , $\alpha=1,$ $\ldots,$ $3$ (4.4)
empirical energy density
$z^{4}(x)=c^{3} \sum_{i}\frac{1}{2}[v_{i^{\sim^{)}}}+\epsilon 2h(x_{i})+\sum_{j\neq i}V(6^{-1}|x_{i}-x_{j}|)]\delta(x_{i}-x)$ (4.5)
We will write $al$ so
$z^{\mu}(x)= \epsilon^{3}\sum_{i}\delta(x_{i}-x)z_{i^{\mu}}$ (4.6)
with $z_{i}^{0}=1;z_{i}^{(y}=v_{i^{\alpha}},$ $\alpha=1,$ $\ldots$ , 3; $z_{i}^{4}= \frac{1}{2}[v_{i}^{2}+\sum_{i\neq j}V(6^{-1}|x_{i}-x_{j}|)+2\epsilon h(x_{i})]$ . The
generalized functions $z^{\alpha}$ on the phase space are expected to be approxima.ted, to the lowest
order in $\vee c$ by the macroscopic hydrodynamic fields, in the sense that, with probability 1,
for any smooth function $f$ , we have
$\int dxz(x)f(x)=\int dxb(x)f(x)+o(1)$ (4.7)
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where $o(1)$ denotes a quantity going to $0$ a.s $\epsilonarrow 0,$ $z=\{z^{\alpha}\}$ and $b=\{\rho, U, e\}$ , the
ma.croscopic density, velocity field and energy respectively. The empirical fields satisfy the
following local conservation laws, which are obtained differentiating $z^{\alpha}(x, t)$ with respect
to the time and using the Newton equations:
$\frac{\partial}{\partial t}\int dxf(x)z^{\beta}(x)=\epsilon^{-1}\int dx\sum_{k=1}^{3}\frac{\partial f}{\partial x^{k}}w^{\beta k}(x)+O(\epsilon)$ (4.8)
where $w^{\beta k},$ $\beta=0,$ $\ldots,$ $4;k=1,$ $\ldots,$ $3$ are the currents associa.ted to the fields $z^{\beta}$ and are
explicitly given by
$w^{0k}(x)= \epsilon^{3}\sum_{i}\delta(x_{i}-x)v_{i^{k}}$ (4.9)
$w^{\beta k}(x)= \epsilon^{3}\sum_{i}\delta(x_{i}-x)\{v_{i}^{\beta}v_{i^{k}}+\frac{1}{2}\sum_{j}\Psi^{\beta k}(\epsilon^{-1}(x_{i}-x_{j}))+\epsilon h(x_{i})\}$ , $\beta=1,$ $\ldots$ , 3 (4.10)
$w^{4k}(x)= \epsilon^{3}\sum_{i}\{v_{i^{k}}z_{i^{4}}+[\frac{1}{2}\sum_{\gamma j)}\Psi^{\gamma k}(\epsilon^{-1}(x_{i}-x_{j}))+\epsilon h(x_{i})]\frac{1}{2}[v_{i}^{\gamma}+v_{j}^{\gamma}]\}$ (4.11)
where $\Psi^{\gamma k}(\xi)=-\nabla_{\beta}V(\xi)\xi^{\gamma}$ . We put also $w^{\beta k}(x)= 6^{3}\sum_{i}\delta(x_{i}-x)w_{i}^{\beta k}$
$z^{\alpha}(x)$ are a.pproximate integrals of the motion in the sense that $\mathcal{L}[\epsilon^{3}\sum_{i}f(6\xi_{i})z_{i}^{\alpha}]=0(\epsilon)$ ,
where $\mathcal{L}$ is the Liouville operator and $\xi_{i}=\epsilon^{-1}x_{i}$ a,re the microscopic coordinates. The
local equilibrium distribution on the phase space (in microscopic variables) is $G=$
$Z^{-1} \exp\sum_{i}\sum_{\alpha=0i}^{4}\lambda^{\alpha}(\epsilon\xi_{i})\approx^{\alpha}$ , with $Z$ the normalization factor, a.nd satisfies $\mathcal{L}G=0(\epsilon)$ .
We need ergodic properties of the Liouville operator in order that the system approaches
and stays in a state close to the local equilibrium. We a.ssume the following property for
the Liouville operator:
local ergodicity: the spctce of the invariant observables for the microscopic dynamics re-
duces to the locally conserved quantities, mass, momentunz and energy.
We look for a solution to the rescaled Liouville equa.tion
$\frac{\partial F_{\epsilon}}{\partial t}=\epsilon^{-2}\mathcal{L}^{\star}F_{\epsilon}$ (4.12)
where $\mathcal{L}^{\star}$ is the adjoint, w.r. $t$ . the Liouville measure, of $\mathcal{L}$ , formally given by $\mathcal{L}^{\star}=-\mathcal{L}$ .
Writing $F_{\epsilon}$ as a series in $\epsilon,$ $F_{\epsilon}= \sum_{n}\epsilon^{n}F^{n}$ , and substituting it in (4.12) we would get the
diverging terms $6^{-2}\mathcal{L}^{\star}F_{0}$ and $\epsilon^{-1}\mathcal{L}^{\star}F_{1}$ . Therefore we are forced to put $\mathcal{L}^{\star}F_{0}=0$ , hence
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$F_{0}$ ha,s to be the global equilibrium. Moreover $\epsilon^{-1}\mathcal{L}^{\star}F_{1}$ is not divergent if $\mathcal{L}^{\star}F_{1}=0(\epsilon)$ .
By the local erdocity a.ssumption, this means that the term of order $\epsilon$ has to be a function
only of the empirical fields.
To single out the non-hydrodynamic contribution to $F_{\epsilon}$ let us write $F_{\epsilon}$ as a part which
is Gibbsian with pa.rameters slowly depending on the microscopic variables and depending




; $\lambda_{\epsilon}^{\mu}(x, t)=\sum_{n=0}^{\infty}\epsilon^{n}\lambda_{n}^{\mu}(x_{i}, t)$ ; $\lambda_{0}^{\mu}=$ const. (4.14)
$G_{0}$ is the zero order term in the expansion, the global equilibrium. In this way we have
included all the hydrodyna.mic terms in $G_{\epsilon}$ and we can assume that in $R_{\epsilon}$ there are no
terms which are combinations of the invaria.nt quantities $z^{\alpha}$ with coefficients depending on
the macroscopic variables, since these terms are already present in $G_{\epsilon}$ .
We put
$R_{\epsilon}(t)=R(t)+O(6)$ (4.15)
In [9] it is shown that $R$ can be determined as solution to the equa,tion:
$\int_{0}^{t}[\mathcal{L}^{\star}R-\sum_{i}\sum_{\gamma\mu)}\frac{\partial\lambda_{1}^{\mu}}{\partial x_{i}^{\gamma}}(x_{i}, s)w_{i}^{\mu\gamma}]=0$ (4.16)
If we assume that there exists a solution $R(t)$ to (4.16), then $R$ is expressed in terms
of the empirical fields as $\mathcal{L}^{\star}-1\sum_{i}\sum_{\mu,\gamma}\frac{\partial\lambda_{1}^{\mu}}{\partial x_{i}^{\gamma}}(x_{i}, t)w_{i}^{\mu\gamma}$ . In this way, by inserting (4.13) in
the conserva.tion laws avera.ged with respect to $F_{\epsilon}$ , we can get closed equations for the
empirical fields up to order $\epsilon$ . In [9], for the case $h=0$ , it has been possible to derive the
incompressible Navier-Stokes equa,tions under above a.ssumptions.
We specialize now to the ca.se of the gravity, nalnely $h(x)=-G\cdot\underline{\prime.\iota\cdot}$ with $G=(0,0, -g)$ .
We ma.ke the same assumptions as before on the Liouville operator and assume expression
(4.13) for $F^{\epsilon}$ By the procedure in [9], we get the OBE, the only difference being tha.$t$ we
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have to compute also the terms involving the force. As an example, we show how to get
the Boussinesq condition. By the conservation laws (4.8) for $\beta=1\ldots 3$ , averaged versus
$F^{\epsilon}$ , integra.ting on time we get
$\int dxf(x)[p_{\epsilon_{\vee}}u_{c}(x, t)-p_{\epsilon}u_{\epsilon}(x, 0)]=\int_{0}^{t}ds\int dx\frac{\partial f}{\partial_{x^{k}}}(x)\langle\epsilon^{-1}w^{\beta k}\}_{F}$ .
where $\rho_{\epsilon}u_{\epsilon}^{\alpha}=<z^{o}>F_{r}$ . In the limit $\epsilonarrow 0$ the l.h. $s$ . vanishes. On the other hand
$\vee^{-1}c\langle w^{\beta k}\rangle_{F_{e}}=6^{-1}\langle w^{\beta k}\rangle_{G}$ . $+_{\vee}c\langle w^{\beta k}R_{\epsilon}\rangle$
We decompose $w^{\beta k}$ as
$w_{c^{\beta k}}=$ iz $i\beta k+\epsilon^{2}u^{k}(x_{i})u^{\beta}(x_{i})+\epsilon u^{k}(x_{i})\tilde{v}_{i}^{\beta}+\epsilon u^{\beta}(x_{i})\tilde{v}_{i^{k}}+\epsilon h(x_{i})$
For the symmetry of the mea.sure $G_{\epsilon}$ we have $\langle\tilde{w}^{\beta k}(x)\rangle_{G}$ . $=O(6^{4})$ , if $k\neq\beta$ . The average
of $\tilde{w}^{\beta\beta},$ $\beta=1,$ $\ldots,$ $d$ , with respect the local Gibbs state $G_{\epsilon}$ is, by the virial theorem [25],
the thermodyna.mic pressure $P_{\epsilon}$ in the state $G_{\epsilon}$ . Since $h=-G.$ & we get
$\epsilon^{-1}\int dxf(x)\nabla[P^{\epsilon}(x, s)_{\vee}-Cp_{+}G\cdot ;]$ $=O(6)$ (4.17)
Since $P^{\epsilon}$ is a function of the thermodynamic parameters $\lambda_{\epsilon}$ , we can expand it in series of
$\epsilon$ as $\sum_{k}\epsilon^{k}P_{k}$ , where $P_{k}= \frac{d^{k}P^{\epsilon}}{d\epsilon^{k}}|_{\epsilon=0}$ We have that $P_{0}$ is constant since it is a function of
the constants $\lambda_{0}^{0}$ a.nd $\lambda_{0}^{4}$ , while $P_{1}= \sum_{\mu=0^{\frac{\partial P^{\epsilon}}{\partial\lambda_{\epsilon}^{\mu}}}}^{4}|_{\epsilon=0}\lambda_{1}^{\mu}$. In order to fulfil (4.17) for any test
function $f,$ $P_{1}-\rho+G\cdot\underline{x}$ has to be constant in the limit. Reca,lling the notations of Sect.
2, where $P_{s}$ and $T_{s}$ are the pressure and temperature solution of the stationary equations
(2.6) and $\epsilon\tilde{P}_{1}=P_{\epsilon}-P_{s}+O(\epsilon^{2})$ , we get
$\nabla\tilde{P}_{1}=0$
and the relation with the fluctuations of density and temperature $r$ and $\theta$ with respect to
the stationary profile is given by
$\tilde{P}_{1}=c_{r}r+c_{\theta}\theta=0$
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where $c_{r}= \frac{\partial P}{\partial\rho}|_{0}$ and $c_{\theta}= \frac{\partial P_{e}}{\partial T}|_{0}$ . The label $0$ here means that one has to put $\epsilon=0$
afterwards. As a consequence, the expression for the thermal expansion coefficient $\alpha$ in
(2.11) will be $\alpha=(c_{f}p)^{-1}c_{\theta}$ .
The other equations of the Boussinesq system are obtained as in [9] and we refer to that
paper for details. The transport coefficients, bulk and shear viscosity and the conductivity
are given by the usual Green-Kubo formulas. The correlations of the currents appearing
in these formulas are computed at the global equilibrium, hence the transport coefficients
are independent of $x$ and $t$ . Therefore also the assumptions that these coefficients are
independent of the temperaturein the Boussinesq approximationis derived in this approach
and is a consequence only of the scaling.
The rigorous proof of a.bove statements is out of the possibilities of the present knowl-
edge. Rigorous results in the direction here discussed are available for a much simpler
model, namely the simple exclusion process [10]. This is a stochastic system of particle
on the lattice interacting via an hard core force tha,$t$ prevents more than one particle per
site. Particles jump to unoccupied sites with intensity depending on the jump. The only
conserved quantity is the density. The analog of the incompressible limit in this case is
obtained considering initially deviations from the constant density profile of order $\epsilon$ . In
[10] it is proved that in space dimension bigger that 2 and for product initial states, the
deviation from the constant density stays of order $\epsilon$ at later times and it converges weakly
in probability to the solution of the viscous Burgers equation with a diffusion matrix given
by the Green-Kubo formula for this model.
Acknowledgments.
It is a pleasure to thank the Department of Information Science of the Tokyo Institute




[1] R. E. Caflisch, The fluid dynamic hmit of the nonhnear Boltzmann equation, Commun. on Pure and
Applied Math. 33 (1980), 651-666.
[2] S. Olla, S. R. S. Varadhan and H. T. Yau, Hydrodynamical hmit for a Hamiltonian system with weak
noise (to appear).
[3] A. Majda, Compressible Fluid Flow and Systems of Conservation Laws in Several Space Variables,
Springer-Verlag, New York, 1984.
[4] Y. Sone, Asymptotic theory of flow of a rarefied gas over a smooth boundary I, Trilling and Wachman,
Harefied Gas Dynamics (1969), 243-253, Academic Press, New York.
[5] A. De Masi, R. Esposito, v J. L. Lebowitz, Incompressi6le Navier-Stokes and Euler hmits of the
Boltzmann eqvation, Commun. Pure Appl. Matli. 42 (1989), 1189-1214.
[6] C. Bardos, F. Golse, D. Levermore, Fluid dynamical hmits of kinetic equations I. Formal derivations.,
Jour. Stat. Phys. 63, (1991), 323-344.
[7] –, Fluid dynamical hmits of kinetic equations $\Pi$. Convergence proof for the Boltzmann equation.
[8] C.Bardos and S.Ukai, The classical incompressible Navier-Stokes hmit of the Boltzmann equation.,
preprint (1991).
[9] R. Esposito and R. $MaI’ 1^{\cdot}a$ , On the derivation of the incompressible Navier-Stokes equation for Hamil-
tonian particle systems., J. Stat. Phys. (1993) (to appear).
[10] R. Esposito, R. MaITa and H. T. Yau, Diffusive limit of the asymmetric simple exclusion, Rew. Math.
Phys. (to appear).
[11] S. Klainerman and A. Majda, Singular hmits of quasihnear hyperbohc systems with large parame-
ters and the incompressible hmit of compress;ble fluids, Commun. $P\iota u\cdot e$ and Appl. Math. 34 (1981),
481-524.
[12] J. Boussinesq, Theorie analytiqme de la chaleur, Gauthier-Vellars, Paris, 1903.
[13] J.M. $Mi1_{1}aljan,$ A rigorous exposition of the Bomssinesq approximation apphcable to a thin layer of
fluid., Astrophys. J. 136 (1962), 1126-1133.
[14] D. D. Joseph, Stability of Fluid Motions, Springer-Verlag, Bedin, 1976.
[15] P.G. Drazin and W.H. Reid, Hydrodynamic instabihty, CaInbridge Univ. Press, CaInbridge, 1981.
[16] C. Cercignani, The Boltzmann Equation and Its Apphcations, Springer-Verlag, New York, 1988.
[17] C. Cercignani, Stokes Paradox in Kinetic Theory, Physics of fluids 11 (1968), 303-308.
[18] N. B. Maslova, Non Linear Evolution Equaiions, kinetic Approach, World scientific, Singapore, 1993.
[19] C. Bardos, R. E. Caflisch and B. NicolaeIlko, The Milne and Kramers problems for the Boltzmann
Equation of a hard sphere gas, Comin. Pure and Appl. Math. XXXIX (1986), 323-352.
[20] R. Esposito,J. L.Lebowitz and R. Marra, Hydrodynamical hmit of the Stationary Boltzmann Equation
in a Slab, $Comm\iota ul$ . Math. Phys. (1993) (to appear).
[21]–, Navier-Stokes behavior of stationary solutions of the Boltzmann Equation, in preparation.
[22] Y. Sone and S. Takata, Discontinuity of the velocity distribution function in a ,rarefied gas around
a convex body and the S layer at the bottom of the Knmdsen layer., Transp.Theory Stat. Phys. 21
(1992), 501-530.
[23] C. B. $M_{01’ 1}\cdot ey$ , On the derivat;on of the equations of hydrodynamics from statistical mechanics, Com-
mun Pure Appl. Math. 8 (1955), 279-290.
[24] A. De Masi,N. Ianiro, A. $Pellegl\dot{u}notti$ and E. Presutti, A survey of the hydrodynamical behavior of
many particle system, Studies in Statistical Mechanics XI, E.W.Montroll and J.Lebowitz (eds), North
Olland, Amsterdam.
[25] H. Spolrn, Large Scale Dynamics of Interacting Particles, Springer-Verlag, New York, 1991.
[26] C. Marchioro, A. Pellegrinotti, E. Presutti and M. Pulvirenti, On the Dynamics of particles in a
bounded region: a $meas?1re$ theoretical approach, J. Math. Phys. 17 (1976), 647-652.
