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存在もしられている.｢Xが Yを複製する｣という過程をXIYとかくと,AI A/J A′J Aの















































る.またいわゆる言語の進化に関しては,時系列生成1 観測による離散化 1 その離
散構造に基づ く生成系の修正う 時系列生成1 - といった発展の措像も考えられる
だろう.
3.4 学習と記憶
Turingは計算機械の自己組織化について ｢基本的な作用をする多くのComponentを
unsystematicに組織化していくと何が起こるか｣という問題設定の下にunorganized
machineという自己修正系のモデル13を与えた [17】.この動機は後の形態形成の研究
[19]へと継承されていくわけだが14,ここでも学習をパターン形成の問題として考察
する.
図6:アナログ機械の組織化の模式図
外界との相互作用によって時間的に構造が変化していく力学系を適当に観測したと
12並列的な対話については,素朴に発話と表情や行動の関係,あるいはアフリカのブッシュマン族の言
請 (互いに参照しあう2トラックの伝達系列を1人が同時に生成して対話する)のような例があげられる.
13LearnableBooleannetworkの一種.[17]参照.
14TuringはいわゆるTuringパターンの研究において,unorganizedmachinesという原情報処理系の
組織化 (あるいは学習),という視点で形態形成 (例えば脳組織の構造化等)をとらえていたと考えられる･
この立場からみると,その後のパターン形成に関する純粋な力学系研究は純粋な計算理論の研究と同様
にやや論点を外している,といっていいのかもしれない.この点に関しては文献 [17】と [20]に詳しい.
Turingは葉序のパターンや組織の (罪)対称性,体表の縞模様といった素朴な形態形成の問題も研究し
たが,これらの研究が人間の頭脳の働きの問題と全く無関係とは限らないという旨の書簡 ([20]参照)を
1951年に生物学者のJ.Z.Youngに宛てている.
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き,2節で論じた類の計算機械も構造を変化させ,ときには機能的に組織化されていく
ような志向性が兄いだされるかもしれない.この状態を系が ｢学習｣している様相と
考えてもよいだろう.
具体的には図6の相空間において,環境とのかかわりで頻繁にダイナミクスが通過
する領域の丑ow構造が強化され,そうでない部分の鮎W構造が抑制されていくような
動的なHebb別に類するものを考えなくてほならないかもしれない.一般には流れの
生成/消滅は必ずしも各部分系について独立に生じるわけではないので,Componentは
必ずしもモジュール的にはならないが,流れの構造的修正の結果として機能的な組織
化が観測されることがあるだろう.構造不安定な部分系ではダイナミクス全体の構造
が突然変わることもあるだろうが,むしろそういった急激な変化の可能性があること
により糸の適応能力が保持されるといってもいいだろう.非線形な動的システムはあ
る程度の環境変化に関しては大体以前と同相なダイナミクスを推持できるが,環境変
化がある限界に達すると大幅に行動様式や考え方を変えることができる,というよう
な高次の柔軟性を潜在的にもっている.
こういった観点に基づく動的学習論の構築は興味深い問題である.系の機能的階層
性を議論するためには3.2で論じた動的な記憶構造と併せて議論していく必要がある
だろう.自己修正のメカニズムをどう考えるかはまた別の問題となる.
4 おわりに
計算に限らず他の多 くの情報論的概念にも本論と同様の考察が可能であり,かつ
必要である.例えばShannonの情報理論は人間のメッセージ伝達の理論であったし
[14,11],オートマトンやニューラルネットワーク は生物や脳の組織と機能のモデル
[8,6],Chomsky言語論は人間と動物の認知構造の差異を動機として論じられており[2],
論理は人間の言語的推論とそれに伴う納得の構造の考察であり[11,Wienerのフィー
ドバック制御論は動物の適応行動の研究から導かれ [21],Morgenstem の思い描いた
ゲームの理論は人間どうしの動的なかけひさを捉えられる理論であった[9].それぞれ
当初は現実世界の認知的現象を非常にvividな視点から考察していたわけだが,こう
いったいわゆるサイバネティ′クス情報論は,今やおしなべて ｢そうであってはならな
い構造｣という批判の象徴でしかなくなってしまった15.
これらに変わるより現実味のある動的な情報論の模索は,生物や人間を理解してい
く上で重要なアプローチの一つである.非線形科学が ｢線形系以外の全領域｣という
15生物はオートマトンでない,脳はニューラルネットワークでない,コミュニケーションはShannon通
信路的な構造を持たない,言語はChomsky言語論ではとらえられない,人間はゲームで Nash解をプレ
イしない,等.ではどうなのか,という問いの考察を放棄して,これらを情報工学やオペレーションズリ
サーチ (OR)といった応用研究の一種とみることも可能だが (現在ではこちらが一般的.形式言語論はプ
ログラミング言語の開発に応用される.経済学におけるゲーム論も主にOR的な観点からしか論じられ
ていない･), 基礎概念を分析し発展させていくという態度も重要であろう.
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状況から自立できたのは,線形科学から離脱するための足場をカオスやソリトンといっ
た概念が提供してくれた為であるといってもよいのではないかと思われるが,同様に
非古典的情報論においても,足場となりうる新たな情報論的な概念を構築していく努
力が必要である.
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