ABSTRACT Estimating robust transformations based on noisy landmark correspondences is challenging and cannot be ensured to be exact. In this paper, we propose a novel sparse transformation model based on corresponding landmarks. First, we construct a new transformation model that uses compact supported radial basis functions (CSRBFs) with multiple supports, with a least-squares cost function constrained by the l 1 and l 2 norms of the elastic and affine deformation coefficients used to estimate the CSRBF coefficients. This sparse model can be used to select CSRBFs with different supports and construct a robust deformation field. Then, the relationship between the CSRBF coefficients and the bending energy of the deformation field is analyzed in a reproducing kernel Hilbert space; this bending energy is introduced into the cost function as a regularization term. The cost function is optimized by using the fast iterative shrinkagethreshold algorithm to compute coefficients in the transformation model. To demonstrate the performance of our sparse transformation model, we combine it with robust point matching to simultaneously estimate the correspondence and transformation between landmarks. Experiments on synthetic data, brain images, and cardiac images show that the transformations estimated by our sparse transformation model are robust to noised landmark correspondences, preserving registration accuracy, minimizing the bending energy of the deformation field, and preserving the topology of the deformation field.
I. INTRODUCTION
In recent decades, image registration has been applied to fields including medical image analysis, motion estimation, and computer vision. Image registration quality is directly affected by the spatial transformation model [1] , [2] . Transformation models influence registration accuracy, the smoothness of the deformation field [3] , and the meaningfulness of the deformation. Transformations based on radial basis functions (RBFs) are mainly used in image registration [4] - [7] . RBF-based transformations are weighted combinations of RBFs, in which the coefficients are adjusted to fit the displacement field of the corresponding landmarks. The key to these transformation models is to estimate the RBF coefficients under various constraints, thus mapping the remaining points in one image to the corresponding points in another.
Schemes for estimating RBF-based transformations can be divided into interpolation and approximation schemes. Interpolation schemes force corresponding landmarks in the source and target images to match exactly, and interpolate the displacements for all other points in the transformed source image. Coefficients in such transformations are estimated by solving a system of linear equations. Thin-plate splines (TPSs), which have a global support and a landmark pair influences the overall deformation result, are the most commonly used RBFs. TPSs are usually more suitable than other RBFs for image registration because they satisfy the biharmonic equation, resulting in deformation results with less bending energy. Compact-support radial basis functions (CSRBFs) have the advantage of allowing local control and adjustment of deformation fields using several landmark points. However, interpolation schemes are sensitive to uncertainty in landmark location [8] . Additionally, RBFs used in the transformation must be positive definite to guarantee the solvability of the linear equations, implying that only limited functions can be used as RBFs; for example, multiquadric function has better properties in many ways, but are not positive definite, which might lead to an ill-posed problem in the linear equations.
Approximation schemes seek a function that is best fitted to all corresponding landmarks. Various regularizations are employed to relax the landmark correspondence requirement in these schemes. Regularized TPSs proposed by Duchon [9] and Wahba [10] , such as the bending energy regularization term, endow the regularization term with the orthogonal projection of the transformation function onto a reproducing kernel Hilbert space (RKHS). Shusharina and Sharp [7] introduced bending energy as a regularization term for estimating Gaussian RBF-based transformation, achieving invertible, smooth transformations. By adding the anisotropic localization uncertainties of landmarks to the energyminimizing function, Worz and Rohr [11] derived approximating Gaussian elastic-body splines (GEBSs) to cope with landmarks' anisotropic uncertainties. Folgoc et al. [12] introduced a sparsity-inducing prior on RBF-based transformation parameters, requiring them to use few degrees of freedom. Wang et al. [13] regularized RBF-based transformation with a low-dimensional manifold term in the point matching problem to preserve the intrinsic geometry of the mapped point set of vector fields. Approximation schemes usually generate much smoother deformation fields than the interpolants; moreover, the invertibility and diffeomorphism of the deformation field can be ensured in these schemes.
However, the introduction of location errors to landmark correspondence is inevitable in RBF-based transformation estimation, so that ensuring robustness is difficult. Various regularization terms are added to RBF-based transformation coefficients to avoid the influence of landmark location errors. At present, almost all regularization terms used in the optimization model are based on the quadratic norm penalty, such as l 2 norm regularization [7] , [13] . l 2 regularization-the most common form of regularization-penalizes the squared magnitude of all parameters directly in the cost function. It intuitively penalizes peaky weight coefficients and prefers diffuse weight coefficients. When corresponding landmarks have errors, l 2 regularization model is likely to make all coefficients small and includes all landmark location errors together, which is sensitive to landmark location noise.
Compared with the l 2 norm, l 1 regularization is less sensitive to landmark outliers and is likely to set the coefficients of especially for large noisy landmarks to 0. l 1 regularization can be used to prevent overfitting the landmark correspondence and results in robust transformations. In this paper, we propose a novel sparse constrained transformation model by utilizing l 1 regularization on elastic coefficients of the proposed transformation function to properly select CSRBFs by its sparsity. Here, the CSRBFs are employed in our proposed transformations. The CSRBF supports need to be set a proper value to measure landmark influence. CSRBFs with small support can be used to deal with local image deformation, but they need to be large value to deform large regions or entire images [14] , [15] . To deal with the problem of CSRBFs support, the CSRBFs with different supports for each landmark are provided in transformation function and redundant to represent locality. By employing l 1 regularization, our transformation model can select the support of each CSRBF automatically to fit the deformation field. Moreover, l 1 tends to enforce very small elastic coefficient values to be zero. This property results in that the coefficients are less sensitive to landmark location errors. When location errors existed in some landmarks, l 1 regularization is likely to make their corresponding elastic coefficients 0, implying that these location errors will be eliminated by l 1 regularization. In other words, the elastic part of the transformation function is robust when l 1 regularization is employed.
We combine our sparse model with the robust point matching (RPM, proposed by Chui and Rangarajan [16] ), to estimate the transformation between two point sets. In this system, called l 1 -RPM, point correspondences are estimated by a soft-assign technique and the transformation between two point sets is estimated by our sparse model. Our l 1 -RPM method registers images automatically, which is efficient to validates the performance of the proposed optimization model in image registration.
A preliminary version of this work published in [17] just constructs a linear system and uses l 1 regularization to solve the single support CSRBF-based transformation problem. In this paper, we focus on CSRBF-based transformation with multi supports and present an novel optimization model for estimating nonrigid transformations. To our knowledge, this is the first work to address CSRBF-based transformation using multi-supports. Furthermore, using the reproducing kernel Hilbert space by the CSRBFs to analyze the bending energy, bending energy regularization term is proposed in this paper to preserve the smoothness of the proposed CSRBFbased transformation function with multi supports. Our contributions are as follows:
(1) CSRBFs with multiple supports are employed in our transformation model. Furthermore, a sparsity constraint is introduced into the novel transformation model, and the optimal CSRBF supports can be determined automatically by taking advantage of sparsity constraints.
(2) Bending energy regularization is analyzed by the reproducing kernel Hilbert space of the CSRBFs, which can preserve the smoothness of the transformation with multi supports.
(3) The coefficients of our model are estimated using a linear system in which l 1 -and l 2 -norm regularizations are employed to constrain the elastic and affine coefficients, respectively. Our transformation model is robust to landmark location errors and can be used to estimate a stable deformation field.
We present the landmark-correspondence-based sparse transformation model in Section II. The combination of our model with RPM is described in Section III. The computational complexity is analyzed in Section IV. In Section V, our proposed model is evaluated on both test data and clinical brain and cardiac images. Finally, conclusions are given in Section VI.
II. SPARSE TRANSFORMATION MODEL A. CSRBF-BASED TRANSFORMATION MODEL WITH MULTIPLE SUPPORTS
Given the source point set
. . , n}, the general form of CSRBFbased transformation with a single support is defined as
where
), φ is a CSRBF with support c, β 0 , β j , j = 1, · · · , d, and α i , i = 1, · · · , n are the coefficients to be estimated. Details of solving for coefficients can be referred to in [18] .
In (1), only one fixed support is employed and each CSRBF influences the same deformation area centered at each landmark. However, different landmarks may be with different shifting offsets, the CSRBFs with single support may be not appropriate to represent the different deformation. An example is shown in Fig. 1 , with four landmarks with small shifting offsets and four landmarks with large shifting offsets. When a fixed support is used in CSRBF-based transformation, the deformation at the lower left is too small to represent the large displacements of these four landmarks, whereas the deformation at the top right is appropriate for the landmarks with small displacements, as shown in Fig. 1(a) . Thus, a desired deformation result might be the one shown in Fig. 1(b) , where the supports employed for the landmarks at the lower left are large and those used for the landmarks at the top right are small, respectively.
The locality of the CSRBFs is controlled by their supports. The registration results at locations near the center of the CSRBFs are strongly influenced, and the result at locations far from the center of the CSRBFs are only slightly influenced. Because landmarks are located nonuniformly throughout images, landmarks with different displacements require different supports. Therefore, different supports are needed to optimize the influence of the CSRBFs on the deformation field.
We propose a CSRBF-based transformation with multiple supports, which is defined as
, s is the number of CSRBFs for each landmark point p i with a support c k and α i,k is a corresponding elastic coefficient. The proposed transformation function with different supports c 1 , · · · , c s provided for each CSRBF, is inspired by overcomplete dictionaries and signal approximate decomposition. The transformation function can be treated as a signal that can be decomposed into different CSRBFs with different supports and an affine transformation. Decomposing the function (2) makes it possible to select the most suitable solution for the proposed transformation from many CSRBF representations. The advantages of the proposed transformation with multiple supports can be illustrated in Fig.1 (b) , when two supports c 1 and c 2 with c 1 > c 2 are provided in (2) . The CSRBF with large support c 1 is selected for four landmarks at the lower left, and the CSRBF with small support c 2 is set for other four landmarks at the up right, then the expected deformation field in Fig.1 (b) can be obtained and properly measured by the proposed transformation with multiple supports.
Two issues must be tackled in Eq. (2). The first is robustly estimating the coefficients when location errors exist in landmarks. The second is estimating the optimal CSRBF supports; that is, the coefficients of some CSRBFs should be small and the coefficient of one CSRBF should be large. The CSRBF with a large coefficient is selected. Next, a linear system to estimate the coefficients is described in detail in Sections II-B and II-C. 
and C are respectively given by
For each coordinate in R d space, the elastic coefficients A linear system for the j th coordinate is constructed to make Ax equal to target position q j based on point sets P and Q, VOLUME 6, 2018 as follows
In practical application, a transformation function should make Ax be close to q j as much as possible, which makes it be sensitive to noise, especially for the location errors existed in landmarks. Moreover, under the framework of the proposed CSRBF-based transformation with s supports for each landmark, we expect adaptively select one CSRBF from the provided s CSRBFs. Furthermore, the affine part of the proposed transformation is expected to be stable. Thus, the following optimization with sparse regularizations base on the linear system (4) is constructed to estimate the coefficients in the j th coordinate component:
where I j is a constant vector containing zeros except for the (j + 1) th component, which is 1; λ 1 and λ 2 are regularization parameters.
It is observed that the matrix A is composed of n submatrices B k , k = 1, . . . , n and the matrix C. B k is nonsingularity when positive definite CSRBFs are employed. Obviously, A is singularity because it is not a square matrix. However, the singularity matrix A does not influence the solution of transformation coefficients in our model since a linear system min x Ax−q j 2 2 is employed instead of an equation. Whether the matrix A is singularity or non-singularity, the coefficients x can be estimated by minimizing the cost function (5) .
In (5), l 1 norm and l 2 norm are employed to regularize the elastic coefficients α and the affine coefficients β, respectively. The reasons for these regularizations are based on two issues that must be addressed in our transformation model, that is, l 1 regularization is employed to make the elastic coefficients α robust and sparse, while l 2 regularization is used to stabilize the affine coefficients β.
It has been observed that l 1 regularization produces sparse results in many models and performs feature selection in the sparse feature space. It tends to enforce very small elastic coefficient values to be zero. This property results in one important advantage of l 1 -norm regularization in our transformation model; that is, the coefficients are less sensitive to landmark location errors. When location errors existed in some landmarks, l 1 regularization is likely to make their corresponding elastic coefficients 0, while l 2 regularization is likely to just make all coefficients small, implying that these location errors will be eliminated by l 1 regularization and will remain when using l 2 regularization. In other words, the elastic part of the transformation function is robust when l 1 regularization is employed.
Furthermore, we expect many small elastic coefficients to be ignored and only one CSRBF with large elastic coefficients to remain when multiple supports are provided. Particularly, among the s CSRBFs for the i th landmark, only one α i,k is expected to be large, and the corresponding CSRBFs is selected. As each non-zero coefficient adds to the penalty, l 1 regularization forces weak coefficients to be zero, which results in that only the CSRBFs with proper supports are selected. Thus, l 1 regularization inherently performs CSRBF selection. The selected coefficients make the mapped errors as small as possible, which correspond to the CSRBFs with the optimal supports.
In contrast, the affine coefficients β 0 , · · · , β d in the transformation model are required to be stable to make the deformation not change greatly. The l 2 norm squares the coefficients in the penalty expression, which forces the coefficient values to be spread out more equally. Take a 2D transformation, for example: l 2 regularization enforces that affine coefficients β 0 , β 1 , β 2 − 1 be small using a factor. That is, the coefficients regularized by l 2 regularization will be nonzeros and do not fluctuate on small data changes as is the case with unregularized model, which stabilizes its result.
C. BENDING ENERGY REGULARIZATION ON TRANSFORMATION
Another important factor that should be considered in a transformation model is minimizing the bending energy of the deformation. For the standard CSRBFs-based transformation, the bending energy in d dimensions is expressed in a closed form. Next, we discuss the closed form of the bending energy of our sparse transformation model.
We define
A second-order partial differential operator is denoted by D γ , and the second-order partial differential of the transformation function is given by
The bending energy in d dimensions is defined as [9] 
Meinguet [19] has given the inner product form of the RKHS H, which is closely related to the bending energy of functions.
Theorem 1 [9] :
H is an RKHS with the inner product
Theorem 2 (Representation Theorem) [20] : Given training samples (p 1 
× R, H is an RKHS with reproducing kernel K and norm · H . Then, any f ∈ H minimizing the regularized problem
admits a representation of the form [21] 
The null space of J d is the (d + 2 − 1) dimensional space spanned by the polynomials in d variables of total degree ≤ 2 − 1 [10] . For example, for d = 2, the polynomials in the null space are in the form β 0 + β 1 µ 1 + β 2 µ 2 , which is exactly the affine part of the transformation model in (1) . Then, all functions satisfying (11) are in the form
When the reproducing kernel K is a positive CSRBF φ, Eq. (12) is exactly the standard CSRBF-based transformation. We denote B d as the space containing all functions in (12) . It can be represented as the direct sum of RKHS H and null space P 1 ,
Hence, the standard CSRBF-based transformation is in the space B d ; the affine part is in space P 1 and the elastic part is in space H. Now, let us reconsider the transformation model with multiple supports (2) . In (2), each CSRBF φ(·, p i , c k ) is a positive function and can be used to construct an RKHS
The transformation model with multiple supports is essentially a way of combining several small Hilbert spaces into a big one. That is,
By considering the null space of J d , our transformation model with multiple supports is the following space:
. That is, the bending energy of f ∈ H k is proportional to α k T B k α k . As discussions in the above subsection, the l 1 regularization on elastic coefficients α in the optimization model (5) prefers to select only one CSRBF from the several provided CSRBFs. To regularize the bending energy of the proposed CSRBF-based transformation with multiple supports, we propose a bending energy regularization term as
For conveniently describing the algorithm in next section, we define a
= diag{B, 0} with a zeros matrix 0 ∈ R (d+1)×(d+1) , and the bending energy regularization term is rewritten as
where x is defined in (4) including the elastic coefficients α and the affine deformation coefficients β. By introducing the bending energy of our sparse transformation model to the regularized linear system, following regularization problem is obtained:
T B x x}. (17) which is the final cost function regularized by l 1 norm, l 2 norm and bending energy used to solve the coefficients in the sparse transformation model. The parameters λ 1 , λ 2 and λ 3 balance the four items in the model. Large values of λ 1 and λ 2 , respectively, limit the range of non-rigidity and rigidity of the transformation. Similarly, large values of λ 3 also influence the range of nonrigidity of the transformations. In general, λ 2 is set to be much larger than λ 1 to stabilize the affine transformation. Additionally, the elastic coefficients will turn out to be too sparse at large values of λ 1 , which will lead to large deformation errors. Excessively small values of λ 3 will cause the transformation to be too flexible, and overly large values of λ 3 will lead to only affine transformation. The values of λ 1 , λ 2 and λ 3 are determined based on the deformation between two images. In the case that the deformation is mainly an affine one, λ 1 is set to be larger than λ 2 to depress elastic deformation. Generally, the ratio of λ 1 to λ 2 is about 100 times for this case. At the same time, λ 3 is set to be large to make the deformation field smooth; In the case of elastic deformation, λ 1 is set to be smaller than λ 2 to allow elastic deformation. In general, the ratio of λ 2 to λ 1 is about 100 times for this case. At the same time, λ 3 is set to be small to allow free deformation and preserve the topology of the deformation field simultaneously.
To demonstrate the performance of the three regularizations in the cost function (17) , 128 × 128 grids are deformed by a given transformation, 32 ), where (µ 1 , µ 2 ) is mapped to (µ 1 , µ 2 ), as shown in Fig.2(a) . 64 uniformly spaced source points and their corresponding target points are generated according to the given transformation. The points after mapping source points are marked in red in Fig.2(a) . The uniformly distributed random noise is added to the target points to simulate point location errors. The magnitude of the random noise is 2.5. At first, performance of l 1 regularization is demonstrated. Here, three kinds of transformations are estimated: the first by solving (17) ; the second by solving cost function (17) in which α 1 is replaced with α 2 2 ; the third by (1) with standard CSRBF-based transformation ψ 3,1 [15] . Here, four supports (60, 120, 180 and 240) are provided. These three kinds of deformation results are shown in Fig.2(b) , Fig.2(c) , and Fig.2(d) , respectively. Obviously, the deformed result using l 1 regularization is more similar to the given VOLUME 6, 2018 FIGURE 2. Demonstration of l 1 and l 2 regularizations. (a) 128 × 128 grids deformed by a given transformation; red points are uniformly spaced points by mapping source points; (b) and (c) are grids deformed by solving (17) , and by solving cost function same to (17) in which α 1 is replaced with α 2 2 , respectively; (d) shows grids deformed by standard CSRBF ψ 3,1 without any regularization; (e) and (f) are elastic coefficients corresponding to (b) and (c) along the x axis, respectively. For each CSRBF, there are four coefficients marked by different colors.
transformation, which demonstrates the robustness of l 1 regularization. Furthermore, the elastic coefficients solved by (17) are illustrated in Fig.2(e) . Here, the four coefficients for each CSRBF are marked in different colors. Note that among four coefficients for each CSRBF, only one or two coefficients are large, demonstrating the CSRBF selection property of l 1 regularization.
Besides, to demonstrate the contribution of each regularization to the final transformation, three additional transformations are estimated using the given point pairs in Fig.2 : the first by solving (17) omitting the bending energy regularization; the second by solving (17) omitting the bending energy regularization and l 2 regularization; and the third by solving min x Ax − q j 2 2 without any regularizations. Compared with the transformation in Fig.2(b) , the bending energy increases from 10.9580 to 13.5295 when the bending energy regularization is omitted, indicating that bending energy regularization can be used to improve the smoothness of deformation results. Furthermore, In Fig.2(a) , the affine coefficient matrix provided by the given trans- . Clearly, the affine coefficients estimated by l 2 regularization are closer to the given ones than those estimated by the unregularized model, demonstrating that the affine coefficients will be more stable when l 2 regularization is used. Finally, if all regularizations are omitted in (17) , the solved elastic coefficients are divergent, dense, and nearly all coefficients are not zeros. Correspondingly, the deformation field cannot preserve topology, confirming the importance of these regularizations in the cost function.
D. SOLUTION ALGORITHM FOR THE SPARSE TRANSFORMATION MODEL
The cost function (17) is a least-squares problem combined with l 1 norm, l 2 norm, and bending energy regularizations. This cost function can be solved using many optimization algorithms, among which the iterative shrinkage-thresholding algorithm (ISTA) [22] and fast iterative shrinkage-thresholding algorithm (FISTA) [23] are two algorithms that outperform standard convex algorithms by avoiding matrix factorization. FISTA is an accelerated version of ISTA, with a convergence rate of O(1/t 2 ), where t is the iteration number. To improve the computational efficiency of our algorithm, the FISTA is employed to solve the optimization model (17) .
Let
The iterative scheme in (19) can get an optimal solution of the optimization model (17) as
Algorithm 1 Solving the Sparse Transformation Model

Require:
Compute a Lipschitz constant ι of ∇h(x) and set λ 1 , λ 2 ,
Coefficient of the proposed transformation function x; 1: while stopping condition is not satisfied do 2: Compute ∇h(z t ) in (18); 3:
Estimate α t = S λ 1 /ι (y α ) in (22) 
where y α and y β represent the corresponding parts of y for α and β, respectively. Due to separability of l 1 norm for every entry of α in (20) , α t+1 is computed by a soft thresholding operator as
ι , 0) and y α i is the i th component of y α . For β in (21) , an explicit solution β t+1 is given by
The iterative algorithm for the optimizing model (17) is summarized in Algorithm 1.
III. COMBINING ROBUST POINT MATCHING WITH THE PROPOSED SPARSE TRANSFORMATION MODEL
To perform automatic image registration, the proposed sparse transformation model is introduced into robust point matching (RPM) [16] to estimate the transformation between two point sets extracted from the target and source images. Given the source point set U = {u i ∈ R d , i = 1, 2, . . . , n} extracted from the source image, and the target point set V = {v i ∈ R d , i = 1, 2, . . . , n } extracted from the target image, we define a matrix M ∈ R (n+1)×(n +1) to describe the correspondence between U and V and denote the i th row and i th column elements in matrix M by m ii . In the framework presented by Chui and Rangarajan [16] , we propose a novel point matching cost function based on l 1 -norm, l 2 -norm and bending energy regularizations:
where ζ Optimization model (25) can be solved similarly to optimization model (17), as described in Algorithm 1. In the optimization model (24), λ 1 , λ 2 and λ 3 are similar to the ones in (17) . It is needed to emphasize that λ 1 , λ 2 , and λ 3 will be decreased with an attenuation coefficient in (24) . In the final stage of the iteration process, all these parameters will have less influence on the deformation fields due to their small values. Furthermore, ζ 1 is the annealing temperature that affect the fuzzy correspondence matrix M . The larger ζ 1 is, the fuzzier the correspondence matrix is. Similar to λ 1 , λ 2 and λ 3 , ζ 1 is decreased by an attenuation coefficient and finally is close to zero. The initial value of ζ 1 could be the average distance between two point sets. ζ 2 is a prior estimate of the percentage of outliers in both point sets, and the influence of ζ 2 is replaced by the estimation of the correspondence matrix in [16] . So, it is not needed to determine ζ 2 clearly.
IV. COMPUTATION TIME
Since CSRBFs with multi-supports are employed in the proposed model, it is necessary to discuss the computation time of our proposed algorithm. The key computation cost in our algorithm is A T A in Algorithm 1. The size of the matrix A is n × (ns + d + 1), which can be simplified as n × ns because d ns. It can be seen that the computational cost of A T A is O(n 3 s 2 ). Compared with the CSRBFs with singlesupport used in our model, the computational cost of our model using CSRBFs with multi-supports is s 2 times when the same number of control points are used.
To demonstrate the computation time of our model using CSRBFs with single-support and CSRBFs with multisupports respectively, the grid experiments of Fig.2 is employed. In this experiment, n = 1024 and s = 1, 3, 5 are used to estimated coefficients in our model. The number of iterations in FISTA is 10000 to ensure convergence. The algorithms are implemented in MATLAB 2015a. All of the experiments are carried out on a computer with a 3.3-GHz quad-core processor with 12 GB RAM memory. Table 1 lists the computation time of our algorithm and that of the standard CSRBF ψ 3,1 . It is observed that when large amount of control points are used, the computation time of our model is higher than that of standard CSRBFs-based method.
V. EXPERIMENTS
This section, which verifies the performance of our method, is divided into four parts. The first is a 2D grid simulation experiment that demonstrates the key features of our transformation model. To evaluate its image registration performance, the second and third parts are, respectively, clinical brain and children cardiac image registration experiments that use RPM combined with the sparse transformation model. Finally, to demonstrate the performance of our algorithm in cardiac registration, data from the MICCAI 2009 3D Segmentation Challenge for Clinical Applications are employed to register slices in the end-diastolic (ED) and endsystolic (ES) phases.
A. PERFORMANCE ON 2D UNIFORM GRIDS
To evaluate the performance of our transformation model, linear, local, and global transformation functions [24] are employed to deform 256 × 256 uniform grids, as shown in Fig.3 (To facilitate their display, the grid size in the figures is 16×16) . The linear transformation is used to determine the performances of a transformation function when images do not have nonlinear geometric differences. The local and global transformations are used to find the effectiveness of a transformation in registering images with local and global geometric differences, respectively.
We first generate uniformly spaced source points, and then generate target points using the given transformation functions. In this experiment, 256 control points are generated. Since point location errors are inevitable when estimating corresponding points, uniformly distributed random noise is added to the locations of target points. The magnitude of the noise is between 1 and 3. In this experiment, we compare the performance of various algorithms, including TPS [18] , regularized TPS (RTPS) [9] , CSRBF ψ 3,1 [15] , CSRBF Buhmann (Buh) [15] , and our algorithm with ψ 3,1 and Buh. TPS and regularized TPS (RTPS) are classic transformation algorithms with low bending energy. ψ 3,1 and Buh are commonly used CSRBFs. Algorithm names followed by l 1 are the CSRBFs used in our algorithm; for example, l 1 -ψ 3,1 means that the CSRBF ψ 3,1 is used in our algorithm. The number following CSRBF is the support used for standard CSRBF-based transformation; for example, ψ 3,1 -80 means the standard CSRBF-based transformation using ψ , where f x and f y are components of f along the x and y axes, respectively. The number of negative Jaobian is greater than zero means the topology of the deformation field cannot be preserved. Fig.4 shows the TRE and bending energy of the registered results of the 2D uniformed grids using standard CSRBF-based transformations with different supports and our algorithm. Note that the bending energy of transformations using our algorithm is significantly smaller than those of standard CSRBF-based transformations. It can be seen that the number of negative Jacobian are found in traditional transformations while our transformation model preserves topology well when the magnitude of noise is large (magnitude 2 and 3). Obviously, our algorithm outperforms standard CSRBF-based transformation significantly with respect to TRE, bending energy and topology preservation when location errors exist in control points.
Moreover, standard CSRBF-based transformation with optimal support, ψ 3,1 and Buh, TPS, RTPS, and our algorithm, l 1 -ψ 3,1 and l 1 -Buh, are employed to estimate transformations with considerable noise (magnitude 3), as shown in Fig. 5 . Because of the noise introduced to the point locations, the number of negative Jacobians of deformation fields estimated by ψ 3,1 , Buh, TPS and RTPS is greater than zero, which means that the standard CSRBF-based transformations, TPS, and RTPS result in non-topology-preserving deformations. On the contrary, no grid cells with negative Jacobians are found in our algorithm, demonstrating that our proposed model preserves the topology of transformations well and effectively suppresses location noise. As in Fig.4 , the TRE and bending energy of our algorithm are better than those of other algorithms.
B. 2D BRAIN SLICE REGISTRATION
This section describes two brain registration experiments. The first is an experiment in 2D medical image registration with known corresponding points, which is used to further verify the effectiveness of our proposed sparse transformation model. The second is the registration of brain slices by combining our sparse transformation model with RPM, to demonstrate the performance of our algorithm in automatic medical image registration.
In the first experiment, source images are obtained by deforming the brain image locally and globally, respectively, as shown in Fig. 6 . In Fig. 6(a) , only the cerebrospinal fluid (CSF) region differs between the source and target Fig.6(a) , with optimal results in bold.
images, and in Fig. 6(b) , the source image is globally different from the target. Here, corresponding landmarks are chosen manually and are illustrated with red points in Fig. 6 .
Here, TPS, RTPS, ψ 3,1 , Buh, l 1 -ψ 3,1 -n, and l 1 -Buh-n are employed to estimate the transformation between the source and target images. ψ 3,1 and Buh are deployed with optimal supports. l 1 -ψ 3,1 -n means CSRBFs ψ 3,1 with n supports are used. The mean square deviation (MSD) errors between the deformed source image and the target image are computed to evaluate the registration results. Moreover, to compare the smoothness of the estimated transformations, the bending energy of the transformation is also calculated. The parameter is set to λ 1 = 10 −11 , λ 2 = 10 −2 and λ 3 = 10 1 in this experiment. Table 2 and 3 lists the local deformation registration results and global of Fig. 6 . Note that the MSD values of the registered results using our algorithm are smaller than those of the others. The bending energy of the transformations estimated by our algorithm is significantly smaller than those of the other algorithms owing to the bending energy regularization in our model. Moreover, the computation time of different algorithms is provided in Table 2 . It can be seen that the computation time increases with the increase of the number of supports.
In the second experiment, we register brain slices provided by the Center for Morphometric Analysis at Massachusetts General Hospital (http://www.cma.mgh.harvard. edu/ibsr/). This dataset contains 18 intersubject brain slices. The pixel intensity in these files has been mapped from code-to-structure codes into basic tissue types: background, CSF, gray matter, and white matter.
We select a brain slice of the first case as a target image and the slices of other cases are source images. We extract points automatically from the edges of brain slices and estimate the transformation between point sets by employing our sparse model combined with RPM. The parameter is set to λ 1 = 10 −4 , λ 2 = 10 −6 and λ 3 = 10 0 in this experiment. To compare the performance of different methods, three point matching algorithms, TPS-RPM [16] , CPD [25] , and our l 1 -ψ 3,1 -RPM method are used to estimate the transformations. TPS-RPM and l 1 -ψ 3,1 -RPM determine the corresponding relations between point sets in the same way, but differ in the estimation of transformations.
Two metrics, MSD and the Dice metric (DM), are employed to evaluate the performance of different algorithms. The DM (DM = +A m ) ) is used to measure the contour overlap between the automatically (Aa) and manually (Am) segmented contour areas, and their intersection (Aam). Fig. 7 illustrates the DM of CSF, gray matter and white matter in the registration results. Noted that the registration accuracy of l 1 -ψ 3,1 -RPM is better than that of TPS-RPM and CPD in most cases. Specifically, a few CSF registration results using l 1 -ψ 3,1 -RPM are better than those using TPS-RPM and CPD because of the CSRBFs used in our method, demonstrating its advantage in registering images with local deformation. The MSD between the deformed source image and the target image for the different methods are shown in Fig. 7 . Note that l 1 -ψ 3,1 -RPM outperforms other methods by this measure for most cases. Fig. 8 shows that bending energy of our algorithm is far better than RPM, but significantly weaker than CPD. Because the Gaussian kernel is used in the transformation, which imposes coherence in the point displacements. To further compare the registration results using different methods, one case is demonstrated in Fig. 9 . The source image clearly differs from the target image, and there are many points in the source image that have no corresponding point in the target image. The estimated transformation might easily be misled by these outliers. The registration results with the l 1 -ψ 3,1 -RPM algorithm match the target image better than TPS-RPM and CPD. The improvement in registration accuracy of the CSF regions of the brain slices was especially notable.
C. 2D INTER-SUBJECT LEFT VENTRICLE REGISTRATION
Inter-subject registration of left ventricle data is very challenging due to the large anatomical variations between subjects. This section provides the evaluation of inter-subject registration of left ventricle using short axis cardiac MR images. The dataset is provided by the Department of Diagnostic Imaging of the Hospital for Sick Children in Toronto, Canada [26] . In this dataset, 33 cardiac MR image sequences are provided. Each image sequence consisted of 20 frames and the number of slices acquired along the long axis ranged from 8 to 15. The distance between slices ranged from 6 to 13 mm. The size of all image slices is 256 × 256 pixels with a pixel-spacing of 0.93-1.64 mm [26] . The endocardial and epicardial contours of the left ventricle are annotated manually by experts, which can be used to evaluate registration accuracy.
We employ [27] to extract endocardial and epicardial contours of LV. It is needed to explain that [27] is a kind of image segmentation method based on convolutional neural network (CNN). To train the CNN, we use images at four given phases of 33 subjects that does not contain the images at endsystolic and end-diastolic phases. The end-diastolic slices are segmented by the trained network. Five mid-ventricular short axis slices are extracted from each subject. The 32th subject is selected as the source subject, and other subjects are the target respectively. The source subject is registered to the target subject slice-by-slice. Next, the endocardial and epicardial contours of LV marked by experts are mapped by the estimated transformation, and the average symmetric contour distances (SCD) [28] between the mapped contours and the ground-truth contours weighted by the number of landmarks are computed to evaluate the registration accuracy. The parameter is set to λ 1 = 10 −4 , λ 2 = 10 −6 and λ 3 = 10 −1 in this experiment.
The validity of our algorithm is verified by comparing with the latest literatures, including Li et al. [27] , Wilms et al. [28] , and Uzunova [29] , which are a modelbased image segmentation, an image registration based on deep learning, and an image segmentation based on deep learning, respectively. These three types of methods represent the most popular methods. Especially, deep learning achieved enhanced performances in various medical applications [27] , [30] . Table 4 lists the segmentation accuracy. It should be explained that [28] and [29] not only segment endocardium and epicardium of LV but also endocardium of RV. Ehrhardt et al. [31] compared the LV and RV segmentation accuracy for the 33 subjects dataset. Their experimental results show that the mean surface distance of RV is about 3mm, and the mean surface distance of LV is about 2mm. So, we guess the mean contour distance of LV using [28] is about 1.3mm and [29] is larger than 2mm. Since we don't have RV segmentation ground-truth, only LV segmentation is performed by our algorithm. It is observed that our algorithm outperforms other methods. Although RV segmentation evaluation is not included in our results, the segmentation accuracy is remarkable for LV segmentation.
To further verify the validity of our algorithm, we use the classic RPM and CPD algorithms to re-perform this experiment. Here, the bending energy and mean symmetric contour distances (SCD) are computed to evaluate registration accuracy. Table 5 show the SCD and bending energy of the registration results using the three algorithms respectively. Note that our algorithm is superior to the others with respect to SCD. CPD outperforms RPM and our algorithm significantly in bending energy due to the Gaussian kernel used in the transformation, which imposes coherence in the point displacements. Fig. 10 illustrates the deformed results by using three algorithms to further depict the registered results. The source image is the sixth slice at the end-diastole of the 32th subject. The target image is the corresponding slice of the 21th subject. From left to right are results using our algorithm, RPM and CPD, respectively. The first row shows the deformed source images marked by the ground truth (red line) and mapped contours (blue line), and the enlarged ones are shown in the second row. It can be seen that our algorithm achieves more accurate results. The deformed grids obtained by three algorithms are illustrated in the third row. Note that RPM results in a rough deformation field, which CPD obtains an over-smooth deformation field. Compared with RPM and CPD, our algorithm achieves a good balance between the registration accuracy and smoothness of deformation field.
Especially, this experiment demonstrates an application of our algorithm, that is, sequential segmentation results can be obtained when deformation fields between images at different phases are estimated using our algorithm. For example, 20 frames are provided for a cardiac MR image sequence. When the pre-segmentation results of isolated time points are provided, the continuous deformation fields at different time points can be obtained by using our algorithm and interpolation. Then, segmentation results at all time points can be obtained by mapping the exact segmentation result at a given time point.
D. CINE MR CARDIAC IMAGE REGISTRATION
Cine MR cardiac image data provided by Sunnybrook Health Sciences Centre [32] are employed to evaluate the image registration performance of our algorithm. The dataset contains 45 short-axis MR images cases from a range of patients and pathology. All cases are randomly divided into three groups: 15 cases for training, 15 cases for testing and 15 cases for on-line contest. These image data were used in the MICCAI 2009 3D Segmentation Challenge for Clinical Applications, the goal of which is to compare state-of-the-art left ventricle segmentation methods by providing expert contours. Although the goal of our algorithm is not image segmentation, it can still be used to indirectly segment the left ventricle. We can estimate the transformation between cardiac images at different phases by matching contours extracted from left ventricles. Next, the left ventricle contours extracted from a phase can be mapped to the given phase by using the estimated transformation. The mapped contour can be used as the segmented result of left ventricle at the given phase. All 45 cardiac cine MR cases with expert contours from the clinical routine are used in our experiment. For each case, the ES and ED images (6-12 slices) are registered sliceby-slice. There are 400 slice pairs, which corresponds to 800 images. The expert contours are employed to evaluate the registration results. To eliminate the influence of the lung, chest wall, and musculature to cardiac registration, we extract endocardial contours from images using convolutional neural network (CNN) in Experiment V-C.
Using our algorithm, we register an ES slice to the corresponding ED slice and vice versa, and then obtain the forward and backward transformations between these two point sets. Considering that the purpose of this contest is automatic segmentation of the left ventricle in cine MR, we map the contour marked by experts in ES to the one in ED, and map the contour marked by experts in ED to the one in ES as the automatically segmented contours. Since only the endocardial contours in ES are provided, we use only the endocardial contours provided by experts as ground truth to validate our registration algorithm. The parameter is set to λ 1 = 10 −4 , λ 2 = 10 −5 and λ 3 = 10 −1 in this experiment.
To evaluate the performance of our algorithm and compare it to that of other contestants, we employ average perpendicular distance (APD), dice metric (DM) and ejection fraction (EF) as evaluation metrics. The EF ratio is an index of global left ventricle function that depends on accurate delineation of the endocardial contours of the left ventricle. It is defined as
, where V ED and V ES are the volume of the left ventricle at the ED and ES phases, respectively. EF values are computed using expert-provided and mapped contours, respectively. The more similar the EF values are, the better the results are.
At first, the performance of our algorithm is evaluated using the test set of MICCAI 2009 challenge dataset, which contains 15 clinical cine MR cases with 4 patient categories: heart failure with ischemia (HF-I), heart failure without ischemia (HF-NI), hypertrophy (HYP), and normal (N). Results from Lu et al. [33] , Jolly [34] , and Wijnhout et al. [35] are compared to that of our algorithm. The APD, DM and EF of registration results (ES-to-ED and ED-to-ES) using the four algorithms are shown in Table 6 . The results using our algorithm are close to the ground truth for most cases. In the group of SC-HF-NI cases, the APD error of our method is the lowest. Moreover, our score is the highest in all cases except for SC-HYP-06, SC-HYP-07 and SC-HYP-37 with respect to DM. It is necessary to emphasize that the segmented contour obtained by our algorithm depends on the initial extracted point sets. The final segmentation results using our algorithm could be improved further by using a better left ventricle segmentation algorithm. These evaluation results further confirm that our method generates acceptable results for clinical applications. Table 7 lists the mean APD, DM, and EF for the same contours categorized by subject pathology. Results show that the accuracy of our method is near or better than that of the other algorithms. Note that the APD results by using our method are significantly better than those of the other three algorithms in all categories except for SC-N. EF is one of the most important functional parameters in clinical applications. The EF of our algorithm is acceptable compared with the EF values provided by the experts, which are listed in the last column in Table 7 , implying that our method is insensitive to pathology.
To illustrate the registration results in detail, corresponding slices of subject SC-HF-I-06 and registered results are shown in Fig.11 . The first column is the ES slice and the second is the ED slice. The challenge evaluation-measuring APD in two directions-is displayed in the third and fourth columns. Note that the APD of our algorithm is acceptable.
Furthermore, image segmentation methods based on deep learning are compared to our proposed method. Table 8 lists evaluations of LV segmentation on 15 test cases. Here, two latest deep learning methods for LV segmentation are compared [36] , [37] with our method. Noted that our registration accuracy is comparable with the state-of-the-art deep learning methods.
Finally, all 45 cases of the MICCAI 2009 challenge dataset are employed to validate our algorithm. Table 9 summarizes our results and compare them to the previous state-of-the-art methods that used the same database. Here, Liu et al. [38] , Sandro et al. [39] , and Hu et al. [40] are performed on all 45 cases, while Tran [41] and Avendi et al. [42] are performed on 30 cases (the 15 training cases are used to train the deep learning network). On the MICCAI 2009 challenge dataset, our algorithm achieves comparable DM with that of the other methods. For the APD measure, our algorithm obtains a better score across the board.
VI. CONCLUSION
We have proposed a sparse transformation model that uses CSRBFs with multiple supports to interpolate a deformation field for image registration. To estimate coefficients in this model, we construct a linear system with sparsity and bending energy constraints. l 1 norm regularization, which is less sensitive to noncorresponding landmarks, is introduced to the linear system to estimate elastic coefficients in the transformation, and l 2 norm regularization constrains the stability of the affine coefficients. Furthermore, the closed form of the sparse transformation model's bending energy is analyzed and added to the constraints in the linear system to keep the deformation field smooth and preserve topology. We combined our sparse transformation model with RPM algorithm to simultaneously estimate point correspondence and transformation between two point sets, which make it possible to register two images automatically by extracting contours of objects. We demonstrated the performance of our method via registration of uniform grids, brain images, and cardiac images, and showed that our method outperforms TPS-RPM, CPD, and a variety of single-support CSRBFs in registration accuracy, deformation field smoothness and topology preservation when there is uncertainty about the locations of landmarks. One of our future work is to reduce the computation time of our algorithm by using a GPU platform, so that the efficiency of matrix operation can be improved significantly. Another future work is to determine the parameters, λ 1 , λ 2 , λ 3 and ξ 1 in a possibly principled way. One possible way to determine these parameters would be to apply cross-validation on parameters.
