Despite the arguments that can be made against using the CAPM, it is very widely used in regulation. In particular, it is relied upon in setting utility prices in each of Australia, New Zealand and the United Kingdom, and also features in this context in Germany. In addition, UK competition authorities make use the CAPM to assess profitability in the case of "market investigations". All of these applications require beta as an input into the CAPM, but the beta estimates employed typically vary depending on frequency of the returns data used in their estimation. Given the implication of returns frequency for estimates of beta noted in the literature, and in particular the role of firm characteristics in this, this study undertakes a detailed examination of the evidence for the UK and shows that longer frequency betas have superior characteristics to high frequency betas. We find that differences in beta can be explained by opacity, size, liquidity and book-to-market factors. Our conclusions are unequivocal and have important policy implications for regulatory use of the CAPM, as they imply that low frequency beta estimates should always be preferred to high frequency beta estimates. They also have important implications for academic researchers using the market model in empirical investigations.
Remedies
3 makes clear that profitability will be assessed using either adjusted accounting data and an ROCE analysis, or an IRR/Truncated IRR approach, and critically (Appendix A, paragraph 16):
In assessing levels of profitability the CC will have regard to its view of firms' cost of capital. The CC will generally look to the capital asset pricing model (CAPM) Yet despite thus expression of openness to such alternatives, the CMA and its predecessor body (the Competition Commission) has always rejected any "alternative model". It may
"consider" such models, but only in so far as it consistently rejects them. As such, the CAPM is the only model that it has ever used in either regulatory appeals or market investigations.
However, the use of the CAPM in a regulatory (or indeed any other) context requires an estimate of beta. Discussions of the techniques of beta estimation, the suitability of alternative analogues for beta and the treatment of leverage in deriving asset betas are standard fare in both textbooks and regulatory reports. Early research also considered issues such as the effects of non-synchronous trading (Dimson 1979, Scholes and Williams, 1977) and intertemporal parameter stability (Blume, 1971 (Blume, , 1975 , but little attention has been paid to the impact of the choice of the frequency distribution of returns used in estimating beta.
An early work was by Levhari and Levy (1977) who show that the impact on beta of lengthening the investment horizon (i.e. the return interval) depends on the riskiness of stock, Cohen et al. (1980) show that the effect of the lengthening of the return interval may depend on the severity of thin trading problems. Handa, Kothari, and Wasley (1989) specifically consider firm size and show that portfolio betas of small (large) cap firms rise (fall) as the return interval is lengthened. However, there appears to have been little interest in investigating what firm-specific characteristics, apart from size and liquidity, might influence the way in which beta estimates vary with the frequency of their estimation. A notable exception is the recent study is that of Gilbert et al. (2014) , who show that estimates of beta are frequency-dependent, and that differences between high and low frequency betas can be explained by proxies for opacity of the firm. Opaqueness creates uncertainty about the effect of systematic news on the firm and this uncertainty affects how quickly such information is 3 See footnote 2 for link impounded into the prices. This coupled with the risk averseness of investors affects the returns of opaque firms at higher frequencies. At lower frequencies however, the effect of the systematic news is reflected in the returns of all firms (Gilbert et al., 2014) . The consequence is that high frequency betas are particularly problematic in that they do not fully reflect risk characteristics. By contrast, low frequency betas will not suffer from this difficulty. Thus for opaque firms, using shorter return intervals results in a beta estimate that does not accurately reflect the riskiness of the stock.
This simple finding has potentially huge regulatory implications, as regulatory authorities sometimes assume that high frequency data is more desirable than low frequency data. For example, in its recent investigation of the UK Healthcare market, the UK Competition Commission (CC) asserts that "[weekly data] permits a more statistically robust estimation due to the larger number of data points available for the calculation and hence the lower standard errors" 4 , although they then go on to consider both weekly and monthly betas in reaching their conclusions. However, in the recent Northern Ireland Electricity case, the CC goes much further: "Daily data is usually preferred as it is likely to have the smallest standard errors and may be regarded as more statistically robust (providing the share's trading frequency is sufficient) but monthly betas may be more reliable, particularly for thinly traded stocks. We have concentrated on betas calculated from daily data in this inquiry." 5 The Australian Energy Regulator considers both weekly and monthly estimates in reaching its conclusions, although does not appear to regard either as having any superior characteristics. 6 However, the cases above (except for Healthcare) took place before the publication of the Gilbert et al. (2014) paper. It is noticeable that in its latest published investigation material at the time of writing, the "Payday Lending" case, the CC (by now superseded by the CMA) does not express a preference for high frequency betas and indeed includes an estimate of quarterly betas in its analysis, in addition to weekly and daily betas (though curiously, it does not refer to monthly betas). http://www.aer.gov.au/sites/default/files/AER%20-%20equity%20beta%20issues%20paper%20-%20rate%20of%20return%20guideline%20-%20October%202013.PDF Internationally, the use of the CAPM in regulation appears to be widespread, and
Sudarsanam, Kaltenbron and Park (2011) surveys practice in six countries: Australia;
Canada; Germany; New Zealand; the UK; and the USA. 8 They find that the CAPM is used as the primary model for estimating the cost of equity by the AER in Australia, the principal regulators and the CC in the UK, and by the New Zealand Commerce Commission. In addition, it is described as "informing" the cost of equity estimates in Germany. The CAPM is not used in the Canadian case reviewed (the Ontario Energy Board), and its use in the USA is varied, as there are a multiplicity of federal and state regulators. Nonetheless, it appears that some weight is given to the CAPM in the USA, although a dividend discount model appears to be a key input.
The implication of this widespread use of the CAPM in the regulation of utilities is that fairly small variations in beta can have a very large economic impact when multiplied by the CAPM risk premium, given the size of utility companies. For example, Buckland, Williams and Beecher (2014) cite an Ofwat report that "in the case of water, it has been estimated that a 0.5 percentage point variation in the cost of capital might translate into a change of £10.00
in the average annual bills of the 28 million households served by water companies in England and Wales (Ofwat, 2014: 2) ." With a market risk premium of 5%, such a variation is equivalent to a change of only 0.1 in the estimate of the beta for a firm financed entirely by equity. Not surprisingly, regulated firms invest heavily in consultants and academics who argue the case for variations in the beta estimates, and regulatory bodies often employ others who argue for variations in the other direction. 9 Consequently, research that objectively establishes how beta should be estimated has important policy implications and considerable economic impact.
Given that Gilbert et al. (2014) have analysed the position in the USA, in this paper we focus upon the UK, firstly because of the added importance of market investigations in the UK, and where Sudarsanam et al. (2011) show that the CAPM is a key input. Unfortunately, New
Zealand's stock market is too small to allow us to do any detailed analysis of the differences between daily, weekly and monthly betas, in addition to which we note that in the case Sudarsanam et al. (2011) investigate, "New Zealand estimated a beta based on data from 79 listed utilities in New Zealand, Australia, the UK and the USA", which implies an interest in the analysis of beta well beyond NZ. Additionally, we found that data available for Australia and Germany were rather limited. Indeed, were we to try and estimate betas on the same basis as for the UK, we would have six years less data. Nonetheless, given the central importance of the CAPM in Australian regulation, we report basic monthly vs daily betas for Australia and footnote how our results differ between the UK and Australia.
We add to the Gilbert et al (2014) investigation in two ways. First, we consider other firmspecific risk factors, apart from opacity, that might make it more difficult to quickly interpret the impact of systematic news on the firm. Specifically, we consider the extent to which gearing (leverage) and BE/ME may be important in this respect. Additionally, we consider whether these risk factors have explanatory power in the presence of controls for industry membership. Second, in addition to investigating the differences between high and low frequency betas, as in Gilbert et al. (2014) , we also run the F-test of Gibbons, Ross, and Shanken (1989, hereafter GRS) in order to check whether or not the pricing errors from the CAPM at each beta frequency are jointly zero. In a well-specified version of the CAPM, the alphas from regression tests conducted on a set of test portfolios should be jointly zero.
Following Fama and French (2012) our tests are conducted on portfolios formed on the basis of size and book-to-market, but additionally, following the suggestion of Lewellen, Nagel and Shanken (2010) we run tests based on portfolios formed on either industries or volatility.
Such tests are also run in Gregory, Tharyan and Christidis (2013) who provide an additional motivation for such portfolio by noting that recent work by Brooks, Li and Miffre (2011) raises the possibility that idiosyncratic risk may be priced in the US.
Our findings provide support for the US-based conclusions of Gilbert et al. (2014) , that low frequency betas are superior to high frequency betas. For the UK, we find that the differences are due to measures of opacity, size, liquidity and BE/ME. There is also clear evidence that industry effects are important in explaining differences. However, opacity becomes less significant when the sample is partitioned on the largest and most liquid firms, although it should be noted that in our main results we deliberately confine ourselves to a sample of larger firms, as these are likely to be of most interest to regulators. Some further support for the use of low frequency betas comes in the form of the GRS tests. The important policy implications are that regulators (and indeed other users of the CAPM) should avoid the use of daily betas, and in general should have a preference for monthly or even quarterly betas over weekly or daily betas. Our results also have important implications for academic studies that employ the market model or the CAPM using daily data.
Research design
Our objectives in this paper are first to establish whether estimates of beta vary with the frequency distribution of the returns used to estimate those betas. Our second objective is to investigate whether we can explain the differences between high and low frequency betas using proxies for size, liquidity and opacity. Finally, our objective is to establish the best specification of the CAPM based on different frequency returns using the time series asset pricing test of Gibbons, Ross and Shanken (1989) .
Our basic research method is different from that of Gilbert et al. (2014) , in that we do not form portfolios based on differences between high and low frequency betas. Further, we deliberately focus on larger firms and exclude small ones for three reasons. First, in pragmatic terms, regulation is typically concerned with large firms rather than small ones. To the extent that small firms are regulated, they are typically subsidiaries of larger firms (see, for example, the recent Bristol Water appeal case to the UK's Competition Commission).
Second, we know that asset pricing models for the UK perform more successfully when limited to larger firms (Gregory, Tharyan and Christidis, 2013) and that pricing small value stocks in particular is a general challenge for asset pricing models (Fama and French, 2012) .
Finally, it is well-known that smaller stocks suffer from thin trading problems (Dimson, 1979) . Including such stocks in our test portfolios would effectively be loading the experiment in favour of finding that high frequency betas are problematic. To avoid this problem, we limit our portfolios to the top 30% of firms by market capitalisation.
All our estimates use the longest common data period available. For the UK, our major restriction is the availability of returns data on the LSPD daily database. To run our regressions, we need a sufficient run of data to estimate monthly and quarterly betas (which respectively use five years' and ten years' of returns data from the monthly LSPD), 250
trading days of data to estimate daily beta and 104 weeks to estimate the weekly betas.
Additionally, we need lagged values of our opacity measure (which are formed using the accounting data described below), market capitalisation, liquidity, book equity to market equity and gearing/leverage. The Gilbert et al. (2014) Where Rit is the return on the stock, Rft is the risk-free rate, Rmt is the return on the market portfolio. To avoid outliers unduly influencing the regression tests for differences in beta, we then drop any observations where the differences between the high and low frequency betas are in the extreme percentiles of the distribution. The resultant beta estimates and their differences are reported in Table 1 .
We then investigate whether these beta differences can be explained by size, liquidity and opacity. For size, in order to avoid time trends due to increases in market capitalisation, we use the market capitalisation of the firm as a percentage of the total capitalisation of the market. This variable (size) is lagged by one year. For liquidity we consider three measures.
The first is the Amihud illiquidity ratio, A it (scaled by 1 million), from Amihud (2002) , calculated over the prior year ending June (Australia) and September (UK). We Winsorise this measure at the 1% level. This measure captures the average daily price response associated with one currency unit of trading volume and is defined as:
Where r idt is the return on stock i for day d of year t, VOL idt is the daily volume in the local currency unit on stock i for day d of year t and D t is the total number of trading days in year t. However, there is a problem with this measure of illiquidity as the return to volume ratio (the summed term on the RHS) is inevitably influenced by size. It further ignores the frequency of trading. These limitations motivate Florackis, Gregoriou and Kostakis (2011) to develop an alternative measure, based on return to turnover ratio, TR idt , defined as the stock's turnover divided by the number of shares outstanding. Formally, the measure is:
We use RtoTR as our main measure of illiquidity. Florackis et al. (2011) show this measure to be free of size bias in the UK and we also find that it has a lower correlation with size in our data across all three countries we investigate. Additionally, we find it has better explanatory power in our regression tests. Nonetheless, in unreported robustness checks, we obtain broadly similar conclusions when the Amihud measure is used. Finally, following Gilbert et al. (2014) we investigated a third measure of liquidity, the trading volume per year per share outstanding (turnover), which, in common with the RtoTR measure, we Winsorised at the 1% level. As we find we get lower R-squareds in regressions using this measure of liquidity, we treat it as a robustness check only and do not report results using this measure.
Our key results are unaffected by the use of this measure in place of RtoTR and similarly are unaffected by including both measures simultaneously, despite the obvious (negative) correlation between the measures.
Our proxy for opacity is a measure based on discretionary (abnormal) accruals computed using a modified Jones (1991) (see, e.g., Sloan, 1996) The specific model that we use follows Mouselli, Jaafar and Goddard (2013) and our specific measure of opacity is the absolute value of abnormal accruals, which is the absolute value of the discretionary component of total current accruals.
The total current accrual for each firm is defined as
Where, ∆CA it is the change in current assets, ∆Cash it is the change in cash and short-term investment, ∆CL it is the change in current liabilities and ∆STD it is the change in short-term debt.
We then run a cross-sectional OLS regression across all the firms in each industry for each year with the following specification and obtain industry year specific estimates of 1 and
where, TA it−1 is lagged total assets, ∆REV it is the change in revenue.
Since this approach estimates an annual cross-sectional industry level model, it has the advantage of avoiding survivorship bias and also allows for variations through the business cycle. 14 Further, applying the model at an industry level avoids the considerable loss of power associated with applying the model at a firm level (Dechow et al., 2012, p.290) . In order to ensure we have sufficient firms in each industry sector, we start with Datastream Level 3 industry classifications (19 industries) but in some cases have to combine industries to give enough observations in each sector. Precise details are set out in the Appendix (Table   1A) .
Using the estimates of 1 and 2 , for each firm the non-discretionary part of its total current accruals, , is calculated as
where, apart from the variables as defined earlier, ∆AR it is the change in accounts receivable.
The absolute value of discretionary (abnormal) accrual is then calculated as the absolute value of the remaining portion of the total current accruals 15 .
Finally, to avoid undue influence from outliers we Winsorise this at the 1% level. Gilbert et al. (2014) also uses an alternative measure of opacity which comes from the questionnaire based research of Hambrick and Abrahamson (1995) . As Gilbert et al. (2014) describe the process, the questionnaire "focuses on managerial discretion at the industry level In addition to the variables considered by Gilbert et al (2014) we additionally consider variables that may be predicted to influence beta (though not necessarily the difference in magnitude between daily and weekly betas). First and most obviously, we consider the impact of gearing, or leverage. This we measure as total debt to market capitalisation of equity (TD/MC). Our prior would be that indebted firms may be more complex. For example, Manconi and Massa (2009) suggest that firms characterised by higher complexity tend to fund their financial deficit with more debt and less equity. So if leverage has such an impact, we might expect a positive association between leverage and the difference between low frequency and high frequency estimates.
A second variable that might influence the CAPM beta is the book-to-equity ratio (BE/ME).
There are two plausible reasons why there could be an association between BE/ME and beta.
Pope and Stark (1999) provide a model, based upon real option theory and costly reversibility, which shows that the CAPM beta will be a function of the BE/ME ratio. In a similar vein, Zhang's (2005) model of costly reversibility combined with a counter-cyclical costs of risk proposes that value firms are riskier than growth firms. In a CAPM world the corollary would be that beta should be associated with BE/ME. Finally, Campbell, Polk and Voulteenaho (2010) provide a useful review of CAPM beta decomposition. "Value" stocks (i.e. those with high BE/ME) have a higher sensitivity to so-called "bad" beta, which captures cash flow shocks. The implication is that BE/ME captures an important risk exposure.
Whilst the common theme here is that BE/ME is a proxy for risk, if that risk is particularly difficult to interpret we might expect a positive association between BE/ME and the difference between low frequency and high frequency estimates.
Results

Descriptive statistics
We start with an analysis of basic betas. The first thing we note, from Table 1, is that beta decreases with the frequency of estimation. This is a striking result. However, the mean beta is not significantly different from unity whether it is estimated on a monthly or quarterly basis in the UK, and neither is it for Australia when estimated on a monthly basis. Further inspection of the results shows that weekly betas are higher than daily betas in both countries (although we do not formally test this difference). The differences between monthly and daily betas are large and significant for both countries, as is the difference between quarterly and daily betas for the UK. Indeed, the daily betas are alarmingly low, and inspection of the (unreported) medians show that this is not driven by a few outliers. Whilst the point made by the UK Competition Commission in the Northern Ireland Electricity case, namely that daily betas have lower standard errors, is borne out by the data, this is not entirely surprising since we use a larger number of observations to estimate daily betas when compared to weekly , monthly or quarterly betas. However, it is clear that daily betas seem to be downward biased, and this is something we turn to in the next section. Finally, we note that weekly betas are also significantly less than unity for both countries, and once again the differences between monthly and weekly betas are significant.
We now focus our attention firmly on the UK, and summary statistics for the size, liquidity and opacity proxies for the monthly vs daily beta sample, together with beta differences, gearing (TD/ME) and BE/ME variables are reported in Table 2 , whilst the quarterly vs daily sample data are reported in size. Rather more strikingly, beta differences in both Table 2 and Table 3 are inversely correlated with size and positively correlated with illiquidity.
Regression results
To explain the difference in the beta estimates, we run the following regression model, for each country and each of the weekly and daily beta difference specifications:
Where in addition to the variables described above, ∆ is the difference between monthly and weekly betas or monthly and daily betas, IND it is an industry dummy (see Appendix A1 for a detailed description). In all cases "Basic Resources" forms the base case industry. All standard errors are estimated using the two-way cluster robust standard error (or CL-2) approach of Petersen (2009) , which Gow et al. (2010) show to yield well-specified standard errors in accounting panel data simulations. The final two columns show what happens when we include our full set of variables, with and without industry dummies respectively. In line with the findings of Gilbert et al (2014) we find that opacity has power to explain the difference in betas. This is consistent with the conjecture that markets need more time to fully interpret new information for more "opaque" companies than less opaque ones. This effect remains once we include industry dummies, though it is clear that industry effects are important in explaining beta differences. Once we include all our variables of interest, opacity retains its explanatory power at the 5% level. As might be expected, size effects have an important role to play, in so far as larger companies show less difference between monthly and daily betas than smaller ones, and the less liquid a firm's stock is, the greater the difference between monthly and daily betas. For gearing, there are no significant effects, but intriguingly BE/ME is associated with beta differences, which is consistent with BE/ME capturing information about real options that markets need time to interpret. Finally, the last column of Table 4 shows that these effects are robust to the inclusion of industry dummies, but the adjusted R-squared figures also demonstrate the explanatory power of industry effects. Although we do not report industry coefficients in detail, we note that of the 16 industry dummies, four are significantly positive, with a further one being positive at the 10% level, whilst two are significantly negative, with a further one being negative at the 10% level.
In Table 5 we report the results from similar regressions that take the difference between quarterly betas and daily betas as the dependent variable. Broadly, the results are similar to the monthly beta differences, with the exception that in the "full" model regressions opacity only has significant explanatory power at the 10% level. What both the monthly and quarterly beta difference regressions confirm is that there are large differences in betas, arising from estimation frequency, that are associated with opacity, size, liquidity, BE/ME and industry effects. The important regulatory implication is that daily betas are not reliable indicators of the CAPM beta, as the fact we can explain the differences between high and low frequency betas by factors that can be viewed as proxies for risk suggests that the high frequency (daily) beta estimates omit important risk characteristics.
So if this is the case for daily betas, a natural question is whether the use of weekly betas might be helpful. Having demonstrated that quarterly minus daily and monthly minus daily betas as dependent variables lead to similar inferences, to answer this question we concentrate on the differences between monthly and weekly betas. The relevant regressions are reported in Table 6 . When we do so, the first thing to note, in the first two columns, is that opacity now plays only a weak role in explaining these differences. Indeed, when we include all our other variables of interest, opacity ceases to have any power in explaining differences. Size and liquidity remain important, and BE/ME is weakly significant when industry effects are excluded, but significant when they are included. Inspection of the unreported industry dummies reveals four industries have significant positive coefficients whilst one has a significant negative coefficient. The conclusion is that whilst weekly betas seem to be less problematic than daily betas, the differences in betas can still be explained in terms of size, liquidity, BE/ME and industry effects which again suggests they are not to be relied upon as indicators of the CAPM beta.
Robustness tests
Recall that by design in this paper we have limited our analysis to the largest companies by market capitalisation. Nonetheless, in the spirit of Gilbert et al. (2014) , we run our regression tests on a sample restricted to only those firms that have a market capitalisation above the median market capitalisation for the year. We also run the regressions on firms which have below median illiquidity (that is, the most liquid stocks). The results are reported in Tables   7-9 . In each table the first group of models restricts the sample to cases where size is above the median. The model "Opacity 3" includes only the opacity variable, whilst "Opacity 4" includes this plus industry dummies. Similarly the model "Restrict 1" includes all control variables but no industry dummies, whilst "Restrict 2" includes all control variables plus industry dummies. The second group of models restricts the sample to cases where the illiquidity measure is below the median. "Opacity 5" includes only the opacity variable, and "Opacity 6" includes this plus industry dummies. Similarly "Restrict 3" includes all control variables but no industry dummies, whilst "Restrict 4" includes all control variables plus industry dummies. . Table 7 runs the regressions with the monthly minus daily beta as the dependent variable.
Looking at the large company group of regressions (columns 1-4) we observe that opacity only has an explanatory role when looked at alone. In the presence of other variables, its significance disappears. But despite being limited to just the largest firms, size and illiquidity are still important in explaining beta differences, as is BE/ME in the presence of industry dummies. Industry effects are again important in explaining differences. Similar conclusions can be drawn when we limit the sample to the most liquid stocks. There is some hint that gearing may matter in this sub-sample. Overall, the message from these regressions is that our main results are not attributable to features in the smallest or most illiquid stocks, and that even the largest and most liquid ones exhibit important differences in betas estimated at high and low frequencies. Table 8 reports the regressions using quarterly minus daily betas as the dependent variable.
Results are broadly similar to those reported in Table 7 for the large firm group, except we now find that gearing matters in the presence of industry effects but BE/ME does not.
However, when we turn our attention to the sub-sample of the most liquid stocks (columns 5-8), opacity plays an important role in all the regressions, along with size and liquidity.
Gearing has a role to play in explaining the differences in this subgroup (at least in the presence of industry effects) but BE/ME loses its significance.
In conclusion, then, differences between high and low frequency betas exist in the largest and most liquid stocks, and even in these groups size and illiquidity have important roles to play in explaining these differences, as do industry effects. Quite whether opacity, gearing and BE/ME are important depends on which frequency difference we are trying to explain, and which sub-sample is being investigated.
Finally, for the sake of completeness, we analyse the beta differences between monthly and weekly betas for the largest and most liquid stocks in Table 9 . In these regressions it is clear that opacity has no explanatory power, and size has important explanatory power. Illiquidity is important in the large firm sub sample, with BE/ME having some role here in the presence of industry dummies, and once again industry effects themselves are important. For the most liquid stocks, illiquidity and BE/ME have only weak explanatory power, and again industry effects are important.
Our final robustness check uses Australian data. Recalling that we have less years of data for Australia, these results are reported in Table 10 . We only report the full model results as the opacity regression proves to be insignificant. In these full regressions we see that the opacity measure, aaa, although positive as Gilbert et al. (2014) predict, is wholly insignificant in explaining the difference between monthly and daily betas. Size always has a significant negative relationship with the difference, and whilst the RtoTR illiquidity measure is weakly significant, it is subsumed when industry effects are included. Curiously, gearing has a weak role to play but the relationship between TD/ME is negative. Of the (unreported) industry dummies, two of the industries have an impact on beta that is significant at the 5% level or less, whilst a further two are significant at the 10% level. The only strong conclusion that can be drawn from the Australian data is that there are important differences between high and low frequency beta estimates, and that size and industry effects have an important role to play in explaining these differences. So despite the modest explanatory power of these regressions, the message for regulation is the same as for the UK. That is, high frequency betas cannot be relied upon as estimates of the CAPM beta, because they omit some known risk characteristics.
GRS Test Results
Our final set of tests involve standard GRS tests of the CAPM. The GRS F-statistic tests whether the time-series intercepts (pricing errors) are all zero when excess returns on assets under consideration are regressed against the risk factors of any particular asset pricing model. With N number of test assets, the test is whether the N intercepts are jointly indistinguishable from zero. In testing the CAPM, the GRS test proceeds by running OLS time series regressions of the form
R it − R ft =α i +β i (R mt -R ft ) + ε it
for each test asset portfolio. R it is the return on the test portfolio, R ft is the risk-free rate, R mt is the return on the market portfolio. The form of the test is
−1
Where ( ) denotes the sample mean of the factor, ̂( ) denotes the sample variance and ∝ is a vector of estimated intercepts. ̂ is the residual covariance matrix and T is the number of time periods. The GRS test statistic is then
If we are correct in being troubled by the "missing risk" component of high frequency betas, this should show up in two ways. First, the GRS tests of the CAPM should be less anomalous when we use low frequency betas rather than high frequency betas. Second, the explanatory power of the regressions (as measured by the mean R-squared of the portfolio regression tests) should be higher for low frequency betas compared to high frequency betas.
In conducting these tests, we report two sets of results. The first uses the "standard" FamaFrench value-weighted portfolios formed using the intersection of size (market capitalisation) and book-to-market. These portfolios are formed from the top 30% of firms by market capitalisation each year. Every year (in September) we take this sample of top 30% of the firms and we independently sort these into 3 book to market groups by using the 30 th and 70 th percentile of the (BTM) ratio and quintiles by size. The intersection results in fifteen size and book-to-market portfolios. The second set of tests, following the suggestion of Lewellen et al. (2010, p.182) , uses value-weighted portfolios formed on the basis of volatility (the standard deviation of returns). Similar to the formation of the size and book-to -market portfolios, using the sample of the top 30% of firms by market capitalisation, every year we sort firms into twelve size groups based on the standard deviation of returns over the previous 12 months.
The UK results based on the size and book-to-market sorts (Table 11) suggest that the CAPM in does surprisingly well in terms of the GRS tests. 17 When tested against the size and book to market portfolios (Table 11) we cannot reject the hypothesis that all the intercepts are jointly insignificant for any of the beta frequency estimates. None of the alphas is significant.
Nonetheless, we observe that the mean R-squared falls monotonically as we move from quarterly through monthly through weekly to daily betas. Allowing for differences in return periods, there is also a tendency for intercepts to be closer to zero when low frequency betas are used. 18 However a very different picture emerges when test portfolios are formed on the basis of the standard deviation (Table 12 ). Whilst we cannot reject the joint significance of the intercepts for any of the frequency estimates, we see evidence that some individual portfolios have significant alphas, and that this propensity increases with the frequency of estimation. For quarterly betas, only one alpha is significant at the 10% level, and none at the 5% level. When betas are estimates monthly, one intercept (the low volatility portfolio) has an alpha that is significantly positive at the 5% level, with a further one being significant at the 10% level. Once we move to weekly and daily frequencies, we observe that two alphas are significant at the 5% level, with a further one being significant at the 10% level. Further, these portfolios are at the extremes, with the low volatility portfolios exhibiting significant positive alphas but the high volatility portfolios exhibiting significant negative alphas. Taken as a whole, these results suggest that the CAPM may be better specified as a risk pricing model when betas are calculated on a low frequency basis.
Conclusion
17 This is likely to be attributable to the restriction of the model to larger firms -see Gregory, Tharyan and Christidis (2013) , and also Fletcher (2010) for a rather more pessimistic analysis of UK asset pricing. Additionally, in unreported tests using Fama-MacBeth regressions we find that the market risk factor is never priced.
18 Note that the mean alphas reported in the table are, of course, quarterly, monthly, weekly and daily returns respectively so cannot be compared without multiplication.
Whatever views one might have on the suitability of the CAPM, the model is used extensively by regulatory authorities around the world. Consequently, how theses authorities assess beta in such regulatory cases is economically significant on a large scale. As we have shown, there has been a tendency for these regulatory bodies to regard high frequency beta estimates as useful, and indeed in some cases judgements have been made that daily betas are superior to monthly betas. The research question that this paper has addressed is whether there is any validity in the use of high frequency betas. We already know, from Gilbert et al. (2014) , that high frequency betas are problematic in the US, and so the focus in this paper has been on assessing whether beta estimates are frequency dependent the UK market where we know the CAPM is in major use by regulatory bodies, and where we know there has been a preference for high frequency estimates over low frequency ones. We also provide a more limited analysis of the Australian market.
We have shown that high frequency betas have significantly lower mean and median values than low frequency (monthly) betas, and that mean high frequency betas are significantly less than unity. We then investigated the cause of these differences. We have shown that these differences can be explained by opacity, size, illiquidity and market to book effects, along with industry effects. Whilst opacity is less important when we explain the difference between weekly betas and low frequency estimates, the other effects remain. These results all apply in our full sample, which by design we limited to just the largest stocks in order to avoid known thin trading problems in small stocks. This decision was also motivated by us noting that typically only larger firms are subject to regulation or market investigations.
Nonetheless, in robustness tests we showed that most of these effects remain even when we run tests on sub-samples of the largest stocks and most liquid stocks.
These analyses reveal something very important about high frequency beta estimates. They are systematically lower than beta estimates obtained from low frequency data, and this difference can be explained by factors that are known to be associated with risk: opacity (as measured by abnormal accruals); size; illiquidity, and; BE/ME. Industry effects are also important. The corollary is that high frequency beta estimates do not fully reflect the likely risk characteristics of stocks, and so their use in a CAPM, in preference to a low frequency beta estimate, is likely to under-estimate the cost of equity capital.
We also showed that there is some evidence that intercepts from CAPM portfolio regression tests are somewhat more likely to be significant when high frequency betas are employed, and that the mean R-squareds from these portfolio tests tend to be inversely related to beta frequency. These results are consistent with low frequency betas giving better estimates of the true CAPM beta.
Our findings, therefore, are unequivocal and have important policy implications for regulators and other users of the CAPM. In general, low frequency betas should always be preferred to high frequency betas. If users still wish to use high frequency betas in their analysis, then it is important to check whether those high frequency beta estimates are being biased downwards by opacity, size, illiquidity and BE/ME factors, together with industry effects.
Of course, for much of this paper we have focussed on regulatory activity, simply because the large economic impact of the CAPM beta is directly observable in such activity. But our findings on beta go far beyond this. Most obviously, many academic event studies use estimates of daily betas derived from either a market model or CAPM. Our evidence, together with that from Gilbert et al (2014) would suggest that the use of such estimates is seriously questionable. Based on our analysis, we would call for robustness checks using low frequency beta estimates in such studies (or, alternatively, a simple market adjusted returns model which implicitly assumes beta is unity). Many corporates and investment analysts use beta estimates in their cost of capital model that are often derived from a commercial source rather than estimated. Again, our analysis would encourage the adoption of low frequency beta estimates in such models.
In conclusion, our findings would suggest that on average, a cost of equity estimated using the CAPM and daily or weekly betas is likely to under-estimate the true cost of equity by not properly considering the impact of known risk factors. Besides the importance of this for users of the CAPM in general, this is a result with particularly important policy implications for all utility regulators and competition authorities. Note that the sample is based on observations where the extreme percentiles of Monthly/Quarterly β-Daily β have been dropped. N is the number of firm-year observations. This table shows the summary statistics for the measures of opacity, size and illiquidity, plus control variables.
Where aaa is the Winsorised absolute value of abnormal accruals from the estimation of Modified Jones (1991) model, size is the firm's market capitalisation as a percentage of total market capitalisation, RtoTR, is the Winsorised RtoTR illiquidity ratio from Florackis et al. (2011) , TD/ME is the gearing ratio calculated as total debt/market value of equity, and BE/ME is the book value of equity to the market value of equity. For a detailed explanation of the measures and precise descriptions of the year end dates used, see text. This table shows the summary statistics for the measures of opacity, size and illiquidity, plus control variables.
Where aaa is the Winsorised absolute value of abnormal accruals from the estimation of Modified Jones (1991) model, size is the firm's market capitalisation as a percentage of total market capitalisation, RtoTR, is the Winsorised RtoTR illiquidity ratio from Florackis et al. (2011) , TD/ME is the gearing ratio calculated as total debt/market value of equity, and BE/ME is the book value of equity to the market value of equity. For a detailed explanation of the measures and precise descriptions of the year end dates used, see text. The full version of the model is:
Opacity 1 includes only the opacity variable, and Opacity 2 includes this plus industry dummies. Similarly Full 1 includes all control variables but no industry dummies, whilst Full 2 includes all control variables plus industry dummies. β is Mβ-Dβ, the difference between monthly and daily betas. Standard errors are clustered by firm and year. Where aaa is the Winsorised absolute value of abnormal accruals from the estimation of Modified Jones (1991) model, size is the firm's market capitalisation as a percentage of total market capitalisation, RtoTR, is the Winsorised RtoTR illiquidity ratio from Florackis et al. (2011) , TD/ME is the gearing ratio calculated as total debt/market value of equity, and BE/ME is the book value of equity to the market value of equity. For a detailed explanation of the measures and precise descriptions of the year end dates used, see text. Industry dummies are included where indicated. For a detailed explanation of the measures and industry classification see text. R 2 is the adjusted R-Squared. For each independent variable, we show the coefficient in the first row and standards errors (in parenthesis) in the second row. ***, ** and * denotes the significance at 1%, 5% and 10% respectively. Florackis et al. (2011) , TD/ME is the gearing ratio calculated as total debt/market value of equity, and BE/ME is the book value of equity to the market value of equity. For a detailed explanation of the measures and precise descriptions of the year end dates used, see text. Industry dummies are included where indicated. For a detailed explanation of the measures and industry classification see text. R 2 is the adjusted R-Squared. For each independent variable, we show the coefficient in the first row and standards errors (in parenthesis) in the second row. ***, ** and * denotes the significance at 1%, 5% and 10% respectively. Florackis et al. (2011) , TD/ME is the gearing ratio calculated as total debt/market value of equity, and BE/ME is the book value of equity to the market value of equity. For a detailed explanation of the measures and precise descriptions of the year end dates used, see text. Industry dummies are included where indicated. For a detailed explanation of the measures and industry classification see text. R 2 is the adjusted R-Squared. For each independent variable, we show the coefficient in the first row and standards errors (in parenthesis) in the second row. ***, ** and * denotes the significance at 1%, 5% and 10% respectively. The first group of models restricts the sample to cases where size is above the median. Opacity 3 includes only the opacity variable, and Opacity 4 includes this plus industry dummies. Similarly Restrict 1 includes all control variables but no industry dummies, whilst Restrict 2 includes all control variables plus industry dummies. The second group of models restricts the sample to cases where liquidity measure is below the median (that is, the most liquid companies). Opacity 5 includes only the opacity variable, and Opacity 6 includes this plus industry dummies. Similarly Restrict 3 includes all control variables but no industry dummies, whilst Restrict 4 includes all control variables plus industry dummies. β is Mβ-Dβ, the difference between monthly and daily betas. Standard errors are clustered by firm and year. Where aaa is the Winsorised absolute value of abnormal accruals from the estimation of Modified Jones (1991) model, size is the firm's market capitalisation as a percentage of total market capitalisation, RtoTR, is the Winsorised RtoTR illiquidity ratio from Florackis et al. (2011) , TD/ME is the gearing ratio calculated as total debt/market value of equity, and BE/ME is the book value of equity to the market value of equity. For a detailed explanation of the measures and precise descriptions of the year end dates used, see text. Industry dummies are included where indicated. For a detailed explanation of the measures and industry classification see text. R 2 is the adjusted R-Squared. For each independent variable, we show the coefficient in the first row and standards errors (in parenthesis) in the second row. ***, ** and * denotes the significance at 1%, 5% and 10% respectively. The first group of models restricts the sample to cases where size is above the median. Opacity 3 includes only the opacity variable, and Opacity 4 includes this plus industry dummies. Similarly Restrict 1 includes all control variables but no industry dummies, whilst Restrict 2 includes all control variables plus industry dummies. The second group of models restricts the sample to cases where liquidity measure is below the median (that is, the most liquid companies). Opacity 5 includes only the opacity variable, and Opacity 6 includes this plus industry dummies. Similarly Restrict 3 includes all control variables but no industry dummies, whilst Restrict 4 includes all control variables plus industry dummies. β is Qβ-Dβ, the difference between quarterly and daily betas. Standard errors are clustered by firm and year. Where aaa is the Winsorised absolute value of abnormal accruals from the estimation of Modified Jones (1991) model, size is the firm's market capitalisation as a percentage of total market capitalisation, RtoTR, is the Winsorised RtoTR illiquidity ratio from Florackis et al. (2011) , TD/ME is the gearing ratio calculated as total debt/market value of equity, and BE/ME is the book value of equity to the market value of equity. For a detailed explanation of the measures and precise descriptions of the year end dates used, see text. Industry dummies are included where indicated. For a detailed explanation of the measures and industry classification see text. R 2 is the adjusted R-Squared. For each independent variable, we show the coefficient in the first row and standards errors (in parenthesis) in the second row. ***, ** and * denotes the significance at 1%, 5% and 10% respectively. The first group of models restricts the sample to cases where size is above the median. Opacity 3 includes only the opacity variable, and Opacity 4 includes this plus industry dummies. Similarly Restrict 1 includes all control variables but no industry dummies, whilst Restrict 2 includes all control variables plus industry dummies. The second group of models restricts the sample to cases where liquidity measure is below the median (that is, the most liquid companies). Opacity 5 includes only the opacity variable, and Opacity 6 includes this plus industry dummies. Similarly Restrict 3 includes all control variables but no industry dummies, whilst Restrict 4 includes all control variables plus industry dummies. β is Mβ-Wβ, the difference between monthy and weekly betas. Standard errors are clustered by firm and year. Where aaa is the Winsorised absolute value of abnormal accruals from the estimation of Modified Jones (1991) model, size is the firm's market capitalisation as a percentage of total market capitalisation, RtoTR, is the Winsorised RtoTR illiquidity ratio from Florackis et al. (2011) , TD/ME is the gearing ratio calculated as total debt/market value of equity, and BE/ME is the book value of equity to the market value of equity. For a detailed explanation of the measures and precise descriptions of the year end dates used, see text. Industry dummies are included where indicated. For a detailed explanation of the measures and industry classification see text. R 2 is the adjusted R-Squared. For each independent variable, we show the coefficient in the first row and standards errors (in parenthesis) in the second row. ***, ** and * denotes the significance at 1%, 5% and 10% respectively. Florackis et al. (2011) , TD/ME is the gearing ratio calculated as total debt/market value of equity, and BE/ME is the book value of equity to the market value of equity. For a detailed explanation of the measures and precise descriptions of the year end dates used, see text. Industry dummies are included where indicated. For a detailed explanation of the measures and industry classification see text. R For the GRS test of Gibbons, Ross and Shanken (1989) , we run time series regression of the form R it − R ft =α i +β i (R mt -R ft ) + ε it where R it is the return on the test portfolio, R ft is the risk-free rate, R mt is the return on the market portfolio. We test for the rejection of the null hypothesis that all the intercept terms are jointly zero using the GRS test. The table reports the α (the intercept) and its associated t-statistic for the individual portfolios. GRS is the GRS test statistic, p-val. is its p-value, mean R2 is the mean adjusted R-squared from the regressions, meancon is the mean α, meanabscon is the mean absolute α, meanse is the mean standard error of the α, p <= 0.05 is the number of intercept terms that are Gibbons, Ross and Shanken (1989) , we run time series regression of the form Rit − Rft =αi +βi (Rmt-Rft) + εit where Rit is the return on the test portfolio, Rft is the risk-free rate, Rmt is the return on the market portfolio. We test for the rejection of the null hypothesis that all the intercept terms are jointly zero using the GRS test. The table reports the α (the intercept) and its associated t-statistic for the individual portfolios. GRS is the GRS test statistic, p-val. is its p-value, mean R2 is the mean adjusted R-squared from the regressions, meancon is the mean α, meanabscon is the mean absolute α, meanse is the mean standard error of the α, p <= 0.05 is the number of intercept terms that are
