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SPANS IN 2-CATEGORIES: A MONOIDAL TRICATEGORY
ALEXANDER E. HOFFNUNG
Abstract. We present Trimble’s definition of a tetracategory and prove that spans
in (strict) 2-categories with certain limits have the structure of a monoidal tricategory,
defined as a one-object tetracategory. We recall some notions of limits in 2-categories
for use in the construction of the monoidal tricategory of spans.
1. Introduction
Spans have a central role in the development of higher category theory and its applications.
We prove a theorem on the structure of spans in strict 2-categories admitting certain
limits. The statement of the theorem is approximately the following:
Spans in a 2-category with finite limits are the morphisms of a monoidal tricategory.
We make this statement precise in the context of Trimble’s definition of weak 4-category
or tetracategory given by generators and relations.
Since we work with spans in strict 2-categories rather than in the more general struc-
ture of a bicategory, we expect that the resulting monoidal tricategory will not be as weak
as possible. This can be seen explicitly in the data throughout the paper. The structure of
the underlying tricategory is an interesting example in that the modification components
are trivial, yet the adjoint equivalences for associativity and units are not identities, and
therefore we do not obtain a Gray-category but rather a semi-strict tricategory.
We begin with some motivation for higher category theory and some history of key
structures in its development. We then review some key properties of spans found in the
literature and give explicit definitions of the limits we intend to use. An outline of the
present article then concludes the introduction.
1.1. The Categorical Ladder The language of category theory has, by its very
nature, served as an impetus for the unification of structures across mathematical disci-
plines. This has proved both practical and fruitful as the proliferation of new ideas in
mathematics continues to explode.
Category theory is a natural extension of modern algebra. In particular, as a mathe-
matical structure, a category contains a set of objects, a set of morphisms, along with a
notion of composition and unit. This data should then satisfy appropriate coherence laws
for associativity and unity.
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2While category-theoretic structures consist of a set of objects and a set of morphisms,
one can easily find examples of ordinary set-theoretic structures by specifying to one-
object categories, i.e., taking the set of objects to be the singleton set. For example, a
one-object category consists of a set of morphisms, an identity morphism for the single
object, and an associative unital binary operation called composition — that is, a one-
object category is a monoid.
Passing from a category to a monoid is an example of a process called looping due
to its relation to the loop space construction in topology. Looping and its counterpart
delooping have served as guiding princinples in the development of the structure of low-
dimensional higher categories, especially in the iterated context of k-tuply monoidal n-
categories. See [Baez, Dolan, 1998] for details and the “periodic table of n-categories”.
Categories were introduced by Eilenberg and Mac Lane as a step towards defining the
notion of natural transformation in their study of axiomatic homology theory. Further
development of category theory, in large part through internalization and enrichment,
vastly generalized the study of universal algebra allowing the proliferation throughout
modern mathematics.
Researchers have developed aspects and applications of category theory extensively.
However, higher category theory — the theory of weak n-categories — is still very much a
work in progress. Numerous definitions of weak n-category have been proposed. See [Le-
inster, 1998] and references therein. The operadic approaches highlight some of the in-
herently combinatorial and topological aspects of higher categories.
The development of low-dimensional higher categories took strong cues from homo-
topy theory. The axioms of tricategories are defined in terms of polyhedra which first
appeared in Stasheff’s thesis [Stasheff, 1963]. Further, Grothendieck’s dream of develop-
ing n-category theory on top of homotopy theory by interpreting n-groupoids as homo-
topy n-types has continued to drive research since its appearance in his famous letter to
Quillen [Grothendieck, 1983].
A fundamental difficulty in comparing the definitions of an n-category is the need
for a framework of (n + 1)-categories in which to work. The groupoidal approach to
higher categories has lessened this difficulty to some extent by considering ∞-categories
in which all higher morphisms (after a fixed level) are equivalences. Recent successes in
this direction include a rigorous statement and proof of the Stabilization Hypothesis [Baez,
Dolan, 1998, Lurie, 2009].
1.2. Low-Dimensional Higher Categories While definitions of weak n-categories
abound, explicit definitions by generators and relations have been given only for n ≤
4. The prospect of writing down such definitions for higher-categorical dimensions is
forboding, yet progress is possible. Baez and Dolan developed a litmus test in the form
of a list of key properties, including the Stablization Hypothesis, that a theory of weak
n-categories should satisfy [Baez, Dolan, 1998].
1.3. Bicategories Ehresmann introduced the technique of internalization in ambient
categories such as differentiable manifolds and topological spaces to create a hybrid cate-
3gorical setting for algebraic-geometric notions such as Lie groups and topological groups,
respectively.
Internalization can be useful in climbing the so-called categorical ladder. For example,
a (strict) 2-category can be defined by giving a diagramatic presentation of the data
of a category and interpreting this in the category of (small) categories and functors.
However, this method promotes equations between functions to equations (rather than
natural isomorphisms) between functors, and thus fails to capture important examples
which satisfy more general coherence laws.
In 1968, Be´nabou introduced bicategories (weak 2-categories) and the three-dimensional
structure of morphisms between these consisting of homomorphisms, transformations and
modifications [Benabou, 1967]. The definition of bicategory was designed, in part, to
formalize the idea of treating mathematical structures as morphisms.
One of the first examples is the bicategory of bimodules, which has (unital) rings as
objects, bimodules of rings as morphisms, and bimodule maps as 2-morphisms. In this
bicategory, composition is the tensor product of bimodules. Be´nabou’s next example is
the bicategory of spans in a category with pullbacks. He attributes the notion of span to
Yoneda who first considered spans in the category of categories [Yoneda, 1954].
The two most important aspects of the theory of bicategories in relation to this article
and future directions are the statement of bicategorical coherence and the development
of appropriate limits in the bicategorical setting.
The coherence theorem for bicategories states that every bicategory is biequivalent
to a (strict) 2-category. This is proved in the abstract setting of Yoneda’s lemma for
bicategories in [Gordon, Power, Street, 1995]. The same article gives a more pedestrian
proof following [Mac Lane, Pare´, 1985], [Lewis, 1972], and [Joyal, Street, 1993]. The
development of tricategories and coherence for tricategories relies heavily on this result
both for logical and aesthetic reasons. Similarly, the tricategorical coherence statement
of Gordon, Power and Street makes possible Trimble’s definition of tetracategory.
The present article is concerned with spans as an example of a monoidal tricategory.
In particular, we consider spans in a 2-category with certain limits. The theory of 2-
dimensional limits has been successfully and carefully developed by a number of authors.
While the formulation of 2-dimensional limits very much mirrors the traditional theory
of limits for categories, the full story is considerably more complicated when developing
completeness theorems for 2-categories and bicategories.
Flexible limits, a certain type of weighted strict 2-limit, were developed in [Bird, Kelly,
Power, Street, 1989] to obtain stronger completeness theorems for 2-categories which
admit all bilimits, but not all honest limits. These authors found that completeness
theorems could be formulated with the introduction of flexible limits.
In practice, bicategorical coherence allows for simpler computations when working in
2-dimensional category theory. However, in addition to such a coherence theorem, an
additional coherence theorem for appropriately weak limits in bicategories was needed to
remove many of the remaining imposing technicalities of fully weak 2-dimensional category
theory. Power took an important next step providing the desired coherence theorem for
4bilimits [Power, 1989].
1.3.1. Theorem. [Power] Every bicategory B with finite bilimits is biequivalent to a 2-
category with finite flexible limits.
We briefly recall the details of Power’s coherence theorem. This result relies mainly
on some nice features of the 2-categorical Yoneda embedding
Y :B → hom(Bop,Cat),
which is defined as the contravariant hom-functor. This should not be surprising given
the central role of representable presheaves in defining limits.
We first note that whenever a pseudo limit exists, then it also acts as a bilimit. This
follows from the fact that any strict 2-functor is also a homomorphism of bicategories and
both pseudo limits and bilimits are defined by strong transformations between 2-functors
and homomorphisms, respectively. Further, the Yoneda 2-functor preserves all pseudo
limits and for any small 2-category B, the 2-category hom(Bop,Cat) has all pseudo limits.
We will not need all finite bilimits in our present work; rather just products and
pullbacks. Our working definitions of products and pullbacks (see Section 1.6) are both
examples of finite flexible limits. Recall that the terminal object is the ‘empty product’.
Although we do not consider spans in the fully weak setting of bicategories here, Power’s
result suggests the following.
1.3.2. Conjecture. Let B be a bicategory with pullbacks and finite products that is
biequivalent to a 2-category B′ with pullbacks and finite strict products, then there is a
monoidal tricategory Span(B) that is monoidally triequivalent (or tetraequivalent) to our
construction Span(B′).
1.4. Tricategories The importance of a robust theory of bicategories is at this point
apparant to many working mathematicians. Gordon, Power and Street motivate the need
for the introduction of tricategories both from category theory and from applications to
representation theory, low-dimensional topology, and other areas. We briefly recall some
of their motivating examples.
The main push from within category theory comes from the need to consider monoidal
structures on bicategories. Recall, that a monoidal bicategory is defined to be a one-object
tricategory. Walter’s theory of categories enriched in bicategories calls for monoidal struc-
tures on the enriching bicategory in order to define the domain of the composition oper-
ation in the enriched structure [Walters, 1984]. Further, Carboni and Walter’s work on
bicategories of relations in a regular category naturally extends to the monoidal bicate-
gory setting with the composition and monoidal product induced by finite limits [Carboni,
Walters, 1987]. The present work is a natural analogue of the work of Carboni and Walter,
however this work considers finite limits in 2-categories, and necessitates the introduction
of monoidal structures on tricategories.
Gordon, Power, and Street note the appearance of tricategorical data and coherence
outside of category theory as well. In particular, in the study of algebraic homotopy
53-types of Joyal-Tierney, the interplay of Zamolodchikov equations and monoidal bicate-
gories as discussed in the strict setting by Kapranov and Voevodsky, the appearance of
the 4-cocycle condition in Drinfel’d’s study of equivalences of representations of quasi-
Hopf algebras, and the theory of operads developed to analyze iterated loop spaces which
becomes relevant through examples in conformal field theory and string field theory.
The main theorem of [Gordon, Power, Street, 1995] is the coherence theorem for
tricategories. The statement of tricategorical coherence is not as clean as the analogous
statement for bicategories. In particular, one does not expect that every tricategory is
triequivalent to a (strict) 3-category and the theorem requires a detailed analysis of the
local structure of tricategories as well as techniques of enriched category theory involving
the Gray tensor product. The category Gray is closely related to the category of 2-
categories with the important distinction that the monoidal structure on Gray not be
cartesian.
We recall the main coherence theorem.
1.4.1. Theorem. [Gordon, Power, Street] Every tricategory is triequivalent to a Gray-
category.
Since the appearance of this coherence theorem, there has been continued investigation
into the categorical structures formed by tricategories. In [Leinster, 1998], it is pointed
out that the tricategory definition in [Gordon, Power, Street, 1995] is not algebraic. This
indicates that the definition is not amenable to certain operadic approaches to higher
categories. In particular, tricategories as defined therein are not governed by (that is,
are not the algebras of) an appropriate operad. The thesis of Gurski is devoted to the
study of algebraic tricategories. In particular, he is able to amend the original definition
to produce a fully algebraic definition [Gurski, 2006].
1.5. Tetracategories The coherence theorem for tricategories is essential to Trimble’s
definition of tetracategories as was the coherence theorem for bicategories in Gordon,
Power, and Street’s work on tricategories. One of the fascinating aspects of Trimble’s
definition is the use of combinatorial structures to obtain a nearly algorithmic definition of
weak n-categories given by generators and relations. There is much to be done however as
we do not have corresponding definitions for morphisms between tetracategories, a theory
of limits, nor a coherence theorem for tetracategories. Given the sheer size of the data and
axioms for tetracategories, it remains unclear whether researchers will continue to pursue
the development of higher category theory in this fashion. Nonetheless, Trimble’s work is
intriguing, illuminating, and allows for a concrete example of a monoidal tricategory to
be given in the present work. To the best of our knowledge the span construction given
here is the first explicit example of a monoidal tricategory in the literature.
Trimble includes remarks on his definition which have been presented on a web page
of John Baez devoted to Trimble’s work [Trimble, 1995]. Before presenting the definition
in Section 2.2, we provide some exposition in an attempt elucidate some of the key ideas
behind Trimble’s work. However, we also include Trimble’s own remarks in Appendix A.
61.6. Explicit Definitions of Pullbacks and Products We intend to construct
a composition operation and monoidal product on spans by assuming the existence of
certain limits in our 2-categories. We give explicit definitions of these limits here and a
more detailed exposition on 2-dimensional limits in Appendix B.
Composition of spans is defined by pullback of cospan diagrams, but there are several
closely related limits of cospan diagrams. The construction we work with at present is
called the iso-comma object, however, we will usually refer to it simply as the pullback.
The monoidal product is constructed by products.
Definition of Pullbacks We give an explicit definition of the pullback or iso-comma
object and its universal property as a limit. This is used to define certain composites of
spans and higher morphisms as part of the structure of the tricategory Span(B).
1.6.1. Definition. Given a cospan
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there exists a unique 1-cell h:X → BA such that
p = πBAh, q = π
A
Bh, and κ
g,f
C · h = κX ,
• for any pair of 1-cells j, k:X → BA and 2-cells
̟: πBAj ⇒ π
B
Ak and ̺: π
A
Bj ⇒ π
A
Bk,
7such that
(g · ̺)(κg,fC · j) = (κ
g,f
C · k)(f ·̟),
there exists a unique 2-cell γ: j ⇒ k such that
πBA · γ = ̟ and π
A
B · γ = ̺.
Definition of Finite Products We define the product in B for use in constructing
the monoidal structure on our tricategory of spans.
1.6.2. Definition. Given a pair of objects in a strict 2-category B, the product is an
object A×B equipped with projections A
πA← A× B
πB→ B such that
• for each pair of maps p:X → A and q:X → B, there exists a unique 1-cell h:X →
A× B such that
p = πAh and q = πBh,
• for each pair of 1-cells j, k:X → A×B and 2-cells
̟: πAj ⇒ πAk and ̺: πBj ⇒ πBk,
there exists a unique 2-cell γ: j ⇒ k such that
πA · γ = ̟ and πB · γ = ̺.
We also include the nullary product, or terminal object as part of the structure of B. In
fact, a 2-category with iso-comma objects and a terminal object automatically has finite
products, which are obtained by the obvious cospan with arrows into the terminal object.
1.6.3. Definition. We call an object 1 ∈ B the terminal object if for every object
A ∈ B, there is a unique 1-cell from A to 1.
1.7. Basics on Spans Motivating examples for the development of bicategories often
do not satisfy the associative law and require the introduction of an associator natural
transformation satisfying a coherence equation given by Mac Lane’s pentagon. Further,
as discussed in the motivation for tricategories, it is often the case that given a theory of
n-categories (for a fixed n) the need to develop a theory of (n+ 1)-categories arises from
examples of n-categories which seem to naturally carry a monoidal structure. The span
construction is a well-known example of both of these phenomena.
Recall that a span in a category C is a pair of morphisms with a common domain.
This is often drawn in a shape reminiscent of a bridge or roof
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8thus spawning a number of different names for this diagram, including the very common
name correspondence. Spans R and S are composable if they have common codomain
and domain, respectively
S
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exists. These constructions are variously called ‘pullbacks’, ‘fibered products’, ‘homo-
topy pullbacks’, ‘weak pullbacks’, ‘pseudo pullbacks’, ‘bipullbacks’, ‘comma objects’, ‘iso-
comma objects’, ‘lax pullbacks’, ‘oplax pullbacks’, etc. In some cases, some of these
names can be freely interchanged, however some are definitively different from each other.
See [Kenney, Pronk] for a detailed study of composition operations on spans.
This composition operation is not strictly associative. As alluded to above this is
essentially the original motivation for the generalization from (strict) 2-categories to bi-
categories. By introducing a suitable notion of ‘maps of spans’, Benabou was able to
introduce spans of sets, or, more generally, spans in a category with pullbacks, as an
example of a bicategory [Benabou, 1967]. In this paper, we categorify Benabou’s work.
This requires us to introduce a suitable notion of ‘maps between maps of spans’. These
maps are the 3-morphisms of the span construction.
It is often the case that a category with pullbacks also has finite products. This
is, in part, a consequence of the fact that finite products are limits of similar diagrams
and can be obtained as a special case of pullbacks in the presence of a terminal object.
Now, given a category with pullbacks and finite products, applying the span construction
yields not only a composition from pullbacks, but also a monoidal product induced by
products. It follows that applying the span construction to a category with pullbacks
and finite products yields a monoidal bicategory. Notice that we began with a 1-category
with some extra structure and after applying the span construction obtained a one-object
tricategory.
Just as maps of monoidal bicategories include important examples such as bimodules
and spans, the need for monoidal tricategories continues to increase as researchers begin
to study spans in higher categories. Common examples are spans of groupoids or stacks,
which arise in geometric representation theory. A letter entitled ‘Geometric function
9theory’ [Ben-Zvi, 2009] written by David Ben-Zvi to the readers of the n-Category Cafe`
blog dicusses the appearance of spans in representation theory.
Moreover, spans are ubiquitous in mathematics for a very simple reason — they are a
straightforward generalization of relations, which can be used to to define partial maps,
generalize aspects of quantum theory such as Heisenberg’s matrix mechanics [Morton,
Vicary, 2013], give geometric constructions of convolution products in representation the-
ory [Chriss, Ginzburg, 1997], and much more!
1.8. Organization of Paper We now say a few words on the structure of this paper.
The span construction defined here utilizes particular examples of pseudolimits in 2-
categories, which we discuss in an exposition on 2-dimensional limits in Appendix B.
The definition of monoidal tricategory is given in Section 2. The main theorem is the
construction of a monoidal tricategory, or one-object tetracategory. This comes in two
parts. The first is to construct a tricategory of spans denoted Span(B) in Section 3 using
pullbacks (by which we mean iso-comma objects). The second is the construction of the
monoidal structure on the tricategory of spans in Section 4 using products.
The span construction yields a relatively weak monoidal tricategory, demanding a
significant effort in verifying coherence axioms. The techniques used in verifying these
axioms all follow very similar reasoning as the components of the structural maps are
defined almost invariably by the existence statements of the universal property of pseu-
dolimits, leaving the uniqueness statements as the main tools used in verifying equations.
We work through a few of these arguments, but leave most out of the text. Instead we
include all of the structural data along with the equations satisfied by the components of
this data. In each instance, this is enough to routinely reproduce and verify the necessary
coherence equations.
2. Monoidal Tricategories as One-Object Tetracategories
2.1. Approaching a Definition As the goal of this paper is to define a monoidal
tricategory of spans and ‘monoidal tricategory’ is not a well-defined notion in the liter-
ature, we need to first specify what structure we have in mind. There is little doubt
that a number of people either have or could write down a reasonable notion of monoidal
structure on a tricategory if asked. In 1995, Trimble went a step further and wrote down
a definition of tetracategory with axioms sprawling over dozens of pages [Trimble, 1995].
Following the pattern of defining a monoidal category to be a one-object category one
dimension above, we say
A monoidal tricategory is a one-object Trimble tetracategory.
In recalling Trimble’s definition we hopefully succeed in making tetracategories accessible
to a wide audience. We explain Trimble’s notion of product cells for tritransformations
and trimodifications, give a precise statement of the equivalence expected for structure
cells at each level, and choose explicit 3-cells (geometric 2-cells in local tricategories) as
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the ‘interchange’ cells appearing in the tetracategory axioms. The choice of interchange
cell is governed by coherence for tricategories, so all choices are suitably equivalent.
The definition of a tetracategory is largely straightforward. In fact, Trimble’s approach
to defining tetracategories was to, as much as possible, formalize the process of drawing
coherence axioms, at least up to coherent isomorphism. Just as monoids, or one-object
categories, have associativity and unit axioms, higher categories have generalized associa-
tivity and unit coherence axioms. One starts by noting that the drawing of associativity
axiom Kn is nearly canonical at each level n. These axioms first appeared as families of
simplicial complexes called associahedra in work of Stasheff and called orientals in work
of Street. These associator Kn+2 axioms can, in turn, be used to define unit axioms
Un+1,1, . . . , Un+1,n+1 for weak n-categories.
It is useful to work up from the usual category axioms towards tetracategories devel-
oping intuition for the higher unit diagrams and building on successive steps. It can also
be useful to think of categorical structure as consisting of both associativity and unit op-
erations and axioms. The coherence axioms for categories include one associativity axiom
K3
⊗(⊗× 1) = ⊗(1×⊗)
and two unit axioms U2,1
⊗(I × 1) = 1
and U2,2
⊗(1× I) = 1.
Here the tensor product denotes the composition operation on the category and the three
axioms often denoted α, λ, and ρ, respectively, for obvious reasons. We then recall that a
category C also has a unit operation I ∈ Ob(C). Of course the unit object has an identity
morphism, so we can write I as a functor to make it appear more like an operation
I: 1→ C.
The unit operations and axioms are closely tied to those for associativity. We know that
I is the unit for our composition operation ⊗: C × C → C. In fact, ⊗ is the associativity
operation in this case and has the associativity axiom K3 as noted above. Although
slightly awkward in many contexts it is useful here for combinatorial reasons to write K2
for the composition operation. Similarly, we can write U1 as the unit operation.
Formally, bicategories include both of the category operations K2 and U1, which are
now interpreted as functors between bicategories. The category axioms become bicategory
operations
K3:K2(K2, 1)⇒ K2(1, K2),
U2,1:K2(U1, 1)⇒ 1,
and
U2,2:K2(1, U1)⇒ 1.
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The bicategory associativity axiom is the MacLane pentagon, which we write algebraically
as
K4:K3(1, K2) ◦K3(K2, 1) K2(1, K3) ◦K3(1, K2) ◦K2(K3, 1).❴*4
Notice that each possible 4-ary operation with one occurrence of each K2 and K3 appears
as a 1-cell (edge) of the pentagon. A similar pattern can be observed for the 0-cells
(vertices) of the pentagon. We are left to derive the unit axioms from K3.
We use K3 to construct a template informing the general shape of the unit axioms U3,1,
U3,2, and U3,3. The second index i in U3,i tells us that the unit object should appear in the
ith argument. The unit axiom U3,1 will have 1-cells in the domain resembling those in the
domain of K3, except that a copy of the unit object will be placed in the first argument
of each operation. Similarly, the codomain will contain 1-cells from the codomain of K3
with units in the first argument. There is an extra associativity term appearing in the
unit operation, which we now describe.
If we imagine an associativity operation for 0-categories, K1: 1 → 1, then we notice
a pattern beginning with the bicategory unit operations. The domain and codomain of
U2,1 contain the domain of and codomain of K1, respectively. We notice the appearance
of the associativity operation K2 in the domain. It turns out that this is a very general
phenomenon. In each unit axiom Un,i there is a cell Kn in the domain if n is odd or in
the codomain if n is even. Finally, there is a copy of U1 appearing in the first and second
arguments of K2 in U2,1 and U2,2, respectively.
From the above considerations the pattern begins to become evident. We have bicat-
egory axioms
Unit axiom U3,1 K2(U2,1, 1) = U2,1(K2) ◦K3(U1, 1, 1)
Unit axiom U3,2 K2(U2,2, 1) = U2,2(K2) ◦K3(1, U1, 1)
Unit axiom U3,3 U2,2(K2) = K2(1, U2,2) ◦K3(1, 1, U1).
Trimble tames the complexity of his tetracategory axioms using operad-like trees to name
the associativity and unit operations and axioms. While the construction outlined in the
previous paragraph may not be entirely transparent in the unit axioms above, a brief
explanation of the tree diagrams should provide clarity.
The K3 associativity operation is labelled by a “3-sprout” with domain and codomain
the expected pair of rooted trees each having three leaves and one internal edge
//
❈❈
❈❈
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①①
① ❄❄❄
④④
④④
④
❋❋
❋❋
❋
We can write down the unit axioms using trees this time. We replace solid edges with
dashed edges according to the indices of the unit axiom and include the K3 factor as the
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3-sprout with a dashed edge. We have, for example, the axiom U3,1
❈
❈
❈
④④
④④
④
⑧⑧⑧❈
❈
❈
①①
①①
① ❄❄❄
④④
④④
④
❋
❋
❋
④④
④④
④
❋
❋
❋
Now rewriting our unit operations as composites of K operations and the unit object,
e.g., U2,1 = K2(U1, 1), we see the direct correspondence between the algebraic and tree
descriptions of U3,1
U3,1:K2(K2(U1, 1), 1)→ K2(U1, K2) ◦K3(U1, 1, 1).
Tree representations of the other unit axioms have the same underlying trees, so differ
only by the dashed edge.
✤
✤❈❈
❈❈
❈
④④
④④
④
⑧⑧❈❈
❈❈
❈
①①
①①
① ❄❄
④④
④④
④
❋❋
❋❋
❋ ✤
✤
④④
④④
④
❋❋
❋❋
❋
❈❈
❈❈
❈
④
④
④
⑧⑧⑧❈❈
❈❈
❈
①
①
① ❄❄❄
④
④
④
③③❋
❋❋
❋❋
④
④
④
❋❋
❋❋
❋
We have now written down three distinct unit axioms for bicategories, while the usual
definition only requires the associativity axiom K4 and the single unit axiom U3,2. This
highlights a bit of history in the early development of higher category theory. When
MacLane first defined monoidal categories, he included all three axioms (and some other
axioms too). In 1964 Max Kelly proved that one unit triangle was sufficient.
Thinking ahead one step we have the family of unit axioms for tricategories U4,1, U4,2,
U4,3, and U4,4. However, while the definition of tricategory contains all three structural
unit operations U3,1, U3,2, U3,3, only the two unit axioms U4,2 and U4,3 are required. Gurski
remarks on this appearance of cells that are not lifted from equations one-categorical rung
down the ladder of n-categories as an example of the appearance of interesting higher
structure replacing equality [Gurski, 2006].
Apart from the historical significance of the development of the unit axioms, it is also
important in understanding Trimble’s definition to highlight the relationship between
the unit axioms. In particular, Trimble only defined three unit axioms U5,i, 2 ≤ i ≤ 4
conjecturing the continuation of the pattern for units.
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2.1.1. Conjecture. [Trimble] Given a non-negative integer n, the unit axioms Un,1 and
Un,n of weak n-categories follow from the associativity axiom Kn+1, the remaining unit
axioms Un,i, 2 ≤ i ≤ n− 1, and the Un+1,j unit axioms of a weak n+ 1-category.
Given the above conjecture, Trimble omits the unit axioms U5,1 and U5,5 in the tetracat-
egory definition. A proof of the conjecture would involve considering, at each categorical
level, the structure of the unit operations and axioms one categorical dimension higher.
Having obtained all of the bicategory axioms we can move onto tricategories and
tetracategories. These have associativity axioms K5 — the Stasheff polytope — and K6,
respectively. At this point, the reader is urged to write down the unit axioms U4,2 and U4,3
for tricategories. These diagrams appear in the definition below as perturbations along
with U4,1 and U4,4. Setting these operations to be identity perturbations, the tricategory
unit axioms are recovered along with the equations U4,1 and U4,4, which are redundant
axioms for tetracategories.
At this point we should be able to understand unit axioms for tetracategories. These
axioms are three-dimensional and can be rather intimidating at first glance, but can be
understood very systematically with the aid of a few preliminary remarks. The cells on
either side of the equations are each components of perturbations, trimodifications, or
tritransformations. Trimble calls the component cells of trimodifications and tritransfor-
mations appearing in the axioms ‘product cells’. The tetracategory axioms are presented
as equations between composites of geometric 3-cells (4-cells of the tetracategory) between
surface diagrams.
The following discussion will use the modification m (see the diagram below) as an
example. There is a similar story for associativity in which triangles are replaced by pen-
tagons. A modification consists of a family of geometric 2-cells indexed by objects and a
family of invertible modifications indexed by morphisms, which are naturality cells for the
geometric 2-cells. The components of these naturality modifications are geometric 3-cells
whose domains and codomains have factors corresponding to the domain and codomain
of m, respectively, and modification 2-cells corresponding to the domain and codomain
of the indexing morphism. In pictures, the ‘product’ is manifest. The unitor 2-cell is a
triangle
(X ⊗ 1)⊗ Y X ⊗ (1⊗ Y )
X ⊗ Y
αX,1,Y //
1X⊗λY
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
ρX⊗1Y
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄
mXY
7?✇✇✇✇✇✇✇✇
and, for morphisms (f, f ′): (X, Y )→ (X ′, Y ′), the modification 3-cell, which is the desired
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product 3-cell, fills a prism
(X⊗1)⊗Y X⊗(1⊗Y )
X⊗Y
(X′⊗1)⊗Y ′ X′⊗(1⊗Y ′)
X′⊗Y ′
αX,1,Y //
1X⊗λY
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
ρX⊗1Y
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
αX′,1,Y ′ //
1X′⊗λY ′
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
ρX′⊗1Y ′
❄
❄
❄
❄
❄
❄
❄
❄
❄
(f⊗1)⊗f ′
55❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧
❦❦❦❦❦
f⊗(1⊗f ′)
66❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧
f⊗f ′
55❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧
mXY
7?✇✇✇✇✇✇
✇✇
mX′Y ′
6>✉
✉
✉ ✉✉
ρf⊗1f ′ 3;♦♦♦
♦♦♦
αf,1,f ′ +3
1f⊗λf ′
4<qqqqq
qqqqq
We are left only to describe the three rectangular 2-cells. The three components of the
domain and codomain of the triangle above correspond to the three rectangles. Two of the
cells are in the domain of our 3-cell and the other is in the codomain. Finally, we said the
prism should be the unitor triangle cross a K3-interval, so (f, f
′) is either (1, α) or (α, 1).
When writing down these product cells for the middle modification in the axioms, for
example, we defer to coherence for tricategories. This becomes manifest in the labelling
of certain cells, which we now explain.
When we denote a geometric 2-cell as the product of two structure cells, e.g., ρ × α,
it is at times useful to employ tricategorical coherence. Although, one may define these
2-cells by various composites, tricategorical coherence assures us that the resulting 2-cell
diagrams are equivalent in the appropriate sense.
Consider, for example, the domain of the second cell in the composite of geometric
3-cells forming the domain of the U5,2 axiom. The domain of the 3-cell is the domain of a
product cell of the middle mediator trimodification whiskered with various associativity
tritransformation and trimodification cells. The 2-cell we now describe has the following
form
ρ× α−1: (ρA × 1B(CD)) ∗ (1A1 × αBCD)⇒ (1A × αBCD) ∗ (ρA × 1(BC)D),
and it is evident that the composite is defined by a “higher-dimensional Eckmann-Hilton
argument”.
The 2-cell ρ× α−1 is a square
(xI)((yz)w) (xI)(y(zw))
x((yz)w) x(y(zw))
1xI∗αyzw //
ρx∗1(yz)w

ρx∗1y(zw)

1x∗αyzw
//
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Noticing that ρ and α are acting, in some sense, independently of one another, we define
this square as a composite of triangle 2-cells by introducing the diagonal 1-cell
ρx ∗ αyzw: (xI)((yz)w)→ x(y(zw)).
The 2-cells comprising the triangles are coherence cells for interchange and unit coherence
cells. The interchange coherence cells are structure cells of the strong transformation
component χ⊗ of the monoidal product trifunctor. The unit coherence cells are the adjoint
pairs of 1-cells of adjoint equivalences in bicategories of 2-functors, strong transformations,
and modifications, i.e., the 1-cells of the right and left unitor transformations of the local
tricategories in which the diagrams of the U5,i axioms live.
The composite is
ρ× α−1 := χ−1⊗ (l
−1
ρ ⊗ r
−1
α )(rρ ⊗ lα)χ⊗
which, for computational purposes, is best drawn as a square whose interior has been
sectioned into a pair of bigons and a pair of triangles. We have
(xI)((yz)w)
x((yz)w)
(xI)(y(zw))
x(y(zw))
ρx×1(yz)w

1x×αyzw
//
1xI×αyzw //
ρx×1y(zw)

(ρx∗1x)×(1(yz)w∗αyzw)
..
(1xI∗ρx)×(αyzw∗1y(zw))

ρx×αyzw
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄
χ⊗
{ ⑧⑧
⑧⑧
⑧
χ−1
⊗
{ ⑧⑧
⑧⑧
⑧
rρ×lα
{ ⑧⑧
⑧
l
−1
ρ ×r
−1
α
{ ⑧⑧
⑧
Similar interchange-type cells are used to define α−1×˜λ and α−1×˜α explicitly.
2.2. Trimble’s Tetracategories The structure we work with in this paper is a
monoidal tricategory.
2.2.1. Definition. A monoidal tricategory is a one-object tetracategory in the sense
of Trimble.
We now give the definition of tetracategory following [Trimble, 1995].
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2.2.2. Definition. A tetracategory T consists of
• a collection of objects a, b, c, . . .,
• for each pair of objects a, b, a tricategory T (a, b) of 1-, 2-, and 3-morphisms,
• for each triple of objects a, b, c,a trifunctor
⊗: T × T → T
called composition,
• for each object a, a trifunctor
I: 1→ T
called a unit,
• for each 4-tuple of objects a, b, c, d, a biadjoint biequivalence (in the local tricategory
of maps of tricategories)
α:⊗(⊗× 1)⇒ ⊗(1×⊗)
called the associativity,
• for each pair of objects a, b, a biadjoint biequivalence (in the local tricategory of maps
of tricategories)
λ:⊗(I × 1)⇒ 1
called the monoidal left unitor,
• for each pair of objects a, b, a biadjoint biequivalence (in the local tricategory of maps
of tricategories)
ρ:⊗(1× I)⇒ 1
called the monoidal right unitor,
• for each 5-tuple of objects a, b, c, d, e, an adjoint equivalence (in the local bicategory
of maps of tricategories)
π: (1× α)α(α× 1) αα❴*4
called the pentagonator,
• for each triple of objects a, b, c, an adjoint equivalence (in the local bicategory of
maps of tricategories)
l: (1× λ)α λ❴*4
called the left unit mediator,
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• for each triple of objects a, b, c, an adjoint equivalence (in the local bicategory of
maps of tricategories)
m: (ρ× 1)α λ× 1❴*4
called the middle unit mediator,
• for each triple of objects a, b, c, an adjoint equivalence (in the local bicategory of
maps of tricategories)
r: ρα ρ× 1❴*4
called the right unit mediator,
• for each 6-tuple of objects a, b, c, d, e, f , a perturbation called a (non-abelian) 4-
cocycle (or K5), consisting of, for each 5-tuple of morphisms A,B,C,D,E, an in-
vertible 4-cell
(((A×B)×C)×D)×E
((A×(B×C))×D)×E
(A×((B×C)×D))×E
(A×(B×(C×D)))×E
A×((B×(C×D))×E))
A×(B×((C×D)×E))
A×(B×(C×(D×E)))
(A×B)×(C×(D×E))
((A×B)×C)×(D×E)
((A×B)×(C×D))×E
(A×B)×((C×D)×E)
(α×1)×1
uu❧❧❧❧
❧❧❧
❧
α×1


✖✖
✖✖
✖✖
✖✖
(1×α)×1
✬
✬✬
✬✬
✬✬
✬✬
α ✴
✴✴
✴
1×α ((◗◗
◗◗◗
◗
1×(1×α)
88♣♣♣♣♣♣♣♣♣♣♣
α
((◗◗
◗◗◗
◗◗◗
◗
α
✫
✫✫
✫✫
✫✫
✫
α
✛✛
✛✛
✛✛
✛✛
✛✛
✛
α×1
✥
✥✥
✥✥
✥✥
✥✥
✥✥
✥
α×1
}}④④
④④
④④
④④
④④
④④
④④
④④
α
✩
✩✩
✩✩
✩✩
✩
1×α
77♦♦♦♦♦♦♦♦♦♦
α
✚✚
✚✚
✚✚
✚✚
✚✚
✚
Π
8@②②②②
α−11,1,α
;C⑧⑧⑧
Π
19❧❧❧ ❧❧❧
Π×1
!)▲
▲▲ ▲▲▲
K5

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(((A×B)×C)×D)×E
((A×(B×C))×D)×E
(A×((B×C)×D))×E
(A×(B×(C×D)))×E
A×((B×(C×D))×E))
A×(B×((C×D)×E))
A×(B×(C×(D×E)))
(A×B)×(C×(D×E))
((A×B)×C)×(D×E)
A×((B×C)×(D×E))
(A×(B×C))×(D×E)
A×(((B×C)×D)×E)
(α×1)×1
uu❦❦❦❦
❦❦❦❦
❦
α×1
✏✏
✏✏
✏
(1×α)×1

α
✺
✺✺
✺✺
✺
1×α ))❙
❙❙❙❙
❙❙
1×(1×α)
55❦❦❦❦❦❦❦
α
((❘❘❘
❘❘❘
❘❘
α
✬
✬✬
✬✬
✬✬
✬✬
✬✬
α
✘✘
✘✘
✘✘
✘✘
✘✘
✘✘
α ++❱
❱❱❱❱
α×1tt❤❤
❤❤❤
α
✮
✮✮
✮✮
✮✮
✮✮
✮✮
✮✮
1×α ""❊
❊❊
❊❊
❊❊
❊❊
α
&&▲▲
▲▲▲
▲▲
1×(α×1)
		✓✓
✓✓
✓✓
✓✓
✓✓
✓✓
1×α ((PP
PPP
PPP
Π
AI
☞☞☞
☞☞☞
α−1α,1,1
+3
Π #
❄❄
❄
1×Π
7?✇✇✇
α−11,α,1 3;♦♦♦♦♦♦
• for each 4-tuple of objects a, b, c, d, a perturbation called the U4,1 unit operation,
consisting of, for each triple of morphisms A,B,C, an invertible 4-cell
((1×A)×B)×C
(1×(A×B))×C
1×((A×B)×C)
(1×A)×(B×C)
1×(A×(B×C))
A×(B×C)
(A×B)×C
((1×A)×B)×C
(1×(A×B))×C
1×((A×B)×C)
1×(A×(B×C))
A×(B×C)
(A×B)×C
α×1C
yysss
sss
sss
α

1×α %%❑❑
❑❑❑
❑❑❑
❑
α

α

λ×1B×C
%%❑❑
❑❑❑
❑❑❑
❑
(λ×1B)×1C
%%❑❑
❑❑❑
❑❑❑
❑
α

λ
99sssssssss
α×1C
ww♦♦♦
♦♦♦
♦♦♦
♦
α

1×α ''❖❖
❖❖❖
❖❖❖
❖❖
α

λ
99sssssssss
λ×1C //
(λ×1B)×1C
%%❑❑
❑❑❑
❑❑❑
❑
λ
88qqqqqqqqqqqqqqqqqqqqqqqq
l
?G
✞✞✞ ✞✞✞
α−1
λ,1,1
3;♦♦♦♦ ♦♦♦♦
Π
+3
l×1C 19❧❧❧ ❧❧❧
l
;C⑧⑧⑧
λα
9A④④④
U4,1 +3
• for each 4-tuple of objects a, b, c, d, a perturbation called the U4,2 unit operation,
consisting of, for each triple of morphisms A,B,C, an invertible 4-cell
((A×1)×B)×C
(A×(1×B))×C
A×((1×B)×C)
(A×1)×(B×C)
A×(1×(B×C))
A×(B×C)
(A×B)×C
((A×1)×B)×C
(A×(1×B))×C
A×((1×B)×C)
A×(1×(B×C))
A×(B×C)
(A×B)×C
α×1C
yysss
sss
sss
α

1A×α %%❑❑
❑❑❑
❑❑❑
❑
α

α

α

(ρ×1B)×1C
%%❑❑
❑❑❑
❑❑❑
❑
ρ×1B×C
%%❑❑
❑❑❑
❑❑❑
❑
1A×λ
99sssssssss
α×1C
xxqqq
qqq
qqq
α

1A×α &&▼▼
▼▼▼
▼▼▼
▼
α

1A×λ
88qqqqqqqqq
(1A×λ)×1C //
(ρ×1B)×1C
&&▼▼
▼▼▼
▼▼▼
▼
1A×(λ×1C )
//
m
?G
✞✞✞ ✞✞✞
α−1ρ,1,1
3;♦♦♦♦ ♦♦♦♦
Π
+3
m×1C 19❧❧❧ ❧❧❧
α−11,λ,1
19❦❦❦❦❦ ❦❦❦❦❦
1A×l
KS
U4,2 +3
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• for each 4-tuple of objects a, b, c, d, a perturbation called the U4,3 unit operation,
consisting of, for each triple of morphisms A,B,C, an invertible 4-cell
((A×B)×1)×C
(A×(B×1))×C
A×((B×1)×C)
(A×B)×(1×C)
A×(B×(1×C))
A×(B×C)
(A×B)×C
((A×B)×1)×C
(A×(B×1))×C
A×((B×1)×C)
A×(B×(1×C))
A×(B×C)
(A×B)×C
α×1C
yysss
sss
sss
α

1A×α %%❑❑
❑❑❑
❑❑❑
❑
α

α

α

ρ×1C
%%❑❑
❑❑❑
❑❑❑
❑
1A×B×λ
99sssssssss
1A×λ
99sssssssss
α×1C
xxqqq
qqq
qqq
α

1A×α &&▼▼
▼▼▼
▼▼▼
▼
α

1A×(1B×λ)
88qqqqqqqqq
(1A×ρ)×1C //
ρ×1C
&&▼▼
▼▼▼
▼▼▼
▼
1A×(ρ×1C)
//
m
?G
✞✞✞ ✞✞✞
α−11,1,λ
>F☎☎☎☎
☎☎☎☎
Π
+3
r×1C 19❧❧❧ ❧❧❧
α−11,ρ,1
19❦❦❦❦❦ ❦❦❦❦❦
1A×m
KS
U4,3 +3
• for each 4-tuple of objects a, b, c, d, a perturbation called the U4,4 unit operation,
consisting of, for each triple of morphisms A,B,C, an invertible 4-cell
((A×B)×C)×1
(A×(B×C))×1
A×((B×C)×1)
(A×B)×(C×1)
A×(B×(C×1))
A×(B×C)
(A×B)×C
((A×B)×C)×1
(A×(B×C))×1
A×((B×C)×1)
A×(1×(B×C))
A×(B×C)
(A×B)×C
α×I
yysss
sss
sss
α

1A×α %%❑❑
❑❑❑
❑❑❑
❑
α

α

α

ρ
%%❑❑
❑❑❑
❑❑❑
❑
1A×B×ρ
99sssssssss
1A×(1B×ρ)
99sssssssss
α×1C
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• all satisfying the K6 associativity condition and the U5,2, U5,3, and U5.4 unit condi-
tions
K6 Axiom
• for each 7-tuple of objects a, b, c, d, e, f, g, an equation called the K6 associativity
condition, consisting of, for each 6-tuple of morphisms A,B,C,D,E, F , an equation
of 4-cells
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U5,2 Axiom
• for each 5-tuple of objects a, b, c, d, e, an equation called the U5,2 associativity condi-
tion, consisting of, for each 4-tuple of morphisms A,B,C,D, an equation of 4-cells
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U5,3 Axiom
• for each 5-tuple of objects a, b, c, d, e, an equation called the U5,3 unit condition,
consisting of, for each 4-tuple of morphisms A,B,C,D, an equation of 4-cells
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U5,4 Axiom
• for each 5-tuple of objects a, b, c, d, e, an equation called the U5,4 unit condition,
consisting of, for each 4-tuple of morphisms A,B,C,D, an equation of 4-cells
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3. A Tricategory of Spans
We now restate the main theorem of this section followed by a series of definitions and
propositions, which together prove the existence of a tricategory structure on spans in a
2-category with pullbacks.
3.0.3. Theorem. Let B be a (strict) 2-category with pullbacks, consisting of
• 0-cells A,B,C, . . .,
• 1-cells p, q, r, . . ., and
• 2-cells ̟, ̺, ς, . . ..
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There is a semi-strict cubical tricategory Span(B) consisting of
• the objects of B as objects,
• for each pair of objects A,B, the (strict) 2-category Span(A,B), defined in Propo-
sition 3.4.1, consisting of
– spans in B (see Definition 3.1.1),
– maps of spans in B (see Definition 3.1.2), and
– maps of maps of spans in B (see Definition 3.1.3),
which are, respectively, the 1-morphisms, 2-morphisms, and 3-morphisms of Span(B),
• for each triple of objects A,B,C, a strict 2-functor
∗ABC : Span(A,B)⊗ Span(B,C)→ Span(A,C),
defined in Proposition 3.5.1,
• for each object A, a strict 2-functor
IA: 1→ Span(A,A),
defined in Proposition 3.5.3,
• for each 4-tuple A,B,C,D of objects, a strict adjoint equivalence
aABCD: ∗(AB)CD(∗ABC × 1)⇒ ∗A(BC)D(1× ∗BCD)
in the 2-category of strict 2-functors, strict transformations, and modifications, de-
fined in Proposition 3.6.1,
• for each pair of objects A,B, an adjoint equivalence
lAB: ∗ABB(IB × 1)⇒ 1,
in the 2-category of strict 2-functors, strong transformations, and modifications,
defined in Proposition 3.6.2,
• for each pair of objects A,B, an adjoint equivalence
rAB: ∗AAB(1× IA)⇒ 1,
in the 2-category of strict 2-functors, strong transformations, and modifications,
defined in Proposition 3.6.3,
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• for each 5-tuple of objects A,B,C,D,E, an identity modification
ΠABCDE : (∗ · (1× a))(a · (1× ∗ × 1))(∗ · (a× 1))
(a · (1× 1× ∗))(∗ · 1)(a · (1× 1× ∗))❴*4
defined in Proposition 3.7.1,
• for each triple of objects A,B,C, an identity modification
ΛABC : 1(∗ · (1× l)) (l · ∗)(a · (1× 1× I))(∗ · 1)❴ *4
defined Proposition 3.7.2,
• for each triple of objects A,B,C, an identity modification
MABC : (∗ · (l× 1))(a
−1 · (1× I × 1))(∗ · (1× r−1)) ∗ · 1❴*4
defined in Proposition 3.7.3, and
• for each triple of objects A,B,C, an identity modification
PABC : (∗ · (1× r))1 (r · ∗)(∗ · 1)(a · (I × 1× 1))❴*4
defined Proposition 3.7.4.
Proof. The structural components are given in the referenced definitions and proposi-
tions. The tricategory is cubical since it is locally strict with strict, thus cubical, compo-
sition and unit 2-functors, and all product cells and modification components are identity
morphisms. The tricategory axioms then follow and we have the desired result.
3.0.4. Remark. If the adjoint equivalences a, l, r were identities, then Span(B) would
have the structure of a Gray-category. We are using the terminology semi-strict to reflect
the fact that the tricategory has only trivial modifications, but possibly non-trivial adjoint
equivalences.
3.1. Span MorphismsWe define the morphisms of the span tricategory and set notation
for the pullbacks and products used in defining the structure cells of the tricategory and
the monoidal structure on the tricategory.
Let B be a strict 2-category. The morphisms of B are called 1-cells and 2-cells. The
structure cells of the span tricategory Span(B) are called (1-)morphisms, 2-morphisms,
and 3-morphisms. We define the morphisms of Span(B) here.
Definitions of morphisms The 1-morphisms in Span(B) are ‘spans’.
3.1.1. Definition. A span in a 2-category B is a pair of 1-cells in B with a common
source object
S
B A
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
❄
❄❄
❄❄
❄❄
❄❄
The 2-morphisms in Span(B) are ‘maps of spans’.
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3.1.2. Definition. Given a pair of parallel spans in a 2-category B
S
B A
S ′
B A
q
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
p
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❄❄
❄
a map of spans is a triple (̟, f, ̺) consisting of a 1-cell f :S → S ′ together with a pair
of invertible 2-cells α: p⇒ p′f and β: q ⇒ q′f
S
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✼✼
✼
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✼ ̟
 ✞✞
✞✞✞
✞
The 3-morphisms in Span(B) are ‘maps of maps of spans’.
3.1.3. Definition. Given a parallel pair of maps of spans (̟, f, ̺) and (̟′, f ′, ̺′) in a
2-category B
S
B A
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q
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❏
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a map of maps of spans
γ: (̟, f, ̺) (̟′, f ′, ̺′)❴ *4
consists of a 2-cell γ: f ⇒ f ′ in B such that the following equations hold
(p′ · γ)̟ = ̟′ (1)
and
(q′ · γ)̺ = ̺′ (2)
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The notation ̟ · f denotes the whiskering of a 2-cell ̟ along a 1-cell f . This is defined
by horizontal composition of the 2-cell ̟ with the identity 2-cell 1f in B.
By definition a map of maps of spans γ: (̟, f, ̺)⇒ (̟′, f ′, ̺′) satisfies the equations
(p′ · γ)̟ = ̟′ and (q′ · γ)̟ = ̺′.
If there exists a 2-cell γ−1, we can compose on the left by p′ · γ and q′ · γ, respectively, to
obtain
(p′ · γ−1)̟′ = ̟ and (q′ · γ−1)̺′ = ̺.
It follows that γ−1: (̟′, f ′, ̺′)⇒ (̟, f, ̺) is a map of maps of spans as well.
3.1.4. Remark. The maps of spans in Definition 3.1.2 are the 2-morphisms in our con-
struction. Other occurrences of spans in the literatire require a more general definition
of maps between spans in which, given parallel spans, a map between them consists of
an object together with morphisms to each of the objects of the two spans, and invert-
ible 2-cells making the diagram commute up to isomorphism. See, for example, [Morton,
2013].
3.1.5. Remark. We make a brief remark on 2-cells in maps of spans. This paper orig-
inated from an interest in monoidal bicategories of spans of groupoids in the context
of categorified representation theory in the groupoidification program [Baez, Hoffnung,
Walker, 2010, Hoffnung, 2012]. At the time, we did not have a pressing need for the 3-
dimensional structure of spans. Since the examples of interest were bicategories of spans
of sets and bicategories of spans of groupoids, it was easy to believe that bicategories of
spans could be constructed from any 2-category with pullbacks.
We can view the category of sets as a 2-category in which all 2-cells are taken to
be identities, and the 2-cells in the 2-category of groupoids are natural transformations,
whose component 1-cells are morphisms of groupoids, which are, of course, invertible.
This commonality turns out to be essential to the construction of spans in a bicategory
in which composition is defined by the pullback; specifically, the iso-comma object. If the
2-cell components of maps of spans are not required to be invertible, then composition
may not be defined. We give a counterexample to illustrate the point.
Consider the 2-category Cat of small categories, functors, and natural transformations.
Let R be the category with objects {A,B}, morphisms {1A, f :A → B, 1B}, and define
functors a:R → R and b:R → R, which send all objects to A and B, respectively.
Consider the following pair of maps of spans, where 1 is the terminal category and σ: a→
b1R is the natural transformation that assigns f to A and 1B to B.
1
1
1
R
R
R
1
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❄
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The 2-cells in the pullback are required to be invertible, so they must have only invertible
components, i.e., they must be identity natural transformations in this case. Then the
composite object on the top is the terminal category and the composite object on the
bottom is the initial category. There are no maps from the terminal category to the initial
category, so it is not possible to construct a well-defined composition functor. Then, to
obtain a bicategory or a tricategory Span(Cat), in the sense we desire, the definition of
maps of spans should include an invertibility condition on the 2-cells as in Definition 3.1.2.
3.2. Composition Operations on Spans We describe the composition operations in
this section using the pullback construction in Definition 1.6.1.
3.2.1. Definition. For each cospan diagram
S
B R
r
❄
❄❄
❄❄
❄❄
❄❄
q
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in B, we choose (and denote) a limit object SR, projection morphisms
πSR:SR→ R π
R
S :SR→ S,
and an invertible 2-cell
κ
r,q
B : qπ
S
R ⇒ rπ
R
S .
This data is called the pullback of the cospan.
For convenience, we often refer to the object SR itself as the pullback. The chosen pullback
data are fixed for the duration of the paper and the above notation will be reserved only
for this data.
We think of a span as a 1-morphism from an object A to an object B in Span(B).
3.2.2. Definition. Given a pair of composable spans
S R
C B A
s
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there is a composite spans SR from A to C
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Bks
formed by the pullback.
We use the pullback to define composition of maps of composable spans.
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3.2.3. Definition. Given a pair of maps of spans between composable pairs of spans, we
define the horizontal composite of maps of spans
S
C B
S ′
R
A
R′
SR
C A
S ′R′
✤ //
s
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❄❄
❄❄
s′
__❄❄❄❄❄❄❄❄❄❄❄❄
r′
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
fS

q
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
p
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
q′
__❄❄❄❄❄❄❄❄❄❄❄❄
p′
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
fR

sπRS
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
pπSR
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
s′πR
′
S′
__❄❄❄❄❄❄❄❄❄❄❄❄
p′πS
′
R′
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
fR∗fS

̟R
 ✎✎
✎✎
✎✎
✎✎
̟S
 ✎✎
✎✎
✎✎
✎✎
̺R

✴✴
✴✴
✴✴
✴✴̺S

✴✴
✴✴
✴✴
✴✴ ̟R·π
S
R
 ✎✎
✎✎
✎✎
✎✎̺S ·π
R
S

✯✯
✯✯
✯✯
✯✯
by the assignment
((̟R, fR, ̺R), (̟S, fS, ̺S)) 7→ (̟R · π
S
R, fR ∗ fS, ̺S · π
R
S ),
where
fR ∗ fS:SR→ S
′R′
is the unique 1-cell satisfying
πS
′
R′(fR ∗fS) = fRπ
S
R, π
R′
S′ (fR ∗fS) = fSπ
R
S , and κ
r′.q′
B · (fR∗fS) = (̟S ·π
R
S )κ
r,q
B (̺
−1
R ·π
S
R).
The pullback also allows us to define the composite of maps of maps of spans. (We
omit the 2-cell components of the maps of spans (̟S, fS, ̺S), etc., from the diagrams
below for aesthetic purposes.) In the following definition, we need to apply the universal
property of pullbacks to define the necessary 2-cell. This requires that the equation
(r′ · γS · π
R
S )(κ
r′,q′
B · (fR ∗ fS)) = (κ
r′,q′
B · (f
′
R ∗ f
′
S))(q
′ · γR · π
S
R)
holds, which is straightforward to verify, although we leave the details to the reader.
3.2.4. Definition. Given a pair of maps of maps of spans
γR: (̟R, fR, ̺R) (̟
′
R, f
′
R, ̺
′
R) γ: (̟, f, ̺) (̟
′, f ′, ̺′)and❴*4 ❴*4
between pairs of composable maps of spans, we define the horizontal composite of
maps of maps of spans
S
C B
S ′
R
A
R′
SR
C A
S ′R′
✤ //
s
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
r
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
s′
__❄❄❄❄❄❄❄❄❄❄❄❄
r′
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
fS
		
f ′S

✕
✘
✜
✤
✧
✫
✮
q
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
p
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
q′
__❄❄❄❄❄❄❄❄❄❄❄❄
p′
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
fR
		
f ′R

✕
✘
✜
✤
✧
✫
✮
sπRS
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
pπSR
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
s′πR
′
S′
__❄❄❄❄❄❄❄❄❄❄❄❄
p′πS
′
R′
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
fR∗fS

f ′R∗f
′
S

✓
✗
✛
✤
★
✬
✰
γS[c❄❄❄
γR_g●●● γR∗γS
W_✼✼✼
✼✼✼
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by the assignment
(γR, γS) 7→ γR ∗ γS: (̟R · π
S
R, fR ∗ fS, ̺S · π
R
S ) (̟
′
R · π
S
R, f
′
R ∗ f
′
S, ̺
′
S · π
R
S ),
❴ *4
where γR ∗ γS is the unique 2-cell in B satisfying
πS
′
R′ · (γR ∗ γS) = γR · π
S
R and π
R′
S′ · (γR ∗ γS) = γS · π
R
S .
From the defining equations of the 2-cell γR ∗ γS, we have the equations
(p′πS
′
R′ · (γR ∗ γS))(̟R · π
S
R) = ̟
′
R · π
S
R
and
(s′πR
′
S′ · (γR ∗ γS))(̺S · π
R
S ) = ̺
′
S · π
R
S ,
verifying that γR ∗ γS, indeed, defines a map of maps of spans.
The three composition operations defined above were each induced by the universal
property of the pullback. There is a second set of composition operations obtained via
the composition operations of B, which we now define.
3.2.5. Definition. Given a pair of composable maps of spans
(̟S, fS, ̺S):S → S
′ and (̟′S, f
′
S, ̺
′
S):S
′ → S ′′
between parallel spans, we define the vertical composite of maps of spans
S
B S ′ A
S ′′
S
B A
S ′′
✤ //
q
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
p
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
q′oo p
′
//
q′′
__❄❄❄❄❄❄❄❄❄❄❄❄
p′′
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
fS

f ′S

q
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
p
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
q′′
__❄❄❄❄❄❄❄❄❄❄❄❄
p′′
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
f ′SfS

̟S
v~ tttt
̟′S  ✔✔✔✔
̺S
 (❏
❏❏❏
̺′S
✯✯✯✯
(̟′S ·fS)̟S
 ✞✞
✞✞✞
✞(̺
′
S ·fS)̺S

✼✼
✼
✼✼
✼
by the assignment
((̟S, fS, ̺S), (̟
′
S, f
′
S, ̺
′
S)) 7→ ((̟
′
S · fS)̟S, f
′
SfS, (̺
′
S · fS)̺S).
3.2.6. Definition. Given a pair of composable maps of maps of spans
σ: (̟, f, ̺) (ς, g, ϕ):S → S ′ σ′: (̟′, f ′, ̺′) (ς ′, g′, ϕ′):S ′ → S ′′,and❴*4 ❴ *4
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we define the vertical composite of maps of maps of spans
S
B S ′ A
S ′′
S
B A
S ′′
✤ //
q
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
p
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
q′oo p
′
//
q′′
__❄❄❄❄❄❄❄❄❄❄❄❄
p′′
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
f

f ′

g

✒
✤
✲
g′

✒
✤
✲
q
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
p
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
q′′
__❄❄❄❄❄❄❄❄❄❄❄❄
p′′
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
f ′f

g′g

✏
✕
✚
✤
✩
✮
✳
σ[c❄❄
σ′[c❄❄
σ′σ
W_✼✼✼
✼✼✼
by the assignment
(σ, σ′) 7→ σ′σ: ((̟′ · f)̟, f ′f, (̺′ · f)̺) ((ς ′ · g)ς, g′g, (ϕ′ · g)ϕ),❴*4
where σ′σ: f ′f ⇒ g′g is the horizontal composite of 2-cells in B. (We suppress the 2-cell
components of the maps of spans for aesthetic purposes.)
That σ′σ is a map of maps of spans follows from the interchange law and that σ and σ′
are maps of maps of spans. We have
(ς ′ · f)ς = ((p′′ · σ′)̟) · f)((p′ · σ)̟) = p′′ · (σ′σ)((̟′ · f)̟)
and
(ϕ′ · g)ϕ = ((q′′ · σ′)̺) · g)((q′ · σ)̺) = q′′ · (σ′σ)((̺′ · g)̺).
3.2.7. Definition. Given a pair of composable maps
σ: (̟, f, ̺)⇒ (̟′, f ′, ̺′) and σ′: (̟′, f ′, ̺′)⇒ (̟′′, f ′′, ̺′′)
between parallel maps of spans from S to S ′, we define the horizontal composite of
maps of parallel maps of spans
S
B A
S ′
S
B A
S ′
✤ //
q
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
p
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
q′
__❄❄❄❄❄❄❄❄❄❄❄❄
p′
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
f

f ′

f ′′

✎
✔
✚
✤
✩
✯
✴
q
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
p
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
q′
__❄❄❄❄❄❄❄❄❄❄❄❄
p′
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
f

f ′′

✏
✕
✚
✤
✩
✮
✳
σ`h ❏❏❏❏
σ′`h❏❏❏ σ
′σ[c❄❄
by the assignment
(σ, σ′) 7→ σ′σ: (̟, f, ̺)⇒ (̟′′, f ′′, ̺′′),
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where σ′σ: f ⇒ f ′′ is the vertical composite of 2-cells in B. (We suppress the 2-cell
components of the maps of spans for aesthetic purposes.)
It is straightforward to check that σ′σ is a map of maps of spans. We have
(p′ · σ′σ)̟ = (p′ · σ′)(p′ · σ)̟ = (p′ · σ′)̟′ = ̟′′
and
(q′ · σ′σ)̺ = (q′ · σ′)(q′ · σ)̺ = (q′ · σ′)̺′ = ̺′′.
3.3. Identity Morphisms For each composition operation in the tricategory Span(B),
we define an identity morphism.
3.3.1. Definition. Given an object A ∈ B, the identity span is the diagram
A
A A
1
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
1
❄
❄❄
❄❄
❄❄
❄❄
This is the identity for the horizontal composition operation on spans in Definition 3.2.2.
3.3.2. Definition. Given a span
S
B A
q
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
p
❄
❄❄
❄❄
❄❄
❄❄
in B, the identity map of spans consists of the identity 1-cell for S and the identity
2-cells p⇒ p1S and q ⇒ q1S in B.
This is the identity for both the horizontal and the vertical composition operations on
maps of spans in Definition 3.2.3 and Definition 3.2.5, respectively. Note that p1S = p
and q1S = q, since B is a strict 2-category.
3.3.3. Definition. Given a map of spans (̟, f, ̺), the identity map of maps of
spans consists of the identity 2-cell 1f : f ⇒ f in B.
This is the identity for the horizontal and vertical composition operations on maps of
maps of spans in Definition 3.2.4 and Definition 3.2.6, respectively, and the horizontal
composition operation on maps of parallel spans in Definition 3.2.7.
3.4. Strict Hom-2-Categories We describe the local structure of the tricategory of
spans.
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3.4.1. Proposition. For each pair of objects A,B ∈ B, there is a strict 2-category
Span(B)(A,B) consisting of
• spans from A to B as objects (see Definition 3.1.1),
• for each pair R, S of spans from A to B, a category Span(B)(A,B)(R, S), consisting
of
– maps of spans (see Definition 3.1.2),
– maps of maps of spans (see Definition 3.1.3),
– a composition operation on maps between parallel maps of spans (see Defini-
tion 3.2.7),
– the identity map of maps of spans (see Definition 3.3.3),
• for each triple R, S, T of spans from A to B, a composition functor
∗v: Span(B)(A,B)(R, S)× Span(B)(A,B)(S, T )→ Span(B)(A,B)(R, T ),
consisting of
– a vertical composition operation on maps of spans (see Definition 3.2.5),
– a vertical composition operation on maps of maps of spans (see Definition 3.2.6),
• and, for each span R from A to B, a unit functor, consisting of the corresponding
identity map of spans and identity map of maps of spans (see Definitions 3.3.2
and 3.3.3).
Proof. Local composition is defined by vertical composition of 2-cells in the strict 2-
category B. It follows that Span(B)(A,B)(R, S) is a category. Functoriality of composi-
tion of maps of maps of spans follows from the interchange law for horizontal and vertical
composition of 2-cells in the 2-category B. Preservation of identities is immediate. The
axioms are straightforward from the associative and unital composition of 1-cells and 2-
cells in B.
3.4.2. Remark.We will often write the vertical composites as concatenation suppressing
the symbol ∗v.
3.5. Strict 2-FunctorsWe define composition and unit strict 2-functors between strict
hom-2-categories.
Composition 2-Functor We first define horizontal composition.
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3.5.1. Proposition. For each triple of objects A,B,C ∈ B, there is a strict 2-functor
∗h: Span(A,B)× Span(B,C)→ Span(A,C),
consisting of
• horizontal composition of spans (see Definition 3.2.2),
• horizontal composition of maps of spans (see Definition 3.2.3), and
• horizontal composition of maps of maps of spans (see Definition 3.2.4).
Proof. We need to check that horizontal composition operation on maps of maps of
spans preserves vertical composition and identities, and that the naturality equations
expressing functoriality for composition of maps of spans hold. The axioms of a 2-functor
are immediate since B is strict, i.e, the associator natural isomorphisms are identities.
Functoriality of composition of maps of maps of spans is immediate, i.e., given horizon-
tally composable pairs of vertically composable pairs of maps of maps of spans, (σR, τR)
and (σS, τS), the equations
(σS ∗v σR) ∗h (τS ∗v τR) = (τR ∗h τS) ∗v (σR ∗h σS)
and
1R ∗h 1S = 1RS
hold.
We check that vertical composition of maps of spans is preserved by horizontal com-
position of maps of spans. Consider the maps of spans
S R
C B AS ′ R′
S ′′ R′′
s
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
r
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
q
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
p
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
s′oo r
′
// q
′
oo p
′
//
s′′
__❄❄❄❄❄❄❄❄❄❄❄❄
r′′
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
q′′
__❄❄❄❄❄❄❄❄❄❄❄❄
p′′
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
fR

f ′R

fS

f ′S

̟R
{ ⑧⑧
̟′R
{ ⑧⑧
̺R
#
❄❄
̺′R
#
❄❄
̟S
{ ⑧⑧
̟′S
{ ⑧⑧
̺S
#
❄❄
̺′S
#
❄❄
Beginning with the vertical composite followed by the horizontal composite, we have
((̟′R · fRπ
S
R)(̟R · π
S
R), (f
′
R ∗v fR) ∗h (f
′
S ∗v fS), (̺
′
S · fSπ
R
S )(̺S · π
R
S ))
Beginning with the horizontal composite followed by the vertical composite, we have
((̟′R · π
S′
R′(fR ∗ fS))(̟R · π
S
R), (f
′
R ∗h f
′
S) ∗v (fR ∗h fS), (̺
′
S · π
R′
S′ (fR ∗ fS))(̺S · π
R
S )).
These maps of spans are equal, thus composition is preserved on the nose. Similarly, iden-
tity maps of spans are preserved. It follows from these naturality equations of composites
of maps of spans that horizontal composition is a strict 2-functor on hom-2-categories.
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3.5.2. Remark. We will often write the horizontal composite ∗h simply as ∗. This
should not cause confusion with the vertical composite, which will usually be written as
concatenation.
Unit 2-Functor
3.5.3. Proposition. For each object A ∈ B, there is a strict 2-functor
IA: 1→ Span(A,A),
which consists only of the identity span, identity map of spans, and the identity map of
maps of spans (see Definitions 3.3.1, 3.3.2, and 3.3.3).
Proof. Straightforward.
3.6. Adjoint Equivalence Transformations We define associativity and unit ad-
joint equivalences in 2-categories [C, C′] of maps between 2-categories. These 2-categories
of maps are strict if the codomain 2-category C′ is strict. Since the hom-2-categories of
the span construction are all strict, then we consider only adjoint equivalences in strict
2-categories, which simplifies the bicategorical triangle axioms of an adjoint equivalence.
Each internal adjunction consists of an adjoint pair of transformations together with both
counit and unit modifications. In case these modifications are trivial, then we say the
adjoint equivalence is strict.
Associator To define the components of the associator transformation, first consider
the diagram
D
T
T
C
S
S
B
R
R
A
SR
T (SR)
TS
(TS)R
s
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
r
❄
❄❄
❄❄
❄❄
❄❄
q
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
p
❄
❄❄
❄❄
❄❄
❄❄
n
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
m
❄
❄❄
❄❄
❄❄
❄❄
s
__❄❄❄❄❄❄❄❄❄ r
??⑧⑧⑧⑧⑧⑧⑧⑧⑧
q
__❄❄❄❄❄❄❄❄❄ p
??⑧⑧⑧⑧⑧⑧⑧⑧⑧
n
__❄❄❄❄❄❄❄❄❄ m
??⑧⑧⑧⑧⑧⑧⑧⑧⑧
πRS
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
πSR
❄
❄❄
❄❄
❄❄
❄❄
πSRT
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧ πTSR
❄
❄❄
❄❄
❄❄
❄
πST
__❄❄❄❄❄❄❄❄❄ πTS
??⑧⑧⑧⑧⑧⑧⑧⑧⑧
πRTS
__❄❄❄❄❄❄❄❄
πTSR
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
κ
p,n
Bks
κ
r,qpiR
S
Cks
κ
ppiT
S
,n
Bks
κ
r,q
Cks
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Applying the universal property to induce the unique 1-cell a:T (SR) → TS satisfying
the equations
πTS a = π
R
S π
T
SR, π
S
Ta = π
SR
T , and κ
r,q
C · a = κ
r,qπRS
C .
Similarly, applying the universal property to induce the unique 1-cell a−1: (TS)R → SR
satisfying the equations
πSR · a
−1 = πTSR , π
R
S · a
−1 = πTSπ
R
TS, and κ
p,n
B · a
−1 = κ
pπTS ,n
B .
Another application of the universal property yields the desired 1-cell components of the
transformation and its inverse in the following proposition.
3.6.1. Proposition. For each 4-tuple of objects A,B,C,D ∈ B there is an strict ad-
joint equivalence (a, a−1, 1, 1) in the strict 2-category [Span(A,B) × Span(B,C) ×
Span(B,D), Span(A,D)], with
• strict transformations
a: ∗(AB)CD(∗ABC × 1D)⇒ ∗A(BC)D(1A × ∗BCD),
and
a−1: ∗A(BC)D(1A × ∗BCD)⇒ ∗(AB)CD(∗ABC × 1D)
consisting of, for each triple of composable spans
D
T
C
S
B
R
A
t′
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
t
❄
❄❄
❄❄
❄❄
❄❄
s′
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
s
❄
❄❄
❄❄
❄❄
❄❄
r′
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
r
❄
❄❄
❄❄
❄❄
❄❄
– a map of spans aRST
T (SR)
D A
(TS)R
sπSRT
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
mπSRπ
T
SR
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄
sπSTπ
R
TS
__❄❄❄❄❄❄❄❄❄❄❄❄
mπTSR
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
a

❄❄❄ ⑧⑧⑧
where a is a 1-cell in B satisfying
πTSR a = π
S
Rπ
T
SR, π
T
Sπ
R
TSa = π
R
S π
T
SR, π
S
Tπ
R
TSa = π
SR
T , and κ
rπTS ,q
B ·a = κ
r,q
B ·π
T
SR,
54
– and a map of spans a−1RST
T (SR)
D A
(TS)R
sπSRT
__❄❄❄❄❄❄❄❄❄❄❄❄
mπSRπ
T
SR
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
sπSTπ
R
TS
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
mπTSR
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄
a
−1

❄❄❄ ⑧⑧⑧
where a−1 is a 1-cell in B satisfying
πSRπ
T
SRa
−1 = πTSR , π
R
S π
T
SRa
−1 = πTSπ
R
TS, π
SR
T a
−1 = πSTπ
R
TS, and κ
r,qπRS
C ·a
−1 = κr,qC ·π
R
TS,
respectively,
• for each triple of maps of composable spans
D
T
T ′
C
S
S ′
B
R
R′
A
s
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
r
❄
❄❄
❄❄
❄❄
❄❄
q
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
p
❄
❄❄
❄❄
❄❄
❄❄
n
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
m
❄
❄❄
❄❄
❄❄
❄❄
s′
__❄❄❄❄❄❄❄❄ r′
??⑧⑧⑧⑧⑧⑧⑧⑧ q
′
__❄❄❄❄❄❄❄❄ p′
??⑧⑧⑧⑧⑧⑧⑧⑧ n
′
__❄❄❄❄❄❄❄❄ m′
??⑧⑧⑧⑧⑧⑧⑧⑧
fT

fS

fR

̟R
 ✞✞
✞✞✞
✞̟S
 ✞✞
✞✞✞
✞̟T
 ✞✞
✞✞✞
✞ ̺R

✼✼
✼
✼✼
✼̺S

✼✼
✼
✼✼
✼̺T

✼✼
✼
✼✼
✼
respective naturality equations between maps of spans
((̟R · π
S
R) · π
T
SR, a
′((fR ∗ fS) ∗ fT ), ̺T · π
SR
T ) =
((̟R · π
TS
R )a, (fR ∗ (fS ∗ fT ))a, ((̺T · π
S
T ) · π
R
TS)a)
and
(̟R · π
TS
R , a
′−1(fR ∗ (fS ∗ fT )), (̺T · π
S
T ) · π
R
TS) =
((̟R · π
S
R) · π
T
SRa
−1, ((fR ∗ fS) ∗ fT )a
−1, (̺T · π
SR
T )a
−1),
• and identity modifications consisting of, for each span, equations
(1, aa−1, 1) = (1, 1, 1) and (1, 1, 1) = (1, a−1a, 1).
Proof. The equations for a and a−1 are obtained by combining the uniqueness equations
for these 1-cells with the uniqueness equations for a and a−1, respectively. The transfor-
mation and modification axioms are immediate, as are the adjoint equivalence axioms.
The result follows.
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Left Unitor We define, for each pair of objects A,B ∈ B, the components of the left
unitor adjoint equivalence (l, l−1, ǫl, ηl). The adjoint equivalence is a pair of strong
transformations together with unit and counit modifications.
3.6.2. Proposition. For each pair of objects A,B ∈ B there is an adjoint equivalence
(l, l−1, ǫl, ηl): ∗AB1(IB × 1)⇒ 1,
in the strict 2-category [Span(A,B)× Span(B,B), Span(A,B)], with
• strong transformations
l: ∗ABB(IB × 1)⇒ 1
and
l−1: 1⇒ ∗ABB(IB × 1)
consisting of, for each span
B
S
A
p
❄
❄❄
❄❄
❄❄
❄❄
q
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
– a map of spans lS
BS
B A
S
πSB
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
pπBS
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
q
__❄❄❄❄❄❄❄❄❄❄❄❄❄
p
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
lS

κ−1

✼✼
✼
✼✼
✼
✞✞
✞
✞✞
✞
where lS := π
B
S and κ := κ
1,q
B , and
– a map of spans l−1S
S
B A
BS
πSB
__❄❄❄❄❄❄❄❄❄❄❄❄❄
pπBS
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
q
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
p
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
l
−1
S

✼✼
✼
✼✼
✼
✞✞
✞
✞✞
✞
where l−1S := π
S
BS, the unique 1-cell in B satisfying
πBS l
−1
S = 1, π
S
Bl
−1
S = q, and κ
1,q
B · l
−1
S = 1,
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respectively, and
• for each pair of parallel spans S, S ′, a pair of natural isomorphisms
l: (lS′)∗(∗(I × 1))⇒ 1(lS)
∗
and
l−1: (l−1S′ )∗1⇒ ∗(I × 1)(l
−1
S )
∗,
consisting of, for each map of spans
S
B A
S ′
q
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
p
❄
❄❄
❄❄
❄❄
❄❄
q′
__❄❄❄❄❄❄❄❄ p′
??⑧⑧⑧⑧⑧⑧⑧⑧
f

̺ 
✱✱
✱
✱✱
✱
̟ ✒
✒✒✒✒
✒
– the equation of maps of spans
lf : (̟ · π
B
S , lS′(f ∗ 1), κ
′−1 · (f ∗ 1)) = (̟ · πBS lS, f lS, (̺ · π
B
S lS)κ
−1),
– and the isomorphism of maps of spans
l−1f : (̟, l
−1
S′ f, ̺)⇒ ((̟ · π
B
S ) · l
−1
S , (f ∗ 1)l
−1
S , 1),
defined by the unique 2-cell
l−1f : l
−1
S′ f ⇒ (f ∗ 1)lS,
in B satisfying
πBS′ · l
−1
f = 1; and π
S′
B · l
−1
f = ̺
−1,
respectively, and,
• a pair of invertible modifications
ǫl: ll
−1 1,❴ *4
and
ηl: 1 l−1l,❴*4
consisting of, for each span
S
B A
q
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
p
❄
❄❄
❄❄
❄❄
❄❄
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– an equation of maps of spans
ǫlS : (1, lSl
−1
S , κ
1,q
B
−1
· l−1S ) = (1, 1, 1),
– and, an isomorphism of maps of spans
ηlS : (1, 1, 1) (1, l
−1
S lS, κ
1,q
B
−1
),❴ *4
defined by the unique 2-cell
ηlS : 1 l
−1
S lS
❴*4
in B satisfying
πBS · ηlS = 1 and π
S
B · ηlS = κ
1,q
B
−1
.
Proof. We need to verify naturality for the components of the transformations and and
verify the axioms of a transformation. It will then follow that the transformations are
strong since all 2-cell data is defined via the universal property and is therefore invertible.
The equation of 2-cells
(1 · (πS
′
B · l
−1
f ))(κ
1,q′
B · l
−1
S′ f) = (κ
1,q′
B · (f ∗ 1B)l
−1
S )(q
′ · (πBS′ · l
−1
f ))
allows us to apply the universal property to obtain the 2-cell l−1f .
For each map of maps of spans
σ: (̟f , f, ̺f )⇒ (̟g, g, ̺g)
it follows from the equation
((σ ∗ 1) · l−1S )l
−1
f = l
−1
g (l
−1
S′ · σ)
that l−1 is a natural isomorphism.
Since composition of maps of maps of spans is strictly associative and unital, and the
composition and unit 2-functors of the span construction are strict, the transformation
axioms reduce to the equation of maps of maps of spans
l−1g l
−1
f = l
−1
gf .
It follows that l−1 is a strong transformation as desired. Since the natural isomorphism l
is the identity, the transformation l is strict.
The equation of 2-cells
(1 · (πSB · ηlS))(κ
1,q
B · 1) = (κ
1,q
B · l
−1
S lS)(q · (π
B
S · ηlS))
58
is an equation of identity 2-cells. We can apply the universal property to define the
component 2-cells of the unit modification
ηlS : (1, 1, 1) (1, l
−1
S lS, κ
−1)❴ *4
as the unique 2-cells
ηlS: 1 l
−1
S lS.
❴ *4
Finally, we have the bicategorical triangle identities. The first identity reduces to the
equation of isomorphisms of maps of spans
ηlS1l−1S
= 1.
The second identity reduces to the equation
1lSηlS = 1.
Recall that the vertical composite of maps of maps of spans is defined by horizontal com-
position of 2-cells in B. Both equations follow and we have the desired adjoint equivalence.
Right Unitor We define, for each pair of objects A,B ∈ B, the components of the
right unitor adjoint equivalence (r, r−1, ǫr, ηr). As in the case of the left unitor, this
adjoint equivalence is a pair of strong transformations together with unit and counit
modifications.
3.6.3. Proposition. For each pair of objects A,B ∈ B there is an adjoint equivalence
(r, r−1, ǫr, ηr): ∗AAB(1× IA)⇒ 1,
in the strict 2-category [Span(A,A)× Span(A,B), Span(A,B)], with
• strong transformations
r: ∗AAB(1× IA)⇒ 1
and
r−1: 1⇒ ∗AAB(1× IA)
consisting of, for each span
B
S
A
p
❄
❄❄
❄❄
❄❄
❄❄
q
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
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– a map of spans rS
SA
B A
S
qπAS
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
πSA
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
q
__❄❄❄❄❄❄❄❄❄❄❄❄❄
p
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
rS

✼✼
✼
✼✼
✼ κ
 ✞✞
✞✞✞
✞
where r := πAS and κ := κ
p,1
A , and
– a map of spans r−1S
S
B A
SA
qπAS
__❄❄❄❄❄❄❄❄❄❄❄❄❄
πSA
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
q
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
p
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
r
−1
S

✼✼
✼
✼✼
✼
✞✞
✞
✞✞
✞
where r−1S := π
S
SA, the unique 1-cell in B satisfying
πSAπ
S
SA = p and π
A
S π
S
SA = 1, and κ
p,1
A · r
−1
S = 1,
respectively, and
• for each pair of parallel spans S, S ′, a pair of natural isomorphisms
r: (rS′)∗(∗(1× I))⇒ 1(rS)
∗
and
r−1: (r−1S′ )∗1⇒ ∗(1× I)(r
−1
S )
∗,
consisting of, for each map of spans
S
B A
S ′
q
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
p
❄
❄❄
❄❄
❄❄
❄❄
q′
__❄❄❄❄❄❄❄❄ p′
??⑧⑧⑧⑧⑧⑧⑧⑧
f

̺ 
✱✱
✱
✱✱
✱
̟ ✒
✒✒✒✒
✒
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– the equation of maps of spans
rf : (κ · (1 ∗ f), rS′(1 ∗ f), ̺ · π
A
S )⇒ ((̟ · rS) · κ, frS, ̺ · rS)
– and an isomorphism of maps of spans
r−1f : (̟, r
−1
S′ f, ̺)⇒ (1, (1 ∗ f)r
−1
S , ̺ · π
A
S r
−1
S ),
defined by the unique 2-cell
r−1f : r
−1
S′ f ⇒ (1 ∗ f)r
−1
S
in B satisfying
πS
′
A · r
−1
f = ̟ and π
A
S · r
−1
f = 1,
respectively, and,
• a pair of invertible modifications
ǫr: rr
−1 1❴*4
and
ηr: 1 r−1r,❴ *4
consisting of, for each span
S
B A
q
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
p
❄
❄❄
❄❄
❄❄
❄❄
– an equation of maps of spans
ǫr: (κ · r
−1
S , rSr
−1
S , 1) = (1, 1, 1),
– and, an isomorphism of maps of spans
ηr: (1, 1, 1) (κ
p,1
A , r
−1
S rS, 1).
❴ *4
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Proof. We need to verify naturality for the components of the transformations and and
verify the axioms of a transformation. It will then follow that the transformations are
strong since all 2-cell data is defined via the universal property and is therefore invertible.
The equation of 2-cells
(p′ · (πS
′
A · r
−1
f ))(κ
p′,1
A · π
S′
S′Af) = (κ
p′,1
A · (1 ∗ f)π
S
SA)(q
′ · (πAS′ · r
−1
f ))
allows us to apply the universal property to obtain the 2-cell r−1f .
For each map of maps of spans
σ: (̟f , f, ̺f )⇒ (̟g, g, ̺g)
it follows from the equation
(r−1S′ · (1 ∗ σ))r
−1
f = r
−1
g (r
−1
S′ · σ)
that r−1 is a natural isomorphism.
Since composition of maps of maps of spans is strictly associative and unital, and the
composition and unit 2-functors of the span construction are strict, the transformation
axioms reduce to the equation of maps of maps of spans
r−1g r
−1
f = r
−1
gf .
It follows that r−1 is a strong transformation as desired. Since the natural isomorphism
r is the identity, the transformation r is strict.
The equation
(p · (πAS · ηr))(κ
p,1
A · 1) = (κ
p,1
A · r
−1r)(1 · (πBS · ηr))
is an equation of identity 2-cells. We can apply the universal property to define the
component 2-cells of the unit modification
ηrS : (1, 1, 1) (κ, r
−1
S rS, 1)
❴*4
as the unique 2-cells
ηrS : 1 r
−1
S rS.
❴ *4
Finally, we have the bicategorical triangle identities. The first identity reduces to the
equation of isomorphisms of maps of spans
ηrS1r−1S
= 1.
The second identity reduces to the equation
1rSηrS = 1.
Recall that the vertical composite of maps of maps of spans is defined by horizontal com-
position of 2-cells in B. Both equations follow and we have the desired adjoint equivalence.
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3.7. Invertible Modifications We now define four modifications each of which is an
identity.
Pentagonator Modification
3.7.1. Proposition. For objects A,B,C,D,E ∈ B, there is an identity modification
ΠABCDE : (∗ · (1× a))(a · (1× ∗ × 1))(∗ · (a× 1))
(a · (1× 1× ∗))(∗ · 1)(a · (1× 1× ∗)),❴ *4
consisting of, for each four composable spans
E
U
D
T
C
S
B
R
A
u
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
t
❄
❄❄
❄❄
❄❄
❄❄
s
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
r
❄
❄❄
❄❄
❄❄
❄❄
q
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
p
❄
❄❄
❄❄
❄❄
❄❄
n
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
m
❄
❄❄
❄❄
❄❄
❄❄
an equation of maps of spans
(1, (1R ∗ aSTU)aR(ST )U (aRST ∗ 1U), 1) = (1, aRS(TU)(1SR ∗ 1UT )a(RS)TU , 1).
Proof. Straightforward.
Unit Modifications
3.7.2. Proposition. For each triple of objects A,B,C ∈ B, there is an identity modifi-
cation
ΛABC : 1(∗ · (1× l)) (l · ∗)(a · (1× 1× I))(∗ · 1),❴*4
consisting of, for each pair of composable spans
C
S
B
R
A
s
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
r
❄
❄❄
❄❄
❄❄
❄❄
q
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
p
❄
❄❄
❄❄
❄❄
❄❄
an equation of maps of spans
(1, 1R ∗ lS, κ
1,s
C
−1
· πRCS) = (1, lSRaCSR, κ
1,sπRS
C
−1
· aCSR).
Proof. Straightforward.
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3.7.3. Proposition. For each triple of objects A,B,C ∈ B, there is an identity modifi-
cation
MABC : (∗ · (l× 1)) ◦ (a
−1 · (1× I × 1)) ◦ (∗ · (1× r−1)) ∗ · 1,❴ *4
consisting of, for each pair of composable spans
C
S
B
R
A
s
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
r
❄
❄❄
❄❄
❄❄
❄❄
q
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
p
❄
❄❄
❄❄
❄❄
❄❄
an equation of maps of spans
(1, (lR ∗ 1S)a
−1
RBS(1R ∗ r
−1
S ), 1) = (1, 1SR, 1).
Proof. Straightforward.
3.7.4. Proposition. For each triple of objects A,B,C ∈ B, there is an identity modifi-
cation
PABC : (∗ · (1× r))1 (r · ∗)(∗ · 1)(a · (I × 1× 1)),❴ *4
consisting of, for each pair of composable spans
C
S
B
R
A
s
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
r
❄
❄❄
❄❄
❄❄
❄❄
q
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
p
❄
❄❄
❄❄
❄❄
❄❄
an identity isomorphism of maps of spans
(κp,1A · π
S
RA, rR ∗ 1S, 1) = (κ
pπSR,1
A · aSRA, rSRaSRA, 1).
Proof. Straightforward.
4. Monoidal Structure on the Tricategory of Spans
In the previous section, we gave an explicit construction of the tricategory Span(B),
where B is a strict 2-category with pullbacks. The main result of the present section is
a construction of a monoidal structure on Span(B), where B is again a strict 2-category
with pullbacks and, in addition, finite products. Recall, pullback refers to the iso-comma
object and products are pseudo (or, equivalently, strict) products.
4.1. Product Operations on SpansWe define the basic components of the monoidal
structure using products on the objects and morphisms of Span(B).
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4.1.1. Definition. For each pair of objects A,B ∈ B, we choose an object denoted A×B
and projection 1-cells
π˜BA :A× B → A and π˜
A
B:A× B → B
such that the universal property of products is satisfied.
The chosen data is called the product of A and B, however, we often refer to the object
A×B itself as the product. The above notation denoting the chosen product is fixed for
the duration of the paper.
Given a pair of 1-cells f :A → B and f ′:A′ → B′ in B, we can apply the universal
property expressed in the following diagram
A A× A′ A′
B B × B′ B′
π˜A
′
Aoo
π˜A
A′ //
π˜B
′
B
oo
π˜B
B′
//
f

f×f ′

f ′

to obtain a unique comparison 1-cell
f × f ′:A× A′ → B × B′.
4.1.2. Definition. Given a pair of 1-cells f :A → B and f ′:A′ → B′ in B, we define
the product 1-cell
f × f ′:A× A′ → B × B′,
to be the unique 1-cell in B such that
π˜B
′
B (f × f
′) = fπ˜A
′
A
and
π˜BB′(f × f
′) = f ′π˜AA′ .
4.1.3. Definition. Given a pair of spans, or 1-morphisms
S
B A
S ′
B′ A′
q
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
p
❄
❄❄
❄❄
❄❄
❄❄
q′
⑧⑧
⑧⑧
⑧⑧
⑧⑧ p′
❄
❄❄
❄❄
❄❄
❄
in Span(B), we define the product of spans
B × B′
S × S ′
A× A′
q×q′
{{✇✇
✇✇
✇✇
✇✇
✇
p×p′
##●
●●
●●
●●
●●
consisting of the product 1-cells p× p′ and q × q′.
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4.1.4. Definition. Given a pair of 2-cells α: f ⇒ g and α′: f ′ ⇒ g′ in B, we define the
product 2-cell
̟ ×̟′: f × f ′ ⇒ g × g′
to be the unique 2-cell in B satisfying
π˜B
′
B · (̟ ×̟
′) = ̟ · π˜A
′
A and π˜
B
B′ · (̟ ×̟
′) = ̟′ · π˜AA′ .
4.1.5. Definition. Given a pair of maps of spans, or 2-morphisms
B
S
T
A B′
S′
T ′
A′
q
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
p
❄
❄❄
❄❄
❄❄
❄❄
s
__❄❄❄❄❄❄❄❄❄
r
??⑧⑧⑧⑧⑧⑧⑧⑧⑧
f

q′
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
p′
❄
❄❄
❄❄
❄❄
❄❄
s′
__❄❄❄❄❄❄❄❄❄ r′
??⑧⑧⑧⑧⑧⑧⑧⑧⑧
f ′

̺

✼✼
✼
✼✼
✼ ̟
 ✞✞
✞✞✞
✞ ̺′

✼✼
✼
✼✼
✼ ̟′
 ✞✞
✞✞✞
✞
in Span(B), we define the map of spans
B×B′
S×S′
T×T ′
A×A′
q×q′
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
p×p′
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
s×s′
__❄❄❄❄❄❄❄❄❄❄❄❄❄
r×r′
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
f×f ′

̺×̺′

✼✼
✼
✼✼
✼ ̟×̟′
 ✞✞
✞✞✞
✞
consisting of product 1- and 2-cells, called the product of maps of spans.
4.1.6. Definition. Given a pair of maps of maps of spans, or 3-morphisms,
σ: (̟, f, ̺) (ς, g, ϕ) σ′: (̟′, f ′, ̺′) (ς ′, g′, ϕ′)and❴*4 ❴ *4
the product of maps of maps of spans
σ × σ′: (̟ ×̟′, f × f ′, ̺× ̺′) (ς × ς ′, g × g′, ϕ× ϕ′)❴*4
is defined by the product 2-cell
σ × σ′: f × f ′ ⇒ g × g′.
The following equations
(r × r′) · (σ × σ′)(̟ ×̟′) = ς × ς ′
and
(s× s′) · (σ × σ′)(̺× ̺′) = ϕ× ϕ′
obtained from uniqueness in the universal property together with the 3-morphism equa-
tions for ς and ϕ verify that the product of maps of maps of spans is well-defined.
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4.2. The Monoidal Structure
4.2.1. Theorem. Given a strict 2-category B with pullbacks and finite products, Span(B)
has the structure of a monoidal tricategory consisting of
• a locally strict trifunctor
⊗: Span(B)× Span(B)→ Span(B)
defined in Proposition 4.3.1,
• a strict trifunctor
I: 1→ Span(B),
defined in Proposition 4.4.1,
• biadjoint biequivalences
– for associativity
α:⊗(⊗× 1)⇒ ⊗(1×⊗),
in a tricategory [Span(B)× Span(B)× Span(B), Span(B)] defined in Proposi-
tion 4.5.1,
– for left units
λ:⊗(I⊗ × 1)⇒ 1,
a tricategory [Span(B)× Span(B), Span(B)] defined in Proposition 4.5.2,
– and, for right units
ρ:⊗(1 × I⊗)⇒ 1,
in a tricategory [Span(B)× Span(B), Span(B)] defined in Proposition 4.5.3,
• adjoint equivalences
– for associativity
Π: (1× α)α(α× 1) αα,❴ *4
in a bicategory [((⊗×1)(⊗×1×1),⊗⊗ (1×⊗)], defined in Proposition 4.6.1,
– for left units
l: (1× λ)α λ,❴ *4
in a bicategory [(I × 1× 1)(⊗1)⊗, 1⊗], defined in Proposition 4.6.2,
– for middle units
m: (1× ρ)α λ× 1,❴*4
in a bicategory [1⊗, 1⊗], defined in Proposition 4.6.3,
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– and, for right units
r: ρα ρ× 1,❴ *4
in a bicategory [1⊗, (1× 1× I)(1×⊗)⊗], defined in Proposition 4.6.4,
• invertible perturbations
– for associativity
K5:αΠΠ(Π× 1) Παα,1,1Π(1× Π)α1,α,1,❴ *4
defined in Proposition 4.7.1,
– for (4, 1)-units
U4,1:αρ,1,1rΠ (r × 1)rρ−1α ,
❴ *4
defined in Proposition 4.7.2,
– for (4, 2)-units
U4,2:αλ,1,1mΠ (m× 1)α1,ρ,1(1× r),❴ *4
defined in Proposition 4.7.3,
– for (4, 3)-units
U4,3:mα1,1,ρΠ (l × 1)α1,λ,1(1×m),❴*4
defined in Proposition 4.7.4,
– and, for (4, 4)-units
U4,4: lα1,1,ρΠ λ−1l(1× l),❴*4
defined in Proposition 4.7.5.
Proof. The structural components are given in the referenced definitions and proposi-
tions.
The monoidal structure we define involves non-trivial product cells and perturbations.
This fact necessitates checking the tetracategory axioms. We verify these coherence equa-
tions by explicit calculation in Propositions 4.8.1, 4.8.2, 4.8.3, and 4.8.4. The result
follows.
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In the following sections we construct component cells of the monoidal structure on
the tricategory of spans.
4.3. Monoidal Product The monoidal product, which is obtained via the universal
property of the product, is a locally strict trifunctor with identity modifications.
4.3.1. Proposition. There is a locally strict trifunctor
⊗: Span(B)× Span(B)→ Span(B),
consisting of
• a function
(A,B)
⊗
7−→ A× B
on pairs of objects in Span(B) defined by the choice of strict product in Defini-
tion 1.6.2,
• for each two pairs (A,B), (A′, B′) objects in Span(B), a strict functor
⊗ := ⊗(A,B),(A′,B′): Span(A,B)× Span(A
′, B′)→ Span(A× A′, B × B′)
between strict hom-2-categories, consisting of
– the product of pairs of spans given in Definition 4.1.3,
– the product of pairs of maps of spans given in Definition 4.1.5,
– and the product of pairs of maps of maps of spans given in Definition 4.1.6,
• for each two triples of objects (A,B,C), (A′, B′, C ′) in Span(B), a strict adjoint
equivalence
(χ, χ−1, 1, 1): ∗ · (⊗×⊗)⇒ ⊗(∗ × ∗),
in a strict 2-category Span(B)(A× A′, C × C ′), consisting of, for each two pairs of
composable spans
S
s
⑧⑧
⑧⑧
⑧⑧
⑧⑧
r
❄
❄❄
❄❄
❄❄
❄ R
q
⑧⑧
⑧⑧
⑧⑧
⑧⑧ p
❄
❄❄
❄❄
❄❄
❄ S
′
s′
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
r′
  ❆
❆❆
❆❆
❆❆
❆ R
′
q′
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥ p′
  ❆
❆❆
❆❆
❆❆
❆
C B A C ′ B′ A′
– a map of spans
C×C′
SR×S′R′
(S×S′)(R×R′)
A×A′
(s×s′)(πRS×π
R′
S′
)
__❄❄❄❄❄❄❄❄❄❄❄❄❄
(p×p′)(πSR×π
S′
R′
)
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
(s×s′)πR×R
′
S×S′
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
(p×p′)πS×S
′
R×R′
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
χ

❄❄❄ ⑧⑧⑧
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where χ := χ(R,S),(R′,S′) is a 1-cell in B satisfying
πSRπ˜
S′R′
SR χ = π˜
R′
R π
S×S′
R×R′ , π
R
S π˜
S′R′
SR χ = π˜
S′
S π
R×R′
S×S′ ,
πS
′
R′ π˜
SR
S′R′χ = π˜
R
R′π
S×S′
R×R′ , and π
R′
S′ π˜
SR
S′R′χ = π˜
S
S′π
R×R′
S×S′ ,
– and an inverse map of spans
C×C′
SR×S′R′
(S×S′)(R×R′)
A×A′
(s×s′)(πRS×π
R′
S′
)
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
(p×p′)(πSR×π
S′
R′
)
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
(s×s′)πR×R
′
S×S′
__❄❄❄❄❄❄❄❄❄❄❄❄❄ (p×p
′)πS×S
′
R×R′
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
χ−1

❄❄❄ ⑧⑧⑧
where χ−1 := χ−1(R,S),(R′,S′) is a 1-cell in B satisfying
πS×S
′
R×R′χ
−1 = πSR×π
S′
R′ , π
R×R′
S×S′ χ
−1 = πRS×π
R′
S′ , and κ
r×r′,q×q
B×B′ ·χ
−1 = κr,qB ×κ
r′,q′
B′ ,
– identity counit and unit isomorphisms of maps of spans
ǫχ:χχ
−1 ⇒ 1 and ηχ: 1⇒ χ
−1χ,
• for each pair of objects A,B in Span(B), an identity adjoint equivalence
ιA,B: IA×B ⇒ ⊗(IA × IB),
in the strict 2-category Span(B)(A× B,A×B),
• for (A,A′), (B,B′), (C,C ′), (D,D′) ∈ Span(B) × Span(B), an identity modification
ω in Span(B)(A× A′, D ×D′), consisting of, for each pair of triples of composable
spans (R, S, T ), (R′, S ′, T ′), an equation of maps of spans
(1, (a× a)χ(χ ∗ 1) 1) = (1, χ(1 ∗ χ)a, 1),
• for (A,A′), (B,B′) ∈ Span(B)×Span(B), an identity modification γ in Span(B)(A×
A′, B×B′), consisting of, for each pair of spans R, S, an equation of maps of spans
((κ−1 × κ′−1) · χι, (l× l)χι, 1) = (κ−1, l, 1),
• for (A,A′), (B,B′) ∈ Span(B)×Span(B), an identity modification δ in Span(B)(A×
A′, B×B′), consisting of, for each pair of spans R, S, an equation of maps of spans
(1, (r× r)χι, (κ× κ′) · χι) = (1, r, κ).
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Proof.We need to verify functoriality for maps of spans, i.e., that the 2-functor is strict,
and then functoriality for the 2-functor, which concerns composition of maps of maps of
spans. We define unique auxiliary 1-cells to give unique definitions of χ and χ−1 by the
universal property, and then verify naturality for the two families of maps of spans. It
is then straightforward to see that these natural transformations together with identity
counit and unit define a strict adjoint equivalence. It is again straightforward to see that
ι uniquely defines a strict adjoint equivalence. We then have identity modifications and
together with the identity modifications of Span(B), the trifunctor axioms follow.
For each two pairs of objects (A,B), (A′, B′) ∈ Span(B) × Span(B), the monoidal
product should preserve composition of maps of spans and identity maps of spans. It
is straightforward from definitions to see that identities are preserved. For composition,
consider the two pairs of maps of spans
B
R
S
A B′
R′
S′
A′
q
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
p
❄
❄❄
❄❄
❄❄
❄❄
s
__❄❄❄❄❄❄❄❄❄
r
??⑧⑧⑧⑧⑧⑧⑧⑧⑧
f

q′
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
p′
❄
❄❄
❄❄
❄❄
❄❄
s′
__❄❄❄❄❄❄❄❄❄ r′
??⑧⑧⑧⑧⑧⑧⑧⑧⑧
f ′

̺f

✼✼
✼
✼✼
✼ ̟f
 ✞✞
✞✞✞
✞ ̺f ′

✼✼
✼
✼✼
✼ ̟f ′
 ✞✞
✞✞✞
✞
B
S
T
A B′
S′
T ′
A′
s
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
r
❄
❄❄
❄❄
❄❄
❄❄
u
__❄❄❄❄❄❄❄❄❄ t
??⑧⑧⑧⑧⑧⑧⑧⑧⑧
g

s′
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
r′
❄
❄❄
❄❄
❄❄
❄❄
u′
__❄❄❄❄❄❄❄❄❄ t′
??⑧⑧⑧⑧⑧⑧⑧⑧⑧
g′

̺g

✼✼
✼
✼✼
✼ ̟g
 ✞✞
✞✞✞
✞ ̺g′

✼✼
✼
✼✼
✼ ̟g′
 ✞✞
✞✞✞
✞
Functoriality of maps of spans follows from the equation
(((̟g ×̟g′) · (f × f
′))(̟f ×̟f ′), (g × g
′)(f × f ′), ((̺g × ̺g′) · (g × g
′))(̺f × ̺f ′)) =
((̟g · f)̟f × (̟g′ · f
′)̟f ′, gf × g
′f ′, (̺g · f)̺f × (̺g′ · f
′)̺f ′),
and the obvious preservation of identity maps of spans, so the monoidal product is strict.
To verify functoriality of maps of maps of spans, consider pairs of composable pairs
R
B A
S
R′
B′ A′
S ′
q
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
p
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
s
__❄❄❄❄❄❄❄❄❄❄❄❄❄
r
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
f

f ′

f ′′

✎
✔
✚
✤
✩
✯
✴
q′
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
p′
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄
s′
__❄❄❄❄❄❄❄❄❄❄❄❄
r′
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
g

g′

g′′

✎
✔
✚
✤
✩
✯
✴
σ`h ❏❏❏
τ`h❏❏❏ σ′`h❏❏❏
τ ′`h ❏❏❏
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We have the equation of 2-cells
τσ × τ ′σ′ = (τ × τ ′)(σ × σ′)
in B, so composition is preserved. It is straightforward to see that identity maps of
maps of spans are preserved. It follows that products in B define a strict functor on
hom-2-categories.
We define the components of a strict adjoint equivalence χ. Recall that strict transfor-
mations are natural transformations consisting of 1-morphisms. For each pair of triples
of objects (A,B,C), (A′, B′, C ′) ∈ Span(B) × Span(B) × Span(B), we define a natural
transformation
χ(A,B,C),(A′,B′,C′): ∗(⊗×⊗)⇒ ⊗(∗ × ∗).
We first apply the universal property of pullbacks to obtain an auxiliary pair of maps
χSR and χS′R′ , which we then use to obtain the 1-cell χ. The 1-cells χSR and χS′R′ are
the unique 1-cells in B making the diagrams
S × S ′
π˜S
′
S

(S × S ′)(R×R′)
πS×S
′
R×R′ //
πR×R
′
S×S′oo
χSR

R×R′
π˜R
′
R

S SR
πSR
//
πRS
oo R
S × S ′
π˜S
S′

(S × S ′)(R×R′)
πS×S
′
R×R′ //
πR×R
′
S×S′oo
χS′R′

R×R′
π˜R
R′

S ′ S ′R′
πS
′
R′
//
πR
′
S′
oo R′
commute and satisfying the equations
κSRB · χSR = π˜
B′
B · κ
(S×S′)(R×R′)
B×B′ and κ
S′R′
B′ · χS′R′ = π˜
B
B′ · κ
(S×S′)(R×R′)
B×B′ .
Applying the universal property of products, we have the unique 1-cell
χ(R,S),(R′,S′): (S × S
′)(R×R′)→ SR× S ′R′
such that
π˜S
′R′
SR χ = χSR and π˜
SR
S′R′χ = χS′R′ .
From the above equations we have
πSRπ˜
S′R′
SR χ = π˜
R′
R π
S×S′
R×R′ , π
R
S π˜
S′R′
SR χ = π˜
S′
S π
R×R′
S×S′ ,
πS
′
R′ π˜
SR
S′R′χ = π˜
R
R′π
S×S′
R×R′ , π
R′
S′ π˜
SR
S′R′χ = π˜
S
S′π
R×R′
S×S′ .
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Similarly, we define 1-cells χ−1 such that
πS×S
′
R×R′χ
−1 = πSR × π
S′
R′ , π
R×R′
S×S′ χ
−1 = πRS × π
R′
S′ , and κ
(S×S′)(R×R′)
B×B′ · χ
−1 = κSRB × κ
S′R′
B′ .
To verify naturality we see that, for each two pairs of horizontally composable maps
of spans
B
R
S
A B′
R′
S′
A′
q
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
p
❄
❄❄
❄❄
❄❄
❄❄
s
__❄❄❄❄❄❄❄❄❄
r
??⑧⑧⑧⑧⑧⑧⑧⑧⑧
f

q′
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
p′
❄
❄❄
❄❄
❄❄
❄❄
s′
__❄❄❄❄❄❄❄❄❄ r′
??⑧⑧⑧⑧⑧⑧⑧⑧⑧
f ′

̺f

✼✼
✼
✼✼
✼ ̟f
 ✞✞
✞✞✞
✞ ̺f ′

✼✼
✼
✼✼
✼ ̟f ′
 ✞✞
✞✞✞
✞
C
T
U
B C′
T ′
U ′
B′
s
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
r
❄
❄❄
❄❄
❄❄
❄❄
u
__❄❄❄❄❄❄❄❄❄ t
??⑧⑧⑧⑧⑧⑧⑧⑧⑧
g

s′
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
r′
❄
❄❄
❄❄
❄❄
❄❄
u′
__❄❄❄❄❄❄❄❄❄ t′
??⑧⑧⑧⑧⑧⑧⑧⑧⑧
g′

̺g

✼✼
✼
✼✼
✼ ̟g
 ✞✞
✞✞✞
✞ ̺g′

✼✼
✼
✼✼
✼ ̟g′
 ✞✞
✞✞✞
✞
there is an identity isomorphism
((̟f ×̟f ′) · π
S×S′
R×R′ , χ
′((f × f ′) ∗ (g × g′)), (̺g × ̺g′) · π
R×R′
S×S′ ) =
(((̟f · π
S
R)× (̟f ′ · π
S′
R′))χ, ((f ∗ g)× (f
′ ∗ g′))χ, ((̺g · π
R
S )× (̺g′ · π
R′
S′ ))χ)
between the maps of spans
C×C′
UT×U ′T ′
(S×S′)(R×R′)
A×A′
(q×q′)πR×R
′
S×S′
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
(m×m′)πS×S
′
R×R′
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
(u×u′)(πTU×π
T ′
U′
)
__❄❄❄❄❄❄❄❄❄❄❄❄❄
(r×r′)(πUT ×π
U′
T ′
)
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
`h❏❏❏❏❏❏ χ′(◦·×)
		
(×·◦)χ

✕
✘
✜
✤
✧
✫
✮
It follows that the maps of spans are the components of a natural transformation
χ: ∗(⊗×⊗)⇒ ⊗(∗ × ∗).
One can check similarly that the collection of maps
χ−1:⊗(∗ × ∗)⇒ ∗(⊗×⊗)
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is a natural transformation.
The equations of maps of spans
(1, χχ−1, 1) = (1, 1, 1) and (1, χ−1χ, 1) = (1, 1, 1),
which are the components of the identity counit and unit verify that (χ, χ−1, 1, 1) is a
strict adjoint equivalence. The axioms are immediate.
The existence of the identity adjoint equivalence ι and the identity modifications is
straightforward. All axioms are immediate. We have the desired locally strict trifunctor.
4.4. Monoidal Unit
4.4.1. Proposition. There is a strict functor between tricategories called the monoidal
unit, consisting of the terminal object (or nullary product) in B, and the identity mor-
phisms of Definition 3.3.1, Definition 3.3.2, and Definition 3.3.3 for spans, maps of spans,
and maps of maps of spans, respectively.
Proof. Straightforward.
4.5. Monoidal Biadjoint BiequivalencesThe monoidal associativity and unit struc-
tures are given as biadjoint biequivalences. Note that Trimble’s definition of tetracate-
gory asks that the tritransformations be equivalences in the appropriate sense at each
level [Trimble, 1995]. He calls such a map a triequivalence, which should not be inter-
preted as a trifunctor that is an equivalence, but rather as a suitable notion of ‘strong
tritransformation’. Following the definition of Gurski’s algebraic tricategory, we replace
these structural tritransformations with biadjoint biequivalences, a notion which categori-
fies that of adjoint equivalence. See Gurski’s thesis [Gurski, 2006] for definitions.
The following biadjoint biequivalences are pairs of biadjoint 1-cells in certain tricate-
gories of trifunctors, tritransformations, trimodifications, and perturbations. This notion
of biadjoint is not to be confused with ambidextrous adjoint pairs, which are sometimes
called biadjoints.
Tritransformations, trimodifications, and perturbations are the morphisms of the local
tricategories of a tetracategory Tricat of tricategories. We need to specify the struc-
ture of these tricategories. Given tricategories T , T ′ such that T ′ is also a Gray-
category, then Tricat(T, T ′) is also a Gray-category. [Gurski, 2006] Unfortunately, Span(B)
is not quite a Gray-category, so there is still work to do in specifying the structure of
Tricat(Span(B)n, Span(B)), for n a natural number. As a corollary of the local bicategory
construction in the local tricategories of Tricat, Gurski further shows that if T ′ is locally
strict, then for trifunctors F,G: T → T ′, the bicategory Tricat(T , T ′)(F,G) is a strict 2-
category [Gurski, 2006]. Since Span(B) is locally strict, so is Tricat(Span(B)n, Span(B)).
To the best of our knowledge the tricategorical structure of Tricat(T , T ′) does not
exist in the literature for an arbitrary tricategory T ′. We expect the details should be
straightforward, but we do not have space here to present them here. This is not too
troublesome since we can invoke tricategorical coherence. The tricategory Span(B) is
semi-strict and cubical. If the associator and unit tritransformations were identities,
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then we could apply Gurski’s theorem above and use the Gray-category structure on
Tricat(T , T ′). Alternatively, we could consider a strictification of the span tricategory
Span(B) to a triequivalent Gray-category SpanGray(B)
st: Span(B)→ SpanGray(B).
We can then essentially ‘whisker’ the biadjoint biequivalence structures we define with
the strictification maps. The result being a biadjoint biequivalence in the Gray-category
[Span(B)n, SpanGray(B)], rather than the locally strict tricategory [Span(B)n, Span(B)].
This does not really provide satisfactory resolution to the issue, but instead strongly
suggests that there should be numerous solutions to the problem, where in each case the
details should be relatively straightforward. We do not comment further on the tricategory
structures in which we define the biadjoint biequivalences, but instead acknowledge this
as a missing piece of the construction, which is not likely to trouble the reader to a large
extent.
We will need the unit tritransformation
I⊗(⊗×1):⊗(⊗× 1)⇒ ⊗(⊗× 1)
which consists of
• for each triple of objects A,B,C ∈ Span(B), a span IABC
(A× B)× C
(A×B)× C
(A× B)× C
1
{{✇✇✇
✇✇
✇✇
✇✇ 1
##●
●●
●●
●●
●●
and for each pair of triples of objects (A,B,C), (A′, B′, C ′), an adjoint equivalence
(I, I ·, ǫI , ηI): (IA′B′C′)∗ ⊗ (⊗× 1)⇒ (IABC)
∗ ⊗ (⊗× 1),
consisting of
– a transformation
I(ABC),(A′B′C′): (IA′B′C′)∗ ⊗ (⊗× 1)⇒ (IABC)
∗ ⊗ (⊗× 1),
consisting of
∗ for each triple of spans (R, S, T ), a map of spans IRST
(A′×B′)×C′
((R×S)×T )((A×B)×C)
((A′×B′)×C′)((R×S)×T )
(A×B)×C
π
(R×S)×T
(A′×B′)×C′
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
((r×s)×t)π
(A×B)×C
(R×S)×T
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
((r′×s′)×t′)π
(A×B)×C
(R×S)×T
__❄❄❄❄❄❄❄❄❄❄❄❄❄
π
(R×S)×T
(A×B)×C
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
I

⑧⑧⑧❄
❄❄
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where I := IRST is the unique 1-cell in B such that
π
(R×S)×T
(A×B)×CIRST = ((r × s)× t)π
(A′×B′)×C′
(R×S)×T , π
(A×B)×C
(R×S)×T IRST = π
(A′×B′)×C′
(R×S)×T
and
κ
(r×s)×t,1
(A×B)×C · IRST = 1,
∗ for each pair of triples of spans (R, S, T ), (R¯, S¯, T¯ ), a natural isomorphism
I(RST ),(R¯,S¯,T¯ ): (IR,S,T )
∗(IABC)
∗ ⊗ (⊗× 1)⇒ (IR¯,S¯,T¯ )∗(IA′B′C′)∗ ⊗ (⊗× 1),
consisting of, for each triple of maps of spans (fR, fS, fT ), an isomorphism
of maps of spans
IfRfSfT : (((̟R×̟S)×̟T )·π
(A′×B′)×C′
(R×S)×T , IR¯,S¯,T¯ (((fR×fS)×fT )∗1(A′×B′)×C′), 1)
⇒ (1, (1(A×B)×C∗((fR×fS)×fT ))IR,S,T , ((̺R×̺S)×̺T )·π
(A×B)×C
(R×S)×T IR,S,T )
consisting of the unique 2-cell
IfRfSfT : IR¯,S¯,T¯ (((fR × fS)× fT ) ∗ 1(A′×B′)×C′)
⇒ (1(A×B)×C ∗ ((fR × fS)× fT ))IR,S,T
in B, such that
π
(R¯×S¯)×T¯
(A×B)×C · IfRfSfT = ̟
−1
(RS)T · π
(A×B)×C
(R×S)×T
and
π
(A×B)×C
(R¯×S¯)×T¯
· IfRfSfT = 1,
– a transformation
I ·(ABC),(A′B′C′): (IABC)
∗ ⊗ (⊗× 1)⇒ (IA′B′C′)∗ ⊗ (⊗× 1),
consisting of
∗ for each triple of spans (R, S, T ), a map of spans I ·RST
(A′×B′)×C′
((R×S)×T )((A×B)×C)
((A′×B′)×C′)((R×S)×T )
(A×B)×C
π
(R×S)×T
(A′×B′)×C′
__❄❄❄❄❄❄❄❄❄❄❄❄❄
((r×s)×t)π
(A×B)×C
(R×S)×T
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
((r′×s′)×t′)π
(A×B)×C
(R×S)×T
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
π
(R×S)×T
(A×B)×C
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
I·

⑧⑧⑧❄
❄❄
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where I · := I ·RST is the unique 1-cell in B such that
π
(A′×B′)×C′
(R×S)×T I
·
RST = π
(A×B)×C
(R×S)×T , π
(R×S)×T
(A′×B′)×C′I
·
RST = ((r
′ × s′)× t′)π
(A×B)×C
(R×S)×T
and
κ
1,(r′×s′)×t′
(A′×B′)×C′ · I
·
RST = 1,
∗ for each pair of triples of spans (R, S, T ), (R¯, S¯, T¯ ), a natural isomorphism
I ·(RST ),(R¯,S¯,T¯ ): (I
·
R,S,T )
∗(IABC)
∗ ⊗ (⊗× 1)⇒ (IR¯,S¯,T¯ )∗(I
·
A′B′C′)∗ ⊗ (⊗× 1),
consisting of, for each triple of maps of spans (fR, fS, fT ), an isomorphism
of maps of spans
I ·fRfSfT : (((̟R×̟S)×̟T )·π
(A′×B′)×C′
(R×S)×T , I
·
R¯,S¯,T¯ (((fR×fS)×fT )∗1(A′×B′)×C′), 1)
⇒ (1, (1(A×B)×C∗((fR×fS)×fT ))I
·
R,S,T , ((̺R×̺S)×̺T )·π
(A×B)×C
(R×S)×T I
·
R,S,T )
consisting of the unique 2-cell
I ·fRfSfT : I
·
R¯,S¯,T¯ (((fR × fS)× fT ) ∗ 1(A′×B′)×C′)
⇒ (1(A×B)×C ∗ ((fR × fS)× fT ))I
·
R,S,T
in B, such that
π
(A×B)×C
(R¯×S¯)×T¯
· I ·fRfSfT = 1
and
π
(R¯×S¯)×T¯
(A×B)×C · I
·
fRfSfT
= ̺−1(fRfS)fT · π
(A×B)×C
(R×S)×T ,
– a modification
ǫI : II
· 1❴ *4
consisting of, for each triple of spans (R, S, T ), an isomorphism of maps of
spans
ǫIRST : (1, IRST I
·
RST , 1) (1, 1((RS)T )((AB)C), 1),
❴*4
consisting of the unique 2-cell
ǫIRST : IRST I
·
RST 1((RS)T )((AB)C)+3
in B such that
π
(R×S)×T
(A×B)×C · ǫIRST = κ
(r×s)×t,1
(A×B)×C
−1
and
π
(A×B)×C
(R×S)×T · ǫIRST = 1,
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– a modification
ηI : 1 I
·I,❴ *4
consisting of, for each triple of spans (R, S, T ), an isomorphism of maps of
spans
ηIRST : (1, 1((A′B′)C′)((RS)T ), 1) (1, I
·
RST IRST , 1),
❴*4
consisting of the unique 2-cell
ηIRST : 1((A′B′)C′)((RS)T ) I
·
RST IRST
+3
in B such that
π
(A′×B′)×C′
(R×S)×T · ηIRST = 1
and
π
(R×S)×T
(A′×B′)×C′ · ηIRST = κ
1,(r×s)×t
(A′×B′)×C′ ,
• an identity modification
IΠ: (1, (a× a)χ(χ ∗ 1), 1)⇒ (1, χ(1 ∗ χ)a, 1),
• and an identity modification
IM : (1, (1 ∗ I)(ι ∗ 1)r
−1, 1)⇒ (1, ιl−1, 1).
The remaining unit tritransformations are defined similarly.
Monoidal Associativity Monoidal associativity is a biadjoint biequivalence consist-
ing of tritransformations, adjoint equivalences of trimodifications and perturbations, and
coherence perturbations consisting of isomorphisms of maps of spans.
The associator for the product of objects A,B,C ∈ B is the 1-cell
aABC : (A×B)× C → A× (B × C)
in B defined as the product of 1-cells
aABC := π˜
B
A × 1B×C .
The inverse associator is the 1-cell
a−1ABC :A× (B × C)→ (A× B)× C
in B defined as the product of 1-cells
a−1ABC := 1A×B × π˜
B
C .
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4.5.1. Proposition. There is a biadjoint biequivalence
(α, α·, ǫα, ηα,Φα,Ψα):⊗(⊗× 1) ⊗(1×⊗)❴ *4
in a ‘tricategory’ Tricat(Span(B)3, Span(B)), consisting of
• a tritransformation
α:⊗(⊗× 1)⇒ ⊗(1×⊗),
consisting of
– for each triple A,B,C of objects in Span(B), a span αABC
(A×B)× C
A× (B × C) (A× B)× C
a
{{✇✇✇
✇✇
✇✇
✇✇ 1
##●
●●
●●
●●
●●
– for each two triples (A,B,C), (A′, B′, C ′) of objects in Span(B), an adjoint
equivalence
(αµ, αµ· , αǫ, αη): Span(B)(1, αA′B′C′)(⊗(⊗×1))⇒ Span(B)(αABC , 1)(⊗(1×⊗)),
in the strict 2-category
Bicat(Span(B)3((A,B,C), (A′, B′, C ′)), Span(B)((A×B)×C,A′× (B′×C ′)),
consisting of
∗ a strong transformation
αµ(A,B,C),(A′,B′,C′): Span(B)(1, αA′B′C′)(⊗(⊗× 1))
⇒ Span(B)(αABC , 1)(⊗(1×⊗)),
consisting of
· for each triple of spans
R
r′
~~⑦⑦
⑦⑦
⑦⑦
⑦⑦
r
❄
❄❄
❄❄
❄❄
❄ S
s′
~~⑦⑦
⑦⑦
⑦⑦
⑦
s
❄
❄❄
❄❄
❄❄
❄ T
t′
~~⑦⑦
⑦⑦
⑦⑦
⑦
t
❄
❄❄
❄❄
❄❄
❄
A′ A B′ B C ′ C
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a map of spans
A′×(B′×C′)
(R×(S×T ))((A×B)×C)
((A′×B′)×C′)((R×S)×T )
(A×B)×C
(r′×(s′×t′))π
(A×B)×C
R×(S×T )
__❄❄❄❄❄❄❄❄❄❄❄❄❄
π
R×(S×T )
(A×B)×C
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
aπ
(R×S)×T
(A′×B′)×C′
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
((r×s)×t)π
(A′×B′)×C′
(R×S)×T
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
αµ

⑧⑧⑧
a·κ−1
#
❄❄
where κ := κ
1,(r′×s′)×t′
(A′×B′)×C′ and αµ := αµRST is the unique 1-cell satisfying
π
R×(S×T )
(A×B)×CαµRST = ((r×s)×t)π
(A′×B′)×C′
(R×S)×T π
(A×B)×C
R×(S×T ) αµRST = aπ
(A′×B′)×C′
(R×S)×T ,
and
κ
r×(s×t),1
A×(B×C) · αµRST = 1,
· for each pair of triples of spans (R, S, T ), (R¯, S¯, T¯ ), a natural iso-
morphism
αµRST,R¯S¯T¯ : (αµR¯,S¯,T¯ )∗Span(B)(1, αA′B′C′)(⊗(⊗× 1))⇒
(αµR,S,T )
∗Span(B)(αABC , 1)(⊗(1×⊗)),
consisting of, for each triple of maps of spans
R
fR

r′
~~⑦⑦
⑦⑦
⑦⑦
⑦⑦
r
❄
❄❄
❄❄
❄❄
❄ S
fS

s′
~~⑦⑦
⑦⑦
⑦⑦
⑦
s
❄
❄❄
❄❄
❄❄
❄ T
fT

t′
~~⑦⑦
⑦⑦
⑦⑦
⑦
t
❄
❄❄
❄❄
❄❄
❄
A′ A B′ B C ′ C
R¯
r¯′
__❅❅❅❅❅❅❅❅ r¯
??⑧⑧⑧⑧⑧⑧⑧⑧
S¯
s¯′
__❅❅❅❅❅❅❅❅ s¯
??⑧⑧⑧⑧⑧⑧⑧⑧
T¯
t¯′
__❅❅❅❅❅❅❅❅ t¯
??⑧⑧⑧⑧⑧⑧⑧⑧
an isomorphism of maps of spans
αµfR,fS ,fT : (̟(RS)T ·π
(A′×B′)×C′
(R×S)×T , αµR¯,S¯,T¯ (((fR×fS)×fT )∗1), a·κ
−1·(((fR×fS)×fT )∗1))
⇒ (1, (1∗(fR×(fS×fT )))αµR,S,T , (̺R(ST )·π
(A×B)×C
R×(S×T ) αµR,S,T )(a·κ
−1)),
consisting of the unique 2-cell
αµfR,fS ,fT :αµR¯,S¯,T¯ (((fR×fS)×fT )∗1)⇒ (1∗(fR×(fS×fT )))αµR,S,T
in B such that
π
R¯×(S¯×T¯ )
(A×B)×C · αµfR,fS ,fT = ((̟R ×̟S)×̟T )
−1 · π
(A′×B′)×C′
(R×S)×T
and
π
(A×B)×C
R¯×(S¯×T¯ )
· αµfR,fS ,fT = 1,
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∗ a strong transformation
αµ·(A,B,C),(A′,B′,C′): Span(B)(αABC , 1)(⊗(1×⊗))
⇒ Span(B)(1, αA′B′C′)(⊗(⊗× 1)),
consisting of
· for each triple of spans R, S, T , a map of spans
A′×(B′×C′)
((A′×B′)×C′)((R×S)×T )
(R×(S×T ))((A×B)×C)
(A×B)×C
aπ
(R×S)×T
(A′×B′)×C′
__❄❄❄❄❄❄❄❄❄❄❄❄❄ ((r×s)×t)π
(A′×B′)×C′
(R×S)×T
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
(r′×(s′×t′))π
(A×B)×C
R×(S×T )
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
π
R×(S×T )
(A×B)×C
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
αµ·

a−1·κ
{ ⑧⑧❄
❄❄
where κ := κ
r×(s×t),1
A×(B×C) and αµ· := αµ·RST is the unique 1-cell satisfying
π
(A′×B′)×C′
(R×S)×T αµ·RST = a
−1π
(A×B)×C
R×(S×T ) π
(R×S)×T
(A′×B′)×C′αµ·RST = ((r
′×s′)×t′)a−1π
(A×B)×C
R×(S×T )
and
κ
1,(r′×s′)×t′
(A′×B′)×C′ · αµ·RST = 1,
· for each pair of triples of spans (R, S, T ), (R¯, S¯, T¯ ), a natural iso-
morphism
αµ·RST,R¯S¯T¯ : (αµ· R¯,S¯,T¯ )∗Span(B)(αABC , 1)(⊗(1×⊗))⇒
(αµ·R,S,T )
∗Span(B)(1, αA′B′C′)(⊗(⊗× 1)),
consisting of, for each triple of maps of spans fR, fS, fT , an isomor-
phism of maps of spans
αµ·fR,fS ,fT : (a
−1·κ·(1∗(fR×(fS×fT ))), αµ· R¯,S¯,T¯ (1∗(fR×(fS×fT ))), ̺R(ST )·π
(A×B)×C
R×(S×T ) )
⇒ (a−1·κ, (((fR×fS)×fT )∗1)αµ·R,S,T , (̺(RS)T ·π
(A′×B′)×C′
(R×S)×T )·αµ·R,S,T ),
consisting of the unique 2-cell
αµ·fR,fS ,fT :αµ· R¯,S¯,T¯ (1∗(fR×(fS×fT )))⇒ (((fR×fS)×fT )∗1)αµ·R,S,T
in B such that
π
(A′×B′)×C′
(R¯×S¯)×T¯
· αµ·fR,fS ,fT = 1
and
π
(R¯×S¯)×T¯
(A′×B′)×C′ · αµ·fR,fS ,fT = ((̺R × ̺S)× ̺T )
−1 · a−1π
(A×B)×C
R×(S×T ) ,
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∗ an invertible counit modification
αǫ:αµαµ· ⇒ 1⊗(1×⊗),
consisting of, for each triple of spans R, S, T , an isomorphism of maps
of spans
αǫRST : (a
−1 · κ, αµαµ· , a · κ
−1 · αµ·)⇒ (1, 1⊗(1×⊗), 1)
defined by the unique 2-cell αǫRST in B such that
π
R×(S×T )
(A×B)×C · αǫRST = a
−1 · κ−1
r×(s×t),1
A×(B×C) and π
(A×B)×C
R×(S×T ) · αǫRST = 1,
∗ an invertible unit modification
αη: 1⊗(⊗×1) ⇒ αµ·αµ
consisting of, for each triple of spans R, S, T , an isomorphism of maps
of spans
αηRST : (1, 1⊗(⊗×1), 1)⇒ (a
−1 · κ · αµ, αµ·αµ, a · κ
−1)
defined by the unique 2-cell αηRST in B such that
π
(A′×B′)×C′
(R×S)×T · αηRST = 1 and π
(R×S)×T
(A′×B′)×C′ · αηRST = κ
−11,(r
′×s′)×t′
(A′×B′)×C′ ,
– an identity modification αΠ with component equations of maps of spans
(1, (1∗χ)(αµRST∗1)(1∗αµR′S′T ′), a·κ
−1·π) = (1, αµ(R′R)(S′S)(T ′T )(χ∗1), a·κ
−1·(1∗χ)),
– an identity modification αM with component equations of maps of spans
(1, αµιr
−1, a · κ−1 · ιr−1) = (1, ιl−1, 1),
• a tritransformation
α·:⊗(1×⊗)⇒ ⊗(⊗× 1),
consisting of
– for each triple A,B,C of objects in Span(B), a span α·ABC
(A×B)× C
1
vv♠♠♠
♠♠♠
♠♠♠
♠♠♠ a
((◗◗
◗◗◗
◗◗◗
◗◗◗
◗
(A× B)× C A× (B × C)
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– for each two triples (A,B,C), (A′, B′, C ′) of objects in Span(B), an adjoint
equivalence
(α·µ, α
·
µ· , α
·
ǫ, α
·
η): Span(B)(1, α
·
A′B′C′)(⊗(1×⊗))⇒ Span(B)(α
·
ABC , 1)(⊗(⊗×1)),
in the strict 2-category
Bicat(Span(B)3((A,B,C), (A′, B′, C ′)), Span(B)(A×(B×C), (A′×B′)×C ′)),
consisting of
∗ a strong transformation
α·µ(A,B,C),(A′,B′,C′): Span(B)(1, α
·
A′B′C′)(⊗(1×⊗))⇒ Span(B)(α
·
ABC , 1)(⊗(⊗×1)),
consisting of
· for each triple of spans R, S, T , a map of spans
(A′×B′)×C′
((A′×B′)×C′)(R×(S×T ))
((R×S)×T )((A×B)×C)
A×(B×C)
π
R×(S×T )
(A′×B′)×C′
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
(r×(s×t))π
(A′×B′)×C′
R×(S×T )
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
((r′×s′)×t′)π
(A×B)×C
(R×S)×T
__❄❄❄❄❄❄❄❄❄❄❄❄❄
aπ
(R×S)×T
(A×B)×C
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
α·µ

⑧⑧⑧
a−1·κ
#
❄❄
where κ := κ
1,r′×(s′×t′)
A′×(B′×C′) and α
·
µ := α
·
µRST
is the unique 1-cell satisfying
π
(R×S)×T
(A×B)×Cα
·
µRST
= ((r×s)×t)a−1π
(A′×B′)×C′
R×(S×T ) π
(A×B)×C
(R×S)×T α
·
µRST
= a−1π
(A′×B′)×C′
R×(S×T )
and
κ
(r×s)×t,1
(A×B)×C · α
·
µRST
= 1,
· for each pair of triples of spans (R, S, T ), (R¯, S¯, T¯ ), a natural iso-
morphism
α·µRST,R¯S¯T¯ : (α
·
µR¯,S¯,T¯
)∗Span(B)(1, α
·
A′,B′,C′)(⊗(1×⊗))⇒
(α·µR,S,T )
∗Span(B)(α·ABC , 1)(⊗(⊗× 1))
consisting of, for each triple of maps of spans fR, fS, fT , an isomor-
phism of maps of spans
α·µfR,fS ,fT
: (̟R(ST )·π
(A′×B′)×C′
R×(S×T ) , α
·
µR¯,S¯,T¯
((fR×(fS×fT ))∗1), a
−1·κ·((fR×(fS×fT ))∗1))
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⇒ (1, (1∗((fR×fS)×fT ))α
·
µR,S,T
, ((̺(RS)T ·π
(A′×B′)×C′
(R×S)×T )·α
·
µR,S,T
)(a−1·κ)),
consisting of the unique 2-cell
α·µfR,fS ,fT
:α·µR¯,S¯,T¯ ((fR×(fS×fT ))∗1)⇒ (1∗((fR×fS)×fT ))α
·
µR,S,T
in B such that
π
(A×B)×C
(R¯×S¯)×T¯
· α·µfR,fS ,fT
= 1
and
π
(R¯×S¯)×T¯
(A×B)×C · α
·
µfR,fS ,fT
= ((̺R × ̺S)× ̺T )
−1 · a−1π
(A′×B′)×C′
R×(S×T ) ,
∗ a strong transformation
α·µ· : Span(B)(α
·
ABC , 1)(⊗(⊗× 1))⇒ Span(B)(1, α
·
A′B′C′)(⊗(1×⊗)),
consisting of,
· for each triple of spans R, S, T , a map of spans
(A′×B′)×C′
((A′×B′)×C′)(R×(S×T ))
((R×S)×T )((A×B)×C)
A×(B×C)
π
R×(S×T )
(A′×B′)×C′
__❄❄❄❄❄❄❄❄❄❄❄❄❄ (r×(s×t))π
(A′×B′)×C′
R×(S×T )
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
((r′×s′)×t′)π
(A×B)×C
(R×S)×T
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
aπ
(R×S)×T
(A×B)×C
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
α·
µ·

a·κ
{ ⑧⑧❄
❄❄
where κ := κ
(r×s)×t,1
(A×B)×C and α
·
µ· := α
·
µ·RST
is the unique 1-cell satisfying
π
(A′×B′)×C′
R×(S×T ) α
·
µ·RST
= aπ
(A×B)×C
(R×S)×T π
R×(S×T )
(A′×B′)×C′α
·
µ·RST
= ((r′×s′)×t′)π
(A×B)×C
(R×S)×T ,
and
κ
1,r′×(s′×t′)
A′×(B′×C′) · α
·
µ·RST
= 1,
· for each pair of triples of spans (R, S, T ), (R¯, S¯, T¯ ), a natural iso-
morphism
α·µ·RST,R¯S¯T¯ : (α
·
µ· R¯,S¯,T¯
)∗Span(B)(α
·
ABC , 1)(⊗(⊗× 1))⇒
(α·µ·R,S,T )
∗Span(B)(1, α·A′B′C′)(⊗(1×⊗)),
consisting of, for each triple of maps of spans fR, fS, fT , an isomor-
phism of maps of spans
α·µ·fR,fS ,fT
: ((a·κ·(1∗((fR×fS)×fT ))), α
·
µ· R¯,S¯,T¯
(1∗((fR×fS)×fT )), ̺(RS)T ·π
(A×B)×C
(R×S)×T )
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⇒ ((̟R(ST ) ·π
(A×B)×C
R×(S×T ) α
·
µ·R,S,T
)(a·κ), ((fR×(fS×fT ))∗1)α
·
µ·R,S,T
, 1),
consisting of the unique 2-cell
α·µ·fR,fS ,fT
:α·µ· R¯,S¯,T¯ (1∗((fR×fS)×fT ))⇒ ((fR×(fS×fT ))∗1)α
·
µ·R,S,T
in B such that
π
A′×(B′×C′)
R¯×(S¯×T¯ )
· α·µ·fR,fS ,fT
= 1
and
π
R¯×(S¯×T¯ )
A′×(B′×C′) · α
·
µ·fR,fS ,fT
= ((̺R × ̺S)× ̺T )
−1 · π
(A×B)×C
(R×S)×T ,
∗ an invertible counit modification
α·ǫµ:α
·
µα
·
µ· ⇒ 1⊗(⊗×1)
consisting of, for each triple of spans R, S, T , an isomorphism of maps
of spans
α·ǫµRST
: (a−1 · κ, α·µα
·
µ· , a · κ
−1 · α·µ·)⇒ (1, 1⊗(⊗×1), 1)
defined by the unique 2-cell α·ǫµRST in B such that
π
(R×S)×T
(A×B)×C · α
·
ǫµRST
= a−1 · κ−1
r×(s×t),1
A×(B×C) and π
(A×B)×C
(R×S)×T · α
·
ǫµRST
= 1,
∗ an invertible unit modification
α·ηµ : 1⊗(1×⊗) ⇒ α
·
µ·α
·
µ
consisting of, for each triple of spans R, S, T , an isomorphism of maps
of spans
α·ηµRST
: (1, 1⊗(1×⊗), 1)⇒ (a
−1 · κ · α·µ, α
·
µ·α
·
µ, a · κ
−1)
defined by the unique 2-cell α·ηµRST in B such that
π
(A′×B′)×C′
(R×S)×T · α
·
ηµRST
= 1 and π
(R×S)×T
(A′×B′)×C′ · α
·
ηµRST
= κ
1,(r×s′)×t′
(A′×B′)×C′ ,
– an identity modification α·Π with component equations of maps of spans
(1, (1∗χ)(α·µRST∗1)(1∗α
·
µR′S′T ′
), a−1·κ·π) = (1, α·µ(R′R)(S′S)(T ′T )(χ∗1), a
−1·κ·(1∗χ)),
– an identity modification α·M with component equations of maps of spans
(1, α·µιr
−1, a−1 · κ · ιr−1) = (1, ιl−1, 1),
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• a strict adjoint equivalence (ǫα, ǫ
·
α, ǫǫα, ηǫα), in the strict 2-category
Bicat(Span(B)3((A,B,C), (A′, B′, C ′)), Span(B)(A× (B × C), A′ × (B′ × C ′))),
consisting of
– a trimodification
ǫα:αα
· ⇒ I⊗(1×⊗)
consisting of
∗ for each triple of objects A,B,C ∈ Span(B), a map of spans
A×(B×C)
((A×B)×C)((A×B)×C)
A×(B×C)
A×(B×C)
aπ
(A×B)×C
(A×B)×C
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
aπ
(A×B)×C
(A×B)×C
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
1
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
1
__❄❄❄❄❄❄❄❄❄❄❄❄❄
ǫα

⑧⑧⑧❄
❄❄
where ǫα := ǫαA,B,C = aπ
(A×B)×C
(A×B)×C ,
∗ for each pair of triples of objects (A,B,C), (A′, B′, C ′), an identity mod-
ification
mǫα: (ǫα(A,B,C))
∗αα· ⇒ I⊗(1×⊗)(ǫα(A′,B′,C′))∗
consisting of, for each triple of spans R, S, T , an equation of maps of
spans
(1, (ǫαABC∗1R(ST ))(1(AB)C∗αµRST )(α
·
µRST
∗1(A′B′)C′), a·κ
−1·π(α·µRST∗1(A′B′)C′))
= (1, IR(ST )(1R(ST ) ∗ ǫαA′B′C′), 1),
– a trimodification
ǫ·α: I⊗(1×⊗) ⇒ αα
·
consisting of
∗ for each triple of objects A,B,C ∈ Span(B), a map of spans
A×(B×C)
A×(B×C)
((A×B)×C)((A×B)×C)
A×(B×C)
aπ
(A×B)×C
(A×B)×C
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
aπ
(A×B)×C
(A×B)×C
__❄❄❄❄❄❄❄❄❄❄❄❄❄
1
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
1
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
ǫ·α

⑧⑧⑧❄
❄❄
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where ǫ·α := ǫ
·
αA,B,C is the unique 1-cell in B satisfying
π
(A×B)×C
(A×B)×C ǫ
·
αA,B,C = a
−1,
∗ for each pair of triples of objects (A,B,C), (A′, B′, C ′), an identity mod-
ification
mǫ·α: (mǫ·α(A,B,C))
∗I⊗(1×⊗) ⇒ αα
·(mǫ·αA′,B′,C′)∗
consisting of, for each triple of spans R, S, T , an equation of maps of
spans
(1, (ǫ·αABC ∗ 1R(ST ))IR(ST ), 1) =
(1, (1(AB)C∗αµRST )(α
·
µRST
∗1(A′B′)C′)(1R(ST )∗ǫ
·
αA′B′C′), a·κ
−1·π(α·µRST∗1(A′B′)C′)),
– an identity perturbation
ǫǫα: ǫαǫ
·
α
1I⊗(1×⊗)❴*4
consisting of, for each triple of objects A, B, C, an equation of maps of spans
ǫǫαABC : ǫαABCǫ
·
αABC
1I⊗(1×⊗)ABC ,
❴*4
– an identity perturbation
ηǫα: 1αα· ǫ
·
αǫα❴*4
consisting of, for each triple of objects A, B, C, an equation of maps of spans
ηǫαABC : 1αABCα·ABC ǫ
·
αABCǫαABC ,
❴ *4
• a strict adjoint equivalence (ηα, η
·
α, ǫηα, ηηα), in the strict 2-category
Bicat(Span(B)3((A,B,C), (A′, B′, C ′)), Span(B)((A×B)× C, (A′ × B′)× C ′)),
consisting of
– a trimodification
ηα:α
·α I⊗(⊗×1)❴ *4
consisting of
∗ for each triple of objects A,B,C ∈ Span(B), a map of spans
(A×B))×C
((A×B)×C)((A×B)×C)
(A×B)×C
(A×B)×C
π
(A×B)×C
(A×B)×C
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
π
(A×B)×C
(A×B)×C
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
1
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
1
__❄❄❄❄❄❄❄❄❄❄❄❄❄
ηα

⑧⑧⑧❄
❄❄
where ηα := ηαA,B,C = π
(A×B)×C
(A×B)×C ,
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∗ for each pair of triples of objects (A,B,C), (A′, B′, C ′), an identity mod-
ification
mηα : (ηα(A,B,C))
∗α·α⇒ I⊗(⊗×1)(ηαA′,B′,C′)∗
consisting of, for each triple of spans R, S, T , an equation of maps of
spans
(1, (ηαABC∗1(RS)T )(1(AB)C∗α
·
µRST
)(αµRST ∗1(A′B′)C′), a
−1·κ·π(αµRST∗1(A′B′)C′))
= (1, I(RS)T (1(RS)T ∗ ηαA′B′C′), 1),
– a trimodification
η·α: I⊗(⊗×1) α·α❴ *4
consisting of
∗ for each triple of objects A,B,C ∈ Span(B), a map of spans
(A×B)×C
(A×B)×C
((A×B)×C)((A×B)×C)
(A×B)×C
π
(A×B)×C
(A×B)×C
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
π
(A×B)×C
(A×B)×C
__❄❄❄❄❄❄❄❄❄❄❄❄❄
1
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❄❄
1
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⑧⑧
⑧
η·α
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where η·α := η
·
αA,B,C is the unique 1-cell in B satisfying
π
(A×B)×C
(A×B)×Cη
·
αA,B,C = 1,
∗ for each pair of triples of objects (A,B,C), (A′, B′, C ′), an identity mod-
ification
mη·α : (mη·α(A,B,C))
∗I⊗(⊗×1) ⇒ α
·α(mη·αA′,B′,C′)∗
consisting of, for each triple of spans R, S, T , an equation of maps of
spans
(1, (η·αABC ∗ 1(RS)T )I(RS)T , 1) =
(1, (1(AB)C∗α
·
µRST
)(αµRST∗1(A′B′)C′)(1(RS)T ∗η
·
αA′B′C′), a
−1·κ·π(αµRST∗1(A′B′)C′)),
– an identity perturbation
ǫηα : ηαη
·
α
1I⊗(⊗×1)❴ *4
consisting of, for each triple of objects A, B, C, an equation of maps of spans
ǫηαABC : ηαABCη
·
αABC
1I⊗(1×⊗)ABC ,
❴ *4
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– an identity perturbation
ηηα : 1I⊗(⊗×1) ηαη
·
α
❴ *4
consisting of, for each triple of objects A, B, C, an equation of maps of spans
ηηαABC : 1αABCα·ABC η
·
αABCηαABC ,
❴ *4
• an identity perturbation
Φα: (1, l(1 ∗ ǫα)a(η
·
α ∗ 1)r
−1, κ−1 · (1 ∗ ǫα)a(η
·
α ∗ 1)r
−1) (1, 1, 1)❴ *4
consisting of, for each triple of objects A,B,C ∈ Span(B), an equation of maps of
spans,
• and, an identity perturbation
Ψα: (κ · (ǫα ∗ 1)a
−1(1 ∗ η·α)l
−1, r(ǫα ∗ 1)a
−1(1 ∗ η·α)l
−1, 1) (1, 1, 1)❴*4
consisting of, for each triple of objects A,B,C ∈ Span(B), an equation of maps of
spans.
Proof. We check that α and α· are tritransformations, that ǫα and ηα are adjoint equiv-
alences, and that Φα and Ψα are invertible perturbations. Finally, we verify the axioms
of a biadjoint biequivalence.
We first check that α is a tritransformation. The proof for α· follows similarly. We
need to verify that (αµ, αµ· , αǫ, αη) is an adjoint equivalence of strong transformations
and modifications.
Naturality for αµ(R,S,T ),(R¯,S¯,T¯ ) is a straightforward calculation showing that, for each
triple of maps of maps of spans (σR, σS, σT ), the equation
αµgR,gS ,gT 1αµ(σ(RS)T ∗ 1) = (1 ∗ σR(ST ))1αµαµfR,fS ,fT
holds.
Since the monoidal product is locally strict, the transformation axioms simplify. One
is a simple calculation and the other is immediate. It follows that αµ is a strong trans-
formation. Similarly, αµ· is a strong transformation.
The 2-cell equation
((r × (s× t)) · (π · αǫRST ))(κ
r×(s×t),1
A×(B×C) · αµαµ·) = (κ
r×(s×t),1
A×(B×C) · 1)(1 · (π · αǫRST ))
allows us to apply the universal property in defining the component isomorphisms of spans
of the counit. A similar equation gives the unit isomorphism. The modification axiom for
αǫ is the following equation of 2-cells
1fR×(fS×fT )(αǫR¯,S¯,T¯11∗(fR×(fS×fT ))) =
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(11∗(fR×(fS×fT ))αǫR,S,T )(αµfR,fS ,fT 1αµ·R,S,T )(1αµR,S,Tαµ·fR,fS ,fT )
which is easily verified by definitions. A similar modification axiom can be checked for
αη.
The transformations and modifications form an adjoint equivalence in a strict 2-
category and the axioms reduce to the equations
(1αµ·αǫ)(αη1αµ· ) = 1αµ·
and
(αη1αµ)(1αµαǫ) = 1αµ ,
which are verified by simple calculations.
The modification axioms are immediate for the collections of identity cells αΠ and αM .
The tritransformation axioms are immediate since all modifications cells from Span(B),
the monoidal product, and α are identities. It follows that α and similarly α· are tritrans-
formations.
Next we check that ǫα and ǫ
·
α are trimodifications and the 1-cells of an adjoint equiv-
alence. Similar results will hold for ηα and η
·
α.
The modification axiom is immediate since the 2-cells mǫαRST are identities. The tri-
modification axioms are also immediately satisfied since these 2-cells and the modification
components αΠ, αM , and the analogous modifications for α
· and I⊗(1×⊗) are all identities.
It follows that ǫα, and similarly ǫ
·
α are trimodifications.
The counit and unit perturbations ǫǫα and ηǫα are each identities and thus trivially
satisfy the perturbation axioms. Further the adjoint equivalence axioms are immedi-
ately satisfied. It follows that (ǫα, ǫ
·
α, ǫǫα, ηǫα), and similarly (ηα, η
·
α, ǫηα , ηηα), are adjoint
equivalences.
Finally, the axioms of a biadjoint biequivalence will be satisfied since the perturbations
Φα and Ψα are identities and the modifications of Span(B) are all identities. To check these
equations explicitly we need to specify the tricategory structure on Tricat(Span3(B), Span(B)),
but we do not include these details here.
Monoidal Left Unitor The monoidal left unitor is a biadjoint biequivalence consist-
ing of tritransformations, adjoint equivalences of trimodifications and perturbations, and
coherence perturbations consisting of isomorphisms of maps of spans.
The left unitor for the product of an object A ∈ B and the unit 1 ∈ B is the 1-cell
λA: 1×A→ A
in B defined as the projection
π˜1A: 1× A→ A
with 1-cell
π˜11×A:A→ 1× A
defined as the unique inverse 1-cell in B.
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4.5.2. Proposition. There is a biadjoint biequivalence
(λ, λ·, ǫλ, ηλ Φλ,Ψλ):⊗(I × 1)⇒ ⊗1,
in a ‘tricategory’ Tricat(Span(B), Span(B)), consisting of
• a tritransformation
λ:⊗(I × 1)⇒ ⊗1,
consisting of
– for each object A ∈ Span(B), a span λA
A
1× A
1×A
π˜1A
{{✇✇
✇✇
✇✇
✇✇
✇✇
1
##●
●●
●●
●●
●●
●
– for each pair of objects A,B in Span(B), an adjoint equivalence
(λµ, λµ· , λǫ, λη): Span(B)(1, λB)(⊗(I × 1))⇒ Span(B)(λA, 1)1,
in the strict 2-category
Bicat(Span(B)(A,B), Span(B)(1× A,B))
consisting of
∗ a strong transformation
λµA,B: Span(B)(1, λB)(⊗(I × 1))⇒ Span(B)(λA, 1)1,
consisting of
· for each span
B
R
A
q
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
p
❄
❄❄
❄❄
❄❄
❄❄
a map of spans
B
(1×B)(1×R)
R(1×A)
1×A
π˜1Bπ
1×R
1×B
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
(1×p)π1×B1×R
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
qπ1×AR
__❄❄❄❄❄❄❄❄❄❄❄❄❄
πR1×A
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
λµ

⑧⑧⑧
π˜1B·κ
−1
#
❄❄
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where π˜1B ·κ := π˜
1
B ·κ
1,1×q
1×B and λµ := λµR is the unique 1-cell satisfying
πR1×AλµR = (1× p)π
1×B
1×R π
1×A
R λµR = π˜
1
Rπ
1×B
1×R
and
κ
p,π˜1A
A · λµR = 1,
· for each pair of spans R, R¯, a natural isomorphism
λµR,R¯: (λµR¯)∗Span(B)(1, λB)(⊗(I × 1))⇒ (λµR)
∗Span(B)(λA, 1)1,
consisting of, for each map of spans fR, an isomorphism of maps of
spans
λµfR: ((1×̟R) · π, λµR¯((1× fR) ∗ 1), π˜ · κ
−1 · ((1× fR) ∗ 1))
⇒ (1, (1 ∗ fR)λµR, (̺R · πλµR)(π˜ · κ
−1)),
consisting of the unique 2-cell
λµfR:λµR¯((1× fR) ∗ 1)⇒ (1 ∗ fR)λµR
in B such that
πR¯1×A · λµfR = (1×̟R)
−1 · π1×B1×R and π
1×A
R¯
· λµfR = 1,
∗ a strong transformation
λµ·A,B: Span(B)(λA, 1)1⇒ Span(B)(1, λB)(⊗(I × 1)),
consisting of
· for each span R, a map of spans
B
(1×B)(1×R)
R(1×A)
1×A
π˜1Bπ
1×R
1×B
__❄❄❄❄❄❄❄❄❄❄❄❄❄
(1×p)π1×B1×R
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
qπ1×AR
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
πR1×A
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
λµ·

π˜·κ
{ ⑧⑧❄
❄❄
where π˜ · κ := π˜A1×A · κ
p,π˜1A
A and λµ· := λµ·R is the unique 1-cell satis-
fying
π1×B1×Rλµ·R = π˜
R
1×Rπ
1×A
R π
1×R
1×Bλµ·R = (1× q)π˜
R
1×Rπ
1×A
R
and
κ
1,1×q
1×B · λµ·R = 1,
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· for each pair of spans R, R¯, a natural isomorphism
λµ·R,R¯: (λµ· R¯)∗Span(B)(λA, 1)1⇒ (λµ·R)
∗Span(B)(1, λB)(⊗(I × 1)),
consisting of, for each map of spans fR, an isomorphism of maps of
spans
λµ·fR: (π˜ · κ · (1 ∗ fR), λµ· R¯(1 ∗ fR), ̺R · π)⇒
(((1×̟R) · πλµ·R)(π˜ · κ), ((1× fR) ∗ 1)λµ·R, 1),
consisting of the unique 2-cell
λµ·fR:λµ· R¯(1 ∗ fR)⇒ ((1× fR) ∗ 1)λµ·R
in B such that
π1×B
1×R¯
· λµ·fR = 1 and π
1×R¯
1×B · λµ·fR = π˜
B
1×B · ̺
−1
R · π
1×A
R ,
∗ an invertible counit modification
λǫ:λµλµ· ⇒ 1
consisting of, for each span R, an isomorphism of maps of spans
λǫR: (π˜ · κ, λµλµ· , π˜ · κ
−1 · λµ·)⇒ (1, 1, 1)
defined by the unique 2-cell λǫR in B such that
πR1×A · λǫR = π˜
A
1×A · κ
p,π˜1A
A
−1
and π1×AR · λǫR = 1,
∗ an invertible unit modification
λη: 1⇒ λµ·λµ
consisting of, for each span R, an isomorphism of maps of spans
ληR: (1, 1, 1)⇒ (κ · λµ, λµ·λµ, π˜ · κ
−1)
defined by the unique 2-cell ληR in B such that
π1×B1×R · ληR = 1 and π
1×R
1×B · ληR = κ
1,1×q
1×B
−1
,
– an identity modification λΠ with component equations of maps of spans
(1, χ(λµR ∗ 1)(1 ∗ λµS), π˜ · κ
−1 · π) = (1, λµSR(χ ∗ 1), π˜ · κ
−1 · (χ ∗ 1)),
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– an identity modification λM with component equations of maps of spans
(1, λµAιr
−1, π˜ · κ−1 · ιr−1) = (1, ιl−1, 1),
• a tritransformation
λ·: 1⇒ ⊗(I × 1),
consisting of
– for each object A ∈ Span(B), a span λ·A
1× A
1×A
A
1
{{✇✇✇
✇✇
✇✇
✇✇
✇
π˜1A
##●
●●
●●
●●
●●
●
– for each pair of objects A,B in Span(B), an adjoint equivalence
(λ·µ, λ
·
µ· , λ
·
ǫ, λ
·
η): Span(B)(1, λ
·
B)1⇒ Span(B)(λ
·
A, 1)(⊗(I × 1)),
in the strict 2-category
Bicat(Span(B)(A,B), Span(B)(A, 1× B)),
consisting of
∗ a strong transformation
λ·µA,B: Span(B)(1, λ
·
B)1⇒ Span(B)(λ
·
A, 1)(⊗(I × 1)),
consisting of
· for each span R, a map of spans
1×B
(1×B)R
(1×R)(1×A)
A
πR1×B
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
pπ1×BR
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
(1×q)π1×A1×R
__❄❄❄❄❄❄❄❄❄❄❄❄❄
π˜1Aπ
1×R
1×A
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
λ·µ

⑧⑧⑧
π˜B1×B·κ
−1
 
✿✿✿✿
where π˜B1×B · κ := π˜
B
1×B · κ
1,q
B and λ
·
µ := λ
·
µR
is the unique 1-cell
satisfying
π1×R1×Aλ
·
µR
= (1× p)π˜R1×Rπ
1×B
R π
1×A
1×Rλ
·
µR
= π˜R1×Rπ
1×B
R
and
κ
1×p,1
1×A · λ
·
µR
= 1,
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· for each pair of spans R, R¯, a natural isomorphism
λ·µR,R¯: (λ
·
µR¯
)∗Span(B)(1, λ
·
B)1⇒ (λ
·
µR
)∗Span(B)(λ·A, 1)(⊗(I × 1)),
consisting of, for each map of spans fR, an isomorphism of maps of
spans
λ·µfR
: (̟R · π, λ
·
µR¯
(fR ∗ 1), π˜ · κ
−1 · (fR ∗ 1))⇒
(1, (1 ∗ (1× fR))λ
·
µR
, ((1× ̺R) · πλ
·
µR
)(π˜ · κ−1)),
consisting of the unique 2-cell
λ·µfR
:λ·µR¯(fR ∗ 1)⇒ (1 ∗ (1× fR))λ
·
µR
in B such that
π1×R¯1×A · λ
·
µfR
= π˜A1×A ·̟R · π
1×B
R and π
1×A
1×R¯
· λ·µfR
= 1,
∗ a strong transformation
λ·µ·A,B: Span(B)(λ
·
A, 1)(⊗(I × 1))⇒ Span(B)(1, λ
·
B)1,
consisting of
· for each span R, a map of spans
1×B
(1×B)R
(1×R)(1×A)
A
πR1×B
__❄❄❄❄❄❄❄❄❄❄❄❄❄
pπ1×BR
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
(1×q)π1×A1×R
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
π˜1Aπ
1×R
1×A
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
λ·
µ·

π˜1A·κ
{ ⑧⑧❄
❄❄
where π˜1A ·κ := π˜
1
A ·κ
p,1
1×A and λ
·
µ· := λ
·
µ·R
is the unique 1-cell satisfying
π1×BR λ
·
µ·R
= π˜1Rπ
1×A
1×R π
R
1×Bλ
·
µ·R
= (1× q)π1×A1×R
and
κ
π˜1B ,q
B · λ
·
µ·R
= 1,
· for each pair of spans R, R¯, a natural isomorphism
λ·µ·R,R¯: (λ
·
µ· R¯
)∗Span(λ
·
A, 1)(⊗(I × 1))⇒ (λ
·
µ·R
)∗Span(1, λB)1,
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consisting of, for each map of spans fR, an isomorphism of maps of
spans
λ·µ·fR
: (π˜ · κ · (1 ∗ (1× fR)), λ
·
µ· R¯
(1 ∗ (1× fR)), (1× ̺R) · πλ
·
µ· R¯
)
⇒ ((̟R · πλ
·
µ·R
)(π˜ · κ), (fR ∗ 1)λ
·
µ·R
, 1),
consisting of the unique 2-cell
λ·µ·fR
:λ·µ· R¯(1 ∗ (1× fR))⇒ (fR ∗ 1)λ
·
µ·R
in B such that
π1×B
R¯
· λ·µ·fR
= 1 and πR¯1×B · λ
·
µ·fR
= (1× ̺R)
−1 · π1×A1×R,
∗ an invertible counit modification
λ·ǫ:λ
·
µλ
·
µ· ⇒ 11
consisting of, for each span R, an isomorphism of maps of spans
λ·ǫR: (π˜ · κ, λ
·
µλ
·
µ· , π˜ · κ
−1 · λ·µ·)⇒ (1, 11, 1)
defined by the unique 2-cell λ·ǫR in B such that
π1×R1×A · λ
·
ǫR = κ
1×p,1
1×A and π
1×A
1×R · λ
·
ǫR = 1,
∗ an invertible unit modification
λ·η: 1⇒ λ
·
µ·λ
·
µ
consisting of, for each span R, an isomorphism of maps of spans
λ·ηR: (1, 1, 1)⇒ (π˜ · κ · λ
·
µ, λ
·
µ·λ
·
µ, π˜ · κ
−1)
defined by the unique 2-cell λ·ηR in B such that
π1×BR · λ
·
ηR
= 1 and πR1×B · λ
·
ηR
= π˜B1×B · κ
π˜1B ,q
B
−1
,
– an identity modification λ·Π with component equations of maps of spans
(1, χ(λ·µR ∗ 1)(1 ∗ λ
·
µS
), π˜ · κ−1 · π) = (1, λ·µSR(χ ∗ 1), π˜ · κ
−1 · (χ ∗ 1)),
– an identity modification λ·M with component equations of maps of spans
(1, λ·µAιr
−1, π˜ · κ−1 · ιr−1) = (1, ιl−1, 1),
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• a strict adjoint equivalence (ǫλ, ǫ
·
λ, ǫǫλ , ηǫλ) consisting of
– a trimodification
ǫλ:λλ
· ⇒ I1,
consisting of
∗ for each object A in Span(B), a map of spans
A
(1×A)(1×A)
A
A
π˜1Aπ
1×A
1×A
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
π˜1Aπ
1×A
1×A
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
1
__❄❄❄❄❄❄❄❄❄❄❄❄❄
1
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
ǫλ

⑧⑧⑧❄
❄❄
where ǫλ := ǫλA = π˜
1
Aπ
1×A
1×A,
∗ and, for each pair A,B ∈ Span(B), an identity modification
mǫλ : (ǫλA)
∗
λλ· ⇒ I1 (ǫλB)∗ ,
consisting of, for each span, an equation of maps of spans,
(1, (ǫλ ∗ 1)(1 ∗ λµ)(λ
·
µ ∗ 1), π˜ · κ
−1 · π(λ·µ ∗ 1)) = (1, I1(1 ∗ ǫλ), 1)
– a trimodification
ǫ·λ: I1 ⇒ λµλ
·
µ,
consisting of
∗ for each object A in Span(B), a map of spans
A
A
(1×A)(1×A)
A
π˜1Aπ
1×A
1×A
__❄❄❄❄❄❄❄❄❄❄❄❄❄
π˜1Aπ
1×A
1×A
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
1
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
1
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
ǫ·λ

⑧⑧⑧❄
❄❄
where ǫ·λ := ǫ
·
λA is the unique 1-cell in B such that
π1×A1×A · µ
·
λ = π˜
A
1×A and κ
1,1
1×A · µ
·
λ = 1,
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∗ and, for each pair A,B ∈ Span(B), an identity modification
mǫ·λ : (ǫ
·
λA)
∗
I1 ⇒ (ǫ
·
λB)∗ λλ
·,
consisting of, for each span, an equation of maps of spans,
(1, (ǫ·λA ∗ 1)I1, 1) = (1, (1 ∗λǫ)(λ
·
ǫ ∗ 1)(1 ∗ ǫ
·
λ), π˜ ·κ
−1 ·π(λ·ǫ ∗ 1)(1 ∗ ǫ
·
λB)),
– an identity counit perturbation
ǫǫλ : ǫλǫ
·
λ 1I1❴*4
consisting of, for each object A ∈ Span(B), an equation of maps of spans
ǫǫλA: ǫλAǫ
·
λA 1I1A❴ *4
– and, an identity unit perturbation
ηǫλ : 1λλ· µ
·
λµλ
❴ *4
consisting of, for each object A ∈ Span(B), an equation of maps of spans
ηǫλA: 1λλ·A ǫ
·
λAǫλA
❴*4
• a strict adjoint equivalence (ηλ, η
·
λ, ǫηλ , ηηλ), consisting of
– a trimodification
ηλ:λ
·λ 1⊗(I×1)❴*4
consisting of
∗ for each object A in Span(B), a map of spans
1×A
(1×A)(1×A)
1×A
1×A
π1×A1×A
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
π1×A1×A
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
1
__❄❄❄❄❄❄❄❄❄❄❄❄❄
1
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
ηλ

⑧⑧⑧❄
❄❄
where ηλ := ηλA = π
1×A
1×A,
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∗ and, for each pair of objects A,B ∈ Span(B), an identity modification
mηλ : (ηλA)
∗λ·λ⇒ (ηλB)∗I⊗(I×1),
consisting of, for each span, an equation of maps of spans
(1, (ηλ ∗ 1)(1 ∗ λ
·
µ)(λµ ∗ 1), π˜ · κ
−1 · π(λµ ∗ 1)) = (1, I(1 ∗ ηλ), 1),
– a trimodification
η·λ: 1⊗(I×1) λ
·λ,❴ *4
consisting of
∗ for each object A in Span(B), a map of spans
1×A
1×A
(1×A)(1×A)
1×A
π1×A1×A
__❄❄❄❄❄❄❄❄❄❄❄❄❄
π1×A1×A
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
1
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
1
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
η·
λ

⑧⑧⑧❄
❄❄
where η·λ := ηλ
·
A is the unique 1-cell in B such that
π1×A1×A · η
·
λ = 1 and κ
1,1
1×A · η
·
λ = 1,
∗ and, for each pair of objects A,B ∈ Span(B), an identity modification
mη·
λ
: (η·λA)∗I⊗(I×1) ⇒ (η
·
λB)
∗λ·λ,
consisting of, for each span, an equation of maps of spans
(1, I(η·λ ∗ 1), 1) = (1, (1 ∗ η
·
λ)(1 ∗ λµ
·)(λµ ∗ 1), π˜ · κ
−1 · (λµ ∗ 1))
consisting of, for each span, an equation of maps of spans,
– an identity counit perturbation
ǫηλ : ηλη
·
λ 1λ·λ❴*4
consisting of, for each object A ∈ Span(B), an equation of maps of spans,
– an identity unit perturbation
ηηλ : 1⊗(I×1) η
·
ληλ
❴ *4
consisting of, for each object A ∈ Span(B), an equation of maps of spans,
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• an identity perturbation
Φλ: (1, l(1 ∗ ηλ)(η
·
λ ∗ 1)r
−1, κ−1 · (1 ∗ ηλ)(η
·
λ ∗ 1)r
−1) (1, 1, 1)❴ *4
consisting of, for each object A ∈ Span(B), an equation of maps of spans,
• and, for each triple of objects A,B,C ∈ Span(B), an identity isomorphism of maps
of spans
Ψλ: (κ · (ηλ ∗ 1)(1 ∗ η
·
λ)l
−1, r(ηλ ∗ 1)(1 ∗ η
·
λ)l
−1, 1) (1, 1, 1).❴*4
Proof. We check that λ and λ· are tritransformations, that ǫλ and ηλ are adjoint equiv-
alences, and that Φλ and Ψλ are invertible perturbations. Finally, we verify the axioms
of a biadjoint biequivalence.
We first check that λ is a tritransformation. The proof for λ· follows similarly. We
need to verify that (λµ, λµ· , λǫ, λη) is an adjoint equivalence of strong transformations
and modifications.
Naturality for λµR,R¯ is a straightforward calculation showing that, for each map of
maps of spans σR, the equation
λµgR((1× σR) ∗ 1λµR¯) = (1λµR ∗ (1 ∗ σR))λµfR
holds.
Since the monoidal product is locally strict, the transformation axioms simplify. One
is a simple calculation and the other is immediate. It follows that λµ is a strong transfor-
mation. Similarly, λµ· is a strong transformation.
The 2-cell equation
(p · (π · λǫR))(κ
p,π˜1A
A · λµλµ·) = (κ
p,π˜1A
A · 1)(π˜
1
A · (π · λǫR))
allows us to apply the universal property in defining the component isomorphisms of spans
of the counit. A similar equation gives the unit isomorphism. The modification axiom for
λǫ is the following equation of 2-cells
1fR(λǫR¯11∗fR) = (11∗fRλǫR)(λµfR1λµ·R)(1λµRλµ·fR)
which is easily verified by definitions. A similar modification axiom can be checked for
λη.
The transformations and modifications form an adjoint equivalence in a strict 2-
category and the axioms reduce to the equations
(1λµ·λǫ)(λη1λµ· ) = 1λµ·
and
(λη1λµ)(1λµλǫ) = 1λµ ,
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which are verified by simple calculations.
The modification axioms are immediate for the collections of identity cells λΠ and λM .
The tritransformation axioms are immediate since all modifications cells from Span(B),
the monoidal product, and λ are identities. It follows that λ and similarly λ· are tritrans-
formations.
Next we check that ǫλ and ǫ
·
λ are trimodifications and the 1-cells of an adjoint equiv-
alence. Similar results will hold for ηλ and η
·
λ.
The modification axiom is immediate since the 2-cells mǫλR are identities. The tri-
modification axioms are also immediately satisfied since these 2-cells and the modification
components λΠ, λM , and the analogous modifications for λ
· and I1 are all identities. It
follows that ǫλ, and similarly ǫ
·
λ are trimodifications.
The counit and unit perturbations ǫǫλ and ηǫλ are each identities and thus trivially
satisfy the perturbation axioms. Further the adjoint equivalence axioms are immedi-
ately satisfied. It follows that (ǫλ, ǫ
·
λ, ǫǫλ , ηǫλ), and similarly (ηλ, η
·
λ, ǫηλ , ηηλ), are adjoint
equivalences.
Finally, the axioms of a biadjoint biequivalence will be satisfied since the perturbations
Φλ and Ψλ are identities and the modifications of Span(B) are all identities. To check these
equations explicitly we need to specify the tricategory structure on Tricat(Span(B), Span(B)),
but we do not include these details here.
Monoidal Right Unitor The monoidal right unitor is a biadjoint biequivalence
ρ:⊗(1× I)⇒ 1
consisting of transformations, adjoint equivalences of modifications and perturbations,
and coherence perturbations consisting of isomorphisms of maps of spans.
4.5.3. Proposition. There is a biadjoint biequivalence (ρ, ρ·, ǫρ, ηρ, Φρ,Ψρ) consisting
of
• a tritransformation
ρ:⊗(1× I)⇒ 1,
consisting of
– for each object A ∈ Span(B), the span ρA
A
A× 1
A× 1
π˜1A
{{✇✇
✇✇
✇✇
✇✇
✇✇
1
##●
●●
●●
●●
●●
●
– for each pair of objects A,B in Span(B), an adjoint equivalence
(ρµ, ρµ· , ρǫ, ρη): homSpan(1, ρB)(⊗(1 × I))⇒ homSpan(ρA, 1)1,
in a strict 2-category of transformations and modifications, consisting of
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∗ a strong transformation
ρµA,B : homSpan(1, ρB)(⊗(1 × I))⇒ homSpan(ρA, 1)1,
consisting of
· for each span R, a map of spans
B
(B×1)(R×1)
R(A×1)
A×1
π˜1Bπ
R×1
B×1
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
(1×p)πB×1R×1
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
qπA×1R
__❄❄❄❄❄❄❄❄❄❄❄❄❄
πRA×1
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
ρµ

⑧⑧⑧
π˜1B·κ
−1
#
❄❄
where κ := κ
(B×1)(R×1)
B×1 and ρµ := ρµR is the unique 1-cell satisfying
πRA×1ρµR = (p× 1)π
B×1
R×1 π
A×1
R ρµR = π˜
1
Rπ
B×1
R×1 ,
and
κ
R(A×1)
A · ρµR = 1,
· for each pair of spans R, R¯, a natural isomorphism
ρµR,R¯:
(
ρµR¯
)
∗
homSpan(1, ρB)(⊗(1× I))⇒
(
ρµR
)∗
homSpan(ρA, 1)1,
consisting of, for each map of spans fR, an isomorphism of maps of
spans
ρµfR: ((αR × 1) · π, ρµR¯((fR × 1) ∗ 1), π˜ · κ
−1 · ((fR × 1) ∗ 1))
⇒ (1, (1 ∗ fR)ρµR, (βR · πρµR)(π˜ · κ
−1)),
consisting of the unique 2-cell
ρµfR: ρµR¯((fR × 1) ∗ 1)⇒ (1 ∗ fR)ρµR
in B such that
πR¯A×1 · ρµfR = (α
−1
R × 1) · π
B×1
R×1 and π
A×1
R¯
· ρµfR = 1,
∗ a strong transformation
ρµ·A,B: homSpan(ρA, 1)1⇒ homSpan(1, ρB)(⊗(1 × I)),
consisting of
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· for each span R, a map of spans
B
(B×1)(R×1)
R(A×1)
A×1
π˜1Bπ
R×1
B×1
__❄❄❄❄❄❄❄❄❄❄❄❄❄
(p×1)πB×1R×1
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
qπA×1R
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
πRA×1
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
ρµ·

π˜·κ
{ ⑧⑧❄
❄❄
where π˜ · κ := π˜AA×1 · κ
R(A×1)
A and ρµ· := ρµ·R is the unique 1-cell
satisfying
πB×1R×1ρµ·R = π˜
R
R×1π
A×1
R π
R×1
B×1ρµ·R = (q × 1)π˜
R
R×1π
A×1
R
and
κ
(B×1)(R×1)
B×1 · ρµ·R = 1,
· for each pair of spans R, R¯, a natural isomorphism
ρµ·R,R¯:
(
ρµ· R¯
)
∗
homSpan(ρA, 1)1⇒
(
ρµ·R
)∗
homSpan(1, ρB)(⊗(1× I)),
consisting of, for each map of spans fR, an isomorphism of maps of
spans
ρµ·fR : (π˜ · κ · (1 ∗ fR), ρµ· R¯(1 ∗ fR), βR · π)
⇒ (((αR × 1) · πρµ·R)(π˜ · κ), ((fR × 1) ∗ 1)ρµ·R, 1)
consisting of the unique 2-cell
ρµ·fR : ρµ· R¯(1 ∗ fR)⇒ ((fR × 1) ∗ 1)ρµ·R
in B such that
πB×1
R¯×1
· ρµ·fR = 1 and π
R¯×1
B×1 · ρµ·fR = π˜
B
B×1β
−1
R · π
A×1
R ,
∗ an invertible counit modification
ρǫ: ρµρµ· ⇒ 1
consisting of, for each span R, an isomorphism of maps of spans
ρǫR: (π˜ · κ, ρµρµ· , π˜
1
B · κ
−1 · ρµ·)⇒ (1, 1, 1)
defined by the unique 2-cell ρǫR in B such that
πRA×1 · ρǫR = π˜
A
A×1 · κ
p,π˜1A
A
−1
and πA×1R · ρǫR = 1,
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∗ an invertible unit modification
ρη: 1⇒ ρµ·ρµ
consisting of, for each span R, an isomorphism of maps of spans
ρηR: (1, 1, 1)⇒ (π˜ · κ · ρµ, ρµ·ρµ, π˜ · κ
−1)
defined by the unique 2-cell ρηR in B such that
πB×1R×1 · ρηR = 1 and π
R×1
B×1 · ρηR = κ
1,q×1
B×1
−1
,
– an identity modification with component equations of maps of spans
(1, χ(ρµR ∗ 1)(1 ∗ ρµS), π˜ · κ
−1 · π) = (1, ρµSR(χ ∗ 1), π˜ · κ
−1 · (χ ∗ 1)),
– an identity modification with component equations of maps of spans
(1, ρµAιr
−1, π˜ · κ−1 · ιr−1) = (1, ιl−1, 1),
• a tritransformation
ρ·: 1⇒ ⊗(1× I),
consisting of
– for each object A ∈ Span(B), the span ρ·A
A× 1
A× 1
A
1
{{✇✇✇
✇✇
✇✇
✇✇
✇
π˜1A
##●
●●
●●
●●
●●
●
– for each pair of objects A,B in Span(B), an adjoint equivalence
(ρ·µ, ρ
·
µ· , ρ
·
ǫ, ρ
·
η): homSpan(1, ρ
·
B)1⇒ homSpan(ρ
·
A, 1)(⊗(1× I)),
in a strict 2-category of transformations and modifications, consisting of
∗ a strong transformation
ρ·µA,B: homSpan(1, ρ
·
B)1⇒ homSpan(ρ
·
A, 1)(⊗(1× I)),
consisting of
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· for each span R, a map of spans
B×1
(B×1)R
(R×1)(A×1)
A
πRB×1
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
pπB×1R
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
(q×1)πA×1R×1
__❄❄❄❄❄❄❄❄❄❄❄❄❄
π˜1Aπ
R×1
A×1
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
ρ·µ

⑧⑧⑧
π˜·κ−1
#
❄❄
where π˜ · κ−1 := π˜BB×1 · κ
π˜BB×1,q
B
−1
and ρ·µ := ρ
·
µR
is the unique 1-cell
satisfying
πR×1A×1ρ
·
µR
= (p× 1)π˜RR×1π
B×1
R π
A×1
R×1ρ
·
µR
= π˜RR×1π
B×1
R
and
κ
p×1,1
A×1 · ρ
·
µR
= 1,
· for each pair of spans R, R¯, a natural isomorphism
ρ·µR,R¯:
(
ρ·µR¯
)
∗
homSpan(1, ρ
·
B)1⇒
(
ρ·µR
)∗
homSpan(ρ
·
A, 1)(⊗(1× I)),
consisting of, for each map of spans fR, an isomorphism of maps of
spans
ρ·µfR
: (αR · π, ρ
·
µR¯
(fR ∗ 1), π˜ · κ
−1 · (fR ∗ 1))
⇒ (1, (1 ∗ (fR × 1))ρ
·
µR
, ((βR × 1) · πρ
·
µR
)(π˜ · κ−1)),
consisting of the unique 2-cell
ρ·µfR
: ρ·µR¯(fR ∗ 1)⇒ (1 ∗ (fR × 1))ρ
·
µR
in B such that
πA×1
R¯×1
· ρ·µfR
= 1 and πR¯×1A×1 · ρ
·
µfR
= (α−1R × 1) · π˜
R
R×1π
B×1
R ,
∗ a strong transformation
ρ·µ·A,B: homSpan(ρ
·
A, 1)(⊗(1× I))⇒ homSpan(1, ρ
·
B)1,
consisting of
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· for each span R, a map of spans
B×1
(B×1)R
(R×1)(A×1)
A
πRB×1
__❄❄❄❄❄❄❄❄❄❄❄❄❄
pπB×1
R
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
(q×1)πA×1R×1
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
π˜1Aπ
R×1
A×1
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
ρ·
µ·

π˜1A·κ
{ ⑧⑧❄
❄❄
where κ := κp×1,1A×1 and ρ
·
µ· := ρ
·
µ·R
is the unique 1-cell satisfying
πB×1R ρ
·
µ·R
= π˜1Rπ
A×1
R×1 π
R
B×1ρ
·
µ·R
= (q × 1)πA×1R×1
and
κ
π˜1R,q
B · ρ
·
µ·R
= 1,
· for each pair of spans R, R¯, a natural isomorphism
ρ·µ·R,R¯:
(
ρ·µ· R¯
)
∗
homSpan(1, ρ
·
B)(⊗(1×I))⇒
(
ρ·µ·R
)∗
homSpan(ρ
·
A, 1)1,
consisting of, for each map of spans fR, an isomorphism of maps of
spans
ρ·µ·fR
: (π˜ · κ · (1 ∗ (fR × 1)), ρ
·
µ· R¯
(1 ∗ (fR × 1)), (βR × 1) · π)⇒
(((αR × 1) · πρ
·
µ·R
)(π˜ · κ), (fR ∗ 1)ρ
·
µ·R
, 1),
consisting of the unique 2-cell
ρ·µ·fR
: ρ·µ· R¯(1 ∗ (fR × 1))⇒ (fR ∗ 1)ρ
·
µ·R
in B such that
πB×1
R¯
· ρ·µ·fR
= 1 and πR¯B×1 · ρ
·
µ·fR
= (β−1R × 1) · π
A×1
R×1,
∗ an invertible counit modification
ρ·ǫ: ρ
·
µρ
·
µ· ⇒ 1
consisting of, for each span R, an isomorphism of maps of spans
ρ·ǫR: (π˜ · κ, ρ
·
µρ
·
µ· , π˜ · κ
−1 · ρ·µ·)⇒ (1, 1, 1)
defined by the unique 2-cell ρ·ǫR in B such that
πR×1A×1 · ρ
·
ǫR = κ
p×1,1
A×1
−1
and πA×1R×1 · ρ
·
ǫR = 1,
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∗ an invertible unit modification
ρ·η: 1⇒ ρ
·
µ·ρ
·
µ
consisting of, for each span R, an isomorphism of maps of spans
ρ·ηR: (1, 1, 1)⇒ (π˜ · κ · ρ
·
µ, ρ
·
µ·ρ
·
µ, π˜ · κ
−1)
defined by the unique 2-cell ρηR in B such that
πB×1R · ρ
·
ηR
= 1 and πRB×1 · ρ
·
ηR
= π˜BB×1 · κ
π˜1B,q
B
−1
,
– an identity modification with component equations of maps of spans
(1, χ(ρ·µR ∗ 1)(1 ∗ ρ
·
µS
), π˜ · κ−1 · π) = (1, ρ·µSR(χ ∗ 1), π˜ · κ
−1 · (χ ∗ 1)),
– an identity modification with component equations of maps of spans
(1, ρ·µAιr
−1, π˜ · κ−1 · ιr−1) = (1, ιl−1, 1),
• a strict adjoint equivalence (µρ, µ
·
ρ, ǫµρ , ηµρ) consisting of
– a trimodification
µρ: ρρ
· ⇒ I1,
consisting of
∗ for each object A in Span(B), a map of spans
A
(A×1)(A×1)
A
A
π˜1Aπ
A×1
A×1
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
π˜1Aπ
A×1
A×1
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
1
__❄❄❄❄❄❄❄❄❄❄❄❄❄
1
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
µρ

⑧⑧⑧❄
❄❄
where µρ := µρA = π˜
1
Aπ
A×1
A×1,
∗ and, for each pair A,B ∈ Span(B), an identity modification
mµρ : (1, (µρ ∗ 1)(1 ∗ ρµ)(ρ
·
µ ∗ 1), π˜ · κ
−1 · π(ρ·µ ∗ 1))⇒ (1, I1(1 ∗ µρ), 1),
consisting of, for each span, an equation of maps of spans,
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– a trimodification
µ·ρ: I1 ⇒ ρρ
·,
consisting of
∗ for each object A in Span(B), a map of spans
A
A
(A×1)(A×1)
A
π˜1Aπ
A×1
A×1
__❄❄❄❄❄❄❄❄❄❄❄❄❄
π˜1Aπ
A×1
A×1
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
1
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
1
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
µ·ρ

⑧⑧⑧❄
❄❄
where µ·ρ is the unique 1-cell in B such that
πA×1A×1 · µ
·
ρ = π˜
A
A×1 and κ
(A×1)(A×1)
A×1 · µ
·
ρ = 1,
∗ and, for each pair A,B ∈ Span(B), an identity modification
mµ·ρ : (1, (µ
·
ρ∗1)I, 1)⇒ (1, (1∗ρµ)(ρ
·
µ∗1)(1∗µ
·
ρ), π˜ ·κ
−1 ·π(ρ·µ∗1)(1∗µ
·
ρ)),
consisting of, for each span, an equation of maps of spans,
– an identity counit perturbation
ǫµρ :µρµ
·
ρ 1I1❴ *4
consisting of, for each object A ∈ Span(B), an equation of maps of spans,
– and, an identity unit perturbation
ηµρ : 1ρρ· µ
·
ρµρ❴*4
consisting of, for each object A ∈ Span(B), an equation of maps of spans,
• a strict adjoint equivalence (ηρ, η
·
ρ, ǫηρ , ηηρ), consisting of
– a trimodification
ηρ: ρ
·ρ 11×I❴*4
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∗ for each object A ∈ Span(B), a map of spans
A×1
(A×1)(A×1)
A×1
A×1
πA×1A×1
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
πA×1A×1
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
1
__❄❄❄❄❄❄❄❄❄❄❄❄❄
1
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
ηρ

⑧⑧⑧❄
❄❄
where ηρ := ηρA = π
A×1
A×1,
∗ and, for each pair of objects A,B ∈ Span(B), an identity modification
mηρ : (1, (ηρ ∗ 1)(1 ∗ ρ
·
µ)(ρµ ∗ 1), π˜ · κ
−1 · π(ρµ ∗ 1)) = (1, I(1 ∗ ηρ), 1),
consisting of, for each span, an equation of maps of spans,
– a trimodification
η·ρ: 1⊗(1×I) ρ
·ρ,❴ *4
consisting of
∗ for each object A ∈ Span(B), a map of spans
A×1
A×1
(A×1)(A×1)
A×1
πA×1A×1
__❄❄❄❄❄❄❄❄❄❄❄❄❄
πA×1A×1
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
1
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
1
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
η·ρ

⑧⑧⑧❄
❄❄
where η·ρ := ηρ
·
A
is the unique 1-cell in B such that
πA×1A×1 · η
·
ρ = 1 and κ
(A×1)(A×1)
A×1 · η
·
ρ = 1,
∗ and, for each pair of objects A,B ∈ Span(B), an identity modification
mη·ρ : (1, (η
·
ρ ∗1)I, 1) = (1, (1∗ρ
·
µ)(ρµ ∗1)(1∗η
·
ρ), π˜ ·κ
−1 ·π(ρµ ∗1)(1∗η
·
ρ))
consisting of, for each span, an equation of maps of spans,
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– an identity counit perturbation
ǫηρ : ηρη
·
ρ 1ρ·ρ❴ *4
consisting of, for each object A ∈ Span(B), an equation of maps of spans,
– and, an identity unit perturbation
ηηρ : 1⊗(1×I) η
·
ρηρ❴ *4
consisting of, for each object A ∈ Span(B), an equation of maps of spans,
• an identity perturbation
Φρ: (1, l(1 ∗ µρ)(η
·
ρ ∗ 1)r
−1, κ−1 · (1 ∗ µρ)(η
·
ρ ∗ 1)r
−1) (1, 1, 1),❴ *4
consisting of, for each object A ∈ Span(B), an equation of maps of spans,
• an identity perturbation
Ψρ: (κ · (µρ ∗ 1)(1 ∗ η
·
ρ)l
−1, r(µρ ∗ 1)(1 ∗ η
·
ρ)l
−1, 1) (1, 1, 1)❴ *4
consisting of, for each object A ∈ Span(B), an equation of maps of spans.
Proof. The proof is similar to that of the previous proposition for the biadjoint biequiv-
alence λ. We omit the details.
4.6. Monoidal Adjoint Equivalences
Monoidal Pentagonator Modification We define a strict adjoint equivalence
Π: (1× α)α(α× 1) αα❴*4
in the strict 2-category of tritransformations, trimodifications, and perturbations.
4.6.1. Proposition. There is a strict adjoint equivalence (Π, Π∗, 1, 1) consisting of
• a trimodification
Π: (1× α)α(α× 1) αα❴*4
consisting of
– for each 4-tuple of objects A,B,C,D in Span(B), a map of spans
A×(B×(C×D))
(A×((B×C)×D))(((A×(B×C))×D)(((A×B)×C)×D))
((A×B)×(C×D))(((A×B)×C)×D)
((A×B)×C)×D
aAB(CD)π
((A×B)×C)×D
(A×B)×(C×D)
__❄❄❄❄❄❄❄❄❄❄❄❄❄
π
(A×B)×(C×D)
((A×B)×C)×D
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
(1A×aBCD)π
((A×(B×C))×D)(((A×B)×C)×D)
A×((B×C)×D)
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
π
(A×(B×C))×D
((A×B)×C)×D
π
A×((B×C)×D)
((A×(B×C))×D)(((A×B)×C)×D)
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
Π

✡✡✡✡✡
✡✹✹✹✹✹✹
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where Π := ΠABCD is the unique 1-cell in B such that
π
(A×B)×(C×D)
((A×B)×C)×D · ΠABCD = π
(A×(B×C))×D
((A×B)×C)×Dπ
A×((B×C)×D)
((A×(B×C))×D)(((A×B)×C)×D) ,
π
((A×B)×C)×D
(A×B)×(C×D) ·ΠABCD = a
−1
AB(CD)(1A × aBCD)π
((A×(B×C))×D)(((A×B)×C)×D)
A×((B×C)×D) ,
and
κ
1,a
(A×B)×(C×D) · ΠABCD = 1,
– and, for each two 4-tuples (A,B,C,D), (A′, B′, C ′, D′) of objects in Span(B),
an identity modification
mΠ: (1, (Π∗1)(1∗(1×α))((1∗α)∗1)(((α×1)∗1)∗1), (1×(a·κ
−1))·π(1∗α∗1)((α×1)∗12))
⇒ (1, (1 ∗ α)(α ∗ 1)(1 ∗ Π), a · κ−1 · π(α ∗ 1)(1 ∗ Π)),
consisting of, for each four spans, an equation of maps of spans,
• a trimodification
Π∗:αα (1× α)α(α× 1),❴*4
consisting of
– for each 4-tuple of objects A,B,C,D in Span(B), a map of spans
A×(B×(C×D))
((A×B)×(C×D))(((A×B)×C)×D)
(A×((B×C)×D))(((A×(B×C))×D)(((A×B)×C)×D))
((A×B)×C)×D
aAB(CD)π
((A×B)×C)×D
(A×B)×(C×D)
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
π
(A×B)×(C×D)
((A×B)×C)×D
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
(1A×aBCD)π
((A×(B×C))×D)(((A×B)×C)×D)
A×((B×C)×D)
__❄❄❄❄❄❄❄❄❄❄❄❄❄
π
(A×(B×C))×D
((A×B)×C)×D
π
A×((B×C)×D)
((A×(B×C))×D)(((A×B)×C)×D)
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
Π∗

✡✡✡✡✡
✡✹✹✹✹✹✹
where and Π∗ := Π∗ABCD is a 1-cell in B such that
π
((A×(B×C))×D)
(((A×B)×C)×D)π
A×((B×C)×D)
((A×(B×C))×D)(((A×B)×C)×D) · Π
∗
ABCD = π
(A×B)×(C×D)
(((A×B)×C)×D ,
π
(((A×B)×C)×D)
((A×(B×C))×D)π
A×((B×C)×D)
((A×(B×C))×D)(((A×B)×C)×D) ·Π
∗
ABCD = (a×1)a
−1π
(((A×B)×C)×D
(A×B)×(C×D) ,
π
((A×(B×C))×D)(((A×B)×C)×D)
A×((B×C)×D) · Π
∗
ABCD = (1× a
−1)aπ
((A×B)×C)×D
(A×B)×(C×D) ,
and
κ
1,aπ
((A×B)×C)×D
(A×(B×C))×D
A×((B×C)×D) ·Π
∗
ABCD = ((a× 1)a
−1) · κ1,a(A×B)×(C×D),
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– and, for each two 4-tuples (A,B,C,D), (A′, B′, C ′, D′) of objects in Span(B),
an identity modification
mΠ∗ : (1, (Π
∗ ∗ 1)(1 ∗ α)(α ∗ 1), a · κ−1 · (α ∗ 1))⇒
(1, (1∗(1×α))((1∗α∗1)((α×1)∗12)(1∗Π∗), (1×a·κ−1)·π(1∗α∗1)((α×1)∗12)(1∗Π∗)),
consisting of, for each three spans, an equation of maps of spans,
• and, identity counit and unit perturbations.
Proof. Since mΠ and the modification components of α are all identities, Π is a trimod-
ification.
To define Π∗ uniquely we need an auxiliary map, which is the unique 1-cell
Π0: ((A×B)× (C×D))(((A×B)×C)×D)→ ((A× (B×C))×D)(((A×B)×C)×D)
in B such that
π
(A×(B×C))×D
((A×B)×C)×D · Π
0 = π
(A×B)×(C×D)
((A×B)×C)×D , π
((A×B)×C)×D
(A×(B×C))×D · Π
0 = (a× 1)a−1π
((A×B)×C)×D
(A×B)×(C×D) ,
and
κ
1,a×1
(A×(B×C))×D · Π
0 = (a× 1)a−1 · κ
((A×B)×(C×D))(((A×B)×C)×D)
(A×B)×(C×D) .
It is then straightforward to see that Π∗ is a modification, and that the pair of modifica-
tions define a strict adjoint equivalence.
Monoidal Left Mediator Unit Modification We define an adjoint equivalence
l:λα (λ× 1)❴ *4
in the strict 2-category of tritransformations, trimodifications, and perturbations.
4.6.2. Proposition. There is an adjoint equivalence (l, l∗, 1, ηl), consisting of
• a trimodification
l:λα (λ× 1),❴*4
consisting of
– for each pair of objects A,B in Span(B), a map of spans
A×B
(1×(A×B))((1×A)×B)
(1×A)×B
(1×A)×B
π˜1A×1B
__❄❄❄❄❄❄❄❄❄❄❄❄❄
1
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
π˜1A×Bπ
(1×A)×B
1×(A×B)
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
π
1×(A×B)
(1×A)×B
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
lAB

⑧⑧⑧
κ−1
#
❄❄
where κ := κ1,a1×(A×B) and lAB := π
1×(A×B)
(1×A)×B ,
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– and, for each two pairs (A,B), (A′, B′) of objects in Span(B), an identity mod-
ification
ml: (1, (l ∗ 1)(1 ∗ λ)(α ∗ 1), (π˜ · κ
−1) · π(α ∗ 1))
⇒ (1, (λ× 1)(1 ∗ l), (1× π˜ · κ−1 · (1 ∗ l))(π˜ · κ · π)),
consisting of, for each two spans, an equation of maps of spans,
• a trimodification
l∗:λ× 1 λα,❴ *4
consisting of
– for each pair of objects A,B in Span(B), a map of spans
(A×B)
(1×(A×B))((1×A)×B)
(1×A)×B
(1×A)×B
π˜1A×1B
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
1
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
π˜1A×Bπ
(1×A)×B
1×(A×B)
__❄❄❄❄❄❄❄❄❄❄❄❄❄
π
1×(A×B)
(1×A)×B
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
l∗AB

⑧⑧⑧❄
❄❄
where l∗AB is the unique 1-cell in B such that
π
1×(A×B)
(1×A)×B · l
∗
AB = 1, π
(1×A)×B
1×(A×B) · l
∗
AB = a, and κ
1,a
1×(A×B) · l
∗
AB = 1,
– and, for each two pairs (A,B), (A′, B′) of objects in Span(B), an identity mod-
ification
ml∗ : (1, (l
∗ ∗ 1)(λ× 1), π˜1A′×B′ · κ
−11,(p
′×q′)×1
(A′×B′)×1 )⇒
(1, (1 ∗ λ)(α ∗ 1)(1 ∗ l∗), (π˜1A′×B′ · κ
−11,(p
′×q′)×1
(A′×B′)×1 ) · π(α ∗ 1)(1 ∗ l
∗)),
consisting of, for each two spans, an equation of maps of spans,
• an identity counit perturbation,
• and, a unit perturbation
ηl: (1, 1, 1)⇒ (1, l
∗l, 1),
consisting of, for each pair of objects A,B ∈ Span(B), an isomorphism of maps of
spans
ηlAB : (1, 1, 1)⇒ (1, l
∗
ABlAB, 1),
where ηlAB is the unique 2-cell in B such that
π
1×(A×B)
(1×A)×B · ηlAB = 1 and π
(1×A)×B
1×(A×B) · ηlAB = κ
−11,a
1×(A×B).
Proof. The modification axioms hold since ml, ml∗ and the modification components of
α and λ are all identities. The adjoint equivalence axioms follow.
113
Monoidal Middle Mediator Unit Modification We define an adjoint equivalence
m: (1× λ)α ρ× 1❴ *4
in the strict 2-category of tritransformations, trimodifications, and perturbations.
4.6.3. Proposition. There is an adjoint equivalence (m, m∗, 1, ηm), consisting of
• a trimodification
m: (1× λ)α ρ× 1,❴*4
consisting of
– for each pair of objects A,B in Span(B), a map of spans
(A×B)
(A×(1×B))((A×1)×B)
(A×1)×B
(A×1)×B
ρA×1B
__❄❄❄❄❄❄❄❄❄❄❄❄❄
1
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
(1A×λB)π
(A×1)×B
A×(1×B)
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
π
A×(1×B)
(A×1)×B
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
mAB

③③
③
(1×π˜)·κ−1
%
❉❉❉
where (1× π˜) · κ−1 := (1A × π˜
1
B) · κ
−11,a
A×(1×B) and mAB := π
A×(1×B)
(A×1)×B ,
– and, for each two pairs (A,B), (A′, B′) of objects in Span(B), an identity mod-
ification
mm: (1, (m ∗ 1)(1 ∗ (1× λ))(α ∗ 1), ((1× λ) · κ
−1) · π(α ∗ 1))⇒
(1, (ρ× 1)(1 ∗m), ((π˜ · κ−1 × 1) · π(1 ∗m))((1× π˜) · κ−1 · π)),
consisting of, for each two spans, an equation of maps of spans,
• a trimodification
m∗: (ρ× 1) (1× λ)α,❴ *4
consisting of
– for each pair of objects A,B in Span(B), a map of spans
(A×B)
(A×1)×B
(A×(1×B))((A×1)×B)
(A×1)×B
(1A×π˜
1
B)π
(A×1)×B
A×(1×B)
__❄❄❄❄❄❄❄❄❄❄❄❄❄
π
A×(1×B)
(A×1)×B
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
π˜1A×1B
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
1
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
m∗AB

⑧⑧⑧❄
❄❄
114
where m∗AB is the unique 1-cell such that
π
A×(1×B)
(A×1)×B ·m
∗ = 1 and π
(A×1)×B
A×(1×B) ·m
∗ = a,
and
κ
1,a
A×(1×B) ·m
∗ = 1,
– and, for each two pairs (A,B), (A′, B′) of objects in Span(B), an identity mod-
ification
mm∗ : (1, (m
∗ ∗ 1)(ρ× 1), (π˜1B · κ
−1 × 1) · π)
⇒ (1, (1 ∗ (1× λ))(α ∗ 1)(1 ∗m∗), (1× π˜ · κ−1) · π(α ∗ 1)(1 ∗m∗)),
consisting of, for each two spans, an equation of maps of spans,
• an identity counit perturbation,
• and, a unit perturbation
ηm: (1, 1, 1)⇒ (1, m
∗m, 1),
consisting of, for each pair of objects A,B ∈ Span(B), an isomorphism of maps of
spans
ηmAB : (1, 1, 1)⇒ (1, m
∗
ABmAB, 1),
where ηmAB is the unique 2-cell in B such that
π
A×(1×B)
(A×1)×B · ηmAB = 1 and π
(A×1)×B
A×(1×B) · ηmAB = κ
−11,a
A×(1×B).
Proof. The modification axioms hold since mm, mm∗ and the modification components
of α, λ, and ρ are all identities. The adjoint equivalence axioms follow.
Monoidal Right Mediator Unit Modification We define an adjoint equivalence
r: (1× ρ)α ρ❴*4
in the 2-category of transformations, modifications, and perturbations.
4.6.4. Proposition. There is an adjoint equivalence (r, r∗, 1, ηr), consisting of
• a trimodification
r: (1× ρ)α ρ,❴ *4
consisting of
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– for each pair of objects A,B in Span(B), a map of spans
A×B
(A×(B×1))((A×B)×1)
(A×B)×1
(A×B)×1
ρA×1B
__❄❄❄❄❄❄❄❄❄❄❄❄❄
1
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
(1×ρB)π
(A×B)×1
A×(B×1)
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
π
A×(B×1)
(A×B)×1
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
rAB

⑧⑧⑧
(1×ρ)·κ−1
%
❉❉❉
where (1× ρ) · κ−1 := (π˜1A × 1B) · κ
−11,a
A×(B×1) and rAB := π
A×(B×1)
(A×B)×1,
– and, for each two pairs (A,B), (A′, B′) of objects in Span(B), an identity mod-
ification
mr: (1, (r ∗ 1)(1 ∗ (1× ρ))(α ∗ 1), π˜ · κ
−1 · π(α ∗ 1))⇒ (1, ρ(1 ∗ r), ρ · κ−1 · π),
consisting of, for each two spans, an equation of maps of spans,
• a trimodification
r∗: ρ (1× ρ)α,❴ *4
consisting of
– for each pair of objects A,B in Span(B), a map of spans
A×B
(A×B)×1
(A×(B×1))((A×B)×1)
(A×B)×1
(1A×ρB)π
(A×B)×1
A×(B×1)
__❄❄❄❄❄❄❄❄❄❄❄❄❄
π
A×(B×1)
(A×B)×1
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
ρA×B
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
1
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
r∗AB

⑧⑧⑧❄
❄❄
where r∗AB is the unique 1-cell in B such that
π
A×(B×1)
(A×B)×1r
∗
AB = 1 π
(A×B)×1
A×(B×1)r
∗
AB = a, and κ
1,a
A×(B×1) · r
∗
AB = 1,
– and, for each two pairs (A,B), (A′, B′) of objects in Span(B), an identity mod-
ification
mr∗ : (1, (r
∗∗1)(ρ∗1), 1)⇒ (1, (1∗(1×ρ))(α∗1)(1∗r∗), π˜·κ−1 ·π(α∗1)(1∗r∗)),
consisting of, for each two spans, an equation of maps of spans,
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• an identity counit perturbation,
• and, a unit perturbation
ηr: (1, 1, 1)⇒ (1, r
∗r, 1),
consisting of, for each pair of objects A,B ∈ Span(B), an isomorphism of maps of
spans
ηrAB : (1, 1, 1)⇒ (1, r
∗
ABrAB, 1)
where ηrAB is the unique 2-cell in B such that
π
A×(B×1)
(A×B)×1 · ηrAB = 1 and π
(A×B)×1
A×(B×1) · ηrAB = κ
−11,a
A×(B×1).
Proof. The modification axioms hold since mr, mr∗ and the modification components of
α and ρ are all identities. The adjoint equivalence axioms follow.
4.7. Monoidal Perturbations
K5 Perturbation
4.7.1. Proposition. There is a perturbation consisting of, for each 5-tuple A,B,C,D,E
of objects in Span(B), an isomorphism of maps of spans
K
5
ABCDE : (1, (Π ∗ 1)(1
2
∗ αµ·1,1,α
)(1 ∗ Π ∗ 1)((Π× 1) ∗ 1
3
), 1) ⇒
((a
−1
· κ) · (1 ∗ Π ∗ 1)(1
3
∗ (1× Π))(1
2
∗ αµ· 1,α,1
∗ 1
2
), (1 ∗ Π)(αµ·α,1,1
∗ 1
2
)(1 ∗ Π ∗ 1)(1
3
∗ (1 × Π))(1
2
∗ αµ·1,α,1
∗ 1
2
), 1),
defined by the unique 2-cell
K
5
ABCDE : (Π ∗ 1)(1
2
∗ αµ· 1,1,α
)(1 ∗ Π ∗ 1)((Π× 1) ∗ 1
3
) ⇒ (1 ∗ Π)(αµ·α,1,1
∗ 1
2
)(1 ∗ Π ∗ 1)(1
3
∗ (1× Π))(1
2
∗ αµ· 1,α,1
∗ 1
2
),
in B such that
π
((AB)C)(DE)
(((AB)C)D)Eπ
(AB)(C(DE))
(((AB)C)(DE))((((AB)C)D)E) ·K
5 = κ
1,(a×1)×1
(((AB)C)D)E ,
pi
(((AB)C)D)E
((AB)C)(DE)
pi
(AB)(C(DE))
(((AB)C)(DE))((((AB)C)D)E)
·K
5
= κ
−11,a×1
((A(BC))D)E ◦ κ
−11,(1×a)×1
(A((BC)D))E
◦ κ
−11,a
(A(B(CD)))E ◦ κ
−11,1×a
A((B(CD))E)) ,
and
π
(((AB)C)(DE))((((AB)C)D)E)
(AB)(C(DE)) ·K
5 = 1.
Proof. It is straightforward to check that the equation of 2-cells holds so that we can
apply the universal property, which yields the component 2-cell isomorphism. Checking
the perturbation axiom is then a straightforward calculation.
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U4,1 Perturbation
4.7.2. Proposition. There is a perturbation consisting of, for each triple A,B,C of
objects in Span(B), an isomorphism of maps of spans
U
4,1
ABC : (a
−1 · κ · (1 ∗ l)(Π ∗ 1), αµ·λ,1,1(1 ∗ l)(Π ∗ 1), κ
−1 · π(Π ∗ 1))
(1, ((l × 1) ∗ 1)(1 ∗ l ∗ 1)(12 ∗ λα), π˜ · κ
−1 · π)❴*4
defined by the unique 2-cell
U
4,1
ABC :αµ·λ,1,1(1 ∗ l)(Π ∗ 1)⇒ ((l × 1) ∗ 1)(1 ∗ l ∗ 1)(1
2 ∗ λα)
in B such that
π
(AB)C
((1A)B)C · U4,1 = κ
−11,a×1
((1A)B)C ◦ κ
−11,a
(1(AB))C
and
π
((1A)B)C
(AB)C · U4,1 = κ
1,a×1
1((AB)C).
Proof. The equation of 2-cells in B
(1 · (π
((1A)B)C
(AB)C · U4,1))(κ
1,(λA×1)×1
(AB)C · (α
−1
λ,1,1(1 ∗ l)(Π ∗ 1))) =
(κ
1,(λA×1)×1
(AB)C · ((((l × 1) ∗ 1)(1 ∗ l ∗ 1)(1
2 ∗ λα))((λA × 1B)× 1C)) · (π
(AB)C
((1A)B)C · U4,1))
allows us to apply the universal property to obtain the the 2-cell U4,1. The perturbation
axiom is satisfied since the components of the relevant modifications are identities.
U4,2 Perturbation
4.7.3. Proposition. There is a perturbation consisting of, for each triple A,B,C of
objects in Span(B), an isomorphism of maps of spans
U
4,2
ABC : (a
−1 · κ · (1 ∗m)(Π ∗ 1), αµ·ρ,1,1(1 ∗m)(Π ∗ 1), (1× π˜) · κ
−1 · π(Π ∗ 1))
(1, ((m× 1) ∗ 1)(1 ∗ α−11,λ,1)(1
2 ∗ (1× l)), (1× κ−1) · π)❴ *4
defined by the unique 2-cell
U
4,2
ABC :α
−1
ρ,1,1(1 ∗m)(Π ∗ 1)⇒ ((m× 1) ∗ 1)(1 ∗ α
−1
1,λ,1)(1
2 ∗ (1× l))
in B such that
π
(AB)C
((A1)B)C · U4,2 = κ
−11,a×1
((A1)B)C ◦ κ
−11,a
(A(1B))C
and
π
((AB)1)C
(AB)C · U4,2 = 1.
Proof. The equation of 2-cells in B
(1 · (π
((1A)B)C
(AB)C · U4,2))(κ
1,(λA×1)×1
(AB)C · (αρ,1,1(1 ∗m)(1 ∗ Π))) =
(κ
1,(λA×1)×1
(AB)C · (((m× 1) ∗ 1)(1 ∗ α
−1
1,λ,1)(1
2 ∗ (1× l)))((λA × 1B)× 1C)) · (π
(AB)C
((1A)B)C · U4,2))
allows us to apply the universal property to obtain the the 2-cell U4,2. The perturbation
axiom is satisfied since the components of the relevant modifications are identities.
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U4,3 Perturbation
4.7.4. Proposition. There is a perturbation consisting of, for each triple A,B,C of
objects in Span(B), an isomorphism of maps of spans
U
4,3
ABC : (a
−1 · κ · (Π ∗ 1), (m ∗ 1)(1 ∗ αµ·(1,1,ρ))(Π ∗ 1), 1)
(1, ((l × 1) ∗ 1)(1 ∗ αµ·1,λ,1)(1 ∗ (1 ∗ (1×m))), (1× ((1× π˜) · κ
−1)) · π)❴ *4
defined by the unique 2-cell
U
4,3
ABC : (m ∗ 1)(1 ∗ αµ· (1,1,ρ))(Π ∗ 1)⇒ ((l × 1) ∗ 1)(1 ∗ αµ·1,λ,1)(1 ∗ (1 ∗ (1×m)))
in B such that
π
(AB)C
((AB)1)C · U4,3 = 1
and
π
((AB)1)C
(AB)C · U4,3 = κ
−11,1×α
A((B1)C).
Proof. The equation of 2-cells in B
(1 · (π
((AB)1)C
(AB)C · U4,3))(κ
1,ρAB×1
(AB)C · (m ∗ 1)(1 ∗ α
−1
1,1,λ)(Π ∗ 1)) =
(κ1,ρAB×1(AB)C · (((r × 1) ∗ 1)(1 ∗ α
−1
1,λ,1)(1
2 ∗ (1×m))))((ρAB × 1C) · (π
((AB)1)C
(AB)C · U4,3)).
allows us to apply the universal property to obtain the the 2-cell U4,3. The perturbation
axiom is satisfied since the components of the relevant modifications are identities.
U4,4 Perturbation
4.7.5. Proposition. There is a perturbation consisting of, for each triple A,B,C of
objects in Span(B), an isomorphism of maps of spans
U
4,4
ABC :(1, (r∗1)(1∗αµ· 1,1,ρ)(Π∗1), 1)
(π˜·κ−1·(1∗ρ)(12∗(1×r)))(π˜·κ−1·π(12∗(1×r)))(((1×((1×ρ)·κ−1 )·π))(1, ρα(1∗ρ)(12∗(1×r)),
❴ *4
defined by the unique 2-cell
U
4,4
ABC :λ(1 ∗ l)(1
2 ∗ (1× l))((1× 1)× λ(AB)C)⇒ λ
−1(1 ∗ l)(12 ∗ (1× l))
in B such that
π
(AB)C
((AB)C)1 · U4,4 = 1
and
π
((AB)C)1
(AB)C · U4,4 = κ
−11,1×a
A((B1)C).
Proof. The equation of 2-cells in B
(1 · (π
((AB)C)1
(AB)C · U4,4))(κ
1,ρ(AB)C
(AB)C · (r ∗ 1)(1 ∗ α
−1
1,1,ρ)(Π ∗ 1)) =
((κ
1,ρ(AB)C
(AB)C · ρα(1 ∗ ρ)(1
2 ∗ (1× r))((1× 1)× λ(AB)C) · (π
(AB)C
((AB)C)1 · U4,4))
allows us to apply the universal property to obtain the the 2-cell U4,4. The perturbation
axiom is satisfied since the components of the relevant modifications are identities.
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4.8. Monoidal Tricategory Axioms There are four axioms that a monoidal tricate-
gory must satisfy. These were written down by Trimble in diagram form over the span of
forty-six pages [Trimble, 1995]. These diagrams are reproduced in Definition 2.2.2 along
with clarifications and explanations of the geometric 2- and 3-cells comprising the dia-
grams. Checking the axioms is not terribly difficult in our construction; however, certain
“twistings” sometimes make opaque the constituent cells of the geometric 3-cell domains
and codomains.
The K6 Associativity Axiom
4.8.1. Proposition. The K6 axiom for the monoidal structure on Span(B) holds.
Proof. We have
π((((AB)C)D)E)F · (1 ∗K5)(1 ∗ α ∗ 1)(1 ∗K5 ∗ 1)(1 ∗ Π ∗ 1)(1 ∗ α ∗ 1)(1 ∗K5) =
12 ◦ κ
1,((1×a)×1)×1
((A((BC)D))E)F ◦ 1
2 ◦
(
κ
1,(a×1)×1
(((A(BC))D)E)F ◦ κ
1,((a×1)×1)×1
((((AB)C)D)E)F
)
and
π((((AB)C)D)E)F · (1 ∗ Π ∗ 1)(1 ∗ (1×K5 ∗ 1)(1 ∗ α ∗ 1)
(1 ∗K5 ∗ 1)(1 ∗ Π ∗ 1)(1 ∗ Π ∗ 1)(1 ∗K5 ∗ 1)((K5 × 1) ∗ 1) =
13 ◦
(
κ
1,((1×a)×1)×1
((A((BC)D))E)F ◦ κ
1,(a×1)×1
(((A(BC))D)E)F
)
◦ 13 ◦ κ
1,((a×1)×1)×1
((((AB)C)D)E)F
up to whiskering by associator 1-cells a and projection 1-cells π˜1A.
We have
π(((AB)C)D)(EF ) · (1 ∗K5)(1 ∗ α ∗ 1)(1 ∗K5 ∗ 1)(1 ∗ Π ∗ 1)(1 ∗ α ∗ 1)(1 ∗K5) =
◦κ−1
1,(1×(1×a))×1
(A(B((CD)E)))F ◦ κ
−11,a
(A(B(C(DE))))F ) ◦ κ
−11,1×(a×1)
A((B(C(DE)))F ) ◦ κ
−11,1×(1×a)
A(B((C(DE))F ))
)
◦ 12
1 ◦ κ
1,((1×a)×1)×1
((A((BC)D))E)F ◦ 1
(
◦κ−1
1,((1×a)×1)×1
((A((BC)D))E)F ◦ κ
−11,a×1
((A(B(CD))E)F ◦ κ
−11,a×1
(A((B(CD))E)F
and
π(((AB)C)D)(EF )·(1∗Π∗1)(1∗(1×K5∗1)(1∗α∗1)(1∗K5∗1)(1∗Π∗1)(1∗Π∗1)(1∗K5∗1)((K5×1)∗1) =
◦κ−1
1,a
(A(B(C(DE))))F ) ◦ κ
−11,1×(a×1)
A((B(C(DE)))F ) ◦ κ
−11,1×(1×a)
A(B((C(DE))F ))
)
◦ 14
13 ◦
(
κ−1
1,a×1
((A(B(CD))E)F ◦ κ
−11,a×1
(A((B(CD))E)F ◦ κ
−11,(1×(1×a))×1
(A(B((CD)E)))F
up to whiskering by associator 1-cells a and projection 1-cells π˜1A.
We have
π((AB)C)(D(EF )) · (1 ∗K5)(1 ∗ α ∗ 1)(1 ∗K5 ∗ 1)(1 ∗ Π ∗ 1)(1 ∗ α ∗ 1)(1 ∗K5) =
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◦κ−1
1,a
(A(B(C(DE))))F ) ◦ κ
−11,1×(a×1)
A((B(C(DE)))F ) ◦ κ
−11,1×(1×a)
A(B((C(DE))F ))
)
◦ 15
(
κ−1
1,a×1
((A(B(CD))E)F ◦ κ
−11,a×1
(A((B(CD))E)F ◦ κ
−11,(1×(1×a))×1
(A(B((CD)E)))F
and
π((AB)C)(D(EF ))·(1∗Π∗1)(1∗(1×K5∗1)(1∗α∗1)(1∗K5∗1)(1∗Π∗1)(1∗Π∗1)(1∗K5∗1)((K5×1)∗1) =
◦κ−1
1,a
(A(B(C(DE))))F ) ◦ κ
−11,1×(a×1)
A((B(C(DE)))F ) ◦ κ
−11,1×(1×a)
A(B((C(DE))F ))
)
◦ 14
13 ◦
(
κ−1
1,a×1
((A(B(CD))E)F ◦ κ
−11,(1×a)×1
(A(B((CD))E))F ◦ κ
−11,(1×(1×a))×1
(A(B((CD)E)))F
up to whiskering by associator 1-cells a and projection 1-cells π˜1A.
We have
π(AB)(C(D(EF ))) · (1 ∗K5)(1 ∗ α ∗ 1)(1 ∗K5 ∗ 1)(1 ∗ Π ∗ 1)(1 ∗ α ∗ 1)(1 ∗K5) = 1
6
and
π(AB)(C(D(EF )))·(1∗Π∗1)(1∗(1×K5∗1)(1∗α∗1)(1∗K5∗1)(1∗Π∗1)(1∗Π∗1)(1∗K5∗1)((K5×1)∗1) = 1
8
up to whiskering by associator 1-cells a and projection 1-cells π˜1A.
The axiom then holds by the universal property.
The U5,2 Unit Axiom
4.8.2. Proposition. The U5,2 axiom for the monoidal structure on Span(B) holds.
Proof. It is straightforward to verify the axiom. We have
π(((A1)B)C)D · (1 ∗ (1× U4,1))(1 ∗ Π ∗ 1)(1 ∗ α)(1 ∗ U4,2 ∗ 1)(K5 ∗ 1) =
12 ◦ κ−1
1,(a×1)×1
(((A1)B)C)D ◦
(
κ−1
1,a×1
((A(1B))C)D ◦ κ
−11,a
(A((1B)C))D ◦ κ
−11,(1×a)×1
A(((1B)C)D) ◦ κ
−11,1×a
A((1(BC))D)
)
◦ 1
and
π(((A1)B)C)D · (1 ∗ α ∗ 1)(1 ∗ (U4,1 × 1) ∗ 1)(1 ∗ U4,2 ∗ 1)(1 ∗m ∗ 1)(1 ∗ Π) =
1 ◦
(
κ−1
1,(a×1)×1
(((A1)B)C)D ◦ κ
−11,a×1
((A(1B))C)D
)
◦
(
κ−1
1,a
(A((1B)C))D ◦ κ
−11,(1×a)×1
A(((1B)C)D)
)
◦ κ−1
1,1×a
A((1(BC))D) ◦ 1
up to whiskering by structural 1-cells.
We have
π((AB)C)D · (1 ∗ (1× U4,1))(1 ∗ Π ∗ 1)(1 ∗ α)(1 ∗ U4,2 ∗ 1)(K5 ∗ 1) =
◦
(
κ−1
1,a×1
((A(1B))C)D ◦ κ
−11,a
(A((1B)C))D ◦ κ
−11,(1×a)×1
A(((1B)C)D) ◦ κ
−11,1×a
A((1(BC))D)
)
◦ 1
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(
κ
1,(1×a)×1
A(((1B)C)D)
−1
◦ κ1,1×a
A((1(BC))D)
−1
)
◦1◦
(
κ
1,1×a
A((1(BC))D) ◦ κ
1,(1×a)×1
A(((1B)C)D) ◦ κ
1,a
(A((1B)C))D ◦ κ
1,a×1
((A(1B))C)D
)
(
κ
1,(1×a)×1
A(((1B)C)D)
−1
◦ κ1,1×a
A((1(BC))D)
−1
)
◦ 12 =
and
π((AB)C)D · (1 ∗ α ∗ 1)(1 ∗ (U4,1 × 1) ∗ 1)(1 ∗ U4,2 ∗ 1)(1 ∗m ∗ 1)(1 ∗ Π) =
12 ◦ κ−1
1,(1×a)×1
A(((1B)C)D) ◦ κ
−11,1×a
A((1(BC))D) ◦ 1
up to whiskering by structural 1-cells.
We have
π(AB)(CD) · (1 ∗ (1× U4,1))(1 ∗ Π ∗ 1)(1 ∗ α)(1 ∗ U4,2 ∗ 1)(K5 ∗ 1) = 1
5
and
π(AB)(CD) · (1 ∗ α ∗ 1)(1 ∗ (U4,1 × 1) ∗ 1)(1 ∗ U4,2 ∗ 1)(1 ∗m ∗ 1)(1 ∗ Π) = 1
5
up to whiskering by structural 1-cells. The axiom then holds by the universal property.
4.8.3. Proposition. The U5,3 axiom for the monoidal structure on Span(B) holds.
Proof. We have
π(((AB)1)C)D · (1 ∗ α ∗ 1)(1 ∗ (U4,3 × 1) ∗ 1)(1 ∗ (1×Π) ∗ 1)(1 ∗ α ∗ 1)(1 ∗ (1× U4,2)) =
14 ◦
(
κ−1
1,(a×1)×1
(((AB)1)C)D ◦ κ
−11,a×1
((A(B1))C)D ◦ κ
−11,a
(A((B1)C))D ◦ κ
−11,(1×a)×1
A(((B1)C)D) ◦ κ
−11,1×a
A((B(1C))D)
)
and
π(((AB)1)C)D · ((1× U4,2) ∗ 1)(1 ∗ Π)(1 ∗ α)(1 ∗ U4,3 ∗ 1)(K5 ∗ 1) =
12 ◦ κ−1
1,(a×1)×1
(((AB)1)C)D ◦ 1 ◦
(
κ−1
1,a×1
((A(B1))C)D ◦ κ
−11,a
(A((B1)C))D ◦ κ
−11,(1×a)×1
A(((B1)C)D) ◦ κ
−11,1×a
A((B(1C))D)
)
up to whiskering by associator 1-cells a and projection 1-cells π˜1A.
We have
π((AB)C)D · (1 ∗ α ∗ 1)(1 ∗ (U4,3 × 1) ∗ 1)(1 ∗ (1× Π) ∗ 1)(1 ∗ α ∗ 1)(1 ∗ (1× U4,2))) =
1 ◦
(
κ−1
1,(a×1)×1
(((AB)1)C)D ◦ κ
−11,a×1
((A(B1))C)D ◦ κ
−11,a
(A((B1)C))D ◦ κ
−11,(1×a)×1
A(((B1)C)D)
)
◦ κ−1
1,1×a
A((B(1C))D) ◦ 1
2
and
π((AB)C)D · ((1× U4,2) ∗ 1)(1 ∗ Π)(1 ∗ α)(1 ∗ U4,3 ∗ 1)(K5 ∗ 1) =
12 ◦ κ−1
1,(a×1)×1
(((AB)1)C)D ◦ 1 ◦
(
κ−1
1,a×1
((A(B1))C)D ◦ κ
−11,a
(A((B1)C))D ◦ κ
−11,(1×a)×1
A(((B1)C)D) ◦ κ
−11,1×a
A((B(1C))D)
)
122
up to whiskering by associator 1-cells a and projection 1-cells π˜1A.
We have
π(AB)(CD) · (1 ∗ α ∗ 1)(1 ∗ (U4,3 × 1) ∗ 1)(1 ∗ (1× Π) ∗ 1)(1 ∗ α ∗ 1)(1 ∗ (1× U4,2)) =
13 ◦ κ−1
1,1×(1×a)
A(B((1C)D)) ◦ 1
and
π(AB)(CD) · ((1× U4,2) ∗ 1)(1 ∗ Π)(1 ∗ α)(1 ∗ U4,3 ∗ 1)(K5 ∗ 1) =
13 ◦ κ−1
1,1×(1×a)
A(B((1C)D)) ◦ 1
up to whiskering by associator 1-cells a and projection 1-cells π˜1A.
The axiom then holds by the universal property.
4.8.4. Proposition. The U5,4 axiom for the monoidal structure on Span(B) holds.
Proof. We have
π(((AB)C)1)D · (1 ∗ α ∗ 1)(1 ∗ (U4,4 × 1) ∗ 1)(1 ∗ Π ∗ 1)(1 ∗ α ∗ 1)(1 ∗ U4,3) = 1
5
and
π(((AB)C)1)D · ((1× U4,3) ∗ 1)(1 ∗ U4,3 ∗ 1)(1 ∗m ∗ 1)(1 ∗ Π ∗ 1)(K5 ∗ 1) =
12 ◦ κ−1
1,(a×1)×1
(((AB)C)1)D ◦ 1 ◦ κ
1,(a×1)×1
(((AB)C)1)D
up to whiskering by associator 1-cells a and projection 1-cells π˜1A.
We have
π((AB)C)D · (1 ∗ α ∗ 1)(1 ∗ (U4,4 × 1) ∗ 1)(1 ∗ Π ∗ 1)(1 ∗ α ∗ 1)(1 ∗ U4,3) =
1 ◦
(
κ−1
1,(a×1)×1
(((AB)C)1)D ◦ κ
−11,a×1
((A(BC))1)D ◦ κ
−11,a
(A((BC)1))D ◦ κ
−11,(1×a)×1
A(((BC)1)D) ◦ κ
−11,1×a
A((B(C1))D)
)
◦ 13
and
π((AB)C)D · ((1× U4,3) ∗ 1)(1 ∗ U4,3 ∗ 1)(1 ∗m ∗ 1)(1 ∗ Π ∗ 1)(K5 ∗ 1) =
12 ◦
(
κ−1
1,(a×1)×1
(((AB)C)1)D ◦ κ
−11,a×1
((A(BC))1)D ◦ κ
−11,a
(A((BC)1))D ◦ κ
−11,(1×a)×1
A(((BC)1)D) ◦ κ
−11,1×a
A((B(C1))D)
)
◦ 12
up to whiskering by associator 1-cells a and projection 1-cells π˜1A.
We have
π(AB)(CD) · (1 ∗ α ∗ 1)(1 ∗ (U4,4 × 1) ∗ 1)(1 ∗ Π ∗ 1)(1 ∗ α ∗ 1)(1 ∗ U4,3) =
13 ◦ κ−1
1,1×(1×a)
A(B((C1)D)) ◦ 1
and
π(AB)(CD) · ((1× U4,3) ∗ 1)(1 ∗ U4,3 ∗ 1)(1 ∗m ∗ 1)(1 ∗ Π ∗ 1)(K5 ∗ 1) =
κ−1
1,1×(1×a)
A(B((C1)D)) ◦ 1
4
up to whiskering by associator 1-cells a and projection 1-cells π˜1A.
The axiom then holds by the universal property.
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A. Trimble’s Remarks
It seems appropriate to preserve, along with the tetracategory definition, Trimble’s origi-
nal remarks accompanying his work. The following section taken from John Baez’s web-
site [Trimble, 1995] are Trimble’s remarks on his motivation, techniques, and hurdles in
writing down the definition.
In 1995, at Ross Street’s request, I gave a very explicit description of weak 4-
categories, or tetracategories as I called them then, in terms of nuts-and-bolts
pasting diagrams, taking advantage of methods I was trying to develop then
into a working definition of weak n-category. Over the years various people
have expressed interest in seeing what these diagrams look like – for a while
they achieved a certain notoriety among the few people who have actually
laid eyes on them (Ross Street and John Power may still have copies of my
diagrams, and on occasion have pulled them out for visitors to look at, mostly
for entertainment I think).
Despite their notorious complexity, there seems to be some interest in having
these diagrams publicly available; John Baez has graciously offered to put
them on his website. The theory of (weak) n-categories has come a long way
since the time I first drew these diagrams up, and it may be wondered what
there is to gain by re-examining the apparently primitive approach I was then
taking. I don’t have any definitive answer to that, but I do know that there
are interesting combinatorics lurking within the methods I was using, which
I suspect may hold clues to certain coherence-theoretic aspects of weak n-
categories; therefore in these notes I wanted to give some idea of the methods
used to construct these diagrams (as well as to provide explanatory notes in
case the diagrams are too baffling), in case anyone wants to push them further.
Disclaimer: there is an “operadic” definition of weak n-category, described
by me in a talk at Cambridge in 1999, and subsequently written up by Tom
Leinster, Eugenia Cheng and Aaron Lauda. The notion of tetracategory given
here is not the operadic one in dimension 4. The truth be told, I have never
considered the operadic version as anything other than a somewhat strictified
case of the “true” notion of n-category; it was invented primarily to give a
precise meaning to Grothendieck’s “fundamental n-groupoid of a topological
space”, and is conjectured to be an algebraic characterization of the n-type
of a space. (The operadic definition does have the advantage of being short,
almost a “two-line definition”, and it does embody a great deal of structure
one expects for weak n-categories, which may make it appealing for didactic
purposes. There are also some conjectures about fundamental n-groupoids
which I consider important and which, to my knowledge, have not been com-
pletely addressed: one is that they do characterize n-types; another is a van
Kampen theorem.)
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There is a strong connection with operads, however: as already noticed by
a number of people in the early 90’s, there is a strong resemblance between
the “higher associativity conditions” in the notions of bicategories and tricat-
egories, and the convex polyhedra Kn called “associahedra”, introduced 30
years earlier by Stasheff in his work on the homotopy types of loop spaces,
and which together form an operad, whose formal definition was given later
by May.
My early efforts to define weak n-categories (in 1994− 1995) were really just
an attempt to take this visual resemblance seriously and build a theory around
it. Thus, the higher associativities could all be described by the polytopes Kn,
outfitted with orientations or directions on each cellular face t, which divide
the boundary of t into negative and positive parts. The negative boundary
cells are oriented in such a way that they paste together sensibly (according
to one or another formal framework, e.g., Street’s parity complexes, Mike
Johnson’s pasting schemes, etc.) to form the “domain” of t; similarly the
positive boundary cells paste together to form the codomain of t.
In addition to the associahedra used for the higher associativities, one needs
some allied polyhedra for the higher unit conditions; in short, I needed a suit-
able collection of “monoidahedra” to capture the combinatorial structure of
the n-category data and axioms. This turned out to be easy; a minor tweak
on the machine used to define associahedra does the trick. There are also
“functoriahedra” for describing the data and equations occurring for (weak)
n-functors. All these polyhedra are in fact describable by means of bar con-
structions, as I’ve tried to describe informally to a few people, and especially
to Baez. (In part this has long been known: the ubiquity of abstract bar con-
structions probably first hit me on the head while reading May’s Geometry
of Iterated Loop Spaces [where operads were first introduced]. The specific
application to functoriahedra is, I would guess, not generally known.)
The next step is more technical: putting parity complex structures on these
polyhedra. Here I received vital input from Dominic Verity: using some ideas
from the “surface diagrams” he and Street had begun working on, together
with a general position argument, we had a theorem which guarantees that
such parity complex structures exist. (I think it doesn’t matter which parity
structure is chosen, i.e. that one should get the same notion of n-category
regardless, or that different choices of parity structure correspond to different
presentations of the same theory.)
In practice, it would be nice to have a systematic way of choosing parity
structure to make the pictures as pretty as possible, but for that I have just a
handful of tricks and ideas, without any general theory. I believe Jack Duskin
told me he had a nice way of getting parity structures on general associahedra,
but I don’t have details on that.
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The final step in my 1995 attempt to define n-categories was to interpret
these pasting schemes as cells in local hom(n − 1)-categories. Here is where
the project got bogged down. With the wealth of n-categorical theory which
has appeared in the meantime, it should be possible, I think, to fix this part
of the program (perhaps by adapting Penon’s definition?). At the time, it
seemed as if I needed an (n − 1)-categorical coherence theorem in order to
interpret these pastings, which I didn’t have of course. We did have coherence
of tricategories, due to Gordon-Power-Street (GPS), and this enabled me to
give a rigorous definition of tetracategory.
I still feel that despite the technical difficulties which blocked my progress
(some of which may be spurious), the program may be worth resurrecting,
because in fact in dimensions 2 and 3 this approach does yield exactly the
classical notions of bicategory and tricategory, without further tweakings or
encryptions, and also because the underlying ideas and methods are really
quite simple – a fact which is obscured by the dazzling complexity of the
diagrams which were produced at Street’s request. The fact is that these
diagrams were produced merely by patiently turning the crank of a simple
machine – anyone with time to kill can produce these things automatically.
The general machine, and what one might be able to say with its help, was
the real point behind my failed attempts back in 1995.
B. Limits in 2-Categories
We give a short exposition on 2-limits for the readers benefit and reference. Limits can
be described by cones, representable functors, or adjoint functors. We will discuss limits
simultaneously as a mixture of the first two. The adjoint functor definition is the most
succinct, however, we find cones to provide the most intuitive approach and representable
functors to be most amenable to generalizations from 1-dimensional limits to our setting
of weighted and 2-dimensional limits. In this section we will describe conical limits,
weighted limits, strict 2-limits, and pseudo limits, looking to ‘pullbacks’ and ‘products’,
for examples.
Intuitively, we think of a limit as the ‘best’ solution to a particular problem. The
problem is as follows. Suppose we are given an indexing category D, which we will call
the shape of the limit, and a functor F :D → C, which we will call a diagram of shape D.
Our first task is to find an object, “Lim F” ∈ C, along with a collection of morphisms
{gd: “Lim F” → F (d)}, called a cone, such that for any morphism δ: d → d
′ in D the
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triangle
“Lim F”
F (d) F (d′)
gd
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
gd′
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄
F (δ)
//
commutes. Notice the quotes around our potential solution. We mean to signify that this
is a possible solution, and when we find the best possible solution, in the sense which we
will now describe, then we will remove the quotes and say that we have found the limit.
A solution is considered to be the best solution, and thus, the limit, if it satisfies
a certain universal property. We say a solution (Lim F, {fd}) is the limit if, for ev-
ery other possible solution (“Lim F”, {gd}), there exists a unique comparison morphism
h: “Lim F”→ Lim F in C such that for each d ∈ D, the triangle
F (d)
“Lim F” Lim F
gd
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄
fd
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
h //
commutes. Note that our use of the definite article ‘the’ is an allowable abuse of language,
so long as we remember that the best solution, or limit, is unique only up to the proper
notion of equivalence. In a category, this notion of equivalence is isomorphism.
Given this informal definition of limits in terms of families of morphisms called cones,
we recall the more abstract definition of limits in terms of representable presheaves. The
notion of representability is closely related to the famous Yoneda embedding. Repre-
sentability is a property of a presheaf, which jumping ahead just for a moment, will cor-
respond to the existence of a limit. So, we will say a limit exists when a certain presheaf
is representable. However, in practice we often want to work with a specific chosen limit,
i.e., a representation of a presheaf. Recall, the following definition of a limit of a presheaf
F as a pair consisting of a representing object Lim F and a natural isomorphism φ. Here
∆1:D → Set is the constant point functor d 7→ {∗}, which takes every object in D to the
singleton set in Set.
B.0.5. Definition. Let C, D be categories and F :D→ C a functor, i.e., a diagram of
shape D. A limit of F is a pair (Lim F ∈ C, φ), where
φ: [D, Set](∆1(−), C(−, F (−)))⇒ C(−,Lim F )
is a natural isomorphism in [Cop, Set].
We are now in a position to generalize from conical limits (weighted by the constant
point functor) in categories to more general weighted and 2-categorical limits.
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B.1. Strict and Pseudo Limits in 2-Categories Limits in 1-categories are defined
using natural transformations in the functor category [D, Set] as cones. Natural trans-
formations are the 2-morphisms in the 2-category of categories, functors, and natural
transformations. In this section we need to generalize our cones to strict transformations
and strong transformations, which are the 2-morphisms in the 3-categories of 2-categories,
homomorphisms, (strict or strong) transformations, and modifications, respectively. This
distinction between strict and strong transformations is the primary difference between
strict and pseudo limits. However, pseudo limits can be imitated by strict limits using
weighted limits. We will demonstrate this in our definition of iso-comma object.
Let D be a (strict) 2-category, then [D,Cat] is the 2-category of (strict) 2-functors,
strict transformations, and modifications. We denote by 2Cat(D,Cat) the strict 2-
category (which is strict since the codomain is a strict 2-category) of homomorphisms,
strong transformations, and modifications. Then Ps(D,Cat) will denote the full sub-2-
category of (strict) 2-functors in 2Cat(D,Cat).
All 2-categorical limits will be considered in the generalized context of weighted limits.
This means we replace the constant point functor ∆1:D → Set used in defining conical
limits with an arbitrary (strict) 2-functor W :D → Cat, called the weight, and write
Lim (W,F ) in place of Lim F . However, many important examples are still conical limits,
i.e., limits weighted by the strict 2-functor ∆1:D → Cat that assigns each object of D the
terminal category and all 1- and 2-morphisms to the respective identity morphisms. Note
that weighted limits do show up in the context of 1-categorical limits when extending
to limits in enriched category theory. Of course, strict 2-categories are Cat-enriched
categories, hence the Cat-valued weights in the following definitions.
Strict 2-limits and pseudo limits have a common property as 2-categorical limits, which
differentiates them from the more general 2-dimensional limits. That is, the universal
properties are stated as isomorphisms of categories, rather than equivalences. Disregard-
ing some of the nuances suggested above, which arise when considering weighted limits,
the main difference between strict and pseudo limits is that for strict limits each cone
commutes with the diagram “on the nose”, whereas for a pseudo limit, commutativity
holds only up to specified isomorphisms. This distinction arises by replacing [D,Cat] in
the definition of strict limits with Ps(D,Cat) in the definition of pseudo limits.
We now recall the definitions.
B.1.1. Definition. Let C, D be (strict) 2-categories, F :D→ C a diagram, and W :D →
Cat a weight, both (strict) 2-functors. A strict W -weighted 2-limit of F is a pair
(Lim (W,F ) ∈ C, φ), where
φ: [D,Cat](W (−), C(−, F (−)))⇒ C(−,Lim (W,F ))
is an invertible strict transformation in [C,Cat].
B.1.2. Definition. Let C, D be (strict) 2-categories, F :D→ C a diagram, and W :D →
Cat a weight, both (strict) 2-functors. A W -weighted pseudo limit of F is a pair
(pslim(W,F ) ∈ C, φ), where
φ: Ps(D,Cat)(W (−), C(−, F (−)))⇒ C(−, pslim(W,F ))
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is an invertible strict transformation in [C,Cat].
The components of φ are isomorphisms of categories in each of the preceding definitions.
B.2. Some Finite Limits in 2-Categories
B.2.1. Terminal Objects Let C be a (strict) 2-category andD be the initial 2-category,
i.e., the 2-category that has an empty set of objects. For the unique diagram F :D → C,
the limit is an object 1 ∈ C with an invertible strict transformation
φ: [D,Cat](∆1(−), C(−, F (−)))→ C(−, 1).
For every object A ∈ C, there is an isomorphism of categories
φA: [D,Cat](∆1(−), C(A, F (−)))→ C(A, 1),
where the domain has exactly one transformation (since D has no objects), which gets
mapped to a unique morphism A→ 1 in C.
It is not difficult to check that strict terminal objects as we have defined them are also
pseudo limits.
B.2.2. Products Let C be a (strict) 2-category and D the (strict) 2-category with
exactly two objects and only identity 1- and 2-morphisms. For a diagram F :D → C, the
limit is an object Lim F ∈ C with an invertible strict transformation
φ: [D,Cat](∆1(−), C(−, F (−)))→ C(−,Lim F ).
Note that, in this case, a diagram F (D) is a pair of objects X, Y ∈ C with just identity
1- and 2-morphisms, so the limiting object Lim F would, in practice, be written as X×Y .
For every object A ∈ C, there is an isomorphism of categories
φA: [D,Cat](∆1(−), C(A, F (−)))→ C(A,Lim F ).
The pair of 1-morphisms in the limiting cone
φ−1Lim F (1Lim F ):∆1(−)⇒ C(Lim F, F (−)))
are the “projections”
Y ← Lim F → X.
The universal property is straightforward to verify.
• Since the components of φ are isomorphisms, for each object A ∈ C, a cone
σ: ∆1(−)→ C(A, F (−)),
which consists of a pair of 1-morphisms
Y ← A→ X.
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is mapped to a unique comparison map
φA(σ):A→ Lim F,
and we see that
A
Y XLim F
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
φA(σ)

oo //
commutes by naturality of φ. This is the one-dimensional aspect of the universal property.
• Now, consider an object A ∈ C and a pair of 1-morphisms h, k:A → Lim F such
that for each d ∈ D, there is a 2-morphism
φ−1Lim F (1Lim F )dh⇒ φ
−1
Lim F (1Lim F )dk.
Since there are no non-trivial morphisms in D, it is immediate that this collection of
2-morphisms is a modification in [D,Cat](∆1(−), C(A, F (−))), i.e., a map of cones. Since
φA is an isomorphism of categories, and thus, fully faithful, this modification maps to
a unique 2-morphism h ⇒ k in C. This is the two-dimensional aspect of the universal
property.
As with terminal objects, strict products as we have defined them are also pseudo limits.
B.2.3. Pullbacks In 2-categories, pullbacks are more interesting as limits than terminal
objects and products. The conical strict 2-limit with the usual diagram for pullbacks is
not a pseudo limit. This is closely related to the fact that this limit requires diagrams
of 1-morphisms to commute on the nose, which is generally not a property imposed in a
2-category. We usually ask for a diagram to commute up to a 2-morphism, so we work
instead with the pseudo pullback.
We can define the conical strict pullback, which is a representation of the 2-functor
[D, Set](∆1(−), C(−, F (−))): Cop → Cat
where D is the 2-category
• •
•
❄
❄❄
❄❄
❄❄
❄❄
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
with no non-identity 2-morphisms. Unravelling this definition gives the pullback as a
1-categorical limit with a 2-categorical universal property.
Since we will not use the strict pullback, we will not give anymore details. Instead,
we will define the pseudo pullback as a conical pseudo limit. This is a good opportunity
to give give some intuition for non-conical limits as well. Any conical pseudo limit can
be defined as a non-conical strict 2-limit. We will first define the pseudo pullback as a
conical, or ∆1-weighted, pseudo limit.
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Let C be a (strict) 2-category and D as above. For a (strict) 2-functor, or diagram,
F :D → C, the pseudo limit is an object Lim F ∈ C with an invertible strict transformation
φ: Ps(D,Cat)(∆1(−), C(−, F (−)))→ C(−,Lim F )
in [C,Cat].
Recall, a diagram F (D) is a cospan
Y X
Z
❄
❄❄
❄❄
❄❄
❄❄
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
in C, so again the limiting object Lim F would, in practice, be written as X ×Z Y .
For every object A ∈ C, there is an isomorphism of categories
φA: Ps(D,Cat)(∆1(−), C(A, F (−)))→ C(A,Lim F ).
There are three morphisms in the limiting cone
φ−1Lim F (1Lim F ):∆1(−)⇒ C(Lim F, F (−)))
coming from the three objects of D. These are the “projections”
Lim F
Y X
Z
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
❄
❄❄
❄❄
❄❄
❄❄
❄
❄❄
❄❄
❄❄
❄❄
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
Since the cone is now a strong transformation rather than the strict transformations
defining cones for strict 2-limits, each 1-morphism in D gives us an invertible 2-morphism
in C. It follows that the pseudo pullback has 2-cells as pictured
Lim F
Y X
Z
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
❄
❄❄
❄❄
❄❄
❄❄
❄
❄❄
❄❄
❄❄
❄❄
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧ (
❏❏❏❏ v~ tttt
The universal property is straightforward to verify.
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• For each object A ∈ C, an object
σ: ∆1(−)→ C(A, F (−)),
in Ps(D,Cat)(∆1(−), C(A, F (−))) is a cone
A
Y X
Z
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
❄
❄❄
❄❄
❄❄
❄❄
❄
❄❄
❄❄
❄❄
❄❄
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧ (
❏❏❏❏ v~ tttt
We obtain a unique comparison map
φA(σ):A→ Lim F,
A
Lim F
Y X
Z
∃!))❚❚❚
☞
☞
☞
☞
☞
☞
""❊
❊
❊
❊
❊
❊
❊
❊
✪
✪
✪
✪
✪
✪
✩
✩
✩
✩
yysss
ss
sss
sss
sss
✼
✼✼
✼✼
✼✼
✼✼
✙✙
✙✙
✙✙
✙✙
✙✙
✙✙
✙✙
✙✙
✙✙
✙
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
+3 ks
+3❴❴ ❴❴ ks ❴ ❴❴ ❴
and the diagram commutes by naturality of φ. That is, since φ is a strict invertible
transformation, the cone at vertex A must be equal to the limiting cone precomposed
with the 1-morphism φA(σ). This amounts to a pair of 1-cell equations and a pair of
2-cell equations, which appear on the left and right sides of the above diagram.
• Now, consider an object A ∈ C and a pair of 1-morphisms h, k:A → Lim F such
that for each d ∈ D, there is a 2-morphism
Md:φ
−1
Lim F (1Lim F )dh⇒ φ
−1
Lim F (1Lim F )dk
satisfying for each δ: d→ d′ in D, an equation
φ−1Lim F (1Lim F )(δ) ◦ F (δ) ·Md =Md′ ◦ φ
−1
Lim F (1Lim F )(δ)
between 2-morphisms in C. These are the equations expressing that the collection of 2-
morphisms {Md}d∈D is a modification, i.e., a 1-morphism in Ps(D,Cat)(∆1(−), C(A, F (-
−))). Since φA is an isomorphism of categories, and thus, fully faithful, this modification
maps to a unique 2-morphism γ: h⇒ k in C such that for each d ∈ D
φ−1Lim F (1Lim F )d · γ = Md.
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This is the two-dimensional aspect of the universal property.
In the definition that follows, we do not require the modification axioms as an extra
condition. We circumvent this requirement by defining the pullback as a weighted strict
2-limit rather than a pseudo 2-limit. The analogous condition to the equation relating
Md and Md′ above, will be the naturality equation, which we will see is non-trivial in
weighted limits.
Since the 2-cells of the cones are invertible, one often inverts one of the 2-cells, com-
poses the resulting pair, and then discards the projection to Z when defining the pseudo
pullback by cones. The resulting limit is called the iso-comma object.
Lim F
Y X
Z
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
❄
❄❄
❄❄
❄❄
❄❄
❄
❄❄
❄❄
❄❄
❄❄
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
ks
We will give an explicit working definition of the iso-comma construction in Section 1.6.
As suggested at the beginning of this section, pseudo pullbacks can also be defined as
non-conical strict 2-limits. This definition is actually closer to that of the iso-comma
object, since there are only 2 “distinct” projection maps and one invertible 2-morphism.
We take the same definition for the 2-category D
d1
d3
d2
δ1 ❄
❄❄
❄❄
❄❄
❄
δ2⑧⑧
⑧⑧
⑧⑧
⑧⑧
but now define a non-conical weighting 2-functor W :D→ Cat. The idea is that while the
cones for strict 2-limits do not contain 2-morphisms, this weakened form of commutativity
can be introduced by a non-conical weighting functor. Let 1 be the terminal 2-category.
We make the assignments
d1 7→W (d1) := •id FF
d2 7→W (d2) := •id FF
d3 7→W (d3) := •id id•FF

77
ww
where the two non-identity arrows are an invertible pair. Then the image of W in Cat is
a pair of functors mapping the terminal categories W (d1) and W (d2) each to one of the
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pair of objects in W (d3)
•id id•
•
id id
•SS
rr
<<
||
FF

✄
W (δ1)
!!❈
❈❈
❈❈
❈❈
❈❈
❈ ✽
W (δ2)
||①①
①①
①①
①①
①①
①
For a strict 2-functor F :D → C, the W -weighted strict 2-pullback of shape D is an
object Lim (W,F ) together with a strict invertible transformation
φ: [D,Cat](W (−), C(−, F (−)))⇒ C(−,Lim (W,F ))
in [C,Cat]. The strict transformation
φ−1Lim (W,F )(1Lim (W,F )):W (−)→ C(Lim (W,F ), F (−)).
is the limiting cone
Lim (W,F )
Y X
Z
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
λLimks
The morphisms to X and Y come from the single object ofW (d1) andW (d2), respectively.
Due to the non-conical weighting W , there are two morphisms in the cone with codomain
Z, each coming from one of the objects in W (d3). The invertible pair of morphisms in
W (d3) yield the invertible 2-morphism in the diagram and thereby “weaken” the usual
strict pullback.
The universal property is as follows.
• For each object A ∈ C, an object
σ:W (−)→ C(A, F (−)),
in [D,Cat](W (−), C(A, F (−))) is a cone
A
Y X
Z
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
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⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
λAks
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Since φA is an isomorphism, we obtain a unique comparison map
φA(σ):A→ Lim F,
such that
φ−1Lim (W,F )(1Lim (W,F ))dφA(σ) = σd
and
λLim · φA(σ) = λA.
This follows from φ being a strict invertible transformation. This is the one-dimensional
aspect of the universal property.
• Now, consider an object A ∈ C and a pair of 1-morphisms h, k:A → Lim (W,F )
such that for each object d ∈ D, there is a natural transformation
Md:φ
−1
Lim (W,F )(1Lim (W,F ))dh⇒ φ
−1
Lim (W,F )(1Lim (W,F ))dk.
The naturality equation is analogous to the modification equation required in our previous
discussion of the pseudo pullback.
The maps {Md | d ∈ D} are the components of a modification. Since φA is an
isomorphism of categories, and thus, fully faithful, this modification maps to a unique
2-morphism γ: h⇒ k in C such that for each d ∈ D,
φ−1Lim (W,F )(1Lim (W,F ))d · γ = Md.
This is the two-dimensional aspect of the universal property.
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