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I. INTRODUCTION

I
N their paper published in 1987, Thapar and Patel [1] extended the work of Kobayashi [2] and Wood [3] on partial response signaling over magnetic recording channels (MRC's), suggesting partial response polynomials of the form , 0, 1, 2, , where is to increase with increasing recorded density. The presence of the factor accounts for the spectral null at DC present in recording channels, whereas the factor matches the high-frequency attenuation of the channel resulting from losses due to head-to-medium spacing and a finite recorded transition width. Extremely high recording densities require that 2 or 3 when employing partial responses in this class, resulting in relatively complex Viterbi receivers with eight or 16 states, respectively.
Alternatives to the Thapar-Patel class of partial responses are the Class I (PR1) and Class II (PR2) partial responses, represented by the polynomials and , respectively. Beside requiring simpler detectors (two-and four-state detectors, respectively) these partial responses have the advantage that they match the high-frequency response of the MRC quite well at high densities (see Fig. 1 for the PR1 case). The apparent disadvantage is that, due to the absence of the factor, both lack a null at DC, thus, Publisher Item Identifier S 0018-9464(97)07590-0. making equalization of the MRC into PR1 or PR2 impossible. However, if a DC-free code is used in conjunction with PR1 or PR2 equalization, the recorded channel signal will possess a DC null, matching that of the MRC. A number of authors have investigated PR1 and PR2 equalization for the MRC [4] - [6] , but in each case it was not clear what the advantage was over the state of the art, e.g., Class IV partial response (PR4) where 1 and extended PR4 (EPR4) where 2. In the present work, we focus on PR1 signaling, 1 comparing its performance to PR4 and EPR4 signaling at user densities, , of 2.0 and 2.5. We show that while PR4 is to be preferred at , at , PR1 has the superior performance as well as a simpler detector. PR1 is inferior to EPR4 at , but offers an attractive alternative since its Viterbi detector is essentially that of the dicode ( ) channel. Our approach employs a semianalytical performance estimate (based on a result in [9] ) as well as computer simulations, both of which assume a Lorentzian channel model and linear superposition.
Section II introduces the channel model and from this develops the semianalytical performance estimate for the PR1-, PR4-, and EPR4-equalized MRC. Section III then discusses details of the computer simulation and presents simulation results together with the performance estimate at densities of and . 1 We applied the results presented here to the PR2 case and found it to be inferior to the others; thus, details will not be reported here.
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II. CHANNEL MODEL AND PERFORMANCE ESTIMATE
A. The Model
We shall assume throughout a readback signal of the form where is the encoded (and, usually, precoded) data recorded on the medium, is the Lorentzian step response expressible as is white Gaussian noise with spectral density , and is the coded bit duration. (The coded bit duration is related to the user bit duration through the code rate via .) We assume the receiver front end is a filter matched to followed by a symbol rate ( ) sampler and a discrete-time equalizer. We favor here the discrete-time equivalent version of this channel as derived by Bergmans [7] and shown in Fig. 2 . In the figure, is a factorization of the sampled autocorrelation function, , of . This can be related to the sampled autocorrelation function, , of , through where the th coefficient of is given [7] by Here is the recorded (code) bit density and is a relatively unimportant constant.
The infinite impulse response version of the optimal (MMSE) equalizer of Fig. 2 for uncorrelated channel bits is given [8] by (IIR) where is either , , or , depending on whether we are equalizing to PR1, PR4, or EPR4. It will be a finite impulse response equalizer, , of odd length that we shall adopt in our analysis and simulations. As shown in Appendix A, the equalizer coefficients in this case are given by
Here, is the "full response" Wiener filter (for the colored noise case) with coefficients given by (2) where is an correlation matrix whose th element is given by the th coefficient of , is the correlation matrix of the colored noise process seen by the equalizer, and is an 1 vector whose components are the center coefficients of . We point out that the th element of is given by , the th coefficient of the autocorrelation function of , . The last element in Fig. 2 is the Viterbi detector which is assumed to be designed for the partial response polynomial and which employs a Euclidean distance metric. The Viterbi detector is suboptimal due to imperfect equalization and the presence of colored noise. We may estimate the performance of the three partial response systems including these two effects as follows. (Our development borrows from the more general discussion given in [9] .)
B. The Performance Estimate
We first define to be the equalized response which, due to imperfect equalization, may also be written as where is a residual response. The Viterbi detector observes the sequence where is a colored noise sequence expressible as . Being designed for the channel impulse response , the Viterbi detector will choose an alternative sequence whenever (3) where the notation denotes the sum of the squares of the coefficients in the polynomial . Here, need not be a valid code sequence since, as mentioned in the discussion of Fig. 2 above, the Viterbi detector is designed only for the partial response polynomial . The Viterbi detector can be designed for the combined trellises of the response and the code [16] , but we shall not consider that detector here since the code we consider below has a prohibitively complex trellis. Further, appreciable gain cannot be expected due to the weak correlation among code bits.
Introducing now the notation [the constant term in ], we note that provides an inner product operation between and and that . Upon simplifying (3), we have that the Viterbi receiver will choose over whenever (4) where . The quantity on the left-hand side of (4) is a zero mean Gaussian random variable with variance (5) where is a vector version of the polynomial , and is the correlation matrix for whose entries are given by the coefficients of . Defining (6) we have then that the error event (4) will occur with probability (7) We remark that a similar result can be found in [10] .
Fortified with the expressions in (5)- (7), we may derive a union bound on the bit-error probability by extending the development of Forney [11] as follows. 2 We first note that may be regarded as either a function of and or a function of and since . Thus, we write for and observe that the bit error rate for a given , , may be union bounded as (8) where the summation is over all allowable error sequences , given , and is the number of bit errors resulting from the error event (denoted by ), times the probability that is an allowable sequence [11] .
For the partial responses considered, there typically exists, independent of , a set of error sequences which maximize , yielding dominant terms in (8) . In particular, independent of for the densities of interest, the error sequences , where, on the second line, we have assumed the sequences to be of finite length and equal probability , and where, on the third line, we have introduced the set of sequences that are permissible given . Together with (7), the last expression yields (9) 2 The results in [11] are not directly applicable here because, due to the nonideal equalization that we are modeling, the error rate is a function of not only e as in [11] , but the recorded sequence a as well. This is evident from (6) and (7).
where we have written for to emphasize our viewpoint that is a function of the dominant error events and the sequences .
Thus, to estimate , we pick an error sequence , average over all allowable (i.e., ), and weight the average by ; then we pick the next , average again, and weight the average again; and so forth. The sum of these weighted averages then yields our estimate for . The results of this semianalytic technique are presented together with computer simulation results in the next section for PR1, PR4, and EPR4 equalization. Here, we give a detailed example of the semianalytic calculation for the PR1 case.
Example (PR1): As indicated above, the set of dominant error sequences at the PR1 channel output is given by . The corresponding channel input error sequences are then given by . This second set, thus, leads us to the allowable given . For example, when 2, so that the corresponding channel input errors in are . As a result, the allowable sequences must satisfy implying that 1 and 1 since, for example, when , only 1 and 1 is permissible. Thus, we must average in this case over all for which 1 and 1 and weight this average by ( 2 here) as in (9) . Similar computations are made for , and these weighted averages are then summed to obtain the estimate for .
C. Practical Issues for PR4
Before presenting performance results, we need to address the fact that the Viterbi detector for the PR4 case is generally implemented as two independent Viterbi detectors for the dicode ( ) channel, one each for the even and odd samples [3] . When perfect equalization exists and only white Gaussian noise is present, the performance of this setup is identical to that of a single four-state PR4 Viterbi detector. Because that is not the case here, we must modify a few of the above expressions to obtain a performance estimate for this practical situation.
Without loss of generality, we consider only the even samples and we will subscript a sequence by " " to denote "the even samples of." Further, we find it convenient to define . Considering first inequality (3), we note that this must be modified so the Euclidean distance between and is compared to the Euclidean distance between and . Following identical steps, we then obtain the following inequality analogous to (4):
Analogous to (5), we may then write the variance of the random variable on the left-hand side as where is a vector version of and is the autocorrelation matrix for . The th element of is given by the th coefficient of . Finally, analogous to (7), we have that (10) where Equation (10) may now be used in place of (7) in estimating according to the discussion above.
III. PERFORMANCE COMPARISONS
We examine in this section, the performance of PR1, PR4, and EPR4 systems at user densities of and . For PR1 and PR4, we assume rate 8/9 coding so that the recorded densities are and . The PR4 system employs the 8/9 (0, 4/4) runlength limited code described in [12] . The PR1 system employs a simple rate 8/9 DC-free code which we have designed as discussed below. (The design is basically a "polarity switch" code as described in [14] and [17] .) To simplify the design of their Viterbi detectors, both systems are appropriately precoded [ for PR1 and for PR4]. As for EPR4, we allow the recorded sequence to be uncoded, although we are aware of an EPR4 implementation which uses a rate 16/17 (0, ) code whose performance does not differ much from the uncoded case. In fact, we found no reason to precode, particularly since it increases the error rate slightly (see below).
To achieve a spectral null at DC, the precoded sequence need only possess a bounded running digital sum (RDS). That is, RDS for all , where RDS Our 8/9 DC-free encoder does this by appropriately inserting a single bit before each 8-b data block to be precoded in such a manner that the RDS at the precoder output is kept bounded. To explain how this is done, let us denote by the digital sum of the 9-b block at the precoder output at time corresponding to the inserted bit . It is easily seen that . Now suppose at time that RDS . The encoder looks at the incoming 8-b block and inserts a " " prior to it if this will lead to a decreased RDS at time 9, i.e., if . Otherwise, if , a " " is inserted since we must have . The encoder performs a similar operation if RDS . Clearly, in addition to maintaining knowledge of the RDS, the encoder is required to maintain knowledge of the precoder state so that determination of is possible. Since the output of the Viterbi detector is the eight user bits plus the inserted bit, the function of the decoder is only to drop the inserted bits. Thus, no error propagation will exist at the decoder output.
In our simulations and computations, we have selected the equalizer length to be . 3 Further, while the equalizer coefficients will be a function of the signal to noise ratio 3 We have selected an equalizer length of N = 41 since we have determined via simulation that a longer equalizer provides little improvement whereas a shorter one degrades performance appreciably. Less complex suboptimal equalizers are possible such as the one described in [5] , but our emphasis here is on the potential of PR1 rather than the design of equalizers. (SNR) as seen in (2), we fix for all SNR's considered to -, the FIR tap weights corresponding to an SNR of 18 dB. [For PR1 and PR4, define SNR to be , whereas for EPR4 it is simply 2/ .] Finally, we point out that in computing (9), we considered sequences of length 38 for EPR4, length 39 for PR4, and length 40 for PR1 (at the output of the 8/9 encoders for PR1 and PR4). Clearly, averaging over all possible sequences in the set [see (9) and accompanying discussion] would be unmanageable. Thus, we instead randomly selected a large number of data sequences to be encoded, and averaged over these. The number of averages was
Figs. 3 and 4 compare PR1, PR4, and EPR4 performance for and , respectively, over a range of SNR's. We observe that at the lower density, PR1 signaling is outperformed by PR4 and EPR4, with difference of 1 and 2.2 dB, respectively, at . However, at PR1 is superior to PR4 by about 1.6 dB, and inferior to EPR4 by about 0.8 dB, at . This 0.8-dB gap would be narrowed a bit if a recording code was used together with EPR4. The 0.8-dB gap would be further narrowed if a better (smaller RDS, same rate) DC-free code was used in conjunction with PR1 [18] , [19] . Still, this simple code helps to demonstrate the potential of PR1 at high recording densities.
We point out that the simulation points for PR1 and PR4 are in general slightly greater than the semianalytic values. This is due to the fact that the semianalytic values represent where is the precoded data, whereas, the simulations represent where is the original data. On the AWGN channel for PR1 and PR4, these are identical, but not for the channel examined here. For EPR4, we found via simulation for both channels; hence, our justification to not precode. [On the AWGN channel for EPR4, and ; the latter expression can be shown analytically using the constant given in Section II-B.]
If we ignore the misequalization term in (4), then the expression for in (9) can be simplified as (11) where . As noticed in [5] , the variance changes little with [equivalently, with ] for PR4, and increases with for PR1. Thus, for PR4, since where we have dropped the subscript since and in (11) are constant. On the other hand, the more complicated expression given in (11) is necessary for PR1. These two approximations help explain why the PR1 and PR4 error rate curves may have different slopes as seen in Fig. 3 . The expression for EPR4 simplifies in a manner similar to PR4, except the multiplying constant in this case is six instead of four.
The three partial response schemes may be compared at various densities without plotting numerous error rate curves as follows. Define an effective SNR SNR where the various constants are defined in Section II. Now note that SNR is a function of (and hence, ) since and are. Fig. 5 plots SNR versus for 1 3 under the assumption that 18 dB. We observe that PR1 is superior to PR4 for 2.4 and superior to EPR4 for 2.9. Note here that since we do not use any coding with EPR4, we should take this into account when using the figure. For example, we may compare SNR 17 dB at for EPR4 with SNR dB at for PR1, reflecting the situation discussed in the paper. On the other hand, if a rate 8/9 code is used for EPR4, we would compare SNR dB for EPR4 with SNR dB for PR1, both at 2.8125. As pointed out in Appendix A, the MMSE equalizer used to obtain these results ignores the correlation in the recorded code bits. For the particular code examined here, there is very little correlation among the code bits (the autocorrelation function is approximately a delta function), and there is an improvement of less than 0.1 dB for the range of densities considered when the equalizer incorporates the correlation function. However, this improvement can be up to 0.5 dB for alternative DC-free codes with stronger correlation among code bits as shown in [19] .
IV. CONCLUSION
We have derived a semianalytical performance estimate for partial response equalized magnetic recording channels which has enabled us to observe the potential of PR1 signaling at high recording densities. The PR1 approach is attractive also because its detector is a two-state Viterbi detector which may be implemented using a difference metric (see [13] and Appendix B). The performance of the PR1 scheme may be further improved by using a more sophisticated DC-free code. For example, the work of Norris and Bloomberg [15] shows us that there exists a 8/9(0, 3, 4) DC-free code, that is, a rate 8/9 code with constraints of (0, 3) and an RDS magnitude bounded by four. In [18] , we consider the performance of various DC-free codes with two Viterbi detectors: one designed only for the two-state PR1 trellis and another designed for the combined trellises of the PR1 channel and the encoder.
APPENDIX A MMSE-FIR PARTIAL RESPONSE EQUALIZERS
We derive (1) in this Appendix. We assume the symbols to be independent and equiprobable, although, because they are coded, they are somewhat correlated. Thus, the equalizer given by (1) would be slightly suboptimal. We also assume the equalizer to be of odd length and that all vectors introduced below will be 1. Referring to Fig. 2 , we may write the mean-square error between the equalized read signal and the desired partial response sample as (12) where and . We find it convenient to write where is a vector of the equalizer tap coefficients, and and are vector versions of and , respectively. From this, we quickly see that where is the correlation matrix for whose th element is given by the th coefficient of and is the correlation matrix for . In the above, we have used the fact that is zero mean and uncorrelated with so that cross terms are zero. We may similarly write where . (For example, 1, and 0 otherwise, for the PR1 case.) We have then that where is the cross correlation matrix for and . The th element of is given by the th coefficient of . Substituting these last two results in (12), we obtain Now taking the derivative of with respect to and setting to zero, we obtain so that (13) It is relatively easy at this point to show that this expression is equivalent to the one presented in (1).
We remark that if we remove the assumption that the sequence is uncorrelated and instead has a nontrivial correlation function , then the autocorrelation function of becomes . Thus, the correlation matrices and in (13) would have as elements the coefficients from and , respectively.
APPENDIX B DIFFERENCE METRIC VITERBI DETECTOR FOR PR1
The development here will follow that of Wood and Petersen [3] . We let 1 represent the original data, the precoded data as above, and the PR1 noiseless channel output. Then the PR1 channel can be represented by a two-state trellis with state as in Fig. 6 . Now letting represent the noisy channel output, the standard (absolute metric) Viterbi detector will, at each time , choose survivor metrics and for states + and , respectively, according to Using the identities and it follows that the metric difference is given by Analogous to [3, (13) ], we write this as where was used, 1. Analogous to [3, Fig. 6 ], we have Fig. 7 for the PR1 case, and analogous to [3, Fig. 7 ], we have a difference metric Viterbi detector example in Fig. 8. (We remark that [3] contains a few errors, including their (12) and Fig. 7.) Finally, we mention that a PR1 Viterbi detector may be derived from a Viterbi detector by multiplying the latter's input by the sequence 1, +1, 1, +1, [20] .
