ABSTRACT Recommender systems, e.g., movie recommendation, play an important role in our life. However, few movie recommendation methods have considered the rich visual content information in posters and still frames, which can be used to alleviate the data sparsity and cold start problems in recommendation. Moreover, no existing paper has taken visual feature learning and recommendation into a unified optimization process. To this end, in this paper, we focus on how to use visual contents to improve the performance of movie recommendation and propose a novel movie recommendation model named unified visual contents matrix factorization (UVMF) that integrates visual feature extraction and recommendation into a unified framework. Specifically, we integrate convolutional neural network into probabilistic matrix factorization, and the model can be trained end-to-end. Moreover, we unfix weights in the last few layers of VGG16 to learn features and adapt them for the movie recommendation task. Finally, the experimental results on real-world data show that UVMF outperforms other benchmark methods in terms of recommendation accuracy.
I. INTRODUCTION
As a popular application of recommender systems, movie recommendation has become an especially productive domain.With the comprehensive analysis of users' historical behaviours, user preferences, social relations, etc., it aims to recommend movies to the potentially interested users. However, high sparsity of user-item interactions, which is common for movie recommendation scenarios where the user and movie sets are extremely large, severely hinders personalized recommendation effects.
Existing works [1] - [4] have shown that context-based recommendation using rich context information can alleviate these problems. For example, context-based movie recommendations using context information including movie properties, user demographics, movie reviews, etc., have been successfully applied [5] - [7] . However, as essential parts of movies, posters and still frames, which reveal rich knowledge for understanding movies and user preferences, are rarely considered. In FIGURE 1, we show one poster and one still frame for each movie. We can infer from the figure that the audiences who enjoy movie 1 maybe also favour movie 2 since they have similar posters and still frames. Similarly, movie 3 and movie 4 have the same relationship. However, in movie recommendation, few existing context-based method has considered visual contents in posters and still frames except [4] . However, in [4] the visual feature extraction process is separated from recommendation process. Thus the visual features are optimized for image classification task, not for recommendation task. In movie recommendation, there is no existing work which has taken visual feature extraction and recommendation into a unified optimization process.
In this paper, we focus on how to use visual contents to improve the performance of movie recommendation, and propose a model named Unified Visual contents Matrix Factorization (UVMF), to exploit visual contents in movie posters and still frames for recommendation. Moreover, UVMF integrates visual feature extraction and recommendation into a unified framework which can be trained end-toend. Specifically, we integrate convolutional neural network (CNN) into probabilistic matrix factorization (PMF). Moreover, we unfix weights in the last few layers of VGG16 to learn features and adapt them for rating. In this way, the visual features are optimized for the movie recommendation task. We summarize the major contributions of this paper as follows:
• We propose to enhance movie recommendation with visual contents in movie posters and still frames.
• We develop a Unified Visual Contents Matrix Factorization model, which integrates visual feature extraction and recommendation into a unified framework.
• The experimental results on real-world datasets show that UVMF outperforms other benchmark methods in terms of recommendation accuracy.
II. RELATED WORK A. MOVIE RECOMMENDATION
Collaborative filtering method is a well-known approach in the field of movie recommendation. To alleviate data sparsity, Jeong et al. [8] provide a movie recommender system based on collaborative filtering method. Content-based model plays an import role in movie recommendation [9] , [10] . Further, Christakou et al. [11] provide a system which combines content-based and collaborative filtering method. And it has a good result concerning recommendation accuracy. Winoto and Tang [6] takes personalization into consideration and propose a novel collaborative filtering method by injecting user mood. In [12] , matrix factorization models are better than classic nearest methods for recommender system. Luo et al. [13] integrate the sophisticated learning rate adapting strategies into the Regularized Matrix Factorization(RMF) [14] . For integrating with various types of user feedback, Liu et al. [15] propose a novel ranking-based model and provide a sequential matrix factorization model. CarrerNeto et al. [5] use semantic technologies to integrate with the social knowledge in recommender system.
B. VISUAL CONTENTS FOR RECOMMENDATION
He et al. [16] propose a hierarchical embedding method integrated with visual dimensions. McAuley et al. [17] propose recommender systems which models a variety of visual relationships beyond simple visual similarity. To capture the fashionable trend and personal preference, He and McAuley [18] propose scalable models to aggregate product images and user feedback. Kalantidis et al. [19] propose an automated clothing recommender system which can scale to plenty of product classes and images. Li et al. [20] integrate visual and textual information with the user visiting information to study the problem of mapping the Instagram photos to POIs. It shows that we can use the visual contents of POIs to describe the properties of POIs. In most cases, the visual and textual information of items can be a part of the properties of items. This applies to movies as well. Hay and Efros [21] make full use of visual contents and propose a method to mark geo-tagged images from the social application on the map. Wang et al. [22] , [23] use visual contents to predict labels of images. To support sentiment prediction, images and textual information are fully usable in [24] . Moreover, sentiment analysis is made for visual contents. Zhao et al. [25] propose leverage matrix factorization model to predict user's interest and integrate visual features with collaborative filtering to enhance the effect of personalized recommendation. Our problem is based on how to integrate visual feature extraction and recommendation into a unified framework. Besides, we use movie posters and still frames to alleviate data sparsity for the movie recommendation task.
III. UNIFIED VISUAL CONTENTS MATRIX FACTORIZATION
At first, we introduce notations of movie recommendation problem. Users and movies are basic in movie recommendation, and we take the third object namely images into account. We suppose that there are N users
Images can be consisted of posters and still frames. Moreover, each movie v j has its official posters and still frames. Here, a still frame is a single static image taken from a movie. All the images can be collected in
is the total number of these images. One set P v j can be used to denote the posters and still frames which belongs to one movie v j . Every set of movie's images can be collected in the set P, and the relationship can be described as
R∈ R N ×M denotes the observed user-movie rating matrix. R ij denotes the rating of u i on v j , U ∈ R K ×N denotes user matrix, and V ∈ R K ×M denotes movie matrix. u i denotes user latent feature of u i , and v j denotes movie latent feature of v j . The problem is formally stated as: given M movies and N users, their rating matrix R and posters of movie P v j , j = 1, . . . , M ; we aim to recommend top-N movies for each user. 
A. PROBABILISTIC MATRIX FACTORIZATION
As we know, Probabilistic Matrix Factorization(PMF) [26] has been widely used in Recommender System. Supposing that the difference between the users' real scores of the items and the predicted scores is derived from the Gaussian distribution. The conditional distribution over the observed ratings are given by,
where the column vectors u i and v j are used to describe user-specific and movie-specific latent feature vectors, respectively. N (x|µ, σ 2 ) is the probability density function of Gaussian distribution with mean µ and variance σ 2 . Y means the indicator function, if
And the posterior distribution can be given by,
B. EXTRACTING AND MODELING VISUAL CONTENTS
In this step, we use convolutional neural network for feature extraction, abbreviated as CNN. VGG16 is a wellknown CNN architecture [27] , which is widely used extract visual features. FIGURE 2 shows the macro-architecture of VGG16 model. VGG16 includes 13 convolutions layers, 5 pooling layers, 3 fully connected layers, and 1 softmax layer. Here, it uses ReLU as activation function after each convolution and fully connected operation. Moreover, in the pooling layer, VGG16 uses the max pooling operation. Given an image of 224*224*3 as input, VGG16 completes the classification task by extracting visual features. What's more, the last fully connected layer and the softmax layer are used for classification. To apply for our studied problem, we need to take visual extraction into recommendation. So we remove the last two layers. From FIGURE 2, we can find that the dimension of the last two layers is 1000. Given an input image, the dimension D of visual features we used is 4096.
In the beginning, we use pre-trained VGG16 and then fine-tune CNN [28] . With the visual features extracted by CNN, the next step is to incorporate these features for movie recommendation. 
where W ∈ R K ×D is the interaction matrix between visual features and movie features. K and D are the dimension of movie features and visual features, respectively. Thus, for p k ∈ P v j , by maximizing P(f jk = 1|v j , p k ), We tie v j and CNN(p k ) closely together through W. In this way, visual contents are integrated into the learning process of v j . As we define P(f jk = 1|v j , p k ) in Eq.(3), the following likelihood function are used to model the visual contents,
where
w are the variances.
C. THE PROPOSED MODEL-UVMF
With modeling the rating data and modeling the visual features, we propose a Unified Visual Contents Matrix Factorization model (UVMF), we use F to denote the following objective function,
where the posterior distribution P(U, V, W|R, F, P) can be given by, FIGURE 3 displays the graphical representation of UVMF. The right is PMF part (green-dotted), and the left is CNN part(red-dashed). As a part of the movies' properties, visual contents can be used to reflect the properties of movies. For the weights W from CNN, we place zero-mean Gaussian prior. UVMF makes full use of PMF to integrate CNN into the recommendation. By substituting Eq.(2), Eq. (4), Eq.(6), the objective function F in Eq. (5) is given by,
where we set
to prevent over-fitting and α = σ 2 . is the Hadamard product.
D. OPTIMIZATION 1) NEGATIVE SAMPLING
To accelerate the training speed, Mikolov et al. [29] present a method named negative sampling(NEG), which is suitable for scenarios of large-scale training data. In the process of gradient descent to the objective function F, there are too many calculations which involve all the image vectors. Therefore, we select NEG to optimize the training. Approximately log P(f jk = 1|v j , p k ) can be given by,
where p kt are called negative samples, and t=1, . . . , J . Here, J is the number of negative samples for p k . For each image p k ∈ P, the image set of negative samples can be represented as X p k = {p k1 , . . . , p kt , . . . , p kJ }. In general, for each image p k of a movie v j , we randomly select J images as negative samples, i.e. p kt . Here, these negative sample images do not belong to v j . We attempt to maximize the similarity between v j and CNN(p k ), and then minimize the similarity between v j and CNN(p kt ). With negative samples, the gradients can be simplified. Moreover, the updates rules will be given below.
2) UPDATE U V W
The partial derivatives of F w.r.t U, V, W are given by,
where X is the partial derivative of the term
3) FINE-TUNE CNN
To update the parameters for CNN, we fix U, V, W and remove irrelevant items, the partial derivative of F w.r.t θ is given by,
where θ is the set of CNN weights to be tuned, CNN(p k ) d denotes the d-th element of CNN(p k ). We can use backpropagation(BP) algorithm [30] to calculate the gradients of CNN. Here, the gradients of CNN are involved in ∂F ∂θ .
E. THE LEARNING ALGORITHM OF UVMF
By the optimization methods, we summarize the learning algorithm of UVMF in Algorithm 1. In line 1 and 2, firstly we initialize the weights of VGG16 and U, V, W with Normal distribution respectively. From line 3 to line 8, we then update the parameters until they converge where η is the learning rate. Next, we get the predicted matrix of user-item by U T V. Finally, we can sort the elements by the predicted matrix and recommend top-N movies to each user.
F. ANALYSIS OF TIME COMPLEXITY
The most consuming parts in VGG16 are convolutional layers and fully connected layers. Thus, we focus on the analysis of these two kinds of layers. In each iteration, the computation cost of convolutional layers is O((J +1)|W| 
IV. EXPERIMENTS A. DATASET
In the experiments, we evaluate on the MovieLens2011 1 and IMDb datasets. Since there are no movie posters and still frames in MovieLens2011 dataset, we crawled these image data from IMDb. About the second dataset, we crawled all the data we need from IMDb website. The details about datasets can be summarized in TABLE 2. For rating sparsity, we have 95.3% and 94.6% for MovieLens2011 and IMDb dataset. We divide each dataset into two parts, train set and test set are 70% and 30% respectively. 
B. EVALUATION METRICS
In recommender system, Root Mean Square Error (RMSE) is a commonly used evaluation metric in rating-based models. We adopt RMSE as evaluation criterion, and the calculation formula is given as,
where |H | is the number of test ratings, r uv represents the observed value andr uv represents the predicted values from our model. After training UVMF, we can get the prediction. By ranking the predicted values for each user, we get the top-N list for each user. Precision and Recall is commonly used in the field of recommender system. From FIGURE 4 and FIGURE 5 , as the total number of each user's favorite movies in the test data is much larger than N, precision margin is wider than recall margin. By comparing the recommended list with test data, we use Precision and Recall to evaluate the performance of UVMF. 
C. COMPARISON AND PERFORMANCE
To demonstrate the performance of UVMF, we choose the following baselines to make the comparison.
• PMF: Probabilistic Matrix Factorization [26] is a frequently used well-known approach for user -item rating modeling. We only use the rating data to train this model.
• BPR: Bayesian Personalized Ranking [31] is a personalized ranking method based on Bayesian posterior optimization which is for user implicit feedback modeling. Moreover, we only use the rating data to train this model.
• CMF: Collective Matrix Factorization [32] is a model which considers different sources of information by simultaneously factorizing multiple matrices. In this paper, we use the visual feature matrix and rating matrix as the two factorized matrices.
• MF+: MF+ [4] improves context-based matrix factorization for movie recommendation by adding visual features. Here, the visual features are extracted for image classification. All the baseline methods are trained by using the same train set and are also evaluated with the same test set. For the proposed UVMF model, the parameter settings are as follows. In empirically, we set K = 10, α = 0.0001, λ 1 = 1, λ 2 = 1, η = 0.001, J = 5. Here, α controls the contribution of images in learning the latent features of users and movies. η is learning rate. J is the number of negative samples for each image. The experimental results are mainly shown in TABLE 3 and FIGURE 4. Here, UVMF+P means that the model UVMF only consider movie posters. Moreover, UVMF+P+cF means that the model UVMF considers both of movie posters and still frames. And we consider both of movie posters and still frames in MF+ model. From the results in Table 3 and FIGURE 4, we can give the following observations: First, in general, UVMF, MF+, and CMF outperform the non-visual methods PMF and BPR. It indicates that visual contents are beneficial to improve the accuracy of recommendation. Second, considering both of movie posters and still frames, UVMF+P+F performs better than MF+. MF+ incorporates with visual features into a Neighbourhood model, which used to compute the similarity of movies. Here, visual contents consist of movie posters and still frames, and visual features are used for image classification. However, the visual features of MF+ are separate from movie features. What's more, it does not reflect the property of movies. During the training process, UVMF has fine-tuned the visual features by VGG16. It integrates visual features extraction and recommendation into a unified framework. We can find that the unified optimization method of visual features and recommendation outperforms those optimized for image classification.
D. EFFECTS OF STILL FRAMES
Further, we conduct the experiments using UVMF to analyse the effects of still frames. From FIGURE 4, Precision and Recall of UVMF+P+F are much higher than those of UVMF+P. As shown in Table 3 , RMSE of UVMF+P+F is 0.03 less than that of UVMF+P. Obviously, UVMF+P+F and MF+, which consider both of movie posters and still frames, outperforms UVMF+P. We can find that still frames do well in alleviating data sparsity in movie recommendation.
E. EFFECTS OF END-TO-END TRAINING
To show the effects of end-to-end training in UVMF, we need to compare with models without end-to-end training. MF+ is such a model, however, it takes extra factors into consideration. As we know, not only CNN features but also colour, sift, category features are utilized in MF+. Hence, we conduct another experiment, in which we extract CNN features from the pre-trained VGG16 without fine-tuning. In other words, the visual features are unchanged during the training process. We name this method as Non-Unified Visual Contents Matrix Factorization(NUVMF). As shown in FIGURE 5, undeniably, UVMF+P+F outperforms NUVMF+P+F. We can find that end-to-end training shows advantages in movie recommendation.
V. CONCLUSION
In this paper, we exploit visual contents in movie posters and still frames for movie recommendation. As a part of context information, posters and still frames do well in alleviating the data sparsity. To fully use these visual contents, we propose a model named Unified Visual Contents Matrix Factorization (UVMF) for movie recommendation, which integrates visual features extraction and recommendation into a unified framework. Experimental results show that UVMF outperforms several outstanding methods on real-world data. Further experimental results are conducted to demonstrate that taking visual feature extraction and recommendation into a unified optimization process improves the accuracy of recommendation. 
