Abstract -The (n, k)-sequences have an interesting interpretation as a generalization of, so-called, exponential Welch Costas sequences, some interesting combinatorial properties, and an additional application to designing various two-dimensional synchronization patterns such as "Vatican arrays" and sets of sonar arrays with ideal auto and cross correlation functions.
An (n, k)-sequence is a permutation a l , U Z , . . . , ukn of 0,1,2,. . . , k n -1, such that U s + d -a, f Ut+d -at (mod n) for every s , t and d with 1 5 s < t < t + d 5 kn, and for every comparable pairs (as+dr a,) and ( a t + d , a t ) , where a pair ( a , , a l ) is said to be "comparable" if the integer parts of a i / n and a j / n are the same.
The only known algebraic construction is given in [2] . In addition, the number wz(n) of essentially distinct (n, 2)-sequences is reported for n up to 10[1], and here, we will give an update on this.
It is interesting to note that the value increases from n = 1 to n = 7 with a little fluctuation and then decreases to 0 at n = 10. Furthermore, it is recently confirmed by taking about 336 hours of CPU time on Intel Pentinum P C that ~~( 1 2 ) = 0.
On the other hand, we have wz(n) 2 1 for infinitely many values of n by the construction in [2]. From any (n, 2)-sequence, we can construct a pair of 2n x n sonar arrays, which is in fact equivalent to the shuffling of the exponential-Welch modular sonar arrays whenever 2n+ 1 = p . This idea of "shuffling" together with the process of obtaining best known sonar arrays via "modular sonar arrays" in [3] , can be used to produce a better pair of sonar arrays with optimum auto and cross correlations. Here, we introduce two different methods of splitting a modular sonar array into two parts: shuffle and middle-cut. 
