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Let T be a submonad of the ultraﬁlter monad β and let G be a subfunctor of the
ﬁlter functor. The T-algebras are topological spaces whose closed sets are the subalgebras
and form thereby an equationally deﬁnable full subcategory of topological spaces. For
appropriate T , countably generated free algebras provide ZFC examples of separable,
Urysohn, countably compact, countably tight spaces which are neither compact nor
sequential, and 2c non-homeomorphic such examples exist. For any space X , say that
U ⊂ X is G-open if U belongs to every ultraﬁlter in GX which converges in U . The full
subcategory TopG consists of all G-spaces, those spaces in which every G-open set is
open. Each TopG has at least these stability properties: it contains all Alexandroff spaces,
and is closed under coproducts, quotients and locally closed subspaces. Examples include
sequential spaces, P -spaces and countably tight spaces. T-algebras are characterized as the
T -compact, T -Hausdorff T -spaces. Malyhin’s theorem on countable tightness generalizes
verbatim to TopG for any G ⊂ β . For r ∈ ω = βω\ω, let Gr be the subfunctor of β
generated by r and let Tr be the generated submonad. If RK is the Rudin–Keisler preorder
on ω, r RK s ⇔ Gr ⊂ Gs . Let c be the Comfort preorder and deﬁne the monadic
preorder r m s to mean Tr ⊂ Ts . Then r RK s ⇒ r m s ⇒ r c s. It follows that
there exist 2c monadic types. For each such type Tr , the Tr-algebras form an equationally
deﬁnable full subcategory of topological spaces with only one operation of countably
inﬁnite arity. No two of these varieties are term equivalent nor is any one a full subcategory
of another inside topological spaces. Say that r ∈ ω is an m-point if Gr = Tr . Under CH,
m-points exist.
© 2009 Elsevier B.V. All rights reserved.
The main idea in this paper is that the study of submonads of the ultraﬁlter monad leads to new examples of topological
spaces and to new concepts of ultraﬁlter type.
1. Background
We provide just enough background to clarify the meaning of our main results which are stated in the next section. For
far more details than are necessary to read this paper, see [35]. Also, see [31].
Let X be a discrete space with β-compactiﬁcation βX . As is well known, there exists a natural embedding ηX : X → βX
and, for every compact Hausdorff space Y and function f : X → Y , there exists a unique continuous map f # : βX → Y
extending f . We may restrict attention to f : X → βY . The following three properties evidently hold for f : X → βY ,
g : Y → β Z :
f #ηX = f
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# = idβX(
g# f
)# = g# f #
Now replace β with any function T which assigns a set T X to each set X , let ηX : X → T X be given functions and
assume given an operator assigning to each f : X → T Y a function f # : T X → T Y requiring only the three axioms above.
The resulting concept is that of a monad in the category Set of sets and functions. For such a monad, T : Set → Set is
provably an endofunctor; for f : X → Y , T f : T X → T Y is deﬁned as (X f−→ Y ηY−−→ T Y )#. A canonical natural transformation
μ : T T → T is deﬁned as μX = (idT X )#. Monads are frequently (equivalently) deﬁned in terms of (T , η,μ) and this notation
is sometimes used to specify monads below.
We write T= (T , η, (·)#), i.e. a boldface T for the whole monad. Thus β is the ultraﬁlter monad since we regard βX as
the set of ultraﬁlters on X . (In this paper we consider βX only for discrete spaces X .)
Every monad is characterized by its category of algebras. The objects, called T-algebras, are pairs (X, ξ) with ξ : T X → X
satisfying the axioms ξηX = idX and ξ(T ξ) = ξμX . The morphisms f : (X, ξ) → (Y , θ), called T-homomorphisms, are
functions satisfying θ(T f ) = f ξ . The category of T-algebras is denoted SetT . For any set X , (T X,μX ) is a T-algebra. For any
T-algebra (Y , θ) and function f : X → Y , f # = T X T f−−→ T Y θ−→ Y is the unique T-homomorphism (T X,μX ) → (Y , θ) which
extends f through ηX , so that (T X,μX ) is the free algebra generated by X .
The word “algebra” is also in the sense of universal algebra, since T-algebras may be described with operations and
equations and, indeed, virtually all equationally deﬁnable classes of algebras arise as the algebras over a monad. (The
exceptions are those situations where the free algebra generated by a set is a proper class [21,25]. Given the monad ﬁrst,
T X is the free algebra generated by X , so this cannot happen in that case.) For the monad β above, the algebras are precisely
the compact Hausdorff spaces (see Theorem 3.11 below).
Let C,D be categories of algebras (presented either with operations and equations or as the algebras of a monad in Set)
with underlying set functors U : C → Set, V :D → Set. Say that C,D are term equivalent if there exists an isomorphism of
categories Φ : C → D with VΦ = U . For example, if C is Boolean algebras presented via equations in ∨,¬, and D is rings
satisfying the additional equation x2 = x then C,D are term equivalent. It is known that SetT,SetS are term equivalent if
and only if T, S are isomorphic monads [35, Theorem 3.39].
Given a T-algebra (X, ξ) and A ⊂ X with inclusion i : A → X , A is a subalgebra of (X, ξ) if there exists ξo rendering the
following square commutative:
T A
T i
ξo
T X
ξ
A i X
in which case (A, ξo) is an algebra in its own right and i is a homomorphism. In general, the image of T A
T i−−→ T X ξ−→ X is
the subalgebra 〈A〉 generated by A.
If T is a monad and S X ⊂ T X for all sets X , S is a submonad of T if the image of ηX is in S X and if for all f : X → SY
inducing g : X f−→ SY ⊂ T Y , necessarily g# maps S X into SY . As any intersection of submonads is a submonad, any class of
(τ , X) with τ ∈ T X generates a submonad of T. Although a submonad S is a monad S in its own right, one need not write
submonads in boldface because S determines S completely. Similarly, if G : Set → Set is a functor and HX ⊂ GX for all X ,
H is a subfunctor of G if for all f : X → Y , G f maps HX into HY . It is easily checked that if S is a submonad of T then S
is a subfunctor of T .
F is a ﬁlter on a set X if F = ∅, ∅ /∈ F and F is closed under binary intersection and supersets. The ﬁlter monad
[14,51] is deﬁned by F X = set of ﬁlters on X , ηX (x) = prin(x), the principal ultraﬁlter of supersets of {x} and, for f : X → Y ,
f #(F) = {B ⊂ Y : {x: B ∈ f x} ∈ F}. As a functor, (F f )F = {B ⊂ Y : f −1(B) ∈ F} = { f (A): A ∈ F}c where the “contain”
operator Ac for A⊂ 2X is the set of all supersets of elements of A in 2X . As is customary in topology one often writes fF
instead of (F f )F .
We will be considering both subfunctors of F and submonads of F. We generally use G, H for generic subfunctors which
may or may not be submonads, and T , S for generic submonads.
It is routinely checked that βX = {U ∈ F X: U is an ultraﬁlter} is a submonad of F and this is the precise structure of the
ultraﬁlter monad.
In this paper, Top is the category of topological spaces and continuous maps. We note that no space is assumed to be
Hausdorff or anything else unless explicitly stated. The neighborhood ﬁlter of a point x in a space will be written Nx . We
write F ⇁ x to indicate that the ﬁlter F converges to x. A family f i : Xi → X of continuous maps is ﬁnal if for every
space Y and function f : X → Y , f is continuous if each f f i is. Equivalently, for A ⊂ X , if each f −1i (A) is open then A is;
equivalently, if each f −1i (A) is closed then A is.
We assume the axiom of choice throughout.
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In this section, we describe the main results in the order in which they are proved below.
We hence regard an algebra for a submonad of β as a topological space whose closed sets are its subalgebras. That this
is a topology is shown at the beginning of the next section. Such algebras produce examples as seen in the next three
theorems.
Theorem 2.1. If T is a submonad of β , its algebras are T1 and all free algebras are Urysohn. The countably generated free algebra is
separable and contains no non-trivial convergent sequences.
Deﬁnition 2.2. For a subfunctor ∅ = G ⊂ F and a space X say that U ⊂ X is G-open if given F ∈ GX with F ⇁ x and x ∈ U
then U ∈F . (Thus if G = F , G-open coincides with open.) Say that X is a G-space if every G-open set is open.
The full subcategory of Top of all G-spaces will be denoted TopG . Examples of categories of G-spaces include sequential
spaces, P -spaces and countably tight spaces.
Theorem 2.3. βω X = {U ∈ βX: U has a countable member} is a submonad of β . Topβω is precisely spaces of countable tightness. If
T is any submonad of βω for which some T X has a non-principal ultraﬁlter, all T-algebras are countably compact and countably tight
and the free T-algebra Tω generated by ω is a ZFC example of a separable, countably compact, countably tight Urysohn space which is
not compact, answering [39, pp. 369–370], [37, p. 575]. Moreover, if S, T are different submonads, Sω, Tω are not homeomorphic.
In 1990, [16] constructed a separable, countably tight, countably compact, Hausdorff, non-sequential space using a weak-
ening of Martin’s axiom. [46] asked if such an example exists in ZFC. An aﬃrmative answer is provided by the same class
of spaces as in the previous theorem, in view of Theorem 2.1.
Every G ⊂ F induces Gu ⊂ β by
Gu X = {U ∈ βX: ∃F ∈ GX, F ⊂ U}
Theorem 2.4. TopG ⊂ TopGu .
This theorem generalizes the fact that a sequential space is countably tight since it will be seen below that G can be
chosen such that TopG is sequential spaces whereas Gu = βω .
Recall that a space is Alexandroff [2] if every intersection of open sets is open. The following stability theorem is well
known for sequential spaces and for countably tight spaces and is a general fact about TopG .
Theorem 2.5. For any ∅ = G ⊂ F , TopG contains all Alexandroff spaces and is closed under coproducts (= disjoint unions), quotients
and locally closed subspaces.
Theorem 2.6. G → TopG is an order isomorphism from the complete lattice of non-empty subfunctors of β to the inclusion-ordered
full subcategories of Top of form TopG .
The theorem just stated is for subfunctors of β . For subfunctors of F the situation is much more chaotic. Other nice
results hold for subfunctors of β which do not hold for subfunctors of F . On the other hand, sequential spaces and P -spaces
arise as TopG for appropriate subfunctors of F and cannot arise from subfunctors of β .
Theorem 2.7. For G ⊂ β , if X is a T1 G-space and Y is a compact Hausdorff G-space then X × Y is a G-space.
Malyhin’s theorem is recovered by setting G = βω since, for that G , a G-space is just a countably tight space.
It has been known for four decades that compact Hausdorff spaces form a variety, but the equational description is too
large for it to be practical to develop the structure of these spaces from that point of view. As far as we know, it is not
previously known that there exist other non-trivial varieties of spaces. We claim that such varieties exist and that some
require few operations in their equational descriptions. The main tool is
Theorem 2.8. If T is a submonad of β , its algebras form an equationally deﬁnable full subcategory of Top.
Theorem 2.9. Let T be a submonad of βω for which X exists such that T X has a non-principal ultraﬁlter. Then every compact metric
space is a T-algebra.
We next state that βω has a large supply of “small” submonads, small in the sense that the algebras can be described
with a single operation.
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generated by r so that
Gr X =
{
f r : ω f−→ X}
Let Tr be the submonad of βω generated by r.
Theorem 2.11. There exist 22
ω
distinct submonads Tr and for no two are their algebras term equivalent. For each such Tr , the cate-
gory of Tr -algebras is equationally deﬁnable with a single operation δ(x0, x1, x1, . . .) of countably inﬁnite arity and the free algebra
generated by ω has cardinality at most 2ω .
We thank the referee for helpful criticism.
3. A ﬁrst look at submonads of the ultraﬁlter monad
In this section, let T be a submonad of β .
Lemma 3.1. For a T-algebra (X, ξ), the set of its subalgebras constitutes the closed sets for a topology on X.
Proof. For any monad, any intersection of subalgebras is a subalgebra. Here, ∅ is a subalgebra (as T∅ = ∅). Moreover, the
union A ∪ B of two subalgebras A, B is a subalgebra because U ∈ T (A ∪ B) ⇔ A ∪ B ∈ U ⇔ A ∈ U or B ∈ U ⇔ U ∈ T A ∪ T B .
It follows that 〈A ∪ B〉 = 〈A〉 ∪ 〈B〉 = A ∪ B . 
Henceforth we regard algebras as spaces.
Since the inverse image of a subalgebra under an algebra homomorphism is again a subalgebra, it follows that the
construction of Lemma 3.1 establishes a functor SetT → Top. Theorem 2.8 will be established by showing that this functor
is a full subcategory. To do so directly would require showing that if (X, ξ), (X, θ) are algebras with the same subalgebras
then ξ = θ ; and that if f : (X, ξ) → (Y , θ) is continuous then it is a homomorphism. This is not obvious and will ultimately
be shown less directly, based on the idea that if surjective f : X → Y is “perfect” and X is “Hausdorff” then Y is “Hausdorff”,
where the quotes indicate that the standard ideas will be adapted to the category in which the objects live.
Lemma 3.2. For T , T1 submonads of β with T ⊂ T1 , the inclusion between the respective free algebras ιX : (T X,μX ) → (T1,X ,μ1,X )
is continuous.
Proof. As ι : T → T1 is a monad map, (T1X, ξX ) is a T-algebra if ξX = T T1X ιT1 X−−−→ T1T1X μ1,X−−−→ T1X [35, Theorem 3.39]. If
j : A → T1X is the inclusion of a subalgebra so that the square on the right below commutes for (unique) γ , the naturality
of i (the square on the left) gives that A is also
T A
ιA
T j
T1A
γ
T1 j
A
j
T T1X ιT1 X
T1T1X μ1,X T1X
a subalgebra of (T1X, ξX ). The commutativity of the square
T T X
T ιX
μX
T T1X
ξX
T X ιX T1X
is part of the deﬁnition of a monad map [35, Deﬁnition 2.2]. Thus ιX : (T X,μX ) → (T1X, ξX ) is a T-homomorphism so that
ι−1X (A) is a subalgebra of (T X,μX ). 
Example 3.3. Let I X = {prin(x): x ∈ X}. Then I is a submonad of every submonad of β . If (X, ξ) is a T-algebra, ξ = η−1X so
every subset of X is a subalgebra and the space (X, ξ) is discrete.
Deﬁnition 3.4. A functor G : Set→ Set has rank α if α is the smallest cardinal γ such that for all sets X and τ ∈ GX there
exist f : γ → X and σ ∈ Gγ with (G f )(σ ) = τ .
Example 3.5. β does not have a rank.
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Proof. A singleton is countable so each principal ultraﬁlter on X is in βω X . If f : X → βωY let Ax be countable, Ax ∈ f x.
Let U ∈ βω X with A ∈ U countable. Then C =⋃x∈A Ax is countable. As f #U = {B ⊂ Y : {x: B ∈ f x} ∈ U} whereas {x: C ⊃
Ax} ∈ U , C ∈ f #U . This shows βω is a submonad. 
Lemma 3.7. A subfunctor of βω has rank at most ω.
Proof. Let G ⊂ β be a subfunctor, U ∈ GX . Let A ∈ U be countable and let g : ω → A be surjective. By the axiom of choice,
there exists h : A → ω with gh = idA . As (Gg)(Gh) = idG A , Gg is surjective so there exists r ∈ Gω with (Gg)r = U as
desired. 
Lemma 3.8. Let T be a submonad of β , X a set. Then the isolated points of the space (T X,μX ) are precisely the principal ultraﬁlters.
Proof. {prin(x)} is open in T X because it is open in βX and the inclusion T X → βX is continuous by Lemma 3.2. Conversely
if U ∈ T X with T X\{U} closed then T X\{U} cannot contain the dense set {prin(x): x ∈ X} so U must be principal. 
The next result is somewhat surprising. It states that for submonads T of β of rank at most α, the topological space Tα
completely determines the submonad.
Theorem3.9. Let S, T be submonads of β and let S have rank at most α. Then if the respective free algebras Sα, Tα are homeomorphic,
S is a submonad of T .
Proof. Let ψ : Sα → Tα be a homeomorphism and consider the diagram
α
(A)h
Sα
(B)ψ
βα
βh
α Tα βα
where the unlabeled maps are the principal ultraﬁlter maps and inclusions. By Lemma 3.8, ψ restricts to a bijection h :
α → α giving diagram (A). As all functions in (B) are continuous and both paths agree on the dense set of principal
ultraﬁlters, (B) also commutes. Thus (βh)(Sα) ⊂ Tα so that Sα = (βh−1)(βh)(Sα) ⊂ (βh−1)(Tα) ⊂ Tα, the last because T
is a subfunctor. Now let X be any set, U ∈ S X . There exist g : α → X and V ∈ Sα with gV = U . As V ∈ Tα, U ∈ T X . 
Corollary 3.10. Let T be a submonad of β with T = I . Then if T has rank at most α, Tα has a non-principal ultraﬁlter. In particular, if
T is a submonad of βω , Tω has a non-principal ultraﬁlter.
Proof. Since T is not a subfunctor of I , Sα cannot be homeomorphic to Iα. Now use Lemma 3.8. 
Theorem 3.11. β-algebras (X, ξ) are precisely compact Hausdorff spaces with ξ : βX → X being ultraﬁlter convergence.
Proof. This is immediate from Barr’s theorem [3] for which he also cites Basil Rattray as having proved it independently.
Since the closed subsets of a compact Hausdorff space are just those closed under convergence, the closed sets are the
subalgebras as in Lemma 3.1. 
Proposition 3.12. For T a submonad of β , every free T-algebra is a Urysohn space. Every T-algebra is a T1 space.
Proof. In the context of Theorem 3.11, the free β-algebra generated by X is the Cˇech–Stone compactiﬁcation βX of dis-
crete X . Such βX is compact Hausdorff, hence Urysohn. Since the inclusion of (T X,μX ) in βX is continuous by Lemma 3.2
and as any space admitting an injective continuous map into a Urysohn space is itself Urysohn, we have proved the ﬁrst
statement. The second statement is obvious since T {x} has one element so that the subalgebra {x} generates is {x} itself. 
The next result generalizes a well-known property of βω.
Theorem 3.13. Let (T ,ρ, ν) be a submonad of β = (β,η,μ). Then every inﬁnite closed subset C of (Tω,νω) contains a subspace
homeomorphic to (Tω,νω).
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subsets of (βω,μω) with pairwise disjoint closures and Hn ∩ C = ∅. Let Un ∈ Hn ∩ C and set A = {U1,U2,U3, . . .}. In view
of Lemma 3.2, A is a discrete subspace of (Tω,νω), so is homeomorphic to ω. Let E be the full subcategory of SetT of
all T-subalgebras (= closed subspaces) of some free algebra (T X, νX ). Then A and C are objects of E and all objects of E
are Hausdorff spaces. Let (Y , θ) be any object of E, f : A → Y any function. Necessarily Y = ∅ so let y0 ∈ Y be any chosen
element. Deﬁne h : ω → Y by
h(m) =
{
f (Un) ifm ∈ Hn
y0 ifm /∈⋃n Hn
where “ω ⊂ Tω” via principal ultraﬁlters. This is well deﬁned since the Hn are pairwise disjoint. Let ψ : (Tω,νω) → (Y , θ)
be the unique T-homomorphism with ψρω = h. As is every T-homomorphism, ψ is continuous. Since Y is Hausdorff,
Bn = {U ∈ GX: ψ(U) = f (Un)} is closed. Since each Hn is open and ω is dense in Tω, it follows from [18, Theorem 1.3.6]
that Hn = ω ∩Hn . For m ∈ Hn , ψ(prin(m)) = h(m) = f (Un) by the deﬁnition of h, so ψ(U) = f (Un) for all U ∈ Bn . As
Un ∈Hn , ψ(Un) = f (Un), so ψ extends f . Thus the T-algebra A has the same universal mapping property in E as (Tω,νω)
so these algebras are isomorphic. Since homomorphisms are continuous, the spaces are homeomorphic as well. As C is
closed, A⊂ C . 
We can now prove our ﬁrst announced result.
Proof of Theorem 2.1. Here, T is a submonad of β . That free algebras are Urysohn and algebras are T1 is Proposition 3.12.
It remains to show that (Tω,μω) is separable and contains no non-trivial convergent sequences. Separability is trivial since
the subalgebra generated by ω is all Tω. Now suppose Vn is an inﬁnite sequence which converges to V in Tω. Then
A = {V0,V1,V2, . . .} is a discrete subspace of Tω with C = A ∪ {V} a compact subspace of the Hausdorff space Tω, hence
closed. The proof of Theorem 3.13 gives that C ∼= Tω, so that V is the only element of Tω\ω. Let V ∈ V with V and its
complement V ′ both inﬁnite and let f : ω → ω be a bijection with f −1(V ′) = V . As f is injective, f V is not principal. As
V ′ ∈ f V , f V = V , the desired contradiction. 
4. Examples and ﬁrst properties of TopG
Proposition 4.1. Let G ⊂ F , let X be a G-space and let Y be any space. Then a function f : X → Y is continuous if and only if it
preserves convergence of ﬁlters in G X.
Proof. Suppose F ⇁ x⇒ fF ⇁ f x for all F ∈ GX . Let V ⊂ Y be open, F ∈ GX , F ⇁ x, x ∈ f −1V . By hypothesis, fF ⇁ f x
and f x ∈ V , so V ∈ fF , that is, f −1V ∈F . This shows that f −1V is G-open, hence open. 
Example 4.2. For I the submonad of β of Example 3.3, we see that TopI is the category Ax of Alexandroff spaces as follows.
Observe that any space X admits the well-known specialization preorder x  y if y ∈ {x}. Notice that x  y ⇔
prin(x) ⇁ y. Thus U is I-open if and only if (x  y and y ∈ U ) ⇒ x ∈ U , that is, U is a lower set. For X in TopI , its
topology, then, is the lower sets of its specialization order and such X is Alexandroff since any intersection of lower sets in
a preorder is again a lower set. Conversely, let X be Alexandroff and denote the smallest open set containing y ∈ Y by U y .
Then y ∈ {x} ⇔ x ∈ U y so if U is open and x y ∈ U , x ∈ U y ⊂ U and U is a lower set in the specialization preorder. Thus
X is an I-space.
Example 4.3. Say that a ﬁlter F ∈ F X is sequential if there exists a sequence (xn) ∈ X with F = {{xm: m  n}: n = 0,1,
2, . . .}c . Sequential spaces is TopG if GX = {F ∈ F X: F is sequential}.
To see that G is a subfunctor note that fF = {{ f xm: m  n}: n = 0,1,2, . . .}c . For F ∈ GX and any topology on X ,
F ⇁ x ⇔ xn ⇁ x. Since the G-open sets are those U such that if xn ⇁ x ∈ U then xn is eventually in U , TopG is sequential
spaces.
Example 4.4. Recall that a topological space is a P -space if every countable intersection of open sets is open. Then there
exists a submonad F P of F such that TopF P is the category of P -spaces.
We see this as follows. Let F P X = {F ∈ F X: F is closed under countable intersections}. Surely prin(x) ∈ F P X . If f : X →
F P Y and F ∈ F P X , let Bn be a sequence in f #F , B =⋂ Bn . Thus An = {x ∈ X: Bn ∈ f x} ∈ F for all n. Let A =⋂ An . For
each x ∈ A, each Bn ∈ f x and f x ∈ F P Y , so B ∈ f x and {x ∈ X: B ∈ f x} ⊃ A. But A ∈ F as F ∈ F P X , so B ∈ f #(F). This
shows that F P is a submonad of F. Now let X be a P -space and let U be F P -open. For all x ∈ U , Nx ∈ F P X so U ∈Nx . This
shows U is open. Conversely, let X be a space in TopF and let Un be a sequence of open sets, U =
⋂
Un . For F ∈ F P XP
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is F P -open, hence open.
We leave it to the reader to provide the obvious generalizations of the previous proposition to uncountable cardinals
(see [47]). Note that the submonad F P ∩ β = I if and only if there exists a measurable cardinal.
Deﬁnition 4.5. For G ⊂ F , X a space, A ⊂ X is G-closed if
(F ∈ GX,F ⊂ U ∈ βX, A ∈ U,U ⇁ x) ⇒ x ∈ A
Proposition 4.6. Let G be a subfunctor of F. For X ∈ TopG , each of its G-closed sets is closed. If even G ⊂ β then, conversely, if each
G-closed set is closed then X ∈ TopG .
Proof. Let X ∈ TopG and let A ⊂ X be G-closed. We shall show that A′ is G-open. Let F ∈ GX , F ⇁ x, x ∈ A′ . Let U be an
arbitrary ultraﬁlter containing F . As U ⇁ x and x /∈ A it follows from the deﬁnition of G-closed that A /∈ U . Thus A′ ∈ U .
As F is the intersection of its containing ultraﬁlters, A′ ∈ F as desired. Conversely, suppose G ⊂ β and X is a space in
which every G-closed set is closed. Let A be G-open and show that A is open. Suppose A′ ∈ U ∈ GX and U ⇁ x. As A /∈ U
it follows from the hypothesis on A that x /∈ A so x ∈ A′ . But then A′ is G-closed, hence closed, so A is open. 
Corollary 4.7. For T a submonad of β , every T-algebra is a T -space.
Proof. The deﬁnition of a T -closed set and a subalgebra coincide. 
Lemma 4.8. For G ⊂ H ⊂ F , TopG ⊂ TopH .
Proof. This is obvious since an H-open set is G-open. 
Theorem 4.9. Topβω is spaces of countable tightness.
Proof. Let X be the full subcategory of countably tight spaces. To see X ⊂ Topβω , let (X,T ) be countably tight and suppose
U ⊂ X is such that (U ∈ βω X and U ⇁ x and x ∈ U ) ⇒ U ∈ U . To show (X,T ) ∈ Topβω we must show U ∈ T . Suppose not.
Then U ′ is not closed, so there exists countable A, A ⊂ U ′ with A ⊂ U ′ . Let x ∈ A ∩ U . Then there exists U ∈ βX with A ∈ U
and U ⇁ x. As A ∈ U , U ∈ βω X . But then U ∈ U so ∅ = A ∩ U ∈ U , the desired contradiction. To complete the proof, let
(X,T ) ∈ Topβω and show (X,T ) ∈ X . Let A ⊂ X be such that (C countable, C ⊂ A) ⇒ C ⊂ A. To show: A is closed. By
Proposition 4.6, we need show only that A is βω-closed. let A ∈ U ∈ βω X , U ⇁ x. There exists countable B in U . As A ∩ B
is countable, A ∩ B ⊂ A. As A ∩ B ∈ U , x ∈ A ∩ B ⊂ A. 
Lemma 4.10. Let T be a submonad of β and let (X, ξ) be a T-algebra. Then for U ∈ T X, U ⇁ ξ(U).
Proof. Let ξ(U) ∈ U with U open so that A = U ′ is a subalgebra. If A ∈ U then U ∈ T A so that ξ(U) ∈ Im(T A −→ T X ξ−→
X) = A, a contradiction. Thus U ∈ U as desired. 
Proposition 4.11. Let I = T be a submonad of βω . Then every T-algebra is countably compact.
Proof. Let (X, ξ) be a T-algebra and let f : ω → X be a sequence. To show: f has a cluster point x. By Corollary 3.10, let
r ∈ Tω\ω so that f r ∈ βω X . If x= ξ( f r), f r ⇁ x by Lemma 4.10. For x ∈ U with U open in X , f −1(U ) ∈ r. As r contains no
ﬁnite sets, {n ∈ ω: f n ∈ U } is inﬁnite. 
We are now ready to prove Theorem 2.3.
Proof of Theorem 2.3. Here, T is a submonad of βω . The ﬁrst two sentences are Lemma 3.6 and Theorem 4.9. The last
sentence is Theorem 3.9. All T-algebras are countably compact and countably tight by Proposition 4.11, Theorem 4.9 and
Corollary 4.7. It remains to show that Tω is separable and Urysohn, but not compact. Separable and Urysohn follow from
Theorem 2.1. The inclusion i : Tω → βω is continuous by Lemma 3.2. If Tω is a proper subset of βω, it cannot be a closed
subset of βω containing the dense subset ω, and so cannot be compact in particular. Otherwise i = id so the proof is
complete if we show this map is not a homeomorphism. But the ﬁrst space is countably tight whereas βω is not because
weak P -points exist in ZFC [36, Corollary 4.3.4]. 
Deﬁnition 4.12. Given G ⊂ F deﬁne Ĝ X = {F ∈ F X: F is an intersection of ﬁlters in GX}.
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Proof. If f : X → Y and F =⋂Fi with Fi ∈ GX , each fFi ∈ GY so fF = {B ⊂ Y : f −1B ∈ Fi for all i} =⋂ fFi ∈ ĜY . If
U ∈ Gu X so that there exists F ∈ GX with F ⊂ U , then fF ⊂ f U so f U ∈ GuY . Now suppose G is a submonad. prin(x) ∈
GX ⊂ Ĝ X . Now let f : X → ĜY and let F ∈ Ĝ X . Write F =⋂Fi with each Fi ∈ GX . Then B ∈ f #F ⇔ {x: B ∈ f x} ∈ Fi
for all i ⇔ B ∈ f #Fi for all i. As f #Fi ∈ GY , f #F =⋂i f #Fi ∈ ĜY , so Ĝ is a submonad. Now for Gu . As G ∩ β ⊂ Gu ,
prin(x) ∈ Gu X for all x ∈ X . Now let f : X → GuY , U ∈ Gu X . Deﬁne γ : X → GY such that γ (x) ⊂ f (x) for all x ∈ X and let
F ∈ GX , F ⊂ U . As γ #(F) ∈ GY , it suﬃces to show γ #(F) ⊂ f #(U). Let B ∈ γ #(F) so that {x: B ∈ γ (x)} ∈ F ⊂ U . But
then {x: B ∈ f (x)} ⊃ {x: B ∈ γ (x)} ∈ U ⇒ {x: B ∈ f (x)} ∈ U and B ∈ f #(U). 
A ﬁlter F on X is principal if there exists A ⊂ X with F = {A}c .
Example 4.14. Î X is the set of principal ﬁlters on X .
Example 4.15. β̂ω X is the set of ﬁlters on X which have a countable member.
Example 4.16. For G the sequential ﬁlters functor, Gu = βω .
To see this, let A ∈ U ∈ βX with A countable. If U = prin(x) then U ∈ Gu X . Otherwise, U ∈ βX\X so contains no ﬁnite
subsets. Enumerate A = {a0,a1,a1, . . .}. As U is an ultraﬁlter, An = {am: m  n} ∈ U for all n. Letting F be the sequential
ﬁlter generated by the An , F ⊂ U so U ∈ Gu X . Conversely, if U ∈ Gu X , U contains a sequential ﬁlter and hence has a
countable member.
Lemma 4.17. For G ⊂ F , TopG = TopĜ .
Proof. As G ⊂ Ĝ , TopG ⊂ TopĜ by Lemma 4.8. Now let X be a space in TopĜ and let A ⊂ X be G-open. We will show A is
Ĝ-open. Let F =⋂Fi with Fi ∈ GX and suppose F ⇁ x, x ∈ A. As each Fi ⇁ x, A ∈Fi for all i, so A ∈F . 
Example 4.18. If GX is the set of ﬁlters with a countable member, TopG is the category of countably tight spaces. This
follows from Theorem 4.9, Example 4.15 and Lemma 4.17.
We can now prove Theorem 2.4 which states that for G ⊂ F , TopG ⊂ TopGu .
Proof of Theorem 2.4. For F ∈ GX , F =⋂{U ∈ βX: F ⊂ U} ∈ Ĝu X . As G ⊂ Ĝu , TopG ⊂ TopĜu = TopGu . 
We thus recover the following well-known result.
Corollary 4.19. A sequential space is countably tight.
Lemma 4.20. Let G ⊂ F and let X be a space such that Nx ∈ Ĝ X for all x ∈ X. Then X is a G-space.
Proof. Let A ⊂ X be G-open, x ∈ A. Write Nx =⋂Fi with each Fi ∈ GX . As Fi ⇁ x for all i, A ∈Fi for all i so A ∈Nx . This
shows A is open. 
In contradistinction to Theorem 2.6, different subfunctors G ⊂ F can give rise to the same category TopG .
Example 4.21. Let NX = {F ∈ F X: ⋂F = ∅}. Then N is a submonad of F and TopN = TopF = Topβ = Top, so three different
submonads of F give rise to all spaces.
To see N is a submonad, prin(x) ∈ NX is clear. Now let f : X → NY , F ∈ NX . Let yx ∈⋂ f x and xo ∈⋂F . One checks
easily that yxo ∈
⋂
f #F . That all three functors G have all spaces as G-spaces follows from Lemma 4.20.
5. Stability properties of TopG
A property P of full subcategories of a category is a stability property if any non-empty intersection of subcategories
with P again satisﬁes P .
We do not know at this time if being of form TopG is a stability property for full subcategories of spaces. If this is not
the case then there would be no hope to extend properties SP.1, SP.2, SP.3 of the next theorem to characterize TopG .
We are now ready to prove Theorem 2.5 which we restate in full.
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SP.1 TopG contains all Alexandroff spaces.
SP.2 TopG is closed under coproducts and quotients.
SP.3 TopG is closed under locally closed subspaces.
Proof. G = ∅ means that X exists with GX = ∅. If G∅ = ∅ then G(∅ → X) shows that all GX = ∅. Otherwise some GXo = ∅
with Xo = ∅. For any non-empty X there exists a function Xo → X so that GX = ∅. Thus all GX = ∅ with the possible
exception of X = ∅. By applying G to constant functions we see that prin(x) ∈ GX if x ∈ X , i.e. that I ⊂ G . I is in fact the
least element of the complete lattice of all non-empty subfunctors of F . We thus get SP.1 from Example 4.2 and Lemma 4.8.
Now let ini : Xi → X be a coproduct in Top with each Xi a G-space and let U ⊂ X be G-open. If F ∈ GXi and F ⇁ x with
x ∈ U ∩ Xi then iniF ⇁ x in X with x ∈ U , so U ∈ iniF , that is, U ∩ Xi ∈F . This shows each U ∩ Xi is G-open, hence open so
U is open in X . Now let f : X → Y be a quotient with X a G-space and let U ⊂ Y be G-open. If F ∈ GX , F ⇁ x, x ∈ f −1U
then fF ⇁ f x with f x ∈ U so U ∈ fF and f −1U ∈ F . This shows f −1U is G-open, hence open, so U is open in Y . This
completes the proof of SP.2. SP.3 is equivalent to showing closure under open subspaces and closed subspaces, and we do
these separately. Let U be an open subspace of X , V ⊂ U G-open in U . Let F ∈ GX , F ⇁ x in the space X with x ∈ V . As
U is open in X , U ∈F so we may think of F ∈ GU , so V ∈F . But then V is G-open in X , hence open in X so open in U .
Finally, let A be closed in X , V ⊂ A G-open in the subspace A. It suﬃces to show A\V is G-closed in X since then A\V
is closed in X (Proposition 4.6), hence in A, so that V is open in A. Let F ∈ GX , F ⊂ U ∈ βX , A\V ∈ U , U ⇁ x ∈ X . As A
is closed and A ∈ U , x ∈ A. Suppose x ∈ V . As U ∈ GA, U ⇁ x ∈ X and x ∈ A, U ⇁ x in the subspace A. As x ∈ V and V is
G-open, V ∈ U , the desired contradiction. 
It is known [19] that a subspace of a sequential space need not be sequential. Thus SP.3 cannot be strengthened to all
subspaces in Theorem 5.1.
We will resist the temptation to give a name to a subcategory satisfying SP.1, SP.2, SP.3 since later developments may
lead to additional axioms. For a shorthand for this paper, if w is a non-empty sublist of the list 1 2 3, a full subcategory of
Top is said to be SP.w if it satisﬁes SP.i for i in w .
Proposition 5.2. Let C be an SP.12 category of spaces. Given a ﬁnal family fi : Xi → Y in Top with each Xi in C then X is also in C.
Moreover, if (X,T ) is any space, there exists a supertopology S ⊃ T such that id : (X,S) → (X,T ) is a coreﬂection of (X,T ) in C.
Proof. Let f i : Xi → X (i ∈ I) be ﬁnal with Xi in C. If I = ∅, X is indiscrete and so in C by SP.1. If |I| > 1, form the coproduct
ini : Xi → X so that X is in C by SP.2. Then the f i are a ﬁnal family if and only if the single map f : X → Y with f ini = f i
is ﬁnal, so we have reduced it to |I| = 1. To that end, given f : X → Y with f a ﬁnal map and X in C we must show Y
is again in C. But f is ﬁnal if and only if Y decomposes as ( f X)q + (Y \( f X))d , the coproduct of the image of f with the
quotient topology and the complement of the image of f with the discrete topology. As discrete spaces are Alexandroff,
we have proved the ﬁrst statement. For the second, let (X,T ) be a space and set H = {W ⊃ T : (X,W) ∈ C}. H = ∅ since
discrete spaces are Alexandroff. Deﬁne S =⋂H. As id : (X,W) → (X,S) (as W ranges over H) is ﬁnal in Top, (X,S) is
in C and id : (X,S) → (X,T ) is continuous; it provides the desired coreﬂection as follows. Consider
(X,S) id (X,T )
(Y ,R)
ff
where (Y ,R) is in C and f : (Y ,R) → (X,T ) is continuous. Let f : (Y ,R) → (X,W f ) be ﬁnal in Top so that (X,W f ) is
in C. As (Y ,R) f−→ (X,W f ) id−→ (X,T ) is continuous, id : (X,W f ) → (X,T ) is continuous, so W f ∈ H. Thus (Y ,R) f−→
(X,W f ) id−→ (X,S) is continuous, the desired coreﬂection property. 
It is well known [1, Theorem 21.9] that a category over Set has initial lifts if it has ﬁnal lifts, so every SP.12 category C of
spaces has all initial lifts. Speciﬁcally, given functions f : X → Yi with Yi in C there exists a unique topology on X putting
it in C such that all f i are continuous and such that given Z in C and g : Z → X a function with all f i g continuous, g is
continuous. By the construction above, ﬁnal lifts are the same in C as in Top. This is rarely the case for initial lifts, although
since the f i are continuous, the topology of the initial lift in C will contain that of the initial lift in Top.
Deﬁnition 5.3. Given a set I and a family (Xi: i ∈ I) in an SP.12 category C, the C-product ⊗ Xi (or X1 ⊗ · · · ⊗ Xn when I
is ﬁnite) exists as the initial lift of the projections pr j :
⊗
Xi → X j .
It is clear that
⊗
Xi
id−→∏ Xi is the coreﬂection of the product in Top.
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on each coordinate. Students ﬁrst seeing the basic open sets for a product of spaces may wonder why such a construction
is the most natural, but this is cleared up when it is seen that convergence of ﬁlters is coordinatewise convergence. Happily,
this also happens for
⊗
Xi as we now see.
Theorem 5.4. For G ⊂ F let (Xi) be a family in TopG and let X =
⊗
Xi in TopG . Then for F ∈ GX, x = (xi) ∈ X, F ⇁ x ⇔
∀i pri F ⇁ xi .
Proof. Let W = {U ⊂ X: (F ∈ GX, x ∈ U , pri F ⇁ xi for all i) ⇒ U ∈ F}. Routinely, W is a topology on X . Let U ⊂ X be
G-open in (X,W). Suppose F ∈ GX , x ∈ U and pri F ⇁ xi for all i. For every x ∈ W ∈ W , W ∈ F . This shows that F ⇁ x.
As U is G-open, U ∈ F , so U ∈ W . This shows that (X,W) is a G-space. Let (X,T ) the product in Top so that W ⊃ T .
By the construction of
⊗
Xi as the coreﬂection of (X,T ) in TopG in Proposition 5.2, W contains all open sets in
⊗
Xi , so
F ⇁ x in ⊗ Xi . 
Despite the fact that the
⊗
Xi has a ﬁner topology than
∏
Xi , we have
Proposition 5.5. In any SP.12 category of spaces, a project projection pr j :
⊗
Xi → X j is an open mapping.
Proof. This is clear if there is at most one Xi . Otherwise, setting X =⊗i = j Xi , Y = X j it suﬃces to show that prY :
X ⊗ Y → Y is open. Let H be open in X ⊗ Y , U = prY (H). Let yα be a net in Y converging to u ∈ U . There exists x ∈ X ,
(x,u) ∈ H . By initiality, the map inx : Y → X ⊗ Y , y → (x, y) is continuous so (x, yα) converges to (x,u) ∈ H . As H is open,
(x, yα) is eventually in H . This shows that any net converging in U is eventually in U so U is open. 
The set {0,1} with order 0< 1 is the specialization order of the Alexandroff space {0,1} in which {1} is open and {0} is
not. This well-known space is called the Sierpinski space and we denote it by S .
Example 5.6. Let C be the class of spaces in which every open set is closed. This is a full coreﬂective subcategory of Top
[29, p. 212], but C is not SP.12 since it fails to have the Sierpinski space.
A well-known result in universal algebra is that the variety generated by a class A of algebras is Q S P (A), the class
of all quotient algebras of subalgebras of products of algebras in A. We now establish a theorem of this type for SP.123
categories.
Theorem 5.7. Deﬁne three operators on classes of spaces by
Q X = quotients of spaces in X
CX = coproducts of spaces in X
LX = locally closed subspaces of spaces in X
Then the smallest SP.123 category containing a class X of spaces is Q CL(X ∪ {S}).
Proof. We begin with basic properties of the operators Q ,C, L. Clearly Q Q = Q and CC = C . To see LL = L, let C be closed
in X , U open in C , C1 closed in U so that C1 is typical in LLX . Let W be open in X with U = C ∩ W , D closed in X with
C1 = D ∩ U . Then C1 = (D ∩ C) ∩ W is in LX . We next observe C Q ⊂ Q C . For let E be any set of spaces and let Y =∐ Yi
with f i : Ei → Yi quotient maps with Ei in E . Then ∐ f i :∐ Ei → Y is a quotient map as desired. A further property is
LQ C ⊂ Q CL. For let q :∐ Ei → Q be a quotient with Ei ∈ E and let B ⊂ Q be closed. Then Pi = q−1(B)∩ Ei is closed in Ei
and r :∐ Pi → B , p ∈ Pi → q(p) is clearly surjective. If A ⊂ B is such that p−1(A) is closed, i.e., q−1(A) ∩ Ei is closed in Pi
then, as Pi is closed in Ei , q−1(A)∩ Ei is closed in Ei whence q−1(A) is closed in Q , hence in B . This shows r is a quotient
mapping. The same reasoning holds when B is open in Q . This done, it suﬃces to show C = Q CL(X ∪ {S}) is SP.123. We
have
L(Q CL) = (LQ C)L ⊂ Q CLL = Q CL
Q (Q CL) = Q CL
C(Q CL) = (C Q )CL ⊂ Q CCL = Q CL
so C is closed under L, Q ,C . Since S → 1 is a quotient and every discrete space is a coproduct of 1, every discrete space is
in C . It remains to show SP.1. As argued in the proof of Proposition 5.2, C is closed under ﬁnal families. Regard the category
Ax of Alexandroff spaces as preordered sets and monotone maps. For (X,) a preordered set, for each pair (x, y) with
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monotone then f is monotone, so the family (ψxy) is ﬁnal in Ax. By Example 4.2 and Proposition 5.2, this family is ﬁnal in
Top. Thus X is in C . 
6. The map G → TopG
The class of non-empty subfunctors of F is a complete lattice. As (
⋂
Gi)X = {F ∈ GX: ∀i F ⊂ Gi X} and (⋃Gi)X = {F ∈
GX: ∃i F ⊂ Gi X} are indeed subfunctors when the Gi are, these operations provide the inﬁmum and supremum. I is the
least element, as was seen at the beginning of the proof of Theorem 5.1, and F is the greatest element. Similarly, the class
of non-empty subfunctors of β is a complete lattice, the greatest element now being β .
The full subcategories of Top are ordered by inclusion and it has already been observed in Lemma 4.8 that G → TopG
is monotone. In Example 4.21 it was seen that G → TopG is not injective. The most striking fact to be learned in this
section is that, for subfunctors of β , G → TopG is an order isomorphism onto its image whose inverse can be conveniently
described. Even for G ⊂ F , categories of form TopG form a complete lattice and G → TopG preserves suprema as will be
seen in Proposition 7.7 below.
Deﬁnition 6.1. For F ∈ F X , A ⊂ X , (X,F ∪ 2A) is a topological space. We call such a space a ﬁltral space. An ultraﬁltral
space is a ﬁltral space of form (X,U ∪ {∅}) with U a non-principal ultraﬁlter.
Lemma 6.2. Let G be a non-empty subfunctor of F , F ∈ GX. Then for all A ⊂ X, (X,F ∪ 2A) ∈ TopG .
Proof. For x ∈ A, Nx = prin(x) ∈ GX . For x /∈ A, Nx =F ∩ prin(x) ∈ Ĝ X . Now use Lemma 4.20. 
Lemma 6.3. Let U ,V ∈ βX, F ∈ F X with U ∩ V ⊂F . Then F is one of U ,V,U ∩ V .
Proof. Let W ∈ βX , F ⊂W . Suppose U =W = V . Then there exist U ∈ U , V ∈ V with neither U nor V in W . But U ∪ V ∈
U ∩ V ⊂ W ; as W is an ultraﬁlter, one of U , V is in W , a contradiction. This shows that the only ultraﬁlters containing F
are U , V . As F is the intersection of the ultraﬁlters which contain it, the conclusion follows. 
We can now demonstrate the promised order isomorphism. This proves Theorem 2.6.
Theorem 6.4. Let ∅ = G ⊂ β . Then G X = {U ∈ βX: (X,U ∪ {∅}) ∈ TopG}. Thus G ⊂ H ⇔ TopG ⊂ TopH .
Proof. If U ∈ GX , (X,U ∪ {∅}) ∈ TopG by Lemma 6.2. Conversely let U ∈ βX be such that (X,U ∪ {∅}) ∈ TopG . To show:
U ∈ GX . This is so if U is principal so now assume U is not principal. For V ∈ βX , x ∈ X , V ⇁ x ⇔ U ∩ prin(x) ⊂ V ⇔
V = U or V = prin(x), the last by Lemma 6.3. It follows that if U /∈ GX then every subset of X is G-open, hence belongs
to U , and this is impossible. 
Lemma 6.5. Every compact subset of an ultraﬁltral space (X,U ∪ {∅}) is ﬁnite.
Proof. If A ⊂ X is compact and A ∈ V ∈ βX\X , V converges to some x ∈ A so that prin(x) ∩ U ⊂ V . By Lemma 6.3, V = U .
As βA\A is not inﬁnite, A is ﬁnite. 
Following [50], we say a space X is a k-space if there is a ﬁnal family Ki → X with Ki compact Hausdorff. It is not hard
to see that the category of k-spaces is SP.123.
Proposition 6.6. For C any of sequential spaces, P -spaces or k-spaces, no G ⊂ β exists with C= TopG .
Proof. If such G exists, G = I since all three classes of spaces have non-Alexandroff examples. Thus if U ∈ βX\X , by The-
orem 6.4 it suﬃces to show that the ultraﬁltral space X = (X,U ∪ {∅}) is neither sequential, nor a P -space, nor a k-space.
Since every compact subset of X is ﬁnite by Lemma 6.5, every convergent sequence is eventually constant (if xn ⇁ x, {xn} is
ﬁnite so U = {xn}′ ∪ {x} ∈Nx whence, eventually, xn = x). But then every subset of (X,U ∪ {∅}) is sequentially open whereas
not every non-empty set is in U , so X is not sequential. To see X is not a P -space let f : X → Y be surjective with Y an
inﬁnite non-measurable cardinal. Then f : (X,U ∪ {∅}) → (Y , f U ∪ {∅}) is continuous and open, hence a quotient. As Y is
not a P -space, neither is X . Finally, suppose X were a k-space so that there exists a ﬁnal family f i : Ki → (X,U ∪ {∅}) with
each Ki compact Hausdorff. Let A ∈ U . For any i, f −1i (A) = f −1i ( f i(Ki) ∩ A) is closed because f i(Ki) ∩ A is closed (being
ﬁnite, hence not in U ). As ( f i) is a ﬁnal family, A is closed, a contradiction since A′ /∈ U . 
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sequential. (We earlier saw that (βωω,μω) had these properties as well.)
While we know that sequential spaces and P -spaces do have form TopG for appropriate G ⊂ F , this question remains
unresolved for k-spaces.
In fact, we have not yet ruled out that every SP.123 category has form TopG . A “natural example” of an SP.123 category
not of form TopG along the lines of k-spaces would be nice. We can, however, at least ﬁnd some example of an SP.123
category not of form TopG and to this problem we now turn.
Lemma 6.8. Let ∅ = G ⊂ F and suppose that (X,U ∪ ∅) ∈ TopG for all U ∈ βX. Then TopG = Top.
Proof. Let X be the ultraﬁltral space (X,U ∪ {∅}). Let x ∈ X . As {x} /∈ U , {x} is not G-open so there exists F ∈ GX with
F ⊃ U ∩ prin(x), {x} /∈F . By Lemma 6.3, F = U or F = U ∩ prin(x). Since prin(x) ∈ GX ,
∀U ∈ βX\X (X,U ∪ {∅}) ∈ TopG ⇒ ∀x ∈ X U ∩ prin(x) ∈ Ĝ X
It follows that for any topological space (X,T ) and x ∈ X ,
Nx(T ) =
⋂(U ∩ prin(x): U ∈ βX, U ⇁ x) ∈ Ĝ X
Now use Lemma 4.20. 
Proposition 6.9. There exists an SP.123 subcategory X all of whose Hausdorff spaces are discrete, whereas no category TopG except
Top contains X . Thus X is not of form TopG .
Proof. Let Y be the class of all spaces (X,U ∪ {∅}) with U ∈ βX , and let X be the SP.123 subcategory generated by Y . By
Lemma 6.8, if X ⊂ TopG , TopG = Top. It remains to show that every Hausdorff space in X is discrete. The Sierpinski space
S is in Y since it is the ultraﬁltral space S = ({0,1},prin(1) ∪ {∅}). Thus X = Q CL(Y) by Theorem 5.7. If D is the class of
discrete spaces, claim LC(Y) = Y∪D. Let U be an open subspace of (X,U ∪{∅}). If U = ∅, U is discrete. Otherwise, the trace
U ∧U = {V ∩U : V ∈ U} ∈ βU so the subspace (U , (U ∧U )∪{∅}) ∈ Y . Now let A be a closed subspace of (X,U ∪{∅}) so the
subspace is A, {V ∩ A: V ∈ U} with A′ ∈ U . For any B ⊂ A, A′ ∪ B ∈ U and (A′ ∪ B)∩ A = B , so this subspace is discrete. This
established, it follows that each X ∈ X = Q C(Y ∪D) admits a ﬁnal family fα : Yα → X with Yα ∈ Y ∪D. The discrete Yα
contribute nothing since for any A ⊂ X , f −1α (A) is open if Yα is discrete, so we assume without loss that all Yα ∈ Y . Let X
be Hausdorff. If ( fα) is empty, X is discrete. If all fα are constant, X is Hausdorff and indiscrete, hence is the one-element
discrete space. Otherwise, there exist α and a = b ∈ Yα with fα(a) = fα(b). Write the open sets of Yα as U ∪ {∅} with
U ∈ βX . As X is Hausdorff, there exists open U , V with fα(a) ∈ U , fα(b) ∈ V and U ∩ V = ∅. Thus f −1α (U ), f −1α (V ) ∈ U
with f −1α (U ) ∩ f −1α (V ) = ∅, the desired contradiction. 
7. Models
Deﬁnition 7.1. Let G ⊂ F . A G-model is a pair (X, ξ) with X a set and ξ ⊂ GX × X . A G-model map f : (X, ξ) → (Y , θ) is a
function f : X → Y satisfying
GX

G f
ξ
GY
θ
X
f
Y
To explain, the relational compositions (regarding a function as a relation via its graph) satisfy f ξ ⊂ θ(G f ); equivalently,
G f × f maps ξ into θ . The resulting category over Set is denoted G-Mod.
G-models are a convenient device to construct G-spaces as is seen in the next deﬁnition and proposition.
Deﬁnition 7.2. Let (X, ξ) be a G-model. Say that U ⊂ X is ξ -open if (Fξx, x ∈ U ) ⇒ U ∈F . Write the set of all ξ -open sets
as Tξ .
Proposition 7.3. If (X, ξ) is a G-model then (X,Tξ ) is a G-space and every G-space has this form.
Proof. It is obvious that Tξ is a topology and that if Fξx, then F ⇁ x in this topology. Thus every G-open set is ξ -open.
If (X,T ) is an arbitrary G-space, let ξ ⊂ GX × X be ﬁlter convergence restricted to ﬁlters in GX . Then the deﬁnition of
G-open coincides with that of ξ -open, so T = Tξ . 
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relation θ with Tξ = Tθ . Moreover, ξ → ξ is a closure operator on 2GX×X .
Proof. The proof of Proposition 7.3 included ξ ⊂ ξ and Tξ = Tξ . ξ = ξ since both are the G-restricted convergence
of Tξ = Tξ . If ξ ⊂ θ then every θ -open set is ξ -open, so Tθ ⊂ Tξ whence ξ ⊂ θ . Finally, if Tξ = Tθ then ξ = θ so
θ ⊂ θ = ξ . 
Proposition 7.5. The functor (X,Tξ ) → (X, ξ) over Set establishes TopG as a full subcategory of G-Mod.
Proof. The functor is well deﬁned since Tξ = Tθ ⇒ ξ = θ and since all G-spaces have form (X,Tξ ). The functor is injective
on objects since different G-spaces have different G-restricted convergence. Continuous maps are the same as model maps
by Proposition 4.1. 
Henceforth, we equivalently regard a G-space as a topological space in which every G-open set is open or as a G-model
of form (X, ξ).
Example 7.6. For G = id, ξ is the reﬂexive and transitive closure of the binary relation ξ . Thus (X,Tξ ) = (X, ξ) is an
explicit representation of an Alexandroff space as a preordered set.
Using models, we can now show that for G ⊂ F , G → TopG preserves suprema.
Proposition 7.7. Let Gi ⊂ F (i ∈ I), G =⋃Gi . Then (X,T ) ∈ TopG ⇔ ∃(X,Si) ∈ TopGi (i ∈ I) with C =⋂Si . Moreover, TopG =∨
TopGi in the lattice of all SP.12 full subcategories of Top.
Proof. Let (X,Si) be a Gi-space. As Gi ⊂ G , (X,Si) is a G-space by Lemma 4.8. As (X,Si) id−→ (X,⋂Si) is ﬁnal in Top,
(X,
⋂Si) is a G-space by Proposition 5.2. Conversely, let (X,T ) be a G-space with G-restricted convergence ξ ⊂ GX × X .
Let ξi ⊂ Gi X × X be the restrictions of ξ to Gi X × X . Then as G =⋃Gi ,
U ∈ T ⇔ U is ξ-open ⇔ ∀i U is ξi-open
so, setting Si = Tξi , (X,Si) is a Gi-space and T =
⋂Si . Finally, let C be SP.12 with TopGi ⊂ C for all i. If (X,T ) is a G-space,
let id : (X,Si) → (X,T ) be ﬁnal as above with each (X,Si) a Gi-space, hence in C. Then (X,T ) ∈ C. 
It is well known that the topology of the sequential coreﬂection of a space consists of the sequentially open sets. Using
models, we now establish that this works for G-spaces generally, improving the construction of Proposition 5.2.
Proposition 7.8. Let G ⊂ F , let (X,T ) be a space and let ξ ⊂ GX × X be G-restricted convergence, S = Tξ the G-open sets. Then
(X,S) is the G-space coreﬂection of (X,T ).
Proof. (X,S) is a G-space by Proposition 7.3, and id : (X,S) → (X,T ) is continuous because open sets are G-open. Let
(Y ,W) be a G-space, f : (Y ,W) → (X,T ) continuous. We must show that f : (Y ,W) → (X,S) is continuous. Let U ∈ S ,
F ∈ GY with F ⇁ y, y ∈ f −1U . By continuity, fF ⇁ f y in (X,T ). As fF ∈ GX , f y ∈ U and U is G-open, U ∈ fF so that
f −1U ∈F . This shows that f −1U is G-open, hence in W . 
Deﬁnition 7.9. For G ⊂ F , a function f : (X, ξ) → (Y , θ) between G-models is tight if the following diagram of relations
commutes:
GX
Gf
ξ
GY
θ
X
f
Y
Thus f is tight ⇔Fξx⇒ ( fF)θ( f x) and ( fF)θ y ⇒ ∃x ∈ X with Fξx, f x= y.
We will later study situations in which an appropriate notion of perfect map is characterized by tightness.
We note that exploring tight maps and further constructions for arbitrary G-models rather than exclusively for G-spaces
is not generalization for its own sake. The lemmas below play a crucial role in establishing Theorem 2.8: a T-algebra
homomorphism f : (X, ξ) → (Y , θ) is tight and we need the lemmas at a stage before we know ξ = ξ , θ = θ .
Lemma 7.10. For G ⊂ F , f : (X, ξ) → (Y , θ) a map of G-models, f : (X,Tξ ) → (Y ,Tθ ) is continuous.
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f −1V ∈F . This shows f −1V is ξ -open. 
Lemma 7.11. For G ⊂ F , if (Yi, θi) are G-models and fi : X → Yi are functions, f i : (X, ξ) → (Y , θi) is initial in G-Mod if Fξx ⇔
∀i ( f iF)θi( f ix). If each θi = θi then ξ = ξ .
Proof. The ﬁrst statement is obvious. For the second, consider id : (X, ξ) → (X, ξ). As each f i : (X,Tξ ) → (Yi,Tθi ) is con-
tinuous by Lemma 7.10, f i : (X, ξ) → (Yi, θi ) is continuous because Tξ = Tξ . But then f i : (X, ξ) → (Yi, θi ) is a model
map by Proposition 4.1 so, by the initiality of (X, ξ) in G-Mod, id : (X, ξ) → (X, ξ) is a model map. Thus ξ ⊂ ξ and the
reverse inclusion is always true. 
The next lemma establishes a sharper version of CL.3 for TopG in the context of Proposition 8.3 below.
Lemma 7.12. Let G ⊂ F , A ⊂ X ξ -closed with (X, ξ) a G-model, i : A → X the inclusion. Then there exists unique γ ⊂ GA × A with
i : (A, γ ) → (X, ξ) tight. Further, Tγ is the subspace topology of A in (X,Tξ ) and if ξ = ξ then γ = γ  .
Proof. If F ∈ GA so that A ∈ F c ∈ GX and if F cξx then F c ⇁ x so x ∈ A. Thus γ is uniquely deﬁned so as to render
i : (A, γ ) → (X, ξ) tight by Fγ a ⇔F cξa. If ξ = ξ then Fγ a ⇔F c ⇁ a in X so that γ = γ  and (A, γ ) is a subspace. As
Tγ = Tγ  , (A,Tγ ) is a subspace. 
Lemma 7.13. For G ⊂ F , given a pullback
(P , δ) u
t
(X, ξ)
f
(Z , γ ) g (Y , θ)
in G-Mod, if f is tight so too is t.
Proof. It is clear that an isomorphism in G-Mod is a bijection h with h,h−1 model maps, so isomorphisms are tight. Also,
a composition of tight maps is tight. As such, we may assume without loss that P may be constructed as the standard
pullback, P = {(z, x): gz = f x} with u(z, x) = z, t(z, x) = x. Given that f is tight we must show that t also is. To that end,
let F ∈ GP , (tF)γ z. As g is a model map, f (uF) = (gtF)θ(gz). Because f is tight, there exists x ∈ X with (uF)ξx and
f x= gz. Thus (z, x) ∈ P with t(z, x) = z. As t,u are initial, Fδ(z, x). 
For T a submonad of β of rank α, we have already seen in Theorem 3.9 that the topology of Tα determines T . The next
result is of that type.
Theorem 7.14. Let T be a submonad of β of rank at most α, and let Φ : SetT → Top be the functor of Lemma 3.1. Let (X, ξ) be a
T-algebra. Then g : Φ(Tα,μα) → Φ(X, ξ) as g ranges over all T-homomorphisms from (Tα,μα) to (X, ξ) is a ﬁnal family in Top.
Proof. Let A ⊂ X with inclusion i : A → X be such that g−1(A) is a subalgebra of Tα for each homomorphism g . To show:
A is a subalgebra of (X, ξ). Let τ ∈ T A and consider i# = T A T i−−→ T X ξ−→ X . We must show that i#(τ ) ∈ A. There exist
f : α → A and U ∈ Tα with (T f )U = τ . Let h = α f−→ A i−→ X and g = h# = Tα Th−−→ T X ξ−→ X , so that g is the unique
homomorphic extension of h. As g(α) = h(α) ⊂ A, α ⊂ g−1(A). As g−1(A) is a subalgebra by hypothesis, g−1(A) = Tα.
Thus i#(τ ) = g(U) ∈ A as desired. 
8. Perfect maps
We begin by brieﬂy describing a generalization of SP.123 in which perfect maps can be deﬁned. For categorical general-
ization see [48] and its bibliography as well as [9,10]. The presentation here is due to [33]. Also, see [28]. Consider a concrete
category U : X → Set with the property that for each ﬁnite family of objects X1, . . . , Xn the projections U X1 × · · · × U Xn
have an initial lift X1 ⊗ · · · ⊗ Xn; speciﬁcally, a function g : UY → U X1 × · · · × U Xn is an X -morphism Y → X1 ⊗ · · · ⊗ Xn
precisely when each pri g : Y → Xi is. It follows, that X1 ⊗ · · · ⊗ Xn is the product in the category X . Assume given for each
X ∈X a set CL(X) ⊂ 2U X of “closed subsets of X”.
Deﬁnition 8.1. Given (X ,CL) as above, f : U X → UY is
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X -closed if f (A) ∈ CL(Y ) when A ∈ CL(X)
X -perfect if f : X → Y is an X -morphism and f ⊗ id : X ⊗ Z → Y ⊗ Z is closed for all Z ∈ X
The preﬁx X - is needed to prevent confusion since our main examples will be full subcategories of Top.
Deﬁnition 8.2. ([33, pp. 346–347]) (X ,CL) is a category with closure if the following three axioms hold relative to X :
CL.1 For X ∈X , U X ∈ CL(X) and A, B ∈ CL(X) ⇒ A ∩ B ∈ CL(X).
CL.2 Every X -morphism f : X → Y is X -continuous.
CL.3 For A ∈ CL(X) with inclusion i : A → U X there exists i : Y → X X -perfect with UY = A.
Proposition 8.3. With CL(X) being the closed subsets of the topology, every SP.123 full subcategory X is a category with closure.
Moreover, for X, Z ∈X , A a closed subspace of X , the X -product A ⊗ Z coincides with the subspace topology of X ⊗ Z .
Proof. As is true in every category topological over Set, the product is the initial lift of the projections, so X1 ⊗ · · · ⊗ Xn
exists as described above is in X . CL.1, CL.2 are obvious. For CL.3, let A ∈ CL(X) and regard A ∈X by assigning the subspace
topology, noting SP.3. Let Z ∈ X . Let A  Z be the set A × Z with the subspace topology of X ⊗ Z . As A × Z is closed in
X × Z it is a fortiori closed in the ﬁner topology of X ⊗ Z , so A  Z is in X . Since the two projection maps from X ⊗ Z are
continuous, the projections prA : A  Z → A and prZ : A  Z → Z are continuous. Being the X -product, the two projections
from A⊗ Z are continuous as well. Thus id : A Z → A⊗ Z is continuous by the universal property of the product whereas
id : A ⊗ Z → A  Z is continuous as the inclusion A  Z → X ⊗ Z is initial in Top. Thus A ⊗ Z = A  Z is a closed subspace
of X ⊗ Z and so, letting i denote the inclusion of A in X , i ⊗ id : A ⊗ Z → X ⊗ Z is a closed mapping. 
Lemma 8.4. In a category with closure (X ,CL), the following hold
(1) If B ∈ CL(X), B is considered an object of X as in CL.3. If then A ∈ CL(B), also A ∈ CL(X).
(2) If A, B ∈ CL(X) then A ∩ B ∈ CL(B).
(3) If f : X → Y is X -closed then, regarding f (X) ∈ CL(Y ) as an object via CL.3, the image factorization f = X g−→ f (X) i−→ Y
consists of X -closed maps.
(4) If X is SP.123 and if f in (3) is X -perfect, then its image factorization is into X -perfect maps.
(5) If A ∈ CL(X) then, for all Z , A × Z ∈ CL(X ⊗ Z).
Proof. (1) The inclusions A i−→ B j−→ X are X -perfect and it is obvious that a composition of X -perfect maps is X -perfect.
Thus ji is closed, so A ∈ CL(X). (2) j : B → X is perfect, hence continuous, so A∩ B = j−1(A) ∈ CL(B). (3) By CL.1, X ∈ CL(X)
so, as f is closed, f (X) ∈ CL(Y ). i is X -closed because it is X -perfect. For A ∈ CL(X), g(A) = f (A) ∈ CL(Y ) so g(A) =
f (A) ∩ f (X) ∈ CL( f (X)) by (2). This shows g is closed. (4) Apply (3) to X ⊗ Z g⊗id−−−→ f (X) ⊗ Z i⊗id−−−→ Y ⊗ Z . In an SP.123,
the perfect lifts of CL.3 are subspaces, so g is continuous, hence a morphism. (5) As i : A → X is perfect, A ⊗ Z i⊗id−−−→ X ⊗ Z
is closed. 
Lemma 8.5. For ∅ = G ⊂ β , (X, ξ) a G-model, A ⊂ X is closed in (X,Tξ ) ⇔ (Uξx, A ∈ U) ⇒ x ∈ A.
Proof. ⇒ is immediate since Uξx ⇒ U ⇁ x. Conversely, suppose Uξx with x /∈ A. By hypothesis, A /∈ U . Thus A′ ∈ U so A′
is ξ -open, A′ ∈ Tξ and A is closed. 
Proposition 8.6. Let ∅ = G ⊂ β and let f : (X, ξ) → (Y , θ) in G-Mod be tight. Then f : (X,Tξ ) → (Y ,Tθ ) is TopG-perfect.
Proof. We ﬁrst claim that f X is closed in Y . We use Lemma 8.5. Let f X ∈ V with V ∈ GY , Vθ y. As f : X → f X is surjective,
there exists U ∈ GX with f U = V . By hypothesis, there exists x ∈ X with (Uξx and) f x = y, so y ∈ f X as desired. Claim
next that f is a closed mapping. For if A is a closed subspace of X with inclusion i : A → X , Lemma 7.12 gives that i
is tight. Applying the argument above to f i, f A = ( f i)A is closed. Finally, consider Z in TopG . It suﬃces to show that
f ⊗ id : X ⊗ Z → Y ⊗ Z is tight. This follows from Lemma 7.13 since, in any category with products, the square
X × Z prX
f×id
X
f
Y × Z prY Y
is a pullback. 
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By the Kuratowski theorem [18, Theorem 3.1.16], a topological space X is compact if and only if for all spaces Y the
projection prY : X × Y → Y is a closed mapping. This motivates the deﬁnition in the following result.
Proposition 9.1. ([33, Deﬁnition and Theorem 4.2]) In a category with closure X , say that X ∈X is X -compact if prY : X ⊗ Y → Y
is a closed mapping for all Y ∈ X . X is X -compact if and only if for all Y , Z ∈ X , if R ⊂ Y ⊗ X, S ⊂ X ⊗ Z are closed, then their
composition SR = {(y, z): ∃x, (y, x) ∈ R, (x, z) ∈ S} is closed in Y ⊗ Z .
Related notions of compactness have been considered in [7,8,30].
Proposition 9.2. ([33, Theorems 4.3, 4.4]) In a category with closure X , the following hold.
(1) If f : X → Y is X -perfect and Y is X -compact then X is X -compact. In particular, a closed subset of an X -compact object is
X -compact.
(2) If f : X → Y in X is surjective and X is X -compact then Y is X -compact.
(3) If X, Y are X -compact then so is X ⊗ Y .
We next see that the relationship between TopG compactness and sequential compactness when TopG is sequential
spaces is as strong as one could hope for.
Proposition 9.3. Let G ⊂ F be sequential ﬁlters so that TopG is sequential spaces. Then TopG-compact ⇔ sequentially compact.
Proof. ⇒: For sequential spaces, sequential compactness is equivalent to countable compactness ([49, 5.3], see also
[24, Proposition 3.2]). Let X be TopG -compact. To prove that X is countably compact is to show that, for F ∈ GX ,⋂
V∈F V = ∅. We ﬁrst explore GX as a topological space with open base {A: A ⊂ X} where A = {F ∈ GX: A ∈ F}.
Claim that GX with this topology is a sequential space. For let W ⊂ GX be sequentially closed, F = {An}c /∈ W where
An = {xm: m  n} for some ﬁxed x ∈ Xω . We claim that there exists n with An ∩W = ∅. If not, choose An ∈ Fn ∈ W. For
V ∈ F , eventually V ⊃ An so Fn is eventually in V . As V ∈ F is arbitrary, Fn ⇁ F which is impossible as F /∈ W and
W is sequentially closed. Thus each F /∈W has a neighborhood disjoint from W so W is indeed closed. This completes the
argument that GX is sequential. Now deﬁne R ⊂ X × GX by R = {(x,F): x ∈⋂V∈F V }. Claim that R is closed in X ⊗ GX .
For let Fn ⇁ F , xn ⇁ x with xnRFn . For V ∈ F , eventually V ∈ Fn so that eventually xn ∈ V . But then x ∈ V , so xRF . This
shows that R is closed. Since the projection X ⊗ GX → GX is a closed mapping, A = {F ∈ GX: ⋂V∈F V = ∅} is closed in
GX . As (x,prin(x)) ∈ R for all x, prin(x) ∈ A. For any V ∈ F ∈ GX , V = ∅ so there exists x with prin(x) ∈ V . This shows
that {prin(x): x ∈ X} is dense in GX . As A is a closed set containing this dense set, A= GX as desired.
⇐: Let X, Y be sequential spaces with X sequentially compact and let R ⊂ X ⊗ Y be closed. Let (xn, yn) be a sequence
in R such that yn ⇁ y ∈ Y . There exists a subsequence xnk in X which converges to x ∈ X . Then (xnk , ynk ) ⇁ (x, y). This
shows that prY R is sequentially closed, hence closed. 
Proposition 9.4. Let X be an SP.123 category of spaces, f : X → Y X -perfect with Y T1. Then for all y ∈ Y , the subspace f −1 y is
X -compact.
Proof. As {y} is closed, f −1 y is closed in X . For a set W let ! : W → {y} denote the unique map, and let i : f −1(y) → X
be inclusion. For any Z ∈ X , the composition f −1 y ⊗ Z i⊗id−−−→ X ⊗ Z f⊗id−−−→ Y ⊗ Z is closed so, by Lemma 8.4(3), its image
factorization f −1 y ⊗ Z !⊗id−−−→ {y} ⊗ Z j⊗id−−−→ Y ⊗ Z is into closed maps. But ! ⊗ id ∼= prZ , so f −1 y is X -compact. 
The next deﬁnition specializes the M-compactness of [44, p. 280].
Deﬁnition 9.5. Recall Deﬁnition 4.12. Let G be a subfunctor of F . An arbitrary topological space X (not necessarily in TopG )
is G-compact if every ultraﬁlter in Gu X converges.
Standard properties hold for G-compactness.
Proposition 9.6. The following hold.
(1) Every compact space is G-compact.
(2) A closed subspace of a G-compact space is G-compact.
(3) A continuous image of a G-compact space is G-compact.
(4) The G-Tychanoff theorem holds: any product of G-compact spaces is G-compact.
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U ⇁ x. As A is closed, x ∈ A. Now let f : X → Y be a continuous surjection with X G-compact. As G f is surjective, given
V ∈ GuY there exists U ∈ Gu X with f U = V . There exists x with U ⇁ x. As f is continuous, V converges (namely, to f x).
The last statement is immediate from the fact that for U ∈ β(∏ Xi), (xi) ∈∏ Xi , U ⇁ (xi) ⇔ ∀i pri(U) ⇁ xi . 
We next turn to a strengthening of the notion of countable compactness.
For r ∈ ω , say that a space X is r-compact if it is Gr-compact for Gr the generated subfunctor of Deﬁnition 2.10. The
βω-compact spaces were called ultracompact in [4]. It is noted without proof in [4, p. 188] that an r-compact space is
countably compact. This follows by adapting the proof of Proposition 4.11. We record the result in the statement of the next
proposition.
Proposition 9.7. A βω-compact space is r-compact for all r ∈ ω . An r-compact space is countably compact.
Proof. For U ∈ βω X there exists countable A ∈ U . Let f : ω → A be surjective so that there exists r ∈ βω with f r = U . This
shows βω =⋃r∈ω Gr . 
[4, Theorem 3.4] proves that a space is βω-compact if the closure of each of its countable subsets is compact.
In [49, Example 4.12] Vaughan shows that for any r ∈ ω there exist a Hausdorff r-compact space X and a countably
compact Hausdorff space Y such that X × Y is not countably compact. The next result, then, shows this cannot happen with
βω-compactness.
Proposition 9.8. If X is βω-compact and Y is countably compact then X × Y is countably compact.
Proof. Given a sequence (xn, yn) in X × Y , let U ∈ βω X with {xm: m  n} ∈ U for all n. By hypothesis, there exists x with
U ⇁ x and there exists a cluster point y of (yn). Thus (x, y) is a cluster point of (xn, yn). 
We next characterize G-compactness for arbitrary subfunctors of β and see that ultraﬁltral spaces play a role. The proof
of (2) ⇒ (3) is adapted from the proof of the Kuratowski theorem in [18, Theorem 3.1.16].
Proposition 9.9. Let G be a subfunctor of F and let (X,T ) be any topological space. Then (1) ⇒ (2) ⇒ (3). If G ⊂ β , all three are
equivalent.
(1) (X,T ) is G-compact.
(2) For U ∈ GuY , (X,T ) × (Y ,U ∪ {∅}) prY−−→ (Y ,U ∪ {∅}) is a closed mapping.
(3) If F is a ﬁlter base of closed subsets of (X,T ) and if there exists U ∈ Gu X with F ⊂ U , then⋂F = ∅.
Proof. (1) ⇒ (2): Let C be a subspace of (X,T ) × (Y ,U ∪ {∅}) and suppose U0 = prY (C) is not closed. Let y0 /∈ U0. We
will show that there exists x ∈ X with (x, y0) ∈ C . As (x, y0) /∈ C this shows that C is not closed. Let f : Y → X be any
choice function with the property that ( f y, y) ∈ C if y ∈ U0. Deﬁne V = f U ∈ Gu X . By hypothesis, there exists x such
that V ⇁ x. Let x ∈ W ∈ T , y0 ∈ U ∈ U . As U0 is not closed, U0 ∈ U . As W ∈ V since V ⇁ x, f −1(W ) ∈ U so there exists
z ∈ f −1(W ) ∩ U ∩ U0. As z ∈ U0, ( f z, z) ∈ C ∩ (W × U ). This shows that (x, y0) ∈ C as desired.
(2) ⇒ (3): Let F be a ﬁlter base of closed sets, F ⊂ V ∈ Gu X . Let Y = X + {∞} and let U = {B ⊂ Y : B ∩ X ∈ V}. As U =
(Gui)V for i : X → Y the inclusion, U ∈ GuY . By hypothesis, prY : (X,T ) × (Y ,U ∪ {∅}) → (Y ,U ∪ {∅}) is a closed mapping.
Regard X = {(x, x): x ∈ X} as a subset of X × Y and deﬁne C = X , so that prY (C) is closed. Evidently X ⊂ prY (C). But X
is dense in Y since if ∞ ∈ U ∈ U , U = (U ∩ X) + {∞} with U ∩ X ∈ V , and U ∩ X = ∅ in particular. This proves prY (C) = Y .
Hence, there exists x0 ∈ X with (x0,∞) ∈ C . We will show x0 ∈⋂F . For x0 ∈ A ∈ T and F ∈ F , A × (F ∪ {∞}) is an open
neighborhood of (x0,∞) so, by the deﬁnition of C , there exists x ∈ A ∩ F . As A is an arbitrary open neighborhood of x0,
x0 ∈ F = F .
(3) ⇒ (1): For V ∈ GX ⊂ βX , {V : V ∈ V} is a ﬁlter base F of closed subsets of (X,T ) with F ⊂ V . If x ∈⋂F , V ⇁ x. 
We are now able to prove the following “Kuratowski theorem” for TopG , providing G ⊂ β .
Proposition 9.10. Let G ⊂ β . For X ∈ TopG , X is G-compact ⇔ X is TopG-compact.
Proof. ⇒: For Y ∈ TopG , let C be closed in X ⊗ Y , D = prY (C). Let D ∈ V ∈ GY , V ⇁ y. By Proposition 4.6, we must show
y ∈ D . As p : C → D , p(a,b) = b is surjective, there exists C ∈ U ∈ G(X × Y ) with prY U = V . As X is G-compact, there exists
x ∈ X with prX U ⇁ x. As X prX←−− X ⊗ Y prY−−→ Y is initial in TopG and as prX U ⇁ x, prY U ⇁ y, U ⇁ (x, y). Thus if (x, y) ∈ A
with A open in X ⊗ Y then A ∈ U . As also C ∈ U , A ∩ C = ∅. This shows (x, y) ∈ C = C , so y ∈ D .
⇐: Let U ∈ GY . Then (Y ,U ∪ {∅}) ∈ TopG by Lemma 6.2. As prY : X ⊗ Y → Y is a closed mapping, a fortiori so is
prY : X × Y → Y . By Proposition 9.9, X is G-compact. 
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Proof. The proof is essentially the same as that of Proposition 9.6(4) since the product projections
⊗
Xi → X j are initial
in TopG . 
Note that
∏
Xi is also G-compact, but may fail to be in TopG .
A theorem of Malyhin [32] asserts that if X is a countably tight T1 space and Y is a countably tight compact Hausdorff
space then X × Y is countably tight. By adapting the proof of [24, Theorem 5.6], we can now provide the promised proof of
Theorem 2.7.
Proof of Theorem 2.7. For G ⊂ β and X, Y ∈ TopG with X T1 and Y compact Hausdorff, we are to show that X × Y ∈ TopG .
For Q ⊂ X×Y let Q denote closure in X×Y . We also use A for closure if A ⊂ X or A ⊂ Y . Let R be a closed subset of X⊗Y
and suppose (x, y) ∈ R\R . To ﬁnd: a contradiction. As X is T1, B = R ∩ ({x} × Y ) is closed in X ⊗ Y . As prY : X ⊗ Y → Y
induces a homeomorphism of {x} × Y with Y , prY (B) is closed in Y . As Y is Urysohn, for (x,w) ∈ B there exist open
sets Uw , Vw with y ∈ Uw , w ∈ Vw and Uw ∩ Vw = ∅. In any topological space, if D is closed then C ∩ D = (C ∩ D). As
prY (B) is compact, a ﬁnite subcover leads to open U , V with y ∈ U , prY (B) ⊂ V and U ∩ V = ∅. Thus if W = R ∩ ({x} × U ),
W = R ∩ ({x} × U ) so (x, y) ∈ W . By Proposition 9.10 (which is where we use that G ⊂ β), Y is TopG -compact so, as W is
closed in X ⊗ Y , prX (W ) is closed in X . By the continuity of prX : X × Y → Y , x ∈ prX (W ) ⊂ prX (W ) = prX (W ) and there
exists z ∈ Y with (x, z) ∈ W = R ∩ ({x} × U ) so z ∈ U . But also (x, z) ∈ B giving z ∈ prY (B) ⊂ V and z ∈ U ∩ V , the desired
contradiction. 
Lemma 9.12. If A is βω-compact and X is countably tight, the projection prX : A × X → X is a closed mapping.
Proof. Let E be closed in A × X , B = prX (E). Let f : E → B restrict prX so that f is surjective. Let x ∈ B . To show: x ∈ B . As
X is countably tight, there exists countable D ⊂ B with x ∈ D . Let D ∈ V ∈ βX with V ⇁ x so that V ∈ βω X . Let U ∈ βωE
with f U = V , i.e., let E ∈ U ∈ β(A × X) with prX (U) = V . As A is βω-compact, there exists a ∈ A with prA(U) ⇁ a. Thus
U ⇁ (a, x) with E ∈ U so (a, x) ∈ E and x ∈ B . 
Corollary 9.13. A βω-compact subspace of a countably tight Hausdorff space is closed.
Proof. Let A be an βω-compact subspace of countably tight Hausdorff X with inclusion i : A → X . As i× id : A× X → X × X
is continuous and the diagonal {(x, x): x ∈ X} is closed in X × X , {(a,a): a ∈ A} is closed in A × X . By the lemma just
proved, the projection A × X → X is closed and maps {(a,a): a ∈ A} to A. 
Example 9.14. Proposition 9.7 asserts that a βω-compact space is countably compact, but the converse fails.
Indeed, [4, pp. 191–192] ﬁnds a subspace of βω which is countably compact, but not r-compact for any r ∈ ω . For
another example, this time requiring the set-theoretic axiom ♦, the Ostaszewski line Y ([40], [43, pp. 312–314]) is countably
compact, not compact, locally compact Hausdorff and hereditarily separable. Thus the one-point compactiﬁcation X = Y +
{∞} is compact Hausdorff and hereditarily separable. X is not closed in Y (because X is not compact). But Y , being
hereditarily separable, is a fortiori countably tight. It follows from Corollary 9.13 that X , though countably compact, is not
βω-compact.
It is unknown if every countably compact subspace of a countably tight Hausdorff space is closed [15, Question 15].
Ginsburg and Saks prove the interesting theorem [23, Theorem 2.6] that for Hausdorff X , every cartesian power of X is
countably compact if and only if X is r-compact for some r ∈ ω .
We turn next to a characterization of G-compactness for G ⊂ β based on G-coherent relations. This requires some
discussion.
Let Γ : Set → Set be an arbitrary endofunctor. For each relation R : X → Y , Γ induces a relation Γ R : Γ X → Γ Y as
follows. Let X p←− R q−→ Y be the restricted projections and take the image of this diagram under Γ to get Γ X Γ p←−−
Γ R
Γ q−−→ GY . Deﬁne Γ R to be {(Γ p)τ , (Γ q)τ : τ ∈ Γ R}.
The reader may easily verify the following properties.
Lemma 9.15. Let R, Q ⊂ X × Y , S ⊂ Y × Z , let g : Y → Z be a function and let Γ : Set→ Set a functor. Then the following hold.
(1) R ⊂ Q ⇒ Γ R ⊂ Γ Q .
(2) Γ (SR) ⊂ (Γ S)(Γ R).
(3) Γ (gR) = (Γ g)(Γ R).
We can now deﬁne coherence for relations.
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following inequality obtains:
GX

GR
ξ
GY
θ
X R Y
We leave it to the reader to unravel the deﬁnition of coherence which is stated in the next lemma.
Lemma 9.17. For G ⊂ F , X, Y ∈ TopG , R ⊂ X × Y , R is G-coherent if and only if given R ∈ V ∈ G(X × Y ) such that prY V ⇁ y, there
exists x ∈ X with prX V ⇁ x and with xRy.
Here, then, is the promised characterization of G-compactness for G ⊂ β .
Proposition 9.18. Let G ⊂ β , X ∈ TopG . Then X is G-compact if and only if for all Y ∈ TopG and for all R ⊂ X × Y , if R is closed in
X ⊗ Y then R is G-coherent.
Proof. First let X be G-compact and R closed in X ⊗ Y . Let R ∈ V ∈ G(X × Y ) with prY V ⇁ y. As X is G-compact, there
exists x ∈ X with prX V ⇁ x. As X ⊗ Y is the initial lift of the product projections, V ⇁ (x, y). As R is closed, (x, y) ∈ R .
Conversely, let 1 be the one-element space, U ∈ GX ∼= G(X ⊗ 1). Then X is closed and X ∈ U so, if a is the unique element
of 1, pr1 U = prin(a) ⇁ a. By hypothesis, there exists x ∈ X with U = prX U ⇁ x so X is G-compact. 
Lemma 9.19. For (T ,ρ, ν) a submonad of β , each free algebra (T X, νX ) qua T -space is T -compact and Hausdorff and satisﬁes
νX = νX .
Proof. (T X, νX ) is Hausdorff by Theorem 2.1. Thus νX is a partial function. As νX is a function and νX ⊂ νX , νX = νX . In
particular, (T X, νX ) is T -compact. 
Lemma 9.20. Let (T ,ρ, ν) be a submonad of β . Let δX = ρ−1X = {(prin(x), x): x ∈ X} ⊂ T X × X. Then for (X, ξ) ∈ TopT , ξ = δX
in the space (T X, νX ) ⊗ (X, ξ).
Proof. To see that ξ is closed, let (Ui, xi) be a net in ξ which converges to (U , x) in T X ⊗ X . We must show U ⇁ x. Let
x ∈ U with Uξ-open. Suppose U ′ ∈ U , and seek a contradiction. Recall from Lemma 3.2 that ιX : (T X, νX ) → (βX,μX ) is
continuous. As {V ∈ βX: U ′ ∈ V} is a basic open neighborhood of U in the Stone space (βX,μX ), U ′ = {V ∈ T X: U ′ ∈ V}
is open in (T X, νX ). Thus U ′ × U is open in T X × X so is open in the ﬁner topology of T X ⊗ X . As (Ui, xi) is eventually
in U ′ × U , there exists i with Ui ⇁ xi and xi ∈ U but U /∈ Ui , the desired contradiction. Thus ξ is closed. As prin(x) ⇁ x,
δX ⊂ ξ . Now let δX ⊂ R = R . To complete the proof, we must show ξ ⊂ R . Consider the diagram (noting νX = νX by
Lemma 9.19)
T X
TρX
id

T T X

νX
T R
T X
R
T X
ξ
X
The inequality in the square expresses that R is T -coherent, and this is true since R is closed and T X is T -compact
(Proposition 9.18). To see that the inequality of the triangle holds, ﬁrst observe that for any function f : X → Y , f −1 f =
{(x, y): f x= f y} so that id ⊂ f −1 f . Hence id ⊂ ρ−1X ρX = δXρX ⊂ RρX so that, by Lemma 9.15 we have
idT X = T (idX ) ⊂ T (RρX ) ⊂ (T R)(TρX )
as desired. Since νX (TρX ) = id is a monad law, the diagram gives that ξ ⊂ R . 
10. Notions of Hausdorff
Proposition 10.1. ([33, Deﬁnition and Theorem 4.5]) For any category X with closure, any SP.123 category of spaces in particular, the
following conditions on an object X are equivalent and deﬁne when X is X -Hausdorff.
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(2) For f , g : Y → X in X , {y: f y = gy} is closed in Y .
(3) For h : Y → X in X , the graph Gr(h) = {(y,hy): y ∈ Y } is closed in Y ⊗ X.
Proposition 10.2. ([33, Theorems 4.6, 4.7]) The following hold in any category with closure X .
(1) If f : X → Y in X is injective and if Y is X -Hausdorff then X is X -Hausdorff.
(2) If X, Y are X -Hausdorff, so is X ⊗ Y .
(3) If f : X → Y in X with X X -compact and Y X -Hausdorff, then f is X -perfect. In particular, an X -compact subspace of an
X -Hausdorff space is closed.
Proposition 10.3. In a category with closure X , if f : X → Y is X -perfect and X is X -Hausdorff, then Gr( f ) is closed in X ⊗ Y . If
such f is surjective, Y is X -Hausdorff.
Proof. Gr( f ) = (id ⊗ f )(X ). Also, f ⊗ f = X ⊗ X id⊗ f−−−→ X ⊗ Y f⊗id−−−→ Y ⊗ Y is closed and, if f is surjective, maps X
onto Y . 
An SP.123 category need not be closed under products. A tool to determine counterexamples is the following proposition.
Proposition 10.4. In an SP.123 category X of spaces, the following hold.
(1) Every Hausdorff space in X is X -Hausdorff.
(2) If X is X -Hausdorff but not Hausdorff then X × X is not in X .
Proof. The topology of X ⊗ X is ﬁner than that of X × X , which gives the ﬁrst statement. For the second, if X is closed in
X ⊗ X and X × X is in X then X × X = X ⊗ X so X is Hausdorff. 
Proposition 10.5. In any SP.123 category of spaces X , each X -Hausdorff space is T1.
Proof. If y ∈ {x}, prin(x) ⇁ y so X ∈ prin(x, x) and prin(x, x) ⇁ (x, y) in X ⊗ X . As X is closed in X ⊗ X , (x, y) ∈ X . This
shows that {x} = x. 
Example 10.6. For TopG = sequential spaces, X is TopG -Hausdorff if and only if every sequence in X has at most one limit.
For X ⊗ X is the sequential coreﬂection of X × X and has as closed sets the sequentially closed subsets of X × X . But
limits of sequences are unique if and only if X is sequentially closed.
Note that Proposition 10.5 generalizes [18, Proposition 1.6.16] from sequential spaces to an arbitrary SP.123 category.
We next introduce the obvious deﬁnition of G-Hausdorff.
Deﬁnition 10.7. For G ⊂ F , say that a space X is G-Hausdorff if each ﬁlter in GX converges to at most one point.
Example 10.8. Let G be the sequential ﬁlters functor. Since a sequential ﬁlter converges to y if and only if its generating
sequence does, the G-Hausdorff spaces are precisely those in which every sequence converges to at most one point.
Proposition 10.9. The following hold for G ⊂ F :
(1) If Y is G-Hausdorff and f : X → Y is a continuous injection then X is G-Hausdorff.
(2) Any product of G-Hausdorff spaces is again G-Hausdorff.
Proof. For the ﬁrst statement, if U ∈ GX and U ⇁ x, U ⇁ y then f U ∈ GY and f U ⇁ f x, f U ⇁ f y so f x= f y and x= y.
For U ∈ G(∏ Xi), U ⇁ (xi) ⇔ pri U ⇁ xi for all i, so the second statement is obvious. 
For the balance of this section, we ﬁx a non-empty subfunctor G ⊂ β .
Proposition 10.10. For X in TopG , X is TopG-Hausdorff ⇔ X is G-Hausdorff.
Proof. ⇒: The proof is similar to that of Proposition 10.5. Let U ∈ GX and suppose that U ⇁ x, U ⇁ y. Let δ : X → X × X
map x to (x, x). Then pr1 δ = id = pr2 δ, so pr1 V = U = pr2 V if V = δU = {B ⊂ X × X: {x: (x, x) ∈ B} ∈ U} ∈ G(X × X).
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so x= y as desired.
⇐: Let f , g : Y → X in TopG , E = {y: f y = gy}. We must show E is G-closed in Y . Let E ∈ U ∈ GY , U ⇁ y0. To show:
y0 ∈ E . Let f y0 ∈ W with W open. As f U ⇁ f y0, f −1(W ) ∈ U so f −1(W ) ∩ E ∈ U and g( f −1(W ) ∩ E) ∈ gU . We have
g
(
f −1(W ) ∩ E)= {gz: z ∈ f −1(W ) ∩ E}= { f z: z ∈ f −1(W ) ∩ E}⊂ W
so W ∈ gU . As W is arbitrary, gU ⇁ f y0. But also gU ⇁ gy0. As X is G-Hausdorff, f y0 = gy0 so y0 ∈ E as needed. 
Corollary 10.11. If Xi is TopG-Hausdorff for all i then
⊗
Xi is TopG-Hausdorff.
It is well known that a ﬁrst countable space in which each sequence converges to at most one point is Hausdorff. The
following is a related result.
Proposition 10.12. Let βω be the submonad of β of Theorem 2.3. Then every ﬁrst countable βω-Hausdorff space of countable tightness
is Hausdorff.
Proof. Let X be ﬁrst countable, βω-Hausdorff and of countable tightness and let U ∈ βX with U ⇁ x, U ⇁ y. To show:
x = y. Let Bx,By be countable neighborhood bases at x, y. As Bx ∪ By ⊂ U and {x, y} ⊂⋂(U : U ∈ U), {x, y} ⊂ M ∩ N for
all M ∈ Bx , N ∈ By . For each such M,N there exists countable CMN ⊂ M ∩ N with {x, y} ⊂ CMN . Deﬁne C =⋃M,N CMN so
that C is countable. As Bx ∪ By ∪ {C} has the ﬁnite intersection property there exists V ∈ βX with C ∈ V ⇁ x,V ⇁ y. As
V ∈ βω X and X is βω-Hausdorff, x= y. 
By essentially the same argument as in Proposition 9.6(4), we have
Proposition 10.13. Any TopG-product of TopG-Hausdorff spaces is TopG-Hausdorff.
We can now characterize G-Hausdorff spaces based on G-coherent relations. Recall Lemma 9.17.
Proposition 10.14. Let X ∈ TopG . Then X is G-Hausdorff if and only if for all Y ∈ TopG and all R ⊂ X × Y , if R is G-coherent then R
is closed in X ⊗ Y .
Proof. First let X be G-Hausdorff, R ⊂ X × Y G-coherent. Let R ∈ V ∈ G(X × Y ), V ⇁ (x, y). By Proposition 4.6, we must
show (x, y) ∈ R . As prY V ⇁ y, by coherence there exists x1 ∈ X with prX V ⇁ x1 and x1Ry. As prX V ⇁ x and X is
G-Hausdorff, x1 = x. Conversely, take Y = X , R = X = {(x, x): x ∈ X}. Since X is the identity of X in the category of
sets and relations and since clearly GX = GX , ξ(GX ) = ξGX = ξ = Xξ so X is G-coherent, and hence closed in
X ⊗ X by hypothesis. 
Putting this together with Proposition 9.18, we have
Corollary 10.15. For G ⊂ β , X ∈ TopG , X is G-compact and G-Hausdorff if and only if for all Y ∈ TopG and all R ⊂ X × Y , R is closed
in X ⊗ Y if and only if R is G-coherent.
In [3], Michael Barr introduced the category T-Mod of relational T-models for T= (T , η,μ) a monad in Set. This is the
full subcategory of T -Mod (deﬁned exactly as in Deﬁnition 7.1) of all (X, ξ) satisfying the inequalities
X
ηX

id
T X
ξ
X
T T X

T ξ
μX
T X
ξ
T X
ξ
X
(1)
As noted in [34, Proposition 4.6], the square is equivalent to the requirement that for f : Y → T X , ξ T (ξ f ) ξ f #, so can
be expressed without iterating T . Barr’s main example was β-Mod= topological spaces and he also noted that id-Mod was
preordered sets.
Lax algebras, which generalize relational models beyond the category of sets, are pursued in [10,12,11,45]. This paper
emphasizes the opposite direction, specializing to full subcategories of topological spaces. Barr’s two examples are recap-
tured without monads since Topβ = Top and Topid = Ax= preordered sets.
Proposition 10.16. For T a submonad of β , TopT is a full subcategory of T-Mod.
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R ⊂ (T X, νX ) ⊗ (Y , θ) is closed if and only if it is T -coherent. As ξ is closed by Lemma 9.20, ξ is T -coherent and this is
precisely the inequality in the square. 
Other than spaces and preordered sets, familiar examples of Barr’s relational models have not been discovered. We do
not know when the converse of the previous proposition holds, that is, if (X, ξ) is a T-model must ξ = ξ? In that case,
TopT = T-Mod may be considered an interesting new example.
We are now able to prove Theorem 2.8.
Proof of Theorem2.8. We must show that for T a submonad of β , the functor SetT → Top of Lemma 3.1 is a full subcategory.
Let (X, ξ) be a T-algebra. The proof of Corollary 4.7 gives that the ξ -closed sets are just the subalgebras so that SetT → Top
may equally well be described as (X, ξ) → (X, ξ). The T -space (X, ξ) is T -compact because ξ ⊂ ξ and ξ is a function.
The square
T T X
T ξ
μX
T X
ξ
T X
ξ
X
commutes since this is one of the algebra axioms, so it follows from Proposition 8.6 that ξ : (T X,TμX ) → (X,Tξ ) is TopT -
perfect. Now (T X,TμX ) is Hausdorff (Theorem 2.1), hence TopT -Hausdorff (Proposition 10.10). As ξρX = id is an algebra
axiom, ξ is surjective. It then follows from Proposition 10.3 that (X,Tξ ) is TopT -Hausdorff hence T -Hausdorff, so ξ is a
partial function. As ξ ⊂ ξ and ξ is a function, ξ = ξ . By Proposition 4.1, every continuous map between algebras is a model
map hence an algebra homomorphism. Thus we are done, having shown SetT to be a full subcategory of the T -compact,
T -Hausdorff T -spaces. 
We can say a little more:
Theorem 10.17. For T a submonad of β , SetT is precisely the T -compact, T -Hausdorff T -spaces.
Proof. It remains to show that if (X, ξ) is a T -compact, T -Hausdorff T -space then (X, ξ) is a T-algebra. By Proposi-
tion 10.16, (X, ξ) is a T-model. As this space is T -compact and T -Hausdorff, ξ is a function. But any T-model (X, γ ) with
γ a function is a T-algebra. 
We can now prove Theorem 2.9. In fact, a stronger result will be shown.
Theorem 10.18. Let I = T be a submonad of βω . Then every T -compact, Hausdorff sequential space is a T-algebra.
Proof. Let X be T -compact, Hausdorff and sequential. By Theorem 10.17, it remains to show that X is a T -space. To that
end, let A ⊂ X be T -closed and show that A is sequentially closed. Let f : ω → A be a sequence in A and suppose that
f n converges to x. By Corollary 3.10, there exists a non-principal ultraﬁlter U ∈ Tω. By hypothesis, there exists unique y
with f U ⇁ y. As A ∈ U (because f U ∈ T A) and A is T -closed, y ∈ A. If x = y there are disjoint open sets U , V with x ∈ U ,
y ∈ V . As f U ⇁ y, f −1V ∈ U . As f n is eventually in U and U is non-principal, f −1(U ) ∈ U . As U , V are disjoint this is
impossible, so x= y. As y ∈ A, x ∈ A. 
We conclude the section with further results that hold for submonads of β .
Theorem 10.19. Let (T ,ρ, ν) be a submonad of β . For f : (X, ξ) → (Y , θ) in TopT , f is TopT -perfect ⇔ f is tight.
Proof. That tight ⇒ TopT -perfect is Proposition 8.6. Conversely, let f be TopT -perfect. Then, writing T X for (T X, νX ),
X for (X, ξ), Y for (Y , θ), we have that id × f : T X ⊗ X → T X ⊗ Y is a closed map. Additionally, ξ ⊂ T X ⊗ X is closed
by Lemma 9.20. It follows that the image B = (id × f )ξ = {(U , f x): U ∈ T X, U ⇁ x} is closed in T X ⊗ Y . Notice that
B is the relation composition T X
ξ−−→ X f−→ Y . Also, by Lemma 9.15(3), T ( f ξ) = (T f )(T ξ). Since T X is T -compact and
T -Hausdorff, relations out of T X are closed if and only if they are T -coherent. Now consider the diagram
T T X
tξ
νX
T X

T f
ξ
T Y
θ
T X
ξ
ξ 
f
Y
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are done once that is shown because the reverse inequality in the right square is true (continuous ⇒ model map) so that
f is then tight. We freely apply Lemma 9.15 in the remainder. id ξρX ⇒ id = T (id) T (ξρX ) (T ξ)(TρX ). Thus
θ(T f ) = θ(T f )idT X  θ(T f )
(
T ξ
)
(TρX )
= θT ( f ξ)(TρX ) f ξνX (TρX )
= f ξ (monad law)
so the proof is complete. 
In view of Lemma 7.13 we have
Corollary 10.20. If T is a submonad of β , a pullback of a TopT -perfect map is TopT -perfect.
With a submonad, we can now improve Proposition 4.6 to take account of closure.
Theorem 10.21. Let (T ,ρ, ν) be a submonad of β . Given (X, ξ) ∈ TopT and A ⊂ X,
x ∈ A ⇔ ∃U ∈ T X with A ∈ U and U ⇁ x
Proof. ⇐ is true since U ⇁ x ⇒ x ∈⋂(U : U ∈ U). Conversely, if i : A → X is inclusion, T i : (T A, νA) → (T X, νX ) is a tight
map in TopT since ν is a natural transformation. As T i × id : T A ⊗ X → T X ⊗ X is a closed mapping, T A × X is closed in
T X ⊗ X . By T -compactness, prX : T X ⊗ X → X is a closed mapping and ξ is closed in T X ⊗ X . Thus prX ((T A × X)∩ ξ) =
{x: ∃U ∈ T X with A ∈ U ⇁ x} is closed and contains A. 
The preceding result calls for a bit of discussion. From the point of view of algebra, if G ⊂ β generates submonad T ,
the various GX constitute a generating class of operations and T X is the complete set of all operations with variables
in X derivable from G . On the topological side, T X represents the closure under limits in GX . Thus only G is needed to
determine if a set is closed (as in Proposition 4.6). To determine the closure of a set, one looks at all limits from the set so
the monad is needed as just seen.
Corollary 10.22. Let T be a submonad of β . If f : X → Y is TopT -perfect and K is a T -compact subspace of Y then f −1(K ) is a
T -compact subspace of X .
Proof. Let X ←− f −1(K ) u−→ Y be the pullback of X f−→ Y j←− K . Then for any Z ∈ TopT , u ⊗ id : f −1(K ) ⊗ Z → Y ⊗ Z is a
pullback of f ⊗ id : X ⊗ Z → Y ⊗ Z , and so is closed by Corollary 10.20. Thus prZ : f −1(K )⊗ Z → Z is closed since it is the
composition f −1(K ) ⊗ Z u⊗id−−−→ K ⊗ Z prZ−−→ Z . 
A well-known density result for Hausdorff spaces is even true for the T -Hausdorff T -spaces:
Corollary 10.23. Let T be a submonad of β . If X is a T -Hausdorff space in TopT and A ⊂ X then |A| 22|A| .
Proof. In Theorem 10.21, ξ is a partial function so
|A| |T A| |βA| = 22|A| 
A sharper result obtains above if |T A| < |βA|. See Corollary 11.7.
11. The monadic preorder
For r ∈ ω = βω\ω, recall the deﬁnitions of Gr and Tr from Deﬁnition 2.10.
It is obvious that the Rudin–Keisler preorder r RK s on ω is just Gr ⊂ Gs . Thus the various Gr may be thought of as
the Rudin–Keisler types.
Deﬁnition 11.1. The monadic preorder on ω is given by r m s if Tr ⊂ Ts .
The various submonads Tr are then the monadic types.
Trivially, r RK s ⇒ r m s.
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Lemma 11.3. If r is an m-point, Grω = Trω.
Proof. Suppose Grω = Trω and let X be a set. We must show Gr X = Tr X . Let U ∈ Tr X . As Tr ⊂ βω there exists countable
A ⊂ X with A ∈ U . Let g : ω → A be surjective so that there exists V ∈ Trω with gV = U . By hypothesis, there exists
f : ω → ω with f r = V . Thus U = g( f r) = (g f )r ∈ Gr X as desired. 
If r is an m-point then the preceding proposition gives s ∈ Trω with s /∈ Grω. Thus Ts ⊂ Tr but Gs ⊂ Gr , so s m r but
not sRK r and the monadic order is not the same as the Rudin–Keisler order.
We have not succeeded in ﬁnding any example of a non-m-point. We can at least show that it is consistent that m-points
exist, as follows.
Theorem 11.4. Under the continuum hypothesis, there exists an m-point.
Proof. By [13, Theorems 16.3, 16.4], under CH there exists a Rudin–Keisler minimal P -point r ∈ ω . Suppose that Gr is a
submonad and seek a contradiction. Gr X is the free r-algebra (= r-compact, r-Hausdorff r-space) generated by X . As the
inclusion Gr X → (βX,μX ) is continuous (Lemma 3.2) and X is open in (βX,μX ), the space Gr X\X is itself a Gr-algebra.
Let ωr denote the r-algebra Grω\ω. For A ⊂ ωr let Â denote the closure of A in ωr and let A be the closure of A in
(βX,μX ). Let B = ωr\{r}. As ωr is countably tight by Theorem 4.9, if we had r ∈ B̂ there would be a countable subset A
of B with r ∈ Â. If ai were a net in A converging to r in ωr , the continuity of ωr → ω shows that r ∈ A which contradicts
that r is a (weak) P -point. It follows that r is an isolated point of ωr . Now for any s ∈ Grω, s RK r. As r is minimal,
there exists a bijection g : ω → ω with gs = r. Thus ωr is homogeneous and all of its points are isolated. As Grω has a
non-principal ultraﬁlter (e.g. r) and no non-principal ultraﬁlter can converge to an isolated point whereas ξ is convergence
in the r-algebra ξ : Grωr → ωr , we obtain the desired contradiction. 
For n a ﬁnite cardinal with the discrete topology, n belongs to TopTr as do all Alexandroff spaces and so, being compact
Hausdorff hence Tr-compact, Tr-Hausdorff, is a Tr-algebra. Since any function from n to any space is continuous it follows,
in particular, that n is the free Tr-algebra generated by n, so Trn = n. (Alternate proof, n ⊂ Trn ⊂ βn = n.)
The following transﬁnite construction of Tr has appeared in essence both in topology ([4, Example 2], [23, Theorem 2.12],
[20, Lemma 2.2]) as well as in inﬁnitary universal algebra [41, p. 99, Proposition 1.3]. It plays a pivotal role in proofs below.
The construction becomes stationary immediately in the ﬁnite case by the remarks above, so one should think primarily
about the inﬁnite case.
Theorem 11.5. Let X be a set. Deﬁne Aα ⊂ Tr X transﬁnitely as follows.
A0 =
{
prin(x): x ∈ X}
Aγ =
( ⋃
α<γ
Aα
)
∪
{
ψ#r: ω
ψ−→
⋃
α<γ
Aα
}
and set AX =⋃α<ω1 Aα . Then AX = Tr X .
Proof. We show that X → AX is a submonad of Tr . Since r ∈ A1 this would complete the proof. For y ∈ Y , prin(y) ∈ AY
via A0. Now let ϕ : X →AY . We must show that ϕ# maps Aα,X into AY for α < ω1. The case α = 0 is given. Assuming the
result for α < γ , let ψ : ω →⋃α<γ Aα,X . By the induction hypothesis, ϕ# :⋃α<γ Aα → AY . As ω1 is uncountable, there
exist α1 < α2 < ω1 with the image of ϕ#ψ contained in Aα1,Y . Thus ϕ#(ψ#r) = (ϕ#ψ)#(r) ∈Aα2,Y ⊂AY as desired. 
Corollary 11.6. For r ∈ ω , |Trω| 2ω . In particular, Tr is a proper submonad of βω since |βωω| = |βω| = 22ω .
Proof. |A0| = ω < 2ω . If |Aα | 2ω for α < γ then |Aγ | (ω × 2ω) + (2ω)ω = 2ω . Thus, |Trω| = |⋃α<ω1 Aα |ω1 × 2ω =
2ω . 
Corollary 11.7. If X is an Gr-Hausdorff Gr-space and A ⊂ X, |A| 2|A| .
Proof. By the proof of Corollary 10.23, |A| |Tr A|. Replacing ω with A in the proof of Corollary 11.6 gives |Tr A| 2|A| . 
Lemma 11.8. Let r ∈ ω . Then every Gr-compact space X is Tr-compact.
E. Manes / Topology and its Applications 157 (2010) 961–989 985Proof. Let D ⊂ Tr X be the set of ultraﬁlters which converge in X . Then A0 ⊂D. Assuming Aα ⊂D for α < γ , ⋃α<γ Aα ⊂
D. Let ψ : ω →⋃α<γ Aα so that there exists f : ω → X such that ψ(n) converges to f (n) for all n < ω. To show: ψ#r
converges, as then Aγ ⊂ D. As X is Gr-compact, there exists x ∈ X with f r ⇁ x. We will show ψ#r ⇁ x as well. Let x ∈ U
with U open. Then U ∈ f r so f −1(U ) = {n: U ∈ ψ(n)} ∈ r. For all n ∈ f −1U , ψ(n) ⇁ f (n) so U ∈ ψ(n). As ψ#r = {A ⊂
X: {n: A ∈ ψ(n)} ∈ r} and as {n: U ∈ ψ(n)} ⊃ {n: f (n) ∈ U } it follows that U ∈ ψ#r so ψ#r ⇁ x. 
Deﬁnition 11.9. The Comfort preorder on ω , ascribed to W. Comfort in [22, Deﬁnition 3.1], is r c s if every s-compact
completely regular Hausdorff space is r-compact.
Theorem 11.10. For r, s ∈ ω , each statement implies those beneath it.
(1) r RK s.
(2) r m s.
(3) Every Gs-compact topological space is Gr-compact.
(4) r c s.
Proof. By Lemma 11.8, if X is Gs-compact then every ultraﬁlter in Ts X converges. If r m s then Gr X ⊂ Ts X so X is
Gr-compact. 
Corollary 11.11. For r ∈ ω , |{s ∈ ω: Tr = Ts}| 2ω , so that ω has 22ω monadic types.
Proof. It is well known that ω has 22
ω
RK-types. [22, Lemma 3.7] shows that |{s ∈ ω: r c s, sc r}| 2ω . 
12. δr-Algebras
In this section we consider equational varieties with a single operation δ = δ(x0, x1, x2, . . .) of countably inﬁnite arity.
Remarkably, among the full subcategories of Top there are 22
ω
different such varieties, no two term equivalent.
For the balance of this section we use the notations of the construction of Theorem 11.5 without comment.
Deﬁne a signature Σ by Σω = {δ} and Σn = ∅ for cardinals n other than ω so that the category Σ-Alg of all Σ-algebras
consists of all (X, δ) with δ : Xω → X and with homomorphisms that commute with this operation.
Let W : SetTr → Set be the underlying set functor. Now an element of Wω(X, ξ) = (W (X, ξ))ω is a function f : ω →
W (X, ξ) which extends to a homomorphism ψ : (Trω,μr,ω) → (X, ξ) on the free algebra. If A is the category SetTr , Wω
is naturally equivalent to the representable functor A((Trω,μr,ω), ·). Applying the Yoneda lemma (or bypassing the Yoneda
lemma and checking naturality directly), r ∈ Trω induces a natural transformation δ : Hω → H by
Xω
δ(X,ξ)−−−→ X, ω f−→ X −→ f #r
This induces a functor Φ : SetTr → Σ-Alg by Φ(X, ξ) = (X, δ(X,ξ)).
Theorem 12.1. Via Φ , SetTr is isomorphic over Set to a variety of Σ-algebras.
Proof. We apply the Birkhoff variety theorem [5]. This amounts to showing that Φ is injective on objects and is full, so that
it is a full subcategory of Σ-Alg. We then show closure under products, subalgebras and homomorphic images. Suppose
Φ(X, ξ) = Φ(X, θ). Then ξ, θ : Tr X → X agree on A1. Write X for δ(Tr X,μr,X ) . As ξ , θ are homomorphisms we have the
(respectively) commutative squares
(Tr X)ω
ξω,θω
X
Xω
δ(X,ξ),δ(X,θ)
Tr X ξ,θ X
For ψ : ω →⋃α<γ Aα we have
ξ
(
ψ#r
)= ξX (ψ) = δ(X,ξ)(ξ(ψn: n ∈N))
= δ(Y ,θ)
(
θ(ψn: n ∈N)) (induction hypothesis)
= θ(ψ#r)
so ξ, θ agree on Aγ . Thus ξ = θ and Φ is injective on objects.
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homomorphism, so let A be the subset of Tr X on which f ξ and θ(Tr f ) agree and show A= Tr X . As
θ(Tr f )ηr,X = θηr,Y f (ηr natural)
= f (algebra law for θ)
= f ξηr,X (algebra law for ξ )
A0 ⊂A. If Aα ⊂A for α < γ then for ψ : ω →⋃α<γ Aα ,
f ξ
(
ψ#r
)= f (idX )#(ψ#r)= f ((idX )#ψ)#(r)
= f (ξψ)#(r) = ( f δ(X,ξ)(ξψ))(r)
= (δ(Y ,θ)( f ξψ))(r) (as f is a Σ-homomorphism)
= ( f ξψ)#(r) = (θ(Tr f )ψ)#(r) (induction hypothesis)
= ( f #ψ)#(r) (as f # = θ(Tr f ))
= f #ψ#(r) = θ(Tr f )
(
ψ#r
)
so A= Tr X and f is a Tr-homomorphism as desired.
Now let (Xi, ξi) be a family of Tr-algebras and let X =∏ Xi with projections pri : X → Xi . Then the unique map ξ
deﬁned by the square on the left, below is the product in the category of Tr-algebras, as is well known (and easy to check).
As the pri are then Σ-homomorphisms,
Tr X
Trpri
ξ
Tr Xi
ξi
X pri Xi
Xω
prωi
δ(X,ξ)
Xωi
δ(Xi ,ξi )
X pri Xi
the square on the right commutes. But such δ(X,ξ) is the coordinatewise operation induced by the δ(Xi ,ξi) which is well
known to be the product Σ-algebra. Thus Φ preserves products and so is closed under products.
We turn to showing closure under Σ-subalgebras, so let (X, ξ) be a Tr-algebra and let A ⊂ X with inclusion i : A → X
be a Σ-subalgebra of (X, δ(X,ξ)). It suﬃces to show that A is a Tr-subalgebra of (X, ξ). We thus have the square on the left
below, and we must establish the existence of a factorization ξ0 shown in the square on the right.
Aω
iω
δ0
Xω
δ(X,ξ)
A i X
Tr A
Tr i
ξ0
Tr X
ξ
A i X
Deﬁne A ⊂ Tr A by A = {U ∈ Tr A: ξ(Tr i)(U) ∈ A}. We must show A = Tr A. For a ∈ A, ξ(Tr i)(prin(a)) = ξ prin(ia) (as ηr is
natural) = a (algebra law) so A0 ⊂ A. Now assume Aα ⊂ A for α < γ and let ψ : ω →⋃α<γ Aα . Then if j :⋃α<γ Aα →
Tr A is inclusion, it follows from the induction hypothesis that there exists g : ω → A with ξ(Tr i) jψ = ig . Noting that
ξ(Tr i) = i#, we have
ξ(Tr i)
(
( jψ)#r
)= i#( jψ)#(r) = (i# jψ)#(r)
= (ξ(Tr i) jψ)#(r) = (ig)#(r)
= δ(X, ξ)(ig) = iδ0(g) ∈ A
This shows Φ is closed under Σ-subalgebras.
Finally, let (X, ξ) be a Tr-algebra, (Y , γ ) a Σ-algebra and let h : (X, δ(X,ξ)) → (Y , γ ) be a surjective Σ-homomorphism.
We must show that there exists a Tr-algebra (Y , θ) with δ(Y ,θ) = γ . Let R = {(x1, x2) ∈ X × X: hx1 = hx2} be the equivalence
relation of h. Then R is a Σ-congruence, i.e., is also a Σ-subalgebra of (X, δ(X,ξ))× (X, δ(X,ξ)). By the results already proved,
R is also a Tr-subalgebra of (X, ξ) × (X, ξ). It follows from standard results in universal algebra (since for a monad T, SetT
is equationally deﬁnable) that there exists a unique Tr-algebra (X/R, θ1) such that the canonical projection π : (X, ξ) →
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gπ = h and so unique θ as shown in
(X, δ(X,ξ))
π
h
(X/R, δ(X/R,θ1)) g (Y , γ )
Tr(X/R)
Tr g
θ1
TrY
θ
X/R g Y
the square so that (Y , θ) is the desired Tr-algebra with Φ(Y , θ) = (Y , γ ). 
At this point we know that Tr-algebras may be regarded precisely as (Σ, Er)-algebras for some class of equations Er
(which depends on r ∈ ω). For simplicity, we call such algebras δr-algebras after the unique operation δ of Σ , with the
subscript reminding us of the dependency on the choice of ultraﬁlter r. By Theorem 2.8 we know that δr-algebras constitute
a full subcategory of Top. Since the closed subsets of an algebra are just its subalgebras where subalgebras are the same for
both the Tr-algebra and δr-algebra structures, a δr-algebra is a space with closed subsets those subsets A with δ(Aω) ⊂ A.
We also know that the free δr-algebra generated by X is (Tr X,μr,X ).
We denote the full subcategory SetTr → Top (which may also be regarded as the δr-algebras) as Top[r].
We are ﬁnally ready to prove Theorem 2.11. Part of the proof is Corollary 11.11 already shown. The rest follows from the
next result.
Theorem 12.2. For r, s ∈ ω , the following statements are equivalent.
(1) Top[r] = Top[s] as full subcategories of Top.
(2) Top[r] ⊃ Top[s] as full subcategories of Top.
(3) r, s have the same monadic type.
Moreover, of the 22
ω
distinct monadic types Tr , no two or the corresponding categories of algebras are term equivalent.
Proof. Observe that every subfunctor of β preserves binary coproducts. This amounts the property of an ultraﬁlter U that
A ∪ B ∈ U ⇔ A ∈ U or B ∈ U . Börger’s theorem [6,42] asserts that an endofunctor of Set which preserves binary coproducts
admits a unique natural transformation to β . A striking consequence of this is that every natural transformation λ between
subfunctors of β must commute with the inclusions into β so that λ is itself an inclusion.
(2) ⇒ (3). The inclusion Top[r] → Top[r] corresponds to a monad map λ : Tr → Ts [35, Theorem 3.39]. The Ts-algebra
(Ts X, νs,X ) induces the Tr-algebra (Ts X, νs,XλT X ) which has the same open sets by the hypothesis (2). By the deﬁnition of a
monad map, λX : (Tr X, νr,X ) → (Ts X, νs,XλT X ) is a Tr-homomorphism. It follows that the image Y of λX is an r-subalgebra
of (Tr X, νs,XλT X ) = closed subset of (Tr X, νs,XλT X ) = closed subset of (Ts X, νs,X ) = s-subalgebra of (Ts X, νs,X ). By the
deﬁnition of a monad map, the image of λ contains all principal ultraﬁlters so λ is a componentwise surjective natural
transformation. On the other hand, by Börger’s theorem, Tr ⊂ Ts with inclusion λ. It follows that Tr = Ts as desired.
(3) ⇒ (1). For S a submonad of β , the topology of a S-algebra is given by S-restricted ultraﬁlter convergence.
Distinct submonads Tr, Ts cannot be naturally equivalent let alone isomorphic as monads by the Börger’s theorem argu-
ment already given, so the corresponding categories of algebras are not term equivalent. 
The proof of the Birkhoff variety theorem gives us that Er can be taken as the class of all equations that all δr-algebras
satisfy. It is interesting to ask if one can ﬁnd a small and perspicuous set of generating equations. While the question
remains open, we can make some progress as follows. Considering the following equations for Σ-algebras with r ∈ ω
given.
δ(x, x, x, . . .) = x (2)
δ(xn) = δ(yn) if {n: xn = yn} ∈ r (3)
Recall that δ(X,ξ)( f ) = f #(r) = (Trω Tr f−−−→ Tr X ξ−→ X)r = unique point to which f r converges (since f r means Tr f and
ξ = ξ is convergence). If f is constantly x then f r = prin(x) so Eq. (2) is true. Given f , g with {n: f n = gn} ∈ r, if A ∈ f r
then {n: f n ∈ A} ∈ r so that {n: f n ∈ A and f n = gn} ∈ r and {n: gn ∈ A} ∈ r which gives that A ∈ gr. Thus f r = gr and
Eq. (3) holds.
But are these enough equations? Consider (X, δ) satisfying (2), (3). Deﬁne A ⊂ X to be closed if δ(Aω) ⊂ A. Then ∅ is
closed and any intersection of closed sets is closed. If A, B are non-empty and closed, let f ∈ (A ∪ B)ω . Then ω = {n: f n ∈
A} ∪ {n: f n ∈ B} so one of these sets, the ﬁrst say, is in r. Deﬁne gn to be f n if f n ∈ A and otherwise set gn = a0 for
any chosen a0 ∈ A. Then by Eq. (3), δ( f ) = δ(g) ∈ A. This shows A ∪ B is closed, and a topology results. It is routine to
check that f r converges to δ( f ) in this topology. What needs to be shown is that if f r converges to x then x = δ( f ). By
Theorem 12.1, we know that equations exist to make this true. It remains to discover them.
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Question 1 If G, H ⊂ F is TopG ∩ TopH of form TopK ?
Question 2 Is k-spaces TopG for some G ⊂ F?
Question 3 Are there stability properties beyond SP.1, SP.2, SP.3 which are shared by all TopG?
Pursuant to the next question, we observe that the one-point compactiﬁcation K = ω ∪ {∞} of discrete ω belongs to
TopG if I = G ⊂ β . Suppose W ⊂ K is G-open but not open. Then ∞ ∈ W and W ∩ω is inﬁnite. As W ′ is not closed, W ′ is
inﬁnite, so there exists a bijection f : K → K with f (W ) = W ′ . Let U ∈ GK\K so that U converges to ∞ in K . Thus W ∈ U .
By the same reasoning, as f (U) ∈ GK\K , W ∈ f (U). As also W ′ ∈ f (U), we get the desired contradiction.
Question 4 For what G ⊂ F is TopG cartesian closed?
[27] proves that a full subcategory of Top which contains K and is closed under X × X is not cartesian closed. Note that
sequential spaces is cartesian closed whereas Top is not.
Question 5 [38] has asked if, in ZFC, a separable, ﬁrst countable, countably compact Hausdorff space need be compact.
A possible place to look for a counterexample is among the quotient algebras of βωω. All of these are separable
and countably compact. By Proposition 10.12, any ﬁrst countable such algebra is necessarily Hausdorff.
Question 6 For T a submonad of β , we have shown that TopT is a full subcategory of the category T-Mod of relational
models. If T = I or T = β then TopT = T-Mod. For what other T , if any, does this equality occur? The precise
question is: for (X, ξ) in T-Mod, is ξ = ξ?
Question 7 Characterize generalized completely regular spaces. A topological space is completely regular and Hausdorff if
and only if it is a subspace of a compact Hausdorff space. For G ⊂ β , the associated problem is to characterize
those spaces in TopG which admit an initial injective map into a space in the category C of G-compact G-Hausdorff
spaces in TopG . [26, Question 16] has asked which spaces embed in βω. For T is a submonad of β , which spaces
in TopT admit an initial injection into the free algebra Tω?
Question 8 Is every r ∈ ω an m-point in ZFC? We conjecture this is so.
Question 9 What are the equations for δr-algebras?
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