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Abstract
Sliding droplets are crucial in many industrial applications. Examples are coating and 
separation processes involving multiple phases and liquid films. Often one can observer 
how a sliding droplet halts midstream on a solid surface. Wetting defects such as 
topographic structures can lead to a pinning of sliding droplets. To asses the influence of 
liquid density and surface tension on the pinning direct numerical simulations are 
performed in this work. After the model and its discretization are introduced, the solution 
is validated. Simulation results of gravity-driven droplets on inclined surfaces with 
structures in the size of the droplets are presented and the observed requirements for 
pinning a sliding droplet to a surface are discussed.
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Symbols used
b m3 s /kg Mobility
cW - Proportionality
Ca - Cahn number
𝐸𝑜 - Eötvös number
F N Force
g m /s2 Gravitational acceleration
h m Height
l m Length/Diameter
p Pa Pressure
r m Radius
u - volume fraction
v m / s Velocity
W - Bulk potential
Greek symbols
α ° Inclination angle
γ J /m2 Contact line potential
Δ Difference
ϵ m Interfacial thickness
η Pas Dynamic viscosity
θ ° Contact angle
μ kg /ms2 Chemical potential
ρ kg /m3 Density
σ mN /m Surface tension
τ s Time step
φ - phase field
Ω - Domain
∂ Ω - Boundary of domain
Subscripts
0 Initial
1 Phase one
2 Phase two
d Droplet
e Equilibrium
g Gas
l Liquid
∞ Infinity
1. Introduction
Liquid droplets sliding along solid surfaces are a frequently observed phenomenon in 
nature, e.g., raindrops on a leaf, and in everyday situations, e.g., drops of water in a 
drinking glass. Furthermore, sliding droplets (and most often the suppression of those, 
i.e., complete wetting of liquid films) are crucial in many industrial applications. Examples
are coating or painting processes and the efficient operation of separation or reaction 
processes involving multiple phases and thin liquid films. Frequently, the solid surfaces 
contain a certain statistical roughness, e.g., corroding pipes in heat exchangers, or a 
regular texture with dimensions in the same order of magnitude as the liquid film 
thickness, e.g., structured packings in distillation and absorption processes. While letting 
droplets flow down such non-smooth surfaces, often one can observe how a sliding 
droplet halts midstream on the solid surface. If one or more following droplets coalesce 
with the pinned droplet or the surface is tilted it starts sliding again. 
From existing research on the pinning of droplets with low or near zero velocity, it is well 
known, that wetting defects such as chemical sections with variable wettability or 
topographic structures can lead to a pinning of droplets [1, 2]. For the pinning on sharp 
corners, the famous Gibbs’ inequality gives a relation between the edge angle and the 
contact angles [3, 4, 5]. In many studies on sliding droplets the solid surface is assumed 
to be a smooth and homogeneous surface, e.g., [6, 7, 8]. The conditions for the 
detachment of pinned droplets from defects has been examined quite well, see for 
example [9, 10, 11]. However, research about the capture of sliding droplets on wetting 
defects is very rare: In [12] and [13], experiments respectively simulations were 
performed on the pinning of sliding droplets on chemical heterogeneities like a rapid 
change of the contact angle. The pinning on a topographic defect was researched by [14, 
15]. In those works however, the defect was very small compared to the droplet. In 
contrast, many technical applications possess geometrical structures in the size of the 
droplet. Subsequently, little information is available for the systematic design of such 
microstructures on surfaces, e.g., for structured high performance packings in distillation 
and absorption. 
Hence, in this work numerical simulations are performed to asses the values of liquid 
density and surface tension which lead to the pinning of a sliding droplet. A 
thermodynamic consistent Cahn–Hilliard–Navier–Stokes model for different densities is 
adopted to calculate the two phase flow, see Section 2. As the resulting model forms a 
very tightly coupled and nonlinear system of equations the discretization and solution 
strategy is carefully selected to allow efficient and accurate simulations. The model and 
the implementation are validated in Section 3 with analytical data on the spreading of 
droplets as well as static hysteresis. In the detailed simulations in Section 4, the evolution
of the velocity of the droplet from zero to a maximum velocity as the droplet slides down 
the incline can be observed.
2. Cahn–Hilliard–Navier–Stokes for Moving Contact Line Simulations
2.1. Moving Contact Lines
By accurately observing a sliding droplet which gets pinned on a microstructure, one can 
identify the so-called moving contact line as well as the contact angles as having a crucial
influence. As shown in Fig. 1, the moving contact line (or contact point if a two 
dimensional problem is observed) is the position where the gas-liquid interface intersects 
the solid surface. In the past, a plurality of experimental, numerical and theoretical 
studies were conducted to understand and predict the behavior of moving contact lines. 
For details about liquids on surfaces see for example the reviews [7, 16].
Figure 1: Illustration of the moving contact line and the contact angle of a sliding droplet 
on a solid surface.
Despite its crucial influence on the performance and efficient operation of a wide range of
industrial applications, specific utilization of the moving contact line and contact angles is
still rare. One of the main reasons for the rare research on moving contact lines in 
chemical engineering are the challenges in modeling and simulation of relevant flow 
configurations. Most often, the Volume-of-Fluid or Level-Set methods are applied for the 
simulation of two-phase flows. However, using theses approaches together with the 
common no-slip boundary condition at the wall leads to an nonphysical singularity and a 
logarithmically diverging energy dissipation in the vicinity of the contact line [16, 17]. The
result in these simulations is, that a cell size dependent slip at the contact line is 
implicitly included [18]. To circumvent this difficulty, in this work, the coupling of the 
incompressible Navier–Stokes equations with the Cahn–Hilliard equation is applied to 
calculate the two-phase flow [19]. As shown in Fig. 2, compared to the sharp interface 
methods, this phase field method replace the infinitely thin boundary between gas and 
liquid by a transition region with finite thickness. It describes the distribution of the 
different fluids by a smooth indicator function. It follows, that all physical properties like 
density or viscosity vary continuously across the interface. Especially, the Cahn–Hilliard 
equation allows the contact line to move naturally on the solid surface due to a diffusive 
flux across the interface even if no-slip is assumed [19]. As summarized in the review by 
[20], the Cahn–Hilliard–Navier–Stokes (CHNS) equations can easily handle topological 
changes of the interface (merging and breakup) [21], the contact line can be accurately 
represented [22] and the interface is implicitly tracked without any prior knowledge of the
position. Furthermore, one of the major advantages is, that the formulation of the surface
tension force in the Navier–Stokes (NS) equation exactly conserves both the surface 
tension energy and kinetic energy. This can reduce spurious currents, which are purely 
artificial velocities around the interface, to the level of the truncation error even for low 
Capillary numbers [23, 24].
Figure 2: Comparison of the sharp and diffuse interface approach (DI). In DI, the density
ρ  changes gradually over the interface ( x̄ is the coordinate normal to the interface).
2.2 Model
The liquid droplet and the surrounding air are modeled as Newtonian, isotherm, 
immiscible and incompressible fluids. In this work, the common incompressible, single-
field Navier–Stokes (NS) equation is combined with the convective Cahn–Hilliard (CH) 
equation to describe the interface dynamics. To describe the spatial distribution of the 
two phases (liquid and gas), and thus the diffuse interface between them, with a single 
variable, an order parameter or phase field φ  is introduced as
φ ( x,t )=u 2−u1={
−1 , for pure phase 1 or u1=1
+1 , for pure phase 2 or u1=0
(1)
in which u1  and u2  are the volume fractions of phase 1 (liquid) and 2 (gas). The further 
primal variables are given by the velocity field v , the pressure field p , and the chemical
potential μ . In this work the thermodynamically consistent diffuse interface model for 
large density differences between gas and liquid proposed in [25] is applied
ρ ∂ t v+ ( ρv+J ) ∇ v− ∇⋅(2 ηD v )+∇ p=−φ ∇ μ+ρg, (2)
− ∇⋅v =0 , (3)
∂ t φ+v ∇ φ−bΔμ= 0 , (4)
−σϵΔφ+
σ
ϵ
W′ (φ ) =μ, (5)
which is closed with the boundary conditions, compare [26]
v =0 , (6)
σϵ ∇ φ⋅νΩ +γ' (φ )=0 , (7)
∇ μ⋅ν Ω=0 , (8)
where ν Ω  denotes the outer unit normal on the computational domain. We use the 
abbreviations 
J =− b
∂ ρ
∂ φ
∇ μ
, where b  denotes the constant mobility of particles in the 
Cahn–Hilliard model, and 2 Dv=∇ v +(∇ v )
t
. The gravitational acceleration is denoted by
g  and p= p
phys
−μφ  is a shifted pressure, where p
p h y s
 denotes the physical pressure. The 
density function is denoted by ρ≡ρ(φ)>0  and satisfies ρ(−1)=ρ1  and ρ (1)=ρ2 , with
ρ1 , ρ 2  denoting the constant densities of the two involved fluids. It is a linear function 
with respect to φ . Note, that a linear relation might lead to negative densities if the 
density ratio is large [27]. Enforcing a positive density using a nonlinear relation however 
can lead to loss of mass during the simulation [8]. The viscosity function is η≡η(φ)>0  
and satisfies η(−1)=η1  and η(1)=η2 , with η1 ,η2  denoting the viscosities of the involved 
fluids. The function W (φ)  denotes a dimensionless potential of double-well type. Here, it 
is chosen as
W (φ)={
1
4
(1−φ2)2 , if|φ|≤1
(|φ|−1)2 , else.
(9)
Moreover, the contact line energy is denoted by γ  and interpolates smoothly between 
the solid-liquid and solid-gas surface energies. The expression for γ  can be derived 
based on the assumption of equipartition of energy, i.e., 
ϵ
2
|∇ φ|2≈
1
ϵ
W (φ )
[8]. It is given 
by
γ ' (φ )=−σ 12 cos(θ s)cW √2W (φ )=−√2 σ cos(θs){
1
2
(1−φ2) , if|φ|≤1 ,
(|φ|−1) , else.
(10)
where σ12  denotes the surface tension between phase 1 and 2 and θs  denotes the static
equilibrium contact angle between the solid and the interface and is measured in the 
liquid phase. In Fig. 3 the potentials W  and γ  are plotted. Finally the constant ϵ  is 
proportional to the thickness of the diffuse interface, while σ =cW σ 12  denotes the scaled 
surface tension of the interface, where 
cW=
3
2√2  is determined from the particular form 
of W , compare [8]. For details on the mathematical properties of W  and γ  see [8]. 
The model (2)–(5) can be derived purely from thermodynamic principles [25]. Here it is 
postulated, that the system in the whole domain Ω  with boundary ∂ Ω  can be described
by the following sum of kinetic energy and Helmholtz free energy functional of Ginzburg–
Landau type [28].
E=
1
2∫
ρ|v|2 d x +σ ∫ ϵ
−1 W (φ )+ ϵ|∇ φ|2 d x +∫ γ d s . (11)
Figure 3: The bulk energy potential W  and the surface energy potential γ .
2.3. Implementation and Solution
The CHNS equations form a very tightly coupled and highly nonlinear system of four 
partial differential equations. Furthermore, the CH Eqs. (4) and (5) involves fourth-order 
derivatives respect to φ . Compared to the NS Eqs. (2) and (3), which involve only 
second-order derivatives, this complicates the numerical treatment [20]. In contrast to 
the more widespread segregated solution approach of the Cahn–Hilliard and Navier–
Stokes equations, e.g., SIMPLE or PISO, in this paper, all the equations were solved 
coupled. This allows to solve the system in a single solution step without any outer 
iterations. The equations were discretized using the Finite-Element method with Lagrange
elements of first order for φ  and μ  and Taylor–Hood elements, i.e., second order and 
first order Lagrange elements, for v  and p . The equations were implemented into the 
Finite-Element toolbox FEniCS [29]. For the solution of the resulting nonlinear equation 
system, PETSc [30] and SuperLU dist [31] were applied, see [8]. Further details on the 
applied discretization scheme and alternative time discretization schemes can be found 
in [8].
3. Validation against Analytical Solutions
In this section, the model and the implementation are compared to analytical results on 
droplet spreading and contact angle hysteresis. Validation against test cases without a 
moving contact line can be found in [32] and [8]. In these publications liquid films flowing
down a smooth surface as well as a bubble rising in a column were simulated and 
compared to analytical respectively benchmark results.
3.1. Droplets on Smooth and Homogeneous Surfaces
In this test case, a droplet with initial radius r0  was placed on a solid surface with initial 
contact angle of θ0=90 ° . Then the equilibrium contact angle was set to a different 
contact angle between 30 ° and 150 ° the simulation was performed until the droplet 
reached the new steady-state. Following [33, 34], neglecting gravity and assuming a 
perfectly smooth surface with a homogeneous contact angle the equilibrium shape of a 
droplet can be exactly described with
re=r0√
π
2 (θe−sin (θe )cos (θe ) )
, (12)
le=2 re sin (θ e ) , (13)
he = r e (1− cos (θ e )) , (14)
and the pressure difference between inside and outside of the droplet with
Δp= σ phys / r e , (15)
where σ
phys
 is the (not scaled) surface tension. In Fig. 4 the simulated height he , length
le  and Δp  are compared to the analytical equations. One can see, that the results 
match almost perfectly for angles that are not to for away from 90 ° and only for very 
small and very large angles a larger deviation between the analytical values and the 
experimentally obtained values was found. This probably appears due to mesh effects 
when the interface approaches the solid under a very flat angle.
Figure 4: Length and height (left) and pressure drop across the interface (right) of a 
steady droplet for different contact angles θ . Analytical solutions given by Eqs. (13) to 
(15).
In a second step, the effect of gravity was included in the spreading of the droplet. A 
large gravity flattens the droplet. The effect is described by the Eötvös number
𝐸𝑜 =
(ρ L− ρG) g r0
2
σ phys
, (16)
which compares gravitational forces to surface tension forces. Here ρ L  is the density of 
the droplet and ρG  is the density of the other phase. For 𝐸𝑜 → 0  (surface tension 
dominates) the shape of the droplet follows the equations above whereas for 𝐸𝑜 → ∞  
(gravity dominates) the height is given by
h∞=
2r 0
√𝐸𝑜
sin (
θe
2
) . (17)
In Fig. 5 the simulated height is shown against different values of 𝐸𝑜 . Again, on can see,
that the simulation matches the analytic equations very well.
Figure 5: Normalized height of a steady droplet on a surface with θ= 90 °  for different 𝐸𝑜
. Analytical solutions for 𝐸𝑜 → 0 and 𝐸𝑜 → ∞ given by Eqs. (14) and (17).
3.2 Pinning on an Inclined Surface due to Static Hysteresis
Until now, the solid surfaces were treated as perfectly smooth and ideal with a 
homogeneous contact angle. In practice, solid surface exhibit physical or chemical 
defects which pin the contact line. In this case the apparent contact angle of a static 
droplet on the surface deviates from the equilibrium contact angle. The contact angles at 
the rear and the front of the static droplet range from the receding angle θr  to the 
advancing angle θa , see Fig. 6. 
Figure 6: Setup of the validation case on pinning due to static hysteresis.
Applying the Young–Dupré equation at the front and the rear of the droplet results in a net
force which can balance gravity [35]. A balance of the involved forces along the direction 
of the surface leads to a condition for the pinning in dependence on the inclination of the 
surface [36].
F g=mg cos (α )      (w eight) , (18)
F h,s ∝ (cos ( θ r,s )− cos ( θa,s ) )     (static hys.) , (19)
F g≤ F h,s      (static pinning) , (20)
→𝐸𝑜 ≤
cos (θr )−cos (θa)
sin ( α )
.¿ (21)
In this work, the inhomogeneous solid surface was modeled by applying two different 
contact angles at the front and the rear of the droplet, see Fig. 6. The Eötvös number was
set to 𝐸𝑜 =2.45  and the inclination angle of the surface was varied between 10 °  and
50 ° . As can be seen from the inset in Fig. 7, that even if the droplet is pinned, the shape 
of the droplet adapts to gravity. Note, that this figure represents steady-state results and 
the droplet will not start moving again or even drip. In total 15 simulations were 
performed and the results are plotted in Fig. 7. In this figure, filled dots mean, that the 
front and rear contact line of the droplet stayed pinned to the surface. The dashed line is 
the border between pinned and not pinned. It is calculated from condition Eq. (21) with its
slope given by the Eötvös number 𝐸𝑜 =2.45 . It is evident, that the model and the 
implementation are able to predict the pinning due to the static hysteresis.
Figure 7: Results of the simulations on the pinning of a droplet due to static hysteresis. 
Exemplarily, the simulated shape of a pinned droplet hanging on a wall with inclination
θ= 50 °  is shown.
4. Trapping of Droplets on a Microstructure in Dependence on Liquid Density 
and Surface Tension
In Fig. 8 (left) the domain and setup for the simulation case is shown. The surrounding 
walls were modeled using the boundary conditions Eqs.(6) to (8) . Furthermore, a 
constant and homogeneous contact angle θ was specified at the walls for every 
simulation. As shown in Fig. 8, a single liquid hemisphere surrounded by air was placed on
the wall with a diameter ld=5 mm . The initial contact angle was always 90 ° . The 
distance between the droplet center and the center of the triangular obstacle was 2ld . 
The height and the base length of the triangular structure were 0.25 hd  respectively
0.5 hd , where hd  is equals the radius of the initial droplet or 0.5 ld . In the present work, 
only a two dimensional configuration was assumed but the methodology can be easily 
extended to fully three dimensional droplets. Table 1 states the physical properties of the 
liquids, the gas and the solid surfaces. In this first exploratory study, the density and the 
surface tension were varied in a large range: The density of the liquid was varied 
between 500 and 2000 and the surface tension was varied between 1 and 100 . A Latin 
hypercube sampling with 25 parameter combinations was performed. The numerical 
parameters ϵ  and b  were set to 1e-4 m and 1e-8 m/s. Following [34] the interfacial 
thickness ϵ  was chosen to obtain a Cahn number Ca=ϵ / ld  of 0.02 and the mobility was 
set to be b=ϵ
2
. As long as the parameter values were in this order, changes of the values
showed only a very low influence on the results. The time step was set to τ = 1e-3 s  and an
adaptive mesh with hmin=2e-5 m  was utilized.
Figure 8: Configuration of pinning droplet testcase and illustration of the development of 
the droplet shape and mean velocity.
The development of the mean velocity of the droplet is shown on the right of Fig. 8. After 
the start of the simulation the droplet starts sliding down the wall driven solely by gravity.
During the simulation, the droplet spreads and adjusts its shape. Finally, the droplet 
reaches the microstructure, slows down at the sharp corner and gets pinned (or not). The 
magnitude of the velocity inside the droplet during these different stages (from top to 
bottom) is shown in Fig. 9 (left). Here, a droplet is shown which gets slowed down almost 
to a mean velocity of zero at the edge of the structure but not completely pinned. 
However, the pinned contact line and the large apparent contact angel are clearly visible.
In Fig. 9 (right), the phase field of the nearly pinned droplet is presented together with 
velocity streamlines. The diffuse interface between liquid and gas is thin but still 
observable.
Figure 9: Magnitude of velocity inside the droplet at different stages: sliding, nearly 
pinning, sliding again (left). Phase field and velocity streamlines at the point of nearly 
pinning (right).
Table 1: Physical parameters used in the pinning droplet simulations.
ρ l kgm
− 1 ρ g kgm
− 1 ηl Pas η gPas σ mNm
−1 θ lo /ld ho /hd
500 to
2000
1.225 8.9e-4 1.81e-5 1 to 100 80° 0.5 0.5
In total 25 distinct parameter combinations for the range of liquid density and surface 
tension (see Table 1) were simulated. The results are shown in the trapping diagram Fig. 
10. Here, the x- and y-Axis show the liquid density ρl  respectively the surface tension σ .
The filled dots represent the configuration with pinned droplets. For orientation, the 
configuration of water is marked. One notices, that there is a clear distinction between 
pinning and not pinning. Furthermore, for lower densities a lower surface tension still 
leads to pinning whereas for higher densities a much higher surface tension is required to
pin the sliding droplet. The dashed line represents a linear regression for the pinning in 
dependence on density and surface tension.
Figure 10: Trapping diagram with 25 distinct parameter combinations.
5. Conclusions and Outlook
In many technical applications liquid droplets slide over a solid surface. Most often, the 
surfaces possess geometrical structures in the size of the droplets and one can observe 
how a sliding droplet gets slowed down and pinned on the structure. As little information 
is available on the conditions of this trapping of sliding droplets, a first exploratory 
simulation study was performed in this paper. After an extensive validation against 
analytical results, detailed numerical simulations using the presented Cahn–Hilliard–
Navier–Stokes model where performed for a wide range of liquid densities and surface 
tensions. It was found, that both physical parameters have a significant impact on the 
pinning of sliding droplets. Interestingly, the border between pinning and not pinning 
shows a linear dependence between liquid density and surface tension. The work 
presented in this paper shows, that the model and implementation are capable to give 
insight into the pinning of sliding droplets. In future research, more detailed numerical 
studies with further parameter variations and surface microstructures will be conducted.
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