Taxis are an important part of the urban public transit system. Understanding the spatio-temporal variations of taxi travel demand is essential for exploring urban mobility and patterns. The purpose of this study is to use the taxi Global Positioning System (GPS) trajectories collected in New York City to investigate the spatio-temporal characteristic of travel demand and the underlying affecting variables. We analyze the spatial distribution of travel demand in different areas by extracting the locations of pick-ups. The geographically weighted regression (GWR) method is used to capture the spatial heterogeneity in travel demand in different zones, and the generalized linear model (GLM) is applied to further identify key factors affecting travel demand. The results suggest that most taxi trips are concentrated in a fraction of the geographical area. Variables including road density, subway accessibility, Uber vehicle, point of interests (POIs), commercial area, taxi-related accident and commuting time have significant effects on travel demand, but the effects vary from positive to negative across the different zones of the city on weekdays and the weekend. The findings will be helpful to analyze the patterns of urban travel demand, improve efficiency of taxi companies and provide valuable strategies for related polices and managements.
Introduction
As one of major components of the urban transportation system, taxis serve a wide range of geographical coverage while meeting travel needs. On one hand, they provide uninterrupted door-to-door services for passengers; on the other hand, they are also an important connection for other transportation modes such as buses, subways and light rail [1, 2] . Recently, the development of the intelligent transportation system (ITS) and mobile devices makes it possible to easily and comprehensively obtain large-scale data to analyze the spatial-temporal variations of travel demand [3] . In addition, the analysis of travel demand based on taxi Global Positioning System (GPS) trajectories may help to investigate urban travel patterns and regularity [4, 5] . It not only reflects the city function and structure, but provides reliable evidence for urban transportation planning, management and control of transit, and the development of the taxi market. Therefore, many scholars and engineers have focused research on the analysis of travel demand. These studies have mainly discussed the following aspects: (1) travel demand management [6] [7] [8] [9] , (2) travel demand forecasting [10] [11] [12] [13] , and (3) travel demand modeling [14, 15] . Spatio-temporal analysis is one of the most attractive directions amongst these various studies. For example, a spatial econometric model is widely used to explore the relationships between travel demand and a set of factors [16] [17] [18] [19] [20] [21] . From the temporal perspective, applying time series models or dividing time into several periods is the most commonly used approach to understand the variations of travel demand at different times, such as weekdays and weekends, the morning peak, the evening peak and late at night [22, 23] .
The geographically weighted regression (GWR) is one of the most widely used methods to understand the variations of urban travel demand, and is also applied in transportation and economic areas [3, 24] . In addition, many spatio-temporal data can be expressed as time series data. Therefore, the GWR can also be used to clarify the spatio-temporal variations by combining the technique of time series mining [22] . As a result, certain patterns and regularities of travel demand in different zones at different time periods can be explored. However, the GWR also has several limitations, such as inappropriate variables, inappropriateness for multiple hypotheses testing [25] , and failing to decompose a global estimate into a local estimate [26] . Previous researches have generally ignored these issues, and only take into account the relationship between taxi demand and one or more categories, for example, socioeconomic and demographic factors, land use types, traffic environments and social media variables. Fortunately, a series of solutions and alternatives, mainly including Bayesian models and spatial filtering, have been proposed to solve these problems [27, 28] . Therefore, the GWR can be deemed an available approach to understand the spatio-temporal variations of travel demand. Nevertheless, most of the variables utilized tend to be discrete, and it is difficult for the GWR to identify the key factors influencing travel demand. The generalized linear model can simultaneously consider discrete and continuous variables, and is a feasible approach to address the inability of the GWR to deal with discrete variables. In other words, the combination of GWR and GLM not only visualizes the spatial heterogeneity in different zones but also accurately identifies the key factors (discrete variables and continuous variables) affecting the travel demand.
The objective of this study is to investigate the spatial heterogeneity between travel demand and various variables using the taxi GPS trajectory data obtained in New York City (NYC). The main contributions of this study are: (1) We consider variation of travel demand under the influence of comprehensive factors including socio-demographic features, land use types, traffic environment and social media. (2) Construction of GWR models to capture the spatial heterogeneity of travel demand in different zones on weekdays and the weekend. (3) According to predictions of travel demand from a GWR, a GLM is estimated to further identify the key variables affecting the travel demand. The findings will be helpful to analyze the patterns and regularity of urban travel demand, and in improving the efficiency of the taxi industry and allocation of existing taxi resources.
Literature Review
In the last decade, several studies have been conducted to investigate how large-scale GPS trajectory data can be used to understand travel demand. Among these, travel demand forecasting is the most attractive. Based on a functional form, forecasts are modeled using the relationship between variables representing travel demand and a set of factors, studying the spatio-temporal characteristics of travel demand to understand residents' specific travel patterns and regularities. From the perspective of travel demand management, research has mainly focused on two aspects: (1) building activity-based models to analyze travel demand and (2) micro-simulation of the relationship between travel demand and traffic parameters. The previous literature has also captured the spatio-temporal variations of travel demand by exploring the difference of demand in different zones and time periods. In addition, the improvement or estimation of the travel demand model is one of the most popular topics. For example, the combined distribution and assignment (CDA) model was applied to forecast travel demand with a specific function in which travelers can choose a destination path simultaneously [9] . A network-theoretic methodology was also used to evaluate and validate travel demand models by capturing the network structure and connectivity of the modeled trips [14] .
Additionally, travel demand is affected by a large quantity of factors according to the previous literature; for example, the population in the service area [15, 16] , employment level [17, 29] , income conditions [15, 18] , accessibility to public transit (include metro and bus) station [2, 12] , road density [17, 30] and the land use types [4, 18] . On one hand, these static environmental variables affect travel demand. On the other hand, a set of dynamic variables are also proved to have an impact on the demand, such as points of interest (POIs) [31] [32] [33] , for-hire vehicles [19, 34] and taxi-related accidents. According to these studies, the influence of factors on travel demand varies from positive to negative. In other words, some factors help increase travel demand, while others lead to a decrease in the demand.
A large number of models, including the traditional four-step method [35] , multiple regression models [36] and the negative binomial regression model [1] , are applied to analyze the spatio-temporal characteristics of travel demand. The variables utilized are spatial non-stationary, and such non-spatial methods mentioned above assume that the regression parameters are independent of the geographic location, and fail to account for local variations or the spatial heterogeneity. Therefore, the GWR was proposed to capture the spatial heterogeneity of the relationships between travel demand and various factors. The GWR is an extension of the global model by embedding the geographic locations of the sample data into the regression parameters [37] . In other words, the parameters from the GWR are local and vary from one location to another. As discussed in the introduction section, the GWR provides a feasible way to understand the spatio-temporal variations of travel demand. On one hand, the GWR can overcome the shortcoming of spatial heterogeneity; on the other hand, it is a good way to interpret the potential influencing factors on travel demand. According to a case study of San Francisco [38] , a GLM can better understand how the various factors affect the relationships in different areas using the outputs from the GWR.
The reminder of paper is organized as follows. Section 3 introduces the methodology used in the study, including models and algorithms. In Section 4, we describe the study area and datasets. Section 5 reports the experiment results and analyzes them. The final section provides the conclusion of this paper. Figure 1 shows the structure of the proposed methods. First, a variety of factors or explanatory variables affecting taxi travel demand are selected from the previous literature. Second, a GWR is applied to capture the spatial heterogeneity in the relationships between travel demand and various factors. According to the results from the GWR, a GLM is used to analyze the key factors affecting travel demand and deepen understanding of how the factors affect travel demand in different areas. Additionally, travel demand is affected by a large quantity of factors according to the previous literature; for example, the population in the service area [15, 16] , employment level [17, 29] , income conditions [15, 18] , accessibility to public transit (include metro and bus) station [2, 12] , road density [17, 30] and the land use types [4, 18] . On one hand, these static environmental variables affect travel demand. On the other hand, a set of dynamic variables are also proved to have an impact on the demand, such as points of interest (POIs) [31] [32] [33] , for-hire vehicles [19, 34] and taxi-related accidents. According to these studies, the influence of factors on travel demand varies from positive to negative. In other words, some factors help increase travel demand, while others lead to a decrease in the demand.
Methodology
A large number of models, including the traditional four-step method [35] , multiple regression models [36] and the negative binomial regression model [1] , are applied to analyze the spatiotemporal characteristics of travel demand. The variables utilized are spatial non-stationary, and such non-spatial methods mentioned above assume that the regression parameters are independent of the geographic location, and fail to account for local variations or the spatial heterogeneity. Therefore, the GWR was proposed to capture the spatial heterogeneity of the relationships between travel demand and various factors. The GWR is an extension of the global model by embedding the geographic locations of the sample data into the regression parameters [37] . In other words, the parameters from the GWR are local and vary from one location to another. As discussed in the introduction section, the GWR provides a feasible way to understand the spatio-temporal variations of travel demand. On one hand, the GWR can overcome the shortcoming of spatial heterogeneity; on the other hand, it is a good way to interpret the potential influencing factors on travel demand. According to a case study of San Francisco [38] , a GLM can better understand how the various factors affect the relationships in different areas using the outputs from the GWR.
The reminder of paper is organized as follows. Section 3 introduces the methodology used in the study, including models and algorithms. In Section 4, we describe the study area and datasets. Section 5 reports the experiment results and analyzes them. The final section provides the conclusion of this paper. Figure 1 shows the structure of the proposed methods. First, a variety of factors or explanatory variables affecting taxi travel demand are selected from the previous literature. Second, a GWR is applied to capture the spatial heterogeneity in the relationships between travel demand and various factors. According to the results from the GWR, a GLM is used to analyze the key factors affecting travel demand and deepen understanding of how the factors affect travel demand in different areas. 

Terms Definition
Spatial non-stationary: Mainly represents the variable coefficients describing the spatial relationship varying over the whole space.
Corrected Akaike Information Criterion (AICc): AICc is a measure of model performance. The model with a lower value provides a better fit to the actual travel demand.
Adjusted R-squared: Also called adjusted R 2 . It is used to evaluate the prediction accuracy and the degree of model fitting, with a value ranging from 0 to 100%. For instance, an adjusted R 2 equal to 0.49 means that the model explains 49% of the variation in travel.
Residual: The residual in our study is the difference between the observations and the predictions of travel demand from the combination of the GWR and GLM.
Residual squares: The sum of the squared residuals. A smaller value means that the model fits the travel demand with higher accuracy.
Explanatory Variables
In this paper, travel demand is set as the dependent variable, and is estimated by the total number of taxi pick-ups in different blocks. Due to different patterns, destinations and times taken in every trip, we further separately divide travel demand into two parts corresponding to weekdays and the weekend [3, 34] .
For the influencing factors or independent variables, a large number of previous studies [15] [16] [17] [18] [19] [32] [33] [34] have shown that taxi travel demand is affected by a great quantity of factors. According to the results shown in the above literature, we select 14 candidate independent variables divided into four categories: socioeconomic and demographic, land use, traffic environment and social media in New York City, as shown in Table 1 .
For socioeconomic and demographic factors, demographic variables reflect the characteristics of urban travel and are the main factors affecting taxi travel demand; these include Hispanic Population and people with bachelor's degree or higher (BS) population [3] . In addition, employment is more significant than mean income [39] . For land use factors, it has been shown that commercial and residential districts representing the traffic volume and attraction are closely related to taxi demand [4] . In addition, taxis are an important part of the traffic system, so the impact of the traffic environment on taxi travel demand is obvious. Road density and public transit accessibility associated with infrastructure affects the aggregation and distribution of passengers [17] . Generally, higher road density is associated with a higher density of residents. The growth of road density may increase the number of trips, so road density can reflect travel demand. Public transit accessibility represents the quality of services for passengers. Uber vehicles and bicycles compete with taxis to meet travel demand [19, 34] , and commuting time and taxi-related accidents are also important factors affecting travel demand. Finally, the distribution of POIs represents the different attracting and distributing modes of taxi travel demand in the spatial dimension [31] [32] [33] .
Following the case study in Shenzhen, China [20] , road density was calculated as in Equation (1).
where rd i is the road density in the i th (zip code tabulation area) ZCTA, L ij and w ij are the length and the width of link j in the i th ZCTA, respectively, and A i denotes the area of the i th ZCTA. Note that the width of the road is obtained by the corresponding road grade. The road width and length are obtained by the following two steps: First, the length and grade of the link in each ZCTA are obtained from the graphic files. Second, according to the grade of the road, we can obtain the width of the link with different grades by referring to the Street Design Manual of New York City. Finally, we can obtain the average width of the road in each zone. 
Category Variable Description
Socioeconomic & Demographic
BS Pop
The proportion of population (25 years and over) with bachelor's degree or higher to population in zip code tabulation areas (ZCTAs) His Pop
The proportion of Hispanic population to total population in ZCTAs Employment The logarithm of the number of people in employed in ZCTAs Mean Inc
The mean income of resident in ZCTAs ($10,000)
Land use Res Area
The proportion of residential floor area to the total floor area in ZCTAs Com Area
The proportion of commercial floor area to the total floor area in ZCTAs Traffic environment
Uber
The logarithm of the number of Uber vehicles trips in ZCTAs Road Den
The length of link per square meter in ZCTAs (m-1) Sub Ace
The subway accessibility in ZCTAs, the higher the value means more convenient to take the subway station Bus Ace
The bus accessibility in ZCTAs, the higher the value means more convenient to take the bus stop Com Time
The average commute time for person in ZCTAs (min) Accident
The logarithm of the number of taxi-related accidents in ZCTAs Bike
The logarithm of the number of bike trips in ZCTAs Social media POIs The logarithm of the number of Points of interest (POIs) in ZCTAs It has been proved that the further away from a public transit station in a ZCTA, the fewer taxi trips will exist [4] . In view of the above rules, public transit accessibility, including bus accessibility and subway accessibility, is estimated by a linear approximation equation, as shown in Equation (2).
where PTA i represents the accessibility from intersection to station, k is the road intersection or node, j denotes the public transit station in the ZCTA, and d i k j represents the geographic distance from the j th road node to the k th station in the ZCTA, which can be calculated by the Haversine formula. According to the latitude and longitude coordinates, the Haversine formula can be used to calculate the geographic distance between two points on earth. ω is a weighting coefficient corresponding to the characteristics of a station, such as its scale or the number of routes through the station.
GWR Model
Regression analysis is a widely and commonly used statistical method used in studying travel demand, and can evaluate relationships between two or more feature attributes. The GWR is a simple framework that extends the multiple regression model by considering local variations. In the GWR, taxi travel demand is predicted by a number of explanatory variables, and the parameters of these explanatory variables are able to vary spatially. The form of the GWR is described as Equation (3).
in which y k u x , v y denotes the dependent variable at location u x , v y , x k u x , v y is the independent variable, u x , v y represents the geographic location of the i th ZCTA, ε k u x , v y is then random error term, and β k is a function of location u x , v y and is allowed to vary between ZCTAs. Hence, the parameter β k is not constant for all ZCTAs, and it is estimated by the weight in the i th ZCTA. The weight is estimated by the distance from an observation to the regression center or the geometric center of ZCTAs. As a result, the weight varies for every ZCTA (or every regression center) in the study area. As shown in Figure 2 , the closer the observations to the i th regression center, the greater its weight. In other words, the observations nearer the regression center have a greater influence than those farther away from the regression center for estimating the parameters β k . Several approaches are used to estimate the weight value, such as Gaussian and bi-square kernel functions, which can be either fixed or adaptive. The Gaussian adaptive kernel function is selected to generate the weighting factors, with its value continuously and gradually decreasing from the center of the kernel, without reaching zero, as shown in Equation (4) . Note that w ij is the value of observations at the j th location, d ij is the Euclidean distance between the i th regression center and the j th location, and θ i(k) is an adaptive bandwidth size defined as the k th nearest neighbor distance. In addition, the Akaike information criterion (AICc) is used to identify an optimal distance.
To capture the spatial heterogeneity of travel demand to explanatory variables in different blocks, we constructed GWR models responding to different times: weekdays and the weekend. The results were determined using the GWR 4.0 software [40] . 
GLM
The GWR can provide a better understanding of spatial heterogeneity. However, taxi travel demand is a discrete variable. The GWR is extended by (Ordinary Least Squares) OLS, which assumes that the variable is continuous. Therefore, we propose the GLM to model travel demand. According to the predictions of travel demand provided by the GWR, we constructed the GLMs to further analyze the key variables affecting taxi travel demand. The GLMs are a broad class of model that includes linear regression, analysis of variance (ANOVA), Poisson regression and log-linear models [41] ; linear regression was used in the GLM in this study. For the linear regression, the dependent variable was taxi travel demand, while the explanatory variables were the factors including socio-demographic features, land use types, traffic environment and social media. The GLM specification is given as:
where index stands for each observation, is the dependent variable which is estimated by GWR models, the independent variable is the feature and is linear corresponding to the parameters , is the regression coefficient estimated by maximum likelihood estimation, and is the random error term. 
where index j stands for each observation, y j is the dependent variable which is estimated by GWR models, the independent variable x j is the j th feature and is linear corresponding to the parameters β j , β j is the j th regression coefficient estimated by maximum likelihood estimation, and ε is the random error term.
Experiment
Study Area
The study area is selected from the core area in NYC and covers four counties (Bronx, Manhattan, Brooklyn and Queens) [17] , as shown in Figure 3a . Manhattan is recognized as the city center with high density of land use. Bronx is the northernmost county and contains a large number of parks. Queens is the largest country, and the location of JFK (John F. Kennedy International) and LGA (LaGuardia) airports. Brooklyn has the largest population. All four counties have different travel demands and patterns according to different variables. The study area is selected from the core area in NYC and covers four counties (Bronx, Manhattan, Brooklyn and Queens) [17] , as shown in Figure 3a . Manhattan is recognized as the city center with high density of land use. Bronx is the northernmost county and contains a large number of parks. Queens is the largest country, and the location of JFK (John F. Kennedy International) and
LGA (LaGuardia) airports. Brooklyn has the largest population. All four counties have different travel demands and patterns according to different variables. 
Data Sources
The datasets used in this paper are from for kinds of sources: vehicle GPS trajectories, POIs, taxirelated accidents and other (Geographic Information System) GIS-related data. For the vehicle GPS trajectories, we extract travel trips for one week from 5 to 11 October, 2015; the total number of trips was 2,900,586. These can be freely obtained from the TLC (New York City Taxi & Limousine Commission), and the taxi datasets include information such as the times and locations of pick-ups and drop-offs, the number of passengers and travel distance, as well as tips paid. The taxi trajectory is defined as the sum of the yellow and green taxis in NYC. Note that there are no pick-up coordinates in the Uber datasets; only pick-up location ID corresponding to Taxi Zone is available. Unfortunately, the number of Taxi IDs is not as high as the number of ZCTAs. In addition, we only use the points for pick-up or pick-up location ID instead of the complete trajectories because of privacy issues. Several previous studies have revealed that the number of POIs has a positive effect on travel demand. In addition, combining the POI and the taxi GPS trajectory makes it feasible to reflect residents' travel patterns [31] [32] [33] . The POI utilized in this paper is published by Foursquare and collected by individual users from GitHub. With GitHub, all participants are free to view and download from the website. We extracted the POI data from 5 to 11 October, 2015. Taxi-related accidents are provided by an accident dataset reported by the NYPD (New York Police Department). A taxi-related accident means that the participants in an accident are more than one taxi, such as a taxi colliding with a pedestrian. Additional GIS-related data, including socio-demographic features, traffic environment, and land use types are downloaded from NYC Geodatabase. These are complex and important for analyzing the relationship between travel demand and various explanatory 
The datasets used in this paper are from for kinds of sources: vehicle GPS trajectories, POIs, taxi-related accidents and other (Geographic Information System) GIS-related data. For the vehicle GPS trajectories, we extract travel trips for one week from 5 to 11 October, 2015; the total number of trips was 2,900,586. These can be freely obtained from the TLC (New York City Taxi & Limousine Commission), and the taxi datasets include information such as the times and locations of pick-ups and drop-offs, the number of passengers and travel distance, as well as tips paid. The taxi trajectory is defined as the sum of the yellow and green taxis in NYC. Note that there are no pick-up coordinates in the Uber datasets; only pick-up location ID corresponding to Taxi Zone is available. Unfortunately, the number of Taxi IDs is not as high as the number of ZCTAs. In addition, we only use the points for pick-up or pick-up location ID instead of the complete trajectories because of privacy issues. Several previous studies have revealed that the number of POIs has a positive effect on travel demand. In addition, combining the POI and the taxi GPS trajectory makes it feasible to reflect residents' travel patterns [31] [32] [33] . The POI utilized in this paper is published by Foursquare and collected by individual users from GitHub. With GitHub, all participants are free to view and download from the website. We extracted the POI data from 5 to 11 October, 2015. Taxi-related accidents are provided by an accident dataset reported by the NYPD (New York Police Department). A taxi-related accident means that the participants in an accident are more than one taxi, such as a taxi colliding with a pedestrian. Additional GIS-related data, including socio-demographic features, traffic environment, and land use types are downloaded from NYC Geodatabase. These are complex and important for analyzing the relationship between travel demand and various explanatory variables. Figure 3b shows the spatial distribution of taxi pick-ups on Monday, 5 October, 2015. It is revealed that the trips are mainly concentrated in Manhattan, northeast Brooklyn, northwest Queens and at JFK airport. As a result, these areas are more important than other areas with sparsely distributed trips for analyzing the spatio-temporal variations of travel demand.
Data Preprocessing
According to the ZCTAs, we can easily process the travel demand and explanatory variables. The original geographic shapefile of NYC contains 216 zip ZCTAs. To avoid the problem of data invalidation, we merge the ZCTAs with small adjacent areas and delete several ZCTAs with all information are zero. The study area finally divides into 167 ZCTAs. In addition, we also carefully manipulate the variables to reduce the impact of data errors on the model results. The datasets will be processed as follows:
1.
Taxi trips that do not contain the locations of pick-ups are removed.
2.
According to the grid cell decomposition method, the number of occurrences of Uber vehicles in each ZCTA is counted, as shown in Equation (6). In addition, we also consider essential regression problems, including linear redundancy, nonlinear relationships, spatially auto-correlated residuals and normal distribution bias, to meet the assumption of the GWR and GLMs. Multicollinearity refers to redundancy of one or more explanatory variables in combination. According to tests for multicollinearity, offending variables with a Pearson correlation coefficient (PCC) greater than 0.7 and a variance inflation factor (VIF) greater than 7.5 should be removed from the model. A scatter plot matrix graph can be created to elucidate the overall relationships between travel demand and explanatory variables, such as positive correlation, negative correlation or irrelevance. Spatial autocorrelation tools such as global Moran's I are advantageous in avoiding statistically significant spatial clustering for residuals. The residuals can be defined as the difference between results obtained by observation and by computation from a formula, and can be obtained using Python. In addition, log transformation is considered as a method to correct non-normal distribution of variables, as shown in Equation (7). Figure 4 shows the frequency of travel trips in different ZCTAs. As observed, the number of trips has a positively skewed distribution. It is obvious that the dependent variable cannot be used directly for modeling. To satisfy the assumptions of the GWR model and the concentration of data, we apply a log transformation to the number of travel trips, as shown in Figure 4b .
Results Analysis
Statistical Features of Variables
Furthermore, subway accessibility and road density reflect the quality of service of the public transit system. Therefore, the spatial distributions of these variables are expressed in Figure 5 . It can be seen that the service in Manhattan is significantly more intensive than in other areas, such as Bronx. Furthermore, subway accessibility and road density reflect the quality of service of the public transit system. Therefore, the spatial distributions of these variables are expressed in Figure 5 . It can be seen that the service in Manhattan is significantly more intensive than in other areas, such as Bronx. Furthermore, subway accessibility and road density reflect the quality of service of the public transit system. Therefore, the spatial distributions of these variables are expressed in Figure 5 . It can be seen that the service in Manhattan is significantly more intensive than in other areas, such as Bronx. 
Travel Demand Modeling
Test of Variables
Travel Demand Modeling
Test of Variables
Travel Demand Modeling
Test of Variables
The Pearson correlation coefficient (PCC) and variance inflation factor (VIF) are introduced to evaluate the effect of multicollinearity. Tables 2 and 3 
show the results of the PCC values between
Sustainability 2019, 11, 5525 11 of 19 independent variables and the VIF values of residuals. The results show that the coefficients between any two variables are below 0.7 and the VIF of residuals are also lower than 7.5. In addition, the p-value used to check the statistical significance of coefficients is at the 99% significance level. As a result, all of the independent variables will avoid the effect of multicollinearity. Figure 6 shows the relationships between travel demand and the explanatory variables. Travel demand presents a significant positive correlation with Uber vehicles and road density, and is negatively correlated with the average commuting time. The Pearson correlation coefficient (PCC) and variance inflation factor (VIF) are introduced to evaluate the effect of multicollinearity. Tables 2 and 3 show the results of the PCC values between independent variables and the VIF values of residuals. The results show that the coefficients between any two variables are below 0.7 and the VIF of residuals are also lower than 7.5. In addition, the pvalue used to check the statistical significance of coefficients is at the 99% significance level. As a result, all of the independent variables will avoid the effect of multicollinearity. Figure 6 shows the relationships between travel demand and the explanatory variables. Travel demand presents a significant positive correlation with Uber vehicles and road density, and is negatively correlated with the average commuting time. The results of spatial autocorrelation are shown in Table 3 . The results indicate that the p-values of the residuals are very small, infinitely close to 0.000, and the minimum z-score (5.022) is also greater than 2.58. As a result, all explanatory variables are statistically significant at the 99% confidence level. In addition, the Moranʹs I index values are all positive, indicating tendency toward clustering. Thus, The results of spatial autocorrelation are shown in Table 3 . The results indicate that the p-values of the residuals are very small, infinitely close to 0.000, and the minimum z-score (5.022) is also greater than 2.58. As a result, all explanatory variables are statistically significant at the 99% confidence level. In addition, the Moran's I index values are all positive, indicating tendency toward clustering. Thus, the GWR models are capable of exploring the spatial heterogeneity of travel demand and addressing the spatial non-stationary of variables. 
GWR Estimation
As discussed previously, the GWR models are applied to explore the spatial heterogeneity of travel demand to explanatory variables in different areas, and the dataset is divided into two parts: weekdays and weekends. According to variable testing results, a total number of eight explanatory variables-employment, commercial area, Uber vehicle, road density, subway accessibility, the average commuting time, POIs and taxi-related accidents-are used in the GWR models. Table 4 introduces the estimated parameters and their corresponding statistical results. The minimum value, lower quartile, median value, upper quartile and maximum value are all estimated coefficients of independent variables, and can reflect the relationship between the independent variables and travel demand in different ZCTAs. For instance, the minimum value of the average commuting time variable is negative, but the maximum value is positive, indicating that the variable is positively correlated with travel demand in some ZCTAs and negatively correlated in other ZCTAs. The Standard Deviation (STD) is an indicator of travel demand samples. A smaller value means that the GWR model can better reflect the overall travel demand.
The adjusted R-squared is 91.7% for weekdays and 90.5% for weekends. It indicates that the model or the explanatory variables can explain 91.7 percent and 90.5 percent of the variations in travel demand on weekdays and weekend. A value of more than 90% means that the GWR models provide a better understanding of travel demand. The AICc is also a measure of model performance. The value of AICc for weekdays is lower than for weekends, suggesting that the model for weekdays is more effective than the model for weekends for analyzing travel demand. In addition, the residual squares are 205.097 on weekdays and 209.283 on weekends. The spatial patterns of residuals on weekdays and weekends are plotted in Figure 7 . It can be seen that the residual distributions do not present a significant spatial aggregation phenomenon over space. 
GLM Estimation
The GLM is applied to further identify key variables that affect the spatio-temporal distribution of taxi travel demand. In GLMs, the dependent variable is provided by the GWR results, and the socio-demographic features, land use types, traffic environment and social media are recognized as the explanatory variables. Variables with a significant impact on travel demand are retained in the models, as shown in Table 5 . 
The GLM is applied to further identify key variables that affect the spatio-temporal distribution of taxi travel demand. In GLMs, the dependent variable is provided by the GWR results, and the socio-demographic features, land use types, traffic environment and social media are recognized as the explanatory variables. Variables with a significant impact on travel demand are retained in the models, as shown in Table 5 . Table 5 . Parameter estimation and statistical results from the GLM.
Variable
Weekday Weekend The results show that the explanatory variables including commercial areas, Uber vehicle, road density, POIs and taxi-related accident are positively correlated with travel demand. However, the positive effect of the commercial area to travel demand is less notable. For the weekdays model, each percentage increase in the commercial area variable is associated with an increase in travel demand of 0.08 percent. The negative sign of the coefficient associated with subway accessibility implies that the travel demand in areas with subway stations will be suppressed because of the competition between taxi and subway. This phenomenon is different from the results of the GWR and can be explained by two aspects. First, taxi drivers do not take kindly to entering subway-developed areas because of poor traffic conditions. Second, other modes of transportation to the subway station, such as biking and walking, have advantages over taxis in terms of price.
Coefficient t-statistic p-Value Coefficient t-statistic p-Value
Discussion of the Relation between Variables and Travel Demand
As mentioned above, the GWR model can be applied to understand the variations in different ZCTAs, and further analyze the spatial heterogeneity of travel demand. The results show that the impact of explanatory variables on travel demand may be positive or negative and is highly sensitive to urban spatial structure. Figure 8a shows the spatio-temporal distribution of the coefficients for the employment variable from the GWR. It is shown that the coefficients have an obvious pattern of spatial non-stationarity. The coefficients are slightly higher on weekdays than on weekends in most ZCTAs, indicating that people in employment travel to work by taxis on weekdays. The spatial patterns of the coefficients are similar between weekdays and weekends, and the coefficients in the area near Manhattan, including northwestern Queens and northeast Brooklyn, are significantly larger than those in Manhattan. Moreover, compared with LGA airport, the relationship between employment and travel demand in JFK is weaker. One possible explanation is that the distance from LGA airport to the city center is shorter than from JFK airport to the city center. Similar patterns are observed in the coefficients of Uber vehicle, road density and POIs. All the coefficient signs are positive, indicating that these variables have a positive impact on travel demand in each ZCTA. Figure 8b shows the distribution of the coefficients associated with Uber vehicle on weekdays and weekends. It is revealed that the patterns are quite similar between weekdays and weekends. The coefficients in northeastern Brooklyn and northwest Queens are higher than those in other areas, suggesting that local residents of Brooklyn and Queens are more likely to become an Uber owner, especially when they commute. Figure 8c presents the spatio-temporal distribution of the coefficients associated with road density in space. The impact of road density on travel demand is significantly different between weekdays and weekends. The travel purpose or travel time may cause this difference. In general, the increase in road density may attract more people to live in such Similar patterns are observed in the coefficients of Uber vehicle, road density and POIs. All the coefficient signs are positive, indicating that these variables have a positive impact on travel demand in each ZCTA. Figure 8b shows the distribution of the coefficients associated with Uber vehicle on weekdays and weekends. It is revealed that the patterns are quite similar between weekdays and weekends. The coefficients in northeastern Brooklyn and northwest Queens are higher than those in other areas, suggesting that local residents of Brooklyn and Queens are more likely to become an Uber owner, especially when they commute. Figure 8c presents the spatio-temporal distribution of the coefficients associated with road density in space. The impact of road density on travel demand is significantly different between weekdays and weekends. The travel purpose or travel time may cause this difference. In general, the increase in road density may attract more people to live in such areas, and then generate greater travel demand. Although the road density in Manhattan is high, the coefficients in the area are still lower than those in Bronx. The POIs represent the entertainment-intensive venues, and their spatial patterns can express residents' preference for certain places. Figure 8d shows that POIs always drive an increase in travel demand, whether on weekdays or weekends. As observed, the coefficients in Manhattan are less than those in southwest Queens and eastern Brooklyn. Manhattan is the city center with a large number of office buildings, while entertainment venues are mainly concentrated in southwest Queens and eastern Brooklyn. Therefore, passengers boarding in Manhattan may travel to entertainment venues at night for dinner or a performance. For subway accessibility, the coefficients are positive in the GWR and are negative in the GLMs. Therefore, subway accessibility has a significant influence on travel demand.
The spatial feature of coefficients related to average commuting time is shown in Figure 9 . The negative coefficients suggest that the commuting time has a negative influence on travel demand in each ZCTA. In addition, the effects in Manhattan and southern Queens are greater than in other areas, which indicates that passengers prefer taking a taxi to using other transportation modes in Manhattan and Queens. The pattern is similar between weekdays and weekends, but the travel demand is smaller on weekdays than on weekends. The main reason for this phenomenon is that passengers are likely to take a taxi on weekdays for business trips rather than on the weekend for leisure trips. smaller on weekdays than on weekends. The main reason for this phenomenon is that passengers are likely to take a taxi on weekdays for business trips rather than on the weekend for leisure trips. According to Figure 10 , the commercial area and travel demand exhibit different relationship types in different ZCTAs. In other words, the coefficients are negative in lower Manhattan, central Manhattan and southeastern Queens, but are positive in other areas. A negative coefficient means that the increase in commercial land use may decrease the number of taxi trips, while positive coefficients indicate that the increase in commercial land use may generate more trips. On one hand, the prices of merchandise in Manhattan and at JFK airport are too high to accept for passengers taking a taxi. On the other hand, Brooklyn and Queens have a significant amount of free land, so it is possible to establish more commercial buildings such as malls or convenience stores. Moreover, taxis are more convenient than other transportation modes in the above area. As a result, people are attracted to go to these new and cheap stores by taxi. In addition, the coefficients are greater on weekends than on weekdays, suggesting that residents are likely to take a taxi to go shopping on the weekend. According to Figure 10 , the commercial area and travel demand exhibit different relationship types in different ZCTAs. In other words, the coefficients are negative in lower Manhattan, central Manhattan and southeastern Queens, but are positive in other areas. A negative coefficient means that the increase in commercial land use may decrease the number of taxi trips, while positive coefficients indicate that the increase in commercial land use may generate more trips. On one hand, the prices of merchandise in Manhattan and at JFK airport are too high to accept for passengers taking a taxi. On the other hand, Brooklyn and Queens have a significant amount of free land, so it is possible to establish more commercial buildings such as malls or convenience stores. Moreover, taxis are more convenient than other transportation modes in the above area. As a result, people are attracted to go to these new and cheap stores by taxi. In addition, the coefficients are greater on weekends than on weekdays, suggesting that residents are likely to take a taxi to go shopping on the weekend. The spatio-temporal distribution of coefficients associated with taxi-related accidents is shown in Figure 11 . As observed, the relationship between the accidents and travel demand is positive on weekdays but negative on weekends, which indicates that the increase of accident numbers on weekdays may result in the decrease of taxi travel demand. The coefficients are greater on weekdays than on weekends, suggesting that the impact of accidents has a smaller effect on leisure trips than on business trips. It has been shown that an accident makes traffic conditions worse. Business trips are necessary on weekdays, so the impact of accidents on taxi trips is great, due to increased travel time or delays. On the other hand, accidents have a weak impact on weekend taxis because leisure trips are flexible on weekends. The spatio-temporal distribution of coefficients associated with taxi-related accidents is shown in Figure 11 . As observed, the relationship between the accidents and travel demand is positive on weekdays but negative on weekends, which indicates that the increase of accident numbers on weekdays may result in the decrease of taxi travel demand. The coefficients are greater on weekdays than on weekends, suggesting that the impact of accidents has a smaller effect on leisure trips than on business trips. It has been shown that an accident makes traffic conditions worse. Business trips are necessary on weekdays, so the impact of accidents on taxi trips is great, due to increased travel time or delays. On the other hand, accidents have a weak impact on weekend taxis because leisure trips are flexible on weekends. According to the above discussion, we can draw a conclusion that the combination of the GWR and GLM can be used to investigate the spatial heterogeneity in the relationships between travel demand and the key variables affecting travel demand. Uber vehicles, people in employment, road density and POIs present a positive impact on travel demand. Nevertheless, the increase in commuting time will decrease the travel demand. For the proportion of commercial floor area, the According to the above discussion, we can draw a conclusion that the combination of the GWR and GLM can be used to investigate the spatial heterogeneity in the relationships between travel demand and the key variables affecting travel demand. Uber vehicles, people in employment, road density and POIs present a positive impact on travel demand. Nevertheless, the increase in commuting time will decrease the travel demand. For the proportion of commercial floor area, the coefficients signs are negative in lower Manhattan, central Manhattan and southeastern Queens, but are positive in other areas. The coefficients of POIs are positive on weekdays but negative on weekends. Finally, subway accessibility is estimated to be positively related with travel demand in the GWR, but the effect is negative in GLMs.
Discussion and Conclusion
The important findings and impact of this study contain the following aspects: (1) This study investigates the relationship between the spatial heterogeneity of travel demand and key variables based on the combination of a GWR and GLM using a set of taxi GPS trajectories collected in New York City. (2) Four categories, namely, socioeconomic and demographic factors, land use, traffic environment and socio media variables, are used to analyze the spatio-temporal characteristics of travel demand. The findings draw a conclusion that Uber vehicle, people in employment, road density, subway accessibility, commuting time, taxi-related accidents and POIs present an impact on travel demand, and that Uber vehicles have the strongest correlation with travel demand. (3) The relationships between travel demand and the variables vary in the spatial and temporal dimensions. For example, the impacts of POIs on travel demand in Manhattan are less than in Brooklyn, and the patterns are not similar between weekdays and weekends. (4) The GLMs are used to further explore the characteristics and patterns of travel demand using several important variables affecting travel demand. The results show that commercial areas, Uber vehicles, road density, POIs, taxi-related accidents and subway accessibility present an important impact on travel demand. In addition, the relationships of subway accessibility on travel demand are different between the GWR and GLM. The findings of this study will contribute to the sustainable and efficient development of the taxi industry. The deep exploration of local variations in travel demand aids in allocating existing taxi resources and increasing the efficiency of the transportation system.
The spatial heterogeneity in the influence of various explanatory variables on travel demand and the key factors affecting travel demand are explored through the combination of a GWR and GLM. However, this study has several shortcomings. It is focused on the analysis of taxi GPS trajectory data, and travel demand variables are simply divided into weekdays and weekends; we cannot obtain travel demand variations for other time periods, such as the morning peak, evening peak or late at night. In future work, it will be meaningful to extend this study by adding other transportation modes such as the metro, bus and shared bike. On the other hand, the GWR would be improved by taking into account time factor, the current traffic condition and the traveler's behavior. In this way, we can understand the travel demand patterns and regularity of residents from temporal and spatial perspectives in more detail. These improvements in the analysis of travel demand may assist in understanding travel patterns, improving the efficiency of the transit system, and providing a feasible way to predict and manage potential taxi resources.
