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ABSTRACT 
 
Metric Fixed Point Theorems for Single-valued and Multi-valued 
Mappings 
 
 
The main goal of the present research is to establish existence and uniqueness theorems 
regarding fixed points, coincidence points and common fixed points of single-valued and  
 multi-valued mappings in connection with contractive type inequalities in complete 
metric spaces and generalized metric spaces. Some notions namely generalized α*-
Mizoguchi-Takahashi type contraction, generalized Mizoguchi-Takahashi G contraction 
and α-admissible mappings for cone metric space are also obtained. We also include an 
application in which we prove the existence and uniqueness of a solution for a general 
class of Fredholm integral equation of 2nd kind. To enhance the validity of this work 
some interesting examples are also furnished. 
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Chapter 1
Introduction
1
This initial chapter concerns about the history of fixed point theory, specifically
some results in metric spaces and some generalized versions of metric spaces say, b-
metric spaces, partial metric spaces and cone metric spaces. The inspirations and
motivations have been discussed to utilize the usefulness of the results proved in the
thesis. A summary of achievements and discoveries are discussed for readers.
1.1 Historical Background
Among the most initial, authentic and significant contributions in fixed point the-
ory, French mathematician Henri Poincare´ initiated the use of topological methods
in nonlinear problems. His starting point was the study of the differential equations
of celestial mechanics, and in particular of their periodic solutions. In 1904, Bohl [32]
examined differential equations of mechanical systems about their equilibrium points
with topological methods and proved a result which was gone before by Brouwer and
Hadamard in the framework of a very eminent and memorable Brouwer fixed point
theorem [36] in 1910. In spite of the fact that, this theorem accomplished a ton of sig-
nificance among existed theorems in mathematics however never proposed any viable
methodology towards the computation of a fixed point. Banach [26] resolved this issue
in 1922 by giving a revolutionary contraction principle (namely called Banach con-
traction principle) in which Picard iteration process was utilized for the assessment of
a fixed point. This principle guarantees the existence and uniqueness of fixed points
of certain self-mappings of metric spaces, and provides a constructive method to find
those fixed points. The Banach contraction principle was also used to establish the
existence of a unique solution for a nonlinear integral equation [84]. For instance, it
has been utilized to find the existence of solutions of nonlinear Volterra integral equa-
tions, nonlinear integro-differential equations in Banach spaces and to demonstrate
the convergence of algorithms in computational mathematics. Due to its significance
and usefulness for mathematical theory, it has turn into an exceptionally well known
tool in solving existence problems in numerous directions. Many researchers have
established different theorems to extend, unify and generalized Banach’s theorem by
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defining a variety of contractive type conditions for self and non-self mappings on
metric spaces.
In 1969, Kannan introduced new type of contractive conditions and proved a fixed
point theorem. The main difference between contractions and the mappings in Kan-
nan fixed point theorem is that continuity is must for contractions, whereas Kannan
mappings are not certainly continuous. A similar type of contractive condition has
been studied by Chatterjea [37] in 1972.
Following the Banach contraction principle Nadler [89] introduced the concept of
multi-valued contractions using the Hausdorff metric and obtained that a multi-valued
contraction posses a fixed point. Subsequently many authors like Agarwal [8, 9], Beg
and Azam [29, 30], Kirk [83], Rhoades [98, 99], Mizoguchi and Takahashi [87], Suzuki
[109, 110, 111], Espnola [54, 55, 56] and a number of researchers generalized Nadler’s
fixed point theorem in different way. The theory of multi-valued mappings has lot
of applications in different fields like control theory, economics, convex optimization
and differential inclusions.
The notion of b-metric space was first introduced by Czerwik [44] in 1993 to
extend the concept of metric space. In this interesting paper, Czerwik [44] observed a
characterization of a celebrated Banach’s theorem in b-metric spaces. Following this
pioneer paper, several authors have attracted attention to research the properties
of b-metric space and have reported the existence and uniqueness of fixed points of
various operators in the setting of b-metric spaces, (see, e.g.[19, 45, 46]).
In 1994, Matthews [86] initiated the theory of a partial metric space in which the
self distance need not be zero. He also obtained a Banach type fixed point theorem
on complete partial metric spaces. Later on, several authors (see, e.g.[1, 6, 31, 39])
proved fixed point theorems of single valued mappings in partial metric spaces. Aydi
et al. [17] proved some new theorems regarding fixed points of multi-valued mappings
in partial metric spaces.
In 2007, Huang and Zhang [60] defined the concept of cone metric space with
normal cone and generalized classical metric space. Rezapour and Hamlbarani [97]
presented the results of [60] for the case of non-normal cones and discovered a new
direction in cone metric spaces. However many equivalence results between cone met-
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ric spaces with normal cones and metric spaces were presented by many researchers
(see. [51, 73] ). Cho and Bae [40] gave the notion of Hausdorff distance function on
cone metric spaces to prove some new results for multi-valued mappings.
1.2 Structure of Thesis
In this thesis, we demonstrated some fixed point, coincidence point and common
fixed point theorems in metric spaces and a type of generalized metric spaces to
extend and amplify the usefulness of metric fixed point theory. Some fascinating
concepts and ideas are initiated in the setting of extension which are helpful in the
generalizations of established results. This thesis is circulated among five chapters
and each chapter is based upon research oriented section that advance the level of
thoughts in metric spaces.
The aim of initial first two chapters is to describe a brief history and introduction
of the metric fixed point theory, research motivation and the illustration of the basic
and fundamental ideas to be utilized in whole thesis.
A coincidence point theorem for a pair of single-valued mapping and left-total
relation satisfying F−contraction is obtained in first section of chapter three . A the-
orem for solution of Volterra type integral equation as application of aforementioned
coincidence theorem is attained. In the same chapter we have also obtained some
common fixed point theorems by using some new control functions. We also proved
some fixed point theorems for multi-valued mappings as a generalization of the Nadler
fixed point theorem in the last section of this chapter.
The concept of admissible mapping and α−ψ- contraction are two forceful inspi-
rations behind the first section of chapter four. In this chapter, some theorems for
locally contractive multi-valued mappings satisfying α∗−ψ- contractive conditions in
complete metric spaces are obtained. Using the concept of admissible mapping, we
have also established some new fixed point results for rational inequalities involving
Fisher and Jaggi type rational expressions. Our investigation is based upon the fact
that fixed point theorems for graphic contractions can be derived immediately from
the fixed point results of admissible mappings. Some attractive examples are also
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presented for the description of our main results.
Another impressive aspect of contractions is connected with the approach of
Mizoguchi-Takahashi function. To extend and unify the classical results associated
with Mizoguchi-Takahashi contraction, we discussed generalized Mizoguchi-Takahashi
contractions in the next section of the same chapter. In a part of this section, first we
defined the notion of generalized α∗−Mizoguchi-Takahashi type contraction to obtain
some new fixed point results. Then we proved a theorem for graphic contractions in
complete metric spaces endowed with graphs. An example is also included to show
that the obtained theorems are real generalization of the corresponding known results.
Among all the existing versions of metric spaces, b-metric spaces secure an im-
perative place. First section of Chapter five is reserved to indicate the significance
of b-metric space in fixed point theory. We proved Kikkawa and Suzuki type fixed
point theorem and Mot and Petrusel type fixed point theorem in this section. Sec-
ond section of this Chapter is devoted for the study of common fixed points for two
multi-valued mappings in partial metric spaces. It has been shown that some re-
sults in partial metric space can easily be derived from classical metric space. We
showed that any result for two multi-valued mappings in partial metric space cannot
be deduced from analogous result of metric space. We strengthen our results by some
useful remarks and examples. In last section of this Chapter we recall the concept
of α−admissible mappings and established some generalized fixed point theorems for
multi-valued mappings in cone metric spaces.
1.3 Conclusion
In the present thesis, we obtained some generalized fixed point, coincidence point
and common fixed point theorems in distinct spaces like metric spaces, b-metric
spaces, partial metric spaces and cone metric spaces by utilizing various contrac-
tive conditions for both single-valued and multi-valued mappings. We consider α∗−
Mizoguchi-Takahashi type contractions in metric spaces, α∗-ψ− contractions in cone
metric spaces and some new families K1(J1, J2) and K2(J1, J2) of real valued func-
tions for a new contractive type conditions to establish fixed point and common fixed
5
point theorems. Many examples and applications to support our results have been
presented.
1.4 Research Publications
Major part of this thesis has been published/accepted in the following research
articles of reputed international journals indexed by science citation.
1. Kutbi, MA., Ahmad, J. & Azam, A. (2013). ”On fixed points of α − ψ-
contractive multi- valued mappings in cone metric spaces. Abst. Appl. Anal”. Vol
2013, Article ID 313782.
2. Ahmad, J., Azam, A. & Arshad, M. (2013). ”Fixed points of multi-valued
mappings in partial metric spaces. Fixed Point Theory and Applications”. 2013:316
3. Hussain, N., Ahmad, J., & Azam, A. (2014). ”Generalized fixed point theorems
for multi-valued α − ψ-contractive mappings. Journal of Inequalities and Applica-
tions”. 2014:348
4.Kutbi, MA., Karapinar, E., Ahmad, J. & Azam, A. (2014). ”Some fixed point
results for multi-valued mappings in b-metric spaces, Journal of Inequalities and Ap-
plications”. 2014:126
5. Ahmad, J., Al-Rawashdeh, A.S. & Azam, A. (2015). ”New fixed point theorems
for generalized F -Contractions in complete metric spaces. Fixed Point Theory and
Application”. 2015
6. Ahmad, J., Khan, A.R., Hussain, N. & Azam, A. (2015). ”Fixed point re-
sults for generalized multi-valued contractions. The Journal of Nonlinear Science and
Applications”. (In Press).
7. Hussain, N., Ahmad, J., C´iric´, L. & Azam, A. (2015). ”Coincidence point
theorems for generalized contractions with application to integral equations. Fixed
Point Theory and Application”. 2015:78.
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Chapter 2
Preliminaries
7
The basic aim of this chapter is to recall the fundamental definitions and theo-
rems in fixed point theory, which will be utilized in rest of the dissertation. Some
primitive results are furnished without going into the detail of their proofs. First
Section concerns with the notion of single-valued contractions in which we mainly
discussed Banach, Kannan, Chatterjea, Reich, Hardy-Roger and Suzuki’s fixed point
theorems. In the second Section, we studied multi-valued contractions which include
the fixed point theorems by Nadler, Agarwal, Reich, Mizoguchi-Takahashi, Beg-Azam
and Kamran. In third Section the study of fixed points of hybrid contractions is pre-
sented.
2.1 Single-valued Contractions
Let’s start with the definition of fixed point. If M is a non empty set and J :
M −→M . If x = Jx, then x is a fixed point of J . Let J1, J2 be self mappings on M .
A point x ∈M is a coincidence point (common fixed point) of J1 and J2 if J1x = J2x
(J1x = J2x = x). Throughout this chapter (M,σ) stands for complete metric space.
We denote F (J) and Fc(J1, J2), the set of fixed points of J and common fixed fixed
points of J1 and J2 respectively in all over thesis.
Definition 2.1.1. [26] A mapping J : (M,σd) −→ (M,σd) is called a contraction if
∃ some 0 ≤ α < 1 such that
σd (Jx, Jy) ≤ ασd (x, y) (2.1.1)
∀x, y ∈M.
In 1922, Banach gave the concept of single-valued contraction and established this
Theorem.
Theorem 2.1.1. [26] If J : (M,σd)→ (M,σd) is a contraction, then F (J) is single-
ton.
It is clear from (2.1.1) that a contraction is necessarily continuous.
In 1968 and 1969, Kannan and Chatterjea introduced new type of contractive
conditions and proved the following theorems respectively.
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Theorem 2.1.2. [78] Let J : (M,σd) −→ (M,σd). If ∃ α ∈ (0, 12) such that
σd (Jx, Jy) ≤ α [σd (x, Jx) + σd (y, Jy)] (2.1.2)
∀x, y ∈M , then F (J) is singleton.
Theorem 2.1.3. [37] Let J : (M,σd) −→ (M,σd). If ∃ α ∈ (0, 12) such that
σd (Jx, Jy) ≤ α [σd (x, Jy) + σd (y, Jx)] (2.1.3)
∀x, y ∈M , then F (J) is singleton.
The mappings satisfying 2.1.2 and 2.1.3 are called Kannan and Chatterjea map-
pings respectively. These mappings need not be continuous.
Reich [95] established following in 1971.
Theorem 2.1.4. [95] Let J : (M,σd)→ (M,σd). If ∃ non-negative reals a1,a2 and a3
such that
σd(Jx, Jy) ≤ a1σd(x, y) + a2σd(x, Jx) + a3σd(y, Jy) (2.1.4)
∀x, y ∈M with a1 + a2 + a3 < 1. Then F (J) is singleton.
Hardy and Rogers [58] combined Banach, Kannan and Chatterjea’s fixed point
theorems in following ways.
Theorem 2.1.5. [58] Let J : (M,σd)→ (M,σd). If ∃ non-negative reals a1,a2, a3, a4
and a5 such that
σd(Jx, Jy) ≤ a1σd(x, y)+a2σd(x, Jx)+a3σd(y, Jy)+a4σd(x, Jy)+a5σd(y, Jx) (2.1.5)
∀x, y ∈M with a1 + a2 + a3 + a4 + a5 < 1. Then F (J) is singleton.
In 2007, Suzuki [111] proved a fixed point theorem that was a very simple gener-
alization of well-known Banach contraction principle to characterize metric complete-
ness of the underlying space.
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Theorem 2.1.6. [111] Let J : (M,σd) → (M,σd). If α : [0, 1) → (12 , 1] is a non-
increasing function such that
α(m) =


1 if 0 ≤ m ≤ (
√
5−1)
2
,
1
(1−m)2 if
(
√
5−1)
2
< m ≤ 1√
2
,
1
(1+m)
if 1√
2
≤ m < 1.
Assume that ∃ m ∈ [0, 1) such that
α(m)σd (x, Jx) ≤ σd (x, y) implies σd (Jx, Jy) ≤ mσd (x, y) (2.1.6)
∀x, y ∈M . Then F (J) is singleton. Moreover limn→∞ Jnx = u ∀x ∈M.
2.2 Multi-valued Contractions
A Hausdorff metric Hσ induced by metric σd on M is defined as
Hσd(M1,M2) = max{ sup
x∈M1
σd(x,M2), sup
y∈M2
σd(y,M1)}
for every M1,M2 ∈ CB(M).
Nadler [89] gave the concept of multi-valued contraction and proved Banach con-
traction principle for such contraction.
Definition 2.2.1. [89] Let J : (M,σd) → CB(M). Then J is called multi-valued
contraction if ∃ α ∈ (0, 1) such that
Hσd(Jx, Jy) ≤ ασd(x, y) (2.2.1)
∀x, y ∈M .
Theorem 2.2.1. [89] If J : (M,σd) → CB(M) is a multi-valued contraction, then
F (J) 6= ∅ .
Agarwal et al. [8] generalized Nadler’s fixed point theorem by replacing M with
its subset that is closed ball B(x0, r) = {x ∈ M : σd(x0, x) ≤ r} in domain of J and
established the theorem.
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Theorem 2.2.2. [8] Let B(x0, r) onto CB(M) be a multi-valued contraction with
x0 ∈M and r > 0 such that
σd(x0, Jx0) < (1− α)r
where 0 ≤ α < 1 is the constant of contraction. Then F (J) 6= ∅, that is, ∃ u ∈
B(x0, r) with u ∈ Ju.
Reich [95], established the following theorem with compact range.
Theorem 2.2.3. [95]. If J : (M,σd)→ C(M) and ϕ from [0,∞) onto [0, 1) be such
that
lim sup
v→u+
ϕ(v) < 1
for each u ∈ [0,∞) and
Hσd(Jx, Jy) ≤ ϕ(σd(x, y))σd(x, y) (2.2.2)
∀x, y ∈M, then F (J) 6= ∅.
An open problem posed by Reich [95] asks wether the above theorem holds for
mapping J : (M,σd)→ CB(M). Mizoguchi and Takahashi [87] obtained this famous
result and resolved this issue. After this result, the function ϕ is named as MT -
function. From [87], Ω is given for the collection of ϕ
Theorem 2.2.4. [87] Let J : (M,σd)→ CB(M) be such that
Hσd(Jx, Jy) ≤ ϕ(σd(x, y))σd(x, y) (2.2.3)
∀x, y ∈M and ϕ ∈ Ω. Then F (J) 6= ∅.
Kamran [76], generalized above theorem in this way.
Theorem 2.2.5. [76]. If J : (M,σd)→ CL(M) is such that
σd(y, J(y)) ≤ ϕ(σd(x, y))σd(x, y) (2.2.4)
∀ x ∈M and y ∈ Jx where ϕ ∈ Ω, then
(i) ∃ an orbit {xn} of J and w ∈M such that limn→∞ xn = w;
(ii) w ∈ J iff g(x) = σ(x, J(x)) is J -o.l.s.c at w.
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Kiran et al. [82] generalized Theorem 2.2.5 of Kamran [76] for α∗-admissible
mapping as follows:
Theorem 2.2.6. [82] Let J : (M,σd)→ CL(M) be α∗− admissible such that
α∗(J(x), J(y))σd(y, S(y)) ≤ ϕ(σd(x, y))σd(x, y) (2.2.5)
∀x ∈ M with y ∈ Jx and ϕ ∈ Ω. Suppose that ∃ x0 ∈ M and x1 ∈ Sx0 such that
α(x0, x1) ≥ 1. Then
(i) ∃ an orbit {xn} of S and w ∈M such that limn→∞ xn = w.
The following result was proved by Beg and Azam in [29].
Theorem 2.2.7. [29] Let J : (M,σd)→ CB(M). If ∃ ϕi : R→ [0, 1) (i = 1, 2) such
that
Hσ(Jx, Jy) ≤ ϕ1(σd(x, Jx))σd(x, Jx) + ϕ2(σd(y, Jy))σd(y, Jy) (2.2.6)
∀x, y ∈M , with ϕ1(σd(x, Jx))+ϕ2(σd(y, Jy)) ≤ 1, and if inf{σd(x, Jx) : x ∈ X} = 0,
then F (J) 6= ∅.
Kikkawa and Suzuki [81] extended Theorem 2.1.6 in this way.
Theorem 2.2.8. [81] Let J :M → CB(M) and α : [0, 1)→ (1
2
, 1] be a non-increasing
function such that
α(m) =
1
(1 +m)
.
Assume that ∃ m ∈ [0, 1) which satisfy
α(m)σd (x, Jx) ≤ σd (x, y) implies Hσd (Jx, Jy) ≤ mσd (x, y) (2.2.7)
∀x, y ∈M . Then F (J) 6= ∅.
Mot and Petrusel [88] gave multi-valued version of Reich’s Theorem and general-
ized the above Theorem 2.2.8 as follows:
Theorem 2.2.9. [88] Let J : (M,σd) → CB(M). If ∃ non-negative reals a1, a2, a3
with a1 + a2 + a3 ∈ (0, 1) such that
1− a2 − a3
1 + a1
σd(x, Jx) ≤ σd(x, y) =⇒ Hσ(Jx, Jy) ≤ a1σd(x, y)+a2σd(x, Jx)+a3σd(y, Jy)
(2.2.8)
∀x, y ∈M, then F (J) 6= ∅.
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2.3 Hybrid Contractions
Hybrid contraction concept is a fresh development in the theory of fixed points.
This is a combination of single-valued and multi-valued contractions. This concept is
initiated by Kaneko and Sessa [77] in 1989 and established the result.
Theorem 2.3.1. [77]Let J1 : (M,σd) → (M,σd) and J2 : (M,σd) → CB(M) be
compatible continuous mappings with J2(M) ⊆ J1(M) such that
Hσ(J2x, J2y) ≤ amax{σd(J1x, J1y), σd(J1x, J2x), σd(J1y, J2y),
1
2
(σd(J1x, J2y) + σd(J1y, J2x))} (2.3.1)
∀x, y ∈M, where 0 ≤ a < 1. Then ∃ a point z such that J1z ∈ J2z.
In 1992, Beg and Azam [30] utilized following property (Q) [59] to obtain the
following coincidence point result.
A function ϕ have property (Q) if for u > 0, ∃ δ(u) > 0, r(u) < 1 such that
0 ≤ v − u < δ(u) =⇒ ϕ(v) ≤ r(u).
Theorem 2.3.2. [30] Let J1 : (M,σd) → (M,σd) be a continuous mapping and
J2 : (M,σd) → CB(M) with J2(M) ⊆ J1(M). If J1 and J2 are compatible mappings
such that
Hσ(J2x, J2y) ≤ ϕ(σd(J1x, J1y))σd(J1x, J1y) (2.3.2)
∀x, y ∈M and ϕ have property (Q). Then ∃ z ∈M such that J1z ∈ J2z.
In 2012, Azam [20] introduced a new type of hybrid contraction of single-valued
mapping and left total relation and established the theorem.
Theorem 2.3.3. [20] Let (O, σd) be a metric space and M be a nonempty set with
J : M → O. If R : M  O is a left-total relation with ran(J) ⊆ ran(R) and ran(J)
or ran(R) is complete. If ∃ a function ϕ from [0,+∞) onto [0, 1) which satisfy
property (Q) and
σd(Jx, Jy)) ≤ ϕ(Dσ(R{x}, R{y}))Dσ(R{x}, R{y}) (2.3.3)
∀x, y ∈M. Then ∃ w ∈M such that Jw ∈ R{w}.
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Very recently, Ali proved the result.
Theorem 2.3.4. [12] Let J1 : (M,σd)→ (M,σd) and J2 : (M,σd)→ CL(M) be two
mappings with J2(M) ⊆ J1(M) and J1(M) is complete subspace of M such that
σd(J1y, J2y)) ≤ ϕ(σd(J1x, J1y))σd(J1x, J1y) (2.3.4)
∀x ∈M and J1y ∈ J2x, where ϕ ∈ Ω. Then
(i) ∃ J1−orbit {J1xn} of J2 and J1w ∈ J1M such that limn→∞ J1xn = J1w;
(ii) J1w ∈ J2w iff g(x) = σ(J1x, J2x) is l.s.c at w;
(iii) if J1J1x = J1x and J1 is J2−weakly commuting at w, then Fc(J1, J2) 6= ∅.
For more details in hybrid contractions, we refer the reader to [3, 75, 80].
These lemmas of literature will be required to prove our results.
Lemma 2.3.1. [89] Let M1 and M2 be nonempty, closed and bounded subsets of
(M,σd) and 0 < l ∈ R. Then, for every b ∈ M2, ∃ a ∈ M1 such that σd(a, b) ≤
Hσ(M1,M2) + l.
Lemma 2.3.2. [76] For (M,σd), let M2 ∈ CL(M). Then, for each x ∈ M with
σd(x,M2) > 0 and l > 1, ∃ b ∈M2 such that σd(x, b) < lσd(x,M2).
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Chapter 3
Fixed Point Theorems for F-contractions
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3.1 Introduction
In fixed point theory, underlying mappings with contractive conditions play a
significant role for solving problems regarding fixed points and Banach contraction
principle is an extraordinary and outstanding result in this theory. Through the years,
it has been extended and generalized by many researchers ([35]-[114] ) in different di-
rections. In 2012, Wardowski [113] introduced and studied F -contraction and proved
a theorem which is a generalization of the Banach contraction principle. Later on,
Wardowski and Van Dung [114] gave the idea of F−weak contraction and obtained
a theorem concerning F−weak contraction. Cosentino and Vetro in [43] proved a
Hardy-Rogers-type theorem for F -contractive condition in the setting of complete
metric space. Sgroi and Vetro [104] extended the results of [43] from single-valued
to multi-valued mapping. For more aspects on F -contractions, we refer the reader to
[7, 93, 103, 105].
3.2 Some Basic Definitions and Inclusion Results
In this section, we include some important ideas and results regarding F−contractions.
Definition 3.2.1. Let F be a function from R+ onto R satisfying the following
conditions:
(F1) F is strictly increasing;
(F2) ∀ sequence {αn} ⊆ R+, limn→∞ αn = 0 iff limn→∞ F (αn) = −∞;
(F3) ∃ 0 < l < 1 such that limα→0+ αlF (α) = 0.
Consistent with Wardowski [113], ̥ denotes the set of all functions F satisfying
(F1)− (F3).
Definition 3.2.2. [113] A mapping J : (M,σd)→ (M,σd) is called an F−contraction
if ∃ some τ > 0 such that
σd(Jx, Jy) > 0 =⇒ τ + F
(
σd(Jx, Jy)
) ≤ F(σd(x, y))
16
for x, y ∈M , where F ∈ ̥.
Theorem 3.2.1. [113] Let J : (M,σd)→ (M,σd). If ∃ some τ > 0 such that
σd(Jx, Jy) > 0 implies
τ + F
(
σd(Jx, Jy)
) ≤ F(σd(x, y))
∀x, y ∈M , where F ∈ ̥, then F (J) is singleton.
Definition 3.2.3. [114] A mapping J : (M,σd) → (M,σd) is called an F -weak
contraction if ∃ some τ > 0 such that σd(Jx, Jy) > 0 implies
τ + F
(
σd(Jx, Jy)
) ≤ F{max{σd(x, y), σd(x, Jx), σd(y, Jy), σd(x,Jy)+σd(y,Jx)2 }
∀x, y ∈M , where F ∈ ̥.
Theorem 3.2.2. [114] Let J : (M,σd) → (M,σd) be an F−weak contraction. If J
or F is continuous, then F (J) is singleton.
Cosentino and Vetro in [43] proved the following Hardy-Rogers-type theorem for
F -contractive condition in the context of complete metric spaces.
Theorem 3.2.3. [43] Let J : (M,σd) → (M,σd). If ∃ τ > 0 and real numbers
α1, α2, α3, α4, α5 ≥ 0 such that
σd(Jx, Jy) > 0 implies
τ + F
(
σd(Jx, Jy)
) ≤ F(α1σd(x, y) + α2σd(x, Jx) + α3σd(y, Jy)
+α4(σd(x, Jy) + α5σd(y, Jx)
)
∀x, y ∈M where F ∈ ̥ and α1+α2+α3+2α5 = 1 and α3 6= 1,then F (J) is singleton.
Recently, Sgroi and Vetro extended the concept of F -contraction for multi-valued
mapping and they proved result as follows:
Theorem 3.2.4. [104] Let J : (M,σd) → CB(M). If ∃ mapping F ∈ ̥, τ > 0 and
real numbers α1, α2, α3, α4, α5 ≥ 0 such that
2τ + F
(
Hσ(Jx, Jy)
) ≤ F(α1σd(x, y) + α2σd(x, Jx) + α3σd(y, Jy)
+α4(σd(x, Jy) + α5σd(y, Jx)
)
∀x, y ∈M , with Jx 6= Jy, where α1 + α2 + α3 + 2α5 = 1 and α3 6= 1, then F (J) 6= ∅.
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3.3 Coincidence Theorems of Relations and Map-
pings
In this section, we mainly prove Theorem 3.3.1 which deals with coincidence points
of left total relations and mappings with generalized contractions. This theorem gen-
eralize and improve Wardowski’s F -contraction theorem [113] and Azam’s coincidence
point theorem [22]. In Theorem 3.3.2, coincidence point for a pair of single-valued
mappings is established to strengthen some results of literature. Theorem 3.3.3 is
an application of Theorem 3.3.2 which concerns with the existence of solution of an
integral equation. Moreover, we discuss an illustrative Example 3.3.1 to highlight the
realized improvements. Most of the contents of this section are accepted in [62].
Let M1 and M2 be two nonempty sets and M1 ×M2 be their cartesian product.
A relation R : M1  M2 is a subset of M1 ×M2. For (u, v) ∈ R we read it as ”u is
R-related to v”, and is represented by uRv.
Definition 3.3.1. A relation R :M1  M2 is said to be left-total relation if ∀u ∈M1
∃ a v ∈M2 such that uRv.
Definition 3.3.2. A relation R : M1  M2 is said to be right-total relation if
∀v ∈M2 ∃ an u ∈M1 such that uRv.
Definition 3.3.3. A relation R :M1  M2 is called functional, if uRv and uRw =⇒
v = w, for u ∈M1 and v, w ∈M2.
Definition 3.3.4. A mapping J : M1 → M2 is a relation if it is both left-total
relation and functional.
For R :M1  M2, M3 ⊂M1 we define
R (M3) = {v ∈M2 : uRv for some u ∈M3} .
dom (R) = {u ∈M1 : R {u} 6= φ} ,
ran (R) = {v ∈M2 : v ∈ R {u} for some u ∈ dom (R)} .
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For assistance, we represent R (M1,M2) as set of relations from M1 to M2 and
M (M1,M2) the class of mappings from M1 to M2 . A point u∗ ∈ M1 is said to
be a coincidence point of J :M1 →M2 and R :M1  M2 if Ju∗ ∈ R {u∗} . Now we
suppose that (O, σd) is a metric space throughout this section. For R : M  O and
p, q ∈ dom (R) , we define the distance as
Dσ (R {p} , R {q}) = inf
pRu,qRv
σ(u, v).
Theorem 3.3.1. Let J : M → O be a self mapping and R : M  O is a left-total
relation with ran(J) ⊆ ran(R) and ran(J) or ran(R) is complete. If ∃ a mapping
F : R+ → R and τ > 0 such that
σd(Jx, Jy) > 0 =⇒ τ + F (σ(Jx, Jy)) ≤ F (Dσ(R{x}, R{y})) (3.3.1)
∀x, y ∈M, Jx 6= Jy, then ∃ w ∈M such that Jw ∈ R{w}.
Proof. Let x0 ∈ M . We generate the sequences {xn} ⊂ M and {yn} ⊂ ran(R). Let
y1 = Jx0, since ran(J) ⊆ ran(R). We can take x1 ∈ M such that x1Ry1, since R is
left-total. Let y2 = Jx1, since ran(J) ⊆ ran(R). If Jx0 = Jx1, then we have x1Ry2.
This implies that x1 is the required point that is Jx1 ∈ R{x1}. So we assume that
Jx0 6= Jx1, then from (3.3.1) we get
τ + F (σd(y1, y2)) = τ + F (σd(Jx0, Jx1)) ≤ F (Dσ(R{x0}, R{x1})). (3.3.2)
We may choose x2 ∈ M such that x2Ry2, since R is left-total. Let y3 = Jx2, since
ran(J) ⊆ ran(R). If Jx1 = Jx2, then we have x2Ry3. This implies that Jx2 ∈ R{x2}
and x2 is the coincidence point. So Jx1 6= Jx2, then from (3.3.1), we get
τ + F (σd(y2, y3)) = τ + F (σd(Jx1, Jx2)) ≤ F (Dσ(R{x1}, R{x2})). (3.3.3)
By induction, we generate {xn} ⊂M and {yn} ⊂ ran(R) such that
yn = Jxn−1 and xnRyn (3.3.4)
∀n ∈ N. If ∃ n0 ∈ N for which Jxn0−1 = Jxn0 . Then xn0Ryn0+1. Thus Jxn0 ∈ R{xn0}
and the proof is completed. So we suppose that Jxn−1 6= Jxn for every n ∈ N. Then
from (3.3.2),(3.3.3) and (3.3.4), we deduce that
τ + F (σd(yn, yn+1)) = τ + F (σd(Jxn−1, Jxn)) ≤ F (Dσ(R{xn−1}, R{xn})) (3.3.5)
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∀n ∈ N. Since xnRyn and xn+1Ryn+1, therefore by the definition of Dσ, we get
Dσ(R{xn−1}, R{xn}) ≤ σd(yn−1, yn).Thus from (3.3.5), we have
τ + F (σd(yn, yn+1)) ≤ F (σd(yn−1, yn)) (3.3.6)
which further implies that
F (σd(yn, yn+1)) ≤ F (σd(yn−1, yn))− τ ≤ ... ≤ F (σd(y0, y1))− nτ. (3.3.7)
From (3.3.7), we obtain
lim
n→∞
F (σd(yn, yn+1)) = −∞. (3.3.8)
Then from (F2), we get
lim
n→∞
σd(yn, yn+1) = 0. (3.3.9)
Now from (F3), ∃ 0 < l < 1 such that,
lim
n→∞
[σd(yn, yn+1)]
lF
(
σd(yn, yn+1)
)
= 0. (3.3.10)
By (3.3.7), we have,
σd(yn, yn+1)
lF
(
σd(yn, yn+1)
)− σd(yn, yn+1)lF (σd(y0, y1))
≤ σd(yn, yn+1)l[F
(
σd(y0, y1)− nτ)
)− F (σd(y0, y1))]
= −nτ [σd(yn, yn+1)]l ≤ 0. (3.3.11)
By taking limit as n→∞ in (3.3.11) and applying (3.3.9) and (3.3.10), we have,
lim
n→∞
n[σd(yn, yn+1)]
l = 0. (3.3.12)
By inequality (3.3.12), ∃ n1 ∈ N such that,
n[σd(yn, yn+1)]
l ≤ 1 (3.3.13)
∀n > n1. This implies,
σd(yn, yn+1) ≤ 1
n1/l
(3.3.14)
∀n > n1. Now for m > n > n1 we obtain,
σd(yn, ym) ≤
m−1∑
k=n
σd(yi, yi+1) ≤
m−1∑
k=n
1
k1/l
. (3.3.15)
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Since, 0 < l < 1, then
∑∞
k=1
1
i1/l
is convergent. Thus {yn} is a Cauchy sequence. Since
ran(R) is complete so ∃ x∗ ∈ ran(R) such that, yn → x∗ as n→∞. Now since R is
left-total, so wRx∗ for some w ∈M. Now
F (σd(yn, Jw)) = F (σd(Jxn−1, Jw)) ≤ F (Dσ(R{xn−1}, R{w}))− τ
< F (σd(yn−1, x∗))− τ.
Since limn→∞ σd(yn−1, x∗) = 0, so by (F2), we have limn→∞ F (σd(yn−1, x∗)) = −∞.
This implies that limn→∞ F (σd(yn, Jw)) = −∞, which further implies that
lim
n→∞
σ(yn, Jw) = 0.
Hence σd(z, Jw) = 0 which follows that x
∗ = Jw. Thus Jw ∈ R{w}. For the case
when ran(J) is complete. Since ran(J) ⊆ ran(R), so ∃ x∗ ∈ ran(R) such that
yn → x∗. Similar to the above procedure, we can get easily w as coincidence point of
J and R.
Example 3.3.1. Let M = O = R, and σd (x, y) = |x− y| . We define J : R → R,
by the following way:
Jx =
{
1 if x ∈ Q
0 if x ∈ Q′,
and R : R R as
R = (Q× [0, 3]) ∪ (Q′× [6, 8])
Then ran (J) = {0, 1} ⊂ ran (R) = [0, 3] ∪ [6, 8]. Let F (t) = ln(t) and τ = 1.
For x ∈ Q,y ∈ Q′ or either y ∈ Q,x ∈ Q′, then σd(Jx, Jy) > 0 implies that
τ + F (σd(Jx, Jy)) ≤ F (Dσ(R{x}, R{y}).
Thus 1 is the coincidence point of J and R.
Theorem 3.3.2. Let J,R : M → O be two non self mappings such that ran(J) ⊆
ran(R) and ran(J) or ran(R) is complete. If ∃ a mapping F : R+ → R and τ > 0
such that
τ + F (σd(Jx, Jy)) ≤ F (σd(Rx,Ry))
∀x, y ∈ M, Jx 6= Jy, then ∃ w ∈ M such that Jw = R{w}. Furthermore, if either J
or R is injective, then this coincidence point of J and R is unique.
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Proof. By Theorem 3.3.1, we can get a point w ∈M such that Jw = Rw, where,
Rw = lim
n→∞
Rxn = lim
n→∞
Jxn−1, x0 ∈M.
Suppose that w∗, w′ ∈ M, w∗ 6= w′, Jw∗ = Rw∗ and Jw′ = Rw′. Then τ +
F (σd(Jw
∗, Jw′)) ≤ F (σd(Rw∗, Rw′)) for some τ > 0. If R or J is injective, then
σd (Rw
∗, Rw′) > 0
and
τ + F (σd (Rw
∗, Rw′)) = τ + F (σd(Jw∗, Jw′)) ≤ F (σd(Rw∗, Rw′)),
a contradiction to the fact that τ > 0.
Remark 3.3.1. If in the above theorem we choose M = O,R = I, we can obtain
Theorem 3.2.1 of Wardowski [113].
Corollary 3.3.1. Let J : M → O, R : M  O be such that R is left-total relation
with ran (J) ⊆ ran (R) and ran (J) or ran (R) is complete. If ∃ α ∈ [0, 1) such that
σd(Jx, Jy) ≤ αDσ(R {x} , R {y}).
∀x, y ∈M, then ∃ w ∈M such that Jw ∈ R {w} .
Corollary 3.3.2. Let J,R : M → O be two mappings such that ran (J) ⊆ ran (R)
and ran (J) or ran (R) is complete. If ∃ an α ∈ [0, 1) such that
σd(Jx, Jy) ≤ ασd(Rx,Ry).
∀x, y ∈ M, then ∃ w ∈ M such that Jw = R{w}. Furthermore, if either J or R is
injective, then this coincidence point of R and J is unique.
Remark 3.3.2. If in the above Corollary we choose M = O, and R = I , we can
obtain the Banach contraction theorem .
Fixed point theorems for contractive operators are generally examined and have
raised numerous applications in various differential and integral equations (see [9, 69,
70]). Now we discuss general class of the following Volterra type integral equation
and the existence of its solution, under various assumptions on the functions involved.
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Let C[0,Θ] represent the space of all continuous functions on [0,Θ], where Θ > 0 and
for an arbitrary ||x||τ = supr∈[0,Θ]{|x(r)| e−τr}, where τ > 0 is taken arbitrary . Note
that || · ||τ is a norm equivalent to supremum norm and (C([0,Θ],R), || · ||τ ) endowed
with στ defined by
στ (x, y) = sup
r∈[0,Θ]
{|x(r)− y(r)| e−τr}
∀x, y ∈ C([0,Θ],R) is a Banach space, see also [104].
We have the following integral equation:
(fy)(r) =
∫ r
0
K(r, s, hx(s))σs+ g(r) (3.3.16)
where x : [0,Θ] → R is unknown function and the remaining, g : [0,Θ] → R and
f1, f2 : R→ R are two given functions.
Theorem 3.3.3. Let these conditions be satisfied:
(i) The Kernal K : [0,Θ] × [0,Θ] × R → R and the given functions g and f2 are
continuous
(ii) The integral
∫ r
0
K(r, s, .) : R→ R is an increasing function, ∀r, s ∈ [0,Θ],
(iii) ∃ τ ∈ (0,+∞) such that
|K(r, s, f1x(s))−K(r, s, f1y(s)))| ≤ τ |f1x(s)− f1y(s)|
∀r, s ∈ [0,Θ] and f1x, f1y ∈ R.
(iv) If f2 is injective, then for τ > 0 ∃ e−τ ∈ R+ such that ∀x, y ∈ R;
|f1x− f1y| ≤ e−τ |f2x− f2y|
and {f2x : x ∈ C([0,Θ],R)} is complete, then ∃ u ∈ C([0,Θ],R) such that for
x0 ∈ C([0,Θ],R),
f2u(r) = lim
n→∞
f2xn(r) = lim
n→∞
[
g(r) +
∫ r
0
K(r, s, f1xn−1(s))σs]
]
Then u is a unique solution of (3.3.16).
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Proof. Let M = O = C([0,Θ],R) and
στ (x, y) = sup
r∈[0,Θ]
{|x(r)− y(r)| e−τr}
∀x, y ∈M. Let J,R :M →M be defined as follows:
(Tx)(r) = g(r) +
∫ r
0
K(r, s, f1x(s))σs and Rx = f2x.
Then by given suppositions let x′ ∈ JM, then x′ = Jx for x ∈M and x′(r) = Jx(r).
Again by given supposition ∃ y ∈ M such that Jx(r) = f2y(r). Thus RM ⊆ JM.
Since
|(Jx)(r)− (Jy)(r)| =
∣∣∣∣
∫ r
0
[K(r, s, f1x(s))]σs−
∫ r
0
[K(r, s, f1y(s))]σs
∣∣∣∣
≤
∫ r
0
|K(r, s, f1x(s))−K(r, s, hy(s))| σs
≤
∫ r
0
τ |f1x(s)− f1y(s)| σs
≤
∫ r
0
τe−τ |f2x(s)− f2y(s)| σs
=
∫ r
0
τe−τ |(Rx)(s)− (Ry)(s)| e−τseτsσs
≤ τe−τ | |Rx−Ry| |τ
∫ r
0
eτsσs
≤ τe−τ | |Rx−Ry| |τ e
τr
τ
= e−τ | |Rx−Ry| |τeτr.
This implies that
|(Jx)(r)− (Jy)(r)|eτr ≤ e−τ | |(Rx−Ry| |τ
or equivalently,
στ (Jx, Jy) ≤ e−τστ (Rx,Ry).
Taking logarithms, we have
ln(στ (Jx, Jy)) ≤ ln(e−τστ (Rx,Ry)).
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After routine calculations, one can easily get
τ + ln(στ (Jx, Jy)) ≤ ln(στ (Rx,Ry)).
Now, we observe that F : R+ → R defined by F (r) = ln(r) for each r ∈ C([0,Θ],R)
and τ > 0 is in ̥. Thus all axioms of our Theorem 3.3.2 are satisfied. Hence, ∃ a
unique u ∈M such that
fu(r) = lim
n→∞
Rxn(r) = lim
n→∞
Jxn−1(r) = J(u)(r), x0 ∈M
∀t, which is the unique solution of (3.3.16).
3.4 Fixed Point Theorems via Control Functions
In the present section, for two self mappings J1 and J2 we discuss two new families
K1(J1, J2) and K2(J1, J2) of functions α : M ×M → [0, 1) and β : M → [0, 1) such
that
α(J2J1x, y) ≤ α(x, y) and α(x, J1J2y) ≤ α(x, y)
and
β(J2J1x) ≤ β(x)
∀x, y ∈M and establish Theorem 3.4.1 under some new contractive conditions. This
theorem generalize and improve Theorem 3.2.3. We include some illustrative corol-
laries and examples to highlight the realized improvements. Most of the contents of
this section are accepted in [10].
Proposition 3.4.1. Let J1, J2 : (M,σd)→ (M,σd) be two self mappings. Let x0 ∈M ,
we can generate a sequence {xn} by x2n+1 = J1x2n, x2n+2 = J2x2n+1 ∀n = 0, 1, 2, ....
If α ∈ K1(J1, J2), then α(x2n, y) ≤ α(x0, y) and α(x, x2n+1) ≤ α(x, x1) ∀x, y ∈ M
and n = 0, 1, 2, ....
Proof. Let x, y ∈M and n = 0, 1, 2, .... Then we have
α(x2n, y) = α(J2J1x2n−2, y) ≤ α(x2n−2, y) = α(J2J1x2n−4, y) ≤ · · · ≤ α(x0, y).
25
Similarly, we have
α(x, x2n+1) = α(x, J1J2x2n−1) ≤ α(x, x2n−1) = α(x, J1J2x2n−3) ≤ · · · ≤ α(x, x1).
Theorem 3.4.1. Let J1, J2 : (M,σd)→ (M,σd). If ∃ τ > 0 and
α1, α2, α3, α4, α5 ∈ K1(J1, J2)
such that ∀x, y ∈M :
(a)
α1(x, y) + α2(x, y) + α3(x, y) + 2α5(x, y) = 1, α3(x, y) 6= 1 and α4(x, y) ≥ 0;
α1(x, y) + α2(x, y) + α3(x, y) + 2α4(x, y) = 1, α3(x, y) 6= 1 and α5(x, y) ≥ 0;
(b) σd(J1x, J2y) > 0 implies
τ + F (σd(J1x, J2y))
≤ F (α1(x, y)σd(x, y) + α2(x, y)(σd(x, J1x)) + α3(x, y)σd(y, J2y)
+α4(x, y)(σd(x, J2y) + α5(x, y)σd(y, J1x)) (3.4.1)
where F ∈ ̥. Then Fc(J1, J2) 6= ∅. Moreover, if
α1(x, y) + α4(x, y) + α5(x, y) ≤ 1,
then Fc(J1, J2) is singleton.
Proof. Let x0 ∈M , we generate {xn} by
x2n+1 = J1x2n and x2n+2 = J2x2n+1
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∀n = 0, 1, 2, .... From Proposition (3.4.1), ∀n = 0, 1, 2, ..., we have
τ + F
(
σd(x2n, x2n+1)
)
= τ + F
(
σd(J2x2n−1, J1J2x2n−1)
)
= τ + F
(
σd(J1J2x2n−1, J2x2n−1)
)
≤ F (α1(J2x2n−1, x2n−1)σd(J2x2n−1, x2n−1)
+α2(J2x2n−1, x2n−1)σd(J2x2n−1, J1J2x2n−1)
+α3(J2x2n−1, x2n−1)σd(x2n−1, J2x2n−1)
+α4(J2x2n−1, x2n−1)σd(J2x2n−1, J2x2n−1)
+α5(J2x2n−1, x2n−1)σd(x2n−1, J1J2x2n−1))
= F (α1(x2n, x2n−1)σd(x2n, x2n−1) + α2(x2n, x2n−1)σd(x2n, x2n+1)
+α3(x2n, x2n−1)σd(x2n−1, x2n) + α5(x2n, x2n−1)σd(x2n−1, x2n+1))
≤ F (α1(x0, x2n−1)σd(x2n, x2n−1) + α2(x0, x2n−1)(σd(x2n, x2n+1)
+α3(x0, x2n−1)σd(x2n−1, x2n))
+α5(x0, x2n−1)(σd(x2n−1, , x2n) + σd(x2n, x2n+1))
≤ F (α1(x0, x1)σd(x2n, x2n−1) + α2(x0, x1)σd(x2n, x2n+1)
+α3(x0, x1)σd(x2n−1, x2n)
+α5(x0, x1)((σd(x2n−1, , x2n) + σd(x2n, x2n+1)))
= F ((α1(x0, x1) + α3(x0, x1) + α5(x0, x1))σd(x2n−1, x2n)
+(α2(x0, x1) + α5(x0, x1))σd(x2n, x2n+1)). (3.4.2)
By F1, we get
σd(x2n, x2n+1) < (α1(x0, x1) + α3(x0, x1) + α5(x0, x1))σd(x2n−1, x2n)
+(α2(x0, x1) + α5(x0, x1))σd(x2n, x2n+1).
Hence
σd(x2n, x2n+1) <
α1(x0, x1) + α3(x0, x1) + α5(x0, x1)
1− α2(x0, x1)− α5(x0, x1) σd(x2n−1, x2n) = σd(x2n−1, x2n).
Consequently from (3.4.2), we have
τ + F
(
σd(x2n, x2n+1)
)
< F
(
σd(x2n−1, x2n)
)
. (3.4.3)
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Similarly, we have
τ + F
(
σd(x2n+1, x2n+2)
)
= τ + F
(
σd(J1x2n, J2J1x2n)
)
≤ F(α1(x2n, J1x2n)σd(x2n, J1x2n) + α2(x2n, J1x2n)σd(x2n, J1x2n)
+α3(x2n, J1x2n)σd(J1x2n, J2J1x2n)
+α4(x2n, J1x2n)σd(x2n, J2J1x2n)
+α5(x2n, J1x2n)(σd(J1x2n, J1x2n))
)
= F
(
α1(x2n, x2n+1)σd(x2n, x2n+1) + α2(x2n, x2n+1)σd(x2n, x2n+1)
+α3(x2n, x2n+1)σd(x2n+1, x2n+2) + α4(x2n, x2n+1)σd(x2n, x2n+2)
)
≤ F(α1(x0, x2n+1)σd(x2n, x2n+1) + α2(x0, x2n+1)σd(x2n, x2n+1)
+α3(x0, x2n+1)σd(x2n+1, x2n+2)
+α4(x0, x2n+1)((σd(x2n, x2n+1) + σd(x2n+1, x2n+2))
)
≤ F(α1(x0, x1)σd(x2n, x2n+1) + α2(x0, x1)σd(x2n, x2n+1)
+α3(x0, x1)σd(x2n+1, x2n+2) + α4(x0, x1)(σd(x2n, x2n+1)
+σd(x2n+1, x2n+2)
)
= F
(
(α1(x0, x1) + α2(x0, x1) + α4(x0, x1))σd(x2n, x2n+1)
+(α3(x0, x1) + α4(x0, x1))σd(x2n+1, x2n+2))
)
. (3.4.4)
By F1, we get
σd(x2n+1, x2n+2) < (α1(x0, x1) + α2(x0, x1) + α4(x0, x1))σd(x2n, x2n+1)
+(α3(x0, x1) + α4(x0, x1))σd(x2n+1, x2n+2)
Hence,
σd(x2n+1, x2n+2) <
α1(x0, x1) + α2(x0, x1) + α4(x0, x1)
1− α3(x0, x1)− α4(x0, x1) σd(x2n, x2n+1) = σd(x2n, x2n+1).
Consequently from (3.4.4), we have
τ + F
(
σd(x2n+1, x2n+2)
)
< F
(
σd(x2n, x2n+1)
)
. (3.4.5)
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Thus
F
(
σd(xn, xn+1)
)
< F
(
σd(xn−1, xn)
)− τ < . . . < F (σd(x0, x1))− nτ (3.4.6)
∀n ∈ N. Since F ∈ ̥, so by taking limit as n→∞ in (3.4.6) we have
lim
n→∞
F
(
σd(xn, xn+1)
)
= −∞⇐⇒ lim
n→∞
σd(xn, xn+1) = 0. (3.4.7)
Now from (F3), ∃ 0 < l < 1 such that
lim
n→∞
[σd(xn, xn+1)]
lF
(
σd(xn, xn+1)
)
= 0. (3.4.8)
By (3.4.6), we have
σd(xn, xn+1)
lF
(
σd(xn, xn+1)
)− σd(xn, xn+1)lF (σd(x1, x0))
< σd(xn, xn+1)
l[F
(
σd(x0, x1)− nτ)
)− F (σd(x0, x1))]
= −nτ [σd(xn, xn+1)]l ≤ 0. (3.4.9)
By taking limit as n→∞ in (3.4.9) and applying (3.4.7) and (3.4.8), we have
lim
n→∞
n[σd(xn, xn+1)]
l = 0. (3.4.10)
By the inequality (3.4.10), ∃ n1 ∈ N such that,
n[σd(xn, xn+1)]
l ≤ 1 (3.4.11)
∀n > n1. This implies
σd(xn, xn+1) ≤ 1
n1/l
(3.4.12)
∀n > n1. Now for m > n > n1, we obtain
σd(xn, xm) ≤
m−1∑
k=n
σd(xi, xi+1) ≤
m−1∑
k=n
1
k1/l
. (3.4.13)
Since, 0 < l < 1, then
∑∞
k=1
1
k1/l
is convergent. Thus {xn} is a Cauchy. Since M is
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complete so ∃ z ∈M such that, xn → z as n→∞. By Proposition 3.4.1, we have
τ + F
(
σd(J1z, x2n+2)
)
= τ + F
(
σd(J1z, J2x2n+1)
)
≤ F(α1(z, x2n+1)σd(z, x2n+1) + α2(z, x2n+1)σd(z, J1z)
+α3(z, x2n+1)σd(x2n+1, J2x2n+1) + α4(z, x2n+1)σd(z, J2x2n+1)
+α5(z, x2n+1)σd(x2n+1, J1z)
)
= F
(
α1(z, x2n+1)σd(z, x2n+1) + α2(z, x2n+1)(σd(z, J1z)
+α3(z, x2n+1)σd(x2n+1, x2n+2) + α4(z, x2n+1)σd(z, x2n+2)
+α5(z, x2n+1)σd(x2n+1, J1z)
)
≤ F(α1(z, x1)σd(z, x2n+1) + α2(z, x1)σd(z, J1z)
+α3(z, x1)σd(x2n+1, x2n+2)
+α4(z, x1)σd(z, x2n+2) + α5(z, x1)σd(x2n+1, J1z)
)
.
Since F is strictly increasing, we deduce
σd(J1z, x2n+2) < α1(z, x1)σd(z, x2n+1) + α2(z, x1)σd(z, J1z)
+α3(z, x1)σd(x2n+1, x2n+2) + α4(z, x1)σd(z, x2n+2)
+α5(z, x1)σd(x2n+1, J1z).
Letting n→ +∞, in the previous inequality, we get
σd(J1z, z) ≤ (α2(z, x1) + α5(z, x1))σd(J1z, z) < σd(J1z, z)
as α2(z, x1) + α3(z, x1) < 1. This implies σd(J1z, z) = 0. Thus we have z = J1z. By
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Proposition 3.4.1, we have
τ + F
(
σd(x2n+1, J2z)
)
= τ + F
(
σd(J1x2n, J2z)
)
≤ F(α1(x2n, z)σd(x2n, z) + α2(x2n, z)σd(x2n, J1x2n)
+α3(x2n, z)σd(z, J2z) + α4(x2n, z)σd(x2n, J2z)
+α5(x2n, z)σd(z, J1x2n)
)
= F
(
α1(x2n, z)σd(x2n, z) + α2(x2n, z)(σd(x2n, x2n+1)
+α3(x2n, z)σd(z, J2z)
+α4(x2n, z)σd(x2n, J2z) + α5(x2n, z)σd(z, x2n+1)
)
≤ F(α1(x0, z)σd(x2n, z) + α2(x0, z)σd(x2n, x2n+1)
+α3(x0, z)σd(z, J2z) + α4(x0, z)σd(x2n, J2z)
+α5(x0, z)σd(z, x2n+1)
)
.
By F1, we get
σd(x2n+1, J2z) < α1(x0, z)σd(x2n, z) + α2(x0, z)σd(x2n, x2n+1)
+α3(x0, z)σd(z, J2z) + α4(x0, z)σd(x2n, J2z) + α5(x0, z)σd(z, x2n+1).
Letting n→ +∞, we have
σd(z, J2z) ≤ (α3(x0, z) + α3(x0, z))(σd(z, J2z)).
This implies σd(z, J2z) = 0 and hence z = J2z. Suppose that ∃ another common fixed
point u of J1 and J2 that is u = J1u = J2u. Then
τ + F
(
σd(J1u, J2z)
) ≤ F(α1(u, z)σd(u, z) + α2(u, z)σd(u, J1u) + α3(u, z)σd(z, J2z)
+α4(u, z)σd(u, J2z) + α5(u, z)σd(z, J1u))
)
= F
(
(α1(u, z) + α4(u, z) + α5(u, z))(σd(u, z)
)
.
By F1, we get
σd(J1u, J2z) < (α1(u, z) + α4(u, z) + α5(u, z))(σd(u, z).
Since z = J1z = J2z, we must have u 6= J1u 6= J2u. Thus Fc(J1, J2) is singleton.
31
Corollary 3.4.1. Let J1, J2 : (M,σd)→ (M,σd). If ∃ τ > 0 and mappings α1, α2, α3 ∈
K1(J1, J2) such that ∀x, y ∈M ;
(a)
α1(x, y) + 2α2(x, y) + α3(x, y) = 1;
(b) σd(J1x, J2y) > 0 implies
τ + F
(
σd(J1x, J2y)
) ≤ F(α1(x, y)σd(x, y) + α2(x, y)(σd(x, J1x)
+σd(y, J2y)) + α3(x, y)(σd(x, J2y) + σd(y, J1x))
)
where F ∈ ̥, then Fc(J1, J2) is singleton.
Corollary 3.4.2. Let J1, J2 : (M,σd)→ (M,σd). If ∃ τ > 0 and mappings
β1, β2, β3, β4, β5 ∈ K2(J1, J2)
such that ∀x, y ∈M :
(a) β1(x) + β2(x) + β3(x) + 2β5(x) = 1, β3(x) 6= 1 and β4(x) ≥ 0;
β1(x) + β2(x) + β3(x) + 2β4(x) = 1, β3(x) 6= 1 and β5(x) ≥ 0;
(b) σd(J1x, J2y) > 0 implies
τ + F
(
σd(J1x, J2y)
) ≤ F(β1(x)σd(x, y) + β2(x)σd(x, J1x)
+β3(x)σd(y, J2y) + β4(x)σd(x, J2y) + β5(x)σd(y, J1x)
)
where F ∈ ̥, then Fc(J1, J2) 6= ∅. Moreover, if
β1(x) + β4(x) + β5(x)≤ 1,
then Fc(J1, J2) is singleton.
Proof. Define α1, α2, α3, α4, α5 : M ×M → [0, 1) by α1(x, y) = β1(x), α2(x, y) =
β2(x), α3(x, y) = β3(x), α4(x, y) = β4(x) and α5(x, y) = β5(x) ∀x, y ∈ M . Then
∀x, y ∈M,
(a)
α1(J2J1x, y) = β1(J2J1x) ≤ β1(x) = α1(x, y) and α1(x, J1J2y) = β1(x) = α1(x, y)
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α2(J2J1x, y) = β2(J2J1x) ≤ β2(x) = α2(x, y) and α2(x, J1J2y) = β2(x) = α2(x, y),
α3(J2J1x, y) = β3(J2J1x) ≤ β3(x) = α3(x, y) and α3(x, J1J2y) = β3(x) = α3(x, y);
α4(J2J1x, y) = β4(J2J1x) ≤ β4(x) = α4(x, y) and α4(x, J1J2y) = β4(x) = α4(x, y);
α5(J2J1x, y) = β5(J2J1x) ≤ β5(x) = α5(x, y) and α5(x, J1J2y) = β5(x) = α5(x, y);
(b)
α1(x, y) + α2(x, y) + α3(x, y) + 2α5(x, y) = β1(x) + β2(x) + β3(x) + 2β5(x) = 1
α1(x, y) + α2(x, y) + α3(x, y) + 2α4(x, y) = β1(x) + β2(x) + β3(x) + 2β4(x) = 1,
and
α3(x, y) = β3(x) 6= 1;
c) σd(J1x, J2y) > 0 implies
τ + F
(
σd(J1x, J2y)
) ≤ F(β1(x)σd(x, y) + β2(x)σd(x, J1x) + β3(x)σd(y, J2y)
+β4(x)σd(x, J2y) + β5(x)σd(y, J1x)
)
= F (α1(x, y)σd(x, y) + α2(x, y)σd(x, J1x) + α3(x, y)σd(y, J2y)
+α4(x, y)σd(x, J2y) + α5(x, y)σd(y, J1x).
By Theorem 3.4.1, Fc(J1, J2) is singleton.
By letting β1(·) = β1, β2(·) = β2, β3(·) = β3, β4(·) = β4 and β5(·) = β5 in Corollary
3.4.2, we get
Corollary 3.4.3. Let J1, J2 : (M,σd)→ (M,σd). If ∃ τ > 0 such that ∀x, y ∈M ;
σd(J1x, J2y) > 0 implies
τ + F
(
σd(J1x, J2y)
) ≤ F(β1σd(x, y) + β2σd(x, J1x)
+β3σd(y, J2y) + β4σd(x, J2y) + β5σd(y, J1x)
)
∀ non negative reals β1, β2, β3, β4, β5 ∈ [0, 1) with β1 + β2 + β3 + 2β4 = 1, β3 6= 1 and
β5 ≥ 0, where F ∈ ̥, then Fc(J1, J2) 6= ∅. Moreover, if
β1 + β4 + β5≤ 1,
then Fc(J1, J2) is singleton..
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By setting J1 = J2 = J in the above Corollary, we get Theorem 3.2.4 of [43] as
Corollary 3.4.4. [43] Let J : (M,σd)→ (M,σd). If ∃ τ > 0 such that ∀x, y ∈M ;
σd(Jx, Jy) > 0 implies
τ+F
(
σd(Jx, Jy)
) ≤ F(β1σd(x, y)+β2σd(x, Jx)+β3σd(y, Jy)+β4σd(x, Jy)+β5σd(y, Jx))
∀ non negative reals β1, β2, β3, β4, β5 ∈ [0, 1) with β1 + β2 + β3 + 2β4 = 1, β3 6= 1 and
β5 ≥ 0, where F ∈ ̥, then F (J) 6= ∅. Moreover, if β1 + β4 + β5≤ 1, then F (J) is
singleton.
Putting β1 = β4 = β5 = 0 and β2 + β3 = 1 with β2 6= 0 and β3 6= 1 in Corollary
3.4.4, we get following results of [43].
Corollary 3.4.5. [43]Let J : (M,σd)→ (M,σd). If ∃ τ > 0 such that ∀x, y ∈M ;
σd(Jx, Jy) > 0 implies
τ + F
(
σd(Jx, Jy)
) ≤ F(β2σd(x, Jx) + β3σd(y, Jy))
∀ β2, β3,∈ [0, 1) with β2 + β3 = 1 and β3 6= 1, where F ∈ ̥, then F (J) is singleton.
Putting β1 = β2 = β3 = 0 and β4 =
1
2
in Corollary 3.4.4, we get following Corollary
of [43] as
Corollary 3.4.6. [43] Let J : (M,σd)→ (M,σd). If ∃ τ > 0 such that ∀x, y ∈M ;
σd(Jx, Jy) > 0 implies
τ + F
(
σd(Jx, Jy)
) ≤ F(1
2
σd(x, Jy) + β5σd(y, Jx)
)
for non negative real β5 ∈ [0, 1), then F (J) 6= ∅, where F ∈ ̥. Moreover, if β5≤12 ,
then F (J) is singleton.
Remark 3.4.1. If α1(x, y) = 1, α2(x, y) = α3(x, y) = α4(x, y) = α5(x, y) = 0 and
J1 = J2 in Theorem 3.4.1, we can get Theorem 3.2.1 of Wardowski [113].
3.5 Fixed Point Theorems of Multi-valued Map-
pings
In this Section, we discuss some theorems for multi-valued mappings regarding
F -contractions. We begin this section with the following result which is Kikkawa and
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Suzuki type Theorem for multi-valued F -contraction.
Theorem 3.5.1. Let J : (M,σd) → CB(M). Assume that ∃ a function F ∈ ̥ that
is continuous from right and τ ∈ R+ such that
1
2
σd(x, Jx) ≤ σd(x, y) =⇒ 2τ + F (Hσ(Jx, Jy)) ≤ F (σd(x, y)) (3.5.1)
∀x, y ∈M, Jx 6= Jy. Then F (J) 6= ∅.
Proof. Let x0 ∈ M and choose x1 ∈ Jx0. If x1 ∈ Jx1, then evidently F (J) 6= ∅.
Assume that x1 6∈ Jx1, then Jx0 6= Jx1. Now
1
2
σd(x0, Jx0) ≤ 1
2
σd(x0, x1) < σd(x0, x1).
From the assumption, we have
2τ + F (Hσ(Jx0, Jx1)) ≤ F (σd(x0, x1)).
Since F is continuous from the right, so ∃ a real number h > 1 such that
F (hHσ(Jx0, Jx1)) ≤ F (Hσ(Jx0, Jx1)) + τ.
Now, from
σd(x1, Jx1) ≤ Hσ(Jx0, Jx1) < hHσ(Jx0, Jx1),
we deduce that ∃ x2 ∈ Jx1 such that
σd(x1, x2) ≤ hHσ(Jx0, Jx1).
Consequently, we get
F (σd(x1, x2)) ≤ F (hHσ(Jx0, Jx1)) < F (Hσ(Jx0, Jx1)) + τ
which implies that
2τ + F (σd(x1, x2)) ≤ 2τ + F (Hσ(Jx0, Jx1)) + τ
≤ F (σd(x0, x1)) + τ.
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Thus
τ + F (σd(x1, x2)) ≤ F (σd(x0, x1)).
Continuing in this manner, we obtain {xn} ⊂ M such that xn 6∈ Jxn, xn+1 ∈ Jxn
and
τ + F (σd(xn, xn+1)) ≤ F (Hσ(Jxn−1, Jxn))
∀n ∈ N ∪ {0}. Therefore
F
(
σd(xn, xn+1)
) ≤ F(σd(xn−1, xn))− τ ≤ . . . ≤ Fσd(x0, x1))− nτ (3.5.2)
∀n ∈ N. Since F ∈ ̥, so by taking limit as n→∞ in (3.5.2), we have
lim
n→∞
F
(
σd(xn, xn+1)
)
= −∞⇐⇒ lim
n→∞
σd(xn, xn+1) = 0. (3.5.3)
Now from (F3), ∃ 0 < l < 1, such that
lim
n→∞
[σd(xn, xn+1)]
lF
(
σd(xn, xn+1)
)
= 0. (3.5.4)
By (3.5.2), we have
σd(xn, xn+1)
lF
(
σd(xn, xn+1)
)− σd(xn, xn+1)lF (σd(x0, x1))
≤ σd(xn, xn+1)l[F
(
σd(x0, x1)− nτ)
)− F (σd(x0, x1))]
= −nτ [σd(xn, xn+1)]l ≤ 0. (3.5.5)
By taking limit as n→∞ in (3.5.5) and applying (3.5.3) and (3.5.4), we have
lim
n→∞
n[σd(xn, xn+1)]
l = 0. (3.5.6)
It follows from (3.5.6) that ∃, n1 ∈ N such that,
n[σd(xn, xn+1)]
l ≤ 1 (3.5.7)
∀n > n1. This implies
σd(xn, xn+1) ≤ 1
n1/l
(3.5.8)
∀n > n1. Now for m > n > n1, we have
σd(xn, xm) ≤
m−1∑
k=n
σd(xi, xi+1) ≤
m−1∑
k=n
1
k1/l
. (3.5.9)
36
Since, 0 < l < 1, then
∑∞
k=1
1
k1/l
is convergent. Thus {xn} is a Cauchy sequence.
Since M is a complete metric space, so ∃ z ∈ M such that xn → z as n→ +∞. If ∃
an increasing sequence {nk} ⊂ N such that xnk ∈ Jz ∀k ∈ N. Since Jz is closed and
xn → z as n → +∞, we get z ∈ Jz and the proof is completed. So we can assume
that ∃ n0 ∈ N such that xn0 6∈ Jz ∀n ∈ N with n ≥ n0. This implies that Jxn−1 6= Jz
∀n ≥ n0. We first show that
σd(z, Jx) ≤ σd(z, x)
∀x ∈M\{z}. Since xn → z, so ∃ n0 ∈ N such that
σd(z, xn) ≤ 1
3
σd(z, x)
∀n ∈ N with n ≥ n0. Then we have
1
2
σd(xn, Jxn) < σd(xn, Jxn) ≤ σd(xn, xn+1)
≤ σd(xn, z) + σd(z, xn+1)
≤ 2
3
σd(x, z) = σd(x, z)− 1
3
σd(x, z)
≤ σd(x, z)− σd(z, xn) ≤ σd(x, xn).
Thus by assumption, we get
2τ + F (Hσ(Jxn, Jx)) ≤ F (σd(xn, x)). (3.5.10)
Since F is continuous from the right, so ∃ a real number h > 1 such that
F (hHσ(Jxn, Jx)) < F (Hσ(Jxn, Jx)) + τ.
Now by the definition of Hausdorff metric and the fact that h > 1, we have
σd(xn+1, Jx) ≤ Hσ(Jxn, Jx) < hHσ(Jxn, Jx).
Consequently, we get
F (σd(xn+1, Jx)) ≤ F (hHσ(Jxn, Jx)) < F (Hσ(Jxn, Jx)) + τ.
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Thus we have
2τ + F (σd(xn+1, Jx)) ≤ 2τ + F (Hσ(Jxn, Jx)) + τ
≤ F (σd(xn, x)) + τ.
Since F is strictly increasing, we have
σd(xn+1, Jx) < σd(xn, x).
Letting n tends to +∞, we obtain
σd(z, Jx) ≤ σd(z, x) (3.5.11)
∀x ∈M\{z}. We next prove that
2τ + F (Hσ(Jz, Jx)) ≤ F (σd(z, x))
∀x ∈M. Since F ∈ ̥, so we take x 6= z. Then for every n ∈ N, ∃ yn ∈ Jx such that
σd(z, yn) ≤ σd(z, Jx) + 1
n
σd(z, x).
So we have
σd(x, Jx) ≤ σd(x, yn)
≤ σd(x, z) + σd(z, yn)
≤ σd(x, z) + σd(z, Jx) + 1
n
σd(z, x)
≤ σd(x, z) + σd(x, z) + 1
n
σd(z, x)
= (2 +
1
n
)σd(x, z)
∀n ∈ N and hence 1
2
σd(x, Jx) ≤ σd(x, z). Thus by assumption, we get
2τ + F (Hσ(Jz, Jx)) ≤ F (σd(z, x)).
Hence
2τ + F (σd(xn+1, Jz)) ≤ 2τ + F (Hσ(Jxn, Jz))
≤ F (σd(xn, z)).
Since F is strictly increasing, we have σd(xn+1, Jz) < σd(xn, z). Letting n → ∞, we
get σd(z, Jz) ≤ 0. Since Jz is closed, so we obtain z ∈ Jz. Thus F (J) 6= ∅.
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A Suzuki-Hardy-Roger type theorem for multi-valued F−contractions is given
below.
Theorem 3.5.2. Let J : (M,σd) → CB(M). Assume that ∃ a function F ∈ ̥ that
is continuous from right and τ ∈ R+ such that
λσd(x, Jx) ≤ σd(x, y) (3.5.12)
implies
2τ + F (Hσ(Jx, Jy)) ≤ F (a1σd(x, y) + a2(σd(x, Jx)) + a3σd(y, Jy)
+a4(σd(x, Jy) + a5σd(y, Jx))
∀x, y ∈M, Jx 6= Jy, where ai, i = 1, 2, 3, 4, 5 are non-negative numbers and a1+a2+
a3 + 2a4 = 1 and a4 6= 1. Here 1−a3−a41+a1−a4+a5 = λ < 1. Then F (J) 6= ∅.
Proof. Let x0 ∈ M. We choose x1 ∈ Jx0. If x1 ∈ Jx1, then evidently F (J) 6= ∅.
Assume that x1 6∈ Jx1, then Jx0 6= Jx1. Now
λσd(x0, Jx0) ≤ λσd(x0, x1) < σd(x0, x1).
From the assumption, we have
2τ + F (Hσ(Jx0, Jx1)) ≤ F (a1σd(x0, x1) + a2σd(x0, Jx0)
+a3σd(x1, Jx1) + a4σd(x0, Jx1) + a5σd(x1, Jx0))
≤ F (a1σd(x0, x1) + a2σd(x0, x1)+a3σd(x1, x2)
+a4σd(x0, x2)+a5σd(x1, x1))
= F ((a1 + a2 + a4)σd(x0, x1)+(a3 + a4)σd(x1, x2)).
Since F is continuous from the right, so ∃ a real number h > 1 such that
F (hHσ(Jx0, Jx1)) ≤ F (Hσ(Jx0, Jx1)) + τ.
Now by the definition of Hausdorff metric and the fact that h > 1, we have
σd(x1, Jx1) ≤ Hσ(Jx0, Jx1) < hH(Jx0, Jx1)
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we deduce that ∃ x2 ∈ Jx1 such that
σd(x1, x2) ≤ hHσ(Jx0, Jx1).
Consequently, we get
F (σd(x1, x2)) ≤ F (hHσ(Jx0, Jx1)) < F (Hσ(Jx0, Jx1)) + τ
which implies that
2τ + F (σd(x1, x2)) ≤ 2τ + F (Hσ(Jx0, Jx1)) + τ
≤ F (a1σd(x0, x1) + a2σd(x0, Jx0) + a3σd(x1, Jx1) + a4σd(x0, Jx1)
+a5σd(x1, Jx0)) + τ.
Thus
τ + F (σd(x1, x2)) ≤ F ((a1 + a2 + a4)σd(x0, x1)+(a3 + a4)σd(x1, x2)). (3.5.13)
Since F is strictly increasing, we deduce
σd(x1, x2) < (a1 + a2 + a4)σd(x0, x1)+(a3 + a4)σd(x1, x2)
and hence
σd(x1, x2) < (
a1 + a2 + a4
1− a3 − a4 )σd(x0, x1)=σd(x0, x1).
Consequently from (3.5.13), we have
τ + F (σd(x1, x2)) < F (σd(x0, x1)).
Continuing in this manner, we obtain {xn} ⊂ M such that xn 6∈ Jxn, xn+1 ∈ Jxn
and
τ + F
(
σd(Jxn−1, Jxn)
)
< F
(
σd(xn−1, xn)
)
(3.5.14)
∀n ∈ N ∪ {0}. Therefore
F
(
σd(xn, xn+1)
)
< F
(
σd(xn−1, xn)
)− τ < . . . < Fσd(x0, x1))− nτ. (3.5.15)
∀n ∈ N. Since F ∈ ̥, so by taking limit as n→∞ in (3.5.15), we have
lim
n→∞
F
(
σd(xn, xn+1)
)
= −∞⇐⇒ lim
n→∞
σd(xn, xn+1) = 0. (3.5.16)
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Now from (F3), ∃ 0 < l < 1 such that,
lim
n→∞
[σd(xn, xn+1)]
lF
(
σd(xn, xn+1)
)
= 0. (3.5.17)
By (3.5.15), we have,
σd(xn, xn+1)
lF
(
σd(xn, xn+1)
)− σd(xn, xn+1)lF (σd(x0, x1))
< σd(xn, xn+1)
l[F
(
σd(x0, x1)− nτ)
)− F (σd(x0, x1))]
= −nτ [σd(xn, xn+1)]l ≤ 0. (3.5.18)
By taking limit as n→∞ in (3.5.18) and applying (3.5.16) and (3.5.17), we have
lim
n→∞
n[σd(xn, xn+1)]
l = 0. (3.5.19)
It follows from (3.5.19) that ∃, n1 ∈ N such that
n[σd(xn, xn+1)]
l ≤ 1 (3.5.20)
∀n > n1. This implies
σd(xn, xn+1) ≤ 1
n1/l
(3.5.21)
∀n > n1. Now for m > n > n1, we have
σd(xn, xm) ≤
m−1∑
k=n
σd(xk, xk+1) ≤
m−1∑
k=n
1
k1/l
. (3.5.22)
Since, 0 < l < 1, then
∑∞
k=1
1
k1/l
is convergent. Thus {xn} is Cauchy sequence. Since
M is complete metric space, so ∃ z ∈ M such that, xn → z as n → ∞. If ∃ an
increasing sequence {nk} ⊂ N such that xnk ∈ Jz ∀k ∈ N, since Jz is closed and
xnk → z, we get z ∈ Jz and the proof is completed. So we can assume that ∃ n0 ∈ N
such that xn 6∈ Jz ∀n0 ∈ N with n ≥ n0. Then we assume that Jxn−1 6= Jz ∀n ≥ n0.
Now we show that
λσd(z, Jx) < σd(z, x),
∀x ∈M\{z}. Since xn → z, so ∃ n0 ∈ N such that
σd(z, xn) ≤ 1
3
σd(z, x),
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∀n ∈ N with n ≥ n0. Then we have
λσd(xn, Jxn) < σd(xn, Jxn) ≤ σd(xn, xn+1)
≤ σd(xn, z) + σd(z, xn+1)
≤ 2
3
σd(x, z) = σd(x, z)− 1
3
σd(x, z)
≤ σd(x, z)− σd(z, xn) ≤ σd(x, xn).
Thus by assumption, we get
2τ + F (Hσ(Jxn, Jx)) ≤ F (a1σd(xn, x) + a2σd(xn, Jxn) + a3σd(x, Jx)
+a4σd(xn, Jx) + a5σd(x, Jxn))
≤ F (a1σd(xn, x) + a2σd(xn, xn+1) + a3σd(x, Jx)
+a4σd(xn, Jx) + a5σd(x, xn+1)).
Since F is continuous from the right, so ∃ a real number h > 1 such that
F (hHσ(Jxn, Jx)) < F (Hσ(Jxn, Jx)) + τ.
Now by the definition of Hausdorff metric, we get
σd(xn+1, Jx) ≤ Hσ(Jxn, Jx) < hHσ(Jxn, Jx).
Consequently, we get
F (σd(xn+1, Jx)) ≤ F (hHσ(Jxn, Jx)) < F (Hσ(Jxn, Jx)) + τ.
Thus we have
2τ + F (σd(xn+1, Jx)) ≤ 2τ + F (Hσ(Jxn, Jx)) + τ
≤ F (a1σd(xn, x) + a2σd(xn, xn+1) + a3σd(x, Jx)
+a4σd(xn, Jx) + a5σd(x, xn+1)) + τ.
Since F is strictly increasing, we have
σd(xn+1, Jx) < a1σd(xn, x)+a2σd(xn, xn+1)+a3σd(x, Jx)+a4σd(xn, Jx)+a5σd(x, xn+1).
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Letting n tends to ∞, we obtain
σd(z, Jx) ≤ a1σd(z, x) + a3σd(x, Jx) + a4σd(z, Jx) + a5σd(x, z)
≤ (a1 + a3 + a5
1− a3 − a4 )σd(z, x),
∀x ∈M\{z}. We next prove that
2τ+F (Hσ(Jz, Jx)) ≤ F (a1σd(x, z)+a2σd(x, Jx)+a3σd(z, Jz)+a4σd(x, Jz)+a5σd(z, Jx))
∀x ∈M. Then for every n ∈ N, ∃ yn ∈ Jx such that
σd(z, yn) ≤ σd(z, Jx) + 1
n
σd(z, x).
So we have
σd(x, Jx) ≤ σd(x, yn)
≤ σd(x, z) + σd(z, yn)
≤ σd(x, z) + σd(z, Jx) + 1
n
σd(z, x)
≤ σd(x, z) + a1 + a3 + a5
1− a3 − a4 σd(z, x) +
1
n
σd(z, x)
= (1 +
a1 + a3 + a5
1− a3 − a4 +
1
n
)σd(x, z),
∀n ∈ N and hence λσd(x, Jx) ≤ σd(x, z). Thus by assumption, we obtain
2τ+F (Hσ(Jx, Jz)) ≤ F (a1σd(x, z)+a2σd(x, Jx)+a3σd(z, Jz)+a4σd(x, Jz)+a5σd(z, Jx)).
Taking x = xn=1, we have
2τ + F (σd(xn+1, Jz)) ≤ 2τ + F (Hσ(Jxn, Jz))
≤ F (a1σd(xn, z) + a2σd(xn, Jxn) + a3σd(z, Jz)
+a4σd(xn, Jz) + a5σd(z, Jxn)).
Since F is strictly increasing, we have
σd(xn+1, Jz) < a1σd(xn, z)+a2σd(xn, Jxn)+a3σd(z, Jz)+a4σd(xn, Jz)+a5σd(z, Jxn).
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Letting n→ +∞, we get
σd(z, Jz) ≤ (a3 + a4)σd(z, Jz).
As a3 + a4 < 1, so we get σd(z, Jz) = 0. Since Jz is closed. So, we obtain z ∈ Jz.
Thus F (J) 6= ∅.
Corollary 3.5.1. Let J : (M,σd)→ CB(M). Assume that ∃ a function F ∈ ̥ that is
continuous from right and τ ∈ R+ such that
βσd(x, Jx) < σd(x, y)
implies
2τ + F (Hσ(Jx, Jy)) ≤ F (a1σd(x, y) + a2(σd(x, Jy) + a3σd(y, Jx))
∀x, y ∈M, Jx 6= Jy, where ai, i = 1, 2, 3 are non-negative numbers and a1 + 2a2 = 1
and a2 6= 1. Here 1−a21+a1−a2+a3 = β < 1. Then F (J) 6= ∅.
Proof. By taking a2 = a3 = 0 in previous Theorem.
Example 3.5.1. Let M = [0, 1], J : (M,σd) → CB(M) be defined as Jx = [0, x4 ]
and σd be the usual metric on M . Taking F (t) = ln(t) + t ∀t ∈ R+ and τ = ln(
√
2).
Suppose x < y. Then ∀x, y ∈ X , σd(Jx, Jy) > 0 and σd(x, y) > 0. Now
λσd(x, Jx) = 0 < σd(x, y)
implies that
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2τ + F (Hσ(Jx, Jy)) = ln(2) + ln(Hσ(Jx, Jy)) = ln(2) + ln(
1
4
|y − x|)) + 1
4
|y − x|
≤ ln(2) + ln(3
8
|y − x|)) + 3
4
|y − x|
≤ ln(2) + ln(1
2
) + ln(
3
4
|y − x|)) + 3
4
|y − x|
= ln(
1
2
|y − x|) + 1
8
|y − x|) + 1
8
||y − x|))
+(
1
2
|y − x|+ 1
8
|y − x|+ 1
8
||y − x|)
≤ ln(1
2
|y − x|) + 1
4
|y − x
2
|) + 1
4
|x− y
2
|))
+(
1
2
|y − x|+ 1
4
|y − x
2
|+ 1
4
|x− y
2
|)
= F (a1σd(x, y) + +a2(σd(x, Jy) + a3σd(y, Jx))
where a1+2a2 = 1 and a2 6= 1. Thus all assertions of Corollary 3.5.1 are satisfied and
0 ∈ J0.
Now we prove a theorem for Kannan type F−contractions which is an extension
of result of Beg and Azam [29].
Theorem 3.5.3. Let J : (M,σd) → CB(M). Assume that ∃ a function F ∈ ̥ that
is continuous from right, τ > 0 and ϕi : R→ [0, 1) (i = 1, 2) such that
2τ + F
(
Hσ(Jx, Jy)
) ≤ F(ϕ1(σd(x, Jx))σd(x, Jx) + ϕ2(σd(y, Jy))σd(y, Jy))
(3.5.23)
∀x, y ∈M , with Jx 6= Jy, where ϕ1(σd(x, Jx)) + ϕ2(σd(y, Jy)) = 1. Then F (J) 6= ∅.
Proof. Let x0 ∈ M and choose x1 ∈ Jx0. If x1 ∈ Jx1, then evidently F (J) 6= ∅.
Assume that x1 6∈ Jx1, then Jx0 6= Jx1. From (3.5.23), we have
2τ + F (Hσ(Jx0, Jx1)) ≤ F (ϕ1(σd(x0, Jx0))σd(x0, Jx0)+ϕ2(σd(x1, Jx1))σd(x1, Jx1)
≤ F (ϕ1(σd(x0, x1))σd(x0, x1)+ϕ2(σd(x1, x2))σd(x1, x2).
Since F is continuous from the right, so ∃ a real number h > 1 such that
F (hHσ(Jx0, Jx1)) ≤ F (Hσ(Jx0, Jx1)) + τ.
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Now by the definition of Hσ, we get
σd(x1, Jx1) ≤ Hσ(Jx0, Jx1) < hHσ(Jx0, Jx1)
we deduce that ∃ x2 ∈ Jx1 such that
σd(x1, x2) ≤ hHσ(Jx0, Jx1).
Consequently, we get
F (σd(x1, x2)) ≤ F (hHσ(Jx0, Jx1)) < F (Hσ(Jx0, Jx1)) + τ
which implies that
2τ + F (σd(x1, x2)) ≤ 2τ + F (Hσ(Jx0, Jx1)) + τ
≤ F (ϕ1(σd(x0, x1))σd(x0, x1)+ϕ2(σd(x1, x2))σd(x1, x2) + τ.
Thus
τ + F (σd(x1, x2)) ≤ F (ϕ1(σd(x0, x1))σd(x0, x1)+ϕ2(σd(x1, x2))σd(x1, x2)).
Since F is strictly increasing, we deduce
σd(x1, x2) < ϕ1(σd(x0, x1))σd(x0, x1)+ϕ2(σd(x1, x2))σd(x1, x2)
and hence
σd(x1, x2) <
ϕ1(σd(x0, x1))
1− ϕ2(σd(x1, x2))σd(x0, x1)=σd(x0, x1).
Consequently,
τ + F (σd(x1, x2)) ≤ F (σd(x0, x1)).
Continuing in this manner, we obtain {xn} ⊂ M such that xn 6∈ Jxn, xn+1 ∈ Jxn
and
τ + F
(
σd(Jxn−1, Jxn)
) ≤ F(αnσd(xn−1, xn))
∀n ∈ N ∪ {0}. Proceeding as in Theorem 3.5.1, we obtain that {xn} is a Cauchy
sequence. Since M is complete, so ∃ z ∈ M such that, xn → z as n → ∞. If ∃ an
increasing sequence {nk} ⊂ N such that xnk ∈ Jz ∀k ∈ N, since Jz is closed and
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xnk → z, we get z ∈ Jz and the proof is completed. So we can assume that ∃ n0 ∈ N
such that xn 6∈ Jz ∀n0 ∈ N with n ≥ n0. Then we assume that Jxn−1 6= Jz ∀n ≥ n0.
Thus by assumption, we have
2τ + F (σd(xn+1, Jz)) ≤ 2τ + F (Hσ(Jxn, Jz))
≤ F (ϕ1(σd(xn, Jxn))σd(xn, Jxn) + ϕ2(σd(z, Jz))(σd(z, Jz)).
Since F is strictly increasing, we have
σd(xn+1, Jz) < ϕ1(σd(xn, Jxn))σd(xn, Jxn) + ϕ2(σd(z, Jz))(σd(z, Jz)).
Letting n→ +∞, we get
σd(z, Jz) ≤ ϕ2(σd(z, Jz))(σd(z, Jz)).
As ϕ2(σd(z, Jz)) < 1, so we get σd(z, Jz) = 0. Since Jz is closed. So, we obtain
z ∈ Jz. Thus F (J) 6= ∅.
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Chapter 4
Fixed Point Theorems for Generalized Contractions
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4.1 Introduction
Jachymski [72] discussed graphic contractions to obtain some new theorems re-
garding these contractions in metric spaces and generalized additionally the Banach
contraction principle from metric space to partially ordered metric space in 2008. In
2010, Beg et al. [28] obtained these results for multi-valued mappings. Recently,
Sultana et al. [108] introduced the notion of Mizoguchi-Takahashi G contraction and
established some new fixed point theorems regarding these contractions.
Samet et al.[102] gave the ideas of α-admissible mappings and α-ψ-contractions in
2012 to obtain different fixed point theorems for such contractions. Later on, Asl et
al. [15] generalized these notions by introducing the approach of α∗−ψ multi-valued
contractions, α∗-admissible and obtained some generalized results for these multi-
valued contractions. For more details in this direction see [15, 16, 38, 52, 73, 79]. Very
recently, Javahernia et al. [74] proposed the idea of generalized Mizoguchi-Takahashi
function and established some new results.
In this Chapter, we first utilized the notion of admissible mappings and estab-
lished some new theorems for locally contractive multi-valued mappings satisfying
α∗ − ψ- contractive conditions. Then we defined some new notions namely general-
ized α∗−Mizoguchi-Takahashi type contraction and generalized Mizoguchi-Takahashi
G-contraction and proved fixed point results for these contractions. Some interesting
examples and applications are also included to support our main theorems. Through-
out this chapter (M,σd) is stand for complete metric space and (M,σd,) is stand
for complete partially ordered metric space.
4.2 Basic Definitions and Important Results
Jachymski [72] in 2008 defined the following notion for graph contractions.
Definition 4.2.1. [72] A self mapping J : (M,σd)→ (M,σd) is called aG-contraction
if ∃ some α ∈ [0, 1), such that
∀x, y ∈M with (x, y) ∈ E(G)⇒ σd(J(x), J(y)) ≤ ασd(x, y)).
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Beg et al. [28] defined the idea of multi-valued G-contraction and proved a result
in this way.
Definition 4.2.2. [28] A mapping J : (M,σd) → CB(M) is called multi-valued
G-contraction if ∃ some α ∈ [0, 1) such that
Hσ(J(x), J(y)) ≤ ασd(x, y)
and if u ∈ J(x) and v ∈ J(y) are such that
σd(u, v) ≤ ασd(x, y) + µ
for each µ > 0, then (u, v) ∈ E(G).
Theorem 4.2.1. [28] Let J : (M,σd) → CB(M) be a multi-valued G-contraction
and MJ := {x ∈ M : (x, u) ∈ E(G) for some u ∈ Jx}. Assume that ∃ N ∈ N and
x0 ∈M such that:
for {xn}n∈N ∈M, if xn → x and (xn, xn+1) ∈ E(G) ∀n ∈ N, then (xnm , x) ∈ E(G).
Then these assertions hold:
(i) For x ∈MJ , J |[x]
G˜
6= ∅.
(ii) If MJ 6= ∅ and G is weakly connected, then F (J) 6= ∅.
(iii) If M
′
:= ∪{[x]G˜ : x ∈ Jx}, then J |M ′ posses a fixed point.
(iv) If J ⊆ E(G), then F (J) 6= ∅.
(v) FixJ 6= ∅ iff MJ 6= ∅.
Sultana et al. [108] defined Mizoguchi-Takahashi G contraction and proved the
following fixed point theorem.
Definition 4.2.3. [108] A multi-valued mapping J : (M,σd) → CB(M) is called
Mizoguchi-Takahashi G contraction if ∀x, y ∈M , x 6= y with (x, y) ∈ E(G):
(i)
Hσ(J(x), J(y)) ≤ ϕ(σd(x, y))σd(x, y)
where ϕ ∈ Ω;
(ii) if u ∈ J(x) and v ∈ J(y) are such that σd(u, v) ≤ σd(x, y), then (u, v) ∈ E(G).
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Theorem 4.2.2. [108] Let J : (M,σd) → CB(M) be a Mizoguchi-Takahashi G
contraction. Assume that ∃ N ∈ N and x0 ∈M such that:
(a) [x0]
N
G ∩ J(x0) 6= 0;
(b) for {xn}n∈N ∈M, if xn → x and xn ∈ [xn−1]NG ∩ J(xn−1) ∀n ∈ N, then there is
{xnm}m∈N ∈ X with (xnm , x) ∈ E(G) for m ∈ N.
Then {xn}n∈N ∈M converges to the fixed point of J .
On the other hand, Samet et al. [102] utilized the family Ψ of nondecreasing
functions ψ : [0,+∞)→ [0,+∞) such that
∞∑
n=1
ψn(r) < +∞
∀r > 0.
Lemma 4.2.1. [102] If ψ ∈ Ψ, then these conditions hold:
(i) (ψn(r))n∈N converges to 0 when n→∞ ∀r ∈ (0,+∞)
(ii) ψ(r) < r ∀r > 0
(iii) ψ(r) = 0 iff r = 0.
Samet et al. [102] gave the definition of α-admissible mapping in the following
way:
Definition 4.2.4. Let J : (M,σd) → (M,σd) be a self mapping and α : M ×M →
[0,+∞) be a function. Then J is said to α-admissible if
x, y ∈M, α(x, y) ≥ 1 =⇒ α(Jx, Jy) ≥ 1.
Theorem 4.2.3. [102] Let J : (M,σd)→ (M,σd) be α-admissible. Suppose that
α(x, y)σd(Jx, Jy) ≤ ψ(σd(x, y)) (4.2.1)
∀x, y ∈M , with ψ ∈ Ψ. Also, suppose that;
(i) ∃ x0 ∈M such that α(x0, Jx0) ≥ 1;
(ii) either J is continuous mapping or for {xn} in M with α(xn, xn+1) ≥ 1 ∀n ∈ N
and xn → x as n→ +∞, we get α(xn, x) ≥ 1 ∀n ∈ N.
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Then F (J) is singleton.
Asl et al. [15] proposed the idea of α∗-admissible to generalize the above thoughts
of [102].
Definition 4.2.5. ([15]) Let J : (M,σd) → CL(M) and α : M × M → [0,+∞).
Then J is said to be α∗−admissible if ∀x ∈M and y ∈ Jx with α(x, y) ≥ 1, we have
that α∗(Jx, Jy) ≥ 1, where α∗(Jx, Jy) = inf{α(u, v) : u ∈ Jx, v ∈ Jy}.
Definition 4.2.6. [15] A mapping J : (M,σd) → CL(M) is said to be α∗ − ψ-
contractive multifunction if ∃ α : X ×M → [0,+∞) and ψ ∈ Ψ such that
α∗(Jx, Jy)Hσ(Jx, Jy) ≤ ψ(σd(x, y)) (4.2.2)
∀x, y ∈M, where Hσ is the Hausdorff metric, α∗(M1,M2) = inf{α(u, v) : u ∈M1, v ∈
M2}.
Theorem 4.2.4. [15]Let α : M ×M → [0,+∞) and J : (M,σd) → CL(M) be a
α∗−ψ- contractive multifunction for ψ ∈ Ψ and α∗− admissible. Additionally assume
that the these statements also holds:
(i) ∃ x0 ∈ M and x1 ∈ Jx0 such that α(x0, x1) ≥ 1;
(ii) for {xn} in M converging to x ∈ M and α(xn, xn+1) ≥ 1 ∀n ∈ N,we have
α(xn, x) ≥ 1 ∀n ∈ N.
Then F (J) 6= ∅.
Javahernia et al. [74] introduced the concept of generalized Mizoguchi-Takahashi
function to obtain common fixed points in complete metric spaces.
Definition 4.2.7. ([74]). A function β : R×R→ R is called generalized Mizoguchi-
Takahashi function if these assertions hold:
(a1) 0 < β(u, v) < 1 ∀u, v > 0;
(a2) for any bounded sequence {un} ⊂ (0,+∞) and any non-increasing sequence
{vn} ⊂ (0,+∞), we have
lim
n→∞
sup β(un, vn) < 1.
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Consistent with Javahernia et al. [74] , we denote by Λ the set of all functions
β : R× R→ R satisfying (a1)− (a2).
They gave the following example of a generalized Mizoguchi-Takahashi function.
Example 4.2.1. Let m(u) = ln(u+10)
u+9
∀u > −9. Define
β(t, s) =
{
t
s2+1
, 1 < t < s,
m(s), otherwise.
Then β ∈ Λ.
Javahernia et al. [74] established the following theorem.
Theorem 4.2.5. Let J1, J2 : (M,σd)→ CB(M) be two multi-valued mappings. Sup-
pose ∃ β ∈ Λ such that
Hσ(J1x, J2y) ≤ β(Hσ(J1x, J2y),MJ1J2(x, y))MJ1J2(x, y)
∀ x, y ∈M, where
MJ1J2(x, y) = max{σd(x, y), σd(x, J1x), σd(y, J2y),
σd(x, J2y) + σd(y, J1x)
2
}.
Then Fc(J1, J2 6= ∅.
For more details in this direction see [13, 20, 65, 71, 85, 112].
4.3 Fixed Point Theorems for Locally Multi-valued
Contractive Mappings
In this section, we establish Theorem 4.3.1 which is very useful in the sense that
it requires the contractiveness of the mapping only on the closed ball instead of the
whole space. In Theorems 4.3.2, we obtain fixed points of multi-valued mapping
satisfying an α∗ -ψ-contractive conditions involving Fisher type rational inequalities.
In Theorem 4.3.4, we discuss α−admissible mapping and obtained fixed point of
the mapping satisfying an α -ψ-contractive conditions involving Jaggi type rational
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inequalities. As applications, we deduced several theorems in which we established
fixed points of the mappings satisfying graphic contractions. We also prove some
fixed point theorems in complete ordered metric spaces.
Theorem 4.3.1. Let J : (M,σd) → CL(M) be α∗-admissible. Assume that for
ψ ∈ Ψ,
α∗(Jx, Jy)Hσ(Jx, Jy) ≤ ψ(σd(x, y)) (4.3.1)
∀x, y ∈ B(x0, r) and for x0 ∈M, ∃ x1 ∈ Jx0 such that
n∑
i=0
ψi(σd(x0, x1)) < r (4.3.2)
∀n ∈ N and and r > 0. Additionally assume that these statements also hold:
(i) α(x0, x1) ≥ 1 for x0 ∈ M and x1 ∈ Jx0;
(ii) for {xn} in B(x0, r) converging to x ∈ B(x0, r) and α(xn, xn+1) ≥ 1 ∀n ∈ N,we
have α(xn, x) ≥ 1 ∀n ∈ N.
Then F (J) 6= ∅.
Proof. Since α(x0, x1) ≥ 1 and J is α∗-admissible, so α∗(Jx0, Jx1) ≥ 1. From (4.3.2),
we get
σd(x0, x1) <
n∑
i=0
ψi(σd(x0, x1)) < r.
It follows that,
x1 ∈ B(x0, r).
If x0 = x1, then
α∗(Jx0, Jx1)Hσ(Jx0, Jx1) ≤ ψ(σd(x0, x1)) = 0.
implies that
Jx0 = Jx1
and we finished. Assume that x0 6= x1. By Lemma 2.3.1 and Lemma 4.2.1, we take
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x2 ∈ Jx1 and l > 0 as l = ψ2(σd(x0, x1)). Then
0 < σd(x1, x2) ≤ Hσ(Jx0, Jx1) + l
≤ ψ(σd(x0, x1)) + ψ2(σd(x0, x1))
=
2∑
i=1
ψi(σd(x0, x1)).
Note that x2 ∈ B(x0, r), since
σd(x0, x2) ≤ σd(x0, x1) + σd(x1, x2)
≤ σd(x0, x1) + ψ(σd(x0, x1)) + ψ2(σd(x0, x1))
=
2∑
i=0
ψi(σd(x0, x1)) < r.
By repeating the procedure given above, we generate xn in B(x0, r) such that xn+1 ∈
Jxn, xn 6= xn−1, α(xn, xn+1) ≥ 1 with
σd(xn, xn+1) ≤
n+1∑
i=1
ψi(σd(x0, x1)). (4.3.3)
Now for n,m ∈ N with m > n, we obtain
σd(xn, xm) ≤
m−1∑
k=n
σd(xk, xk+1) ≤
m∑
k=n
ψk(σd(x0, x1)). (4.3.4)
Thus {xn} is a Cauchy sequence. Since B(x0, r) is closed. So ∃ x∗ ∈ B(x0, r)
such that xn → x∗ as n → ∞. Since α(xn, x∗) ≥ 1 ∀n and J is α∗−admissible,
so α∗(Jxn, Jx∗) ≥ 1 ∀n. Then
σd(x
∗, Jx∗) ≤ α∗(Jxn, Jx∗)Hσ(Jxn, Jx∗) + σd(xn, x∗)
≤ ψ(σd(xn, x∗)) + σd(xn, x∗)
≤ ψ(σd(xn, x∗)) + σd(xn, x∗). (4.3.5)
Taking limit as n→∞ in (4.3.5), we get σd(x∗, Jx∗) = 0. Thus x∗ ∈ Jx∗.
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Example 4.3.1. Let M = [0,∞) and σd(x, y) = |x − y|. Define the multi-valued
mapping J : (M,σd)→ CL(M) by
Jx =


[0,
x
2
] if x ∈ [0, 1]
[
4x
5
,
5x
6
] if x ∈ (1,∞).
Considering, x0 =
1
2
and x1 =
1
4
, r = 1
2
, then B(x0, r) = [0, 1]. Now we define
α(x, y) =
{
1 if x, y ∈ B(x0, r)
3
2
otherwise .
Evidently, J is an α-ψ-contractive mapping with ψ(t) = t
2
. Now
σd(x0, x1) =
1
4
n∑
i=1
ψn(σd(x0, x1)) =
1
4
n∑
i=0
1
2n
< 2(
1
4
) =
1
2
= r.
We suppose that x ≤ y. The contractive condition of theorem is trivial for the case
when x = y. Suppose that x < y. Then
α∗(Jx, Jy)Hσ(Jx, Jy) =
1
2
|y − x| = ψ(σd(x, y)).
Put x0 =
1
2
and x1 =
1
4
. Then α(x0, x1) ≥ 1. Then 0 ∈ F (J) .
Now we prove that the contractive condition is not satisfied for x, y 6∈ B(x0, r).
We suppose x = 3
2
and y = 2, then
α∗(Jx, Jy)Hσ(Jx, Jy) =
3
5
≥ 1
4
= ψ(σd(x, y)).
Corollary 4.3.1. Let J : (M,σd)→ CL(M) be α∗-admissible. Assume that for ψ ∈ Ψ,
we have
(α∗(Jx, Jy) + 1)Hσ(Jx,Jy) ≤ 2ψ(σd(x,y)) (4.3.6)
∀x, y ∈ B(x0, r) and for x0 ∈M, ∃ x1 ∈ Jx0 such that
n∑
i=0
ψi(σd(x0, x1)) < r
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∀n ∈ N and r > 0. Additionally assume that these statements also hold:
(i) α(x0, x1) ≥ 1 for x0 ∈ M and x1 ∈ Jx0;
(ii) for {xn} in B(x0, r) converging to x ∈ B(x0, r) and α(xn, xn+1) ≥ 1 ∀n ∈ N,
we have α(xn, x) ≥ 1 ∀n ∈ N.
Then F (J) 6= ∅.
Corollary 4.3.2. Let J : (M,σd)→ CL(M) be α∗-admissible. Assume that for ψ ∈ Ψ,
we have
(Hσ(Jx, Jy) + l)
α∗(Jx,Jy) ≤ ψ(σd(x, y)) + l
∀x, y ∈ B(x0, r) and l > 0 and for x0 ∈M, ∃ x1 ∈ Jx0 such that
n∑
i=0
ψi(σd(x0, x1)) < r
∀n ∈ N and r > 0. Additionally assume that these statements also hold:
(i) α(x0, x1) ≥ 1 for x0 ∈ M and x1 ∈ Jx0;
(ii) for {xn} in B(x0, r) converging to x ∈ B(x0, r) and α(xn, xn+1) ≥ 1 ∀n ∈ N,
we have α(xn, x) ≥ 1 ∀n ∈ N.
Then F (J) 6= ∅.
Theorem 4.3.2. Let J : (M,σd) → CL(M) be α∗-admissible. Assume that for
ψ ∈ Ψ, we have
α∗(Jx, Jy)Hσ(Jx, Jy) ≤ ψ(max{σd(x, y), σd(x, Jx), σd(y, Jy), σd(x, Jx)σd(y, Jy)
1 + σd(x, y)
})
(4.3.7)
∀x, y ∈M. Additionally assume that these statements also hold:
(i) ∃ x0 ∈ M and x1 ∈ Jx0 with α(x0, x1) ≥ 1;
(ii) for {xn} in M converging to x ∈ M and α(xn, xn+1) ≥ 1 ∀n ∈ N, we have
α(xn, x) ≥ 1 ∀n ∈ N.
Then F (J) 6= ∅.
Proof. Since α(x0, x1) ≥ 1 and J is α∗-admissible, so α∗(Jx0, Jx1) ≥ 1. If x0 = x1,
then we do need to prove more. Let x0 6= x1. If x1 ∈ Jx1, then x1 is the required
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point. Assume that x1 6∈ Jx1, then from (4.3.7), we get
0 < σd(x1, Jx1) ≤ Hσ(Jx0, Jx1)
≤ ψ(max{σd(x0, x1), σd(x0, Jx0), σd(x1, Jx1), σd(x0, Jx0)σd(x1, Jx1)
1 + σd(x0, x1)
})
≤ ψ(max{σd(x0, x1), σd(x0, x1), σd(x1, Jx1), σd(x0, x1)σd(x1, Jx1)
1 + σd(x0, x1)
})
= ψ(max{σd(x0, x1), σd(x1, Jx1)}).
If
max{σd(x1, Jx1), σd(x0, x1)} = σd(x1, Jx1),
then σd(x1, Jx1) ≤ ψ(σd(x1, Jx1)). Since ψ(t) < t ∀t > 0. Then we get a contradiction.
Hence, we obtain
max{σd(x1, Jx1), σd(x0, x1)} = σd(x0, x1).
So
σd(x1, Jx1) ≤ ψ(σd(x0, x1)).
Let l > 1. Then from Lemma 2.3.2 we take x2 ∈ Jx1 such that
σd(x1, x2) < lσd(x1, Jx1) ≤ lψ(σd(x0, x1)). (4.3.8)
It is clear that x1 6= x2. Put l1 = ψ(lψ(σd(x0,x1)))ψ(σd(x1,x2)) . Then l1 > 1 and α(x1, x2) ≥ 1. Since
J is α∗-admissible, so α∗(Jx1, Jx2) ≥ 1. If x2 ∈ Jx2, then x2 is fixed point of J.
Assume that x2 6∈ Jx2. Then from (4.3.7), we get
0 < σd(x2, Jx2) ≤ α∗(Jx1, Jx2)Hσ(Jx1, Jx2)
≤ ψ(max{σd(x1, x2), σd(x1, Jx1), σd(x2, Jx2), σd(x1, Jx1)σd(x2, Jx2)
1 + σd(x1, x2)
})
≤ ψ(max{σd(x1, x2), σd(x1, x2), σd(x2, Jx2), σd(x1, x2)σd(x2, Jx2)
1 + σd(x1, x2)
})
= ψ(max{σd(x1, x2), σd(x2, Jx2)}).
If
max{σd(x2, Jx2), σd(x1, x2)} = σd(x2, Jx2),
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we get contradiction to the fact σd(x2, Jx2) < σd(x2, Jx2). Hence we obtain
max{σd(x2, Jx2), σd(x1, x2)} = σd(x1, x2).
So σd(x2, Jx2) ≤ ψ(σd(x1, x2)). Since l1 > 1, so by Lemma 2.3.2 we can find x3 ∈ Jx2
such that
σd(x2, x3) < l1σd(x2, Jx2) ≤ l1ψ(σd(x1, x2)).
σd(x2, x3) < l1ψ(σd(x1, x2)) ≤ l1ψ(σd(x1, x2)) = ψ(lψ(σd(x0, x1))). (4.3.9)
It is clear that x2 6= x3. Put l2 = ψ2(lψ(σd(x0,x1)))ψ(σd(x2,x3)) . Then l2 > 1 and α(x2, x3) ≥ 1. Since
J is α∗-admissible, so α∗(Jx2, Jx3) ≥ 1. If x3 ∈ Jx3, then x3 is fixed point of J.
Assume that x3 6∈ Jx3. From (4.3.7), we have
0 < σd(x3, Jx3) ≤ α∗(Jx2, Jx3)Hσ(Jx2, Jx3)
≤ ψ(max{σd(x2, x3), σd(x2, Jx2), σd(x3, Jx3)σd(x2, Jx2)σd(x3, Jx3)
1 + σd(x2, x3)
})
≤ ψ(max{σd(x2, x3), σd(x2, x3), σd(x3, Jx3)σd(x2, x3)σd(x3, Jx3)
1 + σd(x2, x3)
})
= ψ(max{σd(x2, x3), σd(x3, Jx3)}).
If
max{σd(x3, Jx3), σd(x2, x3)} = σd(x3, Jx3),
then we get a contradiction. So
max{σd(x3, Jx3), σd(x2, x3)} = σd(x2, x3).
Thus
σd(x3, Jx3) ≤ ψ(σd(x2, x3)).
Since l2 > 1, so by Lemma 2.3.2 we can find x4 ∈ Jx3 such that
σd(x3, x4) < l2σd(x3, Jx3) ≤ l2ψ(σd(x2, x3)) = ψ2(lψ(σd(x0, x1))). (4.3.10)
Continuing the above procedure, we can generate {xn} ∈ M such that xn ∈ Jxn−1
and xn 6= xn−1, and
σd(xn, xn+1) ≤ ψn−1(lψ(σd(x0, x1))) (4.3.11)
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∀n. Now, ∀ m > n, we have
σd(xn, xm) ≤
m−1∑
i=n
σd(xi, xi+1) ≤
m−1∑
i=n
ψi−1(lψ(σd(x0, x1))).
Thus {xn} is Cauchy sequence. SinceM is complete, so ∃ x∗ ∈M such that xn −→ x∗
as n −→∞. Since α(xn, x∗) ≥ 1 ∀n and J is α∗−admissible, so α∗(Jxn, Jx∗) ≥ 1 ∀n.
Then
σd(x
∗, Jx∗) ≤ α∗(Jxn, Jx∗)Hσ(Jx∗, Jxn) + σd(xn, x∗)
≤ ψ(max{σd(xn, x∗), σd(xn, Jxn), σd(x∗, Jx∗), σd(xn, Jxn)σd(x
∗, Jx∗)
1 + σd(xn, x∗)
})
+σd(xn, x
∗)
≤ ψ(max{σd(xn, x∗), σd(xn, xn+1), σd(x∗, Jx∗), σd(xn, xn+1)σd(x
∗, Jx∗)
1 + σd(xn, x∗)
})
+σd(xn, x
∗)
taking limit as n→∞, we get σd(x∗, Jx∗) = 0. Thus x∗ ∈ Jx∗.
Example 4.3.2. Let M = [0, 1] and σd(x, y) = |x− y|. Define J : (M,σd)→ CL(M)
by Jx = [0, x
10
] ∀x ∈M and
α(x, y) =
{
1
|x−y| if x 6= y
1 if x = y.
Then α(x, y) ≥ 1 =⇒ α∗(Jx, Jy) = inf{α(u, v) : u ∈ Jx, v ∈ Jy} ≥ 1. Then clearly J
is α∗-admissible. Now for x ≤ y, we have
α∗(Jx, Jy)Hσ(Jx, Jy) ≤ ψ(max{σd(x, y), σd(x, Jx), σd(y, Jy), σd(x, Jx)σd(y, Jy)
1 + σd(x, y)
})
where ψ(t) = t
5
, ∀t ≥ 0. Put x0 = 1 and x1 = 12 . Then α(x0, x1) = 2 > 1. Thus
F (J) 6= ∅ and 0 ∈ F (J).
Corollary 4.3.3. Let J : (M,σd)→ CL(M) be α∗-admissible. Assume that for ψ ∈ Ψ,
we have
(α∗(Jx, Jy) + 1)Hσ(Jx,Jy) ≤ 2ψ(R(x,y))
60
where
R(x, y) = max{σd(x, y), σd(x, Jx), σd(y, Jy), σd(x, Jx)σd(y, Jy)
1 + σd(x, y)
∀x, y ∈M. Additionally assume that these statements also hold:
(i) α(x0, x1) ≥ 1 for x0 ∈ M and x1 ∈ Jx0;
(ii) for {xn} in M converging to x ∈ M and α(xn, xn+1) ≥ 1 ∀n ∈ N,we have
α(xn, x) ≥ 1 ∀n ∈ N.
Then F (J) 6= ∅.
Corollary 4.3.4. Let J : (M,σd)→ CL(M) be α∗-admissible. Assume that for ψ ∈ Ψ,
we have
(Hσ(Jx, Jy) + l)
α∗(Jx,Jy) ≤ ψ(R(x, y)) + l
where
R(x, y) = max{σd(x, y), σd(x, Jx), σd(y, Jy), σd(x, Jx)σd(y, Jy)
1 + σd(x, y)
∀x, y ∈M and l > 0. Additionally assume that these statements also hold:
(i) α(x0, x1) ≥ 1 for x0 ∈ X and x1 ∈ Jx0;
(ii) for {xn} in M converging to x ∈ M and α(xn, xn+1) ≥ 1 ∀n ∈ N,we have
α(xn, x) ≥ 1 ∀n ∈ N.
Then F (J) 6= ∅.
If J : (M,σd)→ (M,σd) in Theorem 4.3.2, then we obtain
Theorem 4.3.3. Let J : (M,σd)→ (M,σd) be α-admissible. Suppose that for ψ ∈ Ψ,
we have
α(Jx, Jy)σd(Jx, Jy) ≤ ψ(max{σd(x, y), σd(x, Jx), σd(y, Jy), σd(x, Jx)σd(y, Jy)
1 + σd(x, y)
})
(4.3.12)
∀x, y ∈M. Additionally assume that these statements also hold:
(i) ∃ x0 ∈ M with α(x0, Jx0) ≥ 1;
(ii) for {xn} in X converging to x ∈ M and α(xn, xn+1) ≥ 1 ∀n ∈ N, we have
α(xn, x) ≥ 1 ∀n ∈ N.
Then F (J) 6= ∅.
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Corollary 4.3.5. Let J : (M,σd) → (M,σd) be an α-admissible. Suppose that for
ψ ∈ Ψ, we have
(α(Jx, Jy) + 1)σd(Jx,Jy) ≤ 2ψ(R(x,y))
where
R(x, y) = max{σd(x, y), σd(x, Jx), σd(y, Jy), σd(x, Jx)σd(y, Jy)
1 + σd(x, y)
∀x, y ∈M. Additionally assume that these statements also hold:
(i) α(x0, Jx0) ≥ 1 for some x0 ∈M ;
(ii) for {xn} in X converging to x ∈ M and α(xn, xn+1) ≥ 1 ∀n ∈ N,we have
α(xn, x) ≥ 1 ∀n ∈ N.
Then F (J) 6= ∅.
Now, we give a result about a fixed point of self-maps on (M,σd).
Theorem 4.3.4. Let J : (M,σd) → (M,σd), α : M ×M → [0,+∞) be a mapping
and ψ ∈ Ψ such that
α(x, y)σd(Jx, Jy) ≤
{
ψ(max{σd(x,Jx)σd(y,Jy)
σd(x,y)
, σd(x, y)}) for x 6= y
0, for x = y
(4.3.13)
∀x, y ∈ M. Suppose that J is α−admissible and ∃ x0 ∈ M and x1 ∈ Jx0 with
α(x0, Jx0) ≥ 1. If J is continuous. Then F (J) is singleton.
Proof. Take x0 ∈M such that α(x0, Jx0) ≥ 1, and generate the sequence {xn} in M
by xn+1 = Jxn ∀n ≥ 0. If xn = xn+1 for some n, then x∗ = xn is the required fixed
point of J . Suppose that xn 6= xn+1 ∀n. By the α−admissibility of J is , we get
α(xn, xn+1) ≥ 1 ∀ n. Thus for each n, we have
σd(xn+1, xn) = σd(Jxn, Jxn−1) ≤ α(xn, xn−1)σd(Jxn, Jxn−1)
≤ ψ(max{σd(xn, Jxn)σd(xn−1, Jxn−1)
σd(xn, xn−1)
, σd(xn, xn−1)})
≤ ψ(max{σd(xn, xn+1)σd(xn−1, xn)
σd(xn, xn−1)
, σd(xn, xn−1)})
≤ ψ(max{σd(xn, xn+1), σd(xn, xn−1)}).
If max{σd(xn, xn+1), σd(xn, xn−1)} = σd(xn, xn+1), then σd(xn+1, xn) ≤ ψ(σd(xn+1, xn))
a contradiction. So we get σd(xn+1, xn) ≤ ψ(σd(xn, xn−1)). Since ψ is nondecreasing,
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so we have
σd(xn+1, xn) ≤ ψ(σd(xn, xn−1)) ≤ ψ2(σd(xn−1, xn−2)) ≤ ... ≤ ψn(σd(x1, x0)) (4.3.14)
∀n. It is easy to check that {xn} is a Cauchy sequence. Since M is complete, so ∃
x∗ ∈M such that xn → x∗. Further the continuity of J implies that
Jx∗ = J( lim
n→∞
xn) = lim
n→∞
J(xn) = x
∗. (4.3.15)
Now, if ∃ another point u 6= x∗ in M such that Ju = u, then
σd(x
∗, u) = σd(Jx∗, Ju) ≤ α(x∗, u)σd(Jx∗, Ju)
≤ ψ(max{σd(x
∗, Jx∗)σd(u, Ju)
σd(x∗, u)
, σd(x
∗, u)})
≤ ψ(σd(x∗, u)).
It is a contradiction. Hence F (J) is singleton and x∗ ∈ F (J) is required point .
Example 4.3.3. LetM = [0,∞) and σd(x, y) = |x−y|. Define J : (M,σd)→ (M,σd)
by Jx = x+1 whenever x, y ∈ [0, 1], Jx=4
3
whenever x, y ∈ (1, 2) and Jx = x2+3x+2
whenever x ∈ [2,∞). Also define the mappings ψ : [0,∞) → [0,∞) by ψ(t) = t
3
and
α(x, y) =
{
1 if x, y ∈ (1, 2)
0 otherwise .
By a routine calculation one can easily show that
α(x, y)σd(Jx, Jy) ≤ ψ(max{σd(x, Jx)σd(y, Jy)
σd(x, y)
, σd(x, y)})
∀x, y ∈M and 4
3
is required point.
Theorem 4.3.5. Let J : (M,σd)→ (M,σd) and (M,σd) is endowed with a graph G.
Assume that these conditions hold:
(i) ∀x , y ∈M, (x, y) ∈ E(G)⇒ (J(x), J(y)) ∈ E(G);
(ii) ∃ x0 ∈M such that (x0, Jx0) ∈ E(G);
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(iii) ∃ ψ ∈ Ψ such that
σd(Jx, Jy) ≤ ψ(R(x, y))
∀(x, y) ∈ E(G) where
R(x, y) = max{σd(x, y), σd(x, Jx), σd(y, Jy), σd(x, Jx)σd(y, Jy)
1 + σd(x, y)
};
(iv) for {xn} ∈ M with (xn, xn+1) ∈ E(G) ∀n ∈ N and xn → x as n → +∞, then
(xn, x) ∈ E(G) ∀n ∈ N.
Then F (J) 6= ∅.
Proof. Define, α :M2 → [0,+∞) by α(x, y) =
{
1, if (x, y) ∈ E(G)
0, if (x, y) 6∈ E(G)
}
.
First we prove the α-admissibility of mapping J . If α(x, y) ≥ 1, then (x, y) ∈
E(G). From (i), we have, (Jx, Jy) ∈ E(G). That is, α(Jx, Jy) ≥ 1. Thus J is an
α-admissible mapping. From (ii) ∃ x0 ∈ M such that (x0, Jx0) ∈ E(G). That is,
α(x0, Jx0) ≥ 1. If (x, y) ∈ E(G), then (Jx, Jy) ∈ E(G) and hence α(Jx, Jy) = 1.
Thus, from (iii) we have α(Jx, Jy)σd(Jx, Jy) = σd(Jx, Jy) ≤ ψ(M(x, y)). Condition
(iv) implies condition (ii) of Theorem 4.3.3.
Corollary 4.3.6. Let J : (M,σd) → (M,σd) and (M,σd) is endowed with a graph G.
Suppose that these assertions hold:
(i) J is Banach G-contraction;
(ii) ∃ x0 ∈M such that (x0, Jx0) ∈ E(G);
(iii) for {xn} ∈ M such that (xn, xn+1) ∈ E(G) ∀n ∈ N and xn → x as n → +∞,
then (xn, x) ∈ E(G) ∀n ∈ N.
Then F (J) 6= ∅.
Theorem 4.3.6. Let J : (M,σd)→ (M,σd) and (M,σd) is endowed with a graph G.
Suppose that these assertions hold:
(i) ∀x , y ∈M, (x, y) ∈ E(G)⇒ (J(x), J(y)) ∈ E(G);
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(ii) ∃ x0 ∈M such that (x0, Jx0) ∈ E(G);
(iii) ∃ ψ ∈ Ψ such that
σd(Jx, Jy) ≤
{
ψ(max{σd(x,Jx)σd(y,Jy)
σd(x,y)
, σd(x, y)}) ∀(x, y) ∈ E(G) with x 6= y
0, for x = y;
(iv) J is G-continuous.
Then F (J) 6= ∅.
For (M,σd,), we define
E(G) = {(x, y) ∈M ×M : x  y}.
For this graph, condition (i) in Theorem 4.3.5 means J is nondecreasing with respect
to this order [13]. From Theorems 4.3.5-4.3.6 we derive following important results
in (M,σd,).
Theorem 4.3.7. Let J : (M,σd,) → (M,σd,). Suppose that these assertions
hold:
(i) J is nondecreasing map;
(ii) ∃ x0 ∈M such that x0  Jx0;
(iii) ∃ ψ ∈ Ψ such that
σd(Jx, Jy) ≤ ψ(R(x, y))
∀x  y where
R(x, y) = max{σd(x, y), σd(x, Jx), σd(y, Jy), σd(x, Jx)σd(y, Jy)
1 + σd(x, y)
};
(iv) for {xn} ∈ M such that xn  xn+1 ∀n ∈ N and xn → x as n → +∞, then
xn  x ∀n ∈ N.
Then F (J) 6= ∅.
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Corollary 4.3.7. [90] Let J : (M,σd,)→ (M,σd,) be nondecreasing mapping such
that
σd(Jx, Jy) ≤ rσd(x, y)
∀x, y ∈M with x  y where 0 ≤ r < 1. Suppose that these assertions hold:
(i) ∃ x0 ∈M such that x0  Jx0;
(ii) for {xn} ∈ M such that xn  xn+1 ∀n ∈ N and xn → x as n → +∞, then
xn  x ∀n ∈ N.
Then F (J) 6= ∅.
Theorem 4.3.8. Let J : (M,σd,) → (M,σd,). Suppose that these assertions
hold:
(i) J is nondecreasing map;
(ii) ∃ x0 ∈M such that x0  Jx0;
(iii) ∃ ψ ∈ Ψ such that
σd(Jx, Jy) ≤
{
ψ(max{σd(x,Jx)σd(y,Jy)
σd(x,y)
, σd(x, y)}) ∀x  y with x 6= y
0, for x = y;
(iv) J is continuous.
Then F (J) 6= ∅.
4.4 Fixed points Theorems for Generalized Mizoguchi-
Takahashi type Contractions
In the present section, we define the notion of generalized α∗−Mizoguchi-Takahashi
type contractions and obtained some new theorems regarding fixed point using these
contractions. In theorem 4.4.1, we established fixed point of α∗−admissible map-
ping satisfying generalized α∗−Mizoguchi-Takahashi type contraction and generalized
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Kiran-Ali-Kamran’s fixed point theorem [82]. All the results of this section are ac-
cepted in [11].We begin this section with the definition of generalized α∗−Mizoguchi-
Takahashi type contraction.
Definition 4.4.1. A mapping J : (M,σd) → CL(M) is said to be generalized
α∗−Mizoguchi-Takahashi type contraction if ∃ functions α : M × M → [0,+∞)
and β ∈ Λ such that
α∗(J(x), J(y))σd(y, J(y)) ≤ β(σd(y, J(y)), σd(x, y))σd(x, y) (4.4.1)
∀x ∈M,with y ∈ Jx.
Here is our main result.
Theorem 4.4.1. Let J : (M,σd)→ CL(M) be generalized α∗− Mizoguchi-Takahashi
type contraction and α∗−admissible. Suppose that ∃ x0 ∈ M and x1 ∈ Jx0 such that
α(x0, x1) ≥ 1. Then
(i) ∃ an orbit {xn} of J and w ∈M such that limn→∞ xn = w;
(ii) w ∈ Jw iff g(x) = σd(x, J(x)) is J-o.l.s.c (J-orbitally lower semi-continuous)
at w.
Proof. By hypothesis, we have x0 ∈ M and x1 ∈ Jx0 with α(x0, x1) ≥ 1. As J is
α∗−admissible, so we have α∗(Jx0, Jx1) ≥ 1. If x0 = x1, then x0 is fixed point of J .
Let x0 6= x1 i.e σd(x0, x1) > 0. If x1 ∈ Jx1, then x1 is fixed point of J. Assume that
x1 6∈ Jx1, that is, σd(x1, J(x1)) > 0. Since σd(x0, x1) > 0 and σd(x1, J(x1)) > 0 so by
taking h = 1√
β(σd(x1,J(x1)),σd(x0,x1))
> 1, it follows by Lemma 2.3.2, that ∃ x2 ∈ Jx1
such that
σd(x1, x2) ≤ σd(x1, J(x1))√
β(σd(x1, J(x1)), σd(x0, x1))
≤ α∗(J(x0), J(x1))σd(x1, J(x1))√
β(σd(x1, J(x1)), σd(x0, x1))
. (4.4.2)
From (4.4.1), we have
α∗(J(x0), J(x1))σd(x1, J(x1)) ≤
√
β(σd(x1, J(x1)), σd(x0, x1))σd(x0, x1)). (4.4.3)
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As J is α∗−admissible, so α(x1, x2) ≥ α∗(J(x0), J(x1)) ≥ 1 implies α∗(J(x1), J(x2)) ≥
1. If x1 = x2, then x1 is fixed point of J . Let x1 6= x2 i.e σd(x1, x2) > 0. If x2 ∈ J(x2),
then x2 is fixed point of J. Assume that x2 6∈ Jx2, that is, σd(x2, J(x2)) > 0. Since
σd(x1, x2) > 0 and σd(x2, J(x2)) > 0 so by taking h =
1√
β(σd(x2,J(x2)),σd(x1,x2))
> 1, it
follows by Lemma 2.3.2 that ∃ x3 ∈ Jx2 such that
σd(x2, x3) ≤ σd(x2, J(x2))√
β(σd(x2, J(x2)), σd(x1, x2))
≤ α∗(J(x1), J(x2))σd(x2, J(x2))√
β(σd(x2, J(x2)), σd(x1, x2))
. (4.4.4)
From (4.4.1), we have
α∗(J(x1), J(x2))σd(x2, J(x2)) ≤
√
β(σd(x2, J(x2)), σd(x1, x2))σd(x1, x2)). (4.4.5)
Repeating the above procedure, we obtain {xn}n∈N in M such that xn ∈ Jxn−1,
α∗(Jxn−1, Jxn) ≥ 1 for each n ∈ N and
σd(xn, xn+1) ≤ σd(xn, J(xn))√
β(σd(xn, J(xn)), σd(xn−1, xn))
≤ α∗(J(xn−1), J(xn))σd(xn, J(xn))√
β(σd(xn, J(xn)), σd(xn−1, xn))
(4.4.6)
∀n = 1, 2, .... We have assumed that xn−1 6= xn, otherwise xn−1 is a fixed point of J.
Also xn 6∈ Jxn ∀n = 1, 2, .... From (4.4.1), we have
α∗(J(xn−1), J(xn))σd(xn, J(xn)) ≤ β(σd(xn, J(xn)), σd(xn−1, xn))σd(xn−1, xn))
(4.4.7)
∀n = 1, 2, ..., which implies that {σd(xn, Jxn)}n∈N is a bounded sequence. Combining
(4.4.6) and (4.4.7), we have
σd(xn, xn+1) ≤
√
β(σd(xn, J(xn)), σd(xn−1, xn))σd(xn−1, xn) < σd(xn−1, xn) (4.4.8)
for n = 1, 2, .... It means that {σd(xn−1, xn)}n∈N is a strictly decreasing sequence. So
lim
n→∞
σd(xn, xn+1) = inf
n∈N
σd(xn, xn+1) = l. (4.4.9)
By (a2), we have
lim
n→∞
sup β(σd(xn, Jxn), σd(xn−1, xn)) < 1. (4.4.10)
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Now we claim that l = 0. Otherwise, by taking limit in (4.4.8), we get
l ≤
√
lim
n→∞
sup β(σd(xn, Jxn), σd(xn−1, xn))l < l
which is a contradiction. Hence
lim
n→∞
σd(xn, xn+1) = inf
n∈N
σd(xn, xn+1) = 0. (4.4.11)
Now for each n ∈ N, let λn :=
√
β(σd(xn, Jxn), σd(xn−1, xn)). Then λn ∈ (0, 1)
∀n ∈ N. By (4.4.7), we obtain
σd(xn, Jxn) ≤ α∗(J(xn−1), J(xn))σd(xn, J(xn)) ≤ λnσd(xn−1, xn) (4.4.12)
∀n ∈ N. By (a2), we have limn→∞ supλn < 1, so ∃ c ∈ [0, 1) and n0 ∈ N, such that
λn ≤ c, ∀n ∈ N with n ≥ n0. (4.4.13)
Thus for any n ≥ n0, from (4.4.12) and (4.4.3), we have
σd(xn, xn+1) ≤ λnσd(xn−1, xn)
≤ λnλn−1σd(xn−2, xn−1)
...
≤ λnλn−1λn−2...λn0σd(x0, x1)
≤ cn−n0+1σd(x0, x1). (4.4.14)
Put δn =
cn−n0+1
1−c σd(x0, x1) for n ∈ N and n ≥ n0. For m,n ∈ N with m > n ≥ n0, we
have
σd(xn, xm) ≤ σd(xn, xn+1) + σd(xn+1, xn+2) + ...+ σd(xm−1, xm)
≤ cn−n0+1σd(x0, x1) + cn−n0+2σd(x0, x1) + ...+ cn−n0+mσd(x0, x1)
≤ cn−n0+1(1 + c+ c2 + ...+ cm−1)σd(x0, x1)
≤ δn. (4.4.15)
Since c ∈ [0, 1), limn→∞ δn = 0 and hence limn→∞ sup{σd(xn, xm) : m > n} = 0. Thus
{xn}n∈N is a Cauchy sequence in M. Since M is complete so ∃ w ∈ M such that
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xn → w. Since xn ∈ Jxn−1, it follows from (4.4.12) that
σd(xn, Jxn) ≤ α∗(J(xn−1), J(xn))σd(xn, Jxn) ≤ β(σd(xn, Jxn), σd(xn−1, xn))σd(xn−1, xn).
(4.4.16)
Letting n→ +∞ in (4.4.16), we have
lim
n→∞
σd(xn, Jxn) = 0. (4.4.17)
Suppose g(xn) = σd(xn, Jxn) is J-o.l.s.c at w. Then
σd(w, Jw) = g(w) ≤ lim
n→∞
inf g(xn) = lim
n→∞
inf σd(xn, Jxn) = 0.
Since Jw is closed, so w ∈ Jw. Conversely, if w ∈ Jw, then
g(w) = 0 ≤ lim
n→∞
inf g(xn).
An immediate consequence of Theorem 4.4.1 we get these results.
Theorem 4.4.2. Let J : (M,σd)→ CL(M) be α∗−admissible such that
α∗(y, J(y))σd(y, J(y)) ≤ β(σd(y, J(y)), σd(x, y))σd(x, y) (4.4.18)
∀x ∈M, with y ∈ Jx and β ∈ Λ. Suppose that ∃ x0 ∈M and x1 ∈ Jx0 such that
α(x0, x1) ≥ 1. Then
(i) ∃ an orbit {xn} of J and w ∈M such that limn→∞ xn = w;
(ii) w ∈ Jw iff g(x) = σd(x, J(x)) is J-o.l.s.c at w.
Theorem 4.4.3. Let J : (M,σd)→ CL(M) be α∗−admissible such that
α(x, y)σd(y, J(y)) ≤ β(σd(y, J(y)), σd(x, y))σd(x, y) (4.4.19)
∀x ∈ M,with y ∈ Jx and β ∈ Λ. Suppose that ∃ x0 ∈ M and x1 ∈ Jx0 such that
α(x0, x1) ≥ 1. Then
(i) ∃ an orbit {xn} of J and w ∈M such that limn→∞ xn = w;
(ii) w ∈ Jw iff g(x) = σd(x, J(x)) is J-o.l.s.c at w.
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Now we construct an example which shows that Theorem 4.4.1 is a proper gener-
alization of Theorem 2.2.6.
Example 4.4.1. Let M = [0, 1] and σd : M ×M → R be the usual metric. Define
J : (M,σd)→ CL(M) by
J(x) =
{
1
3
x2, for x ∈ [0, 6
11
) ∪ ( 6
11
, 1]
{ 27
110
} for x = 6
11
and α :M ×M → [0,+∞) by
α(x, y) =
{
1, if x, y ∈ [0, 6
11
) ∪ ( 6
11
, 1]
0 otherwise.
Define ϕ : [0,∞)→ [0, 1) by
ϕ(t) =


4
9
x, for x ∈ [0, 3
10
) ∪ ( 3
10
, 1
3
)
9
11
for x = 3
10
1
3
for x ∈ [1
3
,∞)
and β : R × R → R by β(u, v) = 1 − ϕ(v)
v
∀u, v > 0. For any bounded sequence
{un} ⊂ (0,+∞) and any non-increasing sequence {vn} ⊂ (0,+∞), we have
lim
n→∞
sup β(un, vn) = lim
n→∞
sup(1− ϕ(vn)
vn
) < 1.
We show that J satisfies all the hypotheses of our Theorem 4.4.1. It is easy to see
that the function g(x) = σd(x, J(x)) is lower semi-continuous. Moreover, for each
x ∈ [0, 6
11
) ∪ ( 6
11
, 1], we have J(x) = {1
3
x2} and therefore y = 1
3
x2.
Now σd(x, y) = σd(x, J(x)) = x− 13x2. Further,
α∗(J(x), J(y))σd(y, J(y)) = σd(
1
3
x2,
1
27
x4) =
1
3
(x2 − (1
3
x2)2) =
1
3
(x+
1
3
x2)(x− 1
3
x2)
≤ 5
9
σd(x, y)
= β(σd(y, J(y)), σd(x, y))σd(x, y).
Take x = 6
11
. Then we have J(x) = { 27
110
} and σd(x, y) = σd(x, J(x)) = 310 . The
contractive condition (4.4.1) is satisfied trivially. Now we show that a given map J
does not satisfy hypotheses of Theorem 2.2.6 of Kiran-Ali-Kamran [82].
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For x = 1, we have J(x) = {1
3
}, y = 1
3
and J(y) = { 1
27
}. Then σd(x, y) = 23 and
σd(y, J(y)) =
8
27
. Consequently,
α∗(J(x), J(y))σd(y, J(y)) =
4
9
.
2
3
>
1
3
.
2
3
= ϕ(σd(x, y))σd(x, y).
Therefore, for x = 1, the inequality (2.2.5) in Theorem 2.2.6 is not satisfied.
Remark 4.4.1. Theorem 4.4.1 improves Theorem 2.2.6, since J may take values in
CL(M) and σd(y, J(y)) ≤ Hσ(J(x), J(y)) for y ∈ J(x).
Corollary 4.4.1. Let J : (M,σd)→ CL(M) be α∗− admissible such that
α∗(J(x), J(y))Hσ(J(x), J(y)) ≤ β(σd(y, J(y)), σd(x, y))σd(x, y)
∀x ∈ M and y ∈ Jx where β ∈ Λ. Suppose that ∃ x0 ∈ M and x1 ∈ Jx0 such
that α(x0, x1) ≥ 1. Then
(i) ∃ an orbit {xn} of J and w ∈M such that limn→∞ xn = w;
(ii) w ∈ Jw iff g(x) = σd(x, J(x)) is J-o.l.s.c at w.
Corollary 4.4.2. Theorem 2.2.6 follows from Theorem 4.4.1 by putting β(u, v) = ϕ(v).
Remark 4.4.2. Taking β(u, v) = ϕ(v) in Theorem 4.4.2 and Theorem 4.4.3, we obtain
the next two Theorems in [82], respectively.
Corollary 4.4.3. Let J : (M,σd)→ CL(M) satisfies
σd(y, J(y)) ≤ β(σd(y, J(y)), σd(x, y))σd(x, y)
∀x ∈M and y ∈ Jx where β ∈ Λ. Then
(i) ∃ an orbit {xn} of J and w ∈M such that limn→∞ xn = w;
(ii) w ∈ J iff g(x) = σd(x, J(x)) is J-o.l.s.c at w.
Proof. Define α : M ×M → [0,+∞) by α(x, y) = 1. Then the proof follows from
Theorem 4.4.1.
Remark 4.4.3. Taking β(u, v) = ϕ(v) in Corollary 4.4.3, we can get Theorem 2.2.5 of
[76]
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Corollary 4.4.4. Let J :M,σd)→ CL(M) satisfies
σd(y, J(y)) ≤ µσd(x, y)
∀x ∈M with y ∈ Jx where µ ∈ [0, 1). Then
(i) ∃ an orbit {xn} of J and w ∈ X such that limn→∞ xn = w;
(ii) w ∈ J iff g(x) = σd(x, J(x)) is J-o.l.s.c at w.
Proof. Take β(u, v) = µ and apply Corollary 4.4.3.
Corollary 4.4.5. Let J : (M,σd)→ CL(M) satisfies
σd(y, J(y)) ≤ ϕ(σd(x, y))
∀x ∈ M and y ∈ Jx where ϕ satisfies (a) ϕ(v) < v, (b) limv→u+ sup ϕ(v)v < 1.
Then
(i) ∃ an orbit {xn} of J and w ∈M such that limn→∞ xn = w;
(ii) w ∈ Jw iff g(x) = σd(x, J(x)) is J-o.l.s.c at w.
Proof. Take β(u, v) = ϕ(v)
v
and apply Corollary 4.4.3.
Javahernia et al. [74] also introduced the notion of weak l.s.c. as follows:
Definition 4.4.2. A function φ : [0,∞) → [0,∞) is said to be weak l.s.c. function
if for each bounded sequence {un} ⊂ (0,+∞), we have
lim
n→∞
inf φ(un) > 0.
Consistent with Javahernia et al. [74] , κ is represented for all φ satisfies the
above condition.
Theorem 4.4.4. Let J : (M,σd)→ CL(M) be α∗− admissible such that
α∗(J(x), J(y))σd(y, J(y)) ≤ σd(x, y)− φ(σd(x, y)) (4.4.20)
∀x ∈ M and y ∈ Jx where φ satisfies (a) φ(0) = 0, (b) φ(v) < v and (c)φ ∈ κ.
Suppose that ∃ x0 ∈M and x1 ∈ Jx0 such that α(x0, x1) ≥ 1. Then
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(i) ∃ an orbit {xn} of J and w ∈M such that limn→∞ xn = w;
(ii) w ∈ Jw iff g(x) = σd(x, J(x)) is J-o.l.s.c at w.
Proof. Define β(u, v) = 1 − φ(u)
u
∀u, v > 0. Since for each bounded sequence {un} ⊂
(0,+∞), we have limn→∞ inf φ(un) > 0. So limn→∞ inf φ(un)un > 0. Thus
lim
n→∞
sup(1− φ(un)
un
) = 1− lim
n→∞
inf
φ(un)
un
< 0.
This shows that β ∈ Λ. Also
α∗(J(x), J(y))σd(y, J(y)) ≤ β(σd(y, J(y)), σd(x, y))σd(x, y).
Thus by Theorem 4.4.1, w is fixed point of J.
Corollary 4.4.6. Let J : (M,σd)→ CL(M) be such that
σd(y, J(y)) ≤ σd(x, y)− φ(σd(x, y))
∀x ∈M and y ∈ Jx, where φ satisfies above (a)-(c) properties. Then
(i) ∃ an orbit {xn} of J and w ∈M such that limn→∞ xn = w;
(ii) w ∈ Jw iff g(x) = σd(x, J(x)) is J-o.l.s.c at w.
Proof. Define α : M ×M → [0,+∞) by α(x, y) = 1 ∀x, y ∈ M . Then the proof
follows from Theorem 4.4.4.
Now we recall the concept of generalized Mizoguchi-Takahashi contractions for
multi-valued mappings with graphs and prove a new theorem for such contractions.
Definition 4.4.3. A mapping J : (M,σd)→ CB(M) is called generalized Mizoguchi-
Takahashi G contraction if ∀x, y ∈M , x 6= y with (x, y) ∈ E(G):
(i)
Hσ(J(x), J(y)) ≤ β(Hσ(J(x), J(y)), σd(x, y))σd(x, y) (4.4.21)
where β ∈ Λ;
(ii) if u ∈ J(x) and v ∈ J(y) are such that σd(u, v) ≤ σd(x, y), then (u, v) ∈ E(G).
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Theorem 4.4.5. Let J : (M,σd)→ CB(M) be a generalized Mizoguchi-Takahashi G
contraction. Assume that ∃ N ∈ N and x0 ∈M such that:
(a) [x0]
N
G ∩ J(x0) 6= 0;
(b) for {xn}n∈N ∈M, if xn → x and xn ∈ [xn−1]NG ∩ J(xn−1) ∀n ∈ N, then there is
{xnm}m∈N ∈M such that (xnm , x) ∈ E(G) for m ∈ N.
Then {xn}n∈N ∈M converges x∗ ∈ F (J).
Proof. Let x1 ∈ [x0]NG ∩ J(x0). Then there is a path (yj)Nj=0 in G from x0 to x1, i.e.,
y0 = x0, y
N = x1 and (y
j−1, yj) ∈ E(G) for j = 1, 2, ..., N. Select a positive integer
m11 such that
βm
1
1(Hσ(J(y
0), J(y1)), σd(y
0, y1)) + β(Hσ(J(y
0), J(y1)), σd(y
0, y1))σd(y
0, y1)
< σd(y
0, y1). (4.4.22)
As (y0, y1) ∈ E(G), so from (4.4.21) we get
Hσ(J(y
0), J(y1)) ≤ β(Hσ(J(y0), J(y1)), σd(y0, y1))σd(y0, y1); (4.4.23)
and also since x1 ∈ J(x0 = y0), by the definition of Hausdorff metric, ∃ y11 ∈ J(y1)
such that
σd(x1, y
1
1) ≤ Hσ(J(y0), J(y1)) + βm
1
1(Hσ(J(y
0), J(y1)), σd(y
0, y1)).
From (4.4.23), we have
σd(x1, y
1
1) ≤ β(Hσ(J(y0), J(y1)), σd(y0, y1))σd(y0, y1)
+βm
1
1(Hσ(J(y
0), J(y1)), σd(y
0, y1)). (4.4.24)
It follows from (4.4.22) and (4.4.24) that σd(x1, y
1
1) < σd(y
0, y1). Thus (x1, y
1
1) ∈ E(G).
Select a positive integer m21 such that
βm
2
1(Hσ(J(y
1), J(y2)), σd(y
1, y2)) + β(Hσ(J(y
1), J(y2)), σd(y
1, y2))σd(y
1, y2)
< σd(y
1, y2). (4.4.25)
Since (x1, y
1
1) ∈ E(G), therefore from (4.4.21), we have
Hσ(J(y
1), J(y2)) ≤ β(Hσ(J(y1), J(y2)), σd(y1, y2))σd(y1, y2). (4.4.26)
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As y11 ∈ J(y1), so by the definition of Hausdorff metric, ∃ y21 ∈ J(y2) such that
σd(y
1
1, y
2
1) ≤ Hσ(J(y1), J(y2)) + βm
2
1(Hσ(J(y
1), J(y2)), σd(y
1, y2)). (4.4.27)
From (4.4.26), we have
σd(y
1
1, y
2
1) ≤ β(Hσ(J(y1), J(y2)), σd(y1, y2))σd(y1, y2)
+βm
2
1(Hσ(J(y
1), J(y2)), σd(y
1, y2)). (4.4.28)
It follows from (4.4.25) and (4.4.28) that σd(y
1
1, y
2
1) < σd(y
1, y2). Thus (y11, y
2
1) ∈ E(G).
Continuing the above procedure, we have
y
j−1
1 ∈ J(yj−1), (yj−21 , yj−11 ) ∈ E(G)
and for a chosen positive integer mj1 for j = 3, 4, ...N,
β(Hσ(J(y
j−1), J(yj)), σd(yj−1, yj))σd(yj−1, yj) + βm
j
1(Hσ(J(y
j−1), J(yj)), σd(yj−1, yj))
< σd(y
j−1, yj) (4.4.29)
As (yj−21 , y
j−1
1 ) ∈ E(G) so from (4.4.21), we have
Hσ(J(y
j−1), J(yj)) ≤ β(Hσ(J(yj−1), J(yj)), σd(yj−1, yj))σd(yj−1, yj). (4.4.30)
Since yj−11 ∈ J(yj−1) , therefore by the definition of Hausdorff metric ∃ yj1 ∈ J(yj)
such that
σd(y
j−1
1 , y
j
1) ≤ Hσ(J(yj−1), J(yj)) + βm
j
1(Hσ(J(y
j−1), J(yj)), σd(yj−1, yj))
≤ β(Hσ(J(yj−1), J(yj)), σd(yj−1, yj))σd(yj−1, yj)
+βm
j
1(Hσ(J(y
j−1), J(yj)), σd(yj−1, yj))
< σd(y
j−1, yj)
that is, (yj−11 , y
j
1) ∈ E(G) for j = 3, 4..., N. Set x2 = yN1 ∈ J(yN = x1). Then there is
a path (yj1)
N
j=0 in G from x1 to x2, i.e., y
0
1 = x1, y
N
1 = x2 and (y
j−1
1 , y
j
1) ∈ E(G) for
j = 1, 2, ..., N. Hence x2 ∈ [x1]NG ∩ J(x1). Select a positive integer m12 > m11 such that
βm
1
2(Hσ(J(y
0
1), J(y
1
1)), σd(y
0
1, y
1
1)) + β(Hσ(J(y
0
1), J(y
1
1)), σd(y
0
1, y
1
1))σd(y
0
1, y
1
1)
< σd(y
0
1, y
1
1). (4.4.31)
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As (y01, y
1
1) ∈ E(G), so from (4.4.21) we get
Hσ(J(y
0
1), J(y
1
1) ≤ β(Hσ(J(y01), J(y11)), σd(y01, y11))σd(y01, y11); (4.4.32)
and also x2 ∈ J(x1 = y01), gives by the definition of Hausdorff metric, that ∃ y12 ∈ J(y11)
such that
σd(x2, y
1
2) ≤ Hσ(J(y01), J(y11) + βm
1
2(Hσ(J(y
0
1), J(y
1
1)), σd(y
0
1, y
1
1))
≤ β(Hσ(J(y01), J(y11)), σd(y01, y11))σd(y01, y11) + βm
1
2(Hσ(J(y
0
1), J(y
1
1)), σd(y
0
1, y
1
1)).
(4.4.33)
It follows from (4.4.31) and (4.4.33) that σd(x2, y
1
2) < σd(y
0
1, y
1
1). Thus (x2, y
1
2) ∈ E(G).
Select a positive integer m22 > m
2
1 such that
βm
2
2(Hσ(J(y
1
1), J(y
2
1)), σd(y
1
1, y
2
1)) + β(Hσ(J(y
1
1), J(y
2
1)), σd(y
1
1, y
2
1))σd(y
1
1, y
2
1)
< σd(y
1
1, y
2
1). (4.4.34)
As (x2, y
1
2) ∈ E(G) and y12 ∈ J(y11), so from (4.4.21) we get
Hσ(J(y
1
1), J(y
2
1)) ≤ β(Hσ(J(y11), J(y21)), σd(y11, y21))σd(y11, y21). (4.4.35)
Since y12 ∈ J(y11), therefore by the definition of Hausdorff metric, ∃ y22 ∈ J(y21) such
that
σd(y
1
2, y
2
2) ≤ Hσ(J(y11), J(y21)) + βm
2
2(Hσ(J(y
1
1), J(y
2
1)), σd(y
1
1, y
2
1))
≤ β(Hσ(J(y11), J(y21)), σd(y11, y21))σd(y11, y21) + βm
2
2(Hσ(J(y
1
1), J(y
2
1)), σd(y
1
1, y
2
1)).
(4.4.36)
It follows from (4.4.34) and (4.4.36) that σd(y
1
2, y
2
2) < σd(y
1
1, y
2
1). Thus (y
1
2, y
2
2) ∈ E(G).
Continuing the above procedure, we have
y
j−1
2 ∈ J(yj−11 ), (yj−22 , yj−12 ) ∈ E(G)
and for a chosen positive integer mj2 > m
j
1 for j = 3, 4, ...N, such that
β(Hσ(J(y
j−1
1 ), J(y
j
1)), σd(y
j−1
1 , y
j
1))σd(y
j−1
1 , y
j
1) + β
mj
1(Hσ(J(y
j−1
1 ), J(y
j
1)), σd(y
j−1
1 , y
j
1))
< σd(y
j−1
1 , y
j
1). (4.4.37)
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As (yj−22 , y
j−1
2 ) ∈ E(G) so from (4.4.21), we have
Hσ(J(y
j−1
1 ), J(y
j
1)) ≤ β(Hσ(J(yj−11 ), J(yj1)), σd(yj−11 , yj1))σd(yj−11 , yj1). (4.4.38)
As yj−12 ∈ J(yj−11 ), so by the definition of Hausdorff metric, ∃ yj2 ∈ J(yj1) such that
σd(y
j−1
2 , y
j
2) ≤ Hσ(J(yj−11 ), J(yj1)) + βm
j
1(Hσ(J(y
j−1
1 ), J(y
j
1)), σd(y
j−1
1 , y
j
1))
≤ β(Hσ(J(yj−11 ), J(yj1)), σd(yj−11 , yj1))σd(yj−11 , yj1)
+βm
j
1(Hσ(J(y
j−1
1 ), J(y
j
1)), σd(y
j−1
1 , y
j
1))
< σd(y
j−1
1 , y
j
1).
Hence (yj−12 , y
j
2) ∈ E(G) for j = 3, 4, ...N. Set x3 = yN2 ∈ J(yN1 = x2). Then there is
a path (yj2)
N
j=0 in G from x2 to x3, i.e., y
0
2 = x2, y
N
2 = x3 and (y
j−1
2 , y
j
2) ∈ E(G) for
j = 1, 2, ..., N. Hence x3 ∈ [x2]NG ∩ J(x2). Continuing in this way for each n ∈ N, we
construct xn+1 ∈ [xn]NG ∩ J(xn) by generating a path (yjn)Nj=0 in G from xn to xn+1,
i.e., y0n = xn, y
N
n = xn+1 and y
j
n ∈ J(yjn−1) ∀j = 1, 2, ..., N and for a chosen positive
integers mjn such that m
j
n > m
j
n−1 for 1 ≤ j ≤ N, we have
β(Hσ(J(y
j−1
n−1), J(y
j
n−1)), σd(y
j−1
n−1, y
j
n−1))σd(y
j−1
n−1, y
j
n−1)
+βm
j
n(Hσ(J(y
j−1
n−1), J(y
j
n−1)), σd(y
j−1
n−1, y
j
n−1))
< σd(y
j−1
n−1, y
j
n−1). (4.4.39)
As (yj−2n , y
j−1
n ) ∈ E(G) and yj−1n ∈ J(yj−1n−1) , so from (4.4.21) we get
Hσ(J(y
j−1
n−1), J(y
j
n−1)) ≤ β(Hσ(J(yj−1n−1), J(yjn−1)), σd(yj−1n−1, yjn−1))σd(yj−1n−1, yjn−1).
(4.4.40)
Since yj−1n ∈ J(yj−1n ), therefore by the definition of Hausdorff metric ∃ yjn ∈ J(yjn−1)
such that
σd(y
j−1
n , y
j
n) ≤ Hσ(J(yj−1n−1), J(yjn−1)) + βm
j
n(Hσ(J(y
j−1
n−1), J(y
j
n−1)), σd(y
j−1
n−1, y
j
n−1))
≤ β(Hσ(J(yj−1n−1), J(yjn−1)), σd(yj−1n−1, yjn−1))σd(yj−1n−1, yjn−1)
+βm
j
n(Hσ(J(y
j−1
n−1), J(y
j
n−1)), σd(y
j−1
n−1, y
j
n−1))
< σd(y
j−1
n−1, y
j
n−1), (4.4.41)
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Hence for 1 ≤ j ≤ N, we have (yj−1n , yjn) ∈ E(G). For 1 ≤ j ≤ N, we denote
σ
j
0 = σd(y
j−1, yj) and σjn = σd(y
j−1
n , y
j
n). From the above inequality, we have {σjn}n∈N
is a monotone non-increasing sequence for every j. Let σjn → rj ≥ 0. By (a1) and
inequality (4.4.40), we have that {Hσ(J(yj−1n−1), J(yjn−1))} is a bounded sequence. By
(a2), we have
lim
n→∞
sup β(Hσ(J(y
j−1
n−1), J(y
j
n−1)), σd(y
j−1
n , y
j
n)) < 1. (4.4.42)
Let pijn = Hσ(J(y
j−1
n−1), J(y
j
n−1)) ∀1 ≤ j ≤ N. Then ∃ positive integers nj0 and real
numbers γj ∈ [0, 1) such that β(pijn, σjn) < γj, ∀n ≥ nj0 where
lim
n→∞
sup β(pijn, σ
j
n) < γ
j < 1.
Hence for each 1 ≤ j ≤ N, we have
β(pijn, σ
j
n) < γ (4.4.43)
∀n ≥ n0 where γ = max
1≤j≤N
γj and n0 = max
1≤j≤N
n
j
0. For 1 ≤ j ≤ N and n ≥ n0 + 1, we
have
σjn ≤ β(pijn−1, σjn−1)σjn + βm
j
n(pijn−1, σ
j
n−1) ≤ ... ≤
n−1
lim
s=0
β(pijsσ
j
s)σ
j
0
+
∑ n−1
lim
k=1
∏ n
lim
s=k+1
β(pijs−1, σ
j
s−1)β
mjk(pijk−1, σ
j
k−1) + β
mjn(pijn−1, σ
j
n−1)
≤ γn−n0
n0∏
s=0
β(pijs, σ
j
s)σ
j
0 +
n−1∑
k=1
n∏
s=max{n0+1,k+1}
β(pijs−1, σ
j
s−1)β
mjk(pijk−1, σ
j
k−1) + γ
n.
Let us denote the second term of the last inequality by B to get:
B =
n−1∑
k=1
n∏
s=max{n0+1,k+1}
β(pijs−1, σ
j
s−1)β
mjk(pijk−1, σ
j
k−1)
≤ γn−n0
n0∑
k=1
βm
j
k(pijk−1, σ
j
k−1) +
n−1∑
k=n0+1
γn−kβm
j
k(pijk−1, σ
j
k−1)
≤ Qj1γn +
n−1∑
k=n0+1
γn−k+m
j
k
≤ Qj1γn + γn
γm
j
n0
−n0−1
1− γ ≤ Q
j
2γ
n
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where Qj1 and Q
j
2 are non-negative real numbers. Hence
σjn ≤ γn−n0
n0∏
s=0
β(pijs, σ
j
s)σ
j
0 +Q
j
2γ
n + γn ≤ Qjγn (4.4.44)
where Qj are non-negative real numbers. Thus, for n ≥ n0 + 1
σd(xn, xn+1) = σd(y
0
n, y
N
n ) ≤
N∑
j=1
σjn ≤
N∑
j=1
Qjγn.
Hence, for n ≥ n0 + 1, m ∈ N, we have
σd(xn, xn+m) ≤ σd(xn, xn+1) + ...+ σd(xn+m−1, xn+m)
≤
N∑
j=1
Qj[γn + ...+ γn+m−1]
≤
N∑
j=1
Qj
γn
1− γ .
As γn → 0 as n → +∞, {xn} is a Cauchy sequence. Let xn → x∗ ∈ M. Now, {xn}
is a sequence such that xn ∈ [xn]NG ∩ J(xn) ∀n ∈ N. Therefore by (b), there exist a
subsequence {xnm}m∈N ∈M such that (xnm , x) ∈ E(G) for m ∈ N. Thus,
σd(x
∗, J(x∗)) ≤ σd(x∗, xnm+1) + σd(xnm+1 , J(x∗))
≤ σd(x∗, xnm+1) +Hσ(J(xnm), J(x∗))
≤ σd(x∗, xnm+1) + β(Hσ(J(xnm), J(x∗)), σd(xnm , x∗))σd(xnm , x∗).
Taking limit as m → ∞, we get σd(x∗, J(x∗)) = 0. As J(x∗) is closed, so x∗ ∈
J(x∗).
Remark 4.4.4. Taking β(u, v) = ϕ(v) in Theorem4.4.5, we get Theorem 4.2.2.
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Chapter 5
Fixed Point Theorems for Generalized Metric Spaces
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5.1 Introduction
The notion of metric space, introduced by Fre´chet in 1906, is one of cornerstone
of not only mathematics but also of quantitative sciences. Due to its importance
and application potential, this notion has been extended, improved and generalized
in many directions. The incomplete list of such attempts is the following: b-metric
space, symmetric space, G-metric space, fuzzy metric space, partial metric space,
cone metric space and so on. In our this section, we pay attention on b-metric space
to generalize some results of metric space.
5.2 Fixed Point Theorems in b-Metric Spaces
5.2.1 Introduction
In 1993, Czerwik [44] defined the concept of b-metric space as an extension of
classical metric space and proved Banach fixed point theorem in this space. Later on,
Boriceanu [34] presented a theorem for a multi-valued mappings on b-metric space
endowed with two b-metrics. He also proved a well-posed and data dependence the-
orem for a multi-valued mappings. Singh and Prasad [106] studied the problem of
stability of iterations for solving coincidence equations and obtained some coincidence
point theorems. Recently, Aydi et al. [19] discussed multi-valued quasi-contractions
in b-metric space and obained some generalized theorems. For more details in this
direction (see, e.g. [19, 45, 46]).
In this section, we first prove Kikkawa and Suzuki type Theorem 5.2.2 which is a
generalization of Theorem 2.2.8. Then we obtain Mot and Petrusel type fixed point
theorem 5.2.3.
5.2.2 Basic Definitions and Useful Results
The definition of a b-metric space is given by Czerwik [44] as follows:
Definition 5.2.1. LetM be a nonempty set and b ≥ 1. A function σb :M×M → R+
is said to be a b-metric if, ∀u, v, w ∈M ,
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(bms1) σb(u, u) = 0,
(bms2) σb(u, v) = σb(v, u),
(bms3) σb(u, w) ≤ b(σb(u, v) + σb(v, w)).
Note that a usual (M,σd) is clearly (M,σb). Although, Czerwik [44, 45] presented
that (M,σb) need not be (M,σd).
For (M,σb), we give the following lemmas of Czerwik [44, 45, 46] and Singh et al.
[106].
Lemma 5.2.1. Let M1,M2 ∈ CB(M) and x, y ∈M . Then
(1) σb(u,M2) ≤ σb(u, b) for any b ∈M2, .
(2) σb(u,M2) ≤ Hb(M1,M2)
(3) σb(u,M1) ≤ b(σb(u, v) + σb(v,M2)).
Lemma 5.2.2. Let M1,M2 ∈ CB(M) and q > 1. Then, ∀u ∈ M1, ∃ v ∈ M2 such
that σb(u, v) ≤ qHb(M1,M2).
Lemma 5.2.3. Let M1 and M2 be in CB(M). Then for each l > 0 and ∀v ∈ M2 ∃
u ∈M1 such that σb(u, v) ≤ Hb(M1,M2) + l.
Lemma 5.2.4. Let M1 be a nonempty set in (M,σb) and u ∈M1, we have
σb(u,M1) = 0⇔ u ∈M1 =M1.
Note M1 is closed in (M1, σb) iff M1 =M1.
Lemma 5.2.5. [107] A sequence {un} ∈ M is Cauchy sequence if σb(un+1, un+2) ≤
βσb(un, un+1), ∀n = 0, 1, 2, · · · where 0 ≤ β < 1. It also satisfies bβ < 1.
Remark 5.2.1. The mapping σb need not be continuous (see e.g. [91, 92].)
Now we denote the complete b-metric space by (M,σb) in rest of this section.
Aydi et al.[19] established the following result.
Theorem 5.2.1. Let J : (M,σb)→ CB(M) be such that ∀x, y ∈M
Hb(Jx, Jy) ≤ rR(x, y)
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where 0 ≤ r < 1
b2+b
< 1 and
R(x, y) = max{σ(x, y), σ(x, Jx), σ(y, Jy), σ(x, Jy), σ(y, Jx)}.
Then F (J) 6= ∅.
5.2.3 Kikkawa and Suzuki type fixed point theorem
In the sequel of Aydi et al.[19], we prove the following Kikkawa and Suzuki type
theorem in b− metric spaces.
Theorem 5.2.2. Let J : (M,σb) → CB(M) be a multi-valued mapping. Then for
b ≥ 1, define α from [0, 1) onto (1
2
, 1] by α(r) = 1
1+br
, where r < 1
b2+b
< 1 such that
α(r)σb(x, Jx) ≤ bσb(x, y) =⇒ Hb(Jx, Jy) ≤ rσb(x, y) (5.2.1)
∀x, y ∈M . Then F (J) 6= ∅.
Proof. Clearly, σb(x, y) = 0 iff x = y is the required fixed point of J . So we assume
that σb(x, y) > 0 ∀x, y ∈M. Take
δ =
1
2
(
1
b2 + b
− r)
and
β = r + δ =
1
2
(
1
b2 + b
+ r).
According to supposition r < 1
b2+b
. Thus δ > 0 and β ∈ (0, 1). Let x0 ∈ M be
arbitrary and x1 ∈ Jx0, we have
α(r)σb(x0, Jx0) ≤ α(r)σb(x0, x1) ≤ bσb(x0, x1)
by the condition (5.2.1), we get
Hb(Jx0, Jx1) ≤ rσb(x0, x1).
By Lemma (5.2.3), ∃ x2 ∈ Jx1 and using the previous inequality, we obtain
σb(x1, x2) ≤ Hb(Jx0, Jx1) + δσb(x0, x1) ≤ rσb(x0, x1) + δσb(x0, x1) = βσb(x0, x1)
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where β = r + δ.
Now, we have
α(r)σb(x1, Jx1) ≤ α(r)σb(x1, x2)
≤ σb(x1, x2)
≤ bσb(x1, x2)
by the condition (5.2.1), we get
Hb(Jx1, Jx2) ≤ rσb(x1, x2).
By Lemma (5.2.3), ∃ x3 ∈ Jx2 such that
σb(x2, x3) ≤ Hb(Jx1, Jx2) ≤ rσb(x1, x2) + δσb(x1, x2) ≤ βσb(x1, x2).
Continuing the above procedure, we can generate a sequence {xn} ∈M such that
xn+1 ∈ Jxn and
σb(xn, xn+1) ≤ βnσb(x0, x1) (5.2.2)
∀n ∈ N. Having in mind b ≥ 1, β = 1
2
( 1
b2+b
+ r) and r < 1
b2+b
, so it is easy to prove
that bβ < 1. Therefore, by Lemma (5.2.5), the sequence {xn} is Cauchy in (M,σb).
Since (M,σb) is complete, so ∃ u ∈M such that limn→+∞ σb(xn, u) = 0. Since β < 1,
so using inequality (5.2.2) one can easily prove that
lim
n→+∞
σb(xn, xn+1) = 0. (5.2.3)
Thus from (bms-3), we get σb(xn+1, u) ≤ b(σb(xn+1, xn) + σb(xn, u)), so
lim
n→+∞
σb(xn+1, u) = 0. (5.2.4)
Now, we show that
σb(u, Jx) ≤ brσb(u, x)
∀x ∈M\{u}. Since σb(xn, u)→ 0 as n→ +∞, ∃ n0 ∈ N such that
σb(xn, u) ≤ 1
3
σb(u, x)
85
∀n ∈ N with n ≥ n0. Then we get
α(r)σb(xn, Jxn) ≤ σb(xn, Jxn) ≤ σb(xn, xn+1) ≤ b(σb(xn, u) + σb(u, xn+1))
≤ 2b
3
σb(u, x) ≤ bσb(u, x)− bσb(xn, u)
≤ bσb(xn, x).
Hence by (5.2.1), we get
Hb(Jxn, Jx) ≤ rσb(xn, x).
Since
σb(u, Jx) ≤ b(σb(u, xn+1) + σb(xn+1, Jx))
≤ b(σb(u, xn+1) +Hb(Jxn, Jx))
≤ b(σb(u, xn+1) + rσb(xn, x))
letting n→ +∞, we obtain
σb(u, Jx) ≤ rbσb(u, x) (5.2.5)
∀x ∈M\{u}.
Next, we next prove that
Hb(Jx, Ju) ≤ rσb(x, u)
∀x ∈ X with x 6= u. ∀n ∈ N, we choose vn ∈ Jx such that
σb(u, vn) ≤ σb(u, Jx) + 1
n
σb(x, u).
Then, using (5.2.5) and the previous inequality, we obtain
σb(x, Jx) ≤ σb(x, vn) ≤ b(σb(x, u) + σb(u, vn))
≤ b(σb(x, u) + σb(u, Jx) + 1
n
σb(x, u))
≤ (σb(x, u) + brσb(u, x) + 1
n
σb(x, u))
= b(1 + br +
1
n
)σb(x, u)
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Hence ∀n ∈ N, we obtain α(r)σb(x, Jx) ≤ bσb(x, u). So, we have
Hb(Jx, Ju) ≤ rσb(x, u). (5.2.6)
Finally, if, for some n ∈ N, we have xn = xn+1, then xn is required point. So we
suppose that xn 6= xn+1 ∀n ∈ N. This implies that ∃ an infinite subset K of N such
that xn 6= u ∀n ∈ K. From
σb(u, Ju) ≤ b(σb(u, xn+1) + σb(xn+1, Ju))
≤ b(σb(u, xn+1) +Hb(Jxn, Ju))
≤ b(σb(u, xn+1) + rσb(xn, u)),
letting n→ +∞ with n ∈ K, we get
σb(u, Ju) = 0.
By Remark 5.2.4, we deduce that u ∈ Ju and hence u ∈ F (J).
Remark 5.2.2. Taking b = 1 in Theorem 5.2.2, then r < 1
2
, α(r) = 1
1+r
, so we find
Theorem 2.2.8 of Kikkawa and Suzuki [81].
If we take J : (M,σb)→ (M,σb), then we have:
Corollary 5.2.1. Let J : (M,σb)→ (M,σb). Define α : [0, 1)→ (12 , 1] as α(rb) = 11+br ,
r < 1
b2+b
< 1 such that
α(rb)σb(x, Jx) ≤ bσb(x, y) =⇒ σb(Jx, Jy) ≤ rσb(x, y) (5.2.7)
∀x, y ∈M . Then ∃ u ∈M such that u = Ju.
Proof. By taking Hσ(Jx, Jy) = σb(Jx, Jy) in Theorem 5.2.2.
Remark 5.2.3. Taking b = 1 in Corollary 5.2.1, we find the result of Suzuki [111],
which itself generalization of Banach contraction principle.
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5.2.4 Mot and Petrusel type fixed point theorem
Theorem 5.2.3. Let J : (M,σb) → CB(M). If for b ≥ 1, ∃ non negative numbers
a1, a2, a3 with b(a1 + a2 + a3) ∈ (0, 1) and θ = 1−ba2−ba31+ba1 such that
θσb(x, Jx) ≤ bσb(x, y) =⇒ Hb(Jx, Jy) ≤ a1σb(x, y) + a2σb(x, Jx) + a3σb(y, Jy)
(5.2.8)
∀x, y ∈M . Then F (J) 6= ∅.
Proof. Let x0 ∈M and x1 ∈ Jx0, we have
θσb(x0, Jx0) ≤ θσb(x0, x1) ≤ bσb(x0, x1)
by the condition (5.2.8), we get
Hb(Jx0, Jx1) ≤ a1σb(x0, x1) + a2σb(x0, Jx0) + a3σb(x1, Jx1).
Let h ∈ (1, 1
b(a1+a2+a3)
). Then by Lemma (5.2.2), ∃ x2 ∈ Jx1 such that
σb(x1, x2) ≤ hHb(Jx0, Jx1).
So we have
σb(x1, x2) ≤ hHb(Jx0, Jx1) ≤ h(a1σb(x0, x1) + a2σb(x0, Jx0) + a3σb(x1, Jx1))
≤ h(a1 + a2)σb(x0, x1) + ha3σb(x1, x2)
≤ h(a1 + a2)
1− ha3 σb(x0, x1).
Now, we have
θσb(x1, Jx1) ≤ θσb(x1, x2) ≤ bσb(x1, x2) (5.2.9)
by the condition (5.2.8), we get
Hb(Jx1, Jx2) ≤ a1σb(x1, x2) + a2σb(x1, Jx1) + a3σb(x2, Jx2)
by Lemma (5.2.2), ∃ x3 ∈ Jx2 such that
σb(x2, x3) ≤ hHb(Jx1, Jx2).
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So we have
σb(x2, x3) ≤ hHb(Jx1, Jx2) ≤ h(a1σb(x1, x2) + a2σb(x1, Jx1) + a3σb(x2, Jx2))
≤ h(a1 + a2)σb(x1, x2) + ha3σb(x2, x3)
≤ h(a1 + a2)
1− ha3 σb(x1, x2). (5.2.10)
Continuing in the similar way, we obtain {xn}, satisfying the following:
(a) xn+1 ∈ Jxn ∀n ∈ N;
(b) σb(xn, xn+1) ≤ knσb(x0, x1) ∀n ∈ N,
where k = h(a1+a2)
1−ha3 < 1. Now, proceeding as we have done in Theorem 5.2.2, we
deduce that the sequence {xn} converges to some u ∈ M with respect to the metric
σb, that is,
lim
n→+∞
σb(xn, u) = 0. (5.2.11)
First, we show that
σb(u, Jx) ≤ b(a1 + a2
θ
)σb(u, x) + ba3σb(x, Jx)
∀x ∈ M\{u}. Since σb(xn, u) → 0 as n → +∞ under the metric σb, ∃ n0 ∈ N such
that
σb(xn, u) ≤ 1
3
σb(u, x)
for each n ≥ n0. Then we have
θσb(xn, Jxn) ≤ σb(xn, Jxn) ≤ σb(xn, xn+1)
≤ b(σb(xn, u) + σb(u, xn+1))
≤ b(2
3
σb(u, x)) ≤ b(σb(u, x)− σb(xn, u))
≤ bσb(xn, x),
which implies that
Hb(Jxn, Jx) ≤ a1σb(xn, x) + a2σb(xn, Jxn) + a3σb(x, Jx)
≤ a1σb(xn, x) + a2
θ
σb(xn, x) + a3σb(x, Jx)
= (a1 +
a2
θ
)σb(xn, x) + a3σb(x, Jx)
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∀n ≥ n0. Thus we have
σb(u, Jx) ≤ b(σb(u, xn+1) + σb(xn+1, Jx))
≤ b(σb(u, xn+1) +Hb(Jxn, Jx))
≤ b(σb(u, xn+1) + (a1 + a2
θ
)σb(xn, x) + a3σb(x, Jx))
∀n ≥ n0. Letting n→ +∞, we get
σb(u, Jx) ≤ b(a1 + a2
θ
)σb(u, x) + ba3σb(x, Jx) (5.2.12)
∀x ∈M\{u}.
Next, we show that
Hb(Jx, Ju) ≤ (a1 + ba2
θ
)σb(x, u) + a3σb(u, Ju)
∀x ∈M with x 6= u. Now, ∀n ∈ N, ∃ yn ∈ Jx such that
σb(u, yn) ≤ σb(u, Jx) + 1
n
σb(x, u). (5.2.13)
From which we have
σb(x, Jx) ≤ σb(x, yn) ≤ b(σb(x, u) + σb(u, yn))
= b(σb(x, u) + σb(u, yn))
≤ b(σb(x, u) + σb(u, Jx) + 1
n
σb(x, u))
≤ b(σb(x, u) + b(a1 + a2
θ
)σb(u, x) + a3σb(x, Jx) +
1
n
σb(x, u))
= b(1 + ba1 +
ba2
θ
+
b
n
)σb(x, u) + ba3σb(x, Jx)
∀n ∈ N, it follows that, as n→ +∞,
(1− ba3)σb(x, Jx) ≤ b(1 + ba1 + ba2
θ
)σb(x, u).
that is
θσb(x, Jx) ≤ bσb(x, u).
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Thus by assumption, we have
Hb(Jx, Ju) ≤ a1σb(x, u) + a2σb(x, Jx) + a3σb(u, Ju)
≤ (a1 + ba2
θ
)σb(x, u) + a3σb(u, Ju)
∀x ∈M \ {u}.
Finally, if, for some n ∈ N, we have xn = xn+1, then xn is required point. So
suppose that xn 6= xn+1 ∀n ∈ N. This implies that ∃ an infinite subset N0 of N such
that xn 6= u ∀n ∈ N0. Now, ∀n ∈ N0, we have
σb(u, Ju) ≤ b(σb(u, xn+1) + σb(xn+1, Ju))
≤ b(σb(u, xn+1) +Hb(Jxn, Ju))
≤ b(σb(u, xn+1) + (a1 + ba2
θ
)σb(xn, u) + a3σb(u, Ju)).
Letting n→ +∞ with n ∈ N0, we get
σb(u, Ju) = 0.
By Remark 5.2.4, we deduce that u ∈ Ju. This completes the proof.
Remark 5.2.4. Taking b = 1 in Theorem 5.2.3, with a1+ a2+ a3 ∈ [0, 1), θ = 1−a2−a31+a1 ,
we get Theorem 2.2.9 of Mot and Petrusel [88] which itself is a generalization of
Kikkawa Suzuki’s Theorem 2.2.8.
If we take J : (M,σb)→ (M,σb), then we have:
Corollary 5.2.2. Let J : (M,σb) → (M,σb). If for b ≥ 1, ∃ non negative numbers
a1, a2, a3 with b(a1 + a2 + a3) ∈ [0, 1) and θ = 1−ba2−ba31+ba1 such that:
θσb(x, Jx) ≤ bσb(x, y) =⇒ σb(Jx, Jy) ≤ a1σb(x, y) + a2σb(x, Jx) + a3σb(y, Jy)
∀x, y ∈M . Then F (J) is singleton.
Remark 5.2.5. Taking b = 1 in Corollary 5.2.2, we immediately get a Kikkawa-Suzuki
type theorem for a Reich-type single-valued operator, see [94, 95]
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5.3 Fixed Point Theorems in Partial Metric Spaces
5.3.1 Introduction
Haghi et al. [57] established that some metric fixed point generalizations to par-
tial metric spaces (PMS) can be obtained from the corresponding results in metric
space. In this section, we obtain common fixed points of contractive type multi-valued
mappings on PMS which cannot be deduced from the corresponding results in metric
space. An example is also established to show that our result is a real generalizations
of analogous results for metric space [17, 86].
5.3.2 Fundamental Concepts and Inclusion Results
We start with recalling some basic definitions and lemmas on PMS.
Definition 5.3.1. A partial metric is a function σρ : M ×M → [0,∞) such that
∀u, v, w ∈M :
(ρ1) σρ(u, u) = σρ(v, v) = σρ(u, v) iff u = v,
(ρ2) σρ(u, u) ≤ σρ(u, v),
(ρ3) σρ(u, v) = σρ(v, u),
(ρ4) σρ(u, w) ≤ σρ(u, v) + σρ(v, w)− σρ(v, v).
Then (M,σρ) is said to be PMS. Also, each σρ on M generates a T0 topology
τρ on M with a base generated by open ρ-balls {Bρ(u, r) : x ∈ M, r > 0}, where
Bρ(u, r) = {y ∈ M : σρ(u, v) < σρ(u, u) + r}. If (M,σρ) is a PMS, then the function
σsρ :M ×M → R+ defined by σsρ(u, v) = 2σρ(u, v)−σρ(u, u)−σρ(v, v), u, v ∈M , is a
metric onM. An elementry example of a PMS is (R+, σρ) , where σρ(u, v) = max{u, v}
∀u, v ∈ R+.
Definition 5.3.2. [86] Let (M,σρ) be a PMS. Then we have the following.
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1. A sequence {un} in a PMS (M,σρ) converges to u ∈ M iff lim
n→∞
σρ(u, un) =
σρ(u, u).
2. A sequence {un} in a PMS (M,σρ) is said to be Cauchy sequence if the lim
n,m→∞
σρ(un, um)
exists and is finite.
3. A PMS (M,σρ) is complete if every Cauchy sequence {un} in M converges to
u ∈M , that is σρ(u, u) = lim
n,m→∞
σρ(un, um).
4. A PMS (M,σρ) is complete iff the metric space (M,σ
s
ρ) is complete. Further-
more, lim
n→∞
σsρ(un, w) = 0 iff σρ(w,w) = lim
n→∞
σρ(xn, z) = lim
n,m→∞
σρ(un, um).
A subsetM1 ofM is called closed in (M,σρ) if it is closed with respect to τρ. M1
is called bounded in (M,σρ) if there is u0 ∈ M and h > 0 such that a ∈ Bρ(u0, h)
∀a ∈M1 i.e.,
σρ(u0, a) < σρ(u0, u0) + h
∀a ∈M1.
Proposition 5.3.1. Let CBρ(M) be the collection of all nonempty, closed and bounded
subsets of M with respect to σρ. For M1 ∈ CBρ(M), we define
σρ(x,M1) = inf
y∈M1
σρ(x, y),
For M1,M2 ∈ CBρ(M),
δρ(M1,M2) = sup
a∈M1
σρ (a,M2)},
δρ(M2,M1) = sup
b∈M2
σρ (b,M1) .
Hρ(M1,M2) = max{δρ(M1,M2), δρ(M2,M1)}.
Note that [17] σρ(u,M1) = 0 =⇒ σsρ(u,M1) = 0, where σsρ(u,M1) = inf
v∈M1
σsρ(u, v).
Proposition 5.3.2. [17] Let (M,σρ) be a PMS. For any M1,M2,M3 ∈ CBρ(M),
we have
(i) : δρ(M1,M1) = sup{σρ(a, a) : a ∈M1};
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(ii) : δρ(M1,M1) ≤ δρ(M1,M2);
(iii) : δρ(M1,M2) = 0 implies that M1 ⊆M2;
(iv) : δρ(M1,M2) ≤ δρ(M1,M3) + δρ(M3,M2)− inf
c∈M3
σρ(c, c).
Proposition 5.3.3. [17] Let (M,σρ) be a PMS. For any M1,M2,M3 ∈ CBρ(M),
we have
(h1) : Hρ(M1,M1) ≤ Hρ(M1,M2);
(h2) : Hρ(M1,M2) = Hρ(M2,M1);
(h3) : Hρ(M1,M2) ≤ Hρ(M1,M3) +Hρ(M3,M2)− inf
c∈M3
σρ(c, c).
It is immediate [17] to check that Hρ(M1,M2) = 0⇒M1 =M2. But the converse
does not hold always.
Remark 5.3.1. [17] Let (M,σρ) be a PMS andM1 be a nonempty set in (M,σρ). Then
a ∈M1 iff
σρ(a,M1) = σρ(a, a).
Note M1 is closed in (M,σρ) iff M1 =M1.
Lemma 5.3.1. [18] Let M1 and M2 be nonempty, closed and bounded subsets of
a PMS (M,σρ) and 0 < h ∈ R. Then, for every a ∈ M1, ∃ b ∈ M2 such that
σρ(a, b) ≤ Hρ(M1,M2) + h.
Proposition 5.3.4. [53] Let ϕ : [0,+∞) → [0, 1) be a function. Then these condi-
tions are equivalent.
1. ϕ is a MT -function.
2. For every r ∈ [0,∞), ∃ u(1)r ∈ [0, 1) and ε(1)r > 0 such that ϕ(v) ≤ u(1)r ∀v ∈
(r, r + ε
(1)
r ).
3. For every r ∈ [0,∞), ∃ u(2)r ∈ [0, 1) and ε(2)r > 0 such that ϕ(v) ≤ u(2)r ∀v ∈[
r, r + ε
(2)
r
]
.
4. For every r ∈ [0,∞), ∃ u(3)r ∈ [0, 1) and ε(3)r > 0 such that ϕ(v) ≤ u(3)r ∀v ∈(
r, r + ε
(3)
r
]
.
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5. For every r ∈ [0,∞), ∃ u(4)r ∈ [0, 1) and ε(4)r > 0 such that ϕ(v) ≤ u(4)r ∀v ∈[
r, r + ε
(4)
r
)
.
6. For any non increasing sequence {un}n∈N in [0,∞), we get 0 ≤ supn∈N ϕ(un) <
1.
7. For a strictly decreasing sequence {un}n∈N in [0,∞), the function ϕ also satisfy
the following condition 0 ≤ supn∈N ϕ(un) < 1.
For more details in this direction, see [1, 6, 17, 18, 20, 21, 23, 24].
5.3.3 Common Fixed Point Theorems for a Pair of Multi-
valued Mappings
In the following, we show that in PMS Mizoguchi and Takahashi contractive con-
dition (2.2.3) is useful to achieve common fixed points of two distinct mappings.
Whereas this condition is not feasible to obtain common fixed point of two distinct
mappings on a metric space.
Theorem 5.3.1. Let J1, J2 : (M,σρ)→ CBρ(M) be such that
Hρ(J1x, J2y) ≤ ϕ(σρ(x, y))σρ(x, y) (5.3.1)
∀x, y ∈M and ϕ ∈ Ω. Then Fc(J1, J2) 6= ∅.
Proof. Let x0 ∈M and x1 ∈ J1x0. If σρ(x0, x1) = 0, then x0 = x1 and
Hρ(J1x0, J2x1) ≤ ϕ(σρ(x0, x1))σρ(x0, x1) = 0.
Thus J1x0 = J2x1, which implies that
x1 = x0 ∈ J1x0 = J2x1 = J2x0
and we finished. Assume that σρ(x0, x1) > 0. By Lemma (5.3.1), we can take x2 ∈
J2x1 such that
σρ(x1, x2) ≤ Hρ(J1x0, J2x1) + σρ(x0, x1)
2
(5.3.2)
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If σρ(x1, x2) = 0, then x1 = x2 and
Hρ(J2x1, J1x2) ≤ ϕ(σρ(x1, x2))σρ(x1, x2) = 0.
Then, J2x1 = J1x2. That is
x2 = x1 ∈ J2x1 = J1x2 = J1x2
and we finished. Assume that σρ(x1, x2) > 0. Now we choose x3 ∈ J1x2 such that
σρ(x2, x3) ≤ Hρ(J2x1, J1x2) + (σρ(x1, x2)
2
(5.3.3)
By repeating this procedure, we can generate a sequence xn of points in M and a
sequence An of elements in CB
ρ(M) such that
xj+1 ∈ Aj =
{
J1xj j = 2k, k ≥ 0
J2xj j = 2k + 1, k ≥ 0
(5.3.4)
and
σρ(xj, xj+1) ≤ Hρ(Aj−1, Aj) + (σρ(xj−1, xj)
2
with j ≥ 0, (5.3.5)
along with the assumption that σρ(xj, xj+1) > 0, for each j ≥ 0. Now, for j = 2k+1,
we have
σρ(xj, xj+1) ≤ Hρ(Aj−1, Aj) + (σρ(xj−1, xj)
2
≤ Hρ(J1x2k, J2x2k+1) + σρ(x2k, x2k+1)
2
≤ ϕ(σρ(x2k, x2k+1))σρ(x2k, x2k+1) + σρ(x2k, x2k+1)
2
≤
(
ϕ (σρ(xj−1, xj)) + 1
2
)
σρ(xj−1, xj)
≤ σρ(xj−1, xj).
Similarly, for j = 2k + 2, we obtain
σρ(xj, xj+1) ≤ Hρ(J2x2k+1, J1x2k+2) + (σρ(xj−1, xj)
2
≤
(
ϕ (σρ(xj−1, xj)) + 1
2
)
σρ(xj−1, xj)
≤ σρ(xj−1, xj).
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It implies that {σρ(xn, xn+1)} is decreasing and converges to a nonnegative real num-
ber r ≥ 0. Define ψ from [0,∞) onto [0, 1) as follows:
ψ (ξ) =
ϕ (ξ) + 1
2
.
Then
lim sup
ξ→r+
ψ(ξ) < 1.
Using proposition 5.3.4, for r ≥ 0 we can get δ(r) > 0, λr < 1, such that, r ≤ u ≤
δ(r)+r implies ψ(u) < λr and ∃ a natural numberN with, r ≤ σρ(xn, xn+1) ≤ δ(r)+r,
when n > N . Then
ψ(σρ(xn, xn+1)) < λr,when n > N.
Hence for n = 1, 2, 3 · · · ,
σρ(xn, xn+1) ≤
(
ϕ (σρ(xn−1, xn)) + 1
2
)
σρ(xn−1, xn)
≤ ψ (σρ(xn−1, xn)) σρ(xn−1, xn)
≤ max
{
N
max
n=1
ψ (σρ(xn−1, xn)) , λr
}
σρ(xn−1, xn)
≤
[
max
{
N
max
n=1
ψ (σρ(xn−1, xn)) , λr
}]2
σρ(xn−2, xn−1)
≤
[
max
{
N
max
n=1
ψ (σρ(xn−1, xn)) , λr
}]n
σρ(x0, x1).
Put max
{
maxNn=1 ψ (σρ(xn−1, xn)) , λr
}
= Ω, then Ω < 1,
σρ(xn, xn+1) ≤ Ωnσρ(x0, x1) (5.3.6)
and
σρ(xk, xk+m) ≤
m∑
i=1
σρ(xk+i−1, xk+i)−
m∑
i=1
σρ(xk+i, xk+i)
≤ σρ(xk, xk+1) + σρ(xk+1, xk+2) + · · ·+ σρ(xk+m−1, xk+m)
≤ (Ωk + Ωk+1 + · · ·+ Ωk+m−1)
≤ ( Ω
k
1− Ω)→ 0 as k →∞ (since 0 < Ω < 1).
By the definition of σsρ, we get for any m ∈ N,
σsρ(xk, xk+m) ≤ 2σρ(xk, xk+m)→ 0 as k → +∞.
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Which implies that {xk} is a Cauchy sequence in (M,σsρ). Since (M,σρ) is complete, so
the corresponding metric space (M,σsρ) is also complete. Therefore, the sequence {xn}
converges to some z ∈M with respect to the metric σsρ, that is, limn→+∞ σsρ(xn, z) = 0.
Since,
σρ(xn, xn) ≤ σρ(xn, xn+1) ≤ Ωnσρ(x0, x1)→ 0 as n→∞.
Therefore
σρ(z, z) = lim
n→+∞
σρ(xn, z) = lim
n→∞
σρ(xn, xn) = 0. (5.3.7)
Now from (P4) and (5.3.1), we get
σρ(J1z, z) ≤ σρ(J1z, x2k+2) + σρ(x2k+2, z)− σρ(x2k+2, x2k+2)
≤ σρ(x2k+2, J1z) + σρ(x2k+2, z)
≤ sup
u∈J2x2k+1
σρ(u, J1z) + σρ(x2k+2, z)
≤ δρ(J2x2k+1, J1z) + σρ(x2k+2, z)
≤ Hρ(J2x2k+1, J1z) + σρ(x2k+2, z)
≤ ϕ(σρ(x2k+1, z))σρ(x2k+1, z) + σρ(x2k+2, z)
≤ σρ(x2k+1, z) + σρ(x2k+2, z).
Taking limit as k →∞, we get
σρ(J1z, z) = 0. (5.3.8)
Thus from (5.3.7) and (5.3.8), we get
σρ(z, z) = σρ(J1z, z).
Thus by Remark 5.3.1, we get that z ∈ J1z. Similarly, we can obtain z ∈ J2z.
Corollary 5.3.1. The above theorem cannot be deduced from analogous result of
metric space. Indeed the contractive condition (5.3.1) for a pair J1, J2 : (M,σρ) →
CBρ(M) of mappings such that
Hσ(J1x, J2y) ≤ kσ(x, y) ∀x, y ∈M
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is not feasible. Because J1 6= J2 implies that J1u 6= J2u, for some u ∈ M ,then
Hσ(J1u, J2u) > 0 = kσ(u, u) and condition (5.3.1) is not satisfied for x = y = u.
However the same condition in PMS is practicable to prove a result for two mappings.
This fact can be seen again in the following example.
Example 5.3.1. Let M = [0, 1] and σρ(x, y) = max{x, y} and J1, J2 : σρ → CBρ(M)
be defined by
J1x = B(0,
1
7
x), J2x = B(0,
2
7
x).
Then
Hρ
(
B(0,
1
7
x), B(0,
2
7
x)
)
= max{1
7
x,
2
7
x} and
Hρ(J1x, J2y) =
1
7
max{x, 2y}
≤ 3
10
max{x, y} ≤ kσρ(x, y).
Thus all properties of of Theorem 5.3.1 are satisfied, for ϕ (t) = 3
10
. However, note
that for any metric σ on M
Hσ(J11, J21) = Hσ
(
B(0,
1
7
), B(0,
2
7
)
)
> kσ(1, 1) = 0 for any k ∈ [0, 1).
Therefore common fixed points of J1 and J2 cannot be obtained from an analogous
metric fixed point theorem.
In the following we present partial metric extension of results in [17, 86].
Corollary 5.3.2. [86] Let J : (M,σρ)→ CBρ(M) be such that
Hρ(Jx, Jy) ≤ ϕ(σρ(x, y))σρ(x, y)
∀x, y ∈M and ϕ ∈ Ω, then F (J) 6= ∅.
Proof. Taking J1 = J2 = J in Theorem 5.3.1.
Corollary 5.3.3. Let (M,σρ) be complete partial metric space and let J1, J2 : (M,σρ)→
CBρ(M) be two multi-valued mappings satisfying the following condition:
Hρ(J1x, J2y) ≤ kσρ(x, y),
∀x, y ∈M and k ∈ [0, 1), then Fc(J1, J2) 6= ∅
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Proof. Taking ϕ(t) = k ∈ [0, 1) in Theorem 5.3.1.
Corollary 5.3.4. [17] Let J : (M,σρ)→ CBρ(M) satisfies the following condition:
Hρ(Jx, Jy) ≤ kσρ(x, y),
∀x, y ∈M and k ∈ [0, 1), then F (J) 6= ∅.
Proof. Taking J1 = J2 = J.
Now we deduce the results for single valued self mappings from Theorem 5.3.1.
Corollary 5.3.5. Let J1, J2 be two self mappings on (M,σρ) such that
σρ(J1x, J2y) ≤ ϕ(σρ(x, y))σρ(x, y)
∀x, y ∈M and ϕ ∈ Ω, then Fc(J1, J2) 6= ∅
5.4 Fixed Point Theorems in Cone Metric Spaces
5.4.1 Introduction
In 2007, Huang and Zhang [60] introduced the idea of cone metric space with
normal cones. Rezapour and Hamlbarani [97] extended these results for the case
of non-normal cones and explore a new direction. Jankovic´ et al. [73] presented
a complete survey on this space. Cho and Bae [40] gave the concept of Hausdorff
distance function on cone metric space and proved a result for multi-valued mappings.
However many authors [4, 5, 25] contributed in this field.
Samet et al. [102] gave the idea of α− ψ- contraction in 2012. Consequently, Asl
et al.[15] generalized these notions by introducing α∗−ψ− contractive mappings. For
more details in this direction, please read first section of Chapter 4.
In this section, we first define the concept of α∗ − ψ-contractions and obtained
some new results using these contraction in complete cone metric space without the
assumption of normality.
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5.4.2 Important Concepts and Inclusion Results
Let E be a Banach space with field set of all real numbers, P ⊆ E and  be some
partial order defined on P. We denote θ as the zero element of E. Then P is said to
be a cone iff:
(i) P is closed and nonempty, and P 6= {θ};
(ii) for α, β ≥ 0, and u, v ∈ P ⇒ αu+ βv ∈ P ;
(iii) P ∩ (−P ) = {θ}.
If P ⊆ E, is cone and  is a partial order on P then u  v iff v − u ∈ P ; u≪ v
stand for v − u ∈ intP .
Definition 5.4.1. [60] Let M be a nonempty set and σc be a function from M ×M
to E. Then σc is said to be a cone metric, if the following assertions are satisfied:
(C1) θ  σc(u, v) ∀u, v ∈M and σc(u, v) = θ iff u = v;
(C2) σc(u, v) = σc(v, u) ∀u, v ∈M ;
(C3) σc(u, w)  σc(u, v) + σc(v, w) ∀u, v, w ∈M.
Then (M,σc) is called cone metric space.
Lemma 5.4.1. [60] Let (M,σc) be a cone metric, a ∈M and a sequence {an} ∈M.
Then
(i) {an} converges to a when for each e ∈ E with θ ≪ e there exist N such that
σc(an, a)≪ e, ∀n ≥ N . We represent it by lim
n→∞
an = a;
(ii) {an} is a Cauchy sequence when for each e ∈ E with θ ≪ e there exists N such
that σc(an, am)≪ e, ∀n,m ≥ N ;
(iii) (M,σc) is complete if every Cauchy sequence in M is convergent.
Now we denote a complete cone metric space by (M,σc) throughout this section.
Remark 5.4.1. [73] The fixed point theorems for (M,σc) with non-normal solid cones,
cannot be reduced to metric space, because in this case neither of the axioms (i-iii)
of above lemma hold. Moreover, σc is not continuous, i.e., from an → a, bn → b it
need not implies that σc(an, bn)→ σc(a, b).
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Lemma 5.4.2. For (M,σc), following properties hold [73]:
(PT1) If u  v and v ≪ w, then u≪ w.
(PT2) If u≪ v and v  w, then u≪ w.
(PT3) If u≪ v and v ≪ w, then u≪ w.
(PT4) If θ  u≪ e for each e ∈ intP, then u = θ.
(PT5) If u  v + e, for each e ∈ intP, then u  v.
(PT6) If {un} ∈ E and e ∈ intP with θ  un → θ (as n → ∞), then ∃ n0 ∈ N
such that ∀n ≥ n0, we have un ≪ e.
With some modifications we have the following definition from [73].
Definition 5.4.2. Let Ψ be a collection of ψ from P onto P satisfying
(i) ψ(θ) = θ and θ < ψ(t) < t for t ∈ P\{θ},
(ii) t ∈ IntP implies t− ψ(t) ∈ IntP,
(iii) limn→+∞ ψn(t) = θ for every t ∈ P\{θ}.
According to [40], we denote
s (u) = {v ∈ E : u  v} for v ∈ E,
s (a,M2) = ∪
b∈M2
s (σc (a, b)) = ∪
b∈M2
{u ∈ E : σc (a, b)  u} for a ∈M andM2 ∈ C(M).
For M1,M2 ∈ C(M), we defined
s (M1,M2) =
(
∩
a∈M1
s (a,M2)
)
∩
(
∩
b∈M2
s (b,M1)
)
.
Lemma 5.4.3. For (M,σc), the following properties hold.
(1) Let u, v ∈ E. If u  v, then s(v) ⊂ s(u).
(2) Let x ∈M and M1 ∈ N(X). If θ ∈ s(x,M1),then x ∈M1.
(3) Let v ∈ P and let M1,M2 ∈ C(M) and a ∈ M1. If v ∈ s(M1,M2), then
v ∈ s(a,M2) ∀a ∈M1 or v ∈ s(M1, b) ∀b ∈M2.
(4) Let v ∈ P and let λ ≥ 0, then λs(v) ⊆ s(λv).
Remark 5.4.2. If we take the Banach space E = R and the cone P = [0,+∞), then
(M,σc) can be taken as metric space. Further, for M1,M2 ∈ CB(M), Hσ(M1,M2) =
inf s(M1,M2) is the Hausdorff distance induced by σc.
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5.4.3 Fixed Point Theorems for (α∗ − ψ) Contractive Map-
pings
Definition 5.4.3. A mapping J : (M,σc) → C(M) is known as α∗-ψ contractive
multi-valued mapping if there exist two functions ψ ∈ Ψ and α : M ×M → [0,+∞)
such that
ψ(σc(x, y)) ∈ α∗(Jx, Jy)s(Jx, Jy) (5.4.1)
∀x, y ∈M, where α∗(M1,M2) = inf{α(a, b) : a ∈M1,b ∈M2}.
Theorem 5.4.1. Let J : (M,σc) → C(M) be an α∗-admissible satisfying (5.4.1).
Suppose that ∃ x0 ∈ M, x1 ∈ Jx0 such that α(x0, x1) ≥ 1. Assume for {xn} in M
with α(xn, xn+1) ≥ 1 ∀n and xn → u as n → +∞, we have α(xn, u) ≥ 1 ∀n. Then
F (J) 6= ∅.
Proof. We may suppose that x0 6= x1. Then α∗(Jx0, Jx1) ≥ 1 and
ψ(σc(x0, x1)) ∈ α∗(Jx0, Jx1)s(Jx0, Jx1).
By Lemma 5.4.3(3), we have
ψ(σc(x0, x1)) ∈ α∗(Jx0, Jx1) s (x1, Jx1) .
Thus by definition of s, we can choose x2 ∈ Jx1 such that
ψ(σc(x0, x1)) ∈ α∗(Jx0, Jx1)s (σc(x1, x2)).
By Lemma 5.4.3(4), we have
ψ(σc(x0, x1)) ∈ α∗(Jx0, Jx1)s (σc(x1, x2)) ⊆ s (α∗(Jx0, Jx1)σc(x1, x2)).
So
α∗(Jx0, Jx1)σc(x1, x2)  ψ(σc(x0, x1)).
Hence
0 ≺ σc(x1, x2)  α∗(Jx0, Jx1)σc(x1, x2)  ψ(σc(x0, x1)) (5.4.2)
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x1 6= x2 and α(x1, x2) ≥ 1. Thus α∗(Jx1, Jx2) ≥ 1 and σc(x1, x2)  ψ(σc(x0, x1)). If
x2 ∈ Jx2, then F (J) 6= ∅. So we suppose that x2 6∈ Jx2. Then
ψ(σc(x1, x2)) ∈ α∗(Jx1, Jx2)s(Jx1, Jx2).
By Lemma 5.4.3(3), we have
ψ(σc(x1, x2)) ∈ α∗(Jx1, Jx2) s (x2, Jx2) .
Thus by definition of s, we can take x3 ∈ Jx2 such that
ψ(σc(x1, x2)) ∈ α∗(Jx1, Jx2)s (σc(x2, x3)).
By Lemma 5.4.3(4), we have
ψ(σc(x1, x2)) ∈ α∗(Jx1, Jx2)s (σc(x2, x3)) ⊆ s (α∗(Jx1, Jx2)σc(x2, x3)).
So
α∗(Jx1, Jx2)σc(x2, x3)  ψ(σc(x1, x2)).
Hence
0 ≺ σc(x2, x3)  α∗(Jx1, Jx2)σc(x2, x3)  ψ(σc(x1, x2)). (5.4.3)
It is clear that x2 6= x3 and α(x2, x3) ≥ 1. Thus α∗(Jx2, Jx3) ≥ 1 and σc(x2, x3) <
ψ2(ψ(σc(x0, x1))). If x3 ∈ Jx3, then F (J) 6= ∅. Assume that x3 6∈ Jx3.
ψ(σc(x2, x3)) ∈ α∗(Jx2, Jx3)s(Jx2, Jx3).
By Lemma 5.4.3(3), we have
ψ(σc(x2, x3)) ∈ α∗(Jx2, Jx3) s (x3, Jx3) .
Thus by definition of s, we can take x4 ∈ Jx3 such that
ψ(σc(x2, x3)) ∈ α∗(Jx2, Jx3)s (σc(x3, x4)).
By Lemma 5.4.3(4), we have
ψ(σc(x2, x3)) ∈ α∗(Jx2, Jx3)s (σc(x3, x4)) ⊆ s (α∗(Jx2, Jx3)σc(x3, x4)).
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So
α∗(Jx2, Jx3)σc(x3, x4)  ψ(σc(x2, x3)).
Hence
0 ≺ σc(x3, x4)  α∗(Jx2, Jx3)σc(x3, x4)  ψ(σc(x2, x3)).
It is clear that x3 6= x4 and α(x3, x4) ≥ 1. Thus α∗(Jx3, Jx4) ≥ 1 and σc(x3, x4) <
ψ3(ψ(σc(x0, x1))). By proceeding this procedure, we obtain {xn} in M such that
xn ∈ Txn−1, xn 6= xn−1, α(xn, xn+1) ≥ 1 and σc(xn, xn+1)  ψn(σc(x0, x1)) ∀n. Now,
for m > n, we have
σc(xn, xm) 
m−1∑
i=1
σc(xi, xi+1) 
m−1∑
i=n
ψn(σc(x0, x1)).
By the definition of ψ, we get
m−1∑
i=n
ψn(σc(x0, x1))→ θ, as n→∞. Then by PT1 and
PT6, for e ∈ E with θ ≪ e, ∃ some n0 ∈ N such that σc(xn, xm) ≪ e ∀m,n ≥ n0.
Hence, {xn} is Cauchy. Choose u ∈M such that xn → u. Since α(xn, u) ≥ 1 ∀n and
J is α∗−admissible, so α∗(Jxn, Ju) ≥ 1 ∀n. From (5.4.1), we have
ψ(σc(xn, u)) ∈ α∗(Jxn, Ju)s(Jxn, Ju)
∀n ∈ N. By Lemma 5.4.3(3), we have
ψ(σc(xn, u)) ∈ α∗(Jxn, Ju)s(xn+1, Ju).
By definition, we can take vn ∈ Ju such that
ψ(σc(xn, u)) ∈ α∗(Jxn, Ju)s(σc(xn+1, vn)).
By Lemma 5.4.3(4), we have
ψ(σc(xn, u)) ∈ α∗(Jxn, Ju)s(σc(xn+1, vn)) ⊆ s(α∗(Jxn, Ju)σc(xn+1, vn)).
So
α∗(Jxn, Ju)σc(xn+1, vn)  ψ(σc(xn, u)).
Hence
0 ≺ σc(xn+1, vn)  α∗(Jxn, Ju)σc(xn+1, vn)  ψ(σc(xn, u))  σc(xn, u).
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Moreover, for a given c ∈ IntP, we have
σc(u, vn)  σc(u, xn+1) + σc(xn+1, vn)
 σc(u, xn+1) + α∗(Jxn, Ju)σc(xn+1, vn)
 σc(u, xn+1) + ψ(σc(xn, u))
 σc(u, xn+1) + σc(xn, u)
≪ e
2
+
e
2
= e, for n ≥ k = k(e).
Hence, according to Lemma 5.4.1(i) , we have limn→∞ vn = u. Since Ju is closed,
u ∈ Ju.
Theorem 5.4.2. Let J : (M,σc)→ C(M) ba α∗-admissible. If ∃ k ∈ [0, 1) such that
kσc(x, y) ∈ α∗(Jx, Jy)s(Jx, Jy)
∀x, y ∈ M. Assume ∃ x0 ∈ M,x1 ∈ Jx0 such that α(x0, x1) ≥ 1. Suppose for
{xn} ∈ M with α(xn, xn+1) ≥ 1 ∀n and xn → u as n → +∞, we have α(xn, u) ≥ 1
∀n. Then F (J) 6= ∅.
Proof. Take ψ(t) = t in Theorem 5.4.1.
Theorem 5.4.3. Let J : (M,σc)→ C(M) be such that
ψ(σc(x, y)) ∈ s(Jx, Jy)
∀x, y ∈M and for some ψ ∈ Ψ. Then F (J) 6= ∅.
Proof. Take α∗(Jx, Jy) = 1 in the Theorem 5.4.1.
Example 5.4.1. Let M = [0, 1], E = C1[0, 1] and P = {θ  x(t) : t ∈ M}, where
θ(t) = 0, ∀t ∈M. Define σc :M ×M → E by
σc(x, y) = |x− y|et
and J : (M,σc)→ C(M) by Jx = [0, x12 ] ∀x ∈M and
α(x, y) =
{
1
|x−y| if x 6= y
1 if x = y.
106
Then α(x, y) ≥ 1 =⇒ α∗(Jx, Jy) = inf{α(x, y) : x ∈ Jx, y ∈ Jy} ≥ 1. Then clearly J
is α∗-admissible. Now for x, y and x ≤ y, we get
ψ(σc(x, y)) =
1
5
|x− y|et  1
12
|x− y|et = α∗(Jx, Jy)s(Jx, Jy)
which implies that
ψ(σc(x, y)) ∈ α∗(Jx, Jy)s(Jx, Jy)
for ψ(t) = t
5
. Thus 0 ∈ F (J).
Corollary 5.4.1. Let J : (M,σc)→ C(M). If ∃ k ∈ [0, 1) such that
kσc(x, y) ∈ s(Jx, Jy)
∀x, y ∈M. Then F (J) 6= ∅.
Proof. Taking ψ(t) = t and α∗(Jx, Jy) = 1 in the Theorem 5.4.1.
By Remark 5.4.2, we have the following corollaries.
Corollary 5.4.2. [15] Let J : (M,σ)→ CB(M) be an α∗-admissible such that
α∗(Jx, Jy)Hσ(Jx, Jy) ≤ ψ(σc(x, y))
∀x, y ∈ M. Assume that ∃ x0 ∈ M such that α(x0, Jx0) ≥ 1. Suppose that if {xn}
is any sequence in M such that α(xn, xn+1) ≥ 1 ∀n and xn → u as n → +∞ then
α(xn, u) ≥ 1 ∀n. Then F (J) 6= ∅.
Proof. Taking Hσ(M1,M2) = inf s(M1,M2) in Theorem 5.4.1.
Corollary 5.4.3. [15] Let J :M,σ)→ CB(M) be such that
Hσ(Jx, Jy) ≤ ψ(σc(x, y))
∀x, y ∈M and for some ψ ∈ Ψ. Then F (J) 6= ∅.
Proof. Take α∗(Jx, Jy) = 1 in Corollary 5.4.2.
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Corollary 5.4.4. Let J : (M,σ) → CB(M) be an α∗-admissible and multi-valued
mapping and ∃ a constant k ∈ [0, 1) such that
α∗(Jx, Jy)Hσ(Jx, Jy) ≤ kσc(x, y)
∀ x, y ∈ M. Assume that ∃ x0 ∈ M such that α(x0, Jx0) ≥ 1. Suppose that if {xn}
is any sequence in M such that α(xn, xn+1) ≥ 1 ∀n and xn → u as n → +∞ then
α(xn, u) ≥ 1 ∀n. Then F (J) 6= ∅.
Proof. Taking ψ(t) = kt in the Corollary 5.4.2, where k ∈ [0, 1).
Corollary 5.4.5. [38] Let J : (M,σ)→ CB(M). If ∃ a constant k ∈ [0, 1) such that
Hσ(Jx, Jy) ≤ kσc(x, y)
∀x, y ∈M. Then F (J) 6= ∅.
Proof. Taking α∗(Jx, Jy) = 1 in the Corollary 5.4.4.
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