OBJECT Accurate edge tracing segmentation remains an incompletely solved problem in brain image analysis. The authors propose a novel algorithm using a particle filter to follow the boundary of the brain in the style often used in autonomous air and ground vehicle navigation. Their goals were to create a versatile tool to segment brain and fluid in MRI and CT images of the developing brain, lay the foundation for an intelligent automated edge tracker that is modality independent, and segment normative data from MRI that can be applied to both MRI and CT. METHODS Simulated MRI data sets were used to train and evaluate the particle filter segmentation algorithm. The method was then applied to produce normative growth curves for children and adolescents from 0 to 18 years of age for brain and fluid from MR images from the National Institutes of Health pediatric database and these data were compared to historical results. The authors further adapted this method for use with CT images of pediatric hydrocephalus and compared the results with hand-segmented data. RESULTS Segmentation of simulated MRI data with varied levels of noise (0%-9%) and spatial inhomogeneity (0%-40%) resulted in percent errors ranging from 0.06% to 5.38% for brain volume and 2.45% to 22.3% for fluid volume. The authors used this tool to create normal brain and CSF growth curves from MR images. The calculated growth curves showed excellent consistency with historical data. Additionally, compared with manual segmentation the particle filter accurately segmented brain and fluid volumes from CT scans of 5 pediatric patients with hydrocephalus (p < 0.001). CONCLUSIONS The authors have produced the first normative brain and CSF growth curves for children and adolescents 0-18 years of age. In addition, this study includes the first use of a particle filter as an edge tracker in image segmentation and offers a semiautomatic method to segment both pediatric and adult brain data from MR and CT images. The particle filter has the potential to be further automated toward a clinical rather than research tool with both of these modalities. Because of its modality independence, it has the capability to allow CT to be a more effective diagnostic tool for neurological disorders, a task of substantial importance in emergency settings and in developing countries where CT is often the only available method of brain imaging.
S egmentation in image analysis is the partitioning of a digital image into non-overlapping regions that are homogeneous with respect to some characteristic, such as intensity. 21 In neurosurgery there is a long history of applying segmentation tools, and in particular volumetric methods, to the evaluation of patients with hydrocephalus 19 and candidates for epilepsy surgery. 5 Current research on automated brain segmentation is largely directed toward normal adult MRI. However, segmentation may also be clinically necessary for MRI in cases of neurological pathology as well as for CT data. Image segmentation for application to CT images remains exceedingly important, given that much of the developing world does not have access to MRI. Additionally, much emergency imaging and many critical vascular studies in industrialized countries are done with CT. In this study, we sought to lay the foundation for an intelligent automated edge tracker that is modality independent and has the capability to segment normative data from MRI that can be applied to both MRI and CT.
A probabilistic approach using methods developed for dynamic state tracking is an ideal technique to automatically segment noisy medical images. In engineering, the state describes the status of the system at a given instant in time. 27 In this case, the system is referring to the brain edge, and variables describing that state are image intensity and local gradient in the image. A target-tracking algorithm attempts to follow changes in the system by using a model to estimate changes in state, followed by measurements of the state. It is expected that the model will not be complete enough to accurately predict changes in the state. Likewise, it is expected that there will be errors in measurement. However, when the model estimations and new measurements are combined, the resulting improved estimate is defined as the posterior estimate of state.
Fusing data with models of the state of a system-for instance, the boundary between brain and CSF-can be an optimal way to take into account noise in the data, imprecision in measurement, and inadequacy in the model and adapt all of this throughout an image. Kalman defined a filter for linear systems with Gaussian uncertainty. For systems that are not linear, and errors that are not Gaussian, a variety of particle filters have been designed. A general review can be found in Schiff, 2012 . 25 Target-tracking algorithms, such as the Kalman filter and the particle filter, have been successfully implemented to track the state of weather systems and control autonomous robots, systems that need to use incomplete and noisy measurements for prediction and control. 27, 29 These methods have the capacity to take into account any type of local and global information, making them versatile for use with many different types of data.
Research on using automatic target tracking for image segmentation has been growing. The particle filter has been used to segment cerebral arterial segments from CT angiography images by modeling an elliptical cross section of a blood vessel. 26 Kalman filters have been used to extract cavity boundaries from ultrasound images, where the boundary is tracked as the distance from the center of the cavity. 1 More recently, Withey et al. used a similar approach to track the edges of brain and ventricles in MR images. 33 Here, the user places a seed point on the boundary of the specified tissue, and a Kalman filter is used to follow the edge until it reaches the seed point to form a closed shape.
We seek to generalize the Withey et al. algorithm with a more general approach. Unlike Kalman filters, nonparametric filters such as the particle filter do not rely on Gaussian representations of the posterior state. The posterior state here is the edge estimation after a measurement is incorporated. Rather, the particle filter approximates the posterior by a finite number of values, each a representation of the state. This makes it ideal for use in noisy medical images where noise cannot be well represented using a Gaussian probability density. The particle filter is optimized for fusing any model of the edge to be traced, making it very versatile. Intra-brain fluid, essentially intraventricular fluid, is of particular interest to our work on obstructive hydrocephalus. Using the National Institutes of Health (NIH) pediatric MRI database, we applied the particle filter to produce normative growth curves of brain and intra-brain fluid from children and adolescents from 0 to 18 years of age. Previous studies of normative development using MRI offered an opportunity to compare our measurements to established results. Hüppi et al. measured gray matter, white matter, and CSF in normal preterm and full-term infants with gestational ages of 29-41 weeks at birth. 15 Giedd et al. measured white matter and gray matter in individuals with an age range of 4-21 years. 13 Courchesne et al. measured gray matter, white matter, and CSF volumes from normal subjects with ages ranging from 19 months to 80 years. 8 In these MRI studies, there exists a gap in the ages studied between birth and 19 months of age. The very rapid and substantial growth of the brain during this age range below 2 years makes this period a critical one for contrasting normative brain growth dynamics within the context of developmental dynamical diseases of the brain such as childhood hydrocephalus.
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In this first of 3 companion papers, 16,17 we present a versatile tool created with the goal of segmenting brain and fluid in MR and CT images of the developing brain. We propose a novel algorithm using a particle filter to follow the boundary of the brain to segment brain and intra-brain fluid. We then describe the application of this method to produce normative growth curves for brain and fluid from MR images from children and adolescents ages 0 to 18 years and validate the segmentation of CT images of pediatric hydrocephalus. In the subsequent papers in this series, we report the application of this segmentation method and the normative growth curves to measurement of neurocognitive development in patients with hydrocephalus 17 and to selection for surgery of patients with epilepsy.
16

Methods
Mri subjects
T2-weighted brain MRI data sets were acquired from the NIH Pediatric MRI Data Repository provided by the Montreal Neurological Institute. 2, 31 These images were studied under Penn State institutional review board (IRB) exemption approval, following NIH guidelines for the use of the repository images. Images had a slice thickness of either 2 or 3 mm depending on the protocol used, with an in-plane resolution of 1 × 1 mm. Normative growth curves of brain and intra-brain fluid volumes were calculated using 42 data sets, from subjects of ages 12 days to 18 years. Six data sets were analyzed at each of 7 time points: ages 2 weeks, 6 months, and 1, 2, 3, 6, and 18 years. A total of 34 subjects were analyzed; 6 of the subjects had scans at 2 time points and 1 subject had scans at 3 time points. Age was calculated from the expected date of birth. We then compared these growth curves to historical MRI data. 8, 13, 15 ct subjects All CT DICOM images were previously acquired from the CURE Children's Hospital of Uganda. The IRB oversight for data analysis was provided by CURE, Harvard University, and Penn State University (with Penn State providing an exemption determination for de-identified images). One data set, with slice thickness of 2 mm, was used to adapt particle filter parameters. Imaging data obtained in the 5 patients with hydrocephalus, slice thickness 5-8 mm, were used to validate the segmentation.
image segmentation
The particle filter image segmentation algorithm consists of 3 major steps. First, a classification step creates likelihood maps of brain and fluid from the raw image data. These likelihood maps also include tissues outside the brain that are of similar intensity, such as muscle and fat (Fig. 1A) . Therefore, a second step is necessary, in which a particle filter is used to track the edges of the brain map to extract brain and intra-brain fluid. Third, the initial classification step is used to segment the extracted brain and fluid, giving measurements of brain volume and intrabrain fluid volume. The technical details are represented in the Appendix, and a full working implementation of the code is available for download as a Code Archive here.
results simulations
Simulated MRI data sets were used to train and evaluate the particle filter segmentation algorithm. Parameters for the algorithm were optimized under ideal conditions and under conditions of substantial noise and image inhomogeneity. Brain and intra-brain CSF were segmented in data sets with different levels of noise (0%-9%) and spatial (radiofrequency [RF]) inhomogeneity (0%-40%) and the Dice overlap coefficient was calculated for each region compared with ground truth. The Dice coefficient is a measure that quantifies the overlap between the segmented and ground truth volumes, and it ranges from 0 for no overlap to 1 for perfect overlap (see Appendix). Segmentation of the data typically takes approximately 2-20 seconds per slice (on a typical desktop or laptop computer), depending on the level of noise and number of seed points needed.
Parameter optimization for Mri
Segmentation optimization was performed with 2 data sets, one with no noise or RF inhomogeneity and another with 5% noise and 40% RF inhomogeneity. The calculation of the classification thresholds, the covariance in the image data, and the minimum expected tissue value were all optimized. Changing the algorithm's parameters did not change the Dice overlap coefficient substantially; however, it did affect the ease of use of the particle filter and the amount of manual intervention that was necessary. 
segmentation evaluation
After the parameters were optimized, the particle filter was used to segment the simulated MR images. The particle filter is shown tracing a small section of the simulated brain in Fig. 1 , respectively. The percent error ranged from 0.06% to 5.38% for brain segmentation and 2.45% to 22.34% for fluid segmentation in the simulated brain.
Although there exists a perfect ground truth for total CSF in the image, there is no proper ground truth for intra-brain CSF. The ground truth for CSF was created as any CSF within the ground truth brain, not connected to fluid outside the brain. Even without noise and RF inhomogeneity added to the simulation, the MRI simulation itself was enough to connect and disconnect boundaries between intra-and extra-brain fluid in many of the slices, making it impossible for the segmented intra-brain fluid to match perfectly with the ground truth.
Parameter optimization for ct
Parameter optimization was performed with a manually segmented CT data set to generate a ground truth image (see Appendix for construction details). The parameters were optimized by comparing the particle filter segmented data set to the ground truth manually segmented images using the Dice overlap coefficient.
Normative growth curves
Normative growth curves of brain and intra-brain volumes were created from 42 MRI data sets, obtained at ages 2 weeks, 6 months, and 1, 2, 3, 6, and 18 years. The volumes of brain and fluid as a function of age are shown in Fig. 2A and C, separated into male and female curves. Normative head circumference is also shown for comparison in Fig. 2B . The brain volume grows rapidly up to 2 years of age, after which the brain grows more slowly. The male brain grows faster than the female brain, a function of body size, 14 and is larger at age 18. The fluid volume increases until 2 years of age, then remains approximately the same. Sex has a smaller effect in the differences of fluid volumes. The normative head circumference curves show a similar shape to the brain volume curves. However, while brain volume growth levels off after 2 years of age, head circumference continues to increase almost linearly up to 18 years; indeed, the typical 1-cm thickening of the skull, scalp, and muscle during later childhood likely adds an additional several centimeters to head circumference not reflective of brain growth. The coefficient of multiple determination, R 2 , was used to test the effectiveness of a fit to a power law curve of the form y = Ax b , where 0 < b < 1. R 2 is a measure of goodness-of-fit and is the ratio of the regression sum of squares to the total sum of squares. 23 It quantifies how much of the variance in volume is explained by the given model. The R 2 values of the least-squares fitted curves (solid lines in Fig. 2A ) for normative male and female brain volumes are 0.86 and 0.90, respectively, reflecting a very good fit. For normative male and female fluid volumes, the values are both 0.25. Although our simple power-law growth model fit the brain growth curves well, it did not account well for CSF; indeed, CSF does not grow per se during development, and would not be expected to follow a biologically based model of growth.
Additionally, we compared our brain and fluid volumes to historical MRI data from Courchesne et al., 8 Giedd et al., 13 and Hüppi et al. 15 Our calculated brain growth curves for males (blue) and females (red), mean (solid lines) and variance (shaded regions), are superimposed over brain volume data from these 3 prior papers (markers) in Fig.  3 , showing excellent consistency and bridging the gap of development between full-term infants shown in Hüppi et al. 15 and 2-year-olds shown in Courchesne et al. 8 It is more difficult to compare our fluid volumes with previous work, as we are measuring intra-brain CSF, while Hüppi et al. 15 and Courchesne et al. 8 measured total CSF. Giedd et al.
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did not report CSF volumes. We obtained intra-brain CSF volumes that are less than the total CSF volumes reported in the previous 2 papers, as expected since we focused on intra-brain fluid. Intra-brain CSF will dilate the brain in hydrocephalus and have a direct effect on neurocognitive outcome (as shown in the second paper in this series 17 ), and in the evaluation of structural brain pathology such as temporal lobe epilepsy, parenchymal volume loss is related to intraventricular volume gain, as discussed in the third paper in this series. 16 Were there a need to extend this method to communicating hydrocephalus, additional steps would be needed to obtain external fluid volumes.
segmentation of Pediatric hydrocephalus ct images
We segmented 5 CT data sets of pediatric hydrocephalus. We employed the parameters optimized using our constructed CT ground truth image (see Appendix). A sample segmentation is shown in Fig. 4 (Fig. 4A is the CT image, Fig 4B is the segmented brain tissue, and Fig. 4C is the segmented intrabrain fluid). The adaptations needed to use the particle filter algorithm with CT data were minimal and consisted only of parameter adjustments. The correspondence of brain and fluid volume as calculated by the particle filter and manual segmentation using the Cavalieri technique is shown in Fig. 5 . The correlation coefficient (the Pearson product-moment correlation coefficient, calculated as the covariance of the 2 variables divided by the product of the variances), r, was 0.993 for brain measurements (p < 0.001) and 0.997 for fluid measurements (p < 0.001), demonstrating excellent correspondence between volumes calculated using the particle filter and the manual Cavalieri method.
Discussion
In this study, we employ a robust target-tracking algorithm, the particle filter, as a versatile automated imagesegmentation tool. The algorithm was validated with a simulated data set of T2-weighted MR images of the brain. Closed shapes represent volumes from Giedd et al.
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The solid green line represents the mean volume curve from Hüppi et al.
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of 100 preterm and full-term infants with gestational age at birth of 29-41 weeks. The insert shows the data from Hüppi et al. on enlarged axes, with the mean line in green and individual data points as open black circles.
The particle filter segmentation tool was then used to create normative growth curves of brain and fluid volumes using the NIH Pediatric MRI Data Repository. We validated the particle filter with CT images by measuring brain and fluid volumes in 5 data sets of pediatric hydrocephalus with the particle filter and manual Cavalieri methods. optimization Parameters for the particle filter were optimized by segmenting 2 simulated ground truth data sets, one without noise or RF inhomogeneity and the other with 5% noise and 40% RF inhomogeneity.
Our method does require user interference in the segmentation. We did not completely analyze the effects of different initial inputs on the results of the final segmentation. Nevertheless, the effects of user input did seem to be low. For example, if the user failed to place the seed point close enough to the boundary, the particle cloud did not move forward and the user simply selected another seed point. Additionally, variability of results between users was not fully explored; it will be important to study intraand interuser reliability in future work.
evaluation
The particle filter segmentation tool was evaluated on simulated MRI data sets ranging in noise from 0% to 9% and RF inhomogeneity from 0% to 40%. The algorithm was reasonably robust to large amounts of random noise and RF inhomogeneities. Images with large RF inhomogeneities could be preprocessed to remove these intensity gradients. 4 It is important to note, however, that a 40% RF inhomogeneity for brain scans at low field (1.5-3.0 T) is very large. Field strength inhomogeneities of 40% for brain scans are more commonly seen at 7 T. 30 The data used in this study from the NIH pediatric MRI database were all acquired at 1.5 T, where an RF inhomogeneity of 5% is expected. We recognize that while segmenting brain images with 40% inhomogeneities will be uncommon, especially in the clinical setting, it is nevertheless important to probe the performance of the segmentation tool under more extreme circumstances.
The particle filter segmented brain tissue more accurately than fluid. This, however, is expected given that there is much more brain to segment than fluid, which results in a smaller percent error for each misclassified voxel. Additionally, the ground truth image for CSF that was used was not a perfect representation of intra-brain CSF and was calculated not by anatomy, but by pixel connectivity prior to the MRI simulation. Although the evaluation process was not as accurate for fluid segmentation, the results were 
growth curves
Normative growth curves of brain and fluid volume were created from the NIH Pediatric MRI Database (Fig.  2) . Normative head circumference curves for males and females are shown in Fig. 2 for comparison. 24 As expected, brain volume development shows similarities in shape to head circumference development for the normal child. Males measure slightly larger than females in both curves as a function of body size, 14 and there is rapid growth up to 2 years of age. However, whereas brain volume growth slows after 2 years of age, head circumference increases linearly up to 18 years of age. It is likely that some of the increase in head circumference throughout childhood is due to thickening of skull, muscle, and scalp, rather than brain. There were very small differences seen in fluid volumes between males and females. Reiss et al. 22 have also shown this with a larger population, although this prior study was of children aged 5-17 years, and no evidence of brain growth with age was discernable in the findings.
We also show our brain growth curves overlain with data from Courchesne et al., 8 Giedd et al., 13 and Hüppi et al. 15 in Fig. 3 to show additional validation of our brain volume measurements. Each of these studies used MRI to calculate brain volumes at different ages. In this study, we show brain volumes over the very rapidly developing age range of birth to 2 years of age, which is not present in these previous studies, and connect this to the remainder of brain development through 18 years. Normative volume development at these ages is essential for studying brain volume development in neurological disorders of pediatric patients.
Pediatric hydrocephalus segmentation
Warf et al. 32 acquired CT scans and administered the Bayley Scales of Infant and Toddler Development, third edition (BSID-III) to African pediatric patients treated for hydrocephalus. We segmented 5 data sets from this study to calculate brain and fluid volumes. We show a very significant linear correlation between brain and fluid volumes as measured by the particle filter and with the manually segmented Cavalieri method. Additionally, very little bias is seen using the particle filter. If we are to understand and treat hydrocephalus and other neurological disorders with volumetry in the developing world, we need to be able to segment CT data quickly and reliably.
conclusions
This study represents the first use of a particle filter as an edge tracker in image segmentation, and offers a semiautomatic method to segment both pediatric and adult brain data from MR and CT images. It is quite feasible for clinicians to use this method to calculate brain and fluid volumes as diagnostic measures; nevertheless, extending our efforts to a true 3D segmentation tool, with only one seed point required, would improve usability and potentially increase accuracy. 33 Additionally, this method is very expandable. We use a very simple model of the brain boundary. The particle filter could easily be combined with a probabilistic atlas of the whole brain or for specific brain structures. Furthermore, the particle filter could be combined with different pixel classification methods and results from region growing techniques. 33 We applied the particle filter to create normative growth curves for brain and fluid volumes to study development between birth and 18 years of age. The brain volumes measured are consistent with previous work and add to the literature by more completely quantifying development between birth and 18 years of age. Study of this extended age range is necessary to understand differences in early brain and fluid growth in pediatric neurological diseases. The particle filter offers the tools to quickly and easily measure brain and fluid volumes over a wide variety of data, and indeed, studies using the particle filter to understand postsurgical outcome in pediatric hydrocephalus and epilepsy are reported in the companion papers that follow as parts 2 and 3. duced from the raw MRI data based on user-selected pixels of air, brain, and fluid (Appendix Fig. 1) .
Three slices are displayed to the user, corresponding to the first, second, and third quartiles of the image stack. The user is asked to select 10 voxels in these slices from each of 3 categories-1) air, 2) gray and white matter, and 3) fluid-for a total of 30 voxels. These points serve to calculate 2 intensity boundaries: t 1 , the boundary between air and brain; and t 2 , the boundary between brain and fluid. t 1 is calculated as the mean of the median intensity of the air voxels and the minimum brain voxel intensity. t 2 is the mean of the maximum brain intensity selected and the median fluid intensity. This process could be further automated, and the variability of the segmentation seemed to be low as long as the selected pixels were within tissue boundaries.
The intensity thresholds are used for classification by assigning likelihoods that a voxel contains a given tissue-brain or fluidbased on that voxel's neighborhood. A 5 × 5 mask with 13 non-zero unitary elements is created to define the pixel neighborhood (Eq. 1). For each pixel in the image, the likelihood that a pixel contains a given tissue is estimated as the fraction of pixels in the neighborhood with an intensity within the tissue region. This fraction is squared to increase contrast for the particle filter.
[Eq. 1]
edge tracing
The edge-tracing step of the algorithm extracts the brain from surrounding tissue by tracing the brain boundary. The edge tracer segments the brain likelihood map, while the original slice is shown to the user for accurate observation and intervention. During this step in the algorithm, the x-and y-components of the 2D intensity gradient are first calculated from the brain map after a Gaussian filter is applied (3 × 3 pixel neighborhood, standard deviation, σ = 3). Then, the user selects a seed point. Particles are initialized at the seed point and given a velocity in the direction of the boundary. Particles are then propagated along the boundary of the brain until a closed shape has been formed.
Particle State
To track the boundary of the brain, the particle filter represents the likelihood that a particular region of the image contains a brain boundary. Each particle (located at x n , y n ) computes the likelihood that the brain boundary lies on that pixel. The N particles are described by their state, x n , where n = [1,2,…, N].
where, ẋ n and ẏ n describe the particle's velocity in the x and y directions, respectively, x n and y n define the particle's position, and T indicates transpose.
Particle Filter Initialization
Particles are generated with positions on a line perpendicular to the brain boundary with a Gaussian distribution centered on the seed point with a standard deviation of 1.5. The direction of the edge is calculated using a Radon transform of the gradient magnitude image in the 11 × 11 neighborhood of the seed point (Appendix Fig. 2) . The Radon transform calculates a projection of the image intensity along a line oriented at angles from 0 to p radians. 9 The projection perpendicular to the edge will have the least uniform intensity, and thus the highest variance.
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The particle velocities are initialized in the direction of the edge with a speed of 1 pixel/time-step-slow enough to maintain detailed resolution, but fast enough for reasonable computation time. tion 0.05. A is the process matrix, defined to update the new position as the sum of the previous position and velocity multiplied by a time step of 1.
Step 2: The particle filter predicts the next measurement before actually taking the next measurement. The prediction and the actual measurement are then compared with the question: what is the probability that the predicted measurement has occurred given the actual measurement? In this algorithm, the prediction is the ideal brain edge and does not need to change. We therefore ask, what is the probability that we have the ideal brain edge given the actual measurement. The ideal brain edge has a maximum gradient, with minimum and maximum intensities in its pixel neighborhood. The predicted measurement, z*, is defined:
where ∇ x,max and ∇ y,max are the maximum value of the x-and y-component image gradients, and L max,global and L min,global are set to 1 and 0, the maximum and minimum values of the brain likelihood map. In practice, L min,global can be larger than 0 to bias the particle to track tighter on the brain boundary, and this value was set to 0.3. Once the predicted measurement is defined, a measurement, z k , at the particle location is taken.
where ∇ x,k and ∇ y,k are the x-and y-components of the 2D gradient at the particle location, and L max,k and L min,k are the maximum and minimum values of the brain likelihood map in the neighborhood of the particle, defined by Eq. 1. Measurement is obtained by lookup of the gradient image and brain likelihood map at the particle locations.
Step 3: Each particle is assigned a weight by calculating P(z*|z), the probability of the predicted measurement occurring given the particle measurement, assuming a Gaussian model of uncertainty in gradient and position. . These values were optimized experimentally. Additionally, if the particle is within 1 pixel of past boundary points (previous three boundary points in time not included), the particle weight is set to zero to avoid back-tracking.
Step 4: The particles are resampled according to their weights using a low variance sampling algorithm. 29 In this resampling method, the particles of lowest weight are discarded and the particles of highest weight are duplicated. The low variance sampler has the advantage of not discarding any particles if they are all of equal weight.
To illustrate this algorithm, we represent each weighted particle as a bar with width proportional to its weight. The particle weights are normalized so the sum of all weights is equal to 1. Appendix Fig.  4A shows an example of 5 particles with equal weight. A random number, r, is chosen between 0 and P −1 where P is the number of particles. In this example P −1 = 0.2. If the weight of particle 1, w 1 , is smaller than r, it is discarded. In this case, w 1 is larger than r and it is placed in the set of new particles. P −1 is added to r and we choose the next particle. If w 1 is greater than r +P −1 particle 1 is again added into the next set of particles. In this case, w 1 < r + P −1
. We then ask if the cumulative weight of particles 1 and 2, w 1 + w 2 , is greater than r +P −1 . In this case it is and particle 2 is added into the set of new particles. This process continues until we have an equal number of particles in the new set as were in the previous set. In Appendix Fig.  4A , all particles are of equal weight so none are discarded and none are duplicated. In Appendix Fig. 4B , however, the 5 particles are not weighted equally. If the same random number is chosen, we see that only particles 1, 2, and 4 move on to become the new set of particles, while particles 3 and 5 are discarded. Additionally, particles 2 and 4 are duplicated. It is possible, although less likely, for particles 3 or 5 to move on to the next set of particles if the random number were different. It remains possible (but unlikely) for particles of low weight to propagate to the resampled set. This is in fact desirable since they still represent a possible state. 29 aPPeNDiX Fig. 3 . The particle filter applied to the problem of edge tracing: a: The particles are propagated forward in time based on their local gradient. b: Measurements are taken at the new particle locations and each particle is weighted based on the likelihood that it is on the edge, shown as particle size. c: Particles are resampled based on weight, particles of highest weight are retained and possibly duplicated, and noise is added to particle position, while particles of lowest weight are dropped D: The process continues recursively and the new particles are propagated forward. The Radon transform of the image on the left with the variance at each degree overlaid in blue. The degree of the projection is on the abscissa and the variance is on the ordinate. The angle with the largest variance is perpendicular to the edge.
Resampling will always introduce bias into the distribution. Over time, this bias will reduce the size of the particle distribution as the filter reduces its measure of uncertainty. To avoid this process, the particles undergo roughening where extra Gaussian process noise, u ~ N(0,0.5), is added to position and velocity after the particles have been resampled.
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Repeat Steps 1-4: The particle filter is applied recursively until the seed point is reached, forming a closed shape, and a binary mask is created from the closed brain boundary. Error checks are in place to stop the particle filter before a closed shape is formed if either the mean of the particle weights becomes too low or a particle travels off the image. If either of these errors occur, the particle filter restarts from the seed point, traveling in the opposite initial direction. If an error occurs a second time, the user is prompted to enter a new seed point.
The covariance matrix was able to change the behavior of the particle filter by changing the importance that was placed on the different measurements. σ 2 ∇, x and σ 2 ∇, y were kept equal to each other, as were σ 2 max, L and σ 2 min, L . This was done to give equal importance to the x and y gradient and maximum and minimum values of the likelihood map neighborhood. The particle filter ran optimally when all of these values were equal.
The minimum expected tissue value, L min,global , should be equal to zero. However, in practice, the particle cloud tended to track the brain tissue better and stay close to the boundary when this number was increased to 0.3. Any higher and too much tissue was lost outside of the segmented mask. Because this number was larger than zero, it was necessary to dilate the segmented brain mask to correct for missing tissue just outside of the mask. It also helped to have an erosion step following the dilation step that acted to fill in small holes in pixel classification. 28 The brain mask was optimized to have a larger dilation step while the fluid mask was optimized to have a larger erosion step. The fluid mask required a larger erosion step so as not to include the fluid outside the brain.
Final segmentation
The final segmentation is created by multiplying the binary mask created in the edge-tracing step with the brain and fluid likelihood maps created in the classification step. This results in a soft segmentation where multiple tissue types can exist in a single pixel with different probabilities. 3 The soft segmentation is thresholded to create a hard, or binary, final segmentation of brain and fluid.
For example, one voxel could be 70% brain and 30% fluid in a soft segmentation. The conversion to a hard segmentation would label this voxel as purely brain since it is more likely to contain more brain than fluid. The total volume is estimated by multiplying the voxel volume by number of voxels.
user interface
Each slice of an image stack is segmented independently. Note that the user has the option to add as many boundaries as needed to completely segment the brain. Further, a post-processing step can be applied if the particle filter fails to create a closed shape, misses obvious tissue or segments tissue that is not brain. Here, we use a semi-automatic live-wire edge-tracing algorithm that snaps to nearby edges for this post-processing option.
evaluation
The particle filter segmentation tool was evaluated using a simulated T2-weighted MRI from the Montreal Neurological Institute BrainWeb. 6, 7 These data sets are of a single brain, simulated with different levels of noise and RF inhomogeneity. The percent noise is the percent ratio of the standard deviation of the white Gaussian noise versus the signal for CSF. The RF inhomogeneity is represented by linearly scaled intensity gradients added to the image. The data set has a 3-mm slice thickness with a 1 × 1-mm in-plane resolution. The algorithm was optimized using two simulations, the first without noise or intensity non-uniformity, and the second with 5% noise and 40% non-uniformity. Parameters optimized included the calculation of intensity thresholds, covariance matrix, the predicted measurements, as well as the option to dilate and erode the segmented mask (Appendix Table 1 ).
28 Binary dilation allows the mask to expand by changing any pixel of value 0 to 1 if it is connected to a pixel of value 1. Similarly, binary erosion shrinks the mask by changing any pixel of value 1 to 0 if it is connected to a pixel of value 0.
28 As each parameter was adjusted, the Dice overlap coefficient, D(A,B), was measured, where A is the segmented region and B is the region of the ground truth.
10,34 The parameters were individually adjusted until the Dice coefficient was maximized for the segmentation of the 2 simulations. is added to a random number, r, P times, and the corresponding particle is placed into the set of new particles, p i .
where ∩ indicates intersection. D(A,B) is 1 for perfect overlap, and 0 for no overlap.
After optimization, the algorithm was tested with simulations of 0%-9% noise and 0%-40% intensity nonuniformity. The segmentation for brain and fluid was compared with the ground truth using the segmented volume and the Dice overlap measure.
adaptation for ct images
This method was adapted for use with CT DICOM images to demonstrate the versatility of the particle filter algorithm. As there is no ground truth for CT data, we optimized the algorithm using one CT data set that was segmented manually using AMIRA 5.2 (Visage Imaging). AMIRA was used to assign each pixel in the image as brain, fluid, or neither. This allows us to optimize the algorithm with the same method that was used for MRI data. The tissue classification thresholds, covariance matrix, minimum expected tissue value, thresholds to convert the soft brain and fluid segmentations to hard segmentations, and the number of pixels to dilate and erode the final brain and fluid masks were all adjusted to obtain the largest Dice overlap measure (Appendix Table 2 ).
10,34
We then segmented 5 CT data sets of pediatric hydrocephalus with the particle filter and, for validation, by hand using the Cavalieri method with Stereo Investigator (MicroBrightField Sciences). The Cavalieri method uses a randomly assigned grid with intermarker distance of 5 mm overlain on the CT images. Markers within the region of interest were assigned to either brain or fluid. The Pearson product-moment correlation coefficient, r, was used to measure the linear correlation between measurements with the particle filter and Cavalieri methods. It is calculated as the estimate of the covariance of the 2 variables divided by the product of the variances.
12 This is followed by a 1-tailed t-test to measure the significance of the correlation. We have archived data samples and code for the particle filter, which are available for download as a Code Archive here. Links to online video clips demonstrating the particle filter tracking the edge of the brain on CT and MR images are provided within the text.
For CT images, the threshold between air and fluid, t 1 , was calculated as the minimum value of fluid selected minus 2% (0.02). The threshold between brain and fluid, t 2 , was calculated as the mean of the maximum value of fluid selected and the minimum value of brain selected. The threshold between brain and skull was calculated as the maximum value of brain selected plus 2% (0.02). The elements of the covariance matrix S were defined as: σ . The minimum and maximum expected tissue values, L max,global and L min,global from Eq. 5, were set to 1 and 0.5 for CT, which became the maximum and minimum values of the brain likelihood map. This means that we no longer expect a pixel containing tissue at the edge of the brain to have a value between 1 and 0 (where 1 is white and 0 is black). Setting the minimum expected tissue value to 0.5 serves to bias the particle cloud to follow the brain more tightly and reduces the chances of the cloud veering off track. 
