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vAbstract
The fully automatic extraction of anatomical structures from medical image data is an
ill-posed problem. Often it cannot be solved satisfactorily without taking additional high
level information about the shape of the particular structure into account. Since the early
1990s, the so-called Statistical Shape Models (SSMs) have arisen as a powerful means in
order to integrate this shape information into the segmentation process.
Statistical shape models are used to describe the shape variability that resides within a
particular object class. The needed information is thereby extracted from a set of hand-
labeled training shapes. In the majority of shape models, the variability inside the ob-
ject class is represented by global linear combinations of several training shapes. Yet, a
widespread problem is that the number of hand-labeled training shapes is often insuf-
ficient in order to model the variability of complex object classes. This is because gen-
erating hand-segmented reference data is a tedious and time-consuming task. Common
approaches to cope with this problem are to partition the shapes and to model the shape
variability independently across the predefined segments or to allow artificial shape vari-
ations which cannot be explained through the training data. However, both approaches
have their drawbacks.
In this thesis, we propose another approach to handle the problem of limited training
data without the need for any predefined segments and without allowing shape variations
which cannot be explained through the training data. We call our approach the Locally
Deformable Statistical Shape Model (LDSSM). Our idea is to allow a unique solution
in each element of the underlying data domain and to couple the local solutions via
smoothness constraints. This new formulation allows us to model complex object classes
with only a few training shapes at hand.
Furthermore, we provide a sound mathematical foundation in order to embed our new
LDSSM as a shape prior into the well-known variational image segmentation framework,
and we show how it can be used to seamlessly adapt from a globally shape constrained
segmentation result to a locally shape constrained segmentation result. We demonstrate
the excellent performance of our new approach in several two-dimensional as well as three-
dimensional image segmentation and shape reconstruction tasks.
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Kurzfassung
Die vollautomatische Extraktion von anatomischen Strukturen aus medizinischen Bild-
daten ist ein sehr schwieriges Problem. Oft kann dieses Problem nicht ohne die Zuhilfe-
nahme von zusätzlichen Informationen über die Form der zu extrahierenden Strukturen
zufriedenstellend gelöst werden. Anfang der 1990er Jahre wurden aus diesem Grund die
sogenannten statistischen Formmodelle vorgestellt. Sie haben sich schnell als wirksames
Mittel etabliert, um die benötigten Forminformationen zu liefern.
Statistische Formmodelle werden verwendet, um die Variabilität der Form innerhalb einer
bestimmten Objektklasse zu beschreiben. Die benötigten Informationen werden dabei aus
einer Menge von handsegmentierten Trainingsbildern extrahiert. In den meisten Form-
modellen wird die Variabilität durch die Linearkombination von mehreren dieser handseg-
mentierten Trainingsformen dargestellt. Leider ist die Erzeugung von handsegmentierten
Trainingsformen eine mühsame und zeitraubende Aufgabe. Deshalb ist deren Anzahl meist
sehr begrenzt, sodass die Variabilität der entstehenden Modelle oft zu gering ist, um kom-
plexe Objektklassen ausreichend genau zu repräsentieren. Existierende Ansätze um dieses
Problem zu lösen bestehen darin, die Formen zu partitionieren und die Formvariabilität
anschließend in den einzelnen Segmenten zu modellieren oder die Variabilität der Modelle
durch künstliche Informationen zu erweitern, die nicht durch die Trainingsdaten erklärt
werden können. Beide Ansätze haben ihre Nachteile.
In dieser Arbeit schlagen wir einen anderen Ansatz vor um die Anzahl an benötigten Trai-
ningsdaten sehr stark zu reduzieren. Unser Ansatz kommt ohne Partitionierung der Form
aus und er fügt auch keine künstlichen Variationen hinzu. Wir nennen unseren Ansatz
lokal deformierbares statistisches Formmodell. Unsere Idee ist es, in jedem Element des
Bildbereichs eine eigene Lösung zuzulassen und diese lokalen Lösungen über Glattheitsbe-
dingungen miteinander zu koppeln. Diese neue Formulierung ermöglicht es uns, komplexe
Objektklassen mit nur wenigen vorhandenen Trainingsdaten zu modellieren.
Darüber hinaus stellen wir einen mathematischen Ansatz vor, der die Verwendung unseres
lokal deformierbaren Modells als Forminformation in aktuellen Bildsegmentierverfahren
ermöglicht, die auf der Variationsrechnung basieren. Wir zeigen die exzellente Performanz
unseres neuen Ansatzes in mehreren zwei- als auch dreidimensionalen Bildsegmentierauf-
gaben sowie bei der Rekonstruktion von unvollständigen Formen.
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1Chapter 1
Basics
We assume that the reader of this thesis has a sound understanding of digital image
processing methods. Some good textbooks about digital image processing are e.g. [130],
[56], or [45]. The purpose of this chapter is to provide the reader with additional basics
that are needed for the understanding of this thesis. We will first give some fundamental
mathematical naming conventions in section 1.1. Afterwards, in sections 1.2 and 1.3, we
will continue the mathematical introduction by briefly repeating some basics from vector
calculus and by introducing the calculus of variations. With these mathematical tools at
hand, we will subsequently present the so-called level set methods in section 1.4, an elegant
way to represent curves and surfaces. Finally, in section 1.5, we will put it all together
in order to obtain a powerful approach to image segmentation problems which plays an
important role throughout this thesis.
1.1 Naming Conventions
We start the introductory chapter with some elementary mathematical naming conven-
tions that are important for the understanding of this thesis.
Vectors, or vector-valued functions, are always interpreted as row-vectors. They are de-
noted by small or capital letters overlain with an arrow. So, a vector ~a ∈ Rn or ~A ∈ Rn is
given as
~a = (a1, . . . , an) or ~A = (A1, . . . , An) , (1.1)
respectively.
2 1 Basics
Matrices are denoted by bold capital letters. So, a matrix A ∈ Rm×n is given as
A =

A11 . . . A1n
... . . . ...
Am1 . . . Amn
 . (1.2)
The Inner Product of two vectors ~a ∈ Rn and ~b ∈ Rn, or also scalar product or dot
product, is defined as
〈~a,~b〉 = ~a~bT = (a1, . . . , an)

b1
...
bn
 = a1b1 + · · ·+ anbn . (1.3)
The Outer Product of two vectors ~a ∈ Rn and ~b ∈ Rn, or also tensor product, is defined
as
~a⊗~b = ~aT ~b =

a1
...
an
 (b1, . . . , bn) =

a1b1 a1b2 . . . a1bn
a2b1 a2b2 . . . a2bn
... ... . . . ...
anb1 anb2 . . . anbn
 . (1.4)
1.2 Vector Calculus
In this section, we repeat some basics from vector calculus that occur in the mathematical
derivations from the upcoming chapters. Additionally, these basics are crucial for the
understanding of the calculus of variations which we are going to introduce in the next
section.
The vector calculus is a branch of mathematics that deals with the differentiation and
integration of vector fields in two or more dimensions. We are especially interested in
real-valued vector fields, the so-called scalar fields, i.e. functions that map from a multi-
dimensional domain Ω ⊂ Rd, where typically d ∈ {2, 3}, to the field of real numbers
R. Such a scalar field I : Ω ⊂ Rd → R may represent for example two-dimensional or
three-dimensional image information. For d = 2 we interpret the function I as an image
and for d = 3 we interpret I as a volumetric image, respectively. Other scalar fields in this
thesis are the level set function which will be introduced in section 1.4 and the weight
fields which we will introduce in chapter 3.
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Pixels and Voxels
In two dimensions, the elements of the domain Ω are often called pixels and in three
dimensions they are often called voxels. The term pixel is a short form for picture element
and the term voxel is a short term for volume element, respectively. In this thesis, we are
considering two-dimensional (2D) as well as three-dimensional (3D) image information.
So, everywhere were both terms pixel as well as voxel are appropriate, we will use the
general term element in order to avoid confusion.
The Gradient and Necessary Condition for a Minimum
A common task in ordinary vector calculus is to find the minima of a scalar field. A
necessary condition for a minimum in a certain point is that the gradient of the scalar
field equals zero in the sought-after point. For a scalar field h : Rd → R, i.e. h is a
real-valued function of d variables, the gradient is defined as [23, ch. 13.2.2]
∇h(x1, . . . , xd) =
(
∂h
∂x1
, . . . ,
∂h
∂xd
)
, (1.5)
where ∂h
∂xi
denotes the partial derivative of the function h with regard to the variable xi.
Then, the necessary condition for a minimum can be written as [23, ch. 18.2.5]
∇h(x1, . . . , xd) = ~0d , (1.6)
where ~0d is a d-dimensional row-vector that consists only of zeros.
Directional Derivative
The directional derivative of a scalar field h describes the rate of change of the multivariate
function h : Rd → R in the direction of a vector ~p ∈ Rd. It can be obtained as the inner
product of the gradient with the normalized vector ~p [23, ch. 13.2.2.2]:
∇~p h = 〈∇h, ~p||~p||〉 . (1.7)
So, the directional derivative is equal to the signed length of the projection of the gradient
onto the vector ~p. In the case that ~p is a unit vector, it reduces to
∇~p h = 〈∇h, ~p〉 . (1.8)
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Descent Direction
For a scalar field h : Rd → R, a descent direction ~p ∈ Rd in a point ~x is a direction along
which the directional derivative is negative [23, ch. 18.2.1.2]:
〈∇h(~x), ~p〉 < 0 . (1.9)
One specific descent direction is the negative gradient −∇h(~x) of the function h, because
when we insert −∇h(~x) into equation (1.9), we obtain
〈∇h(~x),−∇h(~x)〉 = −||∇h(~x)||2 ≤ 0 . (1.10)
So, as long as the negative gradient differs from zero, it indicates a descent direction of the
function h. In fact, the negative gradient always points in the direction of steepest descent,
i.e. the direction in which the function values decrease the most [23, ch. 18.2.5.1].
Descent Methods
A common way to find a local minimum of a scalar field h is to start with an initial guess
~x0 for the minimum, choose a descent direction ~p in the point ~x0, and take repeated steps
in the descent direction:
~xk+1 = ~xk + γk ~pk , (1.11)
where k ∈ N denotes the k-th iteration and γk ∈ R is the step size in each iteration.
Equation (1.11) is iterated until a stationary point of the function h is reached which most
likely indicates a local minimum as we are moving in a descent direction of the function
h.1 In the case that the negative gradient is chosen as a descent direction, equation (1.11)
becomes
~xk+1 = ~xk − γk∇h(~xk) , (1.12)
which is called gradient descent method or alsomethod of steepest descent [23, ch. 18.2.5.1].
A necessary condition for a minimum of a scalar field has been given in equation (1.6).
This means that the gradient descent method should stop at the desired local minimum
as the gradient becomes zero. However, in practical implementations the gradient will
never exactly be zero due to noise in the data or numerical quantization errors. So, it is
a common practice to either iterate equation (1.11) for a fixed number of iterations or to
check whether two consecutive solutions ~xk and ~xk+1 lie within a predefined convergence
tolerance  and stop iterating equation (1.11) in the case that the following termination
condition is fulfilled:
||~xk+1 − ~xk||2 <  . (1.13)
1The second possibility would be a saddle point.
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x
h(x)
P1 = (x1, h1)
P2 = (x2, h2)
h1
h2
x1 x2
Figure 1.1: Depiction of the brachistochrone curve on which the blue body reaches the
point P2 in shortest time when starting with zero velocity in point P1.
1.3 Calculus of Variations
The vector calculus, introduced in section 1.2, enables us to find the minima or maxima
of a vector field. As we will see later on, in this thesis we will additionally deal with
the question which function h minimizes or maximizes a functional E. A functional is a
mapping that maps a function h, defined inside a function space Γ, to the field of real
numbers R so that E : Γ → R and E : h 7→ E(h). In order to answer this question, we
need the calculus of variations.
The calculus of variations originates from the so-called brachistochrone problem where
one searches for the curve along which a body has to move in order to reach a given end
point P2 = (x2, h2) from a given start point P1 = (x1, h1) in shortest time when the body
is accelerated only by constant gravity g and the friction is neglected (see figure 1.1). In
this case, the function h describes the curve and the functional E describes the time that
the body needs to travel from point P1 to point P2 along the curve h [87]:
E(h) =
∫ x2
x1
√√√√ 1 + h′(x)2
2g(h1 − h(x)) dx . (1.14)
The curve that minimizes this functional is called a brachistochrone curve, hence the name
brachistochrone problem. Another example for a functional is the entropy of a function. It
is defined as [55]
E(h) = −
∫
h(x) ln h(x) dx . (1.15)
6 1 Basics
In this thesis, we will later introduce functionals that are of the form
E(h) =
∫
Ω
F (h, ∂h
∂x1
, . . . ,
∂h
∂xd
, x1, . . . , xd) d~x . (1.16)
In equation (1.16), the functional E maps a function h : Rd → R with multiple arguments,
i.e. h : ~x 7→ h(~x) with ~x = (x1, . . . , xd), to the field of real numbers R by integrating a
term F over a multi-dimensional domain Ω ⊂ Rd. The term F thereby depends on the
function h, its partial derivatives ∂h
∂x1
, . . . , ∂h
∂xd
and its arguments x1, . . . , xd.
The Functional Derivative
Now, the question arises how to find the minima of the functional E. In order to find the
function h which minimizes a functional E, we can generalize the necessary condition for
a minimum from ordinary vector calculus (equation (1.6)) to the calculus of variations.
For this purpose, we need to extend the gradient from equation (1.5) to functionals by
introducing the so-called functional derivative (or Fréchet derivative) [55]. The functional
derivative describes the change of the functional E that occurs when the function h is
varied in a certain point x. In the style of the above-mentioned partial derivative of
a multivariate function, the functional derivative of a functional E with regard to the
function h in point x is denoted as
∂E(h)
∂h(x) . (1.17)
For a functional that is of the form
E(h) =
∫
F (h, h′, x) dx , (1.18)
i.e. the functional E maps an univariate function h : R→ R to the field of real numbers
R by integrating over a term F that depends on the function h, its derivative h′ and its
argument x, the functional derivative can be obtained as [87, 23, ch. 10.3.2]
∂E(h)
∂h(x) =
∂F (h, h′, x)
∂h
− d
dx
∂F (h, h′, x)
∂h′
. (1.19)
By setting equation (1.19) to zero, we obtain a necessary condition for a minimum of the
functional E from equation (1.18):
∂F (h, h′, x)
∂h
− d
dx
∂F (h, h′, x)
∂h′
= 0 . (1.20)
Equation (1.20) is called the Euler differential equation of the calculus of variations [23,
ch. 10.3.2], or also Euler–Lagrange equation as it has the same structure as the Lagrange
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equations of the second kind in classical mechanics [87]. An exact solution of the Eu-
ler–Lagrange equation exists only for some simple problems [23, ch. 10.5]. In most cases,
one uses numerical methods to obtain the desired solution. The most straightforward way
to find a minimum of the functional E is to perform functional gradient descent [13, 23,
ch. 10.5]:
hk+1(x) = hk(x)− γk ∂E(h
k)
∂hk(x) , (1.21)
where k ∈ N denotes the k-th iteration and γk ∈ R is the step size in each iteration.
Differentiation Rules
For the functional derivative most of the differentiation rules from ordinary vector calculus
apply [58]. In this thesis, we need the following three properties:
1. The functional derivative is linear : Let F : Γ→ R and G : Γ→ R be two functionals
that map from a function space Γ to the set of real numbers R so that a function h ∈ Γ
is mapped to F (h) and G(h), respectively. Then, for two real constants a ∈ R and
b ∈ R, it holds that [96]
∂(aF (h) + bG(h))
∂h(x) = a
∂F (h)
∂h(x) + b
∂G(h)
∂h(x) . (1.22)
2. The product rule applies: Let again F : Γ→ R and G : Γ→ R be two functionals that
map from a function space Γ to the set of real numbers. Then, for the product of the
two functionals the derivative is given as [58]
∂(F (h)G(h))
∂h(x) =
∂F (h)
∂h(x) G(h) + F (h)
∂G(h)
∂h(x) . (1.23)
3. The chain rule applies: Let F : Γ → R be a functional given on some function space
Γ. Now, we consider an element G : x → G(x) in Γ which is again a functional
depending on some function k : y → k(y). We further denote this as G(k)(x). Then,
via k → F (G(k)), F becomes a functional that depends on the function k itself and
the functional derivative of F with regard to k at point y is given as [49]
∂F (G(k))
∂k(y) =
∫ ∂F (G)
∂G(x)
∂G(k)(x)
∂k(y) dx . (1.24)
Also, when we replace the functional G(k)(x) by an ordinary function g(k), the integral
vanishes and we get [58]
∂F (g(k))
∂k(y) =
∂F (g)
∂g(k(y))g
′(k(y)) . (1.25)
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Functionals of Functions with Multiple Arguments
A very useful extension of equation (1.19) allows us to determine the functional derivative
of the functional E that has been defined in equation (1.16), i.e. a functional that maps a
multivariate function h : Rd → R to the field of real numbers R by integrating a term F
over a multi-dimensional domain Ω ⊂ Rd, where the term F depends on the function h, its
partial derivatives ∂h
∂x1
, . . . , ∂h
∂xd
and its arguments x1, . . . , xd. In this case, the functional
derivative is given as [87, 23, ch. 10.4.2]
∂E(h)
∂h(~x) =
∂F
∂h
−
d∑
u=1
∂
∂xu
∂F
∂
(
∂h
∂xu
) . (1.26)
Functionals of Multiple Functions
Another useful extension of equation (1.19) considers functionals E that depend on mul-
tiple scalar functions h1, . . . , hm, with hi : R→ R:
E(h1, . . . , hm) =
∫
F (h1, . . . , hm, h′1, . . . , h′m, x) dx . (1.27)
In this case, the partial functional derivative of the functional E with regard to the
function hi is obtained with the help of equation (1.19) to
∂E(~h)
∂hi(x)
= ∂F (h1, . . . , hm, h
′
1, . . . , h
′
m, x)
∂hi
− d
dx
∂F (h1, . . . , hm, h′1, . . . , h′m, x)
∂h′i
, (1.28)
where ~h = (h1, . . . , hm) are all scalar functions combined in one vector-valued function
~h : Rd → Rm. Then, the functional derivative of the functional E with regard to the
vector valued function ~h is given as the vector of the partial functional derivatives [87, 23,
ch. 10.3.5]:
∂E(~h)
∂~h(x)
=
 ∂E(~h)
∂h1(x)
, . . . ,
∂E(~h)
∂hm(x)
 , (1.29)
and the necessery condition for a minimum
(
∂E(~h)
∂~h(x) = ~0m
)
leads to a system of m Euler-
Lagrange equations, one for each function hi:
∂F (h1, . . . , hm, h′1, . . . , h′m, x)
∂h1
− d
dx
∂F (h1, . . . , hm, h′1, . . . , h′m, x)
∂h′1
= 0
...
∂F (h1, . . . , hm, h′1, . . . , h′m, x)
∂hm
− d
dx
∂F (h1, . . . , hm, h′1, . . . , h′m, x)
∂h′m
= 0 .
(1.30)
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The Functional Differential
The generalization of the directional derivative from ordinary vector calculus (c.f. sec-
tion 1.2) to the calculus of variations is called the functional differential (or Gâteaux
derivative). It gives the rate of change of the functional E(h) along a function f ∈ Γ:
dE(h; f) =
∫ ∂E(h)
∂h(x) f(x) dx (1.31)
1.4 Level Set Methods
Now, having defined the mathematical basics, another important point is the mathemat-
ical representation of moving curves and surfaces. This is important because later on in
this thesis we will model the high-level shape information with the help of closed curves
or surfaces, respectively. The most simple way is to represent curves and surfaces in a
Lagrangian framework, i.e. as a set of connected points (c.f. section 2.1). However, this
simple description has some severe drawbacks when the curve or surface evolves over time.
For example, one has to explicitly deal with self-intersections and topology changes.
In order to deal with these problems, the so-called level set methods have been introduced
by Osher and Sethian in 1988 as a new way to describe moving interfaces [93]. Instead
of describing moving curves and surfaces in a Lagrangian framework, Osher and Sethian
proposed to describe them in an Eulerian framework as the zero level set of a higher-
dimensional embedding function, the so-called level set function. Their technique is used
in a variety of different applications, e.g. fluid dynamics, materials science, computational
geometry, robot motion planning, and image processing [115]. We will introduce the level
set function in section 1.4.1. Afterwards, in section 1.4.2, we will introduce the famous
level set equation which can be used to evolve the level set function over time.
1.4.1 Level Set Function
One can represent a closed curve C : [a, b] → Ω ⊂ R2 with C(a) = C(b) via the set of
points in which a higher-dimensional embedding function Φ : Ω→ R equals zero:
C = {~x | Φ(~x) = 0} . (1.32)
The set defined in equation (1.32) is called the zero level set of the level set function Φ and
hence C is also called zero level curve of the function Φ. Equation (1.32) also applies for
closed surfaces in three dimensions or closed hypersurfaces in even higher dimensions.
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⇒
(a): Left: Boundary (red curve) and interior (blue region) of the paranasal sinuses. Right: Cor-
responding implicit level set representation with highlighted zero level set (red curve).
(b): Depiction of a zero level curve (black) undergoing topology changes when the red level set
function is modified. The zero level plane is depicted in blue.
Source: Modified from Wikipedia (public domain).
Figure 1.2: Exemplary level set representations of different curves.
In general, one can represent a (d− 1)-dimensional hypersurface C as the zero level set of
a d-dimensional embedding function Φ (where d = 2 for curves and d = 3 for surfaces) [23,
chapter 17.1.4.1]. It is common to use the signed distance function as higher-dimensional
embedding function. The signed distance function is defined in any element ~x of the
domain Ω as the shortest Euclidean distance to the nearest point ~p on a closed curve
C. Positive distances are used for elements ~x that reside outside the closed curve C
and negative distances are used for elements ~x that reside inside the closed curve C,
respectively2:
Φ(~x) = sign(~x) min
~p∈C
‖~x− ~p‖ , (1.33)
where sign(~x) takes the value −1 if the point ~x lies inside the closed curve C and +1
otherwise. An example for a signed distance representation of a closed curve can be
seen in figure 1.2(a). A major advantage of such an implicit zero level representation of
a moving curve, in contrast to e.g. an explicit parametric curve representation, is that
topology changes of the moving curve are handled implicitly by the level set function (c.f.
figure 1.2(b)).
2Please note that the reverse definition is also widespread, i.e. positive distances are used for elements
inside the closed curve and negative distances are used for elements outside the curve, respectively.
However, the derivations from the following sections are based on the first mentioned definition.
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Figure 1.3: Zero level set (black curve) and normalized gradient vectors (black arrows)
of the level set function Φ. The normalized gradient vectors represent the
outward pointing normal vectors of the curve.
For all ~x ∈ C, the gradient ∇Φ(~x) of the level set function Φ is always normal to the
zero level curve C [115, equation (1.8)]. This is because the zero level set represents an
isocontour of the level set function, and the gradient of a function is always orthogonal
to the isocontours of the function as it points in the direction of maximal function value
increase. This can be seen when we assume that an isocontour C is given as a parameter-
ized curve C : R → Ω with curve parameter α. As the values of the level set function Φ
on the isocontour C are constant, the derivative d
dα
Φ(C(α)) of Φ along the curve is always
zero. By the chain rule we get
d
dα
Φ(C(α)) = 〈∇Φ(C(α)), d
dα
C(α)〉 = 0 . (1.34)
This implies that the result of the dot product between the gradient of the level set
function ∇Φ(C(α)) and the tangent vector of the curve d
dα
C(α) is always zero. Thus, the
gradient of the level set function has to be orthogonal to the tangent vector of the curve
in each point on the curve.
As the gradient ∇Φ always points in the direction of maximal function value increase,
~n = ∇Φ||∇Φ|| represents the outward pointing normal when the values of the level set function
inside the closed curve C are negative, and ~n represents the inward pointing normal when
the values of the level set function inside the closed curve C are positive, respectively. This
property is shown in figure 1.3. When Φ is a signed distance function, we additionally
have ||∇Φ|| = 1 so that ~n = ∇Φ [115, chapter 11.3].
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1.4.2 Level Set Evolution
In this section, we want to answer the question how to evolve the level set function Φ
over time in order to model moving contours. At first, one has to expand the domain of
the level set functions by an additional time dimension in order to being able to model
a time-varying level set function. By doing this, such a time-varying level set function is
defined as Φ : Ω × R+0 → R, where R+0 (the set of positive real numbers including zero)
represents the additional time axis.
Now, to derive a motion equation that describes the moving contour, one considers the
position of a point ~x0 that belongs to the zero level set C of the level set function Φ.
When the level set function Φ evolves, the position of the point ~x0 changes over time. In
this process, the fundamental requirement which each point ~x0 on the zero level set C of
the evolving function Φ has to fulfill at any time t is that its value must always be zero:
Φ(~x0(t), t) = 0 . (1.35)
However, this requirement is not sufficient in order to model the moving contour as it
neglects the remaining elements of the level set function Φ. In order to obtain a consistent
motion equation, the points ~xl on every other level set Cl = {~xl | Φ(~xl) = l} have to move
as well in an appropriate way.3 So, equation (1.35) generalizes to
Φ(~xl(t), t) = l , ∀l ∈ R . (1.36)
Now, in order to find out how the level set function Φ evolves over time, one differentiates
equation (1.36) with regard to t. By the chain rule, one obtains the following partial
differential equation which describes the temporal variation of the level set function Φ:
〈∇Φ(~x(t), t), d
dt
~x(t)〉+ d
dt
Φ(~x(t), t) = 0 . (1.37)
By moving the first term on the left hand side of equation (1.37) to the right hand side,
it can be rewritten as
d
dt
Φ(~x(t), t) = −〈∇Φ(~x(t), t), d
dt
~x(t)〉 . (1.38)
The second term in the inner product on the right hand side of equation (1.38) represents
the change in location of a point ~x at time t. It can be interpreted as a time-varying
velocity ~v(~x(t)). When one assumes that the change in location of a point ~x depends only
on the location of the point, but not on the time t, the time-varying velocity ~v(~x(t)) can
be simplified to a time-independent velocity v(~x).
3Appropriate means for example that the remaining elements have to move in a way such that the level
set function remains the signed distance function [115]. We will come back to this point in section
1.4.3.
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Then, the right hand side of equation (1.38) is given as the dot product between the
elements of a velocity field ~v : Ω → R and the gradient ∇Φ of the level set function. So,
one can simplify equation (1.38) to
d
dt
Φ(~x(t), t) = −〈∇Φ(~x(t), t), ~v(~x)〉 . (1.39)
Now we have obtained a description of how the level set function Φ evolves under the
influence of a velocity field ~v : Ω → R. This equation is also called transport equation as
it is as well used to model how physical quantities are transported under the influence of
the velocity field ~v [16]. When we expand equation (1.39) to
d
dt
Φ(~x(t), t) = −||∇Φ(~x(t), t)|| 〈 ∇Φ(~x(t), t)||∇Φ(~x(t), t)|| , ~v(~x)〉 , (1.40)
it can be seen that the second term on the right hand side of equation (1.40) is the
directional derivative of the level set function Φ along the velocity vector ~v, i.e. the rate
of change of the level set function along the vector ~v (c.f equation (1.7)). The other way
around, this also means that only the fraction of the velocity which acts parallel to the
normal of the evolving level curves has an influence on the level set evolution. This is
not surprising as an evolution tangential to the normal would have no influence on the
location of the level curves. Consequently, when we give the dot product from equation
(1.39) in its magnitude/phase representation:
d
dt
Φ(~x(t), t) = −||∇Φ(~x(t), t)|| ||~v(~x)|| cos(∇Φ(~x(t), t), ~v(~x)) , (1.41)
the magnitude of the velocity normal to the level curves is given as
F (~x) = ||~v(~x)|| cos(∇Φ(~x(t), t), ~v(~x)) (1.42)
and equation (1.39) can be further simplified to
d
dt
Φ(~x(t), t) = −||∇Φ(~x(t), t)||F (~x) . (1.43)
This is the famous level set equation as defined by Osher and Sethian in [93]. It describes
how the level curves of the level set function Φ evolve when a velocity with magnitude F
is applied in normal direction.
1.4.3 Level Set Methods for Image Segmentation Problems
The level set framework can be used for image segmentation tasks. One of the earliest
approaches has been proposed by Malladi et al. [86]. They defined the velocity
F = g (1− β κ) (1.44)
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Figure 1.4: Example of an edge-indicator function g: The smoothed (normalized) image
values Gσ ∗ I are shown as a dashed blue line and the edge indicator function
g is shown in solid red, respectively.
so that the level set equation (1.43) becomes
d
dt
Φ = −g (1− β κ) ||∇Φ||
= −g ||∇Φ||+ g β κ ||∇Φ|| ,
(1.45)
where g is an edge indicator function, κ denotes the curvature of the zero level curve, and
β ∈ R is a scalar weighting factor. The edge indicator function g is defined as
g(I) = 11 + ||∇(Gσ ∗ I)||2 , (1.46)
where I : Ω→ R denotes the image and Gσ is a Gaussian smoothing kernel with standard
deviation σ.4 An example of the edge-indicator function g can be seen in figure 1.4. The
edge-indicator function approaches zero in image regions with large gradient magnitudes,
which most likely indicate edges in the image, and it is close to one otherwise. This means
that the first term on the right-hand side of equation (1.45) drives the zero level curve
outwards with unit speed and it slows down in regions which are likely to contain image
edges. Ideally, the zero level set expansion should stop at the image edges.
The second term on the right hand side of equation (1.45) describes a curve that moves
under its curvature κ, which is also called Euclidean curve shortening flow. The curvature
can be obtained as the divergence of the unit normal vector of the curve [115, ch. 1.3]:
κ = div
( ∇Φ
||∇Φ||
)
= 〈∇, ∇Φ||∇Φ||〉 . (1.47)
4The operator ’∗’ in eq. (1.46) denotes a convolution.
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(a): 0 iter. (b): 50 iter. (c): 100 iter. (d): 300 iter. (e): 600 iter. (f): 900 iter.
(g): 1200 iter. (h): 1500 iter. (i): 1800 iter. (j): 2100 iter. (k): 2350 iter. (l): 2400 iter.
Figure 1.5: Curve moving under the Euclidean curve shortening flow.
For d = 2, equation (1.47) reads [115, equation (1.9)]
κ =
∂2Φ
∂x2 (
∂Φ
∂y
)2 − 2∂Φ
∂x
∂Φ
∂y
∂2Φ
∂xy
+ ∂2Φ
∂y2 (
∂Φ
∂x
)2
((∂Φ
∂x
)2 + (∂Φ
∂y
)2) 32
. (1.48)
A curve that moves under its curvature tends to deform to a circle and then shrink to a
single dot until it finally disappears (see figure 1.5). So, the Euclidean curve shortening
flow acts as a regularizer which ensures that the zero level set stays as short as possible.
Because of the multiplication with the edge indicator function g, the shrinking should
stop when the moving contour approaches an image edge.
Applying this motion equation not only shortens but also smoothes the curve, because
large oscillations quickly disappear. The scalar weighting factor β can thereby be used to
tune the influence of the regularization term on the final segmentation result. The larger
the weighting factor β, the smoother the resulting curve.
What has not been mentioned so far is that the velocity F from equation (1.45) makes
sense only for the zero level set of Φ as it determines how the zero level curve should
evolve based on the available image information. However, as mentioned in section 1.4.2,
the derivation of the level set method assumes that the velocity field F is defined on
the whole domain Ω. One way to address this issue is to construct a so-called extension
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Figure 1.6: Zero level curve C and corresponding narrow band NB(C).
velocity Fˆ which is defined as [86]
Fˆ (~x) =
F (~x) , if ~x ∈ CF (~y) , otherwise , (1.49)
where ~y denotes the nearest point in the zero level set:
~y = arg min
~p
||~x− ~p|| , with ~p ∈ C . (1.50)
Another more common approach is to update the level set function Φ only in a small
vicinity (usually a few pixels) around the zero level set – called the Narrow Band (NB)
(see figure 1.6) – and to assume that the speed function F is valid in this region. When
using this narrow band level set method, one has to deal with the fact that the level set
function Φ remains unchanged outside the narrow band. This is commonly solved in such
a way that the level set is evolved for a couple of timesteps. Then, before the zero level set
leaves the narrow band, the level set function is re-initialized to a signed distance function
[86]. This process is repeated until the final segmentation result has been obtained.
1.5 Variational Image Segmentation
The problem of the classical level set methods for image segmentation from section 1.4.3
is that the used speed functions are heuristically motivated and they lack a sound math-
ematical foundation. For the discussed example from section 1.4.3, this has the practical
effect that the zero level curve tends to overrun weak image edges as the proposed edge-
indicator function g never exactly reaches zero for these edges. In order to address the
issue of heuristically motivated speed functions, variational level set methods have been
proposed where the level set evolution is defined via the negative functional derivative of
an appropriate energy functional E(Φ) [39]:
d
dt
Φ(~x) = −∂E(Φ)
∂Φ(~x) . (1.51)
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The functional E(Φ) exactly describes the segmentation problem. This has the advantage
that the solution of the problem can be obtained via functional gradient descent (c.f.
equation (1.21)):
Φk+1(~x) = Φk(~x)− γk ∂E(Φ
k)
∂Φk(~x) , (1.52)
where k denotes the iteration and γk denotes the stepsize in each iteration, respectively.
In the following two subsections, we will shortly introduce two famous variational level
set approaches, the Geodesic Active Contours approach and the Active Contours With-
out Edges approach, respectively, as they will become important later throughout this
thesis.
1.5.1 Geodesic Active Contours
The Geodesic Active Contours level set evolution has first been defined by Caselles et al.
in 1997 [24] and has obtained a lot of attention since then. With currently 5183 citations
according to Google Scholar (as of May 7, 2015), it is one of the most cited papers in the
level set literature. It provides a sound mathematical foundation for a moving curve C
that is attracted by object boundaries which are characterized by image edges (similar to
the approach discussed in section 1.4.3), and embeds this contour evolution in the level set
framework from section 1.4. In 2005, Li et al. further extended this approach by providing
a variational formulation directly for the level set function Φ instead of the curve C. Their
energy is given as [78]
E(Φ) =
∫
Ω
δΦ(~x) g(I(~x))||∇Φ(~x)|| d~x , (1.53)
where δΦ denotes the Dirac delta function that is nonzero only at the zero-crossings of Φ,
and g is the edge-indicator function defined in equation (1.46).
It can be seen that the energy is minimal when an as short as possible zero level set
is located at object edges that are characterized by strong gradients. The functional
derivative of equation (1.53) can be obtained as [78]
∂E(Φ)
∂Φ(~x) = δΦ
[
−〈∇g, ∇Φ||∇Φ||〉 − g div
( ∇Φ
||∇Φ||
)]
. (1.54)
The first term on the right hand side of equation (1.54) is called advection term as it
exerts a force on the zero level set that pulls it in the direction of the nearest image edge
(c.f. section 3.3.4), and the second term on the right hand side is the Euclidean curve
shortening flow which is also part of equation (1.45).
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In order to counteract the shrinking effect of the Euclidean curve shortening flow or to
speed up the segmentation process, it is common to extend equation (1.53) with another
term that acts as an area constraint [78]:
E(Φ) =
∫
Ω
δΦ(~x) g(I(~x))||∇Φ(~x)|| d~x+ ν
∫
Ω
g(I(~x))H(−Φ(~x)) d~x , (1.55)
where ν ∈ R is a real weighting factor and H denotes the Heaviside step function.
The functional derivative of equation (1.55) can be obtained as [78]
∂E(Φ)
∂Φ(~x) = δΦ
[
−〈∇g, ∇Φ||∇Φ|| 〉 − g div
( ∇Φ
||∇Φ||
)
− νg
]
= δΦ
[
−〈∇g, ∇Φ||∇Φ|| 〉 − g
[
div
( ∇Φ
||∇Φ||
)
+ ν
]]
.
(1.56)
It can be seen that the area constraint acts as a balloon force that inflates the moving
contour when ν is smaller than zero and that deflates the moving contour when ν is
greater than zero by subtracting or adding the constant value ν to the level set function
Φ. Again, the multiplication with the edge indicator function g has the effect that the
expansion or shrinkage is stopped when the moving contour approaches an image edge.
So, choosing a value of ν smaller than zero can counteract the shrinkage effect of the
Euclidean curve shortening flow and choosing a value of ν greater than zero can speed up
the segmentation by amplifying the shrinkage effect when the zero level set is initialized
outside the object of interest. For ν = 1, the area constraint corresponds to the first term
on the right hand side of equation (1.45).
Another common practice is to extend the energy from equation (1.56) with scalar weight-
ing factors for both terms on the right hand side so that their influence can be controlled
[65]. It can easily be shown that this extension results in a functional derivative of the
form
∂E(Φ)
∂Φ(~x) = δΦ
[
−α
〈
∇g, ∇Φ||∇Φ||
〉
− βg div
( ∇Φ
||∇Φ||
)
− νg
]
, (1.57)
where the influence of the individual terms on the curve evolution can be managed with
the three parameters α ∈ R, β ∈ R, and ν ∈ R.
So, the variational derivation of a level set evolution equation for edge-based image seg-
mentation has led to an equation that is similar to equation (1.45) but has one important
difference: the advection term. This additional term exerts a force in the direction of the
image edges so that an overrun of weak image edges is greatly reduced. We will pick up
on this point later in section 3.3.4.
An example for the segmentation of an implanted knee prosthesis [8] with the described
approach can be seen in figure 1.7. The zero level curve is initialized as a square inside the
1.5 Variational Image Segmentation 19
initial contour 1000 iterations 2000 iterations 3000 iterationsinitial contour 1000 iterations 2000 iterations 3000 iterations
4000 iterations 5000 iterations 6000 iterations 7200 iterations4000 iterations 5000 iterations 6000 iterations 7200 iterations
Figure 1.7: Exemplary level set segmentation of an implanted knee prosthesis.
object of interest. Then it is evolved with the help of equation (1.57) until it approaches
the edges of the prosthesis. The standard deviation of the Gaussian smoothing kernel in
the definition of g has been chosen to σ = 1.0 and the weighting factors have been chosen
to α = β = 5.0 and ν = 0.4.
1.5.2 Active Contours Without Edges
So far, we have only discussed edge-based image segmentation approaches. However, with
variational level set methods it is also possible to segment an image into two distinctive
regions that must not necessarily be separated by large image gradients. Such an approach
is also called region-based segmentation as it relies only on the statistical information
about the two regions but not on information about the boundary that separates them.
The most famous region-based variational level set segmentation approach, with currently
7361 citations according to Google Scholar (as of June 30, 2015), is the Active Contours
Without Edges approach by Chan and Vese [25].
The Active Contours Without Edges approach tries to segment an image into two regions
with approximately constant intensities c1 and c2. The corresponding energy functional
is given as
E(Φ) = λ1
∫
Ω
(I − c1)2H(−Φ) d~x+ λ2
∫
Ω
(I − c2)2H(Φ) d~x
+µ
∫
Ω
δΦ||∇Φ|| d~x+ ν
∫
Ω
H(−Φ) d~x ,
(1.58)
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where λ1, λ2, µ, and ν denote real weighting factors, and δΦ again denotes the Dirac delta
function which is nonzero only at the zero-crossings of Φ. It is given as the derivative of
the Heaviside function H(Φ).
The first term on the right hand side of equation (1.58) penalizes the total squared devia-
tion from the image intensities inside the zero level curve to the constant intensity c1 and
the second term penalizes the total squared deviation from the image intensities outside
the zero level curve to the constant intensity c2. Hence, these two terms become minimal
when the intensity values inside the closed curve mostly resemble c1 and the intensity
values outside the closed curve mostly resemble c2, respectively.
The other two terms are again regularization terms that favor a short curve (third term) or
a curve with a small interior (fourth term). Now, one can obtain the functional derivative
of equation (1.58) as [25]
∂E(Φ)
∂Φ(~x) = δΦ
[
−λ1(I − c1)2 + λ2(I − c2)2 − µ div
( ∇Φ
||∇Φ||
)
− ν
]
. (1.59)
Along the various terms on the right hand side of equation (1.59), the third and the fourth
term are the already known Euclidean curve shortening flow and the balloon force, which
both act as a regularizer on the moving curve. The first two terms are the so-called fitting
terms as they drive the zero level contour inwards when the intensity on the zero level
contour differs from c1 and outwards when the intensity on the zero level contour differs
from c2, respectively.
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Chapter 2
Statistical Shape Models (SSMs)
The automated extraction of objects from two-dimensional or three-dimensional image
data is a complicated task that is not easy to solve. This is especially the case in medical
image segmentation problems where the goal often is to extract highly variable anatomical
structures from relatively low-quality image data [59]. The image data thereby originates
for example from approaches that produce 2D images of the desired anatomy, like con-
ventional X-ray imaging, or from newer approaches that produce 3D volumetric images of
the anatomy under consideration, like e.g. Computed Tomography (CT) scans or Magnetic
Resonance Imaging (MRI). Some exemplary segmentation problems will be discussed in
chapter 4. They include the automated extraction of the paranasal sinuses (section 4.1)
and the bones in the human knee (section 4.2), which are both needed for surgical plan-
ning, but also the extraction of faces from range scan data (section 4.3) is an increasingly
popular application as it is needed for real time facial animation [79] or face recognition
[20].
For problems of the above-mentioned kind, the available image or range information often
does not suffice in order to extract the desired structures due to artifacts in the data,
missing data, or poor contrast [59]. As a consequence, high-level information is needed in
order to replace the missing information and to distinguish between correct and erroneous
information. Two examples can be seen in figure 2.1. Without anatomical knowledge it is
hard to identify the paranasal sinuses in the CT slice in figure 2.1(a). However, it is easy
to fill the holes of the disturbed range scan of a human face in figure 2.1(b) as all humans
have a clear understanding of how a face should look like. Likewise, a medical expert
(e.g. a surgeon) has no problem outlining the paranasal sinuses as he or she possesses the
required anatomical knowledge.
Now, the question is how this high-level knowledge can be integrated into automatic object
extraction approaches. This is where the so-called Statistical Shape Models (SSMs) come
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(a): CT cross-section of a human head. (b): Disturbed range scan of a human face.
Figure 2.1: Exemplary CT cross-section (a) and range scan (b) of a human head.
into play: When many hand-segmentations of the desired object class (e.g. the paranasal
sinuses) or many complete range scans of the desired object class (e.g. human faces) are
available, one can use this information in order to extract objects from the same object
class in newly acquired data.
There exist many different variants of statistical shape models. For an extensive overview
we refer the reader to the review article by Heimann and Meinzer [60]. In the following
sections, we will first concentrate on the so-called Point Distribution Model (PDM) that
has been introduced by Cootes et al. in [32] as it is probably the best-known method
in the area of statistical shape models [60]. Afterwards, in section 2.3, we will discuss
an extension of the PDM that works with implicit, level set-based shape representations,
and we will deal with the problem of rigidly aligning the training shapes in section 2.4.
In section 2.5, we will address the problem of limited training data, and in section 2.5 we
will finally mention some previous approaches by other researchers who tried to address
this fundamental problem.
2.1 Definition of Shape
In the introduction to this chapter, we have explained that we are interested in introducing
high-level information into object extraction problems by modeling the statistical shape
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properties of a particular object class. So, before we can continue, we need to define what
we mean when we speak about the shape of an object. A common general definition of
the term shape is “all the geometrical information that remains when location, scale and
rotational effects are filtered out from an object” [64, definition 1.1]. This definition has
been originally coined by Kendall [70] back in 1977.
More specifically, when we refer to the geometrical information of an object, we mean
the silhouette of an object, i.e. the geometric outline of an object in 2D or 3D [36]. This
geometric outline can be represented in a variety of different ways, like. e.g. splines [18]
or fourier descriptors [122]. However, the two most popular representations are polygons
(in 2D or equivalently polygon meshes in 3D) [60] and the zero level set of a higher-
dimensional level set function that has been introduced in section 1.4.1 [39].
A two-dimensional shape ~C that is represented by a polygon is completely defined by an
ordered list of 2D points
~C = (x1, y1, . . . , xr, yr) , (2.1)
together with the conventions that each point (xi, yi) is connected by a straight line to
its successor (xi+1, yi+1) and that the point (xr, yr) is connected by a straight line to the
point (x1, y1). This last convention may optionally be dropped in order to allow open
shapes. Similarly, a three-dimensional shape ~C that is represented by a polygon mesh is
completely defined by an ordered list of 3D points
~C = (x1, y1, z1, . . . , xr, yr, zr) , (2.2)
together with a set of connectivity rules that define which points (xi, yi, zi) have to be
connected by straight lines in order to obtain a surface that is composed out of many
polygons of a specific type (e.g. triangles or quadrilaterals). As in equations (2.1) and
(2.2) the shape ~C is directly defined by a list of points, we refer to these representations
as explicit shape representations. Some examples can be seen in figure 2.2.
In contrast to the above-mentioned explicit shape representations, the zero level set of a
higher-dimensional level set function is called an implicit shape representation as the shape
C is indirectly obtained as the set of points for which a higher-dimensional embedding
function Φ : Ω→ R equals zero. This has been defined in equation (1.32) as
C = {~x | Φ(~x) = 0} ,
where ~x ∈ Rd and Ω ⊂ Rd. The variable d denotes the dimension of the object so that
typical values for d are 2 or 3. As already mentioned in section 1.4.1, it is common to use
the signed distance function as the higher-dimensional embedding function for the shape
C. However, other functions are also possible [40]. For an exemplary depiction of such an
implicit shape see figure 1.2(a).
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(a): Polygon representing a hand. (b): Triangle mesh representing a dolphin.
Source: Wikipedia (public domain).
Figure 2.2: Exemplary explicit shape representations of a hand (a) and a dolphin (b).
2.2 An Explicit Linear Parametric Statistical Shape Model
Now that we have defined the term shape and provided two methods to represent a shape,
we continue by introducing the Point Distribution Model (PDM) by Cootes et al. In order
to construct the PDM, one needs first of all a set of (generally hand-labeled) training
shapes {~C1, ..., ~Cn} that are given in the explicit shape representation discussed above. All
these shapes must belong to the same shape class, which means that all training samples
represent different shapes of the same object, e.g. a hand (c.f. figure 2.3). Additionally,
all the training shapes ~Ci have to be in correspondence to each other. This involves that
all training shapes must be represented by the same amount of points and that all points
have to be located at corresponding positions along all training shapes. Furthermore,
we demand that all training shapes are aligned to each other with regard to rotation,
translation, and scale as this information does not belong to the shape information of a
specific shape class according to the definition in section 2.1. How this alignment can be
achieved will be discussed in section 2.4. An example of 40 aligned training shapes for
the hand shape class, where each shape is represented by 56 points, can be seen in figure
2.3(b). The shapes originate from the database that is described in [123].
When all above-mentioned prerequisites are met, the simplest way to model new shapes
is to allow linear combinations of the training shapes [19]:
~Cbary(~w) =
n∑
i=1
wi ~Ci , with
n∑
i=1
wi = 1 . (2.3)
In equation (2.3), the vector ~w = (w1, . . . , wn) is called the parameter vector (or weight
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(a): unaligned training shapes (b): aligned training shapes
Figure 2.3: Mean shape (blue) overlaid with the trainings shapes before (a) and after (b)
they have been rigidly aligned with regard to rotation, translation, and scale.
The shapes originate from the database that is described in [123].
vector) of the model ~Cbary. In this case, the parameters (w1, . . . , wn) are know as normal-
ized barycentric coordinates [119], and the parameters ( 1
n
, . . . , 1
n
) denote the barycenter
(or balance point) of the training shapes. The barycenter is identical to the sample mean
of the training shapes:
~Cbary
( 1
n
, . . . ,
1
n
)
=
n∑
i=1
1
n
~Ci =
1
n
n∑
i=1
~Ci = ~¯C . (2.4)
This representation allows to quickly generate new shapes from a set of training shapes.
However, it has the drawbacks that linear dependencies between the training shapes are
not considered and that it contains no information about the likelihood of a modeled
shape ~Cbary(~w).
In order to consider the statistical distribution of the training shapes, it is often reason-
able to assume that all shapes of a specific shape class are distributed according to a
multivariate Gaussian distribution with mean ~µ ∈ Rdr and covariance Σ ∈ Rdr×dr, where
d is the dimension of the training shapes (i.e. d ∈ {2, 3}) and r are the number of points
on each shape (c.f equations (2.1) and (2.2)). The Gaussian distribution of likely shapes
~C is then given as
~C ∼ N (~µ,Σ) = 1√
(2pi)dr|Σ|
exp
(
−12(
~C − ~µ)Σ−1(~C − ~µ)T
)
. (2.5)
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In equation (2.5), an estimate of the mean ~µ is given by the sample mean ~¯C from equation
(2.4) and an estimate Σˆ of the covariance matrix Σ can be obtained as detailed in appendix
D. Now, one can assign a probability to each shape of the model from equation (2.3) via
P
(
~Cbary(~w)
)
= 1√
(2pi)dr|Σˆ|
exp
(
−12
(
~Cbary(~w)− ~¯C
)
Σˆ−1
(
~Cbary(~w)− ~¯C
)T)
. (2.6)
The drawback of equation (2.6) is that it contains a lot of redundant information. As
mentioned above, the sample covariance matrix has the dimensions dr×dr. However, only
n training shapes have been used to estimate the sample covariance matrix, where typically
n dr. In this case, it follows from the construction of the sample covariance matrix that
it has at most rank n− 1 [23, eq. (4.26f)]. So, a multivariate Gaussian distribution with
a dimension less or equal to (n− 1) would suffice in order to model the data statistics.
This low-dimensional Gaussian distribution can be obtained by applying the so-called
Principal Component Analysis (PCA) [66] to the training shapes. The PCA is mathemat-
ically defined as an orthogonal transformation that maps the data to a new coordinate
system in which most variation of the data occurs along the first axis, the second-most
variation occurs along the second axis, and so on. The axes of the new coordinate system
can be obtained as the eigenvectors of the sample covariance matrix Σˆ. They are called
principal axes or also main modes of variation and we denote them as { ~˜C1, ..., ~˜Cm}. It is
~˜Ci ∈ Rdr and m ≤ (n− 1) as the sample covariance matrix has at most (n− 1) nonzero
eigenvalues. The eigenvalues {σ21, . . . , σ2m} of the sample covariance matrix Σˆ correspond
to the variances along the principal axes and are called principal components. They have
to be sorted in descending order σ21 ≥ σ22 ≥ · · · ≥ σ2m in order to be in accordance with the
definition of the PCA (i.e the most variation of the data occurs along the first principal
axis etc.).
By stacking the eigenvectors ~˜Ci of the sample covariance matrix on top of each other, one
obtains a matrix
C˜ =

~˜C1
...
~˜Cm
 , (2.7)
the rows of which define the linear subspace that is spanned by the training shapes. We
denote this subspace as space of feasible shapes. The representations of the training shapes
~Ci in this low-dimensional space of feasible shapes are given by the following coordinate
transformation:
~wi =
(
~Ci − ~¯C
)
C˜T , (2.8)
and the distribution of the training shapes in the m-dimensional subspace C˜ is defined
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Figure 2.4: Distribution of the training shapes (black crosses), projected onto the two
main modes of variation. The ellipses at 1, 2, and 3 standard deviations of the
corresponding Gaussian distribution are shown in red, green, and blue.
by the following multivariate Gaussian distribution:
P (~w) = 1√
(2pi)m|Σ˜|
exp
(
−12 ~wΣ˜
−1 ~wT
)
, (2.9)
where Σ˜ is a diagonal matrix composed of the m most important eigenvalues {σ21, . . . , σ2m}
of the sample covariance matrix Σˆ:
Σ˜ =

σ21 0 . . . 0
0 σ22 . . . 0
... ... . . . ...
0 0 . . . σ2m
 . (2.10)
The inverse transformation that transforms the training shapes from the low-dimensional
subspace back to the original shape space also exists and is given as
~Ci = ~¯C + ~wiC˜ , (2.11)
since C˜C˜T = I.
The space of feasible shapes must not necessarily be spanned by all eigenvectors of the
sample covariance matrix. When we recall the definition of the PCA, we remind us that
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Figure 2.5: Cumulative variance for a growing number of eigenvectors. Three eigenvectors
are enough to account for 90 % of the total variation and five eigenvectors
capture roughly 95 % of the total variation, respectively.
the linear PCA subspace is constructed in such a way that the more axes are added to
the subspace, the more variance in the data can be explained. So, when all eigenvectors
of the sample covariance matrix are used to define the linear PCA subspace, all variance
in the training data is represented in the subspace. However, those eigenvectors which
have only small eigenvalues most likely correspond to noise in the training data which
should not be represented in the space of feasible shapes. So, one typically chooses only
the m < n − 1 most important eigenvectors to define the space of feasible shapes. An
example of the shape space can be seen in figure 2.4. All training shapes from figure 2.3
have been projected with the help of equation (2.8) onto them = 2 most important modes
of variation. The estimated Gaussian weight distribution is also shown.
In the case that fewer than available eigenvectors are used to define the shape space,
equation (2.8) yields the orthogonal projection of the training shape Ci into the space of
feasible shapes, i.e. the vector ~wi denotes the point inside the low-dimensional space of
feasible shapes which has the shortest euclidean distance to the original shape Ci:∥∥∥∥( ~¯C + ~wiC˜)− ~Ci∥∥∥∥→ min . (2.12)
There exist different criteria to determine which eigenvectors are important. Each eigen-
vector ~˜Ci represents a certain amount of the total variance in the training shapes. It can
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Figure 2.6: Scree graph, showing the eigenvalues σ2i in descending order of importance.
be calculated with the help of the corresponding eigenvalue σ2i to
σ2i∑n−1
u=1 σ
2
u
, (2.13)
where ∑n−1u=1 σ2u gives the total variance in the training shapes.
Consequently, one common way to define the shape space is to keep only as much eigen-
vectors until the accumulated variance of the m most important eigenvectors exceeds a
fixed percentage (typically 90 % to 98 %) of the total variance in the training data [60].
The cumulative variance of the hand shapes can be seen in figure 2.5.
Another criterion is to search for an elbow, i.e. a characteristic drop, in the scree graph.
In a scree graph, the abscissa gives the index i of the eigenvalue and the ordinate gives its
value σ2i . As the eigenvalues are given in descending order, the scree graph is monotonically
decreasing, where the decrease between the first few eigenvalues is typically larger than
the decrease between the last few eigenvalues. Now, all eigenvalues left of and including
the elbow are considered as important and the remaining eigenvalues are considered as
unimportant. The basic idea of this is that the eigenvectors which correspond to noise
in the training data are assumed to have approximately the same variance whereas the
eigenvectors which correspond to meaningful variations are assumed to have different
variances, respectively [66]. The scree graph for the hand shapes can be seen in figure
2.6.
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wi = −3σi wi = 0 wi = +3σi
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Figure 2.7: Variation of the mean shape (middle column) by ±3 standard deviations σi
along the five most important eigenvectors (left and right columns).
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Now, having identified the space of feasible shapes, the Point Distribution Model (PDM)
by Cootes et al. is defined as
~CPDM(~w) = ~¯C +
m∑
i=1
wi ~˜Ci , (2.14)
i.e. all the modeled shapes ~CPDM(~w) are obtained as a linear combination of the m most
important eigenvectors ~˜Ci of the sample covariance matrix (the main modes of variation)
centered around the mean shape ~¯C. So, similar to the barycentric shape model in equation
(2.3), the vector ~w = (w1, . . . , wm) is the parameter vector (or weight vector) of the
model ~CPDM(~w) as it controls the influence that each main mode of variation has on the
modeled shape. The shape variations that occur when varying the five most important
shape weights are shown in figure 2.7.
In order to generate only likely shapes, i.e. shapes that correspond to the trained mul-
tivariate Gaussian distribution from equation (2.9), Cootes et al. additionally limit each
weight wi to be within three standard deviations of the Gaussian distribution:
− 3σi ≤ wi ≤ 3σi . (2.15)
Another possibility is to constrain the weight vector ~w to lie inside the hyper-ellipsoid that
defines the three standard-deviation boundary of the multivariate distribution [60]:√√√√ m∑
i=1
w2i
σ2i
≤ 3 . (2.16)
Because of the facts that the shapes ~CPDM(~w) which are modeled by the PDM are obtained
as linear combinations of the main modes of variation ~˜Ci and that a parameter vector
(or weight vector) ~w is used to generate the shapes, the PDM is also called a linear
parametric statistical shape model (linear parametric SSM). The construction of such a
linear parametric SSM can be summarized as follows:
1. Start with a set of n rigidly-aligned (with regard to rotation, translation, and
scale) training shapes, represented as dr-dimensional row vectors:
{~C1, ..., ~Cn} , with ~Ci ∈ Rdr . (2.17)
2. Compute the sample mean of the training shapes:
~¯C =
n∑
i=1
~Ci . (2.18)
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3. Subtract the sample mean from all training shapes in order to obtain a new set
of zero-mean training shapes:
{ ~˘C1, ..., ~˘Cn} , with ~˘Ci ∈ Rdr . (2.19)
4. Stack all mean-subtracted shape vectors ~˘Ci on top of each other in order to
obtain the shape matrix C˘ ∈ Rn×dr, with n r and d ∈ {2, 3}:
C˘ =

~˘C1
...
~˘Cn
 . (2.20)
5. Estimate the sample covariance matrix Σˆ ∈ Rdr×dr of the mean-subtracted train-
ing shapes:
Σˆ = 1
n− 1C˘
T C˘ . (2.21)
6. Compute the (at most) n − 1 nonzero eigenvectors of the sample covariance
matrix:
{ ~˜C1, ..., ~˜Cn−1} , with ~˜Ci ∈ Rdr . (2.22)
Algorithm 2.1: Necessary steps to obtain an explicit linear parametric SSM.
The m most important eigenvectors ~˜Ci of the sample covariance matrix together with
the mean shape ~¯C then define the low dimensional space of feasible shapes according to
equation (2.14) and the corresponding eigenvalues σ2i define the distribution of plausible
shapes according to equation (2.9), respectively. 1
2.3 An Implicit Linear Parametric Statistical Shape Model
Most of the currently used shape models are based on the PDM that has been defined
in the last section [60]. This is most likely due to the fact that representing a shape
as a set of points is very intuitive. Furthermore, the PDM is easy to understand and
1Instead of explicitly setting up the covariance matrix, it is computationally more efficient to compute
the Singular Value Decomposition (SVD) of the matrix C˘, because the right-singular vectors of the
matrix C˘ are the eigenvectors of the matrix C˘T C˘ [23, ch. 4.6.3].
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straightforward to implement. However, using points to describe a set of training shapes
has also one big disadvantage: Dense point-correspondences need to be defined along the
training shapes that are used to train the model. These dense point-correspondences may
be determined manually or automatically. Yet, both approaches have their drawbacks.
While the manual definition of point-correspondences is tedious and time-consuming, the
automatic generation of point-correspondences is a difficult problem that is not easy to
solve [60]. This contradicts the fact that wrong point-correspondences can cause strong
artifacts in the shapes generated by the statistical shape model [98].
So, in order to deal with this problem, Leventon et al. were the first to propose a statistical
shape model which does not require any point-correspondences at all [77]. They chose to
represent the training shapes Ci implicitly as the zero level set of a signed distance function
Φi:
Ci = {~x | Φi(~x) = 0} , (2.23)
where the signed distance functions Φi are defined as in equation (1.33) (c.f. section 1.4).
In general, the signed distance functions Φi are given as functions that map from a con-
tinuous domain Ω ⊂ Rd, with d ∈ {2, 3}, to the field of real numbers R. However, in
practical implementations, one typically uses sampled versions Φsi of the continuous level
set functions Φi. These functions Φsi : Ωs ⊂ Nd → R are defined on a discrete grid Ωs,
where Ωs = {1, . . . , j}×{1, . . . , k} for d = 2 and Ωs = {1, . . . , j}×{1, . . . , k}×{1, . . . , l}
for d = 3, respectively. See figure 1.2(a) for a 2D-example with j = 512 and k = 366.
Such two-dimensional discrete functions Φsi can be represented as jk-dimensional row-
vectors ~Φi by successively appending the rows of the grid in a single vector:
~Φi =
(
Φsi (1, 1), . . . ,Φsi (j, 1), . . . ,Φsi (1, k), . . . ,Φsi (j, k)
)
. (2.24)
This can be extended to three-dimensional discrete functions Φsi when we first vectorize
each of the l two-dimensional slices to a jk-dimensional row-vector as explained above and
then successively append the thus obtained vectors to a jkl-dimensional row-vector:
~Φi =
(
Φsi (1, 1, 1), . . . ,Φsi (j, 1, 1), . . . ,Φsi (1, k, 1), . . . ,Φsi (j, k, 1), . . .
Φsi (1, 1, l), . . . ,Φsi (j, 1, l), . . . ,Φsi (1, k, l), . . . ,Φsi (j, k, l)
)
. (2.25)
Now, with the help of equations (2.24) and (2.25), one is able to transform the implictly
represented training shapes from equation (2.23) into a vectorial representation. This
enables us to build a statistical shape model with the help of the implicit training shapes,
exactly as explained in section 2.2.
So, the construction of an implicit linear parametric SSM can be summarized as follows:
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1. Start with a set of n rigidly-aligned (with regard to rotation, translation, and
scale) training shapes, implicitly represented as the zero level sets of discretely
sampled signed-distance functions:
{Φs1, ...,Φsn} , with Φsi : Ωs ⊂ Nd → R . (2.26)
2. Convert the discrete functions Φsi to jk- or jkl-dimensional row-vectors ~Φi with
the help of equation (2.24) (for d = 2) or equation (2.25) (for d = 3), respectively:
{~Φ1, ..., ~Φn} , with
~Φi ∈ Rjk , if d = 2~Φi ∈ Rjkl , if d = 3 . (2.27)
3. Compute the sample mean of the training shapes:
~¯Φ =
n∑
i=1
~Φi . (2.28)
4. Subtract the sample mean from all training shapes in order to obtain a new set
of zero-mean training shapes:
{~˘Φ1, ..., ~˘Φn} , with

~˘Φi ∈ Rjk , if d = 2
~˘Φi ∈ Rjkl , if d = 3 .
(2.29)
5. Stack all mean-subtracted shape vectors ~˘Φi on top of each other in order to
obtain the shape matrix Φ˘, where n jk < jkl:
Φ˘ =

~˘Φ1
...
~˘Φn
 , with
Φ˘ ∈ Rn×jk , if d = 2Φ˘ ∈ Rn×jkl , if d = 3 . (2.30)
6. Estimate the sample covariance matrix Σˆ of the mean-subtracted training
shapes:
Σˆ = 1
n− 1Φ˘
T Φ˘ , with
Σˆ ∈ Rjk×jk , if d = 2Σˆ ∈ Rjkl×jkl , if d = 3 . (2.31)
7. Compute the (at most) n − 1 nonzero eigenvectors of the sample covariance
matrix (see also footnote 1 on page 32):
{~˜Φ1, ..., ~˜Φn−1} , with ~˜Φi ∈ Rdr . (2.32)
Algorithm 2.2: Necessary steps to obtain an implicit linear parametric SSM.
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Figure 2.8: Exemplary schematic overview of the training process of the implicit linear
parametric statistical shape model from equation (2.34).
Like for the explicit SSM from section 2.2, the m most important eigenvectors of the
sample covariance matrix ~˜Φi together with the mean shape ~¯Φ define the low dimensional
space of feasible shapes according to
~Φglob(~w) = ~¯Φ +
m∑
i=1
wi
~˜Φi , (2.33)
with ~w = (w1, . . . , wm), and the corresponding eigenvalues σ2i define the distribution of
plausible shapes according to equation (2.9), respectively. By inverting the steps which
were necessary to vectorize the training shapes (equation (2.24) or equation (2.25), re-
spectively), and by considering the level sets again as continuous functions, one obtains
a shape model which is able to generate shapes that are implicitly represented through a
higher-dimensional function ~Φglob(~w) : Ω ⊂ Rd → R:
Φglob(~w) = Φ¯ +
m∑
i=1
wi Φ˜i . (2.34)
As for the PDM from section 2.2, all modeled shapes are obtained as linear combinations
of the main modes of variation Φ˜i and a parameter vector (or weight vector) ~w is used
to generate the shapes, hence the term implicit linear parametric statistical shape model.
Explicit representations of the generated shapes can be obtained as the zero level set of
the higher dimensional function Φglob(~w):
Cglob(~w) =
{
~x | ~Φglob(~w)(~x) = 0
}
. (2.35)
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A schematic overview of the training process can be seen in figure 2.8. In the depicted
setup, the training set consists of four shapes, each having a spatial resolution of 3 × 3
pixels, and the two main modes of variation are used to define the linear SSM subspace.
An example for the just described implicit linear parametric statistical shape model can
be seen in figures 2.9 to 2.14 on pages 36 to 41. The statistical shape model that is shown
describes the variation of the outer bony boundary which sourrounds the nasal cavity and
the paranasal sinuses. The used training shapes are depicted in appendix A (green line).
A more detailed description of the dataset follows later in section 4.1.1.
In figure 2.9, the first four main modes of variation are depicted (without addition of the
mean shape). They nicely show where most of the variation occurs in the training shapes.
It is clearly visible that the first mode of variation mainly encodes the variation in the
frontal sinuses as these differ the most between different people (see also figure 4.2). The
second mode of variation encodes mainly the lower expansion of the paranasal sinuses, the
third allows to balance the expansion of the frontal sinuses, the fourth encodes amongst
others the upper extension of the maxillary sinuses, and so on.
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Figure 2.9: First four main modes of variation of the implicit training shapes.
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Figure 2.9 (cont.): First four main modes of variation of the implicit training shapes.
What can also be seen is that the maximum amplitude of the main modes of variation
Φ˜i quickly decreases with growing index i. This is due to the strong decrease of the cor-
responding eigenvalues σ2i . The scree graph from figure 2.10 and the cumulative variance
from figure 2.11 confirm this finding. It can be seen that the first five main modes of
variation already account for more than 90 % of the total variation which is inherent in
the training data and the first ten main modes of variation account for more than 97 %
of the total variation, respectively.
In figure 2.12, one can see the shape variations that occur when the mean shape Φ¯ is
varied by plus and minus three standard deviations along the five main modes of variation
Φ˜1, . . . , Φ˜5. The level set functions that represent the modeled shapes are color-coded,
where blue tones are assigned to negative values of the level set functions. The zero level
sets are additionally shown as black curves.
The distribution of the training shapes, projected onto the first three main modes of
variation, is shown in figures 2.13 and 2.14. It can be seen that a Gaussian distribution is
a reasonable assumption to describe the distribution of the training shapes.
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Figure 2.10: Scree graph, showing the eigenvalues σ2i in descending order of importance.
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Figure 2.11: Cumulative variance for a growing number of eigenvectors. Five eigenvectors
are enough to account for 90 % of the total variation and ten eigenvectors
capture more than 97 % of the total variation, respectively.
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Figure 2.12: Variation of the mean shape Φ¯ (middle column) by ±3 standard deviations
σi along the five main modes of variation Φ˜i(left and right columns). The
zero level set is shown as a black line.
40 2 Statistical Shape Models (SSMs)
-8000 -6000 -4000
-2000 0 2000
4000 6000 8000
-8000
-6000
-4000
-2000
0
2000
4000
6000
8000
-6000
-4000
-2000
0
2000
4000
6000
w1
w2
w3
(a)
w2
w1
−8000 −6000 −4000 −2000 0 2000 4000 6000 8000
−6000
−4000
−2000
0
2000
4000
6000
(b)
Figure 2.13: (a): Distribution of the implicit training shapes (black dots), projected onto
the first three main modes of variation. The ellipses at 1, 2, and 3 standard
deviations of the estimated Gaussian distribution are shown in red, green,
and blue, respectively. (b): Two-dimensional projection of the plot shown in
(a) onto the first vs. second main mode of variation.
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Figure 2.14: Two-dimensional projection of the plot shown in figure 2.13(a) onto the first
vs. third (a) and second vs. third (b) main mode of variation.
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2.4 Rigid Shape Alignment
In the previous sections, we have demanded that the training shapes are aligned to each
other with regard to rotation, translation, and scale. According to the definition in section
2.1, this information does not belong to the shape information of a specific shape class.
So, in the following we will discuss how such a rigid alignment can be obtained. For this
purpose, we will first define the so-called similarity transformation in section 2.4.1, then
we discuss the rigid alignment of two shapes in section 2.4.2, and finally in section 2.4.3
we give an algorithm for aligning multiple shapes.
2.4.1 Similarity Transformation
We remember the explicit shape representation from equation (2.1) or from equation (2.2),
respectively:
~C =
(x1, y1, . . . , xr, yr) , if d = 2(x1, y1, z1, . . . , xr, yr, zr) , if d = 3 . (2.36)
This explicit representation can also be denoted by an r× d-dimensional matrix X when
we write the individual points (xi, yi) or (xi, yi, zi) row-wise one above the other:
X =

~x1
...
~xr
 , (2.37)
with ~xi = (xi, yi) for d = 2 or ~xi = (xi, yi, zi) for d = 3, respectively.
The matrix X is also called a configuration matrix [64, definition 2.1]. Now, the Euclidean
similarity transformations of a configuration matrix X are defined as all the matrices X′
that can be obtained by translating, rotating, and isotropically scaling the matrix X [64,
definition 4.2]:
X′ = βXΓ +~1Tr ~γ , (2.38)
where β ∈ R+ is a positive scale factor, Γ ∈ SO(d) is an orthogonal rotation matrix,
~γ ∈ Rd is a d-dimensional translation vector, and ~1r is a r-dimensional row-vector whose
entries are all equal to one.
2.4.2 Rigid Alignment of Two Shape Configurations
In order to rigidly align a shape configuration X(2) to a shape configuration X(1) with
regard to rotation, translation, and scale, we need to determine the Euclidean similarity
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transformation that minimizes the squared Euclidean distance between both configura-
tions: [
βˆ, Γˆ, ~ˆγ
]
= arg min
β,Γ,~γ
||X(1) − βX(2)Γ−~1Tr ~γ||2 (2.39)
This means, we need to estimate a scale factor βˆ, a rotation matrix Γˆ, and a translation
vector ~ˆγ. This problem is also known as full ordinary Procrustes analysis [64, definition
5.1]. A solution to problem (2.39) can be obtained with the following approach ([64, result
5.1] or [47, chapter 9.4.1]):
1. Compute the centroid of each configuration X(k), k ∈ {1, 2}, as
~¯x(k) = 1
r
r∑
i=1
~x
(k)
i . (2.40)
2. Center the configurations via
X˜(k) = X(k) −~1Tr ~¯x(k) (2.41)
=

~x
(k)
1
...
~x(k)r
−

~¯x(k)
...
~¯x(k)
 .
3. Compute the sample covariance matrix of the mean-subtracted configurations
X˜(1) and X˜(2) (equation (D.16)):
Σˆ = 1
r − 1(X˜
(1))T X˜(2)
= 1
r − 1
r∑
i=1
(~x(1)i )T~x
(2)
i .
(2.42)
4. Compute a Singular Value Decomposition (SVD) of the sample covariance matrix
[23, chapter 4.6.3]:
Σˆ = UΛVT , (2.43)
with U,V ∈ O(d) being orthogonal matrices and Λ is a d × d diagonal matrix
of positive elements, the so-called singular values.
5. Obtain the rotation estimate via
Γˆ = V

1 . . . 0
... . . . ...
0 . . . det(UV)
UT , (2.44)
where det(VU) ∈ {−1,+1}. 2
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6. Estimate the scale factor via
βˆ = tr(ΣˆΓˆ)1
r−1 tr((X˜(2))T X˜(2))
, (2.45)
where tr(A) gives the trace of a square matrix A.
7. Obtain the translation estimate via
~ˆγ = ~¯x(1) − βˆ~¯x(2)Γˆ . (2.46)
Algorithm 2.3: Necessary steps to perform a full ordinary Procrustes analysis.
2.4.3 Rigid Alignment of Multiple Shape Configurations
In general we have more than two shape configurations that need to be rigidly aligned to
each other. So, given n ≥ 2 shape configurations, e.g. the training shapes for the PDM
from section 2.2, equation (2.39) modifies to[
βˆ1,...,βˆn
Γˆ1,...,Γˆn
~ˆγ1,...,~ˆγn
]
= arg min
β1,...,βn
Γ1,...,Γn
~γ1,...,~γn
1
n
n∑
i=1
n∑
j=i+1
||
(
βiX(i)Γi +~1Tr ~γi
)
−
(
βjX(j)Γj +~1Tr ~γj
)
||2 (2.47)
This problem is also known as full generalized Procrustes analysis [64, definition 5.3].
A solution to problem (2.47) can be obtained with the following simple algorithm [27]:
1. Rigidly align each shape configuration X(i), 2 ≤ i ≤ n, to the first shape config-
uration X(1) with the help of algorithm 2.3 in order to obtain initial estimates
for βˆi, Γˆi, and ~ˆγi, 2 ≤ i ≤ n.
2. Set βˆ1 = 1, Γˆ1 = Id, and ~ˆγ1 = ~0d, where Id is the d× d identity matrix and ~0d is
a d-dimensional row-vector containing only zeros.
2This construction ensures that Γˆ ∈ SO(d), i.e. Γˆ is a rotation matrix (an orthogonal matrix with
determinant 1). In the case that reflections should be also allowed, i.e. Γˆ ∈ O(d) (an orthogonal
matrix with determinant 1 or -1), equation (2.44) reduces to Γˆ = VUT [64, chapter 5.2.1].
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repeat
3. Compute the mean of the similarity transformed shape configurations
X¯ = 1
n
n∑
i=1
X(i)′ = 1
n
n∑
i=1
(
βiX(i)Γi +~1Tr ~γi
)
. (2.48)
4. Rigidly align the mean configuration X¯ to the first shape configuration X(1)
with the help of algorithm 2.3 in order to obtain an adjusted mean X¯′.
5. Rigidly align each similarity transformed shape configuration X(i)′, 1 ≤ i ≤ n,
to the adjusted mean configuration X¯′ with the help of algorithm 2.3 in order
to update the estimates for βˆi, Γˆi, and ~ˆγi, 1 ≤ i ≤ n.
until convergence
Algorithm 2.4: Simple procedure to perform a full generalized Procrustes analysis.
Step 4 is needed in order to prevent the mean from shrinking, rotating or drifting [27]. This
would happen, because equation (2.47) defines an under-determined system of equations
that has no unique solution if the mean is not constrained. Algorithm 2.4 usually converges
quickly so that already one iteration provides a very good alignment result. A set of hand
shapes that have been rigidly aligned with algorithm 2.4 can be seen in figure 2.3(b).
Algorithm 2.4 is simple and it works in most cases, however its convergence has not been
formally proven. Another sligtly more difficult algorithm with investigated convergence
bounds can be found in [64, chapter 5.3.2]. For two-dimensional shapes there also exists a
closed-form solution for the mean configuration from equation (2.48) so that only step 5
of algorithm 2.4 needs to be executed once in order to obtain the rigidly aligned shapes.
The here presented approach works for the implicit shape representation from equation
(1.32) as well when at least r = 2 (for d = 2) or r = 3 (for d = 3)3 explicit corresponding
points are additionally available on the implicit shapes. These points can e.g. be manually
selected [99]. Other approaches try to align the implicit shapes by maximizing the mutual
overlap of the interior regions (blue region in figure 1.2(a)) [129] or by minimizing the
sum of squared differences between the signed distance functions [95] with the help of
variational methods as introduced in section 1.3.
3The 2D similarity transformation has 4 degrees of freedom, and the 3D similarity transformation has
7 degrees of freedom, respectively.
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2.5 Problem: Limited Training Data
The statistical shape models from equations (2.14) and (2.34) can provide an important
means in the solution of segmentation problems or in the reconstruction of incomplete
shapes. However, one major problem of statistical shape models is to obtain a sufficient
amount of training data. Heimann and Meinzer have nicely summarized the problem of
limited training shapes in [60]:
“The power of a statistical model rises and falls with the quantity of available
training data. In case of 3D SSMs, this quantity is almost always too low, . . . ”
The reason why there are almost always too few training shapes is that they have to be
manually extracted from given image data which is a tedious and time-consuming task.
For example, the manual extraction of the paranasal sinuses from CT data takes about
900 minutes for a dataset which consists of 98 slices, each having a resolution of 512 x
512 pixels [127].
The limited training data is a problem since for the above mentioned statistical shape
models the assumption has been made that all plausible shapes can be described by
linear combinations of the training shapes. Now, for a limited number of training shapes,
this assumption is too restrictive. As can be seen in equations (2.22) and (2.32), the
dimension of the shape space cannot exceed the number of the training shapes minus one.
The actual dimension will most likely be even smaller because the maximum dimension
is only achieved for linearly independent training shapes (compare also the scree graphs
from figures 2.6 and 2.10). So, for a small number of training shapes, the dimension of
the shape space will most probably be too small to capture the full amount of variation
inside a specific shape class. Much effort has therefore been spent on making statistical
models more flexible.
In the following, we will discuss the most important previous contributions by other
researchers which aim at obtaining more flexible SSMs. There are basically three different
approaches to address the problem of limited training data. The approaches can be devided
in three categories, but their boundaries are fluid [33]:
1. Artificially enlarge the shape variations which are described by the model.
2. Relax the model-constraints and locally refine the segmentation result.
3. Partition the model and describe the individual segments independently.
An overview of the approaches discussed below can be seen in table 2.1. The approaches
[22, 26, 38, 108, 109] are based on the variational level set image segmentation framework.
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Artificial enlargement of
shape variations
Relaxation of
model-constraints Model partitioning
Cootes and Taylor [28, 31] Cootes and Taylor [29] Blanz and Vetter [19]
Cootes and Taylor [29] Wang and Staib [132, 134] de Bruijne et al. [44]
Wang and Staib [133] Shen et al. [117, 118] Roberts et al. [104]
de Bruijne et al. [44] Cootes and Taylor [30] Davatzikos et al. [42]
Shen et al. [117, 118] Weese et al. [135] Zhao et al. [141]
Taron et al. [124] Chen et al. [26] Nain et al. [92]
Loog [80] Bresson et al. [22] Rousson and Paragios [108]
Koikkalainen et al. [72] Shang and Dössel [116] Knothe [71]
Lüthi et al. [83] Rousson et al. [109] Amberg et al. [11, 82]
Jud and Vetter [67, 68] Cremers et al. [38]
Rousson and Paragios [108]
Table 2.1: Overview of existing approaches which aim at obtaining more flexible SSMs.
Explicit approaches are given in black and implicit approaches in blue.
We will discuss them extensively later in section 5.2. The other approaches will be shortly
discussed in the following.
Artificial enlargement of shape variations
An early attempt to artificially enlarge the shape variations has been made by Cootes
and Taylor [28, 31]. Instead of considering each shape as a rigid object, they assigned
them additional elastic properties described by a stiffness matrix. Cootes and Taylor
then performed a PCA on the stiffness matrix in order to obtain the resonant modes of
vibration of each shape. This leads to a so-called vibrational model for each shape that
is of the same form as the PDM from equation (2.14). However, the variation modes of
these vibrational models are defined by the eigenvectors of the stiffness matrix and not by
the training shapes. One can use the vibrational models in order to enlarge the number of
training shapes by creating a set of vibrationally-deformed training shapes from each real
training shape. The extension of the training set by these vibrationally-deformed training
shapes leads to an increase of the estimated sample covariance along the resonant modes of
vibration, thus enhancing the flexibility of the trained shape model in these directions.
Later, Cootes and Taylor simplified their approach by directly modifying some elements
of the sample covariance matrix of the training shapes [29]. They proposed to add a
constant value to the diagonal elements, representing the variance of a certain point, and
to those off-diagonal elements that represent the covariance of neighboring points. The
extra variance gives the individual points more freedom to move while the additional
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covariance also ensures that neighboring elements tend to move together. Consequently,
smooth shape variations are favored.
A very similar approach has also been proposed by Wang and Staib [133]. They addition-
ally introduced a weighting factor that tunes the influence of the smooth shape variations
on the total variation. When no training samples are available their formulation relies
completely on the smooth shape variations, and with an increasing number of training
samples it iteratively adapts to purely trained shape-driven variations. Another very simi-
lar approach has been proposed by de Bruijne et al. [44]. In their approach the components
of the artificial deformations are decoupled so that there exist no dependencies between
different spatial dimensions. The decoupling has the effect that one does not need to es-
tablish the full covariance matrix, which has very large memory requirements especially
for 3D shapes. The approach by de Bruijne et al. works best when the considered object
class is very elongated in one spatial dimension in relation to the other dimensions.
All above-mentioned approaches make use of a synthetic covariance matrix that enhances
the shape variations by additionally allowing smooth deformations. A different approach
has been made by Shen et al. [117, 118]. They introduced the so-called Active Focus De-
formable Statistical Shape Model (AFDSM). The AFDSM can focus on important struc-
tures by multiplying the subset of boundary points that define those structures with
weighting factors greater one. By doing this, the variance of the training shapes is in-
creased in the direction of the important structures. After PCA, this results in a modified
shape space where the main modes of variation correspond to variations of the impor-
tant structures. The structures can be determined manually or they can be chosen to
those boundary points which correlate with strong image information (e.g. large gradient
magnitudes). Subsequently, Koikkalainen et al. [72] modified this approach by smoothly
deforming randomly selected local patches of the training shapes with the help of a so
called deformation sphere [84] in order to enlarge the variations in the training set.
Other Approaches have been proposed by Taron et al. [124] and Loog [80]. Taron et al.
[124] tried to include the uncertainties, that remain after establishing the point correspon-
dences, into the model building process. This is achieved by modeling the uncertainties of
the control points as a multivariate Gaussian distribution and generating new, artificial
shapes by sampling from this distribution. Loog [80] proposed to fill the training shapes’
covariance matrix only with those elements that correspond to the k nearest neighbors of
each point and to fill the other entries with the help of a maximum entropy approach. By
doing this, they model only the variations between nearby points and assume the other
points as independent as possible.4
4The maximum entropy approach is necessary to obtain a valid covariance matrix. Simply setting all
remaining elements to zero, which means to assume that the corresponding points are uncorrelated,
does not results in a valid covariance matrix.
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All so far discussed approaches rely on the PDM from equation (2.34). Recently, Lüthi
et al. [83] proposed an extension of the approaches from [29] and [133] to those shape
models where the modes of variation are given by continuous functions instead of dis-
crete vectors, i.e. that are of the same form as the model from equation (2.34).5 For
this purpose, they proposed to describe the variability of the shape model and the extra
variability as a combined Gaussian process, which is a multivariate Gaussian distribution
of infinitely many random variables, and to use the Nyström approximation in order to
obtain a low-rank approximation of this process. By doing this, they obtain a new set of
continuous eigenfunctions that again represent the trained shape variations as well as the
extra flexibility. Subsequently, Jud and Vetter [67, 68] extended this approach by mul-
tiplying the covariance function of the shape model’s Gaussian process by a covariance
function which decreases exponentially with growing distance between two points on the
training shapes. This has the effect that distant shape parts are decoupled which also
leads to more flexibility in the model. In fact, the basic idea behind the approach by
Jud and Vetter, to decouple distant parts of the training shapes, is very similar to our
idea which we are going to present in chapter 3. However, the benefit of our approach is
that globally consistent deformations can still be modeled whereas they are completely
eliminated in the approach by Jud and Vetter.
Relaxation of model-constraints
Another approach to cope with a limited amount of training data is to use the statisti-
cal shape model only to robustly find a coarse initial solution and to relax the model-
constraints afterwards. This means that also those shapes are allowed in the final solution
which cannot be accurately approximated by the statistical shape model. Like for the ar-
tificially enhanced shape models, an early attempt in this direction has again been made
by Cootes and Taylor. After fitting their already artificially enhanced PDM from [29],
they search along lines normal to the model boundary in order to find a new set of can-
didate points which match a previously trained intensity distribution. They than select
those points from the candidate set as final segmentation result that minimize the residual
error to the best model fit. Later, they extended their approach by learning the needed
local offsets based on the observed gray level differences between the optimal segmenta-
tion result and the best global model fit [30]. Similar approaches have also been proposed
by Shen et al. [117, 118] and Shang and Dössel [116]. They both search for candidate
points in regions with large gradient magnitudes. Wang and Staib [132, 134] proposed
a physical model-based image registration approach that incorporates a statistical shape
model. In their approach, they first compute the best fit of the statistical shape model
and then use the boundary points of the deformed model shape as landmarks in their
image registration framework. At the landmark positions, they constrain the deformation
5In the work of Lüthi et al., smooth deformation fields are modeled instead of level set functions.
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vectors of their deformation field to match the vector difference between the points on
the mean shape and the deformed model shape. Similar to Cootes and Taylor, they also
mentioned that using the enhanced PDM from [133] could further improve the results.
In the previously mentioned approaches, the segmentation result is still bound to the
subspace of feasible shapes during the model fitting process. The common approach is
to iteratively estimate a shape candidate which is then projected back into the model
space. The model-constraints are relaxed only after the last iteration of the adaptation
process, when the best model fit has already been found. Weese et al. [135] proposed to
relax the model-constraints not only after but already during the model fitting process.
For this purpose, they used an energy function which consists of a weighted combination
of an external energy and an internal energy. The external energy drives the shape to-
wards nearby gradients. Simultaneously, the distances between neighboring points on the
deformed shape are compared to the distances between neighboring points on the best
model approximation. These distances should be equal for a deformed shape that resem-
bles the modeled shape. So, the internal energy penalizes the squared difference of these
two distances. Weese et al. minimized their energy with the help of the conjugate gradient
method in order to obtain a segmentation result which captures the image boundaries as
good as possible but which resides also close to the subspace of feasible shapes. Many
level set approaches with relaxed model-constraints (e.g. [22, 26, 38, 108]) are based on
the same idea. They will be discussed in section 5.2.
Model partitioning
All the above-mentioned approaches enhance the flexibility of statistical shape models.
However, their main disadvantage is that they allow variations which cannot be explained
by the training shapes. A third way to address the problem of limited training data, which
does not introduce artificial variations, is to partition the shapes either spatially or in the
frequency domain. The assumption behind this is that the individual partitions are likely
to contain less variation than the complete shape so that their deformations should be
easier to model with only a few training shapes. For example, Blanz and Vetter [19] built
a statistical shape model of human faces. In order to increase the expressiveness of their
model, they segmented the faces into four parts, namely the mouth, nose, eyes, and the
rest. This means that the space of feasible shapes is divided into four subspaces and a
model fit is obtained by searching four independent parameter vectors in these subspaces.
The thus obtained four shape parts have afterwards been blended together with the help
of an image stitching algorithm which yields a natural-looking complete face.
A different approach has been made by de Bruijne et al. [44]. They proposed an extension
of statistical shape models that is especially tailored to tubular objects. It consists of
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decoupling the variations in the bending of the centerline from the variations in the
diameter of the object. This is achieved by building two separate models so that one
describes the bending of the object and the other describes the varying diameter. Both
models are subsequently combined into one model by extracting the principal modes of
variation from a matrix that contains the main modes of variation from both models,
the centerline model and the diameter model, respectively. Another approach that is
best suited for elongated objects has been made by Roberts et al. [104]. They proposed
to describe the object with a global statistical shape model that is combined with a
sequence of partially overlapping sub-models. Each of the sub-models is thereby trained
by using only a sub-part of all available object points. An initial solution for the global
model is obtained by minimizing the mean squared error to a few user-defined landmarks.
The thus obtained solution is then used as a soft constraint in the determination of the
local solutions. The sub-models are fitted to the data in a user-defined sequence, and the
overlapping parts of the sub-models are used as additional soft constraints in the fitting
of neighboring sub-models. As a result, the segmentation clearly depends on the sequence
in which the different sub-models are adapted to the data.
A straightforward further development of partitioned statistical shape models are hier-
archical statistical shape models. Davatzikos et al. [42] proposed two methods to obtain
those models. The basic idea of their approaches is to use one global statistical shape
model that captures the global deformations of an object class and many local statisti-
cal shape models that capture the local variations, respectively. In their first approach,
they partition the shapes spatially into a collection of lined-up segments, each containing
a subset of all points that define the object boundary. They then compute the gravity
center of each segment and build a global PDM by considering only these center points.
Afterwards, one local PDM is constructed for each segment by considering only the points
in the respective segment. Now, in order to approximate a shape with their hierarchical
model, Davatzikos et al. first compute a fit of the global model, use this to determine
the gravity centers of the sub-models, and then refine the global fit by computing local
fits for all sub-models. Like in the approach by Blanz and Vetter, this approach leads to
discontinuities at the segment borders so that Davatzikos et al. also compute a continuous
blending in order to smoothly connect neighboring segments.
Because their first approach has been rather heuristically motivated, Davatzikos et al.
additionally proposed a mathematically more sound hierarchical shape partition based
on the wavelet transform. They used the discrete wavelet transform in order to divide
the space-frequency domain in a number of bands that are arranged in a tree structure,
i.e. the low-frequency bands have a broad spatial support whereas high-frequency bands
get more and more localized. The Daubechies wavelets are used as basis functions since
they have a wider support as e.g. Haar wavelets and thus provide a smoother transition
between neighboring bands. The remaining spatial coupling among neighboring bands
greatly reduces the discontinuities between them so that no additional blending is neces-
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sary. Now, similar to their heuristic approach, Davatzikos et al. independently model the
wavelet coefficients in each frequency band by building one PDM for each band. With
this model, an unknown shape can be approximated by computing the wavelet transform
of the shape, projecting the wavelet coefficients into the individual PDM subspaces, and
computing the inverse wavelet transform of the now shape-restricted coefficients. Nain
et al. [92] extended the wavelet-based approach from Davatzikos et al. to 3D shapes by
mapping the 3D shapes onto a sphere and then using spherical wavelets to divide them
into space-frequency bands. In the model fitting process, they start by fitting the global
PDM at the coarsest level of their wavelet tree and incrementally add the higher frequency
bands when no better approximation can be obtained at the preceding level. This is sup-
posed to increase the robustness of the fitting process against local minima, in contrary
to the wavelet-based approach by Davatzikos et al. where all coefficients are used from
the beginning of the fitting process.
Another hierarchical approach has been proposed by Knothe [71]. He extended the ap-
proach from [19] by using a Laplacian pyramid in order to divide the face shape variations
into various frequency bands. In contrast to the wavelet-based approaches from [42] and
[92], the frequency bands obtained from the Laplacian pyramid have intrinsically no local
support. However, in practical applications, the variance of the high frequency compo-
nents differs greatly from zero only in local regions of the shape (e.g. around the nose
or the ears for face shapes) and is close to zero in the remaining regions. So, Knothe
proposed to spatially decouple the high frequency components by thresholding the vari-
ance. Afterwards, a PCA is performed in each spatially decoupled frequency band and the
resulting eigenvalues and eigenvectors are gathered into one combined PDM by sorting
them with regard to decreasing eigenvalues. This construction leads to some global modes
which control the overall shape and many modes with local support which control local
face properties.
As mentioned above, shape inconsistencies can occur at the borders of the individual par-
titions when individual weight vectors are used for each partition and the partitions have
no overlapping support. Zhao et al. [141] tried to address this problem. As in the preceding
approaches, the weight vectors for each sub-part of the shape are first determined individ-
ually. Subsequently, the individual weight vectors are connected by straight line segments
so that a modeled shape is now represented by a weight curve. Each training sample can
likewise be presented by a weight curve. In order to prevent shape inconsistencies, Zhao
et al. then determine the sample curve with closest distance to the weight curve of the
modeled shape and restrict the modeled shape to be close to the sample curve. This is
achieved by applying an affine transformation that is constructed as a trade-off between
small deformations of the weight curve and minimization of the mean squared distance
to the nearest sample curve. By doing this, basically only those weight combinations are
allowed which also occurred for one of the training shapes. This may prevent the problem
of shape inconsistencies, however, this comes at the cost of loosing the ability to adapt to
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different training shapes in the individual partitions, which is one of the central parts of
partitioned statistical shape models.
Recently, Amberg et al. [11, 82] proposed an approach that differs from all the above-
mentioned approaches. Their approach is inspired by local linear regression and it is able
to enhance the model flexibility while avoiding to explicitly partition the model either
spatially or in the frequency domain. The basic idea is to fit the statistical shape model
only to a local neighborhood around a given point on the target shape instead of fitting
the model to the complete target shape. The thus obtained solution than determines
the modeled shape in this particular point only. So, in order to obtain a fit of the full
model, the local fitting procedure has to be repeated for all points on the target shape.
The size of the local neighborhood to which the model is fitted thereby determines how
strictly the modeled shape adheres to the global shape properties. When the neighborhood
includes all contour points, one obtains a global model fit that is strictly restricted to the
subspace of feasible shapes. On the other hand, when the neighborhood contains only
the actually considered point, the shape constraints are completely relaxed. The major
problem with this approach is that computing a fit of the full SSM in each contour point is
computationally very demanding. In order to address the computational burden, Amberg
et al. proposed to compute a full model fit only for a subset of the contour points and
to smoothly interpolate between the local model fits. This reduces the computation time,
however, it can also be regarded as re-introducing predefined segments into the model-
fitting process.
In the following, we will present a new approach to enhance the model flexibility. We
call it the Locally Deformable Statistical Shape Model (LDSSM). Similar to [11], the main
idea of our LDSSM is to allow a different model approximation in each point of the un-
derlying data domain. However, we propose a novel framework that iteratively adapts
the parameters of the local model approximations in order to approximate a given target
shape. So, our approach allows to obtain a locally optimal model approximation with-
out the necessity for any predefined segments. Additional smoothness constraints on the
local parameters thereby ensure a globally consistent solution. The iterative framework
removes the need to compute a full SSM fit in each point and makes our approach directly
applicable also for high-resolution 3D datasets.
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Chapter 3
A Locally Deformable Statistical
Shape Model (LDSSM)
In chapter 2, we have introduced the basic concepts of statistical shape models, but we
have also discussed their limits, especially that a large number of training shapes is needed
in order to capture the full amount of intra-class shape variation. We propose a new way
to address this limitation in sections 3.1 and 3.2 by introducing a Locally Deformable
Statistical Shape Model (LDSSM) that makes better use of the available training data
than a global model and thus greatly reduces the number of required training shapes.
Furthermore, our approach has no need for any predefined segments and it does not
introduce shape variations that cannot be explained through the training data. In section
3.3, we will additionally integrate our LDSSM into an iterative framework that can be
used to solve image segmentation problems. The following illustrations are an extended
version of the work that has been presented by us in [2], [3], [5], [7], and [9].
3.1 Motivation
We begin by motivating our new approach with a simple example. Imagine that the set of
training shapes consists only of two training shapes: A hand with short fingers (shown in
figure 3.1(a)) and a hand with long fingers (shown in figure 3.1(b)), respectively. Despite
the different lengths of the fingers, both hands are identical. Now, given these two training
shapes, we want to reconstruct the partially occluded test shape from figure 3.1(c). It is a
hand where the 3 middle fingers are proportionally longer than the thumb and the little
finger and where the middle finger is additionally occluded by the light gray rectangle.
Hence, this hand represents a nonlinear combination of both training shapes.
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(a): first training shape (b): second training shape
(c): global and local fitting results (d): corresponding local weight field
Figure 3.1: Benefits of the local adaptation of global shape parameters: Given two train-
ing shapes (a) and (b), it is possible to reconstruct the occluded test shape
(c) with our proposed Locally Deformable Statistical Shape Model (white line)
but not with a global Statistical Shape Model (black line). The weight field
(d), weighting the influence of the two training shapes, clearly shows the com-
bination of both training shapes in the local solution.
c© [2014] IEEE. Reprinted, with permission, from [2].
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With a global linear model, like the one from equation (2.34), one will not be able to
accurately represent this test shape. The best solution that can be obtained, in a least-
squares sense, is shown by the dashed black line in figure 3.1(c). However, for a human
observer it can be easily seen that a better solution can be obtained when the thumb and
the little finger are approximated with the help of the first training shape and when the
other fingers are approximated with the help of the second training shape, respectively.
This just described approximation is shown by a white line in figure 3.1(c).
Now, this is just a toy example. However, the same observation, that a given target shape
can be approximated by local combinations of different training shapes, can also be made
for many practical segmentation and shape approximation problems, especially for those
that involve biological shapes. So, in the following sections, we will present what we call
a Locally Deformable Statistical Shape Model (LDSSM). It extends the global statistical
shape model from equation (2.34) in order to consider the above mentioned observation.
3.2 Mathematical Formulation of our LDSSM
Before we will begin to describe our Locally Deformable Statistical Shape Model (LDSSM),
we will shortly recapitulate the basic idea behind the spatially partitioned statistical shape
models that have already been mentioned in section 2.5.
In a spatially partitioned statistical shape model, the basic idea is to increase the flexibility
of the global statistical shape model from equation (2.34) by partitioning the data domain
Ω in a number of r regions Ωu so that Ω1 ∪ · · · ∪ Ωr = Ω and allowing a different model
approximation in each of these partitions Ωu. One way to achieve this is to extend the
global statistical shape model from equation (2.34) by using a different weight vector ~wu
in each partition Ωu. Each of these weight vectors ~wu can be used to generate a complete
shape Φglob(~wu). However, in order to obtain a partitioned statistical shape model, one
considers only that part of the generated shape Φglob(~wu) which is located inside the
partition Ωu. This yields the following equation for a spatially partitioned statistical shape
model:
Φpart(~w1, . . . , ~wr)(~x) = Φ¯(~x) +
r∑
u=1
[
1Ωu(~x)
m∑
i=1
wiu Φ˜i(~x)
]
, (3.1)
where wiu denotes the i-th component of the weight vector ~wu and 1Ωu is the characteristic
function of the set Ωu. It is defined as
1Ωu(~x) =
1 , if ~x ∈ Ωu0 , else . (3.2)
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Main modes
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(a): global Statistical Shape Model (SSM)
Main modes
of variation
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shape
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element-wise
multiplication
combination
of weighted
training shapes
and mean shape
smooth weight functions
mean shape
(b): Locally Deformable Statistical Shape Model (LDSSM)
Figure 3.2: Schematic visualizations of the global SSM and the LDSSM. One can clearly
see the difference between both models: The weight vector ~w = (w1, . . . , wm)
from the global SSM (a) is replaced by a vector of smooth weight functions
~Ψ = (Ψ1, . . . ,Ψm) for the LDSSM (b).
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As desired, equation (3.1) increases the flexibility of the global statistical shape model
from equation (2.34). However, it still has two considerable drawbacks:
1. The optimal partition into individual segments Ωu has to be somehow determined prior
to reconstructing a certain shape.
2. A smooth crossover between the generated partial shapes from adjacent partitions has
to be ensured in order to obtain a continuous complete shape.
In the following, we address these drawbacks. For this purpose, we propose to further
extend the partitioned model from equation (3.1) by allowing one weight vector in each
element ~x of the data domain Ω. Additionally, we demand that neighboring weight vectors
differ only slightly from each other. This new formulation avoids the need of predefined
partitions, and the smooth transition between neighboring weights implicitly guarantees
a continuous shape representation.
Mathematically speaking, our idea is to increase the flexibility of the global statistical
shape model by generalizing the low-dimensional vector space of feasible shapes that is
defined in equation (2.34). It is a vector space with basis {Φ˜1, . . . , Φ˜m} over the field
of R (i.e. each weight is a real number), and we generalize it by replacing the scalar
weights wi ∈ R through smooth functions Ψi : Ω→ R. We call this approach the Locally
Deformable Statistical Shape Model (LDSSM), and we define it as
Φloc(~Ψ(~x)) = Φ¯(~x) +
m∑
i=1
Ψi(~x)Φ˜i(~x) , (3.3)
where ~Ψ : Ω → Rm are all scalar weight functions (Ψ1, . . . ,Ψm) combined in one vector-
valued function. Please note that it is still beneficial to perform a PCA on the set of
training shapes and use only the m most significant eigenshapes in our LDSSM as the
PCA identifies all the shape information that can be obtained by linear combinations of
the eigenshapes. Keeping all the eigenshapes would not provide any significant additional
information to our generalized shape model.
The introduced vector-valued function ~Ψ can be interpreted as a smooth field of weight
vectors ~Ψ(~x) or, synonymously, as a vector of smooth weight fields ~Ψ = (Ψ1, . . . ,Ψm). Sim-
ilar to the global statistical shape model from equation (2.34), where all shapes Cglob(~w)
that can be generated with the help of the SSM are obtained by modifying the weight
vector ~w, we obtain all shapes Cloc(~Ψ) that can be generated with the help of the LDSSM
by modifying the smooth field of weight-vectors ~Ψ. The shapes Cloc(~Ψ) are given as the
zero level set of the corresponding higher dimensional function Φloc(~Ψ). A depiction of
the differences between the global SSM from equation (2.34) and our new LDSSM from
equation (3.3) can be seen in figure 3.2.
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The restriction to smooth weight functions has two key reasons. The first reason is to
ensure that the contour Cloc(~Ψ) of the modeled shape Φloc(~Ψ) remains continuous: When
Ψi and Φ˜i are smooth functions, then also the result of the component-wise multiplication
in equation (3.3) remains smooth, and hence the resulting zero level set Cloc(~Ψ) of the
resulting local shape Φloc(~Ψ) is continuous. The second reason is that the amount of extra
flexibility which is additionally allowed in our LDSSM in contrast to the global SSM
directly depends on the smoothness of the weight functions Ψi: By varying the degree of
smoothness of the weight functions Ψi, we can control the locality of our generalized shape
space. This is because the more uneven the weight functions Ψi, the more transitions
between different local combinations of the main modes of variations are possible. In
contradiction, the more smooth the weight functions Ψi, the less transitions between
different local combinations are possible and the model becomes more global.
This becomes even more clear when we have a look at the both extremes: Constant weight
functions Ψi and discontinuous weight functions Ψi. For constant weight functions Ψi, one
obtains a linear combination of the main modes of variation Φ˜i in equation (3.3) as they
are multiplied by the same weights Ψi(~x) in each element ~x of the data domain Ω. Thus,
for constant functions Ψi, the shapes which can be generated with the help of the LDSSM
are bound to the linear SSM subspace and the LDSSM becomes identical to the SSM
from equation (2.34). The other extreme is that the smoothness constraint is completely
dropped so that discontinuous weight functions Ψi become possible. In this case, and
when we further assume that at least one basis function Φ˜i is nonzero in each element
~x of the data domain Ω (which is typically the case), arbitrary shapes can be modeled
with the help of the LDSSM as the value of the level set function Φloc(~Ψ) can now be
chosen freely for each element ~x of the data domain Ω. However, by demanding that all
weight-functions Ψi have to be smooth, we obtain the desired smooth transition between
various local model approximations.
The weight function Ψ1 for the locally adapted shape parameters of the hand example
from section 3.1 is depicted in figure 3.1(d). It can be seen that the weights for the thumb
and the little finger differ significantly from the rest of the image, but the resulting LDSSM
shape Cloc(Ψ1) is still continuous.
3.3 An Iterative Framework to Determine the Weight Fields
In section 3.2, we have introduced the mathematical formulation of our Locally Deformable
Statistical Shape Model (LDSSM). For the LDSSM, the linear parametric statistical shape
model, presented in section 2.3, has been extended by the ability to deform locally in
different regions of the underlying data domain Ω. This was achieved by weighting the
3.3 An Iterative Framework to Determine the Weight Fields 61
basis functions Φ˜i of the SSM with the help of a smooth field of weight vectors ~Ψ : Ω→ Rm
before they are combined to the modeled shape. This field of weight vectors thereby
replaces the single weight vector ~w ∈ Rm from the original SSM. Now, the question that
arises is how the smooth field of weight vectors ~Ψ : Ω → Rm can be obtained. In the
following sections, we present an iterative approach to this problem.
3.3.1 General Idea: Demons-Based Approach
Our approach to the estimation of the weight field is inspired by a particular class of
approaches that are used to solve image registration problems. In these problems, one
seeks for a smooth deformation field ~ˆv : Ω → R2 that transforms a source image I1 onto
a target image I2 based on a certain minimization criterium, like e.g. the minimization of
the squared intensity differences [91]:
~ˆv = arg min
~v
||I1(~v)− I2||2 . (3.4)
One particular class of algorithms to solve these kinds of problems are the so-called
demons-based approaches. They have been presented by Thirion in 1998 [126] and have
found wide acceptance in the image registration community in the following years [121].
The general idea of the demons-based approaches is to start with an initial deformation
field of ~v(~x) = ~0 for all ~x ∈ Ω and then compute an incremental update of the deformation
field individually in each element ~x. By doing this, the resulting deformation field is not
required to be smooth, as no neighborhood relations are considered while estimating the
deformation update. Then, after each incremental update step, the resulting weight field
is convolved with a smoothing kernel Ksmooth in order to ensure its smoothness. This
process of subsequently computing element-wise updates of the deformation field and
subsequently smoothing the deformation field in a local neighborhood is iterated until the
obtained deformation field remains stable. An example can be seen in figure 3.3.
It is also possible to compute the deformation update only for a subset of all elements ~x.
The elements of this subset are called demons, hence the term demons-based approaches.
By doing this, the deformation field in all the other elements, which are not part of the
subset, is only modified by the convolution with the smoothing kernel Ksmooth and not by
external image forces. However, in image registration problems, it is common to compute
the deformation update on all elements ~x of the data domain Ω [126], but we will come
back to this important aspect in the following sections.
The connection between these demons-based approaches to image registration problems
and our problem of finding a smooth field of weight vectors for the LDSSM can be seen
when we assume that we have given a target shape Φtarg which we want to approximate
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(a): source image (b): target image
(c): source image registered to target image
(with overlaid smooth deformation field)
(d): source image registered to target image
Figure 3.3: Exemplary registration of two hands with a demons-based approach.
using the LDSSM. Then, we can formulate our problem of finding a smooth field of weight
vectors as a minimization problem, similar to the image registration problem in equation
(3.4):
~ˆΨ = arg min
~Ψ
||Φloc(~Ψ)− Φtarg||2 . (3.5)
In both problems, one searches for a smooth vector field that deforms the given source
data in order to match the given target data. The difference is how the deformation is
carried out. In the image registration problem of equation (3.4), the deformation field ~v
is directly used to deform the source image I1 in order to match the target image I2. In
contrast, the modeled shape Φloc(~Ψ) in our shape reconstruction problem (3.5) is deformed
indirectly through nonlinear combinations of weighted basis functions. Here, the field of
weight vectors ~Ψ controls the weighting of the basis functions and thus is indirectly used
to deform the modeled shape.
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Figure 3.4: General idea of the demons-based approach to the determination of a smooth
field of weight vectors for our LDSSM.
So, as both problems (3.4) and (3.5) closely resemble each other, our idea is to use the
same procedure to obtain the smooth field of weight vectors ~ˆΨ : Ω → Rm that is also
used in demons-based image registration to get a smooth deformation field ~ˆv : Ω → R2.
This means, we want to start with an initial field of weight vectors ~Ψinit and compute
element-wise updates of the field of weight vectors individually in each element ~x of the
data domain Ω. In order to ensure its smoothness, the updated field of weight vectors
is then convolved with a smoothing kernel Ksmooth after each element has been updated.
These two steps, the update and the smoothing of the field of weight vectors, shall be
iterated until the obtained field of weight vectors remains stable. This general idea is also
illustrated in the flow-chart of figure 3.4.
3.3.2 A Side Note to Optimal Weights for the SSM
In the previous section, we have presented the general idea of our approach to obtain a
smooth field of weight vectors for the LDSSM. Before we describe this approach in detail,
we first have a closer look at the minimization problem that has been stated in equation
(3.5). As the LDSSM is an extension of the SSM, the minimization problem which we
want to solve in order to obtain the smooth field of weight vectors should be somehow
related to the SSM. So, we have a look at how to obtain an optimal weight vector ~ˆw for
the SSM when we have given a target shape Φtarg.
For this purpose, we recall the vectorial representation of the SSM, where each shape Φ is
represented as a row-vector ~Φ by successively appending the rows of the discretized data
domain in a single vector. It has been defined in equation (2.33) as
~Φglob(~w) = ~¯Φ + ~w Φ˜ , (3.6)
where Φ˜ is the matrix that one obtains by combining the m most important eigenvectors
of the sample covariance matrix:
Φ˜ =

~˜Φ1
...
~˜Φm
 . (3.7)
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Making use of the fact that Φ˜Φ˜T = I, as the row-vectors of Φ˜ form an orthonormal basis
of the subspace spanned by the m most important eigenvectors of the sample covariance
matrix, we can dissolve equation (3.7) with regard to ~w in order to calculate the weights
that correspond to a given modeled shape ~Φglob(~w):
~Φglob(~w) = ~¯Φ + ~w Φ˜
~Φglob(~w)− ~¯Φ = ~w Φ˜(
~Φglob(~w)− ~¯Φ
)
Φ˜T = ~w Φ˜ Φ˜T(
~Φglob(~w)− Φ¯
)
Φ˜T = ~w .
(3.8)
Now, when we replace the modeled shape ~Φglob(~w) in equation 3.8 by our target shape
~Φtarg and use the same formula to calculate an optimal weight vector ~ˆw for this shape, we
obtain
~ˆw =
(
~Φtarg − ~¯Φ
)
Φ˜T . (3.9)
The question that arises is in which sense this weight vector ~ˆw is optimal. The answer to
this question can be seen when we reinsert this result in the SSM from equation (3.7). By
doing this, we get
~Φglob( ~ˆw)− ~¯Φ =
(
~Φtarg − ~¯Φ
)
Φ˜T Φ˜ . (3.10)
This is the orthogonal projection of our target shape ~Φtarg into the SSM subspace [88].
It is well-known that the orthogonal projection of a point into a subspace gives a new
point with minimal distance to the original point [88] (see also section 2.2). Hence, the
minimization problem that is solved by equation (3.9) can be written as
~ˆw = arg min
~w
||Φglob(~w)− Φtarg||2 . (3.11)
This means, we have shown that for the SSM one can compute a closed-form solution
for the weight vector ~ˆw that belongs to the modeled shape Φglob( ~ˆw) which minimizes the
distance to a given target shape Φtarg. An example for this can be seen in figure 3.5. So, it
is straightforward to use the same error function also for the determination of the smooth
field of weight vectors from the LDSSM.
3.3.3 Determination of the Weight Fields for a Known Target Shape
So far, we have argued in section 3.3.2 which energy functional shall be minimized in
order to obtain our smooth weight fields, and we have presented the general idea of how
to approach this minimization problem in section 3.3.1. In the following, we will now have
a closer look at the individual steps of the proposed approach.
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Figure 3.5: Original shape (green) and best possible approximation that can be obtained
with the SSM from equation (2.34) (red).
As stated in equation (3.5), the goal is to minimize the distance between the modeled
shape Φloc(~ˆΨ) and the target shape Φtarg under the constraint that the resulting weight
fields ~ˆΨ have to be smooth. Under the assumption that the weight fields as well as the
modeled shape and the target shape are given as sampled functions, the distance which
is defined in equation (3.5) can be written as
d(~Ψ) =
t∑
i=1
(
Φiloc(~Ψi)− Φitarg
)2
, (3.12)
where t = jk if d = 2 and t = jkl if d = 3, respectively (see also equations (2.1) and
(2.2)). In equation (3.12), Φiloc and Φitarg denote the i-th entry of the t-dimensional shape
vectors ~Φloc and ~Φtarg, and ~Ψi denotes the corresponding i-th element from the field of
weight vectors. So, the total distance is given as the sum of the element-wise squared
differences di(~Ψi) between the two shapes:
d(~Ψ) =
t∑
i=1
di(~Ψi) , (3.13)
where each element-wise distance di(~Ψi) is given as
di(~Ψi) =
(
Φiloc(~Ψi)− Φitarg
)2
. (3.14)
In contrary to the optimal weight vector ~ˆw of the SSM, it is in general not possible to
compute a closed-form solution for the optimal weight fields ~ˆΨ of the LDSSM.1 Instead,
equation (3.12) has to be solved numerically. This is were the demons-based approach
from section 3.3.1 comes into play. We recall that the key idea is to calculate a weight
update independently for each element of the data domain and use the following smoothing
1Equation (3.8) does not hold in this case because there is no scalar product defined in the generalized
vector space of the LDSSM.
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step in order to consider dependencies between adjacent elements. For our approach, this
means that we assume independence between the element-wise weight vectors ~Ψi in the
weight update step. As a result, we can simply calculate the gradient ∇di(~Ψi) of each
element-wise error term in equation (3.14) and perform gradient descent individually for
each element of the data domain. With the help of the LDSSM from equation (3.3), the
element-wise distance from equation (3.14) can be rewritten as
di(~Ψi) =
(
Φ¯i + 〈~Ψi, ~˜Φi〉 − Φitarg
)2
, (3.15)
where ~˜Φi denotes the i-th column of the Matrix Φ˜ which defines the basis of the SSM
subspace. It contains the i-th element of each of the m base vectors:
~˜Φi =
(
Φ˜i1, . . . , Φ˜im
)
. (3.16)
When we differentiate this with regard to ~Ψi, the gradient of equation (3.14) is given by
∇di(~Ψi) = 2
(
Φ¯i + 〈~Ψi, ~˜Φi〉 − Φitarg
)
~˜Φi . (3.17)
Now, one can compute an update of the field of weight vectors by performing one or more
gradient descent steps independently for each element of the data domain Ω:
~Ψik+1 = ~Ψik − αi(~Ψik)∇di(~Ψik) , (3.18)
where the index k denotes the k-th iteration and αi(~Ψik) denotes the element-wise step
size of the gradient descent in each iteration. Our experiments show that is is sufficient to
perform one gradient descent step using Cauchy’s step size in order to compute a weight
field update. Cauchy’s step size is the step size which gives the most reduction of the
function value along the current negative gradient direction [23, p. 931, eq. (18.76)]. For
the minimization problem in equation (3.14), Cauchy’s step size is given by [23, p. 931,
eq. (18.77b)]
αi(~Ψik) =
〈∇di(~Ψik),∇di(~Ψik)〉
2 〈∇di(~Ψik) (~˜Φi ⊗ ~˜Φi),∇di(~Ψik)〉
. (3.19)
After this update step, the updated weight field is convolved with a smoothing kernel
Ksmooth in order to obtain the desired smooth field of weight vectors.
At this point, we have derived a method to obtain a field of weight vectors ~ˆΨ that mini-
mizes the distance between the model approximation Φloc(~Ψ) and the target shape Φtarg,
under the constraint that the weight fields have to be smooth. However, we have not yet
considered the trained shape distribution so that the described approach might result into
shapes which are very unlikely according to the training data. In order to prevent this,
we constrain our weight field to the trained shape distribution.
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Figure 3.6: Demons-based approach to the determination of a smooth field of weight vec-
tors for our LDSSM that is constraint by the trained shape distribution.
1: procedure LocalShapeFit(~Ψinit,Φtarg)
2: ~Ψ← ~Ψinit
3: repeat
4: for all weight vectors ~Ψi in the weight field ~Ψ do
5: if Φitarg is given then
6: ~Ψi ← ~Ψi − αi(~Ψi)∇di(~Ψi)
7: ~Ψi ← min(max(~Ψi,−3~σ), 3~σ) . component-wise min, max
8: end if
9: end for
10: ~Ψ← ~Ψ ∗Ksmooth . component-wise convolution
11: until stopping criterion fulfilled
12: return ~Ψ
13: end procedure
Algorithm 3.1: Iterative approximation of a given (partial) target shape with the LDSSM.
As explained in section 2.2, this can either be achieved by projecting each weight vec-
tor which lies outside the hyper-ellipse that describes the three-sigma boundary of the
trained Gaussian distribution back onto this hyper-ellipse, or by truncating each weight
vector’s elements individually to lie within the three-sigma range. We decided to use the
computationally much less expensive element-wise truncation of the weight vectors as an
additionally regularization step before the smoothing step. Now, the modified flow-chart
that incorporates the trained shape distribution can be seen in figure 3.6, and the detailed
algorithm of our demons-based weight field update approach is given in algorithm 3.1.
As already mentioned in section 3.3.1, the here presented iterative weight update approach
also works for target shapes Φtarg which are only partially known. This is the reason why
we check for given shape information in line 5 of algorithm 3.1. If no shape information
is given for any element i, we skip the weight update and truncation step. So, the weight
vectors ~Ψi for those elements i of the data domain Ω where no information about the
target shape is present are only altered by the smoothing step in line 10 but not by the
weight update loop in lines 4 to 9. As a consequence, the weight updates from the elements
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i with known target shape information Φitarg are propagated to the remaining elements by
the convolution with the smoothing kernel Ksmooth.
A possible application for algorithm 3.1 is the reconstruction of incomplete range scans
with the help of the LDSSM. This will be investigated in section 4.3. For image and
volume segmentation problems, we have to further extend the presented approach, as in
these problems the target shape is usually not given, not even partially. This problem will
be addressed in the following subsections.
3.3.4 Determination of the Weight Fields for Segmentation Problems
The iterative weight field update approach, presented in the previous section, can be
applied when a target shape is at least partially known. However, in image segmentation
problems, the target shape is not given explicitly. Instead, the goal of the segmentation
process is to locate an unknown target shape within the image. So, in order to use the
LDSSM for image segmentation problems, the weight field update approach from section
3.3.3 has to be extended for an unknown target shape.
A common assumption in image segmentation problems is that large parts of the desired
object boundary are located at edges in the image [46, chap. 1.6.2]. So, we first present
an approach to apply our iterative weight field update algorithm 3.1 in order to extract
the object of interest from binary edge images. This approach is then further extended to
work also on gradient-magnitude images. Finally, we present a general formulation of our
approach in order to make it applicable to a wide range of image segmentation problems,
where the desired object boundary is no longer required to be located at the edges of the
input image.
Weight Field Estimation for Binary Edge Images
In this subsection, we will derive a method that allows us to determine the weight fields
that belong to an unknown target shape Φˆtarg using binary edge data Ibin as input. The
image edges have been extracted by a suitable preprocessing approach from given image
data I. In order to derive such a method, we have to deal with two major problems:
1. Only a subset of the image edges belongs to the boundary of our object of interest (e.g.
the bird in figure 3.7(a)). The other edges may belong to other structures in the image
or they may correspond to noise from the image formation process. So, we have to
estimate which edges belong to the object of interest before we can compute a weight
field estimate.
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(a) I (b) Ibin (c) Idist
Figure 3.7: Original image I, edge image Ibin, and unsigned distance image Idist.
2. In our LDSSM, the interior of an object is represented by negative distance values
and the exterior of the object is represented by positive distance values, respectively.
However, for an edge in the image it is not a trivial task to decide on which side of the
edge is the interior of the object and on which side is the exterior. In general, we can
only compute the unsigned distance from the image edges (c.f. figure 3.7(c)).
Our solution to these problems is to assume that the evolving contour of our LDSSM
is already close to the desired object boundaries. Consequently, we consider only those
edges as relevant which lie inside the narrow band NB(Cloc) around the zero level contour
Cloc of our LDSSM Φloc (c.f. section 1.4.3). We then use only the relevant edges together
with the evolving shape Φloc in order to estimate a weight update target Φˆweighttarg in the
narrow band around the evolving contour. This weight update target can then be used
as an input for algorithm 3.1 to update the weight vectors which reside inside the narrow
band. As discussed in the previous section, the update of the weight vectors is then
propagated to the rest of the image by the smoothing step of our iterative weight field
update approach.
As the contour of our local model moves when we modify the field of weight vectors, the
weight update target has to be recomputed in each iteration of our iterative weight field
update approach. Consequently, algorithm 3.1 has to be modified in order to consider the
estimation of a weight update target in each iteration. Additionally, we replace the known
target shape in the distance computation from equation (3.14) (line 6 of algorithm 3.2)
by the estimated weight update target:
di(~Ψi) =
(
Φiloc(~Ψi)− Φi,weighttarg
)2
. (3.20)
The modified algorithm 3.2 can now be used to extract an object from given image data
I with the help of the LDSSM. The corresponding flowchart of our modified weight field
update for an unknown target shape can be seen in figure 3.8.
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Figure 3.8: Weight field update loop for an unknown target shape.
1: procedure LocalSegmentation(~Ψinit, I)
2: ~Ψ← ~Ψinit
3: repeat
4: Φˆweighttarg ← EstimateWeightUpdateTarget(I,Φloc(~Ψ))
5: for all weight vectors ~Ψi in the narrow band NB(Cloc) do
6: ~Ψi ← ~Ψi − αi(~Ψi)∇di(~Ψi)
7: ~Ψi ← min(max(~Ψi,−3~σ), 3~σ) . component-wise min, max
8: end for
9: ~Ψ← ~Ψ ∗Ksmooth . component-wise convolution
10: until stopping criterion fulfilled
11: return ~Ψ
12: end procedure
Algorithm 3.2: Iterative segmentation of given image data I with the LDSSM.
Next, we answer the question how the estimated weight update target Φˆweighttarg in the
narrow band is obtained by the procedure EstimateWeightUpdateTarget in line
4 of algorithm 3.2. Our basic idea to address this problem is that the contour Cˆweighttarg
of the weight update target shall be located closer to the image edges than the contour
Cloc of the currently modeled shape Φloc(~Ψ). As a consequence, the gradient descent from
line 6 will also drive the contour Cloc of the modeled shape Φloc(~Ψ) closer to the image
edges when we try to approximate the weight update target Φˆweighttarg with the help of the
LDSSM.
Two one-dimensional examples that illustrate the procedure are shown in figures 3.9 and
3.10, respectively. They depict cross-sections through the image plane Ω along the normal
of the model contour Cloc. Figure 3.9 shows the case where an image edge is located
outside the modeled shape, and figure 3.10 depicts the opposite case where an image edge
is located inside the modeled shape, respectively. It can be assumed that the image edges
are parallel to the model contour Cloc in the depicted cross-sections.
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Figure 3.9: Weight update target estimation for an image edge outside the modeled shape.
As said before, in both cases, the goal is to estimate a weight update target Φˆweighttarg in the
narrow band NB(Cloc) around the zero level set of our modeled shape Φloc(~Ψ) so that the
target contour Cˆweighttarg is located closer to the image edge than the model contour Cloc.
This is depicted by a magenta arrow.
Now, it can be seen in figure 3.9 that when we subtract some value (cyan arrows) from the
modeled shape Φloc(~Ψ) (green line) inside the narrow band NB(Cloc) around the model
contour, we obtain a weight update target estimate Φˆweighttarg (red line) which fulfills our
requirement. So, we can use the currently modeled shape minus some value as a weight
update target in those image regions where we want the model contour to move outwards.
Likewise, when we want the contour to move inwards towards an image edge, we have to
add some value to the modeled shape. This is shown in figure 3.10.
The problem that remains open is how to determine whether the image edge is located
inside or outside the modeled shape. In order to figure this out, we consider the unsigned
distance transformation Idist of the edge image Ibin (blue line in figures 3.9 and 3.10).
When we compare this unsigned distance representation with the modeled shape inside
the narrow band, we can see that the gradient ∇Idist of the signed distance image and
the gradient ∇Φloc(~Ψ) of the modeled shape are oriented in opposite directions when
the image edge is located outside the modeled shape, and they are oriented in the same
direction when the image edge is located inside the modeled shape, respectively. So, we
can compute the dot product between the gradient of the modeled shape and the gradient
of the unsigned distance edge representation in order to estimate the correct sign of the
offset from the modeled shape.
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Figure 3.10: Weight update target estimation for an image edge inside the modeled shape.
Consequently, we propose the following equation in order to estimate a weight update
target for binary edge images:
Φˆweighttarg (~x) = Φloc(~Ψ(~x)) + 〈∇Idist(~x),∇Φloc(~Ψ(~x))〉 . (3.21)
As both gradients have unit length (under the assumption that the modeled shape is
represented through a signed distance function), the magnitude of the scalar product will
always be in the range [−1, 1]. The maximal offsets of +1 and −1 are thereby obtained for
edges that are parallel to the model contour and which are located inside or outside the
modeled shape, respectively. The minimal offset of zero is obtained for edges that are per-
pendicular to the model contour. This means that the modeled shape is mostly attracted
by edges parallel to the current contour and it is not attracted by edges perpendicular to
the current contour at all. This is not surprising, as in the case of perpendicular edges,
we can make no assumption in which direction the model contour is supposed to move.
Weight Field Estimation in Gray Valued Images
So far, the presented weight field estimation approach has the drawback that it requires
to extract binary edges of an image in order to compute a weight update target. By
doing this, we discard the information about the gradient magnitude. The result is that
the attraction of the modeled shape to an image edge in equation (3.21) depends only
on the orientation of the edge. However, in gray valued images, it would be desirable to
include also the gradient magnitude into the weight field estimation process so that the
modeled shape is more attracted by edges with large gradient magnitudes than by edges
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Figure 3.11: Weight update target estimation based on the smoothed gradient magnitude.
with small gradient magnitudes. So, we extend the weight field estimation approach from
the previous section in order to work on the gradient magnitude |∇I| of the input image
I instead of the binarized edge image Ibin.
The gradient magnitude |∇I| has the property that it quickly decreases to zero with
increasing distance from an image edge. However, for our weight field estimation approach
it would be favorable to have non-zero values for the gradient magnitude in a larger area
around the image edge in order to be able to identify the location of the nearest image
edge. To achieve this, we convolve the gradient magnitude image |∇I| with a Gaussian
smoothing kernel Kgauss in order to spread the influence of the image gradient over a
larger area. The thus obtained smoothed gradient magnitude image G is given as
G = Kgauss ∗ |∇I| . (3.22)
Thereby, the standard deviation of the Gaussian distribution determines the degree of the
spreading. A one-dimensional example for the function curve of the smoothed gradient
magnitude around an image edge is shown in figure 3.11 (blue line). It can be seen that
in the narrow band NB(Cloc) this function curve is approximately proportional to the
negative distance from the image edge. Consequently, we propose to replace the gradient
of the distance image ∇Idist in equation (3.21) by the negative gradient of the smoothed
gradient magnitude image −∇G in order to estimate a weight update target for gray
valued images:
Φˆweighttarg (~x) = Φloc(~Ψ(~x))− 〈∇G(~x),∇Φloc(~Ψ(~x))〉 . (3.23)
The problem which arises is that now the magnitude of the dot product between the
negative gradient of the smoothed gradient magnitude image −∇G and the gradient of the
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modeled shape∇Φ(~Ψ) may result in arbitrary large values. This is because the steepness of
the smoothed gradient magnitude curve G is determined by the gradient magnitude |∇I|
and the standard deviation σgauss of the Gaussian smoothing kernel Kgauss, respectively.
Now, a simple normalization of the gradient ∇G would eliminate the edge strength in-
formation which we wanted to included into our weight update target estimate. Instead,
we heuristically determined that it is a good approach to limit the magnitude of the dot
product from equation (3.23) to the range [0, 1] in order to stay in the same range of values
as the results of the dot product from equation (3.21). For this purpose, we normalize the
dot product by the maximal magnitude that arises in the narrow band NB(Cloc) around
the model contour. So, our weight update target estimate for gray valued images can be
finally formulated as
Φˆweighttarg (~x) = Φloc(~Ψ(~x))−
〈∇G(~x),∇Φloc(~Ψ(~x))〉
max~x∈NB(C)
∣∣∣〈∇G(~x),∇Φloc(~Ψ(~x))〉∣∣∣ . (3.24)
An example for the estimated weight update target is depicted in figure 3.11. Similar
to figures 3.9 and 3.10, a one-dimensional cross-section of the image plane Ω along the
normal of the model contour Cloc is shown. The nearest image edge is located to the right
of the model contour. It can be assumed that the image edge and the model contour Cloc
are parallel to each other in this cross-section. The weight update target estimation is
performed in the narrow band NB(Cloc) around the current contour by the approach from
equation (3.24). It can be seen that, as desired, the target contour Cˆtarg is located closer
to the nearest edge then the model contour Cloc.
Connection to Level Set Segmentation Methods
At this point, we have extended our weight field estimation approach in order to work
on gradient magnitude images instead of binary edge images. However, one drawback
which remains is that the method is heuristically motivated and works only for image
segmentation approaches where the contour of interest is, at least partially, defined by
strong image gradients. So, the question is whether we can provide a sound mathematical
motivation for the weight update target estimation approach from equation (3.24) which
enables us to use our LDSSM image segmentation approach for solving a larger class of
problems.
Having a closer look at equation (3.24), we realize that it is an approximation to the
solution of the following partial differential equation:
∂
∂t
Φ(~x, t) = −〈∇G(~x),∇Φ(~x, t)〉 . (3.25)
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This can be seen when we derive a numerical solution to equation (3.25) by applying the
Euler method [23, ch. 19.4.1.1]. The general idea of the Euler method is to use discrete
time steps tk, with tk+1 = tk + α, and to approximate the time-derivative by a difference
quotient:
Φ(~x, tk+1)− Φ(~x, tk)
α
= −〈∇G(~x),∇Φ(~x, tk)〉 . (3.26)
By doing this, one obtains a first-order time explicit scheme to calculate the new function
value at time step tk+1 from the previous function value at time tk:
Φ(~x, tk+1) = Φ(~x, tk)− α〈∇G(~x),∇Φ(~x, tk)〉 . (3.27)
Now, when we assume that we have given the initial value Φ(~x, t0) = Φloc(~Ψ(~x)) at time
step t0, equation (3.24) can be interpreted as the forward Euler approximation of equation
(3.25) with step size
α =
[
max
~x∈NB(Ck)
∣∣∣〈∇G(~x),∇Φloc(~Ψ(~x))〉∣∣∣
]−1
, (3.28)
where the solution Φ(~x, t1) = Φˆweighttarg (~x) at time step t1 yields our weight update target
estimate.
When we further compare equation (3.25) to equation (1.39), it can be seen that it
describes a transport problem where the velocity field is given by ∇G. As outlined in
section 1.4.2, the corresponding level set formulation is then specified by equation (1.43)
with scalar velocity
F (~x) = |∇G(~x)| cos(∇G(~x),∇Φ(~x, t)) . (3.29)
This is the orthogonal projection of ∇G onto the outward normal of the level set ∇Φ.
As ∇G determines the direction of increasing gradient magnitude values, the sign of the
velocity F in a point ~x is positive when the outward normal ∇Φ of the level set is oriented
in the direction of increasing gradient magnitude values, and the sign is negative when
the outward normal is oriented in the opposite direction, respectively. As a consequence,
the direction of the level set evolution for a point ~x is always in the direction of increasing
gradient magnitudes, no matter whether they are located inside or outside the evolving
level set. The magnitude of the velocity F in a point ~x reaches its maximal amplitude
when the direction of increasing gradient magnitudes is parallel to the normal of the
level set in this point, and the velocity magnitude decreases to zero when the direction of
increasing gradient magnitudes is perpendicular to the normal of the level set, respectively.
This means that the zero level set is mostly attracted by parallel edges and it remains
unchanged for perpendicular edges.
So, we have shown that our heuristically motivated weight update target estimation ap-
proach from equation (3.24) is mathematically well justified by the transport problem
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from equation (3.25). Also, it is particularly noteworthy that with our heuristically de-
termined step size α from equation (3.28) already one Euler step is sufficient in order to
obtain a good estimation of the weight update target Φˆweighttarg .
What we have achieved by this mathematical justification of our heuristic approach is
that we are not limited to the particular velocity field ∇G anymore. Instead, we can now
make use of all speed functions that have been published in the level set literature [115].
This will be addressed in more detail in chapter 5.
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Chapter 4
Evaluation of the Locally
Deformable Statistical Shape Model
In section 3.3, we presented an iterative framework that allows us to obtain a smooth field
of weight vectors so that our Locally Deformable Statistical Shape Model (LDSSM), which
we introduced in section 3.2, can be used to approximate a (partially) known target shape
as well as to solve image segmentation problems. In image segmentation problems, the
target shape is initially unknown and has to be extracted from the image data.
In the following sections, we will evaluate the performance of our new LDSSM-based
segmentation approach by segmenting the outer bony border of the nasal cavities and the
paranasal sinuses (section 4.1) and by segmenting the lower end of the femur (thighbone)
as well as the upper end of the tibia (shinbone) in the vicinity of the right human knee
joint (section 4.2), respectively. The approximation of a partially known target shape
will be subsequently evaluated by fitting the LDSSM to incomplete range scans of faces
(section 4.3).
In all cases, we will compare the performance of our new LDSSM-based shape fitting / seg-
mentation approach to approaches that make use of global model information. The fol-
lowing evaluations are an extended version of the work that we have published in [5], [7],
[9], and [10].
4.1 Segmenting the Nasal Cavity and the Paranasal Sinuses
In the following subsections, we will demonstrate the potential of our LDSSM by ex-
tracting the combined outer bony boundary of the nasal cavity and the paranasal sinuses
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from Computed Tomography (CT) data. The results and approaches from the following
subsections are an extended version of the work that we have presented in [9] and [10].
The knowledge of the outer nasal cavity and paranasal sinuses boundary is useful in many
clinical applications. It can be used e.g. for diagnosis of sinus pathologies, simulation of
endonasal surgeries, surgical planning, and, in particular, robot assisted surgery. In the
last few years, Functional Endoscopic Sinus Surgery (FESS) has been established as the
state of the art technique for the treatment of endonasal pathologies. One important dis-
advantage of this approach is that the surgeon has to keep the endoscope in his hand
during the whole surgery and consequently has only one hand left for the other surgi-
cal instruments. Robot Assisted FESS (RAFESS) may help to overcome this problem by
passing the tedious job of endoscope guidance to a robot (see e.g. [102], [103], and [1]). To
exactly define the workspace of the robot, it is crucial to know where the outer nasal cav-
ity and paranasal sinuses boundary is located. In order to extract this information from
CT data, a segmentation of the structures of interest is unavoidable. However, the purely
manual segmentation of the paranasal sinuses takes about 900 minutes [127] what is infea-
sible for the daily surgical workflow. Consequently, automatic segmentation approaches
are required.
To the best of our knowledge, no fully-automatic approach to the segmentation of the
paranasal sinuses exists so far. This is because of the great anatomical complexity and
the high inter-patient variability of the endonasal structures (see figure 4.1). In 2004,
Apelt et al. [12] published a semi-automatic framework for the segmentation of the inner
and outer bony paranasal sinus boundaries. The user has to define an accurate Volume
of Interest (VOI) around every object that should be segmented: The object boundaries
have to be labeled manually in every second to tenth slice of the CT dataset. Coarse
object boundaries in the remaining slices are then obtained via interpolation. Afterwards,
an interactive watershed transform is applied inside the so-obtained user-defined VOIs in
order to refine the object boundaries. Apelt et al. reported segmentation times of about
one hour for a complete segmentation of the paranasal sinus boundaries where most time is
spent for the manual generation of the different VOIs. This amount of manual interaction
is still not feasible for the daily surgical workflow.
Other semi-automatic approaches that do not require per-slice user interaction have been
proposed by Salah et al. [111], Seo et al. [114], and us [6]. All these approaches have
in common that they are based on a 3D region-growing method that is used to seg-
ment the air-filled parts of the nasal cavity and the paranasal sinuses. Some manual pre-
and post-processing is required in order to define the seed-points for the region-growing
method and to prevent the region-growing method to leak into unwanted parts like e.g.
the throat. With these semi-automatic approaches, it is possible to achieve segmentation
times of about five to ten minutes [111] and, more importantly, to reduce also the manual
interaction time to only a few minutes.
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Figure 4.1: Exemplary slices in frontal view from two different CT datasets, showing
((a),(b)) the great inter-patient variability and ((c),(d)) the overlaid desired
boundaries.
c© Springer-Verlag Berlin Heidelberg 2010. Reprinted from [10] with permission of Springer.
However, this speedup is mostly due to the fact that these approaches concentrate on
extracting the air-filled parts of the paranasal sinuses. As reported in [12] and [99], much
more user action is required when the goal is to extract the outer bony border of the nasal
cavity and the paranasal sinuses so that the segmented region includes also the mucosa.
This is especially necessary in case of pathological sinuses with modified mucosa which
occupies large portions of the paranasal sinuses. An example to clarify this assumption
can be seen in figure 4.1 (a).
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In summary, it is apparent that the segmentation of the paranasal sinuses is a complicated
task. Even medical experts interpret CT data in different ways [128]. For a non-expert it
is practically impossible to produce a correct segmentation because detailed anatomical
knowledge is required to identify the boundaries of the paranasal sinuses. However, it
is not possible in the daily surgical workflow to keep an medical expert occupied for a
couple of hours with manually or semi-automatically segmenting the paranasal sinuses
of one patient. So, a fully-automatic segmentation approach is needed [99]. Due to the
high anatomical complexity, we believe that such a fully-automatic segmentation is only
possible with approaches that include anatomical model information of the endonasal
structures.
The following subsections are structured as follows: In section 4.1.1, we introduce the
paranasal sinuses database on which we conduct our experiments. Afterwards, in section
4.1.2, we present a fully-automatic approach that tackles the above-mentioned difficult
segmentation problem by restricting potential solutions to those shapes that lie inside
the low-dimensional subspace of feasible shapes that is spanned by the global SSM from
section 2.3. Finally, in section 4.1.3 we will show that the global SSM is too constrained to
capture the full intra-class variance of the paranasal sinuses and that much more accurate
segmentation results can be obtained with our new LDSSM-based segmentation approach
that has been presented in section 3.3.4.
4.1.1 Description of the Paranasal Sinuses Database
The database for our experiment has been created by a manual segmentation expert with
detailed anatomical knowledge of the nasal cavity and the paranasal sinuses at the Klinik
und Poliklinik für Hals-Nasen-Ohrenheilkunde/Chirurgie, Universitätsklinikum Bonn in
the period between December 2003 and May 2006 [99]. 49 CT datasets have been hand-
segmented in order to act as a database for automatic model-based segmentation.1 A 3D
reconstruction of the hand-segmented datasets is shown in figure 4.2. One can clearly see
the great inter-patient variability, especially for the frontal sinuses.
All used CT datasets have been acquired at the Radiologische Klinik, Universitätskli-
nikum Bonn by a spiral CT from Philips. The datasets have a slice thickness between
1 and 2 millimeters and the pixel resolution lies between 0.3 x 0.3mm to 0.6 x 0.6mm.
These high-quality CT datasets ensure high-quality hand-segmentation results. A bal-
anced male/female-ratio has been chosen (25 male patients and 24 female patients) with
an age range from 16 to 78 years. The average age of the patients in the database is 39
years.
1Please note that in [99] the database consisted of 50 datasets. However, one dataset had to be excluded
because of the lack of anatomical landmarks.
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Figure 4.2: Datasets of the paranasal sinuses database.
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Figure 4.2 (cont.): Datasets of the paranasal sinuses database.
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Figure 4.2 (cont.): Datasets of the
paranasal sinuses
database.
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The manual segmentation has been conducted by the manual segmentation expert with a
self-developed software tool that provides line segmentation. This means that the manual
segmentation expert has marked several points that have then been connected via straight
line segments. The segmentation has been performed layer by layer in each frontal view
plane. So, the manual segmentation expert started the segmentation procedure in front
of the patients face and then moved gradually towards the back of the head, marking the
structures of interest in each of the 150 - 200 CT layers per dataset. All paranasal sinuses,
including the nasal cavity, have been marked on the inner edge of their bony boundary
so that the segmented regions contain the air-filled parts as well as the inner mucosa
surface (c.f. figure 4.1). Neither the individual ethmoid cells nor the turbinates have been
marked. With this procedure, the manual segmentation took about 8 to 10 hours for each
CT dataset.
In addition to the manual segmentation, 24 anatomical landmarks have been marked in
each CT dataset. Anatomical landmarks are biologically-meaningful points with a repro-
ducible, corresponding location along all datasets of the database. They can be used for
example to rigidly align the individual datasets, i.e. to align them with regard to rotation,
translation, and uniform scale. The landmarks which are best suited for a registration of
the individual CT datasets are the anterior nasal spine, the posterior nasal spine, the up-
per tip of the crista galli, and the left and right styloid process [99]. These are 5 small-sized
bony markers which can be located with a high accuracy between the individual datasets.
Additional landmarks that have been marked are amongst others the infraorbital foramina
and the orbit’s centroids.
4.1.2 Segmentation with Global Model Information
As mentioned in the introduction of section 4.1, so far it exists no fully-automatic method
to extract the outer bony border of the nasal cavity and the paranasal sinuses from
CT data. However, in order to show the potential of our LDSSM, we need a reference
segmentation that automatically extracts the desired boundary with the help of statistical
shape information provided by the global SSM from section 2.3.
In this section, we address this issue by presenting a fully-automatic processing chain for
the segmentation of the paranasal sinuses that builds up on the work which has been
presented in 2003 by Tsai et al. [129]. In section 5.3, we will discuss the approach of Tsai
et al. in more detail. For now, it is sufficient to know that the general idea of their approach
is to formulate an objective function O(~w) for the segmentation problem, which depends
on the weight vector ~w of the global SSM Φglob(~w) from section 2.3, and to minimize this
objective function with regard to the weight vector ~w. As discussed in section 2.2, each
shape that can be generated by the global SSM is completely defined by the weight vector
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~w. So, by minimizing an appropriate objective function O(~w) with regard to the weight
vector ~w, we obtain a weight vector estimate
~ˆw = arg min
~w
O(~w) (4.1)
for which the zero level curve Cglob( ~ˆw) of the modeled shape Φglob( ~ˆw) describes the de-
sired segmentation result. Please note that the problem formulation from equation (4.1)
introduces the desired high-level knowledge into the segmentation problem, because only
those shapes may pose a solution to the segmentation problem which reside within the
low-dimensional subspace that is spanned by the base vectors of the global SSM.
Problem Definition
The low-dimensional SSM subspace captures only nonrigid shape variations. So, we as-
sume that the CT data under consideration is rigidly aligned to the SSM with regard
to rotation, translation, and scale. If this requirement is met, we can define an objective
function O(~w) that describes the segmentation problem. For this purpose, we remind our-
selves that we have already become acquainted with some energy functionals that are used
to describe segmentation problems in the context of variational image segmentation (c.f.
section 1.5), namely the region-based energy functional by Chan and Vese [25] which has
been defined in equation (1.58) and the edge-based Geodesic Active Contours approach
that is given in equation (1.53). These energy functionals can be modified to serve as an
objective function for the above-mentioned approach by replacing the level set function
Φ through the global model Φglob(~w). In fact, the thus obtained modified region-based
function by Chan and Vese has been considered as a possible objective function in the
original work by Tsai et al. (c.f. section 5.3.2).
The energy functional of Chan and Vese is designed to segment the data into two regions
with different mean intensities. However, this does not reflect the properties of our seg-
mentation problem. As mentioned above, the goal here is to extract the combined outer
border of the nasal cavity and paranasal sinuses. Two exemplary CT slices and the corre-
sponding hand-segmented reference segmentations can be seen in figure 4.1. It is clearly
visible that the region inside the desired boundary consists of materials with very different
intensities – bone (white), mucosa (grey), and air (black) – and that the region outside the
desired boundary is made up of very similar intensities. One way to address this problem
is to transform the data under consideration by applying some kind of mapping function
that takes into account local intensity correlations with the aim that the transformed data
can then be segmented into two regions with different mean values. These local intensity
correlations are commonly referred to as image texture. For further information we refer
the reader to [39]. The most common mapping function, which has also been used by Tsai
et al. in [129], is the gradient magnitude.
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An example for the gradient magnitude can be seen in figure 4.5(a). However, in our case
there exist similar local intensity correlations on the boundary of the paranasal cavities as
well as inside and outside the paranasal cavities. So, we think that a region-based objective
function, like the one by Chan and Vese, is not an optimal choice for our problem.
Now, what we know from the hand-segmented training data, which has been described
in section 4.1.1, is that always the edges of the bony structures have been marked. This
means, we expect high gradient magnitude values on the segmentation border. So, we
propose to use the following edge-based objective function to describe the segmentation
problem:
O(~w) = − 1|Cglob(~w)|
∑
~x∈Cglob(~w)
[Kgauss ∗ |∇I|] (~x) , (4.2)
where Kgauss defines a Gaussian smoothing kernel, |∇I| is the gradient magnitude of the
input data I, Cglob(~w) is the zero level curve of the modeled shape Φglob(~w), and |Cglob(~w)|
is the length of the zero level curve.
Equation (4.2) is a slightly modified version of the Geodesic Active Contours energy
functional from equation (1.53). Consequently, it reaches its minimum when large parts
of the zero level curve of the modeled shape are located on the edges of the input data
I. The Gaussian smoothing kernel Kgauss is used here to reduce the likelihood of local
minima of the objective function, caused by noise or weak gradients, by spreading the
influence of strong gradients over neighboring elements. After the convolution with the
smoothing kernel, one obtains a smoother course of the gradient magnitude. In the original
GAC approach, shorter contours are additionally preferred over long contours in order to
make the segmentation result more robust against noise (c.f. section 1.5.1). However, as
we consider each shape in the SSM subspace equally likely, regardless of the length of its
zero level set, we normalize the objective function by the contour length.
When we take a look at figure 4.5(a), we see that there exist many edges with high gradient
magnitudes so that it is not possible to extract the desired boundary solely based on this
low-level image information. This is why equation (4.2) contains additional high-level
knowledge in form of the global SSM from section 2.3. So, many of the edges from figure
4.5(a) should be irrelevant for the determination of the segmentation result as possible
results of equation (4.2) are restricted to the subspace of feasible shapes that is spanned
by the SSM.
Processing chain
Now that we have defined an objective function O(~w) for our segmentation problem in
equation (4.2), we have to minimize this objective function in order to obtain the desired
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Figure 4.3: Eight iterations of the Nelder-Mead simplex method, searching for a minimum
of Himmelblau’s two-dimensional test function in the range [−5, 0] × [−5, 0].
The current simplex is shown in red and past simplices are shown in black.
segmentation result. For this purpose, we propose to use a standard minimization method,
namely the well established Nelder-Mead simplex method [74]. The Nelder-Mead simplex
method is one of the most widely used methods for unconstrained nonlinear optimization
problems. This is because it is known to produce significant improvements of the objective
function’s value already in the first few iterations and it often requires substantially fewer
function evaluations than alternative methods [74]. It is a direct search method, which
means that it tries to find the minimum of the objective function without using any
derivatives. For an n-dimensional optimization problem, the method is initialized with n+
1 starting points that form a simplex. A simplex is a geometric figure which is obtained as
the convex hull of its vertices (e.g. a triangle for two-dimensional optimization problems).
In each iteration, the method evaluates the objective function at the simplex vertices
and updates one or more vertices based on a set of rules in order to reduce the value of
the objective function. This is continued until no further improvement of the objective
function can be achieved. The optimization result is then obtained as the simplex vertex
with the smallest function value. An example of the algorithm applied to Himmelblau’s
function [61], a well-known two-dimensional test function for optimization algorithms, can
be seen in figure 4.3.
Initial attempts to minimize equation (4.2) with the Nelder-Mead simplex method showed
that, despite the high-level knowledge, the objective function O(~w) seems to be highly non-
convex. This means that equation (4.2) contains many local minima so that the solution
tends to be very sensitive to the initial values of the weights ~w that are presented to the
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minimization algorithm. In general, the resulting segmentations were thus unsatisfactory.
To circumvent this drawback, we need to find good initial values for the minimization
of O(~w). This can be achieved for example by minimizing a more robust, but also more
inaccurate, error function prior to the minimization of equation (4.2) and to use the thus
obtained result as the initial solution for the minimization of equation (4.2).
The reason for the non-convexity of equation (4.2) is that the CT data I contains many
edges, only a few of which are part of the desired boundary (c.f. figure 4.5(a)), and that the
gradient magnitude falls off rapidly with increasing distance from an edge. So, equation
(4.2) may yield large values even if the contour Cglob(~w) is located only a few elements
away from the desired boundary and it may easily be trapped in local minima that are
caused by other edges which are not part of the desired boundary. As mentioned above,
the risk to get caught in a local minimum caused by noise or weak gradients can be
reduced by convolving the gradient magnitude |∇I| with a Gaussian smoothing kernel
Kgauss. Besides noise reduction, this has also the benefit that the edges are smeared so
that the influence of strong gradients is spread over a greater area.
As a result, the contour gets more attracted by nearby edges with strong gradient magni-
tudes. This is because the objective function now yields small values even if the contour
is not perfectly centered with the edges. The rate of decay of the gradient magnitude, and
hence the capture range of strong edges, can thereby be adjusted up to a certain degree
by varying the standard deviation of the Gaussian smoothing kernel Kgauss. However, the
larger the standard deviation, the more neighboring edges get blurred together so that
the original position of an edge gets lost. This can be seen in figure 4.4 and is the reason
why in practice the standard deviation of the Gaussian kernel is limited.
So, in order to obtain a more robust error function, we need to find another way to reduce
the influence of irrelevant edges and to spread the capture range of relevant edges over a
large area without corrupting their positions. For this purpose, we make once more use of
the fact that we search only for bony structures. In CT data, bony structures are located
in the range from 300 to 1000 Hounsfield units [14]. Gradients which are caused by edges
that lie in this intensity range should thus get a higher weight than gradients which are
caused by edges from other intensity ranges. In order to achieve this, we can define a one-
dimensional Gaussian distribution with a mean value of µe = 650, i.e. µe = 1000−3002 +300,
and an empirically determined standard deviation of σe = 250, and we can use this
intensity distribution to weight the squared gradient magnitude data |∇I|2 [130].
By doing this, we obtain the intensity-weighted gradient magnitude data E with
E(~x) = |∇I(~x)|2 1√
2pi σe
exp
−12
(
I(~x)− µe
σe
)2 (4.3)
for all elements ~x. It can be seen in figure 4.5(b).
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Figure 4.4: Gradient magnitude image |∇I|, convolved with Gaussian smoothing kernels
Kgauss that differ in the standard deviation σgauss (logarithmic representation).
As mentioned above, the intensity-weighted gradient magnitude data is then convolved
with a Gaussian smoothing kernel in order to emphasize nearby strong gradients and to
remove weak gradients (figure 4.5(c)). Afterwards, we extract binary edge data Ebin that
contains only the strongest edges by performing non-maxima suppression [73] followed by
thresholding with a threshold t (figure 4.5(d)). On this binary data, a distance transform
[51] is applied that yields the distance-transformed data Edist which contains the distance
to the nearest edge in each element ~x (figure 4.5(e)). The metric used therein is the
euclidean distance.
This distance-transformed edge data Edist can now be used to define a new objective
function Odist(~w) which contains less local minima than the original objective function
O(~w) and has a large capture range because it contains the distance to the nearest strong
edge in each element:
Odist(~w) =
1
|Cglob(~w)|
∑
~x∈Cglob(~w)
Edist(~x) . (4.4)
As for the minimization of equation (4.2), we also use the Nelder-Mead simplex method
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(a): |∇I|2 (b): E (c): Kgauss ∗ E
(d): Ebin (e): −Edist (f): Kgauss ∗ |∇I|
Figure 4.5: Intermediate steps of our processing chain for segmenting the paranasal si-
nuses, applied to the CT data in figure 4.1(a) (logarithmic representation).
Subfigs. (a)-(d): c© Springer-Verlag Berlin Heidelberg 2010.Reprinted from [10] with permission of Springer.
to minimize equation (4.4). However, this time the objective function is robust enough to
converge to the desired result when we start the minimization from the mean shape C¯.
This means that we use ~winit = (0, . . . , 0) as initial weight vector for the minimization of
Odist(~w). We denote the thus obtained minimization result as
~wdist = arg min
~w
Odist(~w) , (4.5)
and we use it as the initial value for the minimization of our primary objective function
O(~w) from equation (4.2). With this initial value, the minimization of equation (4.2) now
yields correct results that improve the initial solution.
The complete processing chain for extracting the outer bony border of the nasal cavity
and the paranasal sinuses is depicted in figure 4.6. The magnitude of the gradient |∇I|
is approximated from the input data I by using central differences. Please note that
we use the squared gradient magnitude in the process of defining the input data for
the intermediate objective function Odist(~w), because this allows a more robust choice of
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Figure 4.6: Processing chain for segmenting the paranasal sinuses by consecutively mini-
mizing two objective functions that contain global model information.
c© Springer-Verlag Berlin Heidelberg 2010. Reprinted from [10] with permission of Springer and extended according to [9].
the binarization-threshold t. For the final objective function O(~w), we use the gradient
magnitude without squaring it (see figure 4.5(f)).
What has not been mentioned so far is how them+1 vertices from the initial simplex of the
Nelder-Mead simplex method are defined. Given an initial weight vector ~w = (w1, . . . , wm)
(i.e. ~w = ~winit or ~w = ~wdist for our processing chain), the vertices of the initial simplex
are initialized as
~w1 = (w1 , . . . , wm )
~w2 = (w1 + σ1, . . . , wm )
...
~wm+1 = (w1 , . . . , wm + σm) ,
(4.6)
where σ1, . . . , σm are the standard deviations of the Gaussian distribution from eq. (2.9).
4.1.3 Experimental Setup and Results
Now that we have described how the global approach by Tsai et al. can be adapted to
the problem of segmenting the outer nasal cavity and paranasal sinus boundary, we can
compare it to our new LDSSM-based segmentation approach that has been presented in
section 3.3.4. Both approaches have been explained in a general form that is applicable
in two, three, or even more dimensions. However, for the moment we concentrate on
segmenting the outer nasal cavity and paranasal sinuses boundary from a single two-
dimensional slice of each complete CT dataset only in order to point out the advantages
of our local approach over a global approach.
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An application of our new LDSSM-based approach to three-dimensional data will be
presented in section 4.3 and the three-dimensional segmentation of the paranasal sinuses
will be evaluated later in chapter 6.
Error Measures
We use four error measures, two contour-based error measures and two volume-based
error measures, to compare the automatic segmentation results with the hand-segmented
reference. Contour-based error measure means that the contour of the segmentation result
is compared to the hand-segmented reference contour and volume-based error measure
means that the volumes (or areas in 2D) which are enclosed by the automatic and hand-
segmented segmentations, respectively, are compared.
The first one of the two contour-based error measures is the Hausdorff distance [69]. The
Hausdorff distance has been proposed by Felix Hausdorff in order to compare two point
sets. The directed Hausdorff distance that measures the distance from the segmentation
contour Cres to the reference contour Cref is defined as
hd(Cres, Cref) = sup
~x∈Cres
[
inf
~y∈Cref
‖~x− ~y‖
]
, (4.7)
where "sup" denotes the supremum, "inf" the infimum, and ‖ · ‖ is the the euclidean
distance. So, the directed Hausdorff distance hd(Cres, Cref) is obtained as the maximum
euclidean distance from any point ~x on the segmentation contour to the closest point
~y on the reference contour (see figure 4.7(a)). The directed Hausdorff distance is not a
metric since it is not symmetric. This means that hd(Cres, Cref) delivers usually not the
same result as hd(Cref, Cres). In order to obtain a symmetric error measure, the Hausdorff
distance is defined as the maximum of the two directed Hausdorff distances:
HD = max {hd(Cres, Cref), hd(Cref, Cres)} . (4.8)
The Hausdorff distance is well-suited to detect strong deviations between the segmentation
and the reference. However, it is also error-prone to noise as a single outlier can severely
change the result.
Another well-known error measure to compare two data series is the root-mean-square
deviation. In the context of object matching and segmentation, it is also known as modified
Hausdorff distance [48]. We define the directed root-mean-square deviation as
rmsd(Cres, Cref) =
√√√√ 1|Cres|
∑
~x∈Cres
[
inf
~y∈Cref
‖~x− ~y‖2
]
, (4.9)
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Figure 4.7: (a): Directed Hausdorff distances from the segmentation contour Cres to the
reference contour Cref and vice versa. (b): Venn diagram showing the overlap
of the segmented region Vres and the reference region Vref.
where |Cres| is the number of points on the segmentation contour. When we compare equa-
tion (4.9) with equation (4.7), we can see that the main difference is that the supremum
has been replaced by a normalized sum over all elements of the segmentation contour
(hence the name modified Hausdorff distance). The benefit is that now all elements of the
contour contribute to the error measure. In order to amplify large deviations from the
reference contour, we additionally use the squared euclidean distance in the computation
of the error. Like the directed Hausdorff distance, the directed root-mean-square deviation
is not symmetric and we obtain the root-mean-square deviation as the maximum of both
directed root-mean-square deviations:
RMSD = max {rmsd(Cres, Cref), rmsd(Cref, Cres)} . (4.10)
As our segmentation results always have closed contours, we can compare also the regions
Vres and Vref that are enclosed by the segmentation contour Cres and the reference contour
Cref, respectively. The most commonly used measures for spatial overlap are the Jaccard
coefficient j and the Dice coefficient d [69]. They are computed as
j = |Vres ∩ Vref||Vres ∪ Vref| and d =
2|Vres ∩ Vref|
|Vres|+ |Vref| , (4.11)
where |Vres| and |Vref| denote the volume (or area) of the segmented region and the reference
region, respectively, |Vres∩Vref| indicates the volume of the intersection of both regions, and
|Vres∪Vref| is the volume of the union. Both coefficients measure how much the segmented
region Vres and the reference region Vref overlap (see figure 4.7(b)).
The values for both coefficients are located in the range from zero to one, where zero
means no overlap and one denotes a perfect match. Additionally, both coefficients can be
related to one another via
j = d2− d and d =
2j
1 + j (4.12)
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so that it is in general sufficient to use only one of them. However, for the sake of compa-
rability with other approaches, we compute them both.
The two coefficients from equation (4.11) measure the similarity of the regions Vres and
Vref. Now, one can define the corresponding Jaccard distance J and the corresponding
Dice distance D that measure the dissimilarity of both regions as
J = 1− j = 1− |Vres ∩ Vref||Vres ∪ Vref| (4.13)
and
D = 1− d = 1− 2|Vres ∩ Vref||Vres|+ |Vref| . (4.14)
These distances are our volume-based error measures. Their values are also located in the
range from zero to one, where zero now denotes a perfect segmentation and one means
that a completely wrong region has been segmented. Similar to the corresponding indices,
both distances can be related via
J = 2D1 +D and D =
J
2− J . (4.15)
Experimental Setup
As mentioned above, we are interested in extracting the combined outer bony boundary
of the nasal cavity and the paranasal sinuses. Outer boundary means that we are only
interested in the bony structures that separate the nasal cavity and the paranasal sinuses
from other anatomical structures, but not in the structures that separate the individual
sinuses from each other or from the nasal cavity.
We use the database that has been introduced in section 4.1.1 in order to train the global
SSM as well as our LDSSM. As both models capture only nonrigid shape variations, all CT
datasets of the database are rigidly aligned with regard to rotation, translation, and scale
prior to the model generation process. This is achieved by keeping the first CT dataset
fixed and computing for each of the following CT datasets a similarity transformation (c.f.
section 2.4.1) that aligns them to the first dataset. However, in order to be able to identify a
similarity transformation between two CT datasets, we need corresponding points in both
datasets. So, we make use of five anatomical landmarks (right styloid process, left styloid
process, crista galli, anterior nasal spine, and posterior nasal spine) which are available in
each dataset of the above mentioned database (c.f. section 4.1.1). These landmarks also
can be easily and robustly identified in a new CT dataset of the paranasal sinuses with
just a few mouse clicks. After the similarity alignment, a corresponding frontal view slice
is extracted from each aligned dataset via trilinear interpolation. The extracted slices are
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Figure 4.8: Intensity-dependent binarization threshold for the original, unweighted gradi-
ent magnitude |∇I| when a fixed threshold t = 0.35 is chosen for the intensity
weighted gradient magnitude E.
shown in appendix A. Each extracted CT slice I has a resolution of 512× 366 pixels and
a pixel spacing of 0.46mm.
As already mentioned, we compare our new LDSSM-based segmentation approach from
section 3.3.4 to the global approach from section 4.1.2 in two dimensions. So, only the
extracted slices are used for further processing. For the comparison we use a leave-one-
out approach. This means that from our 49 hand-segmented CT slices we incorporate
n = 48 slices in the model generation process. The remaining CT slice is used to compare
the results of both automatic approaches to the hand-segmented reference. Leaving out
each CT slice in turn, we thus obtain automatic segmentation results for each CT slice
where the statistical shape models are based solely on the data of the remaining CT slices
and not on the CT slice that is currently evaluated. In order to train the global implicit
SSM, the hand-segmented reference contours are converted to an implicit signed-distance
representation by the approach presented in [51], where negative distances are assigned
to the elements inside the contour and positive distances are assigned to the elements
outside the contour, respectively. The training of the global SSM is then carried out as
explained in section 2.3. After the PCA, we choose the m = 10 main modes of variation
in order to define the SSM subspace. These main modes of variation are then also used
by our LDSSM from chapter 3.
The global solution is obtained as explained in section 4.1.2 and depicted in the processing
chain of figure 4.6. Additionally, we limit the maximum intensity values of the CT slice I to
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1500 Hounsfield units, as larger Hounsfield values are caused by metallic artifacts like tooth
crowns. Some parameters of the approach have already been discussed in section 4.1.2.
Furthermore, we choose a standard deviation of σgauss = 1.0 for the Gaussian smoothing
kernel Kgauss (c.f. figure 4.4(a)) and the binarization threshold t for the intensity weighted
gradient magnitude E is chosen to 0.35. The resulting intensity-dependent binarization
threshold for the original, unweighted gradient magnitude image |∇I| is depicted in figure
4.8. At the limits of the bony intensity range, i.e. at 300 and 1000 Hounsfield units, the
binarization threshold for the unweighted gradient magnitude is 24.9. Inside the bony
intensity range, the binarization threshold remains almost constant with a minimum of
14.83 at I = 650. Outside this intensity range, we can see an exponential increase of the
binarization threshold. The termination condition for the Nelder-Mead simplex method is
chosen according to [100] as
2 |fbest − fworst|
|fbest|+ |fworst| < 1e
−10 , (4.16)
where fbest denotes the lowest function value of all simplex vertices, and fworst denotes
the highest value, respectively. So, the Nelder-Mead simplex method terminates when the
absolute difference of the normalized function values of the objective function is less than
1e−10 between all simplex vertices.
Starting from the global solution, we obtain the local solution as explained in section
3.3.4. This means, we use algorithm 3.2 in order to approximate a smooth field of weight
vectors ~ˆΨ so that the zero level curve Cloc(~ˆΨ) of the modeled shape Φloc(~ˆΨ) describes the
desired segmentation result. The full processing chain is depicted in figure 3.8. The initial
weight field ~Ψinit is thereby obtained by setting each local weight vector ~Ψiinit of the initial
weight field to the global solution ~ˆw that has been explained above. The weight update
target Φˆweighttarg in each iteration of algorithm 3.2 is approximated as detailed in section 3.3.4
(equation (3.24)) based on the smoothed gradient magnitude G from equation (3.22). Like
for the global approach, the Gaussian smoothing kernel in equation (3.22) is chosen to
have a standard deviation of σgauss = 1.0. By doing this, the objective function O(~w)
from our global approach (equation (4.2)) uses the same input information as the target
function proposed in equation (3.24) and a fair comparison of the global and local fitting
result is possible.
However, informal tests showed that the local approach takes many iterations to reach
the desired result based on the above-mentioned target function. So, in order to speed up
the segmentation process, we slightly modify the estimation of the weight update target
Φˆweighttarg and use the modified weight update target Φˆweighttarg, mod for the weight field update.
The first modification is that we always force the model contour outwards when it is
located in an air-filled region, because it is very likely that an air-filled region belongs to
the paranasal sinuses. Additionally, we always force the model contour inwards when it is
located in a bony region.
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These modifications are realized by adding an offset γ(~x) to equation (3.24) so that
Φˆweighttarg, mod(~x) = Φˆ
weight
targ (~x) + γ(~x) , (4.17)
where
γ(~x) =

−0.1 , if I(~x) < −200 and ~x ∈ NB(Cloc)
0.1 , if I(~x) > 200 and ~x ∈ NB(Cloc)
0.0 , else .
(4.18)
The narrow band NB(Cloc) around the zero level curve Cloc in which the weight update
target is estimated (cf. figure 3.11) is chosen to have a diameter of 15.56 pixel and the
smoothing kernel Ksmooth that is used to smooth the weight fields in each iteration of
algorithm 3.2 (line 9) is chosen to be an 11x11 average filter. We tried different stopping
criteria for algorithm 3.2 like the absolute error between the weight fields from consecutive
iterations or the absolute error between the corresponding level set functions. However,
none of them has been entirely satisfactory. The reason is that the error between the
weight fields from consecutive iterations, and hence the error between the corresponding
level set functions, can be very small for a couple of iterations before it rises again.
This occurs when parts of the model contour have approached the relevant image struc-
tures and other parts of the model contour are located in image regions with diffuse or no
relevant information. In this case, the weight fields are no longer (or rather only a little
bit) changed by the weight update loop in lines 5 to 8 of algorithm 3.2. However, the
weight fields can still change due to the smoothing step in line 9 of algorithm 3.2. So, the
smoothing step can cause parts of the model contour to move from image regions with
diffuse or no relevant information into image regions with more relevant information. This
in turn raises the influence of the weight update loop on these parts of the model contour.
As the changes in the weight fields due to the weight update loop are usually much larger
than the changes due to the smoothing step, the error between consecutive weight fields,
and hence the error between the corresponding level sets, rises when parts of the contour
enter an image region with distinctive image information.
So, it is hard to define a stopping criterion based on the error between consecutive weight
fields, or on the error between the corresponding level sets, as one risks to get stuck in a
suboptimal solution if one chooses the minimal allowed error to high. However, choosing
the minimal allowed error to low can lead in contrast to the fact that the algorithm
performs many unnecessary iterations without any visible change in the position of the
model contour. To circumvent this problem, we use a fixed number of 500 iterations as
stopping criterion. The number of iterations has been deliberately chosen very high to
make sure that our method converges for each dataset. Because of the modified target
function, in many datasets of the database, a smaller number of iterations would have
also been enough.
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Results
Some exemplary results that show the advantage of our local approach over our global
approach are depicted in figure 4.9. The resulting errors for all datasets are shown in
figures 4.10 and 4.11, and the corresponding segmentation results for all datasets are
depicted in appendix A.
For the global approach, the average root-mean-square deviation for all 49 datasets is
3.39mm with a standard deviation of 2.15mm, the average Hausdorff distance is 11.33mm
with a standard deviation of 6.55mm, the average Jaccard distance is 0.17 with a standard
deviation of 0.06, and the average Dice distance is 0.09 with a standard deviation of 0.04.
It can be clearly seen that the overall shape of the paranasal sinuses is well approximated
in many of the datasets. However, it is also visible that even for the best global results
there is still a small difference between the hand-segmented reference and the global result
in local regions of the data under consideration (see e.g. dataset 34 in figure 4.9). This
is because the global approach comes to its limits when the task is to adapt to local
deviations that are not represented by the global shape model which is especially the case
for the frontal sinuses as they are the parts that vary the most between the individual
datasets [99] (see e.g. dataset 10, 15, 32, or 36 in appendix A). This assertion is supported
by the fact that there are only 5 datasets where the Hausdorff distance exceeds the mean
value by more than one standard deviation (i.e. the Hausdorff distance is greater than
11.33 + 6.55 = 17.88mm), namely the datasets 2, 10, 15, 20, and 36. These datasets all
have in common that the frontal sinuses are very distinctive.
For the root-mean-square deviation there exist also 5 datasets where the mean value
is exceeded by more than one standard deviation (i.e. the root-mean-square deviation is
greater than 3.39 + 2.15 = 5.54mm), namely the datasets 3, 10, 15, 20, and 46. In datasets
10, 15, 20, and 46 the large error is also mostly due to the distinctive frontal sinuses. Each
closer adaptation to the frontal sinuses would implicitly force the global model to depart
from the remaining paranasal boundaries because of the strong coupling of the various
paranasal sinuses in the global model. In dataset 3 there are no distinctive frontal sinuses.
Instead, the overall shape of dataset 3 seems to greatly differ from the other datasets
so that no satisfactory solution could be found with the global model. Nevertheless, the
results obtained with the global approach in general represent a good initial solution that,
in most cases, can be refined with our proposed LDSSM-based segmentation approach.
As can be seen in figure 4.9, our proposed LDSSM-based segmentation approach is able to
deliver more accurate segmentation results compared to the global SSM-based approach.
Especially for distinctive frontal sinuses the LDSSM is clearly better suited (see e.g.
dataset 10 in figure 4.9). The better performance is supported by the segmentation errors
that are shown in figures 4.10 and 4.11.
4.1 Segmenting the Nasal Cavity and the Paranasal Sinuses 99
dataset 9 dataset 10
dataset 11 dataset 34
dataset 36 dataset 42
Figure 4.9: Some exemplary results that show the advantage of our local approach (red
line) over our global approach (blue line). The hand-segmented reference con-
tour is shown as a green line.
c© Springer-Verlag Berlin Heidelberg 2011. Reprinted from [9] with permission of Springer.
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Figure 4.10: Resulting Hausdorff distances (a) and root-mean-square deviations (b) ob-
tained with the global approach from section 4.1.2 (blue empty circles) and
the local approach from section 3.3.4 (red filled circles), respectively. The
results are plotted against each dataset.
c© Springer-Verlag Berlin Heidelberg 2011. Reprinted from [9] with permission of Springer.
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Figure 4.11: Resulting Jaccard distances (a) and Dice distances (b) obtained with the
global approach from section 4.1.2 (blue empty circles) and the local approach
from section 3.3.4 (red filled circles), respectively. The results are plotted
against each dataset.
c© Springer-Verlag Berlin Heidelberg 2011. Reprinted from [9] with permission of Springer.
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Additionally, the median values of all four error measures are shown in table 4.1 for the
global and the local approach, respectively. For the local approach, the average root-mean-
square deviation for all 49 datasets is 1.83mm with a standard deviation of 1.42mm,
the average Hausdorff distance is 7.70mm with a standard deviation of 5.20mm, the
average Jaccard distance is 0.09 with a standard deviation of 0.03, and the average Dice
distance is 0.05 with a standard deviation of 0.02. It can be seen that the local LDSSM-
based segmentation approach outperforms the global SSM-based approach in all four
error measures. The average root-mean-square deviation is 1.56mm lower, the average
Hausdorff distance is 3.62mm lower, the average Jaccard distance is 0.08 lower, and the
average Dice distance is 0.04 lower for the local approach than for the global approach,
respectively.
The statistical significance of this finding has been confirmed by using the left-sided
Wilcoxon signed-rank test [138]. The Wilcoxon signed-rank test is a non-parametric sta-
tistical hypothesis test that can be used to find out whether the population medians of the
investigated sample pairs differ. More specifically, the left-sided Wilcoxon signed-rank test
tests the null hypothesis that the population median of the left samples (in our case the lo-
cal segmentation results) is greater or equal to the population median of the right samples
(in our case the global segmentation results). So, if we can reject the null hypothesis, we
can say that the population median of the local segmentation results is smaller than the
population median of the global segmentation results and that the local approach outper-
forms the global approach. The resulting ρ-values for the left-sided Wilcoxon signed-rank
test are given in the last row of table 4.1. It can be seen that the null hypothesis can be
rejected for all four error measures at the commonly used significance level of 0.05.
For the Jaccard distance and the Dice distance, it can also be seen that the local approach
yields a smaller distance than the global approach for all 49 datasets (c.f. figure 4.11).
However, despite the generally better performance of the local approach compared to the
global approach, there exist six datasets where the Hausdorff distance of the global fit is
smaller than the corresponding local result (datasets 4, 6, 27, 35, 39, and 49).
RMSD HD J D
global approach 2.72 mm 10.49 mm 0.16 0.09
local approach 1.49 mm 6.79 mm 0.09 0.04
ρ-value 7.33 · 10−10 3.33 · 10−8 5.73 · 10−10 5.73 · 10−10
Table 4.1: Median errors over all 49 datasets. It can be seen that the local approach
outperforms the global approach for all four error measures. The significance
of this finding was evaluated using the left-sided Wilcoxon signed-rank test.
The resulting ρ-values are given in the last row.
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Figure 4.12: Execution times of the global approach (blue line) and the local approach
(red line) for each dataset on an Intel Core2Quad CPU with 2.83 GHz.
For dataset 6, also the root-mean-square deviation of the global solution is 0.39mm better
than the root-mean-square deviation of the local solution. The reason is a conflict between
our definition of the segmentation problem and the location of the hand-segmented refer-
ence. For example in the lower right part of dataset 6, the hand-segmented reference does
not correspond to any edge of the input data. However, there exists a linear combination
of the training shapes so that the global solution has been able to approach the image
edges in this region. Starting from this wrong initial solution, the LDSSM consequently
adapts even more to the nearby edges that can be expressed through local combinations
of the training shapes. The same is true for the lower part of dataset 27 and the lower
left part of dataset 35, resulting in a worse Hausdorff distance for the local approach than
for the global approach. In dataset 49, the problem is that global initial solution runs
through the pharynx which is filled with air. This contradicts our assumption for the
local approach that only the paranasal sinuses are filled with air and prevents the local
contour to move away from the pharynx. So, a better global initial solution would also
improve the local segmentation result in most cases.
What has not been mentioned so far is that the increase in segmentation accuracy comes
at the price of an increased execution time. The above-mentioned approaches have been
implemented in C++ (single-threaded program) and the evaluation has been performed
on an Intel Core2Quad CPU with 2.83 GHz clock speed. The individual execution times
for all datasets are depicted in figure 4.12. On this processor, the average segmentation
time per dataset for the global approach is 6.20 seconds with a standard deviation of 1.05
seconds (solid blue line in figure 4.12) and the average segmentation time per dataset
for the global approach followed by the local approach is 147.37 seconds with a standard
deviation of 4.24 seconds (solid red line in figure 4.12). This means that the additional
time cost for the local adaptation is on average 141.17 seconds with a a standard deviation
of 4.20 seconds (dashed red line in figure 4.12).
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So, the runtime of the local approach is approximately one order of magnitude (roughly
factor 23) larger than the runtime of the global approach. However, the runtime of the
local approach can be reduced significantly when the local weight update loop in lines
5 to 8 of algorithm 3.2 would be parallelized as the local weight updates are first of all
independent of one another until they are connected through the smoothing step in line 9
of algorithm 3.2. Furthermore, preoperative CT scans are usually acquired one day before
the surgery so that a greater accuracy is more important than a fast execution time as the
automatic segmentation algorithm has all night available in order to produce an accurate
segmentation result.
4.2 Segmenting the Bones in the Human Knee
Another possible application for our new LDSSM-based segmentation approach from sec-
tion 3.3.4 is the segmentation of the femur and the tibia in the human knee. The results
and explanations from the following subsections are an extended version of the work that
we have presented in [7]. We will show that also for this application our new LDSSM-
based segmentation approach can produce more accurate segmentation results than a
global approach when the amount of training shapes is limited.
4.2.1 Motivation
Osteoarthritis is one of the most common health problems among the aging population of
developed countries. It is a degenerative disease which results in loss of articular cartilage
within the joints of the human body. Especially the knee joint is affected by osteoarthritis
due to the permanent stress caused by the upper body weight. The medical treatment of
knee joints affected by osteoarthritis often involves knee replacement surgery or high tibia
osteotomy. Nowadays, the planning for these surgeries is typically done purely geometrical.
A patient-specific knee model could improve the plan for such surgeries by also considering
biomechanical aspects like joint pressure distribution [120] (see figure 4.13). Also it enables
new technologies like robot-assisted displacement osteotomy [137]. Such a patient-specific
knee model can be obtained by segmenting preoperatively acquired CT- or MRI-images.
4.2.2 Experimental Setup
The database for our experiment consists of 6 hand-segmented CT datasets of the lower
end of the femur (thighbone) and the upper end of the tibia (shinbone) in the vicinity
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(a): Unbalanced pressure distribution (b): Uniform pressure distribution
Figure 4.13: Simulation of the pressure distribution in the human knee joint with a rigid
body spring model (segmentations obtained via thresholding).
Simulations by courtesy of A. Sommerkorn (c.f. [120]).
of the right human knee joint. All CT datasets have been acquired at the Institut für
Radiologie, Medizinische Hochschule Hannover in the period between April 2006 and June
2010. The datasets all have a slice thickness of 0.4 millimeters and the pixel resolution lies
between 0.31 x 0.31mm to 0.70 x 0.70mm. They have been hand-segmented at the Institut
für Robotik und Prozessinformatik, Technische Universität Braunschweig by a medical
image segmentation expert with tools provided by the Amira software package [50]. Both
bones have been marked at the outer edge of their boundary. The segmentation took
about 80 minutes for each dataset. A 3D reconstruction of the hand-segmented datasets
is shown in figure 4.14.
Like for the segmentation of the paranasal sinuses, we demonstrate the advantages of
our local approach over a global approach by segmenting the femur and the tibia from
a single two-dimensional slice of each complete CT dataset only. The extracted slices
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Figure 4.14: Hand-segmentations of the lower end of the femur (thighbone) and the upper
end of the tibia (shinbone) in the right human knee.
c©CARS 2012. Reprinted from [7] with permission of Springer.
can be seen in figure 4.15. They all have a pixel resolution of 0.4 x 0.4mm. Prior to the
extraction of the slices, the CT datasets have been rigidly aligned to the first dataset
with regard to translation, rotation, and scale by using the affine alignment algorithm of
the Amira software package. The error metric has been chosen in such a way that the
overlap of the segmented femurs is maximized. Hence, the trained shape models contain
information about the nonrigid deformations of the tibia and the femur as well as the
rigid transformations between these adjacent bones.
In order to make maximum use of the available training data, we use a leave-one-out
approach for the evaluation, i.e. we trained the shape models using n = 5 datasets in
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Figure 4.15: Extracted CT slices of the human knee that are used for the evaluation.
Subfigs. 2+ 5: c©CARS 2012. Reprinted from [7] with permission of Springer.
order to segment the remaining dataset, and we use all m = 4 available eigenshapes
in the models. Prior to the model generation, the hand-segmented contours have been
converted to an implicit signed-distance representation by the approach presented in [51].
Again, the eigenshapes and resulting eigenvalues that result from the training of the global
SSM are also used by our LDSSM. Now, to obtain the global solution, we use the same
approach as for the segmentation of the paranasal sinuses. It has been explained in section
4.1.2.
This means, we search for a weight vector ~ˆw for which the zero level curve Cglob( ~ˆw) of the
modeled shape Φglob( ~ˆw) describes the desired segmentation result. For this purpose, we
start from the initial weights ~winit = (0, 0, 0, 0) and use the Nelder-Mead simplex method
in order to minimize equation (4.4). The thus obtained result is then used as an initial
value for the minimization of equation (4.2). One can see the corresponding processing
chain in figure 4.6. The only difference to the paranasal sinus segmentation is that we
waive the intensity weighting of the gradient values so that equation (4.3) modifies to
E(~x) = |∇I(~x)|2 . (4.19)
This is because the intensities at the gradients caused by the bone borders have similar
values than the intensities at the gradients caused by inner structures of the bones so that
an intensity weighting gives no advantage here (c.f. figure 4.15).
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iterations filter size (in pixels) diameter of narrow band (in pixel)
0 . . . 999 15 x 15 21.21
1000 . . . 1999 11 x 11 15.56
2000 . . . 2999 7 x 7 9.90
3000 . . . 3999 3 x 3 4.24
Table 4.2: Size of the averaging filter in line 9 of algorithm 3.2 and diameter of the narrow
band NB(Cloc) in different iterations.
The binarization threshold t for the squared gradient magnitude E is chosen to 5000, the
standard deviation of the Gaussian smoothing kernel Kgauss, which is used to smooth the
gradient magnitude, is chosen to σgauss = 1.0 (similar to section 4.1.3), and the termination
condition for the Nelder-Mead simplex method is chosen as in equation 4.16 (i.e. the
absolute difference of the normalized function values of the objective function has to be
less than 1e−10 between all simplex vertices).
Similar to the segmentation of the paranasal sinuses, the local solution is obtained as
explained in section 3.3.4: Algorithm 3.2 is used to approximate a smooth field of weight
vectors ~ˆΨ so that the zero level curve Cloc(~ˆΨ) of the modeled shape Φloc(~ˆΨ) describes
the desired segmentation result. The processing chain of the local approach is depicted
in figure 3.8. Again, the global solution is used as initial solution for each local weight
vector. Like in section 4.1.3, we use the modified weight update target from equation
(4.17). However, we slightly modify the offset γ(~x) that has been defined in equation
(4.18). We heuristically determined that one can achieve a faster convergence when the
local contour is slightly forced outwards when it is located in a bony image region. So,
the new offset is defined as
γ(~x) =
−0.03 , if I(~x) > 120 and ~x ∈ NB(Cloc)0.00 , else . (4.20)
Identical to the global approach, the standard deviation of the Gaussian smoothing kernel
Kgauss (c.f. equation (3.22)) is chosen to σgauss = 1.0.
We choose a fixed number of 4000 iterations as the termination criterion for algorithm
3.2. The smoothing kernel Ksmooth in line 9 of algorithm 3.2 is selected to be an average
filter, and we heuristically determined that one obtains better segmentation results when
we reduce the size of the filter kernel during the segmentation process. So, we start with a
filter kernel having a size of 15 x 15 pixels, and we reduce the filter size in each dimension
by 4 every 1000 iterations so that we end up with a 3 x 3 filter kernel. This is summarized
in table 4.2.
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Figure 4.16: Segmentation results: Hand-segmented reference (green line), results of the
global approach (blue line), and results of our new local approach (red line).
Subfigs. 2+ 5: c©CARS 2012. Reprinted from [7] with permission of Springer.
The diameter of the narrow band NB(Cloc) around the modeled contour Cloc in which
the weight update target is estimated is chosen to match the diameter of the smoothing
kernel. So, it also changes according to table 4.2. The small filter size of 3 x 3 pixels at the
end of the local segmentation process is necessary in order to obtain good segmentation
results for this problem because of the very limited amount of training data.
The reduction in the filter size has the added benefit that the large filter size at the
beginning of the local segmentation process prevents the local model contour to adapt
to the wrong image edges that are located near the poor global initial solution. Through
the reduction of the filter size, the solution gets more and more local instead of switching
directly from a global solution to a local solution. This will be treated in more detail in
section 5.5.
4.2.3 Results
The segmentation results obtained with the global and the local approach are shown in
figure 4.16 and the corresponding errors are given in figure 4.17. We have calculated the
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Figure 4.17: Resulting errors for each dataset obtained with the global approach (blue
empty circles) and the local approach (red filled circles), respectively.
same four error measures as for the paranasal sinus segmentation in order to compare the
automatic segmentation results to the hand-segmented reference. They have been defined
in section 4.1.3. It can be seen that our LDSSM-based approach is able to deliver very
accurate segmentation results even with very limited training data at hand (in this case
5 training shapes). This is supported by the quantitative evaluation.
For our local approach, the average root-mean-square deviation, averaged over all datasets,
is 0.608mm with a standard deviation of 0.157mm, the average Hausdorff distance is
3.548mm with a standard deviation of 1.016mm, the average Jaccard distance is 0.022
with a standard deviation of 0.009, and the average Dice distance is 0.011 with a standard
deviation of 0.004. For comparison, the average root-mean-square deviation for the global
approach is 1.542mm with a standard deviation of 0.743mm, the average Hausdorff dis-
tance is 5.262mm with a standard deviation of 1.632mm, the average Jaccard distance
is 0.065 with a standard deviation of 0.034, and the average Dice distance is 0.034 with a
standard deviation of 0.019.
So, our local approach clearly outperforms the global approach: The average root-mean-
square deviation is 0.93mm lower, the average Hausdorff distance is 1.71mm lower, the
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average Jaccard distance is 0.04 lower, and the average Dice distance is 0.02 lower. As in
section 4.1.3, the statistical significance of this finding has been confirmed by a left-sided
Wilcoxon signed-rank test [138]. Again, it can be seen from the ρ-values in the last row of
table 4.3 that the null hypothesis – the population median of the left samples (the local
segmentation results) is greater or equal to the population median of the right samples
(the global segmentation results) – can be rejected for all four error measures at the
commonly used significance level of 0.05.
This is not surprising as our local approach yields smaller values for all four error measures
than the global approach in all 6 datasets (c.f. figure 4.17). The only exception is the
Hausdorff distance in dataset 1 which is 5.22mm for the global approach as well as the
local approach. When we have a closer look at figure 4.16, we can see that this is because
of an erroneous outlier which exists likewise for the global an the local approach. However,
apart from this outlier the local segmentation result is almost perfect which is reflected by
the other 3 error measures: For the remaining error measures, the local approach reaches
the lowest value of all datasets in dataset 1.
The largest values of these 3 error measures are obtained in dataset 5. This is mostly
due to the local segmentation result on the right side of dataset 5, at the transition from
the femur to the tibia (c.f figure 4.16). There, one can see that the local segmentation
result deviates from the hand-segmented reference. However, when we have a look at the
original data in figure 4.15, we can see that even for a human observer it is very hard to
determine the correct boundary (especially of the femur) without additional information
from adjacent CT slices. So, because of the missing local image information, the local
segmentation result stays close to the global segmentation result.
In summary, we have shown the great potential of our local LDSSM-based segmentation
approach in a knee CT image segmentation task. Even with only 5 training datasets at
hand, we were able to get very promising segmentation results.
RMSD HD J D
global approach 1.440 mm 4.735 mm 0.059 0.030
local approach 0.565 mm 3.345 mm 0.022 0.011
ρ-value 0.016 0.031 0.016 0.016
Table 4.3: Median errors over all 6 datasets. It can be seen that the local approach out-
performs the global approach for all four error measures. The significance of
this finding was evaluated using the left-sided Wilcoxon signed-rank test. The
resulting ρ-values are given in the last row.
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4.3 Fitting the LDSSM to Range Scans of Faces
In the following subsections, we will evaluate our LDSSM on another class of data, namely
range scans of faces. The results and approaches from the following subsections are an
extended version of the work that we published in [5]. The data employed in our exper-
iments will be described in section 4.3.1, and we use this data in section 4.3.2 to show
the advantages of our LDSSM over a global SSM by evaluating the best possible model
approximation of a given face scan that can be obtained, depending on the number of
training shapes that have been used to build the model.
Subsequently, in section 4.3.3 we will present another possible application for the LDSSM:
The reconstruction of missing regions in incomplete 3D face scans. For this purpose, we
extend the iterative determination of the weight fields for a partially-known target shape
from section 3.3.3 by embedding it into a fully-automatic framework that automatically
identifies:
1. the rigid transformation between the face scan and the mean shape of our LDSSM
2. an initial solution for the field of weight vectors
3. a reconstruction of the complete face scan with the help of the LDSSM
The experiments will show that the LDSSM is able to represent a natural-looking approx-
imation of the complete face scan with only a very small amount of training shapes at
hand.
4.3.1 The Basel Face Model: A Meta-Database for 3D Faces
The data used in the following sections has been provided by Prof. Dr. T. Vetter, De-
partment of Computer Science, University of Basel, Switzerland [98]. He developed a
statistical shape model of 3D faces, called the Basel Face Model (BFM), and made it
publicly available [57] in order to emphasize the use of statistical shape models in various
research areas. The BFM is an explicit statistical shape model of the form presented in
section 2.2. It has been built using face scans of 100 male and 100 female persons, mostly
Europeans, for which dense point correspondences have been established. Each of the face
scans is represented by a 2-dimensional triangulated surface mesh in the 3-dimensional
Euclidean space. The mesh consists of 53490 vertices (xi, yi, zi) ∈ R3, i = 1 . . . 53490,
which are in correspondence throughout the training data.
Instead of making the training data publicly available, Vetter et al. chose to publish the
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statistical shape model that has been trained using this training data, i.e. the mean shape,
the base vectors that define the subspace of feasible shapes, and the standard deviations
along those base vectors (c.f. section 2.2).
We cannot use the BFM directly in our experiments, as the BFM uses an explicit shape
representation, where each shape is represented as a triangulated surface mesh, and we use
an implicit shape representation throughout this thesis, where each shape is represented
as the zero level set of a signed distance function. However, the BFM can be regarded as
a meta-database, because it can be used to generate new, synthetic faces with the help
of equation (2.14) [98]. So, we can generate a set of synthetic training shapes, convert
these shapes from an explicit to an implicit shape representation, and use this new set of
implicit training shapes to train the implicit models that have been addressed in sections
2.3 and 3.2. The weight vectors that are used to generate the synthetic training shapes
are thereby drawn from the Gaussian distribution that is given in equation (2.9). A set
of 30 random synthetic training shapes can be seen in figure 4.18.
Together with the model data, Vetter et al. also made ten exemplary face scans available
that have not been used in the model generation process but are in correspondence to the
modeled shapes. They can be seen in the leftmost colum of figure 4.22.
4.3.2 Evaluating the Shape Approximation for Known Target Shapes
In section 2.5, it has been argued that a large amount of training shapes is needed in order
to capture the full amount of intra-class shape variation inside a given shape class. Below,
we want to substantiate these arguments by evaluating the best possible approximation of
a given target shape that can be obtained with the help of the global implicit SSM from
section 2.3 and our LDSSM from section 3.2, respectively, depending on the number of
training shapes that have been used to train the models. For comparison, we additionally
compute the best possible approximation that can be obtained with the help of the global
explicit SSM from section 2.2. This comparison is possible, as dense point correspondences
are available for the above-mentioned dataset.
Methods
In order to obtain the training data for our experiment, we use the BFM to generate
nine sets of synthetic training faces with a different amount of faces in each training set:
Starting with 10 training faces, the amount of faces in each training set is increased by
10 until a training set size of 90 is reached.
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Figure 4.18: A set of 30 synthetic training faces that have been generated by the BFM.
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As these synthetic training faces are given in an explicit mesh-based representation, we
have to convert them to an implicit signed distance representation. For this purpose, we
use the approach that has been presented in [41]. This approach approximates a volumetric
signed distance representation in a small hull around the surface mesh.
This signed distance hull is then propagated to the rest of the volume using the approach
described in [51] in order to obtain the complete signed distance representation of the
synthetic training shapes. The size of the volume that stores the signed distance values
is chosen to be 320 x 340 x 200 voxels with a uniform voxel resolution of 0.5mm in each
dimension. The thus obtained implicit shape representations are then used to train the
global implicit SSM from section 2.3. All available eigenvectors are used to define the
SSM subspace. This means, no dimension-reduction is performed after the PCA in order
to make use of all available training shapes. Again, these eigenvectors are also used by
our LDSSM from section 3.2.
The synthetic training faces are also used directly to train the global explicit SSM from
section 2.2 without converting them to a signed distance representation. The mean shape
and the mean shape plus/minus 3 standard deviations of the first, fifth, and tenth principal
component are depicted in figure 4.19 for the global implicit SSM and in figure 4.20 for
the global explicit SSM, respectively. Both models have been trained with the shapes that
are depicted in figure 4.18.
The target shapes for our experiment are given by the ten exemplary face scans from the
BFM dataset that are shown in the leftmost columns of figure 4.22. As the statistical
shape models capture only the nonrigid variations, each of the target shapes is rigidly
aligned to the mean shape of the BFM with regard to rotation, translation, and scale by
using a similarity transformation as explained in section 2.4.2. In order to being able to
approximate the target shapes with the global implicit SSM and the LDSSM, all target
shapes are additionally converted to a signed distance representation by the approach
presented above. For the global explicit SSM, the aligned shapes are used directly to
compute the shape approximation without converting them to a signed distance repre-
sentation. To compare the results of both implicit models with the result of the explicit
SSM, the resulting shape approximations of both implicit models are transformed back
to an explicit mesh-based representation using the Marching Cubes algorithm [81].
Now that we have described the data for our experiment, we have to take a look at how
to approximate the target shapes with the three shape models mentioned above. For the
global implicit SSM from section 2.3, we have presented a closed-form solution in section
3.3.2 that minimizes the mean-square error between the model approximation and the
signed distance representation of the target shape ~Φtarg. So, we use equation (3.9) in
order to compute the weights ~wimpl. that describe the approximation of the target shape
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mean shape 1st comp. ± 3σ 5th comp. ± 3σ 10th comp. ± 3σ
Figure 4.19: Mean shape and mean shape plus/minus 3 standard deviations for the 1st,
5th, and 10th component of the global implicit SSM from section 2.3.
mean shape 1st comp. ± 3σ 5th comp. ± 3σ 10th comp. ± 3σ
Figure 4.20: Mean shape and mean shape plus/minus 3 standard deviations for the 1st,
5th, and 10th component of the global explicit SSM from section 2.3.
4.3 Fitting the LDSSM to Range Scans of Faces 117
with the global implicit SSM:
~wimpl. =
(
~Φtarg − ~¯Φ
)
Φ˜T . (4.21)
For the global explicit SSM from section 2.2, the same argumentation as in section 3.3.2
applies when we replace the implicit level set representations by the explicit representa-
tions from equation (2.2).
By doing this, the optimal weights ~wexpl. that minimize the mean-square error between
the model approximation and the target shape ~Ctarg can be computed as
~wexpl. =
(
~Ctarg − ~¯C
)
C˜T . (4.22)
Please note that this solution is only possible as dense point-correspondences are available
between the target shape and the explicit SSM. For the implicit SSM, the only requirement
is that the target shape has to be rigidly aligned to the model.
How to approximate a known target shape Φtarg with the help of our LDSSM has been
addressed in section 3.3.3. So, we use algorithm 3.1 in order to obtain a smooth field
of weight vectors ~Ψloc. that describes the local shape approximation. The initial field of
weight vectors, which is needed as an input to the algorithm, is obtained by setting each
local weight vector to the global implicit shape approximation result ~wimpl. from equation
(4.21). The smoothing kernel is chosen to be a cubic averaging kernel. We initially choose
the dimension of the filter kernel to 64 x 64 x 64mm (i.e. (2k) x (2k) x (2k)mm, k = 6) and
perform 10 iterations of the local fitting loop in lines 3 to 11 of algorithm 3.1. Afterwards,
the parameter k is reduced by one so that the dimension of the filter kernel reduces to
32 x 32 x 32mm. With this new filter kernel, another 10 iterations of the local fitting loop
are executed. This process is repeated until we reach a final filter size of 2 x 2 x 2mm so
that in total 60 iterations of the local fitting loop in algorithm 3.1 are performed.
The second input to algorithm 3.1, next to the initial field of weight vectors, is the signed
distance representation of the target shape Φtarg. The problem is that computing the local
weight update in lines 6 and 7 of algorithm 3.1 for all 21,760,000 local weight vectors is
computationally very expensive (see below). So, in order to reduce the computation time,
we do not consider the complete signed distance representation of the target shape Φtarg,
but we use only a signed distance hull with a diameter of 20 voxels around the zero level
set of the target shape as a partial target shape for the algorithm 3.1. As a result, the
local weight update in lines 6 and 7 has to be computed only for a small subset of all local
weight vectors. The remaining weight vectors are affected only by the smoothing step
in line 10 of the algorithm. This is similar to the narrow band approach for an unknown
target shape that has been depicted in figure 3.8, with the difference that the target shape
in the narrow band does not have to be estimated, but is already known.
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Results
We evaluate the quality of the different shape model approximations by calculating the
root-mean-square error between each model approximation and the target shape ~Ctarg:
erms =
√√√√1
v
v∑
i=1
∣∣∣∣∣∣d ((xi, yi, zi), ~Ctarg)∣∣∣∣∣∣2 , (4.23)
where d(xi, yi, zi), ~Ctarg) denotes the euclidean distance from a vertex (xi, yi, zi) of the
approximated shape to the closest vertex of the target shape ~Ctarg, and v is the number
of vertices of the approximated shape. Please note that the root-mean-square error from
equation (4.23) contains a small bias that depends on the parameterization of the target
shape, i.e. on the distance between neigboring vertices on the target shape. So, in order to
reduce the bias in the root-mean-square error, we refine the mesh of the target shape prior
to the evaluation of the error function by introducing new vertices in the middle of each
triangle until the maximal edge length of each triangle is smaller than 0.5 mm. After this
midpoint-refinement process each target shape ~Ctarg consists of about 800,000 vertices and
the expected mean bias in the root-mean-square error can be obtained via simulation to
0.1755mm.2 As mentioned above, for both implicit statistical shape models, the resulting
shape approximations Φglob(~wimpl.) and Φloc(~Ψloc.) are converted to an explicit, mesh-based
representation with the help of the Marching Cubes algorithm [81] in order to compute
the error from equation (4.23).
The resulting approximation errors for the three investigated statistical shape models are
depicted in figure 4.21. On the horizontal axis one can see the number of training shapes
that have been used to train the statistical shape models, and on the vertical axis one
can see the root-mean-square error between each model approximation and the target
shape as defined in equation (4.23). The approximation errors for the ten target shapes
are given as boxplots where the median error of all ten faces is depicted as a black dot.
The bottom and top of the boxes denote the first and third quartiles of the errors for
all ten faces, and the whiskers denote the minimal and the maximal errors along all ten
faces, respectively. It is clearly visible how the root-mean-square error between the shape
approximation and the target shape decreases with a growing number of training datasets
for all three investigated statistical shape models. The results also show that the global
implicit SSM from section 2.3, which does not depend on any point-correspondences, can
generate a shape approximation that is equal to (or even slightly better than) the solution
that is generated by the global explicit SSM from section 2.2, which depends on point
correspondences.
2We sample uniformly distributed random points inside an equilateral triangle with an edge length of
0.5mm and compute the root-mean-square error of all these points to the nearest vertex.
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Figure 4.21: Boxplots of the root-mean-square errors from shapes generated by various
statistical shape models (SSMs) to ten given target shapes, plotted against
the number of training shapes which have been used to train the SSMs.
c©EurographicsAssociation 2013. Reproduced from [6] by kind permission of theEurographicsAssociation.
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target shape SSM(global, explicit)
SSM
(global, implicit)
LDSSM
(local, implicit)
erms
Figure 4.22: Root-mean-square errors from shapes generated by various SSMs to ten given
target shapes. 30 training shapes have been used to train the SSMs. The
target shapes originate from the database that is described in [98].
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Figure 4.22 (cont.): Root-mean-square errors from shapes generated by various SSMs to
ten given target shapes. 30 training shapes have been used to train the
SSMs. The target shapes originate from the database that is described
in [98].
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But, more importantly, the results show that the LDSSM from section 3.2 can generate
a much better approximation with limited training data than the other two statistical
shape models. For example at 30 training shapes, the median error over all ten target
shapes for the global explicit SSM is 1.14 mm, the median error for the global implicit
SSM is 0.96mm, and the median error for the LDSSM is already as low as 0.28mm.
Additionally, it can be seen that the decay of the root-mean-square error for a growing
number of training datasets is much larger for the LDSSM than for the other two statistical
shape models. In fact, when we assume an exponential decay of the approximation error,
the decay constant for the LDSSM is more than twice as large as the decay constants
for the other two SSMs. This means, after a strong decrease of the approximation error
of about 0.36mm, when increasing the number of training shapes from 10 to 30, the
decay is strongly reduced for a growing number of training shapes. From 30 to 50 training
shapes the reduction is 0.07 mm, from 50 to 70 training shapes the reduction is 0.03mm,
and from 70 to 90 training shapes the reduction is 0.01mm. Additionally, at 90 training
shapes, the root-mean-square error for the LDSSM approaches the systematic bias of
0.1755mm that has been mentioned above. Hence, it can be argued that a small number
of about 90 training shapes (for the class of face shapes) is enough to obtain a perfect
approximation of a given target shape with the LDSSM and that already 30 training
shapes are sufficient in order to obtain an approximation that is only 0.1mm worse than
the perfect approximation.
The different model approximations for 30 training shapes, color-coded by the root-mean-
square error, are shown in figure 4.22. One can see once again that the LDSSM yields
clearly the smallest root-mean-square error for all ten test shapes. The result for the
seventh target shape is also depicted in figure 4.23. Here, it can be seen that all three
approaches are able to deliver satisfactory results. However, the result which looks most
similar to the target shape has been generated by the LDSSM.
What has not been mentioned so far is the runtime of the three different approaches. As
their exist closed-form solutions for the global explicit SSM and the global implicit SSM,
the runtime of those two approaches is significantly smaller than those of the LDSSM. The
experimental evaluation described above has been carried out on an Intel Core i7 3770K
quad core processor with 3.5 GHz clock speed. On this processor, the approximation of
the target shape takes less than a minute for both global SSMs, and the runtime for the
LDSSM can be seen in figure 4.24. The runtime for the LDSSM is significantly larger
than for both global SSMs as the local approximation has to be obtained iteratively.
For 10 training shapes, the runtime is approximately 5.2 minutes per target shape, and it
increases up to 79 minutes for 90 training shapes. One can see that the runtime-complexity
is quadratic O(cm2) with regard to the number of SSM base vectors m, where c ≤ 1 is
the fraction of voxels that is considered in the weight update step in line 6 of algorithm
3.1.
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target shape SSM(global, explicit)
SSM
(global, implicit)
LDSSM
(local, implicit)
Figure 4.23: Example for different approximations of a given target shape, generated by
the global explicit SSM, the global implicit SSM, and the local implicit
LDSSM. The SSMs have been trained using 30 data sets.
c©EurographicsAssociation 2013. Reproduced from [6] by kind permission of theEurographicsAssociation.
The quadratic time-complexity is due to the computation of the outer product in the
Cauchy step size from equation (3.19). However, this computation is carried out only for
a small fraction c of all voxels. Please note that the time complexity of the smoothing step
in line 10 of algorithm 3.1, which has to be carried out for all voxels, is linear with regard
to the number of SSM base vectors m, as the smoothing is performed independently for
each weight field Ψi, i = 1 . . .m.
4.3.3 Application: Reconstructing Incomplete Face Scans
In the following, we would like to present a possible application for the iterative approxi-
mation of a partial target shape with the help of the LDSSM that has been presented in
section 3.3.3, namely the reconstruction of missing regions in 3D face scans. By 3D face
scan we mean a 2-dimensional triangulated surface mesh in the 3-dimensional Euclidean
space that represents the surface of a human face. It can be acquired for example with
the help of a laser range scanner [139] or a coded light approach [131] (see e.g. [17] for an
overview). The problem is that an acquired 3D face scan almost always contains holes.
Most of them are due to occlusions, but also other factors, like e.g. low reflectance or
specular reflections, are plausible explanations [20]. Some examples can be seen in the
first column of figure 4.27. Now, in order to use the face scan in an application, like e.g.
facial animation [79], facial plastic surgery [62], or face recognition [20], usually a face
scan without holes is required. So, one could try to close the holes using linear or poly-
nomial interpolation techniques [89]. However, these simple approaches quickly come to
their limits when interpolating the difficult structures of a human face.
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Figure 4.24: Runtime for the LDSSM that is needed to approximate a given target shape,
depending on the number of training shapes that are used to train the model.
Interpolating the missing regions with the help of statistical shape information has proven
to produce much better results (see e.g. [98] or [79]). As shown in section 4.3.2, a global
SSM like the BFM from section 4.3.1 requires a large amount of training shapes in order
to obtain an accurate approximation of the 3D face scan. In fact, Vetter et al. [98] used
200 training shapes to build the BFM from section 4.3.1 and even this large number of
training samples was still not enough to capture the full amount of face variation. So,
they additionally introduced four predefined segments in the shape model in order to
enlarge the space of possible shape configurations. However, this introduces the problems
of partitioned statistical shape models that have been mentioned in section 3.2. Now, we
would like to demonstrate that it is possible to obtain a natural-looking approximation
of an incomplete 3D face scan with only 30 training shapes at hand when our LDSSM is
used to provide the statistical shape information.
Rigid Alignment
As the LDSSM captures only nonrigid shape deformations, the mean shape of the LDSSM
has to be rigidly aligned to the face scan with regard to rotation, translation, and scale.
However, as no correspondences are available between the face scan ~Ctarg and the mean
shape of our model ~¯C, we cannot simply compute a similarity transformation in order
to rigidly align the face scan to our LDSSM. Instead, we use the RANSAM (RANdom
SAmple Matching) approach [139] in order to coarsely register the face scan and the
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Figure 4.25: Best RANSAM match and corresponding quality for various scale factors.
mean shape of our model, and we refine the registration with a modified version of the
well-known Iterative Closest Point (ICP) algorithm [15].
RANSAM is a fast and robust approach to coarsely register a pair of surfaces. It builds
up on the well-known probabilistic RANSAC (RANdom SAmple Consensus) method [53]:
The RANSAM approach iteratively generates random pose hypotheses that transform one
surface onto the other and evaluates the matching quality by counting the inliers, i.e. the
points on the transformed surface that lie within an -neighborhood around the other
surface. The resulting transformation is obtained as the one with the highest matching
quality. However, the RANSAM approach has only been designed to register two surfaces
with regard to rotation and translation.
126 4 Evaluation of the Locally Deformable Statistical Shape Model
Now, in order to additionally obtain an estimate for the initial scale factor between the
face scan ~Ctarg and the mean shape of our model ~¯C, we use algorithm 4.1: We iterate over
a finite set of scale factors, scale the face scan by the given scale factor, and compute
a RANSAM match for each scaled face scan. A depiction of this process can be seen
in figure 4.25. The resulting initial scale factor is then simply the one that delivers the
highest RANSAM matching quality and the resulting rotation and translation estimates
are given by the RANSAM match at that scale.
1: procedure ObtainInitialScaleFactor( ~¯C, ~Ctarg,minScale,maxScale)
2: quality ← 0
3: bestScale← 0
4: for f ← minScale : 0.05 : maxScale do
5: ~Cscale ← ScaleShapeByFactor(~Ctarg, f)
6: FindOptimalRansamMatch( ~¯C, ~Cscale)
7: qTemp ← EvaluateMatchingQuality( ~¯C, ~Ctarg)
8: if qTemp > quality then
9: quality ← qTemp
10: bestScale← f
11: end if
12: end for
13: return bestScale
14: end procedure
Algorithm 4.1: Procedure to obtain an initial scale factor estimate.
This simple approach proved to perform very well in estimating the initial rotation, trans-
lation, and scale for the following fine registration step. In order to refine the initial rota-
tion, translation, and scale estimates, we use a modified version of the well-known Iterative
Closest Point (ICP) algorithm [15]. The ICP algorithm iteratively selects a random set
of closest point pairs on two coarsely-registered surfaces and minimizes the mean squared
distance between these two point sets with regard to rotation and translation. After a few
iterations, this usually leads to a good registration of the two shapes.
Our modification now consists of including the scale factor in the minimization process.
This is achieved by using the similarity transformation, introduced in section 2.4.1, in
order to minimize the mean squared distance between the two point sets in each ICP
iteration. Again, this simple modification performed very well in registering the shapes
with regard to rotation, translation, and scale.
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After having rigidly aligned the 3D face scan ~Ctarg to the mean shape of our model ~¯C, we
need to convert it to an implicit signed distance representation Φtarg in order to be able
to close the holes with the help of the LDSSM. Like in section 4.3.2, we use the approach
from [41] for this purpose which approximates a signed distance representation in a small
hull around the surface mesh. However, the difference to section 4.3.2 is that the 3D face
scan now contains holes.
Because of this, the interior and exterior of the 3D face scan is not clearly defined. So,
we are not able to propagate the signed distance hull to the rest of the volume in order
to obtain the complete signed distance representation of the 3d face scan. Instead, we
use directly the approximated signed distance hull as a partial target shape Φtarg that
contains signed distance values only in the small hull around the surface mesh.
Initial Global Solution
In order to use algorithm 3.1 to approximate the partial signed distance representation
Φtarg of the aligned 3D face scan with the help of the LDSSM, we need to obtain an
initial solution ~Ψinit for the field of weight vectors. In section 4.3.2, we used the global
closed-form solution ~wimpl. from equation (4.21) in order to initialize the field of weight
vectors. The problem is that we do not have a complete signed distance representation of
our acquired 3D face scan. So, we cannot calculate the closed form solution from equation
(4.21). But, we can approximate the global closed-form solution by formulating it as an
iterative fixed point problem:
Let Φtarg be the signed distance representation of our 3D face scan ~Ctarg that contains only
distance values in a small hull around the scanned surface (further denoted by hull(~C)).
We start with initial weights ~w0 = ~0 and calculate a first approximation of the target
shape with the help of the global SSM from equation (2.34) as
Φglob(~wk) = Φ¯ +
m∑
i=1
wki Φ˜i , (4.24)
with k = 0. Then, the signed distance values from the global model approximation are
replaced by the known signed distance values in the hull around the scanned surface:
Φ?~wk(~x) =
Φtarg(~x) , if ~x ∈ hull(~C)Φglob(~wk)(~x) , else . (4.25)
Afterwards, a new weight vector ~wk+1 is obtained by inserting the vectorized level set
~Φ?~wk(~x) as the new target shape in equation (4.21):
~wk+1 =
(
~Φ?~wk − ~¯Φ
)
Φ˜T . (4.26)
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Figure 4.26: Flowchart for the reconstruction of incomplete face scans with the LDSSM.
By iterating equations (4.24), (4.25), and (4.26) until convergence, one obtains an initial
approximation of the face scan by the global SSM. Please note that it can be shown that
this global model approximation approach is a specific instance of an approach which has
been by presented by Tsai et al. in [129]. So, it has a sound mathematical foundation. The
approach of Tsai et al. will be discussed in detail in section 5.3. Additionally, in order to
further refine the rigid transformation parameters, we perform one step of our modified
ICP after each change in the global weight vector.
Experimental Setup and Results
In order to demonstrate the reconstruction of missing regions in 3D face scans with the
help of the LDSSM, we train our LDSSM using 30 training faces as described in section
4.3.2. This means, 30 explicit training shapes have been synthesized with the help of the
BFM from section 4.3.1 (see figure 4.18) and they have been converted to a signed distance
representation in order to use them in the training process of the LDSSM. The target
shapes have been acquired by ourselves with the help of the "DAVID-SLS-2 Structured
Light 3D Scanner" [43]. We demonstrate our approach using 6 face scans of 3 different
individuals. The scanned faces are depicted in the leftmost column of figure 4.27. The
shapes in rows 3 and 5 have been acquired from the front and the shapes in rows 4 and
6 from the side. The shapes in rows 1 and 2 have been stitched together with the help
of the RANSAM approach [139] using 3 overlapping scans. It can be seen that only the
stitched scans contain almost no holes. All the other scans contain non-negligible holes
and missing regions that have to be closed with the help of statistical shape information
in order to reproduce a natural-looking face.
The reconstruction process is shown in figure 4.26. The scanned faces are rigidly aligned
to the mean-shape ~¯C of the LDSSM by the approach presented above. For algorithm 4.1,
we use a minimal scale factor of 0.8 and a maximal scale factor of 1.2, respectively, and
we use 100 iterations of the ICP algorithm to refine the initial result.
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Figure 4.27: Results of the 3D face scan completion experiment.
c©Eurographics Association 2013. Reproduced from [6] by kind permission of the Eurographics Association.
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Afterwards, an initial global shape approximation is obtained by the approach from the
previous section. Thereby, the diameter of the signed distance hull is chosen to 10mm, and
equations (4.24), (4.25), and (4.26) are iterated until the error between the weight vectors
of two subsequent iterations, normalized with regard to the trained standard deviations,
is less than 0.0012. With the thus obtained initial solution, we further approximate the
3D face scan with the help of the LDSSM by using algorithm 3.1. The parameters of
the algorithm are chosen exactly as in section 4.3.2. This means, we choose an initial
cubic averaging kernel with a size of 64 x 64 x 64mm and reduce the filter size every 10
iterations.
The only difference to section 4.3.2 is that we use a minimal filter size of 16 x 16 x 16mm
for the mostly incomplete face scans in lines 3 to 6 of figure 4.27. For the almost complete
scans in lines 1 and 2 of figure 4.27, a minimal filter size of 2 x 2 x 2mm is used. So, for
the face scans in rows 1 and 2 of figure 4.27, a total of 60 iterations are needed in order to
obtain the local fitting result and for the shapes in rows 3 to 6, 30 iterations are needed.
The model approximations are depicted in the second column (initial global model approx-
imation) and in the third column (local model approximation) of figure 4.27, respectively.
The fourth and fifth columns show the modified 3D scans, where the holes have been
filled using the local model approximations. In column four, the local model approxima-
tion is additionally highlighted in orange. It can be seen that the local model has been
able to capture the almost complete scans very accurately. But, more importantly, also for
the other shapes the local model approximation looks much more similar to the original
scan than the global model approximation. The existing regions of the shapes have been
precisely approximated and the missing regions have been nicely interpolated. However,
in those cases where only one side of the face is present in the scan, the local model
approximations do not look exactly symmetric. This is due to the fact that there exists
no similarity criterion in the incorporated statistical shape model. So, the side with no
data mostly resembles the global model approximation, whereas the other side is given as
a precise fit of the local model. Nevertheless, also the reconstructed partial faces look all
very natural.
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Chapter 5
Global-To-Local Shape Priors for
Variational Level Set Methods
In chapter 3, we have presented our Locally Deformable Statistical Shape Model (LDSSM)
together with an iterative approach that couples the shape information provided by our
LDSSM with level set segmentation methods. The level set evolution is used to estimate
a weight update target which then in turn is approximated by our LDSSM (c.f. figure
3.8). Through this model approximation, the evolved level set is restricted to the space of
feasible shapes that is consistent with our LDSSM. The presented approach is straightfor-
ward to understand and can thus be easily used to extend classical level set segmentation
methods with local statistical shape information.
However, one drawback of our iterative approach is that the statistical shape information
is used only after the estimation of the weight update target. Therefore, the weight update
target estimation step of our approach generally evolves the level set in a way that is not
consistent with our LDSSM. As a consequence, the evolved level set has to be restricted
back to the space of feasible shapes in the following model fitting step. To improve the seg-
mentation process, it would be beneficial to incorporate the statistical shape information
already in the weight update target estimation step. In order to achieve this, we need to
provide our iterative approach from chapter 3 with a sound mathematical foundation. For
this purpose, we propose to embed our LDSSM into the variational image segmentation
framework from section 1.5. This will be the topic of the following sections.
The following sections are an extension of the work that we have published in [2]. In section
5.1, we start by pointing out the limitations of our iterative segmentation framework
from section 3.3.4. Then, in section 5.2, we briefly review existing approaches that try to
integrate shape information into variational image segmentation approaches. Afterwards,
in section 5.3, we thoroughly review an approach that integrates the global Statistical
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Shape Model (SSM) from section 2.3 into the variational image segmentation framework.
Building on this, we finally present a new solution to integrate our LDSSM into the
variational image segmentation framework in sections 5.4 and 5.5.
5.1 Problems of the Iterative Segmentation Framework
We recall that the LDSSM has been used in section 3.3.4 in an iterative framework for
segmenting 2D images and 3D volume data. Our framework consists of four steps that
have to be iterated in order to obtain the desired segmentation result. These four steps
are shown in figure 3.8, and we will shortly recapitulate them here as they are needed for
the upcoming illustrations.
In the first step, a weight update target is estimated based on image information around
the current model contour. Please note that this weight update target is not required
to lie in the space of feasible shapes which is consistent with our LDSSM as no model
information is used in the estimation of the weight update target. So, the following three
steps are responsible for restricting the estimated weight update target back to the space
of feasible shapes: In step 2, updated weight fields are computed which reduce the element-
wise squared distance between the weight update target and the LDSSM representation.
To make sure that these updated weight fields are in accordance with the trained shape
distribution in each element of the data domain, they are truncated to lie within three
times the standard deviation of the trained Gaussian distribution in step 3. Finally, in
step 4, the updated weight fields are convolved with a smoothing kernel in order to ensure
that they satisfy the smoothness condition of our LDSSM.
A first connection between our iterative framework and level set methods has been made
at the end of section 3.3.4. We showed that our framework can be regarded as introducing
an additional shape regularization component (steps 2-4 of our framework) in the level
set evolution process (step 1 of our framework). More specifically, our iterative weight
field update for a known target shape from section 3.3.3 (steps 2-4 of our segmentation
framework) minimizes the squared distance between the modeled shape and the target
shape under the constraints that the resulting weight fields should be smooth and bounded
by the trained shape distribution (c.f. section 3.3.1).
Furthermore, we explained in section 1.5 that in state of the art variational image segmen-
tation methods the level set contour evolution (step 1 of our framework) is derived as a
gradient flow which minimizes an appropriate image energy. So, our segmentation frame-
work from section 3.3.4, can be regarded as iteratively minimizing two coupled problems:
an image energy and the constrained squared distance to an estimated weight update
target.
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This means, in the derivation of our iterative segmentation framework, we treated the
shape approximation problem independently from the image segmentation problem, and
we connected both problems by iteratively minimizing them until one obtains a stable
solution. This formulation has the drawback that the statistical shape information is not
considered in the energy minimization problem which is used to drive the level set contour
evolution in step 1 of our framework. Hence, it leads to the above discussed problem that
the evolved shape is not restricted to the space of feasible shapes. One might also say
that the shape approximation step is extrinsic to the level set contour evolution as it is
applied only after the level set has already evolved.
Now, as mentioned in the introduction to this chapter, we want to integrate the statistical
shape information directly into the level set evolution process. This means, our goal is to
obtain a mathematical formulation of the segmentation problem which integrates both
problems, the image segmentation problem and the shape approximation problem, into
one combined energy so that the shape regularization component becomes intrinsic to the
level set evolution process and the level set is only allowed to evolve in a way which is
consistent with our LDSSM.
5.2 Existing Variational Image Segmentation Approaches with
Shape Priors
We are not the first to couple statistical shape models and variational image segmentation
approaches. So, we will discuss the most prominent existing approaches in this section.
For a recent review article, we additionally refer the reader to [39]. In addition to the
nonrigid shape deformations, most of the following approaches also try to estimate the
rigid pose parameters during the segmentation process. In order to achieve this, there
exists two different ways: One can either estimate the rigid pose of the evolving level set
with regard to the shape prior (e.g. [26, 77, 109]) or one can estimate the rigid pose of the
evolving level set with regard to the image (e.g. [108, 129, 106]), respectively. Hence, in
the second approach, one can always assume that the shape prior is rigidly aligned to the
evolving level set. Because of this and since the rigid pose estimation is beyond the scope
of this thesis, we will omit the rigid pose estimation in the description of the methods.
However, one possible method to include the rigid pose estimation in the segmentation
process will be presented later in section 5.3.5.
For the following descriptions, we divide the approaches in two main categories: Ap-
proaches that allow only solutions which lie within the linear subspace of feasible shapes
spanned by the eigenshapes of the global implicit linear parametric SSM from section 2.3
and approaches with additional flexibility that allow also solutions which deviate from the
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linear subspace-
constrained approaches
approaches with
additional flexibility
Leventon et al. [77] Chen et al. [26]
Tsai et al. [129] Bresson et al. [22]
Rousson and Cremers [106] Rousson et al. [109]
Cremers et al. [38]
Rousson and Paragios [108]
our approach [2]
Table 5.1: Overview of existing approaches that have the objective to integrate statistical
shape information into the variational image segmentation framework.
subspace of feasible shapes. All discussed approaches are summarized in table 5.1. Ad-
ditionally, it is shown where the approach that we are about to introduce can be placed
with regard to the existing approaches.
5.2.1 Linear Subspace-Constrained Approaches
In this section, we start by describing the linear subspace-constrained approaches. The
approaches with additional flexibility will be described subsequently in section 5.2.2, and
we will discuss the drawbacks of the existing approaches in section 5.2.3.
Leventon et al. [77] (2000)
In 2000, Leventon et al. [77] proposed a first approach to incorporate statistical shape
information in the evolution process of the Geodesic Active Contours (GAC) level set
segmentation framework from section 1.5.1. For this purpose, they used the global implicit
linear parametric SSM from section 2.3 in order to extend the evolution equation of the
GAC approach (equation (1.56)) by an additional term that guides the level set contour
evolution to likely shapes. In their approach, the likelihood is modeled by a Maximum A
Posteriori (MAP) approach:
P (~wMAP) = arg max
~w
P (~w|Φ, I) . (5.1)
This means, one searches for the most likely weight vector ~wMAP of the global implicit
model given the current level set function Φ and the image data I. Using the laws of
conditional probability and Bayes’ theorem, the right hand side of equation (5.1) can be
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expanded to [77, eq. (11)]
P (~w|Φ, I) = P (Φ|~w)P (I|~w,Φ)P (~w)
P (Φ, I) , (5.2)
where the denominator may be dropped as it does not depend on ~w. Leventon et al. used
the term P (Φ|~w) to favor evolving level set functions Φ with a zero level curve that lies
completely inside the modeled shape Φglob(~w) (they initialized the evolving contour inside
the object of interest). The term P (I|~w,Φ) is used to model how good the modeled shape
Φglob(~w) approximates image edges and the term P (~w) models the likelihood of a shape
according to equation (2.9).
Using the so obtained MAP shape estimate Φglob(~wMAP), Leventon et al. proposed to
extend the evolution equation of the GAC approach (eq. (1.56)) as
Φk+1 = Φk + λ1
(
δΦk〈∇g,
∇Φk
|∇Φk|〉+ δΦkg
[
div
( ∇Φk
|∇Φk|
)
+ ν
])
+ λ2
(
Φglob(~wMAP)− Φk
)
,
(5.3)
where the additional last term on the right hand side of equation (5.3) exerts a force on
the evolving level set function in the direction of the MAP shape estimate. The weighting
factors λ1 and λ2 are used to balance the influence of the shape model guided contour
update and the original GAC evolution. The final segmentation result is then given as
the maximum a posteriori shape model estimate Φglob(~wMAP) after the last iteration of
equation (5.3).
When we have a closer look at equation (5.3), we can see that the second term on the
right hand side (i.e. the GAC contour evolution) is derived without consideration of the
additional shape constraint. So, like our iterative framework, the formulation of Leventon
et al. has the drawback that the shape constraint is derived independently from the data-
driven contour evolution.
Tsai et al. [129] (2003)
Motivated by the work of [77], Tsai et al. [129] proposed to directly optimize the pa-
rameter vector ~w of the global implicit SSM in the low-dimensional subspace of feasible
shapes defined by the mean shape Φ¯ (equation (2.28)) and the m main modes of variation
{Φ˜1, ..., Φ˜m} (equation (2.32)). This leads to an energy E(~w) that depends only on the
parameter vector ~w of the global implicit SSM from equation (2.34). So, the restriction of
possible results to the subspace of feasible shapes is now intrinsic to the the energy E(~w)
and the need to minimize two competing energies is completely removed. We will discuss
the approach of Tsai et al. in more detail in section 5.3.
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Rousson and Cremers [106] (2005)
Both so far mentioned approaches assume that plausible shapes are distributed uni-
formly [129] or according to a linear multivariate Gaussian distribution [77] inside the
low-dimensional subspace of feasible shapes. However, this assumption is not always suit-
able. Especially for modeling moving objects, e.g. the silhouette of a walking person [38] or
the contours obtained from different views of the same three-dimensional object [37], it is
more reasonable to describe the likelihood of plausible shapes by a nonlinear distribution.
For more information about level set based tracking with shape priors we refer the reader
to [34, 35, 112].
The need for a nonlinear distribution becomes obvious when we have a look at the projec-
tion of the motion capture data of a running human onto its two main modes of variation.
The motion capture data is shown in figure 5.1(a) and the projection is shown in fig-
ure 5.1(b), respectively. The motion capture data has been obtained from the database
described in [90]. A density function that is appropriate to describe such a highly non-
linear shape distribution can be obtained by Kernel Density Estimation (KDE) methods
[97, 105]. An example for an appropriate density function is shown in figure 5.1(c).
In KDE methods, one tries to estimate an unknown density function P (~u) from a set of
n samples {~u1, . . . , ~un} as
P (~u) = 1
nσ
n∑
i=1
K
(
~u− ~ui
σ
)
, (5.4)
whereK is the so-called kernel function and σ is a smoothing parameter called bandwidth.
A common kernel function is e.g. the Gaussian kernel:
K(v) = 1√
2pi
e−
v2
2 . (5.5)
In this case, the bandwidth parameter σ denotes the standard deviation of the (isotropic)
Gaussian distribution and the density estimate is obtained as a mixture of k Gaussians
with fixed standard deviations that are centered around the samples ~ui.
Rousson and Cremers [106] proposed to perform the KDE in the linear subspace of feasible
shapes defined in equation (2.34). In this case, the data samples are given as the projections
{~w1, . . . , ~wn} of the implicit training shapes {~Φ1, . . . , ~Φn} into this subspace. They are
obtained as (c.f. equation (2.8))
~wi =
(
~Φi − ~¯Φ
)
Φ˜T , (5.6)
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Figure 5.1: Motion capture data of a running human (taken from [90]) (a) and its pro-
jection onto the two main modes of variation after full generalized Procrustes
analysis (b). The density function that describes likely shape weights (w1, w2)
is shown in (c). The darker the density, the more likely a pair of shape weights.
so that the density estimate becomes
P (~w) = 1
nσ
n∑
i=1
K
(
~w − ~wi
σ
)
. (5.7)
In equation (5.7), the variance σ2 is given as the average squared distance from any
training weight vector to its nearest neighbor:
σ2 = 1
n
n∑
i=1
min
i 6=j
||~wi − ~wj||2 . (5.8)
This ensures that on average the next training shape is located within one standard
deviation of each Gaussian distribution [38]. The so-obtained kernel density estimate of
the running person can be seen in figure 5.1(c).
Now, similar to the approach from [129], Rousson and Cremers define an energy that
depends only on the weight vector ~w. However, their energy consists of two distinct parts,
a data term and a weighted shape term:
E(~w) = Edata(~w) + λEshape(~w) , (5.9)
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where the shape energy is given as the negative log-likelihood of the estimated shape
density from equation (5.7):
Eshape(~w) = − logP (~w) . (5.10)
The gradient of the shape energy with regard to the parameter vector ~w is given as
∂Eshape
∂ ~w
= 1
σ2
∑n
i=1K
(
~w−~wi
σ
)
(~w − ~wi)∑n
i=1K
(
~w−~wi
σ
) . (5.11)
Hence, the shape energy exerts a force on the evolving parameter vector ~w towards each
training weight vector ~wi. The force in the direction of each training vector exponentially
decays with the distance to the training weight vector. So, the evolving parameter vector
is mostly drawn in the direction of the nearest training weight vector.
5.2.2 Approaches with Additional Flexibility
All approaches discussed so far have in common that the final segmentation result has
to lie in the low-dimensional subspace spanned by the training shapes. Other results are
not possible. As a result, the approaches of [77], [129], and [106] work pretty well when
the number of training shapes is large enough to capture the full intra-class variation of a
particular class of training shapes. However, as already mentioned several times, in many
real-world applications the number of available training shapes does not suffice in order
to reproduce the full subspace of feasible shapes. In these cases, the approaches based
on the assumption that the final segmentation can fully be described by the implicit
statistical shape model from equation (2.34) will fail. To deal with this problem, other
variational approaches have been proposed where the shape prior is included as a weighted
regularization term in the energy functional that has to be minimized, thus allowing
solutions that deviate from the trained shape distribution.
Chen et al. [26] (2002)
For example, Chen et al. [26] proposed to include a shape term in the Geodesic Active
Contours energy from equation (1.53) that penalizes the squared distance to the zero level
curve C¯ of the mean shape from equation (2.28)1:
E(Φ) =
∫
Ω
δΦ(~x)
[
g(I(~x)) + λ2d
2(Φ(~x), C¯)
}
|∇Φ(~x)| d~x , (5.12)
1In fact they used a slightly different approach to obtain an estimate of the mean shape. For details we
refer the reader to [26].
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where d(Φ(~x), C¯) denotes the closest distance from a point ~x on the zero level curve of
Φ to any point on the zero level curve C¯ of the mean shape. λ is a weighting factor that
balances the influence of the shape term. The corresponding level set evolution equation
can be obtained as
d
dt
Φ = δΦ
[
〈∇(g + λ2d
2), ∇Φ|∇Φ|〉+ (g +
λ
2d
2) div
( ∇Φ
|∇Φ|
)]
. (5.13)
Clearly, the approach by Chen et al. is also not well suited for shape classes with high
intra-class shape variability where the shapes may differ significantly from the average
zero level curve. In this case, one has to choose the weighting factor λ fairly small so
that the segmentation result is mostly determined by the original GAC terms and not by
the new shape terms. Chen et al. somehow addressed this issue by clustering the training
shapes. This leads to an artificial reduction of the intra-class variance at the price of
additional shape classes. However, they did not mention how the correct shape class is
selected prior to the segmentation process.
Bresson et al. [22] (2003)
The approach from [26] has later been extended by Bresson et al. [22]. They replaced the
squared distance to the zero level curve of the mean shape by the squared level set values
of the global implicit SSM from equation (2.34):
E(Φ, ~w) =
∫
Ω
δΦ(~x)
[
g(I(~x)) + λ2 Φglob(~w)(~x)
]
|∇Φ(~x)| d~x , (5.14)
which leads to the following evolution equations that have to be iterated in turn in order
to obtain the segmentation result:
d
dt
Φ = δΦ
[
〈∇(g + λ2 Φ
2
glob(~w)),
∇Φ
|∇Φ|〉+ (g +
λ
2 Φ
2
glob(~w)) div
( ∇Φ
|∇Φ|
)]
, (5.15)
d
dt
~w = −λ
∫
Ω
δΦ(~x)Φglob(~w)(~x)Φ˜i(~x) |∇Φ(~x)| d~x . (5.16)
Integrating over the squared level set values of the global implicit SSM along the zero
level curve of Φ is supposed to favor those segmentation results that have a similar shape
as a certain modeled shape Φglob(~w). However, this approach also has two drawbacks:
1. The space of signed distance functions is not a linear space [39], i.e. linear combinations
of two signed distance functions yield in general no signed distance function. This means
that the shape term introduced by Bresson et al. does not exactly penalize the squared
distance to the zero level curve of a certain modeled shape.
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2. Integrating over the squared level set values of the global implicit SSM along the zero
level curve of Φ favors short zero level curves which has no theoretical justification. In
fact, the shape term should favor those curves with a length comparable to the zero
level curve of the modeled shape.
Rousson et al. [109] (2004)
An approach that addresses the two above-mentioned drawbacks has been proposed by
Rousson et al. [109]. Like in the approaches from [26] and [22], their energy functional
consists of two parts, a data term and a shape term:
E(Φ, ~w) = λEdata(Φ) + (1− λ)Eshape(Φ, ~w) , (5.17)
where λ is again a weighting factor that balances the influence of the shape term and ~w is
the parameter vector of the global implicit SSM from equation (2.34). The data term can
for example be the GAC energy from equation (1.53) but also any other energy is possible
like for example the Active Contours Without Edges approach from equation (1.58) or the
Geodesic Active Regions model from [94].
The crucial part of the work by Rousson et al. consists of the shape energy. Instead of
penalizing the squared distance from the zero level curve of Φ to the zero level curve C¯
of the mean shape (as in [26]) or penalizing the squared level set values on the zero level
curve of the global implicit SSM (as in [22]), they penalize the squared distance from the
zero level curve of Φ to the modeled shape Φglob(~w):
Eshape(Φ, ~w) =
∫
Ω
δΦ(~x) [Φ(~x)− Φglob(~w)(~x)]2 d~x . (5.18)
This energy neither favors those level sets Φ with a short zero level curve nor does it
assume implicitly that the modeled shape is a signed distance function. The functional
derivative of this shape energy with regard to the level set function Φ is given as
∂E(Φ)
∂Φ(~x) = 2δΦ(~x) [Φ(~x)− Φglob(~w)(~x)] . (5.19)
Now, in order to minimize equation (5.18), one needs to determine an appropriate weight
vector of the global model approximation ~w in addition to the level set function Φ. This
can be achieved by solving the linear system ~wU = ~b in each iteration of the level set
evolution, where the entries of the m×m matrix U and the m-dimensional vector ~b are
defined as [109]
U(i, j) =
∫
Ω
δΦ(~x)Φ˜i(~x)Φ˜j(~x) d~x , (5.20)
b(i) =
∫
Ω
δΦ(~x)
(
Φ(~x)− Φ¯(~x)
)
Φ˜i(~x) d~x . (5.21)
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The Φ˜i are the main modes of variation (eq. (2.32)) and Φ¯ is the mean shape (eq. (2.28))
of the global implicit model, respectively.
The level set functions Φ which minimize the shape energy from equation (5.18) are
located within the subspace of feasible shapes spanned by the global implicit SSM from
equation (2.34) as for those functions the shape energy yields zero. So, for λ close to 1 the
solution space of the approach by Rousson et al. becomes equal to the subspace of feasible
shapes like for the approaches from section 5.2.1. Yet, when λ < 1 the shape energy by
Rousson et al. provides more flexibility as the solutions are allowed to lie outside the
subspace of feasible shapes.
Cremers et al. [38] (2006)
The approaches mentioned so far in this subsection have in common that the penalization
terms depend on the distance of the segmentation result to linear combinations of the
training shapes. However, as already mentioned in the description of the approach from
Rousson and Cremers, this is not always a good choice. So, Cremers et al. proposed an
approach that is closely related to the approach from [106]. However, instead of performing
the KDE in the low-dimensional subspace of feasible shapes, they proposed to perform the
KDE directly in the infinite-dimensional space that contains all level set functions. For
this purpose, Cremers et al. defined the squared distance between two level set functions
Φ1 and Φ2 as the squared area of their set symmetric difference, i.e. the area where the
interiors of the represented shapes do not overlap:
d2(Φ1,Φ2) =
∫
Ω
[H(−Φ1(~x)−H(−Φ2(~x)]2 d~x . (5.22)
With the help of this distance, they obtain the kernel density estimate of a density function
that describes plausible shapes as
P (Φ) = 1
nσ
n∑
i=1
K
(
d(Φ,Φi)
σ
)
, (5.23)
where the Φi denote the training shapes.
Similar to the approach by Rousson and Cremers, the variance σ2 is given as the average
squared distance from any training shape to its nearest neighbor:
σ2 = 1
n
n∑
i=1
min
i 6=j
d2(Φi,Φj) . (5.24)
Now, one can again define an energy that consists of two distinct parts, a data term and
a weighted shape term:
E(Φ) = Edata(Φ) + λEshape(Φ) . (5.25)
142 5 Global-To-Local Shape Priors for Variational Level Set Methods
However, this time the energy does not depend on any parameter vector but only on the
evolving level set function Φ itself. Consequently, one is not bound to the linear subspace
of feasible shapes. As before, the shape energy is given as the negative log-likelihood of
the estimated density function:
Eshape(Φ) = − logP (~Φ) , (5.26)
and its functional derivative can be obtained as
∂Eshape(Φ)
∂Φ(~x) =
1
σ2
∑n
i=1K
(
d(Φ,Φi)
σ
)
δΦ(~x) [H(−Φ(~x)−H(−Φi(~x)]∑n
i=1K
(
d(Φ,Φi)
σ
) . (5.27)
Now, similar to the previous approach, it can be seen that the shape energy exerts a force
on the evolving level set Φ towards each training shape Φi that exponentially decays with
regard to the distance to each training shape. So, the approach by Cremers et al. also
favors those shapes that are similar to any training shape. However, it is more flexible
than the approach presented in [106] since one is no more tied to the linear subspace of
feasible shapes.
Rousson and Paragios [108] (2008)
All previously mentioned approaches have the drawback that their penalization terms
have a global influence on the shape evolution. Hence, if the variations of a specific shape
class in a local region of the shape are not accurately represented through the model, the
whole segmentation result will strongly deviate from the subspace of feasible shapes. So,
the segmentation result will mostly be determined through image features and will no
longer be guided by the trained shape distribution.
In order to address this issue, Rousson and Paragios proposed another approach that
explicitly models the local confidence in the training shapes [107, 108]. This is achieved
by keeping the mean shape Φ¯ as a global shape descriptor but instead of extracting the
global linear main modes of variation from the training shapes, they combine it with
spatially varying shape variances σ¯2(~x). A large variance in an element ~x corresponds to
large variations in the training data in this point. An additional smoothness criterion for
the spatially varying shape variances ensures that the shape variability fluctuates only
slightly in local regions of the image domain Ω. Based on these two parameters (mean
shape and local variances), one can define an element-wise shape probability according
to
p¯(Φ(~x)) = 1√
2piσ¯(~x)
exp
(
−(Φ(~x)− Φ¯(~x))
2
2σ¯2(~x)
)
. (5.28)
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The corresponding shape energy is given as the average negative log-likelihood of equation
(5.28) on the zero level curve of the evolving level set function:
Eshape(Φ) =
∫
Ω
δΦ(~x) (− log p¯(Φ(~x))) d~x
∼
∫
Ω
δΦ(~x)
(
log σ¯(~x) + (Φ(~x)− Φ¯(~x))
2
2σ¯2(~x)
)
d~x .
(5.29)
So, the shape energy from equation (5.29) basically enhances the shape energy from [26]
by spatially varying shape variances. This means, like in [26], the shape energy from
equation (5.29) becomes minimal when the segmentation result equals the mean shape.
However, this time the segmentation result is being less penalized when it deviates from
the mean shape in image regions with large variations in the training shapes than in those
regions with small variations in the training data. Hence, the shape prior is assumed to be
more significant in those regions with small variations in the training shapes, whereas in
image regions with large shape variations the image data is considered to be more reliable
than the shape information. The functional derivative of equation (5.29) can be obtained
as
∂E(Φ)
∂Φ(~x) = 2δΦ(~x)
(
Φ(~x)− Φ¯(~x)
)
σ¯2(~x) . (5.30)
It can be seen one more time that the evolving level set is forced stronger towards the
mean shape in regions with small shape variances. Rousson and Paragios denoted this
term the shape consistency force.
The spatially varying local shape variances have the advantage that even with a small
training set, one can construct a strong shape prior in local regions with small shape
variations inside the considered shape class. However, in those regions where the shapes
differ significantly from the mean shape, the segmentation result is still determined mostly
by the image features.
5.2.3 Drawbacks of Existing Approaches
All discussed approaches have in common that their penalization terms have a global
influence on the shape evolution. This means that their individual penalization terms
depend either on the distance of the segmentation result to the training shapes or on the
distance of the segmentation result to linear combinations of those training shapes. None
of the proposed penalization terms considers the fact that the desired segmentation result
might consist of local, i.e. nonlinear, combinations of the training shapes (c.f. section 3.1).
Such a case would be penalized by all presented penalization terms with a large value.
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Leventon et al. [77] x x
Tsai et al. [129] x x
Rousson and Cremers [106] x x
Bresson et al. [22] x x
Rousson et al. [109] x x
Cremers et al. [38] x x
Chen et al. [26] x x
Rousson and Paragios [108] x x
our approach [2] x (x) x
Table 5.2: Properties of existing variational image segmentation approaches that include
shape priors. The assumed shape prior is indicated in columns 2-5 and columns
6-8 show the additional flexibility with regard to the shape prior (subspace
constrained means no extra flexibility).
The approach by Rousson and Paragios [108] thereby represents a single exception. How-
ever, their approach bases on the assumption that the segmentation result resembles the
mean shape in large parts. So, when the intra-class variance of the training shapes is high
so that many shapes greatly differ from the mean shape, the shape prior by Rousson and
Paragios has no statistical significance and the segmentation result will almost completely
be determined by the image features.
We clarify these explanations with the help of the hand-example from figure 3.1. It can be
seen that the desired segmentation result differs from the mean shape, which in this case
is a hand with medium-length fingers. So, the penalization term from equation (5.12)
will result in a large value and the shape prior from equation (5.29) has no statistical
significance. Furthermore, the penalization terms from equations (5.14) and (5.18), which
consider the distance from the desired segmentation result to a linear combination of
the training shapes, will also result in large values as the desired segmentation result
differs from all linear combinations of the training shapes (c.f. the best possible linear
approximation in figure 3.1(c)). This is because the desired result is a local, i.e. nonlinear,
combination of the training shapes. Additionally, it can be seen that the desired segmen-
tation result also differs from all the training shapes. Thus, the penalization term from
equation (5.26), which includes the exponentially weighted mean distance to all training
shapes, would result in a large value for the desired result too.
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This example clearly shows that a segmentation result which consists of local combina-
tions of training shapes is not intended in the above mentioned approaches (an overview
can also be seen in table 5.2). Consequently, the extension of the variational image seg-
mentation framework by our LDSSM from chapter 3, which explicitly models these local
combinations, will be the topic of the following sections.
5.3 Variational Formulation for a Global Shape Prior
Our approach to integrate our LDSSM into the level set evolution process is mostly
inspired by the work which has been presented by Tsai et al. in [129]. The goal of their
approach is to integrate the global implicit Statistical Shape Model (SSM) from equation
(2.34) into the level set segmentation framework. We will show later that our approach
can be regarded as an extension of their method by replacing the SSM through our more
general LDSSM. As a consequence, we first need to review their approach before we can
continue with the description of our method.
As detailed in section 1.5, the objective in state of the art variational level set methods
is to minimize an energy functional E(Φ) which exactly describes the segmentation prob-
lem. The minimization of such an energy functional is obtained by taking its functional
derivative with regard to the level set function Φ and evolving the level set according to
the thus obtained gradient descent equation until one reaches a stable solution.
Now, in order to integrate the shape information provided by the SSM from section 2.3,
one can replace the level set function Φ in the formulation of the energy functional by the
global model Φglob(~w):
E(Φ) =⇒ E(Φglob(~w)) . (5.31)
By doing this, the energy E(Φglob(~w)) now depends on the modeled shape Φglob(~w) instead
of an arbitrary level set function Φ. This brings two main advantages:
1. The segmentation result is guaranteed to reside in the space of feasible shapes spanned
by the eigenshapes of the SSM.
2. The segmentation result can be obtained by minimizing the energy directly with regard
to the weight vector ~w of the SSM.
In the following section, we will review the just mentioned approach by Tsai et al. in detail.
Moreover, we will make their idea more clear by discussing the solution for an exemplary
segmentation problem (section 5.3.2). Afterwards, we extend the work of Tsai et al. by
providing a general solution for an arbitrary segmentation problem (section 5.3.3).
146 5 Global-To-Local Shape Priors for Variational Level Set Methods
We further present an extension of the approach by Tsai et al. that incorporates the
trained shape distribution in the formulation of the energy functional (section 5.3.4).
Finally, in section 5.3.5, we briefly discuss how the rigid transformation from the SSM to
the data under consideration can be considered in the segmentation process.
5.3.1 Problem Formulation
As pointed out in section 2.3, each shape which can be generated by the SSM from
equation (2.34) is completely described by a vector ~w ∈ Rm. The modeled shape Φglob(~w)
is given as the mean shape Φ¯ plus a weighted sum of the m most important eigenshapes
Φ˜i of a set of training shapes:
Φglob(~w) = Φ¯ +
m∑
i=1
wi Φ˜i .
A main property of this shape representation is that the eigenshapes Φ˜i span a low-
dimensional linear subspace where all feasible shapes reside in. The vector ~w is the rep-
resentation of each modeled shape in this subspace.
Tsai et al. proposed in [129] that one can formulate a segmentation problem, which makes
use of the statistical shape information provided by the SSM, by defining an appropriate
energy E(Φglob(~w)) that depends on the modeled shape Φglob(~w) and which should be
minimized in order to obtain the segmentation result. They presented the solution for
three exemplary energies in their work. We will recapitulate one of these energies in section
5.3.2 and the other two segmentation problems can be found in appendix E. However, we
will extend their work by providing a general solution in section 5.3.3 which enables us
to use a large number of energy functionals E(Φ) that have been proposed in the level
set literature for level set segmentation approaches without shape information. The only
modification which has to be made is that the level set function Φ has to be replaced by
the modeled shape Φglob(~w).
By replacing the level set function Φ through the modeled shape Φglob(~w), the segmen-
tation problem remains the same but the solution space is restricted to the subspace of
feasible shapes spanned by the SSM. Mathematically speaking, one reduces an infinite
dimensional optimization problem, where one searches for a function Φ : Ω → R which
minimizes an energy functional E : (Ω → R) → R, to a low-dimensional optimization
problem, where one searches for a vector ~w ∈ Rm which minimizes an energy function
Eglob : Rm → R. The energy function Eglob is thereby given as the composition of the
original energy functional E and the statistical shape model Φglob : Rm → (Ω → R) so
that
Eglob(~w) = E(Φglob(~w)). (5.32)
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In order to obtain the desired segmentation result, Tsai et al. proposed to derive a level
set evolution equation for the energy function E(Φglob(~w)) by performing gradient descent
with regard to the parameter vector ~w of the statistical shape model:
~wk+1 = ~wk − γk∇E(Φglob(~wk)) , (5.33)
where γk denotes the step size in each iteration k and the gradient of the energy function
is given as
∇E(Φglob(~w)) =
(
∂E(Φglob(~w))
∂w1
, . . . ,
∂E(Φglob(~w))
∂wm
)
. (5.34)
This means, instead of varying the level set function Φ explicitly, the modeled shape
Φglob(~w) now evolves implicitly by varying the parameter vector ~w of the SSM. Note
that, in contrast to the standard narrow-band level set evolution, no re-initialization of
the modeled shape Φglob(~w) to a signed distance function after each few iterations is
necessary. This is due to the fact that Φglob(~w) is evolved on the whole data domain Ω.
5.3.2 An Exemplary Segmentation Problem
In order to illustrate the approach of Tsai et al., we now consider a specific segmentation
problem. For this purpose, we use the region-based energy functional by Chan and Vese
[25] which has been defined in equation (1.58) as
E(Φ) = λ1
∫
Ω
(I − c1)2H(−Φ) d~x+ λ2
∫
Ω
(I − c2)2H(Φ) d~x
+µ
∫
Ω
δΦ||∇Φ|| d~x+ ν
∫
Ω
H(−Φ) d~x .
Now, as stated in section 5.3.1, in order to introduce statistical shape information into
the problem, the level set function Φ is replaced by the modeled shape Φglob(~w) so that
equation (1.58) modifies to
E(Φglob(~w)) = λ1
∫
Ω
(I − c1)2H(−Φglob(~w)) d~x+ λ2
∫
Ω
(I − c2)2H(Φglob(~w)) d~x
+µ
∫
Ω
δΦglob(~w)|∇Φglob(~w)| d~x+ ν
∫
Ω
H(−Φglob(~w)) d~x .
(5.35)
Having a closer look at equation (5.35), one can see that the first two terms on the right
hand side are the so-called fitting terms which connect the model Φglob(~w) and the image
I. The third and the fourth term are regularizing terms which prefer modeled shapes
having a short contour or a small region inside the contour, respectively. These terms are
necessary in order to obtain satisfactory results for the original energy functional (1.58)
but they can be dropped in the modified energy (5.35).
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This is because the set of possible functions which may represent a minimum of the
modified energy (5.35) is already severely restricted by the SSM so that an additional
regularization is not required. Furthermore, in the approach of Tsai et al. it is not intended
to neither prefer modeled shapes having a short contour nor a small region inside the
contour. All modeled shapes are considered equally likely instead. So, the simplified energy
with no additional regularization terms is given as
E(Φglob(~w)) = λ1
∫
Ω
(I − c1)2H(−Φglob(~w)) d~x+ λ2
∫
Ω
(I − c2)2H(Φglob(~w)) d~x . (5.36)
Please note that it sometimes may still be beneficial to prefer some modeled shapes over
the others. How this can be achieved will be discussed in section 5.3.4.
As already mentioned above, in order to minimize the energy function in equation (5.36),
Tsai et al. proposed to perform gradient descent with regard to the parameter vector ~w
of the SSM. Thus, one needs to calculate the gradient of the energy function. Here, the
i-th component of the gradient vector is given as
∂E(Φglob(~w))
∂wi
= λ1
∂
∂wi
[∫
Ω
(I − c1)2H(−Φglob(~w)) d~x
]
+ λ2
∂
∂wi
[∫
Ω
(I − c2)2H( Φglob(~w)) d~x
]
.
(5.37)
As the integration domain does not depend on wi, the Leibniz integral rule allows us to
interchange the order of integration and differentiation:
∂E(Φglob(~w))
∂wi
= λ1
∫
Ω
∂
∂wi
[
(I − c1)2H(−Φglob(~w))
]
d~x
+ λ2
∫
Ω
∂
∂wi
[
(I − c2)2H( Φglob(~w))
]
d~x .
(5.38)
Now, we can apply the chain rule in order to obtain the derivative of the Heaviside step
function:
∂E(Φglob(~w))
∂wi
=− λ1
∫
Ω
δΦglob(~w)(I − c1)2
∂Φglob(~w)
∂wi
d~x
+ λ2
∫
Ω
δΦglob(~w)(I − c2)2
∂Φglob(~w)
∂wi
d~x ,
(5.39)
where δΦglob(~w) is the Dirac delta function that is nonzero only at the zero-crossings of
Φglob(~w). With the help of equation (2.34), the derivative of the shape model Φglob(~w)
with regard to the weight vector wi is given as
∂Φglob(~w)
∂wi
= ∂
∂wi
[
Φ¯ +
m∑
u=1
wu Φ˜u
]
=
m∑
u=1
∂wu
∂wi
Φ˜u , (5.40)
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where
∂wu
∂wi
=
1, if i = u0, else . (5.41)
So, equation (5.40) simplifies to
∂Φglob(~w)
∂wi
= Φ˜i . (5.42)
By inserting equation (5.42) into equation(5.39), the i-th component of the gradient vector
finally reads as
∂E(Φglob(~w))
∂wi
=− λ1
∫
Ω
δΦglob(~w)(I − c1)2Φ˜i d~x
+ λ2
∫
Ω
δΦglob(~w)(I − c2)2Φ˜i d~x .
(5.43)
This result (up to a term that does not depend on the evolving shape) can also be found in
[129]. However, Tsai et al. did not mention that equation (5.43) is the rate of change of the
fitting terms of the original energy functional (c.f. equation (1.59) when the regularization
terms are neglected) along the i-th eigenshape Φ˜i of the SSM:
∂E(Φglob(~w))
∂wi
= dE(Φ, Φ˜i) . (5.44)
This can be seen when we compare the right hand side of equation (5.43) with the func-
tional derivative of the fitting terms from the original energy functional:
∂E(Φ)
∂Φ(~x) = −λ1δΦ(I − c1)
2 + λ2δΦ(I − c2)2 , (5.45)
and when we have a look at the definition of the functional differential in equation (1.31).
As the eigenshapes Φ˜i define an orthonormal basis of the SSM subspace, the just derived
gradient from equation (5.43) can be interpreted as the orthogonal projection of the
functional derivative from equation (5.45) into the low-dimensional SSM subspace.
5.3.3 General Solution for Arbitrary Segmentation Problems
For three popular segmentation problems, the derivation of the gradient with regard to
the weight vector ~w of the global model Φglob(~w) is shown in section 5.3.2 and in appendix
E. The results presented therein can also be found in [129]. However, the question arises
whether there exists a general solution so that the gradient from equation (5.34) can
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easily be derived for an arbitrary segmentation problem from the level set literature, e.g.
the Geodesic Active Contours approach from section 1.5.1. The answer to this question
cannot be found in [129].
So, we derive such a general solution ourselves. For this purpose, we remind us that the
general idea of the approach by Tsai et al. is to narrow down the domain of a given energy
functional E(Φ) to the subspace of feasible shapes of the SSM by replacing the level set
function Φ through the modeled shape Φglob(~w). So, the modified energy E(Φglob(~w)) is a
composition of the original energy functional E and the global model Φglob. Additionally,
we use the fact that the weight vector ~w = (w1, . . . , wm) of the SSM can be interpreted
as a function which is defined on the discrete domain {1, . . . ,m} via
~w : {1, . . . ,m} → R
~w(i) 7→ wi .
(5.46)
Thus, in each element ~x of the data domain Ω, the SSM can be interpreted as a functional
that maps the (discrete) weight function ~w to a real value Φglob(~w)(~x).
The composed energy E(Φglob(~w)) is then a functional of a functional that depends on
the discrete weight function ~w. In order to differentiate this energy E with regard to
the weight wi, we can apply the chain rule for the functional derivative from equation
(1.24) (by making the following substitutions: F ≡ E, G ≡ Φ, and k ≡ ~w so that
k(y) ≡ ~w(i) = wi):
∂E(Φglob(~w))
∂wi
=
∫
Ω
∂E(Φglob(~w))
∂Φglob(~w)(~x)
∂Φglob(~w)(~x)
∂wi
d~x . (5.47)
With the help of equation (5.42), this simplifies to
∂E(Φglob(~w))
∂wi
=
∫
Ω
∂E(Φglob(~w))
∂Φglob(~w)(~x)
Φ˜i(~x) d~x . (5.48)
So, the observation that the gradient with regard to the weight vector ~w can be interpreted
as the orthogonal projection of the functional derivative into the SSM subspace is not only
valid for the exemplary energies from section 5.3.2 and appendix E. It also holds for all
energies that are of the form E(Φglob(~w)), i.e. where the level set function Φ has been
replaced by the global model Φglob(~w). With the help of equation (5.48), the gradient
from equation (5.34) can thus be written as
∇E(Φglob(~w)) =
(∫
Ω
∂E(Φglob(~w))
∂Φglob(~w)(~x)
Φ˜1(~x) d~x, . . . ,
∫
Ω
∂E(Φglob(~w))
∂Φglob(~w)(~x)
Φ˜m(~x) d~x
)
. (5.49)
Consequently, one can easily derive the gradient for an existing energy functional by
taking the published functional derivative from the level set literature and inserting it
into equation (5.49).
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5.3.4 Extension of the Approach by the Trained Weight Distribution
The approach by Tsai et al., to incorporate statistical shape information in the level
set evolution process, relies on the assumption that all acceptable solutions lie in the
low-dimensional linear subspace of feasible shapes spanned by the eigenshapes of the
SSM. Searching for a solution in this subspace greatly reduces the complexity of a given
segmentation problem as only an unknown m-dimensional weight vector ~w has to be
obtained instead of an unknown level set function Φ.
However, what has been neglected in the approach of Tsai et al. is that not all weights in
the subspace spanned by the eigenshapes of the SSM are equally likely. Instead, it follows
from the construction of the subspace that the weights are distributed according to a
Gaussian distribution (c.f. equation (2.9)):
P (~w) = 1√
(2pi)m|Σ˜|
exp
(
−12 ~wΣ˜
−1 ~wT
)
.
In order to incorporate this additional information in the solution process of a given
segmentation problem, we propose to add a regularization term Eshape(~w) to the energy
function E(Φglob(~w)) so that the modified segmentation problem reads as
Eglob(~w) = E(Φglob(~w)) + αEshape(~w) , (5.50)
and the modified gradient descent iteration is given as
~wk+1 = ~wk − γk∇Eglob(~wk) . (5.51)
In equation (5.50), α is a scalar weighting factor that determines the influence of the
regularization term on the segmentation result and Eshape(~w) is chosen to be the negative
logarithm of the Gaussian weight distribution:
Eshape(~w) = − lnP (~w) (5.52)
= ln
(
(2pi)m2 |Σ˜| 12
)
+ 12 ~wΣ˜
−1 ~wT . (5.53)
We call the regularization term shape energy because the weight vector ~w corresponds to
the low-dimensional representation of the modeled shape Φglob(~w) in the SSM subspace.
Thus, imposing constraints on the weights ~w directly corresponds to imposing constraints
on the shapes which can be generated by the SSM.
The first term on the right hand side of equation (5.53) is constant with regard to the
weight vector ~w. Hence, it has no influence on the segmentation result. With the help of
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Σ = diag(σ21, . . . , σ2m), where σ2i is the variance of the Gaussian distribution along the i-th
axis of the SSM subspace, equation (5.53) can thus be written as
Eshape(~w) =
1
2
m∑
i=1
w2i
σ2i
+ const. (5.54)
So, the shape energy is given by the squared Mahalanobis distance of the weights wi from
the origin of the SSM subspace, which means that solutions that are close to the mean
shape are preferred over those that are far away from the mean shape. This has been our
intention by introducing the shape energy, as the mean shape is the most likely shape in
our Gaussian framework from equation (2.9). Computing the gradient of the shape energy
yields
∂Eshape(~w)
∂wi
= wi
σ2i
(5.55)
for the i-th component, and so the gradient of the modified segmentation problem from
equation (5.50) reads as
∇Eglob(~w) = ∇E(Φglob(~w)) + α
(
w1
σ21
, . . . ,
wm
σ2m
)
, (5.56)
where ∇E(Φglob(~w)) is given in equation (5.49).
Now, when we perform gradient descent in order to find a minimum of the modified
energy function from equation (5.50), the weights wi are additionally forced towards zero
by the term −wi
σ2i
. The additional force on the individual weights wi thereby depends on
the trained shape variance σ2i along the i-th axis of the SSM subspace. So, those weights
wi with small variances σ2i are forced stronger towards the mean shape than weights with
large variances.
This is comparable to the third step in our iterative approach from section 3.3.4, where
we truncated the weights to three standard deviations of the trained Gaussian distri-
bution in order to stick to likely shapes. However, by doing so, we implicitly assumed
that the weights are equally distributed within three standard deviations of the Gaussian
distribution, whereas we have now considered directly the Gaussian distribution.
5.3.5 Consideration of Rigid Transformations
In the previous sections, we have shown how to find a minimum of a given energy function
by performing gradient descent with regard to the weight vector ~w of the SSM. However,
as the SSM captures only the nonrigid variations in the training shapes (c.f. chapter 2),
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the SSM has to be rigidly aligned to the data under consideration with regard to pose
and scale.
The goal of this thesis is to improve the nonrigid adaptability of a given SSM by replacing
the weight vector ~w through a field of weight vectors ~Ψ in order to allow local adaptations
of the model to the data under consideration. Therefore, we treat the determination of the
rigid transformation from the shape model to the data as a preprocessing step so that it
does not influence the shape fitting process. This means, throughout this thesis we always
assume that the shape model and the data under consideration are rigidly aligned at the
beginning of the shape fitting process. Some further remarks on the rigid-alignment step
can be found in appendix F.
5.4 Variational Formulation for a Local Shape Prior
Now that we have recapitulated the approach of Tsai et al. and extended it to include
the trained weight distribution, we continue to describe our approach of integrating our
LDSSM into the level set evolution process. The following sections are organized as fol-
lows: In section 5.4.1, we will give the motivation for our approach and in section 5.4.2 we
will formulate an energy functional that integrates the LDSSM into the level set evolution
process. Afterwards, in section 5.4.3, we will extend our local energy by the trained weight
distribution similar to the extension of the global energy (c.f. section 5.3.4). Having for-
mulated the energy for our local approach, we will continue by discussing how to obtain a
minimum of this energy in section 5.4.4. Finally, we will give the functional gradient that
is needed for the solution in section 5.4.5.
5.4.1 Motivation
The approach of Tsai et al. provides an elegant method to obtain segmentation results
that reside in the low-dimensional subspace spanned by the eigenshapes of the global
SSM. However, as a consequence, the SSM is also the main bottleneck of their approach
when the dimension of the shape space is not large enough to cover the whole amount
of variation inside a specific shape class. This is especially the case when only a small
number of training shapes is available, as the dimension of the shape space cannot exceed
the number of training shapes minus one (c.f. section 2.2). So, the approach of Tsai et al.
might not be able to provide a satisfying segmentation result with only a limited amount
of training shapes at hand.
To circumvent this problem, one could use more training shapes in order to increase
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the dimension of the SSM subspace. However, the attainment of a sufficient amount of
training shapes is one of the main problems in statistical shape models (see section 2.5).
Therefore, the utilization of more training shapes in order to increase the dimension of
the SSM subspace is not really an option. In fact, how to deal with a limited amount
of training shapes is the main point which is addressed in this thesis. So, one has to
find another way of how to obtain better segmentation results with the available training
data.
Some approaches that try to address this problem have already been discussed in section
5.2. For example, in the approach of Rousson et al. [109] the solution space is extended by
demanding that the segmentation result has to be close to the SSM subspace instead of
demanding that is has to be inside the SSM subspace. The closeness of the segmentation
result to the SSM subspace is thereby ensured by penalizing the mean square error between
the segmentation result and its projection into the SSM subspace (c.f. equation (5.18)).
Similar penalization terms that have also been discussed in section 5.2 are the mean
square error to the mean shape (c.f. equation (5.12)) or the exponentially weighted mean
distance to all training shapes (c.f. equation (5.23)). However, as already mentioned, none
of the existing approaches takes explicitly into account that the segmentation result may
consist of a nonlinear combination of training shapes. This is where our LDSSM comes
into play.
As introduced in chapter 3, the LDSSM extends the subspace of feasible shapes from the
SSM by considering also nonlinear combinations of the main modes of variation. This is
achieved by replacing the scalar shape weights ~w, which describe a linear combination of
the main modes of variation, through a vector of smooth weight functions ~Ψ so that the
modeled shape is now described by a vector of local weights ~Ψ(~x) in each element ~x of
the data domain Ω. So, with the help of the LDSSM, we can extend the solution space
by taking explicitly those segmentation results into account which consist of a local, i.e.
nonlinear, combination of training shapes.
In the approaches presented in section 5.2, the shape information has been added as
an additional regularization term to an energy functional that depends on the level set
function Φ. In contrast, we follow the idea of Tsai et al. and replace the level set function
Φ through our local model Φloc(~Ψ) in the formulation of the energy functional. By doing
this, we obtain the desired segmentation result directly by minimizing the modified energy
functional with regard to the vector of weight fields ~Ψ. This means, in our approach only
those shapes are allowed as a segmentation result which can be generated by our LDSSM.
So, what we propose in the following sections is an extension of the approach by Tsai
et al. where our LDSSM is used instead of the global SSM to define the solution space.
As mentioned above, the subspace of the LDSSM is much larger than the subspace of
the SSM because also local combinations of the training shapes are allowed. How much
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the LDSSM subspace differs from the SSM subspace thereby depends on the smoothness
of the weight functions. Anyhow, we consider the LDSSM subspace as general enough to
contain all the desired segmentation results and we do not think that it is necessary to
allow results which do not lie inside this LDSSM subspace. This is why we will formulate
our segmentation problem in the style of Tsai et al. and not in the style of the approaches
from section 5.2.
5.4.2 Problem Formulation
As discussed in the previous section, our approach to integrate our LDSSM into the level
set evolution process builds up on the work of Tsai et al. They proposed to search for the
solution of a given segmentation problem directly in the SSM subspace. We extend this
idea by replacing the SSM through our more general LDSSM:
Φglob(~w) = Φ¯ +
m∑
i=1
wi Φ˜i =⇒ Φloc(~Ψ) = Φ¯ +
m∑
i=1
Ψi · Φ˜i , (5.57)
and we search for the solution of a given segmentation problem in the LDSSM subspace
instead of the SSM subspace. We recall that the major difference between our LDSSM
and the SSM is that each shape in our LDSSM is completely defined by a vector of
smooth weight functions ~Ψ instead of a vector of scalar weights ~w. Thus, by replacing the
SSM through our more general LDSSM, we now have to search for a vector of smooth
weight functions ~Ψ = (Ψ1, . . . ,Ψm), Ψi : Ω → R, in order to find the solution to a given
segmentation problem instead of searching for a vector of scalar weights ~w = (w1, . . . , wm),
wi ∈ R.
More specifically, instead of describing a segmentation problem by a global energy function
Eglob : Rm → R which depends on the vector of scalar weights ~w (c.f. section 5.3.1), we
describe it by a local energy functional Eloc : (Ω→ R)m → R that depends on the vector
of smooth weight fields:
Eglob(~w) =⇒ Eloc(~Ψ) . (5.58)
As for the global energy function Eglob(~w) from equation (5.32), the energy functional
Eloc(~Ψ) can be obtained by taking any energy functional E(Φ) from the level set literature
and replacing the unconstrained level set function Φ by those shapes Φloc(~Ψ) which can
be generated by our LDSSM. However, such an energy functional of the form
Eloc(~Ψ) = E(Φloc(~Ψ)) (5.59)
is alone not totally sufficient to constrain the segmentation results to the LDSSM sub-
space.
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As we have already said in section 3.2, the weight functions of our LDSSM have to be
smooth. This smoothness is not ensured in equation (5.59). So, arbitrary steep weight
functions are allowed as a solution of the segmentation problem which is described by the
energy functional E(Φloc(~Ψ)). In order to integrate the demanded smoothness constraint
on the weight functions Ψi in the definition of our segmentation problem, we formulate the
constraint as an additional regularization term Elocsmooth(~Ψ) which is added to the energy
functional E(Φloc(~Ψ)). So, we finally obtain our formulation of an energy functional which
constrains the segmentation results to the LDSSM subspace as
Eloc(~Ψ) = E(Φloc(~Ψ)) + βElocsmooth(~Ψ) , (5.60)
where β ∈ R is a weighting factor that determines the influence of the smoothing term
on the segmentation result. The larger the weighting factor β, the smoother the weight
functions Ψi which are allowed as a solution to the segmentation problem. For β = 0,
no additional constraints are added to the segmentation problem. However, as we are
searching only for smooth functions as a solution to the segmentation problem, β always
has to be greater than zero.
We formulate the smoothness constraint in our approach as the integral over the squared
gradient magnitudes of the weight functions:
Elocsmooth(~Ψ) =
1
2
∫
Ω
||∇Ψ1(~x)||2 + · · ·+ ||∇Ψm(~x)||2 d~x . (5.61)
By doing this, discontinuities in the weight fields Ψi are penalized. This is a frequently
used regularization method in order to obtain smooth results to a given problem. It has
been first used in the context of image processing in the famous paper of Horn and Schunck
about determining smooth optical flow fields [63].
5.4.3 Extension of our Approach by the Trained Weight Distribution
In section 5.3.4, we have shown that it is possible to extend the approach of Tsai et al.
by adding an additional regularization term Eshape(~w) to the energy function E(Φglob(~w))
(equation (5.50)):
Eglob(~w) = E(Φglob(~w)) + αEshape(~w) .
This regularization term takes into account the Gaussian distribution of plausible weights
P (~w) from equation (2.9). It has the effect that shapes with likely model weights ~w,
according to the trained weight distribution P (~w), are preferred in the solution of the
segmentation problem over those shapes with unlikely model weights. The distribution of
plausible weights P (~w) is thereby estimated from the set of training shapes {Φ1, . . . ,Φn}
during the construction phase of the SSM (c.f. chapter 2).
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Now, we extend our local problem formulation from equation (5.60) by a similar regular-
ization term Elocshape(~Ψ) which favors shapes that have been generated by likely fields of
weight vectors ~Ψ over those shapes which have been generated by unlikely fields of weight
vectors. In order to do this, we first have to define how likely a field of weight vectors
~Ψ is. This means, we need to determine a probability distribution Ploc(~Ψ) that assigns a
probability to each field of weight vectors ~Ψ.
When we take a look back at the introduction of the LDSSM in section 3.2, we remember
that it has been developed on the basis of the SSM by introducing an individual weight
vector ~Ψ(~x) in each element ~x of the data domain Ω. This allows local combinations
of the main modes of variation. So, as the LDSSM is an extension of the SSM, it is a
reasonable assumption that each of the local weight vectors ~Ψ(~x) is distributed according
to the same trained weight distribution as the global weight vector ~w. This means, the
weight probability distribution P (~w) from equation (2.9) can be used in order to obtain an
element-wise weight probability distribution P (~Ψ(~x)) for each weight vector ~Ψ(~x) of our
weight field. For this purpose, we take the weight probability P (~w) from equation (2.9)
and replace the global weight vector ~w by a local weight vector ~Ψ(~x). Thus, we obtain
P (~Ψ(~x)) = 1
(2pi)m2 |Σ| 12 e
− 12 ~Ψ(~x)Σ−1~Ψ(~x)T (5.62)
as our element-wise weight probability distribution with Σ = diag(σ21, . . . , σ2m). Since the
distribution in equation (5.62) is the same as in equation (2.9), the standard deviations
σ1 to σm along the individual dimensions of the distribution are also identical. They are
obtained from the PCA of the training shapes as explained in section 2.2.
Next, the element-wise weight probabilities from equation (5.62) have to be combined
into one total probability Ploc(~Ψ) for the field of weight vectors ~Ψ. In order to achieve
this, we assume that the element-wise probabilities P (~Ψ(~x)) are statistically independent.
This assumption is not totally correct as the field of weight vectors should be smooth (c.f.
section 3.2) which introduces a statistical dependency between adjacent elements ~x. How-
ever, as this smoothness condition has already been explicitly addressed in the smoothness
energy from equation (5.61), we neglect it in the derivation of our shape energy. Thus, we
can compute the probability distribution Ploc(~Ψ) for the field of weight vectors ~Ψ as the
product of all element-wise probabilities P (~Ψ(~x)) according to the multiplication rule for
independent events [23, p. 810, eq. (16.41b)]:
Ploc(~Ψ) =
∏
~x∈Ω
P (~Ψ(~x)) . (5.63)
Now, having determined the probability Ploc(~Ψ) of a field of weight vectors ~Ψ, we de-
fine the local shape energy Elocshape(~Ψ) as the negative log-likelihood of the weight field
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probability:
Elocshape(~Ψ) = − lnPloc(~Ψ) . (5.64)
This is identical to the definition of the shape energy for the global approach in equation
(5.52). With the help of equation (5.63), equation (5.64) can be written as the negative
logarithm of the product of the element-wise shape probabilities:
Elocshape(~Ψ) = − ln
∏
~x∈Ω
P (~Ψ(~x)) . (5.65)
Considering the logarithmic identities on the continuous domain Ω, we can further rewrite
our shape energy as
Elocshape(~Ψ) =
∫
Ω
− lnP (~Ψ(~x)) d~x . (5.66)
The integrand of equation (5.66) can be considered as an element-wise shape energy. In
fact, when we compare it to equation (5.52), we can see that the integrand is identical to
the global shape energy Eshape(~w) where the global weight vector ~w has been replaced by
the local weight vector ~Ψ(~x):
Eshape(~Ψ(~x)) = − lnP (~Ψ(~x)) . (5.67)
So, the local shape energy Elocshape(~Ψ) can be interpreted as evaluating the global shape
energy independently for each local weight vector ~Ψ(~x) and accumulating the obtained
results:
Elocshape(~Ψ) =
∫
Ω
Eshape(~Ψ(~x)) d~x . (5.68)
This is not surprising as we have assumed statistical independence between the individual
elements ~x.
In summary, we have defined a local shape energy Elocshape(~Ψ(~x)) which is based on the
trained shape distribution from equation (2.9): The element-wise weight probabilities are
combined into one shape energy by integrating over their negative log-likelihoods. This
local shape energy can now be integrated into our energy functional from equation (5.60)
in order to prefer shapes which have been generated by likely weight fields:
Eloc(~Ψ) = E(Φloc(~Ψ)) + αElocshape(~Ψ) + βElocsmooth(~Ψ) , (5.69)
where α is another weighting factor which controls the influence of the shape energy on
the total energy.
5.4.4 Finding a Solution to the Problem by Functional Gradient Descent
Now that we have defined an energy functional which allows only those segmentation
results that are constraint to the LDSSM subspace (equation (5.69)), the goal is to find
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a field of weight vectors ~Ψ : Ω → Rm that minimizes the given energy functional. As
explained in section 1.5, a solution can be obtained via functional gradient descent. Please
note that the main difference between our approach and other state of the art level set
segmentation approaches is that the energy functional in equation (5.69) depends on the
field of weight vectors ~Ψ instead of the level set function Φ (c.f. section 5.4.1). This means,
we have to perform functional gradient descent with regard to the field of weight vectors
~Ψ and not with regard to the level set function Φ as in the approaches from section 1.5.
So, in order to minimize the energy functional from equation (5.69), we start with an
initial guess ~Ψ0 for the field of weight vectors and take repeated steps in the direction of
the negative functional gradient:
~Ψk+1(~x) = ~Ψk(~x)− γk ∂Eloc(
~Ψk)
∂~Ψk(~x)
, (5.70)
where k ∈ N denotes the k-th iteration and γk ∈ R is the step size in each iteration. Equa-
tion (5.70) is iterated until a stationary point of the given energy functional is reached.
This point most likely indicates a local minimum as we were moving in the direction of
steepest descent of the energy functional (c.f. section 1.2). Now, in order to perform the
gradient descent iteration which is defined in equation (5.70), we need to calculate the
functional derivative of the energy functional Eloc(~Ψ) with regard to the field of smooth
weight vectors ~Ψ. For this purpose, we recall from section 3.2 that the field of weight
vectors ~Ψ : Ω→ Rm can be written as
~Ψ = (Ψ1, . . . ,Ψm) , (5.71)
where each of the m components Ψi is itself a scalar weight field Ψi : Ω → R. Moreover,
we make use of equation (1.29) which says that the functional derivative of a functional
that depends on multiple functions can be obtained as a vector of all partial functional
derivatives ∂E(~Ψ)
∂Ψi(~x) :
∂Eloc(~Ψ)
∂~Ψ(~x)
=
∂Eloc(~Ψ)
∂Ψ1(~x)
, . . . ,
∂Eloc(~Ψ)
∂Ψm(~x)
 . (5.72)
Now, with the help of equations (5.71) and (5.72), the gradient descent iteration from
equation (5.70) can be rewritten as(
Ψk+11 (~x), . . . ,Ψk+1m (~x)
)
=
(
Ψk1(~x), . . . ,Ψkm(~x)
)
− γk
∂Eloc(~Ψk)
∂Ψk1(~x)
, . . . ,
∂Eloc(~Ψk)
∂Ψkm(~x)
 . (5.73)
This is basically a system of m coupled gradient descent equations, one for each weight
field Ψi.
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Then, as stated in equation (1.30), a necessary condition for a minimum of equation (5.69)
is a system of m Euler-Lagrange equations, one for each function Ψi:
∂Eloc(Ψ1, . . . ,Ψm)
∂Ψ1(~x)
= 0
...
∂Eloc(Ψ1, . . . ,Ψm)
∂Ψm(~x)
= 0 .
(5.74)
In practical implementations, equation (5.74) will never be exactly zero due to noise in the
data or numerical rounding errors. So, it is a common practice to either iterate equation
(5.70) for a fixed number of iterations or to check whether two consecutive solutions ~Ψk
and ~Ψk+1 lie within a predefined convergence tolerance , i.e. stop iterating equation (5.70)
in the case that the following termination condition is fulfilled:
||~Ψk+1 − ~Ψk||2 =
m∑
i=i
∫
Ω
(
Ψk+1i (~x)−Ψki (~x)
)2
d~x <  . (5.75)
However, this means that in order to evaluate the termination condition one has to store
m weight fields from the previous iteration. In order to reduce the memory requirements
and to speed up the evaluation of the termination condition, we evaluate a termination
condition of the form
||Φloc(~Ψk+1)− Φloc(~Ψk)||2 =
∫
Ω
(
Φloc(~Ψk+1)(~x)− Φloc(~Ψk)(~x)
)2
d~x <  . (5.76)
This means, instead of directly evaluating the squared error between two consecutive
fields of weight vectors, we evaluate the squared error between the corresponding level set
representations that can be obtained with the help of equation (3.3).
5.4.5 Obtaining the Functional Gradient
In the previous section, we have discussed how the solution to the segmentation problem
defined by the energy functional from equation (5.69) can be obtained via functional gra-
dient descent. However, so far we have not mentioned how to obtain the partial functional
derivatives ∂Eloc(~Ψ)
∂Ψi(~x) of the energy functional with regard to the i-th weight field that are
needed for this approach.
In order to obtain those partial functional derivatives, we make use of the fact that the
energy functional Eloc(~Ψ) from equation (5.69) consists of three distinct terms which are
linearly combined: a fitting energy E(Φloc(~Ψ)) that connects the LDSSM to the data under
consideration, a shape energy Elocshape(~Ψ) that favors likely weight fields, and a smoothing
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energy Elocsmooth(~Ψ) which ensures that the resulting weight fields are smooth. Now, it
follows from equation (1.22) that like in ordinary vector calculus the derivative of the
functional Eloc(~Ψ) with regard to the i-th weight field can be obtained as the linear
combination of the functional derivatives of its individual terms:
∂Eloc(~Ψ)
∂Ψi(~x)
= ∂E(Φloc(
~Ψ))
∂Ψi(~x)
+ α
∂E locshape(~Ψ)
∂Ψi(~x)
+ β ∂E
loc
smooth(~Ψ)
∂Ψi(~x)
. (5.77)
In the following subsections, we will show how to obtain those functional derivatives.
Smoothing Energy Gradient
We start with the computation of the functional derivative of the smoothing energy func-
tional Elocsmooth. For this purpose, we recall that it has been defined in equation (5.61)
as
Elocsmooth(~Ψ) =
1
2
∫
Ω
||∇Ψ1(~x)||2 + · · ·+ ||∇Ψm(~x)||2 d~x .
When we denote the integrand of the smoothing energy functional as F locsmooth, equation
(5.61) can be written as
Elocsmooth(~Ψ) =
∫
Ω
F locsmooth
(
∂Ψ1
∂x1
, . . . ,
∂Ψ1
∂xn
, . . . . . . ,
∂Ψm
∂x1
, . . . ,
∂Ψm
∂xn
)
d~x , (5.78)
where the integrand F locsmooth is given as
F locsmooth =
1
2
(∂Ψ1
∂x1
)2
+ · · ·+
(
∂Ψ1
∂xn
)2
+ · · · · · ·+
(
∂Ψm
∂x1
)2
+ · · ·+
(
∂Ψm
∂xn
)2 . (5.79)
Now, in order to compute the functional derivative of the smoothing energy Elocsmooth with
regard to the weight field Ψi, we can apply equation (1.26) for the functional derivative
in the case of functions with multiple arguments. By doing this, we obtain
∂E locsmooth(~Ψ)
∂Ψi(~x)
= −
n∑
u=1
∂
∂xu
∂F locsmooth
∂(∂Ψi
∂xu
)
. (5.80)
The first term on the right hand side of equation (1.26) vanishes because the integrand
F locsmooth depends only on the partial derivatives of the functions Ψi but not on the functions
Ψi itself.
We can continue by computing the inner derivative of equation (5.80). It results with the
help of equation (5.79) to
∂F locsmooth
∂(∂Ψi
∂xu
)
= 12 2
(
∂Ψi
∂xu
)
= ∂Ψi
∂xu
. (5.81)
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This can then be used in order to compute the outer derivative of equation (5.80) as
∂
∂xu
∂F locsmooth
∂(∂Ψi
∂xu
)
= ∂
∂xu
∂Ψi
∂xu
= ∂
2Ψi
∂x2u
. (5.82)
When we reinsert this result into equation (5.80), the functional derivative of the smooth-
ing energy with regard to the weight field Ψi is finally obtained as the negative sum of
the second order partial derivatives of the weight field Ψi. This can be written as
∂E locsmooth(~Ψ)
∂Ψi(~x)
= −∆Ψi(~x) , (5.83)
where ∆ denotes the Laplace operator:
∆Ψi =
∂2Ψi
∂x21
+ · · ·+ ∂
2Ψi
∂x2n
. (5.84)
That the smoothing energy Elocsmooth has indeed the desired smoothing effect on the weight
fields Ψi can be seen when we insert its functional derivative from equation (5.83) into
our gradient descent equation (5.73). By doing this, we obtain
Ψk+1i = Ψki + γk ∆Ψki . (5.85)
This is the Euler forward discretization of the heat diffusion equation, which is well-known
for its smoothing properties [63].
Shape Energy Gradient
We continue by describing the functional derivative of the shape energy Elocshape. Equation
(5.66) defines Elocshape as the integral over the negative logarithms of the element-wise weight
probabilities:
Elocshape(~Ψ) =
∫
Ω
− lnP (~Ψ(~x)) d~x ,
where the probability of each weight vector ~Ψ(~x) is computed as (see equation (5.62))
P (~Ψ(~x)) = 1
(2pi)m2 |Σ| 12 e
− 12 ~Ψ(~x)Σ−1~Ψ(~x)T .
When we insert equation (5.62) into equation (5.66), we obtain
Elocshape(~Ψ) =
∫
Ω
[1
2
~Ψ(~x)Σ−1~Ψ(~x)T + ln
(
(2pi)m2 |Σ| 12
)]
d~x . (5.86)
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In equation (5.86), the integrand consists of two terms. The second term does neither
depend on the field of weight vectors ~Ψ nor on the variable of integration ~x. So, equation
(5.86) can be rewritten as
Elocshape(~Ψ) =
∫
Ω
1
2
~Ψ(~x)Σ−1~Ψ(~x)T d~x+ ln
(
(2pi)m2 |Σ| 12
)
|Ω|︸ ︷︷ ︸
const.
, (5.87)
where |Ω| denotes the cardinality of the set Ω. It can be seen that the second term is
constant with regard to the field of weight vectors ~Ψ so that it vanishes when we take the
functional derivative. Now, when we additionally denote the remaining term under the
integral as F locshape, equation (5.87) further simplifies to
Elocshape(~Ψ) =
∫
Ω
F locshape(Ψ1(~x), . . . ,Ψm(~x)) d~x+ const. , (5.88)
where F locshape is given as
F locshape =
1
2
~Ψ(~x)Σ−1~Ψ(~x)T = 12
(
Ψ1(~x)2
σ21
+ · · ·+ Ψm(~x)
2
σ2m
)
. (5.89)
Now, we can apply equation (1.26) and obtain
∂E locshape(~Ψ)
∂Ψi(~x)
=
∂F locshape(Ψ1(~x), . . . ,Ψm(~x))
∂Ψi(~x)
(5.90)
for the functional derivative of the shape energy Elocshape. In this case, all terms but the
first on the right hand side of equation (1.26) vanish because the integrand F locshape depends
only on the functions Ψi itself but not on their partial derivatives.
The partial derivative of F locshape with regard to Ψi on the right hand side of equation (5.90)
can be calculated with the help of equation (5.89). So, we finally obtain the functional
derivative of the shape energy Elocshape with regard to the function Ψi as
∂E locshape(~Ψ)
∂Ψi(~x)
= Ψi(~x)
σ2i
. (5.91)
When we insert this result into our gradient descent equation (5.73), we get
Ψk+1i = Ψki − γk
Ψki
σ2i
= Ψki
(
1− γ
k
σ2i
)
.
(5.92)
Now, we choose γk < σ2i such that this gradient descent equation forces the elements of the
weight fields towards zero, which corresponds to forcing the modeled shape towards the
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mean shape. This makes sense, as the mean shape is the most likely one in our Gaussian
framework from equation (5.63). How strong the elements of each weight field Ψi are
forced towards zero depends on the trained shape variance σ2i along the corresponding
axis of the SSM subspace. The elements of those weight fields Ψi with small variances
σ2i are forced stronger towards the mean shape than the elements of those weight fields
with large variances. This also makes sense, as larger deviations shall be allowed for the
elements of those weight fields having large variances in the training data than for the
elements of those weight fields with small variances.
Exemplary Fitting Energy Gradient
Now, what remains to derive is the functional gradient of the fitting energy. However,
as the fitting energy is problem dependent, there exists not one special fitting energy
but a variety of different fitting energies. For a better understanding, we will derive the
functional gradient of an exemplary fitting energy in the remainder of this subsection.
Then, we will give a general solution for arbitrary fitting energies in the next subsection.
We discuss the same example that has already been discussed for the global approach of
Tsai et al. in section 5.3.2, namely the region-based segmentation problem by Chan and
Vese [25]. However, this time we replace the level set function Φ by our local model Φloc(~Ψ)
instead of the global model Φglob(~w) so that the energy from equation (5.36) changes to
E(Φloc(~Ψ)) = λ1
∫
Ω
(I − c1)2H(−Φloc(~Ψ)) d~x+ λ2
∫
Ω
(I − c2)2H(Φloc(~Ψ)) d~x . (5.93)
From equation (1.26) follows that the functional derivative of equation (5.93) with regard
to the weight field Ψi can be obtained as
∂E(Φloc(~Ψ))
∂Ψi(~x)
= λ1(I(~x)− c1)2∂H(−Φloc(
~Ψ(~x)))
∂Ψi(~x)
+λ2(I(~x)− c2)2∂H(Φloc(
~Ψ(~x)))
∂Ψi(~x)
. (5.94)
Again, all terms but the first on the right-hand side of equation (1.26) vanish as equation
(5.93) depends only on the weight field Ψi but not on its derivatives. Like in section 5.3.2,
the derivative of the Heaviside step function can be obtained as the Dirac delta function
that is nonzero only at the zero-crossings of Φloc(~Ψ). So, equation (5.94) simplifies to
∂E(Φloc(~Ψ))
∂Ψi(~x)
=
[
−δΦloc(~Ψ(~x))λ1(I(~x)− c1)2 + δΦloc(~Ψ(~x))λ2(I(~x)− c2)2
]
· ∂Φloc(
~Ψ(~x))
∂Ψi(~x)
. (5.95)
5.4 Variational Formulation for a Local Shape Prior 165
Now, in order to further simplify equation (5.95) we determine the derivative of the
LDSSM. With the help of equation (3.3) it reads as
∂Φloc(~Ψ(~x))
∂Ψi(~x)
= ∂
∂Ψi(~x)
[
Φ¯(~x) +
m∑
u=1
Ψu(~x)Φ˜u(~x)
]
=
m∑
u=1
∂Ψu(~x)
∂Ψi(~x)
Φ˜u(~x)
= Φ˜i(~x) .
(5.96)
So, we finally obtain the functional derivative of the exemplary fitting energy as
∂E(Φloc(~Ψ))
∂Ψi(~x)
=
[
−δΦloc(~Ψ(~x))λ1(I(~x)− c1)2 + δΦloc(~Ψ(~x))λ2(I(~x)− c2)2
]
Φ˜i(~x) . (5.97)
This result is identical to the functional derivative of the original energy functional by
Chan and Vese (c.f. equation (5.45)) up to the additional factor Φ˜i(~x). This additional
factor results from the application of the chain rule as Φ˜i(~x) is the derivative of the LDSSM
with regard to the local weight vector Ψi(~x). We will show in the following section that
this additional factor not only appears in this specific energy functional but in all energy
functionals that are of the form E(Φloc(~Ψ)).
The difference between the derivative of the global problem E(Φglob(~w)) with regard to
the global weight wi in equation (5.43) and the functional derivative of the local problem
E(Φloc(~Ψ)) with regard to the weight field Ψi in equation (5.97) is the missing integral
over the whole data domain Ω. Thus, the global weight update in equation (5.43) can be
interpreted as averaging the local weight updates in all elements ~x of the data domain
Ω.
General Fitting Energy Gradient
Having derived the functional gradient of an exemplary fitting energy in the previous
section, we will continue by providing a general solution for arbitrary fitting energies. For
this purpose, we make for the moment use of the fact that many fitting energies are of
the form
E(Φloc(~Ψ)) =
∫
Ω
F
(
Φloc(~Ψ(~x)),
∂Φloc(~Ψ(~x))
∂x1
, . . . ,
∂Φloc(~Ψ(~x))
∂xn
, x1, . . . , xn
)
d~x . (5.98)
For example the region-based segmentation problem by Chan and Vese or the Geodesic
Active Contours approach, which have both been defined in section 1.5, are of this form
when we replace the level set function Φ by our LDSSM Φloc(~Ψ).
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The solution for the functional derivative of equation (5.98) with regard to the i-th weight
field Ψi has been defined in equation (1.26) as
∂E(Φloc(~Ψ))
∂Ψi(~x)
= ∂F
∂Ψi(~x)
−
n∑
u=1
∂
∂xu
∂F
∂
(
∂Ψi(~x)
∂xu
) . (5.99)
However, as F does not depend directly on Ψi(~x), we need to use the chain rule in order
to extend equation (5.99) to
∂E(Φloc(~Ψ))
∂Ψi(~x)
= ∂F
∂Φloc(~Ψ(~x))
∂Φloc(~Ψ(~x))
∂Ψi(~x)
+
n∑
k=1
∂F
∂
(
∂Φloc(~Ψ(~x))
∂xk
) ∂
(
∂Φloc(~Ψ(~x))
∂xk
)
∂Ψi(~x)
−
n∑
u=1
∂
∂xu
 ∂F
∂Φloc(~Ψ(~x))
∂Φloc(~Ψ(~x))
∂
(
∂Ψi(~x)
∂xu
) + n∑
k=1
∂F
∂
(
∂Φloc(~Ψ(~x))
∂xk
) ∂
(
∂Φloc(~Ψ(~x))
∂xk
)
∂
(
∂Ψi(~x)
∂xu
)
 . (5.100)
The additional sums in equation (5.100) occur as not only Φloc(~Ψ(~x)) but also each term
∂Φloc(~Ψ(~x))
∂xu
may depend directly on the weight field Ψi(~x) or its partial derivatives. As
Φloc(~Ψ(~x)) does not depend directly on ∂Ψi(~x)∂xu , the first term in the square brackets on the
right-hand side of equation (5.100) vanishes. Additionally, when we use equation (3.3) in
order to obtain
∂Φloc(~Ψ(~x))
∂xk
= ∂
∂xk
[
Φ¯(~x) +
m∑
i=1
Ψi(~x)Φ˜i(~x)
]
= ∂Φ¯(~x)
∂xk
+
m∑
i=1
[
∂Ψi(~x)
∂xk
Φ˜i(~x) + Ψi(~x)
∂Φ˜i(~x)
∂xk
]
,
(5.101)
equation (5.100) simplifies to
∂E(Φloc(~Ψ))
∂Ψi(~x)
= ∂F
∂Φloc(~Ψ(~x))
∂Φloc(~Ψ(~x))
∂Ψi(~x)
+
n∑
k=1
∂F
∂
(
∂Φloc(~Ψ(~x))
∂xk
) ∂Φ˜i(~x)
∂xk
−
n∑
u=1
∂
∂xu
 ∂F
∂
(
∂Φloc(~Ψ(~x))
∂xu
)Φ˜i(~x)
 . (5.102)
This is because
∂
(
∂Φloc(~Ψ(~x))
∂xk
)
∂Ψi(~x)
= ∂Φ˜i(~x)
∂xk
and
∂
(
∂Φloc(~Ψ(~x))
∂xk
)
∂
(
∂Ψi(~x)
∂xu
) =
Φ˜i(~x) , if k = u0 , otherwise . (5.103)
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Equation (5.102) can be further expanded with the help of the product rule to
∂E(Φloc(~Ψ))
∂Ψi(~x)
= ∂F
∂Φloc(~Ψ(~x))
∂Φloc(~Ψ(~x))
∂Ψi(~x)
+
n∑
k=1
∂F
∂
(
∂Φloc(~Ψ(~x))
∂xk
) ∂Φ˜i(~x)
∂xk
−
n∑
u=1
∂
∂xu
∂F
∂
(
∂Φloc(~Ψ(~x))
∂xu
)Φ˜i(~x)− n∑
u=1
∂F
∂
(
∂Φloc(~Ψ(~x))
∂xu
) ∂Φ˜i(~x)
∂xu
. (5.104)
The second and the last term on the right-hand side of equation (5.104) cancel each other
out. So, we finally obtain the functional derivative of the energy functional from equation
(5.98), with regard to the i-th weight field Ψi, as
∂E(Φloc(~Ψ))
∂Ψi(~x)
= ∂F
∂Φloc(~Ψ(~x))
Φ˜i(~x)−
n∑
u=1
∂
∂xu
∂F
∂
(
∂Φloc(~Ψ(~x))
∂xu
)Φ˜i(~x)
=
 ∂F
∂Φloc(~Ψ(~x))
−
n∑
u=1
∂
∂xu
∂F
∂
(
∂Φloc(~Ψ(~x))
∂xu
)
 Φ˜i(~x) .
(5.105)
When we compare the term in square brackets on the right-hand side of equation (5.105)
with the right hand side of equation (1.26) (functional derivative in the case of functions
with multiple arguments), we can see that it is the functional derivative of the energy
E(Φloc(~Ψ)) with regard to the level set function Φloc. The second term on the right-hand
side of equation (5.105) is the derivative of the LDSSM Φloc(~Ψ) with regard to the i-th
weight field Ψi. This result is similar to the results that we expect from applying the chain
rule in order to obtain a derivative of composed functions.
Indeed, when we have a closer look at our energy functional E(Φloc(~Ψ)), we can see that
it is a functional of a function of a function. So, we can apply the chain rule for functional
derivatives from equation (1.25) in order to obtain the same result as in equation (5.105):
∂E(Φloc(~Ψ))
∂Ψi(~x)
= ∂E(Φloc(
~Ψ))
∂Φloc(~Ψ(~x))
∂Φloc(~Ψ(~x))
∂Ψi(~x)
= ∂E(Φloc(
~Ψ))
∂Φloc(~Ψ(~x))
Φ˜i(~x) .
(5.106)
Furthermore, the formulation from equation (5.106) is more general than equation (5.105).
So, we can drop the requirement that the fitting energy has to be of the form as in equation
(5.98) and consider even more complex energy functionals that may contain for example
higher order partial derivatives of the LDSSM.
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The benefit of the formulation in equation (5.106) is that for any given energy functional
E(Φ) from the level set literature, we can look up the functional derivative ∂E(Φ)
∂Φ(~x)) from
the literature. Then, we simply append the base function Φ˜i(~x) as another factor in order
to obtain the functional derivative of the modified energy functional ∂E(Φloc(~Ψ)
∂Ψi(~x) , where the
level set function Φ has been replaced by our local model Φloc(~Ψ).
5.5 Global-to-Local Variational Formulation
The approach presented in section 5.4 enables us to obtain those results to a given seg-
mentation problem that are guaranteed to lie within the generalized subspace of feasible
shapes which is described by our LDSSM. This means, all possible segmentation results
are given as local combinations of some given training shapes. Since the LDSSM subspace
allows much more possible shape configurations than the SSM subspace, it is possible to
obtain much more accurate segmentation results with our local approach from section 5.4
than with the global approach by Tsai et al. that has been presented in section 5.3. This
is due to the fact that, in our local approach, the shape constraint is only enforced locally
in a neighborhood around each element ~x of the data domain Ω instead of enforcing a
common global shape constraint for all elements of the data domain.
However, as in many engineering problems, the increase in segmentation accuracy comes at
the price of reduced robustness to noise. This means, our local gradient descent method
(equation (5.73)) is more likely to get trapped inside local minima due to missing or
wrong image information than the global descent method (equation (5.33)). In order to
avoid those local minima, we need to strengthen the influence of the shape model in the
segmentation process. This means that the resulting weight fields Ψi have to be as smooth
as possible. As explained in section 3.2, smooth weight fields correspond to a strong shape
prior which allows us to guide the modeled shape also in those regions with missing or
wrong image information.
Solutions with smooth weight fields Ψi can be obtained by raising the influence of the
smoothing energy Elocsmooth in our variational formulation from equation (5.69). This can
be done by increasing the value of the weighting factor β. Raising the influence of the
smoothing energy Elocsmooth has the effect that the fitting energy E(Φloc(~Ψ)) becomes less
important in the determination of the segmentation result. So, the weight fields Ψi will be
influenced by the fitting energy E(Φloc(~Ψ)) mostly in those image regions where strong
image information is present. In the other regions, where the image information is more
ambiguous, the resulting weight fields Ψi will mostly be determined by the smoothing
energy Elocsmooth.
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However, as nice as this sounds in theory, there exist some practical limitations in our
gradient descent formulation from equation (5.73) that prevent us from obtaining an
arbitrary large influence of our LDSSM on the segmentation results. We will address
these limitations in section 5.5.1. Afterwards, in section 5.5.2, we will build a connection
between our local approach from section 5.4 and the global approach from section 5.3. This
connection will then be utilized in section 5.5.3 in order to derive a new global-to-local
approach for minimizing the energy functional from equation (5.69). This new approach
removes the limitations of the gradient descent formulation from equation (5.73) and
makes our local segmentation approach robust against local minima caused by noise and
missing data.
5.5.1 Problems of the Variational Gradient Descent Approach
A property of common fitting energies is that their functional gradients differ from zero
only on the zero level contour of the evolving level set (see e.g. equation (5.97)). This
means, in each iteration of the gradient descent approach from equation (5.73), the gradi-
ent of the fitting energy E(Φloc(~Ψ)) affects only those elements Ψi(~x) of the weight fields
where the zero level contour is currently located. Consequently, the weight field elements
in the largest area of the data domain Ω will only by altered by the gradients of the shape
energy Elocshape and the smoothness energy Elocsmooth, respectively.
As the gradient of the smoothness energy is given by the heat equation (c.f. equation
(5.83)), it has the effect that local changes in the weight fields Ψi are propagated to
neighboring elements of the data domain. When we iterate our gradient descent approach
from equation (5.73) until a stationary point of the energy functional from equation (5.69)
is reached, this propagation of local weight changes has the following effects:
1. Wrong weight field updates, due to noise in the data that leads to local errors in the
estimated gradient of the fitting energy E(Φloc(~Ψ)), will be canceled out by neighboring
weight field updates.
2. Missing weight field updates, due to missing or ambiguous image information, will be
interpolated from neighboring weight field updates.
The size of the neighborhood in which weight field updates have an influence on each other
thereby depends on the influence of the smoothness term in the energy functional from
equation (5.69). So, if the data is highly corrupted or large areas of the data are missing,
it is a good choice to use a large weight β for the smoothness energy term Elocsmooth.
However, if the continuous Laplace operator from the smoothness energy gradient (c.f.
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equation (5.83)) is implemented via a central differencing scheme (c.f. chapter 6), the
value of β in equation (5.69) is limited by
β ≤ 12n
(∆x)2
γk
, (5.107)
where ∆x is the spatial resolution (same resolution across all dimensions) and n is the
number of dimensions (i.e n = 2 or n = 3). Equation (5.107) has to be satisfied, otherwise
the gradient descent evolution is not guaranteed to be stable [101]. So, as the spatial
resolution ∆x is fixed, we have to decrease our step size γk in order to obtain an arbitrarily
large influence of the smoothing term Elocsmooth in our combined energy functional from
equation (5.69). This leads to an impractically slow convergence rate of the gradient
descent approach from equation (5.73) if local weight field updates are supposed to be
propagated over large areas of the data domain Ω. As a result, the influence range of the
fitting energy E(Φloc(~Ψ)) on the weight fields is effectively limited to neighborhoods of a
few elements in diameter around each element ~x of the data domain Ω.
This limitation on the value of β is not a problem if a good initial solution exists that
should only be locally refined. However, it becomes a problem when the initial solution
is far from the desired result so that large parts of the evolving contour may be located
in regions where image information is missing, ambiguous, or highly corrupted by noise.
As discussed above, in this case, instead of a local shape prior, a more global shape prior
would be required that guides the evolving contour through those difficult regions. For
the LDSSM, this means that the weight fields should be as smooth as possible.
Now, as it is not possible to enforce smooth weight fields over large regions due to the
limitation on the value of β from equation (5.107), those parts of the contour that are
located in difficult image regions are likely to get stuck in local minima during the gradient
descent iteration from equation (5.73). In order to counteract this, i.e. to provide guidance
to the segmentation contour also in those image regions with missing, ambiguous, or
highly corrupted data, we need to find another way of how to propagate reliable local
image information to larger parts of the data domain Ω.
5.5.2 Connection between the Global Approach and our Local Approach
An efficient way of propagating local shape changes to the rest of the data domain in
order to obtain globally consistent weights can be observed in the global approach from
section 5.3. We recall that the partial derivative of the fitting energy E(Φglob(~w)) with
regard to the global weight wi has been given as (eq. (5.48))
∂E(Φglob(~w))
∂wi
=
∫
Ω
∂E(Φglob(~w))
∂Φglob(~w)(~x)
Φ˜i(~x) d~x .
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In equation (5.48), a local change in the level set function Φglob is projected on the base
vector Φ˜i of the SSM in order to obtain the change in the weight wi. The partial derivative
of the fitting energy E(Φglob(~w)) with regard to the level set function Φglob is different from
zero only directly on the zero level contour of Φglob (c.f. section 5.5.1). So, it represents a
local change in the level set function Φglob. The weight wi, however, has a global influence
on the modeled shape through equation (2.34).
Now, we compare this result with our local approach from section 5.4. The derivative
of the fitting energy E(Φloc(~Ψ)) with regard to the weight field Ψi at point ~x has been
defined in equation (5.106) as
∂E(Φloc(~Ψ))
∂Ψi(~x)
= ∂E(Φloc(
~Ψ))
∂Φloc(~Ψ(~x))
Φ˜i(~x) .
It can be seen that the difference between the global and the local weight update is the
missing integral over the whole data domain Ω for our local approach. This means, per-
forming gradient descent for the global approach using equation (5.33) can be interpreted
as averaging all functional derivatives over the whole data domain Ω in order to obtain
the global weight update. This is what makes the global approach robust against noise
and missing image information.
In order to transfer this robustness to our local approach, we can define a descent method
so that it exactly behaves like the global approach. For this purpose, we change the
descent direction for our local fitting energy E(Φloc(~Ψ)). So far, it is given by its negative
functional gradient (c.f. equation (5.106)):
Ψk+1i = Ψki −
∂E(Φloc(~Ψ))
∂Φloc(~Ψ(~x))
Φ˜i(~x) , (5.108)
which means that we descend in the direction of steepest descent of the fitting energy.
Now, we can replace this descent direction by projecting each component of the negative
functional gradient on a function h : Ω → R, with ||h|| = 1. The projection of the i-th
component of the negative functional gradient onto such a function h is identical to the
directional derivative along the function h [136]. So, it can be expressed via the functional
differential from equation (1.31) as
− dE(Φloc(Ψi), h)h , (5.109)
where the functional differential is given as
dE(Φloc(Ψi), h) =
∫
Ω
∂E(Φloc(~Ψ))
∂Ψi(~x)
h(~x) d~x
=
∫
Ω
∂E(Φloc(~Ψ))
∂Φloc(~Ψ(~x))
Φ˜i(~x)h(~x) d~x .
(5.110)
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That −dE(Φloc(Ψi), h)h is indeed a descent direction for the i-th component of our fitting
energy requires that the directional derivative along −dE(Φloc(Ψi), h)h has to be negative
(c.f. equation (1.9)). In our case, this means that
dE
(
Φloc(Ψi),−dE(Φloc(Ψi), h)h
)
< 0 (5.111)
has to be fulfilled, which can also be written as
−
∫
Ω
∂E(Φloc(~Ψ))
∂Ψi(~x)
dE(Φloc(Ψi), h)h(~x) d~x < 0 . (5.112)
Since dE(Φloc(Ψi), h) does not depend on ~x, it can be pulled out from the integral, and
we obtain
− dE(Φloc(Ψi), h)
∫
Ω
∂E(Φloc(~Ψ))
∂Ψi(~x)
h(~x) d~x
=−
(
dE(Φloc(Ψi), h)
)2 ≤ 0 . (5.113)
So, −dE(Φloc(Ψi), h)h is a descent direction if the functional differential along h differs
from zero (which is true if we have not found a local minimum) and h is chosen in such
a way that it is not zero everywhere on the data domain Ω.
Now, we choose the function h to be the normalized characteristic function 1Ω||1Ω|| of our
data domain Ω, where 1Ω is defined as
1Ω(~x) =
1 , if ~x ∈ Ω0 , else . (5.114)
In this case, equation (5.108) modifies to
Ψk+1i (~y) = Ψki (~y)− γk dE
(
Φloc(Ψki ),
1Ω
||1Ω||
)
1Ω(~y)
||1Ω|| (5.115)
for each element ~y ∈ Ω. In equation (5.115), the functional differential along the normal-
ized characteristic function 1Ω||1Ω|| reads as
dE
(
Φloc(Ψi),
1Ω
||1Ω||
)
=
∫
Ω
∂E(Φloc(~Ψ))
∂Φloc(~Ψ(~x))
Φ˜i(~x)
1Ω(~x)
||1Ω|| d~x
= 1||1Ω||
∫
Ω
∂E(Φloc(~Ψ))
∂Φloc(~Ψ(~x))
Φ˜i(~x) d~x .
(5.116)
By inserting equation (5.116) into equation (5.115), the weight field update for each
element ~y ∈ Ω can thus be written as
Ψk+1i (~y) = Ψki (~y)− γk
1
||1Ω||2
∫
Ω
∂E(Φloc(~Ψk))
∂Φloc(~Ψk(~x))
Φ˜i(~x) d~x 1Ω(~y) . (5.117)
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Because 1Ω(~y) = 1 for all y ∈ Ω (c.f. eq. (5.114)), this update rule simplifies to
Ψk+1i (~y) = Ψki (~y)− γk
1
||1Ω||2
∫
Ω
∂E(Φloc(~Ψk))
∂Φloc(~Ψk(~x))
Φ˜i(~x) d~x , ∀~y ∈ Ω . (5.118)
It can be seen in equation (5.118) that by projecting the i-th component of the negative
fitting energy gradient onto the characteristic function of our domain Ω, the update for
each local weight Ψi(~y) is given by averaging the functional derivative along all elements
~x of the domain Ω. This is exactly what we wanted to achieve.
Furthermore, by setting Ψ0i (~x) = w0i for all ~x ∈ Ω so that Φloc(~Ψ0(~x)) = Φglob(~w0)(~x),
equation (5.118) becomes identical to equation (5.33) (where the gradient is given in
equation (5.48)) up to the constant factor ||1Ω||−2. This factor can be eliminated by
choosing an appropriate step size γ˜k = γkξ, with ξ = ||1Ω||2:
Ψk+1i (~y) = Ψki (~y)− γ˜k
ξ
||1Ω||2
∫
Ω
∂E(Φloc(~Ψk))
∂Φloc(~Ψk(~x))
Φ˜i(~x) d~x
= Ψki (~y)− γ˜k
∫
Ω
∂E(Φloc(~Ψk))
∂Φloc(~Ψk(~x))
Φ˜i(~x) d~x .
(5.119)
So, by iterating equation (5.119) until convergence, we obtain results with our local model
that are identical to the global approach from equation (5.33). This is due to the fact that
the weight fields Ψi are initialized to constant functions and each local weight is updated
by the same expression (last term of equation (5.119)) so that the weight fields remain
constant throughout all iterations.
Now, we also consider the gradients of the shape and the smoothing energy, given in
equations (5.91) and (5.83), respectively, which we have left out so far. By renaming γ˜k
to γk, the weight update becomes (c.f. equations (5.70) and (5.77))
Ψk+1i (~y) = Ψki (~y)− γk
 ξ
||1Ω||2
∫
Ω
∂E(Φloc(~Ψk))
∂Φloc(~Ψk(~x))
Φ˜i(~x) d~x
+ αΨ
k
i (~y)
σ2i
− β∆Ψki (~y)
 .
(5.120)
However, when we consider only constant weight fields Ψki , as explained above, the gradient
of the smoothing term vanishes (∆Ψki (~y) = 0), and equation (5.120) simplifies to
Ψk+1i (~y) = Ψki (~y)− γk
 ξ
||1Ω||2
∫
Ω
∂E(Φloc(~Ψk))
∂Φloc(~Ψk(~x))
Φ˜i(~x) d~x+ α
Ψki (~y)
σ2i
 . (5.121)
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By iterating this equation until convergence, we obtain results with our local model that
are identical to the global approach which has been extended by the trained weight dis-
tribution (c.f. equation (5.51) with gradients given in equations (5.56) and (5.49)). In
particular, it can be seen that the gradient of the local shape energy affects each local
weight Ψki (~y) in the same way as the gradient of the global shape energy affects the global
weight wi in equation (5.56).
In summary, the global approach from section 5.3 can be regarded as a special case of the
local approach from section 5.4 where all weight fields Ψi are initialized to a constant value
w0i and the descent direction of the fitting energy is chosen to −dE(Φloc(Ψi), 1Ω||1Ω||)
1Ω
||1Ω|| .
This gives rise to the following approach to make the solution to our image segmentation
problem from equation (5.69) more robust against noise and missing data:
1. Initialize all weight fields to zero and find a good initial solution to the problem
by using the global weight field update from equation (5.121) (or equivalently
equation (5.120), as ∆Ψki (~y) = 0).
2. Refine the result using the local weight field update given in equation (5.73).
Algorithm 5.1: Necessary steps for the local solution with global initialization.
5.5.3 Combining the Global Approach and our Local Approach
In the previous section, we have shown that the global approach from section 5.3 is
identical to our local approach from section 5.4 when we choose the descent direction
of the fitting energy for each weight field Ψi to −dE(Φloc(Ψi), 1Ω||1Ω||)
1Ω
||1Ω|| (the projection
of the i-th component of the fitting energy gradient onto the characteristic function 1Ω
of the data domain Ω). This descent direction has the property that the gradient of the
fitting energy is averaged over the whole data domain Ω so that all elements Ψi(~y) of the
weight field Ψi are updated to the same extent while the fitting energy gradient differs
from zero only in a few elements ~y of the data domain Ω.
So, choosing−dE(Φloc(Ψi), 1Ω||1Ω||)
1Ω
||1Ω|| as the descent direction of the fitting energy for each
weight field Ψi makes the local approach from section 5.4 robust against noise and missing
data while completely loosing its key ability to locally adapt to the image structures. On
the other hand, the descent direction from equation (5.108) is completely local because it
is given for each element Ψi(~y) of the weight field Ψi as the i-th component of the negative
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functional gradient in the actually considered point ~y:
− ∂E(Φloc(
~Ψ))
∂Φloc(~Ψ(~y))
Φ˜i(~y) . (5.122)
This direction enables the LDSSM to locally adapt to the image structures but makes the
local approach from section 5.4 also more error-prone to noise (for which reason we need
the smoothness energy in equation (5.69)). The locality in the descent direction becomes
even more clear when we rewrite equation (5.122) in terms of the functional differential.
In this case, it is given as
− dEimg (Φloc(Ψi),1~y) 1~y(~y) , (5.123)
where 1~y is the characteristic function of ~y, i.e. it is nonzero only in the point ~y:
1~y(~x) =
1 , if ~x = ~y0 , else . (5.124)
That equation (5.122) and equation (5.123) are identical can easily be shown: The func-
tional differential along 1~y can be written as (c.f. eq. (5.110))
dEimg (Φloc(Ψi),1~y) =
∫
Ω
∂E(Φloc(~Ψ))
∂Φloc(~Ψ(~x))
Φ˜i(~x) 1~y(~x) d~x
= ∂E(Φloc(
~Ψ))
∂Φloc(~Ψ(~y))
Φ˜i(~y) ,
(5.125)
and when we insert equation (5.125) into equation (5.123), we exactly obtain the descent
direction from equation (5.122) as 1~y(~y) = 1.
So, as a consequence, we can say that we can achieve a more global (and thus more robust)
weight field update by widening the support of the function h on which we project the
i-th component of our fitting energy gradient (from the actually considered point ~y in the
case of h = 1~y to the whole data domain Ω in the case of h = 1Ω||1Ω||). Accordingly, we
can obtain a more local (but possibly more error-prone) weight field update by narrowing
down the support of the function h.
This finding gives rise to the following global-to-local weight field update approach: Start
with a function h that has a large support and then subsequently limit the support to a
smaller and smaller area so that the weight field update becomes more and more local.
Please note that this is comparable to hierarchical image registration approaches which
are well-known to be less prone to get stuck in local minima than other non-hierarchical
approaches (see e.g. [76] or [142] for an overview).
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d = 4 d = 2 d = 1 d = 0
d = 8d = 16d = 32d = 64
Figure 5.2: Illustration of the sets Θd(16, 24) (blue circle), Θd(16, 40) (red circle), and
Θd(48, 32) (green circle) for different values of d. The size of the data domain
Ω is 64x64 pixels. It can be seen that the regions highly overlap for large d.
To make it more specific, we define the set Θd(~y) which contains all elements ~x of the data
domain Ω that are located within a predefined radius d around the actually considered
point ~y:
Θd(~y) =
{
~x ∈ Ω
∣∣∣ ||~y − ~x|| ≤ d} , (5.126)
and we choose the descent direction of the fitting energy for each weight field Ψi to
− dE
(
Φloc(Ψi),
1Θd(~y)
||1Θd(~y)||
)
1Θd(~y)
||1Θd(~y)||
. (5.127)
This defines the projection of the i-th component of the fitting energy gradient onto the
characteristic function 1Θd(~y) of the just defined set Θd(~y):
1Θd(~y)(~x) =
1 , if ~x ∈ Θd(~y)0 , else . (5.128)
Choosing the descent direction given by equation (5.127) has the effect that the weight
update in each location ~y of the data domain Ω is obtained by averaging all local fitting
energy gradients in a region with radius d around the currently considered point ~y. This
can be seen by rewriting the functional differential as
dE
(
Φloc(Ψi),
1Θd(~y)
||1Θd(~y)||
)
=
∫
Ω
∂E(Φloc(~Ψ))
∂Φloc(~Ψ(~x))
Φ˜i(~x)
1Θd(~y)(~x)
||1Θd(~y)||
d~x
= 1||1Θd(~y)||
∫
Θd(~y)
∂E(Φloc(~Ψ))
∂Φloc(~Ψ(~x))
Φ˜i(~x) d~x .
(5.129)
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If we choose d large enough so that Ω ⊆ Θd(~y), we obtain the global weight update from
equation (5.115). If we choose d = 0, the characteristic function of the set Θd(~y) becomes
1~y so that we obtain the local weight update from equation (5.108).
Now, when we again consider the gradients of the shape and the smoothness energy, which
have been left out so far, our global-to-local descent iteration for the energy from equation
(5.69) is given as (c.f. equation (5.120))
Ψk+1i (~y) = Ψki (~y)− γk
 ξ
||1Θd(~y)||2
∫
Θd(~y)
∂E(Φloc(~Ψk))
∂Φloc(~Ψk(~x))
Φ˜i(~x) d~x
+ αΨ
k
i (~y)
σ2i
− β∆Ψki (~y)
 .
(5.130)
We empirically determined that it is a good approach to choose the weighting factor ξ
(c.f. equation (5.119)) to ξ = ||1Ω|| ||1Θd(~y)|| which is consistent with the explanations in
section 5.5.2. Then, our proposed global-to-local segmentation approach reads as follows:
1. Choose an appropriate initial global weight vector ~winit ∈ Rm (e.g. ~winit = ~0).
2. Initialize all weight fields Ψi, i = 1 . . .m, to a constant value winiti so that
Ψi(~y) = winiti ,∀~y ∈ Ω .
3. Choose a sufficiently large value for the radius d such that Ω ⊆ Θd(~y) for all
~y ∈ Ω, where d is further required to be a power of 2 (i.e. d = 2p, p ∈ N).
do
4. Iterate equation (5.130) until convergence for all weight fields Ψi, i = 1 . . .m.
5. Reduce the value of d, where
d←

d
2 , if d > 1
0 , if d = 1
−1 , else
.
while d ≥ 0
Algorithm 5.2: Procedure of our global-to-local segmentation approach.
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As mentioned above, this approach is robust against local minima in the energy from
equation (5.69) as the first term of the weight field update from equation (5.130) (i.e. the
part that is based on the fitting energy) is now intrinsically smooth for large values of d
in contrast to the weight field update from equation (5.73). We have already discussed
this in detail for the case that Ω ⊆ Θd(~y). Now, when we halve the value of d, the weight
update based on the fitting energy remains intrinsically smooth as the regions Θd(~y) still
highly overlap for neighboring points ~y.
However, when we decrease the radius d of the regions Θd(~y) during the fitting process, the
individual weight field updates in each element ~y of the data domain Ω become more and
more independent, allowing the model to adapt to more and more local image structures.
In the final iteration, for d = 0, the smoothness of the weight fields is solely determined
by the gradient of smoothness energy, as the weight updates due to the fitting energy are
now completely independent. This is identical to our local approach from equation (5.73).
A depiction that illustrates the subsequent size reduction of the regions Θd(~y) can be seen
in figure 5.2.
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Chapter 6
Evaluation of the Global-To-Local
Variational Formulation
In chapter 5, we have presented an elegant formulation in order to integrate our proposed
Locally Deformable Statistical Shape Model (LDSSM) from chapter 3 into a variational
level set segmentation framework. In the following, we will show that this new formulation
improves the segmentation results obtained with our former heuristic approach (section
3.3) by incorporating the statistical shape information already in the weight update target
estimation step of our iterative procesing chain (figure 3.8). For this purpose, we will
consider one more time the extraction of the combined outer bony boundary of the nasal
cavity and the paranasal sinuses from Computed Tomography (CT) data which has been
already addressed with our former heuristic local approach in section 4.1.
In section 6.1, we will show the potential of our new global-to-local variational formulation
by extracting the paranasal sinuses from two-dimensional CT slices, and in section 6.2
we will go one step further by segmenting the paranasal sinuses directly from three-
dimensional CT data. The results of the two-dimensional paranasal sinuses segmentation
are an extended version of the results that we have already published in [2]. The results of
the three-dimensional paranasal sinuses segmentation have not been published before.
6.1 Extracting the Nasal Cavity and the Paranasal Sinuses from
Two-Dimensional CT Slices
We start our evaluation by comparing the results of our new global-to-local variational
formulation (section 5.5) against the results of the global variational formulation by Tsai
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et al. (section 5.3). This will be done in subsection 6.1.1. For comparison, we will also
provide the results of our former heuristic local approach (section 3.3.4). Afterwards, in
subsection 6.1.2, we will additionally evaluate the influence of our initial global solution
(section 4.1.2) on the results that we obtain with our new global-to-local approach as well
as with our former heuristic local approach.
6.1.1 New Global-To-Local Approach vs. Global Approach by Tsai et al.
In the following, we compare the global approach by Tsai et al. against our new global-to-
local approach and our former local heuristic approach. For this purpose, we first describe
the experimental setup and subsequently we will discuss the results.
Experimental Setup
As explained in section 4.1.2, we are interested in extracting the combined outer bony
boundary of the nasal cavity and the paranasal sinuses. The available training data con-
sists of 49 hand-segmented two-dimensional CT slices of the paranasal sinuses. For the
evaluation of our former heuristic local approach (section 4.1.3), it has been described how
these slices have been extracted from the database that has been introduced in section
4.1.1. The procedure of the following evaluation is identical to section 4.1.3: In a leave-
one-out approach, we always use the information from n = 48 slices to train the shape
models that are used in the segmentation of the remaining slice. We utilize the m = 10
most important eigenshapes in order to define the SSM subspace. The same eigenshapes
are also used by our LDSSM (chapter 3).
In order to apply our new global-to-local approach, we need to find a proper energy func-
tional that describes the segmentation problem. We model the problem as a combination
of a region-based energy Ecv,mod.(Φloc(~Ψ)) and an edge-based energy Egac(Φloc(~Ψ)):
E(Φloc(~Ψ)) = Egac(Φloc(~Ψ)) + Ecv,mod.(Φloc(~Ψ)) . (6.1)
The region-based energy Ecv,mod.(Φloc(~Ψ)) is a slightly modified version of the energy by
Chan and Vese that has been given in equation (5.93). We define it as
Ecv,mod.(Φloc(~Ψ)) = λ1
∫
Ω
H(I − c1)H(−Φ) d~x+ λ2
∫
Ω
[1−H(I − c2)]H(Φ) d~x , (6.2)
with λ1 = λ2 = 0.5, c1 = 200, and c2 = −200. I denotes the considered CT slice and
H is the Heaviside step function. This energy reaches its minimum when bony regions
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(I > 200) are located outside the segmented region, and air-filled regions (I < −200) are
located inside the segmented region, respectively.
With the help of equation (5.106) and the explanations for the energy by Chan and Vese
(section 5.4.5), we obtain the following functional derivative:
∂Ecv,mod.(Φloc(~Ψ))
∂Ψi(~x)
= δΦloc(~Ψ(~x))
[
− λ1H(I − c1) + λ2[1−H(I − c2)]
]
Φ˜i(~x) . (6.3)
When we evolve the level set according to the negative functional gradient, a constant
factor λ1 is added to the zero level set when the moving contour is located in a bony region
so that the moving contour is forced inwards, and a constant factor λ2 is subtracted from
the zero level set when the moving contour is located in an air-filled region so that the
moving contour is forced outwards, respectively. So, the effect of this energy on the moving
contour is roughly equivalent to the offset in the weight update target from our former
heuristic approach (equation (4.18)).
Replacing the level set function Φ in the edge-based Geodesic Active Contours energy
(equation (1.53)) by our LDSSM Φloc(~Ψ) yields
Egac(Φloc(~Ψ)) =
∫
Ω
δΦloc(~Ψ) g |∇Φloc| d~x , (6.4)
where g is an edge-indicator function as defined in equation (1.46) and δΦloc(~Ψ) is the Dirac
delta function that is nonzero only at the zero-crossings of Φloc(~Ψ). This energy reaches
its minimum when the moving contour is located in image regions with large gradient
magnitudes. With the help of equations (1.54) and (5.106), we obtain the functional
differential as
∂Egac(Φloc(~Ψ))
∂Ψi(~x)
= δΦloc(~Ψ(~x))
[
− µ
〈
∇g, ∇Φloc|∇Φloc|
〉
− ν g div
( ∇Φloc
|∇Φloc|
)]
Φ˜i(~x) , (6.5)
where µ ∈ R and ν ∈ R represent scalar weighting factors that control the influence of the
advection term and the curve shortening term, respectively (see also equation (1.57)). As
we do not want to favor short curves over long curves, we set ν to zero. For µ we choose
the value one so that we finally obtain
∂Egac(Φloc(~Ψ))
∂Ψi(~x)
= −δΦloc(~Ψ(~x))
〈
∇g, ∇Φloc|∇Φloc|
〉
Φ˜i(~x) (6.6)
as the functional derivative of our edge-based energy, and the functional derivative of our
combined energy reads
∂E(Φloc(~Ψ))
∂Ψi(~x)
= δΦloc(~Ψ(~x))
[
−
〈
∇g, ∇Φloc|∇Φloc|
〉
−λ1H(I−c1)+λ2[1−H(I−c2)]
]
Φ˜i(~x) . (6.7)
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radius d 512 256 128 64 32 16 8 4 2 1 0
stepsize yk 100 10 10 10 10 1 0.1 0.1 0.1 0.1 0.1
Table 6.1: Stepsizes yk for the two-dimensional global-to-local refinement, depending on
the radius d of the neighborhood Θd(~y).
Now, having obtained the functional derivative of our energy, we can use algorithm 5.2
(introduced in section 5.5.3) in order to obtain our global-to-local segmentation result. In
step 1 of algorithm 5.2, the initial global weight vector ~winit is set to ~0 so that the weight
fields Ψi are initialized to zero as well in step 2 of algorithm 5.2 (Ψi(~y) = 0,∀~y ∈ Ω, i =
1 . . .m). The initial value for the radius d is chosen to d = 512 (step 3 of algorithm 5.2),
and the Chebyshev distance (or chessboard distance) is used to define the neighborhood
according to equation (5.126): The neighborhood Θd(~y) contains all elements that are
located in a square region with the side length 2d + 1 centered around the currently
considered point ~y.
According to the explanations in section 5.5.2, we obtain the global solution by Tsai
et al. when iterating equation (5.130) until convergence for the initial radius d = 512
(step 4 of algorithm 5.2). Further reducing the radius (step 5 of algorithm 5.2) yields our
global-to-local refinement of the initial global solution. The stepsize yk is thereby adjusted
according to the radius d of the neighborhood Θd(~y). The larger the radius d, the more
robust the steepest descent scheme. So, larger stepsizes can be used for large radii d. The
used stepsizes are shown in table 6.1.
The gradients in equation (6.7) are numerically approximated via central differences and
the Laplace operator in equation (5.130) is approximated via second order central differ-
ences [75], respectively. The Dirac delta function is approximated via the following smooth
function [78] with  = 1.5:
δx =
0 , if |x| > 1
2 [1 + cos(
pix

)] , if |x| ≤  . (6.8)
At the initial radius of d = 512, we employ the difference between consecutive level
sets as the termination criterion for our level set evolution in order to obtain good and
stable results for the global initial solution. This means that we terminate the iteration
of equation (5.130) when the following condition is fulfilled:
||Φloc(~Ψk)− Φloc(~Ψk−1)|| < 0.04 (6.9)
For the radii d = 256 down to d = 1 we use a fixed number of 50 iterations as termination
criterion and for the radius d = 0, i.e. for the completely local adaptation, we use 100
iterations, respectively.
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RMSD (mm) HD (mm) J D
global solution by Tsai et al. 2.49± 1.98 9.28± 6.30 0.12± 0.04 0.07± 0.02
former heuristic local solution 2.03± 1.54 8.49± 5.31 0.10± 0.04 0.05± 0.03
new global-to-local solution 1.68± 1.44 6.76± 5.15 0.09± 0.04 0.05± 0.02
Table 6.2: Mean errors over all 49 datasets and corresponding standard deviations for the
global approach by Tsai et al., our former heuristic local approach, and our
new global-to-local approach.
In order to ensure stability according to equation (5.107) (with ∆x = 1), we choose a
value of β = 0.2/yk as weighting factor for the smoothness term in equation (5.130), and
in consistency with the original approach by Tsai et al., we use α = 0 as weighting factor
for the shape term in equation (5.130), respectively. The parameters for our former local
heuristic approach are chosen exactly as in section 4.1.3. The only difference is that we
use the mean shape as initial solution which means that we set all elements of the initial
field of weight vectors to zero as for the above mentioned approaches. This is done in
order to remove the influence of our global initial solution from the segmentation result.
The influence of our global initial solution will be separately evaluated in section 6.1.2.
Results
Some exemplary segmentation results, obtained with the global approach by Tsai et al.
[129] and our new global-to-local approach, respectively, are shown in figure 6.1. Seg-
mentation results for all datasets are shown in appendix B. The corresponding resulting
errors, together with the errors obtained with our former heuristic local approach, are
depicted in figures 6.2 and 6.3. Additional boxplots for all 4 errors are shown in figure 6.4.
From the errors can be seen that our new global-to-local segmentation approach is able
to deliver more accurate segmentation results than the global approach by Tsai et al. We
were able to achieve a lower root-mean-square deviation in 44 datasets, a lower Hausdorff
distance in 36 datasets, and lower Jaccard and Dice distances in 43 datasets.
The mean errors over all 49 datasets and the corresponding standard deviations are shown
in table 6.2. The table shows that our new global-to-local segmentation approach outper-
forms the global approach by Tsai et al. in all four error measures. The average root-
mean-square deviation is 32.5% lower, the average Hausdorff distance is 27.1% lower, the
average Jaccard distance is 24.2% lower, and the average Dice distance is 25.3% lower.
Similar improvements can be observed for the median errors which are given in figure 6.4
and table 6.3. Like in section 4.1.3, the statistical significance of this finding has been
confirmed by using the left-sided Wilcoxon signed-rank test [138].
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RMSD HD J D
global solution by Tsai et al. 2.03mm 8.48mm 0.11 0.06
former heuristic local solution 1.55mm 7.59mm 0.08 0.04
new global-to-local solution 1.24mm 5.52mm 0.08 0.04
ρ-value: global-to-local vs. local 7.36 · 10−4 3.97 · 10−4 4.13 · 10−1 4.37 · 10−1
ρ-value: global-to-local vs. Tsai 6.35 · 10−9 2.36 · 10−6 7.57 · 10−9 9.00 · 10−9
Table 6.3: Median errors over all 49 datasets. It can be seen that our global-to-local so-
lution outperforms our former heuristic local solution in the first two error
measures and that both of our local solutions outperform the global solution
by Tsai et al. in all four error measures. The significance of this finding was
evaluated for our new global-to-local solution using the left-sided Wilcoxon
signed-rank test. The resulting ρ-values are given in the last two rows.
The null hypothesis that the population median of the left samples (our global-to-local
segmentation results) is greater or equal to the population median of the right samples
(the global segmentation results by Tsai et al.) can be rejected for all four error measures
at the commonly used significance level of 0.05 (see last row of table 6.3).
The best three results of our new global-to-local approach, according to the root-mean-
square deviation and the Hausdorff distance, are obtained for datasets 18, 35, and 29 (see
figure 6.1). One can nicely see how the global-to-local result almost perfectly reproduces
the hand-segmented reference. For the Jaccard and Dice distances also dataset 33 provides
very good error values. One can see that the segmentation is also almost perfect except for
a small segment in the lower right of the dataset. On the other hand, the worst results are
achieved for datasets 20, 45, and 2 (root-mean-square deviation and Hausdorff distance)
and datasets 49, 16, and 2 (Jaccard and Dice distances). Dataset 20 is atypical due to an
isolated frontal sinuses area in the upper left and dataset 45 is strongly deformed. This
deformation leads to a poor global solution with distinctive frontal sinuses from which
our global-to-local approach is not able to recover. For the other datasets (2, 16, and 49),
it sticks out that the paranasal sinuses are severely inflamed. In the inflamed areas, no
reliable image information is available over a wide range so that the global-to-local result
closely resembles the global solution in these regions.
The largest improvements of our new global-to-local approach in comparison to the global
approach by Tsai et al. can be seen in datasets 10, 43, and 48 for the root-mean-square
deviation and for the Hausdorff distance, and in datasets 10, 5, and 3 for the Jaccard
and Dice distances, respectively. In datasets 10, 43, and 48, the improvement is mostly
due to the distinctive frontal sinuses which have been better approximated by our new
global-to-local approach than by the global approach of Tsai et al.
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dataset 18 dataset 29
dataset 33 dataset 35
Figure 6.1: Some exemplary results that show the advantage of our our new global-to-
local approach (cyan line) over the global approach by Tsai et al. (magenta
line). The hand-segmented reference contour is shown as a green line.
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Figure 6.2: Resulting Hausdorff distances (a) and root-mean-square deviations (b) ob-
tained with the global approach by Tsai et al. (magenta circles), our former
heuristic local approach (red squares), and our new global-to-local approach
(cyan diamonds), respectively. The results are plotted against each dataset.
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Figure 6.3: Resulting Jaccard distances (a) and Dice distances (b) obtained with the
global approach by Tsai et al. (magenta circles), our former heuristic local ap-
proach (red squares), and our new global-to-local approach (cyan diamonds),
respectively. The results are plotted against each dataset.
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Figure 6.4: Boxplots of the Hausdorff distance (a), the root-mean-square deviation (b),
the Jaccard distance (c), and the Dice distance (d), respectively. The whiskers
represent the highest/lowest datum within 1.5 times the interquartile range.
All remaining data values are considered as outliers and given as red crosses.
Subfigs. (a), (b): c© [2014] IEEE. Reprinted, with permission, from [2].
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Dataset 5 is not perfectly aligned which causes a big problem to the global solution.
However, it can be seen that our global-to-local approach is even capable to deal with
such difficult situations. For dataset 3, we have already found out in section 4.1.3 that the
overall shape seems to differ greatly from the other datasets so that no satisfactory solution
can be obtained with a global model. Nevertheless, our new global-to-local approach
handles also this problem very well.
What can also be seen from the error plots in figures 6.2, 6.3, and 6.4 is that our new
global-to-local segmentation approach is also able to improve the results of our former
heuristic local approach. Table 6.2 shows that on average our new global-to-local ap-
proach segmentation approach outperforms our former heuristic local approach for the
root-mean-square deviation and the Hausdorff distance. The average root-mean-square
deviation is 17.5% lower and the average Hausdorff distance is 20.3% lower. Again, sim-
ilar improvements can be observed for the median errors in figure 6.4 and table 6.3. No
significant improvements can be observed for the Jaccard distance and for the Dice dis-
tance. The mean distances are approximately equal for our new global-to-local approach
approach and our former heuristic local approach. The statistical significance of these
findings is again supported by the ρ-values of the left-sided Wilcoxon signed-rank test
in the second to last row of table 6.3: At a significance level of 0.05, the null hypothesis
can be rejected for the root-mean-square deviation and the Hausdorff distance, but not
for the Jaccard and Dice distances, respectively. However, what can be seen from the
boxplots in figures 6.4(c) and 6.4(d) is that the number of outliers could be reduced for
our new global-to-local approach in comparison to our former local approach so that our
new approach seems to be more stable.
The explanation for the better mean root-mean-square deviation and the better mean
Hausdorff distance can be seen in the exemplary segmentation results that are depicted
in figure 6.5. The examples show that our new global-to-local approach is superior to our
former heuristic local approach especially in regions with weak or no gradient information
and in regions with thin tubular structures. A region with weak gradient information
is highlighted in figure 6.5 by a blue circle. While our former heuristic local approach
overfits the data under consideration, our new global-to-local approach sticks closer to
the correct solution in regions where only unsatisfactory image information is available.
The reason for the overfitting of the local approach is that the contour is forced downwards
by the strong gradients at both sides of the uncertain region inside the blue circle. The
contour at both sides of the uncertain region adapts to the strong vertical gradients and
the remaining contour follows due to the smoothing of the resulting weight fields in line 9
of algorithm 3.2. In contrast to this, when using our new formulation from section 5.5, a
mean descent direction is obtained within the currently considered window. When using
this mean descent direction to update the weight fields, erroneous gradients have less
influence on the direction of the contour evolution so that a better segmentation result is
obtained.
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Dataset 18 Dataset 44
(a): Tsai et al.
(b): Former local approach
(c): New global-to-local approach
Figure 6.5: Segmentation results for two exemplary datasets, obtained with the global
approach by Tsai et al. (a), our former heuristic local approach (b), and our
new global-to-local approach (c). The improvements are highlighted by circles.
c© [2014] IEEE. Reprinted, with permission, from [2].
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Figure 6.6: Execution times per dataset for the global approach by Tsai et al. (magenta
line), our local approach (red line), and our new global-to-local approach (cyan
line). The additional cost of the global-to-local adaptation, in comparison to
the initial global adaptation, is shown as a dashed cyan line.
A similar effect can be observed for the thin tubular structures that are highlighted by
red circles in figure 6.5. For our former heuristic local approach, the contour is mostly at-
tracted by the gradients at the edges of the thin structures which exert forces in opposite
directions so that the subsequent smoothing step cancels out the local weight updates and
the contour is not able to enter the frontal sinuses. In contrast to this, when using our new
formulation, one obtains a mean descent direction which pulls the local contour inside the
frontal sinuses. This small but important difference between our former heuristic local so-
lution and our new global-to-local solution has a strong impact on the root-mean-square
deviation and on the Hausdorff distance which explains the above mentioned improve-
ments.
Finally, we consider the execution times of the different approaches. Like for the results
shown in section 4.1.3, the above compared approaches have been implemented in C++
(single-threaded program) and the evaluation has been performed on an Intel Core2Quad
CPU with 2.83 GHz clock speed. The execution times per dataset are depicted in figure
6.6 and the average execution times are shown in table 6.4, respectively.
global solution by Tsai et al. 118.48 s± 79.02 s
former heuristic local solution 188.31 s± 3.40 s
new global-to-local solution 287.86 s± 78.69 s
Table 6.4: Average execution time and standard deviation per dataset for the global ap-
proach by Tsai et al., our local approach, and our new global-to-local approach.
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The time difference between our new global-to-local approach and the approach by Tsai
et al., i.e. the additional time that is needed by our new global-to-local approach in order
to refine the global solution, is on average 169.38 seconds with a standard deviation of
4.49 seconds (dashed cyan line in figure 6.6).
What stands out in particular is that our new global-to-local approach is not slower than
our former local approach when we neglect the global initial solution (dashed cyan line in
figure 6.6, compare also with the results from section 6.1.2). In fact, our new global-to-local
approach is on average 18.93 seconds (approximately 10%) faster than our former local
approach even though it has been iterated for 550 iterations in contrast to 500 iterations
for the local approach (10 % increase). This is most probably due to the fact that our
new global-to-local approach circumvents the computationally intensive computation of
the outer product in the Cauchy step size from equation (3.19) which is needed for our
former local approach but not for our new global-to-local approach.
Once again, it should be mentioned that the runtime of our former local approach can
be reduced significantly when the local weight update loop in lines 5 to 8 of algorithm
3.2 would be parallelized. The same is true for our new global-to-local approach as the
functional gradient from equation (5.106) can be computed element-wise before it is com-
bined to the functional differential by the integral in equation (5.129). Furthermore, for
the considered task, an increase in accuracy has more value than a short execution time.
6.1.2 New Global-To-Local Approach vs. Former Segmentation Framework
In a second setup, we want to evaluate the influence of our global initial solution from
section 4.1.2 on the results that we can obtain with our new global-to-local approach.
For this purpose, we compare our new global-to-local approach against our former local
segmentation framework.
Experimental Setup
For this experiment, the experimental setup for our former heuristic local approach is
almost identical to the setup that has been described in section 6.1.1. However, as men-
tioned above, we want to evaluate the influence of our global initial solution from section
4.1.2 on the segmentation results. So, the results for our former global approach and our
former local heuristic approach are obtained exactly as described in section 4.1.3. This
means in particular that we use our former global solution in order to initialize our former
heuristic local approach.
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RMSD (mm) HD (mm) J D
former global solution 3.44± 2.08 11.52± 6.59 0.17± 0.06 0.09± 0.04
former heuristic local solution 1.82± 1.41 7.74± 5.18 0.09± 0.03 0.05± 0.02
new global-to-local solution 1.50± 1.39 6.32± 5.30 0.08± 0.02 0.04± 0.01
Table 6.5: Mean errors over all 49 datasets and corresponding standard deviations for
our former global approach, our former heuristic local approach, and our new
global-to-local approach.
The results for our new global-to-local approach are obtained as explained in section
6.1.1 but as well with one important difference: We use the outcome of our former global
approach not only in order to initialize our former heuristic local approach but also our
new global-to-local approach. This means that we set the initial global weight vector ~winit
in step 1 of algorithm 5.2 to the outcome of our former global approach. Consequently, we
additionally reduce the initial radius d that defines the neighborhood Θd(~y) to d = 128
so that in total 500 iterations are needed for each dataset in order to obtain the solution.
All other parameters of our global-to-local approach remain unchanged.
Results
The segmentation errors obtained with our former heuristic local approach and our new
global-to-local approach are depicted in figures 6.7 and 6.8. The corresponding segmen-
tation results are shown in appendix C. Additional boxplots for all 4 error measures are
shown in figure 6.9. For comparison, we included the results of our initial global solution
in the quantitative evaluation.
When we compare our former heuristic local approach and our new global-to-local ap-
proach, we can see that even when we use the outcome of our former global approach
as initial solution for both approaches, our new global-to-local approach is able to de-
liver more accurate segmentation results than our former local approach: We obtained a
lower Hausdorff distance in 33 datasets. A lower root-mean-square deviation and lower
Jaccard and Dice distances have been achieved in 37 datasets. The mean errors over all
49 datasets and the corresponding standard deviations are shown in table 6.5. It can be
seen that our new global-to-local segmentation approach outperforms our former heuris-
tic local approach in all four error measures. The average root-mean-square deviation is
17.4% lower, the average Hausdorff distance is 18.3% lower, the average Jaccard distance
is 11.5% lower, and the average Dice distance is 11.2% lower. Similar improvements can
be observed for the median errors which are given in figure 6.9 and table 6.6.
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Figure 6.7: Resulting Hausdorff distances (a) and root-mean-square deviations (b) ob-
tained with our former global approach (blue circles), our former heuristic
local approach (red squares), and our new global-to-local approach (cyan di-
amonds), respectively. The results are plotted against each dataset.
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Figure 6.8: Resulting Jaccard distances (a) and Dice distances (b) obtained with our
former global approach (blue circles), our former heuristic local approach (red
squares), and our new global-to-local approach (cyan diamonds), respectively.
The results are plotted against each dataset.
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Figure 6.9: Boxplots of the Hausdorff distance (a), the root-mean-square deviation (b),
the Jaccard distance (c), and the Dice distance (d), respectively. The whiskers
represent the highest/lowest datum within 1.5 times the interquartile range.
All remaining data values are considered as outliers and given as red crosses.
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RMSD HD J D
former global solution 2.78mm 9.95mm 0.16 0.09
former heuristic local solution 1.45mm 6.79mm 0.09 0.05
global-to-local solution 1.15mm 4.74mm 0.08 0.04
ρ-value: glob.-to-local vs. local 5.45 · 10−5 6.51 · 10−4 1.85 · 10−4 1.88 · 10−4
ρ-value: glob.-to-local vs. global 5.72 · 10−10 6.90 · 10−10 5.72 · 10−10 5.72 · 10−10
Table 6.6: Median errors over all 49 datasets. It can be seen that our new global-to-local
solution outperforms our former heuristic local solution and our former global
solution in all four error measures. The significance of this finding was evaluated
using the left-sided Wilcoxon signed-rank test. The resulting ρ-values are given
in the last two rows.
The statistical significance of these findings has again been confirmed by using the left-
sided Wilcoxon signed-rank test [138]. The ρ-values are given in the second to last row of
table 6.6. The null hypothesis that the population median of the left samples (our new
global-to-local results) is greater or equal to the population median of the right samples
(our former local segmentation results) can be rejected for all four error measures at the
commonly used significance level of 0.05.
Now that we have compared our individual approaches with each other, we want to
evaluate how the results have changed in comparison to the previous results from chapter
6.1.1. In summary, we can say that our global approach is inferior to the global approach
by Tsai et al. For example, tables 6.2 and 6.5 show that the average root-mean square
deviation is 38.4% worse, the average Hausdorff distance is 24.2% worse, the average
Jaccard distance is 39.4% worse, and the average Dice distance is 43.8% worse for our
global approach in comparison to the global approach by Tsai et al. This is most likely due
to the fact that our global approach makes no use of the property that air-filled regions
are most probably located inside the paranasal sinuses.
However, what can also be seen is that using our global solution as initial solution for
our former heuristic local approach as well as our new global-to-local approach, improves
the results for both approaches. The combination of our former heuristic local approach
with our former global approach as initial solution improves the results from section
6.1.1 by 10.5% for the average root-mean-square deviation and 8.8% for the average
Hausdorff distance. The average Jaccard and Dice distances improve only marginally by
1.2%, respectively 1.9%, each. The combination of our new global-to-local approach with
our former global approach as initial solution improves the average results from section
6.1.1 by 10.4% for the root-mean-square deviation, 6.6% for the Hausdorff distance, 10.1%
for the Jaccard distance, and 10.9% for the Dice distance, respectively.
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Figure 6.10: Execution times per dataset for our former global approach (blue line), our
former heuristic local approach (red line), and our new global-to-local ap-
proach (cyan line). The additional cost of the local adaptation or the global-
to-local adaptation, in addition to the initial global solution, is shown as a
dashed red line or a dashed cyan line, respectively.
We can see that the improvements in the root-mean-square deviation and the Hausdorff
distance are approximately equal for our former heuristic local approach and our new
global-to-local approach. However, it is striking that the results for the Jaccard and Dice
distances improve much more for our new global-to-local approach in comparison to our
former heuristic local approach when we use the outcome of our former global approach
as initial solution instead of the mean shape (about 10% improvement vs. virtually no
improvement). The most improvement in the results for the Jaccard and Dice distances
can be observed in datasets 49, 16, 2, 45, 13, and 37. All these datasets have in common
that the global approach by Tsai et al. resulted in a global solution where large parts of the
contour are located in regions where no reliable image information is available because
of severely inflamed paranasal sinuses, or where a strong deviation between the global
solution and the hand-segmented reference exists (dataset 45).
So, the most likely explanation for the improved performance of our new global-to-local
approach with regard to the Jaccard and Dice distances is that our former global solution
is designed in such a way that it reaches its minimum only when large parts of the contour
that determines the segmentation result are located on the edges of the input data (c.f.
section 4.1.2). Thus, large parts of the contour are located in areas with reliable image
information. This favors our global-to-local adaptation, as reliable mean descent directions
can be determined based on the gradients of adjacent edges.
Like in the previous experiments, the approaches have all been implemented in C++ and
the evaluation has been performed on an Intel Core2Quad CPU with 2.83 GHz clock
speed.
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former global solution 9.16 s± 1.75 s
former heuristic local solution 193.08 s± 4.19 s
new global-to-local solution 161.59 s± 1.92 s
Table 6.7: Average execution time and standard deviation per dataset for our global ap-
proach, our former local approach, and our new global-to-local approach.
The execution times for each dataset are depicted in figure 6.10 and the average execution
times are shown in table 6.7, respectively. When comparing the execution times from table
6.7 with the execution times from table 6.4, it can be seen that our former global approach
is approximately 13 times (one order of magnitude) faster than the global approach by
Tsai et al.
The runtime of our former heuristic local approach increases only insignificantly when
our former global approach is used to provide the initial solution (2.54% execution time
increase in comparison to section 6.1.1). This is because our former global approach is
also about one order of magnitude faster than our former heuristic local approach (c.f.
section 4.1.3).
The execution time of our new global-to-local approach decreases when the outcome of
our former global approach is used as initial solution (43.41% execution time reduction in
comparison to section 6.1.1). This is because in our global-to-local solution from section
6.1.1, most iterations are used to obtain an as good as possible initial global solution.
When our former global solution is used for initialization, significantly fewer iterations
are needed
6.2 Extracting the Nasal Cavity and the Paranasal Sinuses from
Three-Dimensional CT Data
Now that we have shown the potential of our new global-to-local variational formulation
in a two-dimensional segmentation task, we go one step further and extract the combined
outer bony boundary of the nasal cavity and the paranasal sinuses from three-dimensional
CT data as well.
For this purpose, we compare the results of our new global-to-local approach against the
results obtained with the global approach by Tsai et al. (subsection 6.2.1). Additionally,
we compare our new global-to-local approach also against our former global paranasal
sinuses segmentation framework (subsection 6.2.2).
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6.2.1 New Global-To-Local Approach vs. Global Approach by Tsai et al.
In the following, we describe the experimental setup and the results that we obtain when
comparing our new global-to-local approach against the global approach by Tsai et al. for
the above-mentioned three-dimensional segmentation task.
Experimental Setup
Identical to the experimental setups explained in sections 6.1 and 4.1, we are interested
in extracting the combined outer bony boundary of the nasal cavity and the paranasal si-
nuses. However, this time we do not extract two-dimensional CT slices from the database
that has been introduced in section 4.1.1. Instead, we extract a three-dimensional volume
of interest from all datasets which incorporates the full three-dimensional paranasal si-
nuses information. For this purpose, we again keep the first CT dataset fixed and rigidly
align the remaining CT datasets to the first dataset with regard to rotation, translation,
and scale by using a similarity transformation.
From the now rigidly aligned datasets, we identify a common volume of interest with the
help of the bounding box that encloses the hand-segmented paranasal sinuses from all
datasets. Additionally, a safety margin of 20 voxels on each side of the bounding box is
included in the volume of interest so that the segmentations are located in a sufficient
distance from the borders of the volume of interest. The thus defined volume of interest
has a resolution of 256× 242× 312 voxels with a uniform voxel spacing of 0.46mm. The
voxels of the individual datasets are transformed to this volume of interest via trilinear
interpolation. Those voxels in the volume of interests that have no counterpart in the
original data volume are replaced by air (Hounsfield value -1000). After these steps, we
obtain 48 volumes with identical resolution that contain the CT data of the rigidly-
aligned paranasal sinuses and another 48 volumes that contain the corresponding hand-
segmentations, respectively.1
The protocol of the experimental evaluation is equivalent to the experiments in sections
6.1 and 4.1: In a leave-one-out approach, we always use the information from n = 47
hand-segmentations to generate the shape models that are used in the segmentation of
the remaining dataset. Like for the two-dimensional evaluation, we utilize them = 10 most
important eigenshapes in order to define the SSM subspace. The resulting eigenshapes
are also used by our LDSSM (chapter 3).
1We use 48 datasets in contrast to 49 datasets that have been used in the previous experiments as one
dataset contains truncated frontal sinuses. This dataset is not considered in the three-dimensional
evaluation.
6.2 Extracting the Nasal Cavity and the Paranasal Sinuses from 3D CT Data 201
radius d 512 256 128 64 32 16 8 4 2 1 0
stepsize yk 100 10 10 10 5 5 1 1 0.5 0.5 0.1
Table 6.8: Stepsizes yk for the three-dimensional global-to-local refinement, depending on
the radius d of the neighborhood Θd(~y).
Since the segmentation problem is the same as in section 6.1 – apart from the higher
dimension – we use the same energy functional in order to describe the three-dimensional
segmentation problem that has already been defined in equation (6.1) to describe the
two-dimensional segmentation problem. The functional derivative of this energy has been
given in equation (6.7). We also choose the same parameters λ1 = λ2 = 0.5, c1 = 200,
c2 = −200, and α = 0. Only the weighting factor of the smoothness term is modified to
β = 0.1 in order to ensure stability according to equation (5.107) and to account for the
increased complexity of the three-dimensional segmentation problem in comparison to the
two-dimensional segmentation problem.
Now, with a mathematical description of the segmentation problem at hand, we use our
global-to-local segmentation approach (algorithm 5.2) in order to obtain the segmentation
result. Like in section 6.1, the initial global weight vector ~winit is chosen to ~0 so that all
weight fields Ψi are initialized to zero as well, and we use the Chebyshev distance (or
chessboard distance) in order to define the neighborhood Θd(~y) according to equation
(5.126). The initial value for the radius d is again chosen to d = 512 and we also choose
the stepsize yk of the steepest descent scheme depending on the value of the radius. The
incorporated stepsizes are shown in table 6.8. The gradients in equation (6.7) are numer-
ically approximated via central differences, the Laplace operator in equation (5.130) is
approximated via second order central differences, and the Dirac delta function is approx-
imated via equation (6.8) (with  = 1.5), respectively. At the initial radius of d = 512, we
terminate the level set evolution when the difference between consecutive level sets is less
than 0.04 (equation (6.9)), for the radii d = 256 down to d = 1 we use a fixed number of
50 iterations, and for the radius d = 0 we use 100 iterations, respectively.
Results
The segmentation errors, obtained with the global approach by Tsai et al. and our new
global-to-local approach, are shown in figures 6.11 and 6.12. Additional boxplots for all
four errors are shown in figure 6.13. Similar to the two-dimensional evaluation, it can
be seen that also in 3D our new global-to-local segmentation approach is able to deliver
more accurate segmentation results than the global approach by Tsai et al. A lower root-
mean-square deviation could be achieved in 46 datasets, a lower Hausdorff distance in 28
datasets, and lower Jaccard and Dice distances in all 48 datasets, respectively.
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Figure 6.11: Resulting Hausdorff distances (a) and root-mean-square deviations (b) ob-
tained with the global approach by Tsai et al. (magenta circles) and our new
global-to-local approach (cyan squares), respectively. The results are plotted
against each dataset.
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Figure 6.12: Resulting Jaccard distances (a) and Dice distances (b) obtained with the
global approach by Tsai et al. (magenta circles) and our new global-to-local
approach (cyan squares), respectively. The results are plotted against each
dataset.
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Figure 6.13: Boxplots of the Hausdorff distance (a), the root-mean-square deviation (b),
the Jaccard distance (c), and the Dice distance (d). The whiskers represent
the highest/lowest datum within 1.5 times the interquartile range. All re-
maining data values are considered as outliers and given as red crosses.
6.2 Extracting the Nasal Cavity and the Paranasal Sinuses from 3D CT Data 205
Figure 6.14: Exemplary segmentation results for our new global-to-local approach.
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RMSD (mm) HD (mm) J D
global solution by Tsai et al. 2.80± 1.24 13.26± 5.38 0.22± 0.04 0.12± 0.03
our global-to-local solution 1.67± 0.85 12.45± 5.55 0.11± 0.04 0.06± 0.02
Table 6.9: Mean errors over all 48 datasets and corresponding standard deviations for the
global approach by Tsai et al. and our new global-to-local approach.
RMSD HD J D
global solution by Tsai et al. 2.38mm 12.06mm 0.21 0.12
our global-to-local solution 1.37mm 12.48mm 0.10 0.05
ρ-value: our soln. vs. Tsai et al. 8.20 · 10−9 1.64 · 10−1 8.42 · 10−10 8.42 · 10−10
Table 6.10: Median errors over all 48 datasets. It can be seen that our new global-to-
local solution is superior to the global solution by Tsai et al., regarding the
root-mean-square deviation, the Jaccard distance, and the Dice distance. The
significance of this finding was evaluated using the left-sided Wilcoxon signed-
rank test. The resulting ρ-values are given in the last row.
Some exemplary segmentation results for our new global-to-local approach are shown in
figure 6.14. The mean errors over all 48 datasets and the corresponding standard deviations
are shown in table 6.9. It can be seen that the average root-mean-square deviation of our
new global-to-local approach is 40.1 % lower than the average root-mean-square deviation
of the global approach by Tsai et al.. The average Jaccard distance is 51.2 % lower and the
average Dice distance is 54 % lower, respectively. Similar improvements can be observed
for the median errors which are given in figure 6.13 and table 6.10.
For the average Hausdorff distance, only a slight improvement of 6.1 % can be observed,
and the median Hausdorff distance is even 0.42mm (3.5 %) higher for our new global-to-
local approach in comparison to the global approach by Tsai et al. So, our new global-
to-local approach and the global approach by Tsai et al. perform approximately equally
well with regard to the Hausdorff distance. This is due to the fact that, because of the
increased complexity of the three-dimensional segmentation problem, we have allowed our
new global-to-local solution to become more local in comparison to the two-dimensional
analysis from section 6.1.1 (we use a fixed weighting factor of β = 0.1 instead of the
adaptive weighting factor β = 0.2/yk which we used for the 2D problem). We have
observed already for the two-dimensional problem that an increased locality leads to
a worse Hausdorff distance (see the explanations regarding the results of our former local
approach and our new global-to-local approach in section 6.1.1).
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Figure 6.15: Execution times per dataset for the global approach by Tsai et al. (solid
magenta line) and our new global-to-local approach (solid cyan line). The
extra cost of the global-to-local refinement is shown as a dashed cyan line.
global solution by Tsai et al. 2 h 23m 51 s ± 78m
our global-to-local solution 4 h 45m 51 s ± 78m 44 s
Table 6.11: Average execution time and standard deviation per dataset for the global
approach by Tsai et al. and our new global-to-local approach.
The statistical significance of the improvements in the median errors has again been
investigated with the help of the left-sided Wilcoxon signed-rank test. The corresponding
ρ-values are given in the last row of table 6.10. The null hypothesis that the population
median of the left samples (our new global-to-local segmentation results) is greater or
equal to the population median of the right samples (the global segmentation results by
Tsai et al.) can be rejected for the root-mean-square deviation and the Jaccard and Dice
distances at the commonly used significance level of 0.05. No statistical significance can
be observed for the Hausdorff distance as explained above.
The execution times per dataset for the global approach by Tsai et al. and our new global-
to-local approach can be seen in figure 6.15, and the average execution times are shown
in table 6.11. The evaluation has been performed on an AMD Phenom II X6 1100T hexa-
core CPU with 6× 3.3GHz clock speed. Like for the two-dimensional experiments, both
approaches have been implemented in C++. However, this time the update of the weight
fields Ψi (step 4 of algorithm 5.2) is performed in parallel for several weight fields. This
has been realized by using OpenMP [125]. The additional time needed by our new global-
to-local approach in order to refine the global initial solution by Tsai et al. is on average 2
hours and 22 minutes. So, on average, our new global-to-local refinement approximately
doubles the execution time of the global approach by Tsai et al., with the result that
the root-mean-square deviation and the Jaccard and Dice distances are approximately
halved.
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6.2.2 New Global-To-Local Approach vs. Former Segmentation Framework
At next, we discuss the experimental setup and the results that we obtain when compar-
ing our new global-to-local segmentation approach against our former global paranasal
sinuses segmentation approach (section 4.1.2) for the above-mentioned three-dimensional
segmentation problem.
Experimental Setup
The results of our former global paranasal sinuses segmentation approach are obtained
as described in section 4.1.2. The processing chain of the approach is depicted in figure
4.6 and the required parameters are chosen as mentioned in section 4.1.3: We choose a
standard deviation of σgauss = 1.0 for the Gaussian smoothing kernel Kgauss, the binariza-
tion threshold t for the intensity weighted gradient magnitude E is chosen to 0.35, and
the Nelder-Mead simplex method is terminated when the absolute difference between the
normalized function values of the objective function is less than 1e−10 (equation (4.16)).
The results of our new global-to-local approach are obtained as explained in section 6.2.1
with one important difference: Instead of initializing the weight fields to zero, we set the
initial global weight vector ~winit to the outcome of our former global approach so that
the weight fields are initialized to the global solution. Additionally, we reduce the initial
radius d that defines the neighborhood Θd(~y) to d = 128. So, 500 iterations are needed
for each dataset in order to obtain the global-to-local refined solution when we start from
the global initial solution.
Results
Some exemplary segmentation results for our new global-to-local approach are shown in
figure 6.16. The outcomes of the error measures for each dataset are shown in figures 6.17
and 6.18. Additional boxplots for all errors are depicted in figure 6.19.
RMSD (mm) HD (mm) J D
former global solution 3.57± 2.26 16.82± 7.41 0.23± 0.08 0.13± 0.06
new global-to-local solution 1.60± 1.35 11.66± 6.20 0.10± 0.04 0.05± 0.03
Table 6.12: Mean errors over all 48 datasets and corresponding standard deviations for
our former global approach and our new global-to-local approach.
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Figure 6.16: Exemplary segmentation results for our new global-to-local approach.
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Figure 6.17: Resulting Hausdorff distances (a) and root-mean-square deviations (b) ob-
tained with our former global approach (blue circles) and our new global-to-
local approach (cyan squares), respectively. The results are plotted against
each dataset.
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Figure 6.18: Resulting Jaccard distances (a) and Dice distances (b) obtained with our
former global approach (blue circles) and our new global-to-local approach
(cyan squares), respectively. The results are plotted against each dataset.
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Figure 6.19: Boxplots of the Hausdorff distance (a), the root-mean-square deviation (b),
the Jaccard distance (c), and the Dice distance (d). The whiskers represent
the highest/lowest datum within 1.5 times the interquartile range. All re-
maining data values are considered as outliers and given as red crosses.
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RMSD HD J D
former global solution 2.71mm 14.61mm 0.21 0.12
new global-to-local solution 1.13mm 10.48mm 0.09 0.04
ρ-value: global-to-local vs. global 9.55 · 10−10 9.01 · 10−7 8.42 · 10−10 8.42 · 10−10
Table 6.13: Median errors over all 48 datasets. It can be seen that our new global-to-local
solution outperforms our former global solution in all four error measures.
The significance of this finding was evaluated using the left-sided Wilcoxon
signed-rank test. The resulting ρ-values are given in the last row.
The mean errors and corresponding standard deviations, averaged over all 48 datasets,
are shown in table 6.12. It can be seen that for the Jaccard and Dice distances our new
global-to-local approach is superior to our former global approach in all 48 datasets. The
average Jaccard distance is 0.13 (56.5 %) better and the average Dice distance is 0.08
(59.9 %) better, respectively. For the root-mean-square deviation, our new global-to-local
approach is superior to our former global approach in 47 datasets and for the Hausdorff
distance it is superior in 40 datasets. Hence, on average our new global-to-local approach
outperforms the global approach for these two error measures as well.
Similar improvements can also be observed for the medians of all four error measures
that are given in figure 6.19 and in table 6.13. Like in all previous experiments, the
statistical significance of these improvements has been confirmed by a left-sided Wilcoxon
signed-rank test. The ρ-values are given in the last row of table 6.13. We can reject the
null hypothesis that the population median of the left samples (the new global-to-local
results) is greater or equal to the population median of the right samples (the global
results) for all four error measures at the commonly used significance level of 0.05.
When we compare the results from this section against the results from the previous sec-
tion, it can be seen that, similar to the two-dimensional evaluation, our former global
approach is inferior to the global approach by Tsai et al. for the three-dimensional eval-
uation as well (see e.g. the boxplots in figures 6.19 and 6.13). The statistical significance
of this statement can also be verified by a Wilcoxon signed-rank test. More specifically,
the average root-mean square deviation is 27.8 % worse, the average Hausdorff distance is
26.8 % worse, the average Jaccard distance is 4.3 % worse, and the average Dice distance is
6.5 % worse for our global approach in comparison to the global approach by Tsai et al.
However, it can also be seen once again that using our former global approach in order to
provide the initial solution for our new global-to-local approach improves the results of
our new global-to-local approach. In more detail, the combination of our our new global-
to-local approach and our former global approach improves the results from section 6.2.1
by 4.7 % for the average root-mean-square deviation, 6.4 % for the average Hausdorff
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Figure 6.20: Execution times per dataset for our former global approach (solid blue line)
and our new global-to-local approach (solid cyan line). The extra cost of the
global-to-local refinement, in addition to the initial global solution, is shown
as a dashed cyan line.
former global solution 6m 30 s ± 1m 11 s
new global-to-local solution 2 h 16m 52 s ± 4m 1 s
Table 6.14: Average execution time and standard deviation per dataset for our former
global approach and our new global-to-local approach.
distance, 7.0 % for the average Jaccard distance, and 7.2 % for the average Dice distance.
The improvements in the median errors are even greater. They amount 17.8 %, 16.1 %,
13.6 %, and 14.2 %, respectively.
Identical to section 6.2.1, the evaluation in this section has been performed on an AMD
Phenom II X6 1100T hexa-core CPU with 6× 3.3GHz clock speed and the update of the
weight fields Ψi in our global-to-local approach has been parallelized by using OpenMP.
In contrast, the implementation of the Nelder-Mead simplex method in our former global
approach has not been changed in comparison to the two-dimensional evaluations (sections
6.1 and 4.1) so that it is still executed single-threaded.
The execution times per dataset of our former global approach and our new global-to-
local approach are depicted in figure 6.20 and the mean execution times are shown in
table 6.14. It can be seen that the additional time needed by our new global-to-local
approach in order to refine our global initial solution is on average 2 hours, 10 minutes,
and 22 seconds. This approximately corresponds to an execution time increase by a factor
of 22.
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However, the extra execution time required for our new global-to-local solution is well
spent since the results that we obtain with our new global-to-local approach are much
better than the results from our former global approach. So, it is more fair to compare
the execution time of our new global-to-local approach with our global initial solution
from this section against the execution time of our new global-to-local approach with Tsai
et al.’s global initial solution (i.e. the weight fields are initialized to zero) from section
6.2.1. By doing this, we can see that another benefit of using our former global approach
as initial solution for our new global-to-local approach, in addition to the better results,
is a greatly reduced average execution time (2 hours, 16 minutes, and 52 seconds versus
4 hours, 45 minutes, and 51 seconds.
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Chapter 7
Conclusion and Outlook
In this thesis, we successfully addressed one major problem of Statistical Shape Models
(SSMs), namely that the number of training samples often does not suffice to model
the intra-class variability of complex shapes. For this purpose, we introduced a Locally
Deformable Statistical Shape Model (LDSSM) that enhances conventional global SSMs by
allowing a different model approximation in each point of the underlying data domain.
Our LDSSM is an extension of a well-known global SSM in which a single weight vector
is used to control the modeled shapes. In our LDSSM, this weight vector is replaced by a
smooth vector-valued weight function. The modeled shape in each point is thus uniquely
determined by the value of the weight function in this point.
The smoothness constraint, imposed on the weight function, ensures that the modeled
shape remains continuous and that it is consistent with the global SSM in local areas of
the data domain. By relaxing the smoothness constraint, one can seamlessly adapt the
degree of locality. So, one is able to to continuously adapt our LDSSM from modeling
shapes that are restricted to the subspace of feasible shapes from the global SSM to
modeling shapes that are not restricted at all. Our approach neither introduces artificial
variations that cannot be explained through the training shapes nor does it need any
arbitrarily predefined segments, neither in the spatial nor in the frequency domain.
The main application for our LDSSM is to act as a high-level shape prior for solving
image segmentation problems. So, we additionally introduced an image segmentation
framework that iteratively adapts the weight function of our LDSSM until the modeled
shape approximates the desired structure in the image as good as possible. In the spirit of
the most prominent SSM-based image segmentation approaches, like e.g. the Active Shape
Model approach by Cootes et al. [32], the weight adaptation is achieved by iteratively
computing a shape update in the vicinity of the currently modeled shape and to restrict
this shape update back to the extended space of feasible shapes from our LDSSM.
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We have demonstrated the great performance of our LDSSM-based iterative segmentation
framework by automatically extracting the outer bony border of the nasal cavity and the
paranasal sinuses from computed tomography slices as well as by automatically segment-
ing the bones in the human knee. With only 48 or rather 5 training shapes at hand, we
were able to obtain segmentation results with an average root mean square error smaller
than two and one millimeters, respectively. To the best of our knowledge, our approach
is the first that can provide a fully-automatic segmentation of the complex endonasal
structures with sufficient accuracy. We have also shown that a global SSM-constraint seg-
mentation approach is not able to deliver such accurate segmentation results as we can
obtain with the help of our LDSSM. This is due to the high inter-patient variability of
the paranasal sinuses and due to the very limited amount of training shapes for the bones
in the human knee.
Another possible application for our LDSSM is to fill the holes of incomplete range scans.
For this purpose, we have proposed an extension of our iterative framework that makes use
of the RANSAM (RANdom SAmple Matching) method in order to automatically estimate
the rigid transformation parameters (translation, rotation, and scale). This modification
allows us to fit our LDSSM to incomplete range scans without any user interaction. Also
for this application, we have shown that a local adaptation of the model parameters
substantially improves the fitting results. For incomplete range scans of faces, we were
able to obtain a natural-looking approximation of the complete face scans with only as
few as 30 training shapes at hand.
Despite the good performance of our iterative image segmentation framework, its heuristic
motivation leads to two considerable drawbacks:
1. The shape update step is solely based on the image gradient.
2. Statistical shape information is used only after the shape update step.
We addressed both issues by showing that the shape update step in our framework can
be motivated with the help of the famous level set framework introduced by Osher and
Sethian in [93]. Based on this observation, we subsequently presented an elegant varia-
tional formulation which integrates the shape update and the model adaptation step into
one combined energy functional that has to be minimized in order to obtain the desired
segmentation result. Our proposed energy functional depends directly on the vector-valued
weight function of our LDSSM so that the evolving shape is at any time bound to the
extended subspace of feasible shapes from our LDSSM. This general formulation of a local
shape-constraint segmentation problem enables the use of many different data terms, e.g.
the famous edge-based Geodesic Active Contours energy by Caselles et al. [24] (later ex-
tended by Li et al. [78]) but also the famous region-based Active Contours Without Edges
energy by Chan and Vese [25].
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The improvements of our new variational formulation in comparison to our heuristic
formulation have been shown once again by extracting the outer bony border of the nasal
cavity and the paranasal sinuses from computed tomography data. In addition, it has also
been shown that our new approach outperforms the well-established approach by Tsai
et al. [129], which uses a global shape prior, when extracting the paranasal sinuses from
two-dimensional CT slices as well as from the whole three-dimensional CT volume.
A lot of work has already been done in order to integrate statistical shape knowledge into
variational image segmentation approaches. However, to the best of our knowledge, we
were the first to integrate the concept of partitioning the model, known-from statistical
shape models based on point correspondences, into the variational image segmentation
framework. All existing variational approaches that allow deviations from the trained
subspace of feasible shapes are based on the concept of a relaxed global (or completely
local) shape prior.
So far, we have only considered statistical shape models based on implicit shape represen-
tations where the training shapes are given as the zero level set of a higher-dimensional
signed distance function. We have decided for this shape representation, because we think
that it provides a more elegant and flexible way to describe shapes compared to explicit
shape representations based on point correspondences while yielding similar or even better
shape approximation results. This has been demonstrated in the present thesis by approx-
imating range scans of faces. However, the idea of our LDSSM is easily transferable also
to other representations, e.g. point-based shape models like the famous Point Distribution
Model by Cootes et al. [32] or models based on dense correspondences like the Statistical
Deformation Model by Rueckert et al. [110].
Open Topics and Future Work
One drawback of variational image segmentation approaches is that the solutions obtained
by functional gradient descent are not required to be global optima of the corresponding
energy functionals, since in general the energy functionals are not convex. A possible so-
lution to this problem would be to consider only convex energy functionals. One approach
to define convex energy functionals for variational image segmentation problems with a
linear global shape prior has been proposed by Cremers et al. in [40].
Another way to obtain globally optimal solutions would be to employ other image seg-
mentation methods that are known to produce globally optimal results, like e.g. graph cut
methods [21]. First approaches for image segmentation and tracking with the help of a
single, elastically deformable template shape using graphical methods have been presented
e.g. by Felzenszwalb [52] or Schoenemann and Cremers [113]. However, these approaches
work only with a single shape prior and they make no use of the statistical distribution
inside a class of training shapes.
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Other approaches try to address this issue by iteratively projecting the shape-constrained
graph cut segmentation result back into the subspace of feasible shapes and using the
obtained model-constraint shape as a new prior in the next graph cut iteration (e.g.
[85, 54]). However, like the iterative variational approaches, these iterative graph cut
approaches are no more required to produce a globally optimal segmentation result. An
approach that is guaranteed to deliver a globally optimal segmentation result for global,
or even local, statistical shape priors is still an open topic. So, working in the direction of
such an approach would be an interesting area for future research.
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Appendix A
Results from Section 4.1.3
The images in this chapter depict all paranasal sinus segmentation results obtained with
our global segmentation approach from section 4.1.2 and our local segmentation approach
from section 3.3.4. The experimental setup has been explained in section 4.1.3 where you
can also find the quantitative evaluation.
The hand-segmented reference contours are always shown as a green line, the global
segmentation results are always shown as a blue line, and the local results are always
shown as a red line, respectively.
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Figure A.1: Segmentation results: green: hand-segmented reference; blue: global approach
from section 4.1.2; red: local approach from section 3.3.4.
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Figure A.1 (cont.): Segmentation results: green: hand-segmented reference; blue: global
approach from section 4.1.2; red: local approach from section 3.3.4.
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Figure A.1 (cont.): Segmentation results: green: hand-segmented reference; blue: global
approach from section 4.1.2; red: local approach from section 3.3.4.
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Figure A.1 (cont.): Segmentation results: green: hand-segmented reference; blue: global
approach from section 4.1.2; red: local approach from section 3.3.4.
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Figure A.1 (cont.): Segmentation results: green: hand-segmented reference; blue: global
approach from section 4.1.2; red: local approach from section 3.3.4.
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Figure A.1 (cont.): Segmentation results: green: hand-segmented reference; blue: global
approach from section 4.1.2; red: local approach from section 3.3.4.
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Figure A.1 (cont.): Segmentation results: green: hand-segmented reference; blue: global
approach from section 4.1.2; red: local approach from section 3.3.4.
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Figure A.1 (cont.): Segmentation results: green: hand-segmented reference; blue: global
approach from section 4.1.2; red: local approach from section 3.3.4.
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Figure A.1 (cont.): Segmentation results: green: hand-segmented reference; blue: global
approach from section 4.1.2; red: local approach from section 3.3.4.

231
Appendix B
Results from Section 6.1.1
The images in this chapter depict all paranasal sinus segmentation results obtained with
our global-to-local approach from section 5.5 compared to the segmentation results ob-
tained with the global approach by Tsai et al. [129] that has been introduced in section
5.3. The experimental setup has been explained in section 6.1.1 where you can also find
the quantitative evaluation.
The hand-segmented reference contours are always shown as a green line, the global
segmentation results by Tsai et al. are always shown as a magenta line, and our global-
to-local results are always shown as a cyan line, respectively.
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Figure B.1: Segmentation results: green: hand-segmented reference; magenta: global ap-
proach from [129]; cyan: global-to-local approach from section 5.5.
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Figure B.1 (cont.): Segm. results: green: hand-segmented reference; magenta: global ap-
proach from [129]; cyan: global-to-local approach from section 5.5.
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Figure B.1 (cont.): Segm. results: green: hand-segmented reference; magenta: global ap-
proach from [129]; cyan: global-to-local approach from section 5.5.
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Figure B.1 (cont.): Segm. results: green: hand-segmented reference; magenta: global ap-
proach from [129]; cyan: global-to-local approach from section 5.5.
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Figure B.1 (cont.): Segm. results: green: hand-segmented reference; magenta: global ap-
proach from [129]; cyan: global-to-local approach from section 5.5.
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Figure B.1 (cont.): Segm. results: green: hand-segmented reference; magenta: global ap-
proach from [129]; cyan: global-to-local approach from section 5.5.
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Figure B.1 (cont.): Segm. results: green: hand-segmented reference; magenta: global ap-
proach from [129]; cyan: global-to-local approach from section 5.5.
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Figure B.1 (cont.): Segm. results: green: hand-segmented reference; magenta: global ap-
proach from [129]; cyan: global-to-local approach from section 5.5.
239
45 46
47 48
49
Figure B.1 (cont.): Segm. results: green: hand-segmented reference; magenta: global ap-
proach from [129]; cyan: global-to-local approach from section 5.5.
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Appendix C
Results from Section 6.1.2
The images in this chapter depict all paranasal sinus segmentation results obtained with
our global-to-local approach from section 5.5 compared to our former heuristic local ap-
proach from section 3.3.4. The experimental setup has been explained in section 6.1.2
where you can also find the quantitative evaluation.
The hand-segmented reference contours are always shown as a green line, our former local
results are always shown as a red line, and our new global-to-local results are always
shown as a cyan line, respectively.
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Figure C.1: Segmentation results: green: hand-segmented reference; red: local approach
from section 3.3.4; cyan: global-to-local approach from section 5.5.
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Figure C.1 (cont.): Segm. results: green: hand-segmented reference; red: local approach
from section 3.3.4; cyan: global-to-local approach from section 5.5.
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Figure C.1 (cont.): Segm. results: green: hand-segmented reference; red: local approach
from section 3.3.4; cyan: global-to-local approach from section 5.5.
244 C Segmentation Results from Section 6.1.2
15 16
17 18
19 20
Figure C.1 (cont.): Segm. results: green: hand-segmented reference; red: local approach
from section 3.3.4; cyan: global-to-local approach from section 5.5.
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Figure C.1 (cont.): Segm. results: green: hand-segmented reference; red: local approach
from section 3.3.4; cyan: global-to-local approach from section 5.5.
246 C Segmentation Results from Section 6.1.2
27 28
29 30
31 32
Figure C.1 (cont.): Segm. results: green: hand-segmented reference; red: local approach
from section 3.3.4; cyan: global-to-local approach from section 5.5.
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Figure C.1 (cont.): Segm. results: green: hand-segmented reference; red: local approach
from section 3.3.4; cyan: global-to-local approach from section 5.5.
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Figure C.1 (cont.): Segm. results: green: hand-segmented reference; red: local approach
from section 3.3.4; cyan: global-to-local approach from section 5.5.
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Figure C.1 (cont.): Segm. results: green: hand-segmented reference; red: local approach
from section 3.3.4; cyan: global-to-local approach from section 5.5.
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Appendix D
The Sample Covariance Matrix
Before we derive the sample covariance matrix, we first discuss the covariance matrix of
a random vector: Given an u-dimensional random vector
~x = (x1, . . . , xu) , (D.1)
i.e. each element xi of the vector ~x is a real-valued random variable, we search for the
covariance matrix Σ that represents all pairwise covariances between two elements xi and
xj of the vector ~x:
Σ = Cov(~x) =

Cov(x1, x1) . . . Cov(xu, x1)
... . . . ...
Cov(x1, xu) . . . Cov(xu, xu)
 . (D.2)
The covariance between two random variables is defined as [23, eq. (16.150)]
Cov(x, y) = E([x− E(x)][y − E(y)]) , (D.3)
where E(x) denotes the expected value of the random variable x. So, equation (D.2) can
be written as
Σ =

E([x1 − E(x1)][x1 − E(x1)]) . . . E([xu − E(xu)][x1 − E(x1)])
... . . . ...
E([x1 − E(x1)][xu − E(xu)]) . . . E([xu − E(xu)][xu − E(xu)])
 . (D.4)
Now, when we denote the expected value of a matrix as the expected values of its entries,
equation (D.4) simplifies to
Σ = E


[x1 − E(x1)][x1 − E(x1)) . . . [xu − E(xu)][x1 − E(x1)]
... . . . ...
[x1 − E(x1)][xu − E(xu)) . . . [xu − E(xu)][xu − E(xu)]

 . (D.5)
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With E(~x) = (E(x1), . . . , E(xu)), this can be further simplified to
Σ = E([~x− E(~x)]T [~x− E(~x)]) . (D.6)
By denoting the expected value of the random vector ~x as ~µ = E(~x) and by making use
of an algebraic formula for the variance: E([x−E(x)]2) = E(x2)−E(x)2 [23, eq. (16.53)],
we finally obtain
Σ = E([~x− ~µ]T [~x− ~µ]) (D.7)
= E(~xT~x)− ~µT~µ (D.8)
as the covariance matrix of the random vector ~x.
Now, for a sample of the random vector ~x that consists of n vectors ~xi, one commonly
uses the sample mean ~ˆµ as an unbiased estimate of the real expected value ~µ:
~ˆµ = 1
n
n∑
i=1
~xi , (D.9)
so that
Eˆ(~xT~x) = 1
n
n∑
i=1
~xi
T~xi (D.10)
= 1
n
(
~xT1 , . . . , ~x
T
n
)
~x1
...
~xn
 . (D.11)
When we stack all row vectors ~xi on top of each other and denote the thus obtained
matrix as A, equation (D.11) can be written as
Eˆ(~xT~x) = 1
n
ATA , with A =

~x1
...
~xn
 ∈ Rn×u . (D.12)
Now, when we insert equations (D.12) and (D.9) into equation (D.8), we obtain an esti-
mate for the sample covariance matrix as
Σˆbias =
1
n
ATA− ~ˆµT ~ˆµ . (D.13)
However, it can be shown that the expectation value of Σˆbias is biased to the expectation
value of the population covariance by a factor of n−1
n
[23, chap. 16.3.1.2].
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In order to address this bias, one commonly uses the corrected sample covariance matrix
Σˆ instead which is defined as
Σˆ = n
n− 1Σˆbias (D.14)
= 1
n− 1A
TA− n
n− 1 ~ˆµ
T ~ˆµ . (D.15)
When the sample has zero mean (i.e. ~ˆµ = ~0), equation (D.15) further reduces to
Σˆ = 1
n− 1A
TA . (D.16)
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Appendix E
More Examples for the Global
Variational Formulation
In section 5.3.2, we derived the gradient for one of the three segmentation problems that
have been considered by Tsai et al. in [129]. In this chapter, we will give two more examples
in order to clarify the idea of their approach.
The two other segmentation problems that have been considered by Tsai et al. are the so-
called Binary Mean Model [140] and the Binary Variance Model [140]. The Binary Mean
Model “is initially designed to segment images consisting of two distinct but constant
intensity regions” [129, p. 143], and it is given as
Ebinary = −12(µ− ν)
2 , (E.1)
where µ and ν denote the mean intensities inside and outside the modeled shape, respec-
tively, so that
µ =
∫
Ω IH(−Φglob(~w)) d~x∫
Ω H(−Φglob(~w)) d~x
(E.2)
and
ν =
∫
Ω IH(Φglob(~w)) d~x∫
Ω H(Φglob(~w)) d~x
. (E.3)
The Binary Variance Model is designed to “partition an image into two regions, one of
low variance and one of high variance” [129, p. 143]. It reads as
Evariance = −12(σ
2
µ − σ2ν)2 , (E.4)
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where σ2µ and σ2ν denote the intensity variances inside and outside the modeled shape,
respectively, so that
σ2µ =
∫
Ω I
2H(−Φglob(~w)) d~x∫
Ω H(−Φglob(~w)) d~x
− µ2 (E.5)
and
σ2ν =
∫
Ω I
2H(Φglob(~w)) d~x∫
Ω H(Φglob(~w)) d~x
− ν2 . (E.6)
Similar to the example in section 5.3.2, the gradient of the Binary Mean Model can be
obtained with the help of the chain rule as
∂Ebinary
∂wi
= (ν − µ)
 ∂∂wi ∫Ω IH(−Φglob(~w)) d~x− µ ∂∂wi ∫Ω H(−Φglob(~w)) d~x∫
Ω H(−Φglob(~w)) d~x
−
∂
∂wi
∫
Ω IH( Φglob(~w)) d~x− ν ∂∂wi
∫
Ω H( Φglob(~w)) d~x∫
Ω H( Φglob(~w)) d~x
 .
(E.7)
This can be simplified with the Leibniz integral rule and equation (5.42) to
∂Ebinary
∂wi
= (ν − µ)
 − ∫Ω δΦglob(~w)IΦ˜i d~x+ µ ∫Ω δΦglob(~w)Φ˜i d~x∫
ΩH(−Φglob(~w)) d~x
−
∫
Ω δΦglob(~w)IΦ˜i d~x− ν
∫
Ω δΦglob(~w)Φ˜i d~x∫
Ω H( Φglob(~w)) d~x
 .
(E.8)
The gradient of Binary Variance Model is given as
∂Evariance
∂wi
= (σ2ν − σ2µ)
  (µ2 − σ2µ) ∂∂wi ∫Ω H(−Φglob(~w)) d~x∫
Ω H(−Φglob(~w)) d~x
−2µ
∂
∂wi
∫
Ω IH(−Φglob(~w)) d~x∫
Ω H(−Φglob(~w)) d~x
+
∂
∂wi
∫
Ω I
2H(−Φglob(~w)) d~x∫
ΩH(−Φglob(~w)) d~x

−
 (ν2 − σ2ν) ∂∂wi ∫Ω H(Φglob(~w)) d~x∫
Ω H(Φglob(~w)) d~x
−2ν
∂
∂wi
∫
Ω IH(Φglob(~w)) d~x∫
Ω H(Φglob(~w)) d~x
+
∂
∂wi
∫
Ω I
2H(Φglob(~w)) d~x∫
ΩH(Φglob(~w)) d~x
 ,
(E.9)
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which simplifies to
∂Evariance
∂wi
= (σ2ν − σ2µ)
 −(µ2 − σ2µ) ∫Ω δΦglob(~w)Φ˜i d~x∫
Ω H(−Φglob(~w)) d~x
+
2µ
∫
Ω δΦglob(~w)IΦ˜i d~x∫
ΩH(−Φglob(~w)) d~x
−
∫
Ω δΦglob(~w)I
2Φ˜i d~x∫
Ω H(−Φglob(~w)) d~x

−
 (ν2 − σ2ν) ∫Ω δΦglob(~w)Φ˜i d~x∫
ΩH(Φglob(~w)) d~x
−2ν
∫
Ω δΦglob(~w)IΦ˜i d~x∫
Ω H(Φglob(~w)) d~x
+
∫
Ω δΦglob(~w)I
2Φ˜i d~x∫
Ω H(Φglob(~w)) d~x
 .
(E.10)
In equations (E.7) and (E.9) it can be seen that, for the computation of the gradient, the
partial derivative with regard to wi has to be computed for terms that all have the form
∂
∂wi
∫
Ω
IjH(±Φglob(~w)) d~x , j = {0, 1, 2} . (E.11)
They result in terms of the form (c.f. equations (E.8) and (E.10))
±
∫
Ω
δΦglob(~w)I
jΦ˜i d~x , j = {0, 1, 2} (E.12)
after taking the partial derivative with regard to wi. This is very similar to the terms
which occur in the gradient of the first example from section 5.3.2. So, it can easily be
shown that relation (5.44) also holds for the Binary Mean Model and the Binary Variance
Model:
∂Emean(Φglob(~w))
∂wi
= dEmean(Φ, Φ˜i) (E.13)
∂Evariance(Φglob(~w))
∂wi
= dEvariance(Φ, Φ˜i) . (E.14)
This means, likewise to section 5.3.2, the gradients in equations equations (E.8) and (E.10)
can be interpreted as the orthogonal projection of the functional derivatives ∂Emean(Φ)
∂Φ(~x) and
∂Evariance(Φ)
∂Φ(~x) into the low-dimensional SSM subspace. For a general solution, we refer the
reader to section 5.3.3.

259
Appendix F
Rigid Shape Alignment
As mentioned earlier in this thesis, the rigid shape alignment can be achieved for example
by manually defining a few distinctive corresponding points (so-called landmarks) on the
training data of the SSM and the data under consideration, respectively, and to align
the considered data and the SSM by a similarity transformation (as described in section
2.4.1). For surface data, this similarity transformation can also automatically determined
by the method that we have described in section 4.3.3.
However, an alternative approach to deal with the rigid transformation from the SSM
to the data under consideration would be to consider the parameters of the similarity
transformation as further unknowns in the segmentation process that have to be identified
simultaneously to the determination of the weight vector ~w. This approach has been
pursued by Tsai et al. in [129]. So, we will briefly outline their approach in the rest of this
section for the sake of completeness, but we will not include this determination of rigid
transformation parameters in our experimental evaluations.
Tsai et al. proposed to combine the unknown parameters of the similarity transformation
that rigidly aligns the SSM to the data in a vector ~p and to perform simultaneous gradient
descent with regard to the vector ~p that describes the rigid transformation and the vector
~w which describes the nonrigid transformation. So, equation (5.33) modifies to
~wk+1 = ~wk − γk~w∇~wE(Φglob(~wk, ~p k))
~p k+1 = ~p k − γk~p ∇~pE(Φglob(~wk, ~p k)) ,
(F.1)
where ∇~wE(Φglob(~w, ~p)) denotes the gradient of the energy function with regard to the
weight vector ~w of the SSM (as defined in section 5.3.3) and ∇~pE(Φglob(~w, ~p)) denotes
the gradient of the energy function with regard to the vector of rigid transformation
parameters ~p. The respective step sizes in each iteration k are indicated by γk~w and γk~p .
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In equation (F.1), Φglob(~w, ~p) is the global SSM Φglob(~w) that is additionally transformed
by the above mentioned similarity transformation T (~p) with parameters ~p. For the 2D
case, this similarity transformation can be written as the product of the following three
homogeneous transformation matrices:
T (~p) =
1 0 a0 1 b
0 0 1

h 0 00 h 0
0 0 1

cos(θ) − sin(θ) 0sin(θ) cos(θ) 0
0 0 1
 . (F.2)
Here, a and b are the translations in x- and y-direction, h is the isotropic scale, and θ is
the rotation angle, so that the parameter vector ~p contains 4 unknowns:
~p = (a, b, h, θ) . (F.3)
The connection between Φglob(~w, ~p) and Φglob(~w) can be expressed as
Φglob(~w, ~p)(x, y) = Φglob(~w)(x˜, y˜) = Φ¯(x˜, y˜) +
m∑
i=1
wi Φ˜i(x˜, y˜) , (F.4)
where the relation between the coordinates (x˜, y˜) of the untransformed SSM and the
coordinates (x, y) of the transformed SSM is given by
x˜y˜
1
 = T (~p)
xy
1
 , (F.5)
so that for a = b = 0, h = 1, and θ = 0 the untransformed and the transformed SSM
are identical. The similarity transformation for the 3D case can be described in a similar
way. However, for the 3D case the parameter vector ~p contains 7 unknowns, as also the
translation in z-direction and the rotations around the other two spatial axes have to be
determined.
Similar to equation (5.47), the partial derivative of the energy function E(Φglob(~w, ~p))
with regard to the i-th pose parameter pi can be obtained with the help of the chain rule
for the functional derivative as
∂E(Φglob(~w, ~p))
∂pi
=
∫
Ω
∂E(Φglob(~w, ~p))
∂Φglob(~w, ~p)(~x)
∂Φglob(~w, ~p)(~x)
∂pi
d~x . (F.6)
In equation (F.6), the partial derivative of the transformed SSM Φglob(~w, ~p) with regard
to the i-th pose parameter pi can be calculated by considering that the coordinates (x˜, y˜)
of the untransformed SSM can be expressed as a function of the coordinates (x, y) of the
transformed SSM (c.f. equations (F.4) and (F.5)).
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So, one can use once more the chain rule in order to obtain the desired derivative. For
the 2D case, the partial derivative of the transformed SSM Φglob(~w, ~p) with regard to the
i-th pose parameter pi reads as (c.f [129])
∂Φglob(~w, ~p)(x, y)
∂pi
= ∂Φglob(~w)(x˜, y˜)
∂pi
=
(
∂Φglob(~w)(x˜, y˜)
∂x˜
,
∂Φglob(~w)(x˜, y˜)
∂y˜
, 0
)
∂T (~p)
∂pi
xy
1
 , (F.7)
where the partial derivatives of the transformation matrix T (~p) with regard to the indi-
vidual transformation parameters are given as
∂T (~p)
∂a
=
0 0 10 0 0
0 0 0
 , ∂T (~p)
∂h
=
cos(θ) − sin(θ) 0sin(θ) cos(θ) 0
0 0 0

∂T (~p)
∂b
=
0 0 00 0 1
0 0 0
 , ∂T (~p)
∂θ
=
−h sin(θ) −h cos(θ) 0h cos(θ) −h sin(θ) 0
0 0 0
 .
(F.8)
By inserting this into equation (F.7), we obtain
∂Φglob(~w, ~p)(x, y)
∂a
= ∂Φglob(~w)(x˜, y˜)
∂x˜
∂Φglob(~w, ~p)(x, y)
∂b
= ∂Φglob(~w)(x˜, y˜)
∂y˜
(F.9)
∂Φglob(~w, ~p)(x, y)
∂h
=
(
∂Φglob(~w)(x˜, y˜)
∂x˜
,
∂Φglob(~w)(x˜, y˜)
∂y˜
)(
cos(θ) − sin(θ)
sin(θ) cos(θ)
)(
x
y
)
∂Φglob(~w, ~p)(x, y)
∂θ
=
(
∂Φglob(~w)(x˜, y˜)
∂x˜
,
∂Φglob(~w)(x˜, y˜)
∂y˜
)(−h sin(θ) −h cos(θ)
h cos(θ) −h sin(θ)
)(
x
y
)
.
The extension of equation (F.7) to the 3D case is straightforward.
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