This paper deals with graph classes characterization and recognition. A popular way to characterize a graph class is to list a minimal set of forbidden induced subgraphs. Unfortunately this strategy usually does not lead to an efficient recognition algorithm. On the other hand, many graph classes can be efficiently recognized by techniques based on some interesting orderings of the nodes, such as the ones given by traversals.
Introduction
Forbidden structures in graph theory. A class of graphs is hereditary if for any graph G in the class, every induced subgraph of G also belongs to the class. Such classes are defined by forbidden structures in the following sense. Given a hereditary class C, there exists a family F of graphs, such that a graph G belongs to C, if and only if, G does not contain any graph of F as an induced subgraph. A trivial such family F is the set of all graphs not in C, but the interesting families are the minimal ones. If we were to replace the induced subgraph relation by the minor relation, a celebrated theorem of Robertson and Seymour states that these families are always finite, but here the family needs not be finite, as shown by easy examples such as bipartite graphs (where the set of forbidden structures is the set of odd cycles). There are many theorems in the literature giving the characterization of classes by a list of forbidden subgraphs, ranging from easy to extremely difficult to prove, as for example the Strong Perfect Graph Theorem [8] .
Forbidden ordered structures. Another way of defining hereditary classes by forbidden structures, which appears quite often in the literature, is the following. Consider a graph H given with a fixed ordering on its vertices. Then a graph G belongs to the class associated with H, if and only if, there exists an ordering of its vertices, such that no subgraph induces a copy of H with the given ordering. Let us illustrate such characterization with a very classic example: chordal graphs. Chordal graphs are usually defined as the graphs that do not contain any induced cycle of length at least 4. However it is also well known [19] that chordal graphs are exactly the graphs that admit a simplicial elimination ordering, that is an ordering on the vertices such that the neighbors of a vertex that are placed before it in the ordering induce a clique. This corresponds to the previous definition when H is the path on 3 vertices where the middle vertex is placed last in the ordering.
There exist similar characterizations for several well-studied classes such as proper interval, interval, permutation and cocomparability graphs. It usually gives very good recognition algorithms, whereas, in general, a forbidden subgraph characterization of a given class does not provide a good algorithm. This last type of forbidden structure is the topic of this paper. We will refer to forbidden ordered subgraphs (or more precisely an equivalent trigraph version of it) as patterns.
Previous works on forbidden patterns. The paper [17] by Damashke is, as far as we know, the first work to consider this type of characterization as a topic in itself. From [17] , it is known that recognizing the graph class corresponding to any pattern on three nodes is polynomial. (For example, it is well-known that the chordal graphs defined above can be recognized in polynomial time, and the associated pattern has three nodes.) More recently, it was proved that forbidding a set of patterns on three nodes, still leads to a polynomially solvable problem [37] . This stands in striking contrast with the case of larger patterns, as it was shown in [20] that almost all classes defined by 2-connected patterns are NP-complete to recognize. In [37] , the authors conjectured a dichotomy on this type of recognition problem, but this statement has been recently challenged [45] .
On a more applied and less structural note, the vertex ordering approach has been recently applied to characterize graphs with bounded asteroidal number [15] and seems to be very promising. For intersection graphs this approach was also introduced in [54] . Another interesting application is to use of forbidden patterns to prove that a given graph class is closed under some operations, as for example in [3] , to prove that the square of the line-graph of a chordal graph is chordal, in [33] to study maximal induced matchings algorithms.
Our results As already noticed in [17] , the patterns with only three nodes give a rich family of graph classes. Despite the general algorithmic result of [37] about the recognition, little is known about the classes defined by several patterns on three nodes. Our main contribution is an exhaustive characterization of all these classes. Along the way many interesting new results and insights are gathered. A corollary of this characterization is that almost all the classes considered can be recognized not only in polynomial time, but in linear time. Beyond these technical contributions, our goal is to unify many results scattered in the literature and show that this formalism can be useful and relevant.
Outline of the paper. The paper is organized as follows. In Section 2, we motivate the study of patterns by exposing the results of [17] about the interesting classes defined by one pattern on three nodes. In this "appetizer" section, we also give proofs of most characterizations, as these cannot be found in [17] , and take the opportunity to introduce some proof techniques. In Section 3, we formally define the objects studied, some basic operations on patterns and the properties they have, and finish with the definitions of the graph classes we use. Section 4 contains the main theorem of the paper, that is the complete characterization of all the classes defined by sets of patterns on three nodes. The proof of this theorem is a long case analysis, and is a bit tedious, therefore it is deferred to Appendix 8.4. However, many cases are very interesting, and we survey some of them in Section 5. In Section 6 we study the algorithmic aspects of the topic, including the linear-time recognition. Finally, Section 7 gathers discussions and open questions.
Appetizer: some classes defined by a pattern
We first give a short list of classes defined by one pattern. We do so before introducing the formal definitions, as an appetizer for the rest of the paper. All these characterizations are known, and in particular they are listed (without proofs) in [17] .
A convenient way to represent patterns, is described in Figure 1 .
Figure 1 -This picture represents a pattern. The class associated with this pattern is the class of graphs that have a vertex ordering, such that there is no ordered triplet of nodes, a < b < c, such that (a, b) / ∈ E and (a, c) ∈ E. The picture should be understood the following way: the forbidden configuration consists in a non-edge (dashed edge in the drawing) between the two first nodes, an edge (plain edge in the drawing) between the first and the last node, and there is no constraint (no edge in the drawing) on the edge between the second and the third node (that is, whether there is an edge or not, the configuration forbidden).
The classes that appear in this section are classic ones, but in order to be self-contained we remind the definitions (except for paths and forests that are basic classes). The reader is referred to [2, 24] for additional characterizations and references.
Definition 1. We define interval, split, bipartite, chordal, comparability, triangle-free and caterpillar graphs.
• An interval graph is the intersection graph of a set of intervals. That is, a graph on n vertices is an interval graph, if there exists a set of n intervals that we can identify to the vertices such that two intervals intersect if and only if the associated vertices are adjacent.
• A graph is a split graph if there exists a partition of the vertices such that the subgraph induced by the first part is a clique, and the subgraph induced by the second part is an independent set.
• A graph is bipartite if there exists a partition of the vertices such that the two resulting induced subgraphs are independent sets.
• A graph is chordal if it contains no induced cycle of length larger or equal to 4.
• A graph is a comparability graph if its edges represent a partial order. That is, a graph on n vertices is a comparability graph if there exists a partial order with n elements that we can identify with the vertices, such that two elements are comparable if and only if they are adjacent in the graph.
• A graph is triangle-free if it contains no clique of size 3.
Theorem 1. ( [17] ) For every raw in Table 1 , the class defined by the pattern represented in the second column, is the class named in the third column.
For convenience, in Table 1 and in all the paper, we name the patterns of the theorem based on the class they define. These names are given in the first column of the table. In order to distinguish graph classes from patterns, we denote the patterns using capital letters. For example, the class corresponding to the pattern Interval is the class of interval graphs. Note that the class of interval graphs could be defined by other patterns, or sets of pattern.
Proof. For each class, when the characterization is not explicitly known, we first prove that it satisfies the forbidden pattern property, by exhibiting the ordering, and then we show the other inclusion. 1 No Graph. The pattern is made of three nodes, with no plain or dashed edge. Then every ordered graph with three or more nodes contains the pattern. Thus the class is trivial: it consist only in the graphs with less than three nodes.
Path. If the graph is a path, then the natural ordering avoids the pattern. That is, choosing one of the endpoints as the first node, and placing the node at distance i from this node at position i, forms an ordering where no edge is 'jumping' over a node. In the other direction, we first claim that if an ordering avoids the pattern, then every vertex has degree at most 2. Indeed if there are at least three neighbours to a node, there must be at least two in the same direction (to the right or to the left), and then the pattern appears. Then as it is clearly not possible to avoid the pattern with a cycle, we are left with the paths. Star. (→) The orderings with the center of the star on the rightmost position all avoid the pattern. (←) Only the rightmost node can have an edge going left. Thus if we remove this node the graph is has no edges. This means that the graph is a star.
Interval. As mentioned earlier, such a characterization is well-known for interval graphs, and such an ordering is sometimes called left-endpoint ordering, see [47, 46] .
Split. (→) The orderings of the following form avoid the pattern: first all the nodes from the independent-set part, and then all the nodes form the clique part. (←) Consider the first edge, that is the edges (u, v) with u < v, minimum in the lexicographic order induced by the ordering. In order to avoid the pattern, the graph must contain all the edges (v, w) with v < w. Iteratively, we deduce that the graph contains all the edges (a, b) with v ≤ a < b. Therefore v < ... < n is a clique. Also by minimality, the nodes 1 < ... < v − 1 form an induced independent set. Hence the graph has a split partition.
Forest. (→) Consider the ordering τ given by any generic search applied on G, as defined in [12] . Suppose such τ contains the forbidden pattern on a < τ b < τ c with ac, bc ∈ E(G). Then using the four points condition of generic search, there must exist a vertex d < τ b, with db ∈ E(G) and a path joining a to d with vertices before d in τ . This implies that there is a cycle in the graph, which is impossible as we started with a forest. Thus the pattern is not present, in any generic search ordering. (←) Consider a graph and any ordering τ of the vertices. Every cycle of the graph has a last vertex x with respect to τ . This vertex x has necessarily two neighbours to its left in τ , which corresponds to the forbidden pattern.
Bipartite. (→) Consider an ordering where the vertices of one independent set are all placed before the vertices of the other independent set. All the vertices of the first set have all their edges pointing to the right, and all the vertices of the second set have all their edges pointing to the left. As a consequence no vertex has edges pointing both to the left and to the right, therefore the pattern cannot appear. (←) Consider an ordering of a graph avoiding the pattern. If the graph has no cycle, then it is bipartite. Consider now an induced cycle. Because of the forbidden pattern, the nodes of this cycle can be partitioned into two sets: the ones that are adjacent (in the cycle) to two nodes on their left, and the nodes that are adjacent (in the cycle) to two nodes on their right. Because any edge must have an endpoint in each set, the two sets must have the same size, and the cycle must have even length. Thus the graph is bipartite. 2 Chordal. This characterization is well-known, and the ordering is usually called simplicial elimination ordering [28] . 3 Comparability. By definition an ordered graph avoids the forbidden pattern, if and only if, the ordering is a linear extension of a partial order. The fact that the complement pattern (sometimes called umbrella) defines cocomparability graphs has been noted in [38] .
Triangle-Free. For patterns that are stable by any change in the ordering of the vertices, such as triangles, the forbidden pattern characterization boils down to the associated forbidden induced subgraph characterization.
Notice that only the patterns Split and Star force the graph to have only one non trivial connected component. More precisely, these are the only patterns such that the associated class does not contain graphs with that are union of arbitrarily large connected components.
Definitions and basic properties
The current paper aims at doing a throughout study of the classes defined by one or several patterns on three nodes, and their relations. To do so we now introduce more definitions and structural properties. First in all the paper we deal with finite loopless undirected graphs and multiple edges are not allowed. For a such graph G, we denote by V (G) the set of vertices and E(G) its set of edges, with the usual |V (G)| = n and |E(G)| = m for complexity evaluations.
Definitions
We first define formally patterns, and the related concepts. We use the vocabulary of trigraph as, for example, in [7] .
is the vertex set and every unordered pair of vertices belongs to one of the three disjoint sets E(T ), N (T ), and U (T ) called respectively edges, non-edges and undecided edges.
Remark 1. When representing a trigraph, we will draw plain lines for edges, dashed lines for non edges, and nothing for undecided edges.
Remark 2. As (E(T ), N (T ), U (T )) is a partition of the unordered pairs, it is enough to give any two of these sets to define the trigraph, and we will often define a trigraph by giving only E and N .
A pattern that has no undecided edge will be called a full pattern. Definition 3. An ordered graph is a graph given with a total ordering of its vertices. We define the same for a trigraph, and call it a pattern. We say that an ordered graph is a realization of a pattern if they share the same set of vertices and linear ordering and the graph is a realization of the trigraph.
Definition 4. Given a family of patterns F, we define the class C F as the set of connected graphs that have the following property: there exists an ordering of the nodes, such that none of the ordered subgraphs is a realization of a pattern in F. If F consists of only one pattern P we will just write C P instead of C {P } .
When, in an ordered graph, no subgraph is the realization of given pattern, we say that the ordered graph avoids the pattern.
As a warm-up we can classify the graphs with patterns on two nodes. Forbidding the pattern (E, N ) = ({(1, 2)}, ∅) corresponds to independent sets, forbidding the pattern (E, N ) = (∅, {(1, 2)}) corresponds to cliques, and (E, N ) = (∅, ∅) corresponds to the graph with one node. For one more example, in this formalism, for the pattern Interval, E is
Operations on patterns and families
We first define a few operations on patterns and pattern families.
Definition 5. The mirror and complement operations are defined the following way:
• The mirror of a pattern is the same pattern, except the ordering, which is reversed.
The mirror of a family is the set of the mirrors of the patterns of the family. The mirror of a family F is denoted by mirror-F.
and N ′ = E, that is, the pattern where the edges and non-edges have been exchanged. The complement family is the set of the complements of the patterns of the family. The complement family of a family F is denoted by co-F.
• A pattern P 2 is an extension of a pattern P 1 , if it can be obtained by taking P 1 , and having the possibility to add nodes and to decide undecided edges. A family F 2 extends a family F 1 , if every pattern of F 1 has an extension in F 2 , and every pattern in F 2 is an extension of a pattern in F 1 .
Basic structural properties
We now list some basic structural properties of the classes defined by forbidden patterns. We omit the proofs, as they follow directly from definitions.
Property 1. The following properties hold.
1. (Vertex closure) The classes C F are closed under vertex deletion, that is are hereditary.
2. (Edge Closure) If for every pattern P of F, N (P ) = ∅, then the class is closed under edge deletion.
(Mirror)
A family and its mirror family define the same graph class.
4. (Exchange-Complement) Given a family F, which defines a class C F , the complement family of F defines the class of complements of the graphs of C F .
(Union) Given two families
6. (Extension) If a family F 2 extends a family F 1 then C F 1 ⊆ C F 2 .
7. (Adding an isolated vertex) Consider a pattern P , and its class C P . If we extend the pattern by adding r nodes at the end that have only undecided edges to P , then the class defined is composed of the graphs that have an induced subgraph on all nodes but r, that is in C P .
A consequence of Property 1 is that all the classes corresponding to a single pattern on three nodes are listed by Theorem 1, up to complement. Indeed, all the patterns on three nodes are either listed in Table 1 or are complement or mirror of a pattern listed there.
Item 1 states that the classes defined by patterns are hereditary. The converse (if we allow infinite families) is also true. Indeed any hereditary family has a characterization by a family of forbidden induced subgraphs, and given this family we can automatically have a characterization by a family of patterns: just take the union of all the orderings of all the forbidden subgraphs.
The property of Item 7, will not be used extensively in the main part of this paper as few patterns are disconnected; but it is useful in the discussion that follows. Also, using it provides a clean proof of the characterization of stars, that we stated in Property 1.
Pattern split rule
Let us now describe the pattern split rule, which is a simple rewriting rule that we will use extensively. It basically states that, in a family of patterns, a pattern that has an undecided edge can be replaced by two patterns, that is, can be split into two patterns, one in which this edge is a (plain) edge, and one where it is a non-edge.
Lemma 1. Let F be a pattern family, and let P = (E, N ) be a pattern of F, with f an undecided edge of P . An ordered graph avoids the patterns of F, is and only if, it avoids the patterns of F ′ , where F ′ is that same as F except that P that has been replaced by P 1 = (E ∪ f, N ) and P 2 = (E, N ∪ f ).
Proof. It is sufficient prove the statement for the case where F is restricted to P , as the other pattern do not interfere. Consider a graph G, with an ordering τ . If (G, τ ) avoids the pattern P , then clearly τ avoids also the patterns P 1 , P 2 , since each occurence of a pattern P 1 or P 2 yields an occurence of pattern P . Reciprocally, if (G, τ ) avoids the patterns P 1 , P 2 then it also avoids the pattern P , since each possible occurence of pattern P in (G, τ ) must corresponds to either an occurence of pattern P 1 or of pattern P 2 .
As a consequence, with the notations of the lemma, we have C F = C F ′ . By iterating the rule, one can always transform an arbitrarys family of patterns into a family of patterns with no undecided edges, that is a family of full patterns. Actually the papers we cite as the seminal papers on this topic, e.g. [17] use only patterns where all the edges are decided. In this paper we use undecided edges in order to have a compact notation, and because they provides additional insights on the classes.
When we will list and study the class in a further section, we will use the shortcut P = P 1 &P 2 , to denote that P can be split into P 1 and P 2 . For example, Interval = Chordal & co-Comparability. Also we will restrict the study to split-minimal families, that are families, where there are no two patterns P 1 and P 2 such that there exists P = P 1 &P 2 . This allows to reduce the set of families to consider without missing classes.
Union-intersection property
When the equality holds, we say that these classes have the union-intersection property. A trivial case of union-intersection property is when one family is included in the other. A more interesting example is the one we used as an example in the previous section: Interval = Chordal & co-Comparability. Using (the corollary of) Lemma 1 and Item 5 of Property 1, we know that:
But it is known form the literature [30] that the last inclusion is actually an equality: interval graphs are exactly the graphs that are both chordal and cocomparability. We will see many other cases where the union-intersection property holds. It is tempting to conjecture that any time the pattern split rule apply, the union-intersection property holds. But this is actually not true. For example Path=Forest & Interval thus C Forest&Interval is the class of paths, but C Forest ∩ C Interval is the larger class, as it contains any star (a more precise statement will be given in Property 2).
An useful special of Item 5 of Property 1 is the following:
It should be noticed that C F 1 ⊆ C F 2 could derive from a structural graph theorem and not directly from the set of patterns. Furthermore, even in this restricted case, the unionintersection property does not always hold, as we will prove in Item 7 of Theorem 4, that {Forest, mirror-Forest} defines paths, that are strictly included in forests.
Another special case, is when the patterns considered are stable by change of the ordering of the nodes. On three nodes only the patterns Triangle-Free and co-Triangle-Free have this property. Fact 2. Let F 1 , F 2 be two sets of patterns, if one of the two families contains only patterns that are stable by change of the ordering of the nodes, then
Graph classes
We define some graph classes that will appear in the text (in addition to the ones already defined in Definition 1 Section 2). We again refer to [2, 24] . We make the choice of listing here all the characterizations that will be useful to us (in addition to the most natural ones, and the ones that are similar in several classes). In the remaining, we will use P i to refer to a path with i nodes, and C i for a cycle on i nodes. Definition 6. We define permutation, bipartite permutation, threshold, proper interval, caterpillar, star, trivially perfect, bipartite chain graphs, and also the short-cuts 2-stars and 1-clique.
1.
A permutation graph is a graph whose vertices represent the elements of a permutation, and whose edges link pairs of elements that are reversed by the permutation. We will also consider bipartite permutation graphs, the subclass of the permutation graphs that are bipartite.
A threshold graphs is (equivalently):
(a) a graph that can be constructed by incrementally adding isolated vertices and dominating vertices. (b) a split graph without P 4 . (c) a split graph where the neighborhoods of the nodes of the independent set and of the nodes of the clique are totally ordered. That is, a graph with vertex set
A proper interval graph is (equivalently):
(a) the intersection graphs of a set of intervals, where no interval is included in another. (b) a unit interval graphs [48] , that is interval graphs where all the intervals of the geometric representations have the same length. (c) an indifference graph, that is a graph where every node v can be given a real number
4.
A caterpillar graph is a tree with a dominating path.
A trivially perfect graph is (equivalently):
(a) a graph in which, for every subgraph, the size of a maximum independent set is equal to the number of maximal cliques. (b) a quasi-threshold graph, that is a graph that can be constructed recursively the following way: a single node is a quasi-threshold graph, the disjoint union of two quasi-threshold graphs is a quasi-threshold graph, adding one universal vertex to threshold graph gives a quasi-threshold graph. (c) a (C 4 , P 4 )-free graph. (d) a comparability graph of rooted trees, that is the comparability of an order in which for every element x, the elements of {y|y < x} can be linearly ordered. (e) the intersection graph of a set of nested intervals (that is of intervals such that for every pair, one is included in the other).
A bipartite chain graph is (equivalently):
(a) a bipartite graph, for which, in each class, one can order the neighborhoods by inclusion. That is, with a partition, A, B, A = a 1 , . . . , a |A| satisfies N (a 1 ) ⊇ N (a 2 ), . . . , ⊇ N (a |A| ) and
(b) a difference graph, that is a graph where every node v can be given a real number
There are a few classes that will appear in our results, and that are variants of the classes above.
Definition 7. We define 2-stars, 1-cliques, and 2-threshold graphs.
1. A 2-star is a caterpillar with a dominating path of length at most 2.
2.
A 1-clique is a graph which is either a clique or a clique minus one edge.
A 2-threshold graph, is a graph that can be formed by having a set of isolated nodes
I 1 , adding one universal node c (to make the star), adding isolated nodes I 2 , adding a universal clique U .
In order to avoid taking care of finite cases, we will use the notion of trivial class of graphs, more precisely:
For example, the pattern No Graph defines a trivial graph class in this precise sense.
Fact 3. Let C be a trivial graph class and P a pattern. The subclass of C made up with the graphs that have a vertex ordering avoiding P , is also a trivial graph class.
Characterization theorem
In this section, we state our main theorem. First, we generate all the split-minimal pattern families, up to complementation and mirroring, using the program in Appendix 8.2. We get th following lemma. Lemma 2. Up to complementation and mirroring, there exist 87 split-minimal families of patterns on three vertices, and these are the ones listed in Appendix 8.4.
We can then state our main theorem. For a representation of the inclusion relationships between these classes, see Figure 3 . These inclusions are either known, proved in the proof of Theorem2, or follow from Property 1.
The proof of this Theorem consists in studying the class corresponding to each item in the list given by Lemma 2. This proof is sometimes tedious and is thus deferred to the appendix (see Section 8.4) . In Section 5, we extract and highlight the most interesting parts of this proof. In Section 6, we will study the algorithmic corollaries of Theorem 2.
Triangle-free graphs, comparability graphs, chordal graphs, forests, interval graphs, bipartite graphs, permutation graphs, bipartite graphs, split graphs, stars, paths, proper interval graphs, trivially perfect graphs, threshold graphs, 2-threshold graphs, bipartite chain graphs, bipartite permutation graphs, caterpillars, 2-stars, triangle-free ∩ co-chordal, cliques and 1-cliques and complete bipartite graphs. 
Highlighted classes and characterizations
In this section, we present interesting characterizations extracted from the proof of Theorem 2, as well as equalities that follow from the pattern split rule from Subsection3.4. We start with families of patterns that have a special structure. In Sebsection 5.1, we study families restricted to one pattern, in Subsection 5.2, pairs of complementary patterns.
Classes defined by one pattern
In this subsection, we consider the classes defined by one pattern. There are exactly 3 3 = 27 different patterns on three nodes, as described in Figure 8 in Appendix 8.4. The first result, that we already stated as a remark in Subsection 3.3, is that, up to complement, the classes defined by one pattern are exactly the ones listed in Theorem 1 in Section 2.
Corollary 1. Up to complementation the ten graph classes described in Theorem 1, are the only ones that can be defined with exactly one forbidden pattern.
Proof. We prove the statement in the following way: we count the number of patterns obtained from the ones in Table 1 by complementation and mirror, and check that it is 27. The pattern No Graph is self-complemented and is its own mirror. The nine other graphs classes of Theorem 1 can be complemented. So we have 19 different graph classes. The comparability, triangle-free, bipartite and path patterns are their own mirror, therefore adding 4 mirror patterns plus the 4 mirrors of their complementary patterns completes the landscape of 27 patterns.
We now give some equality results that follow from the pattern split rule described in Subsection 3.4. In several cases, we know from the literature that the union-intersection property (as described in Subsection 3.5) holds, and we note it in the lemma. These inclusions are represented in Figure 4 .
Lemma 3. Up to complement and mirror, using the splitting of a pattern rule one can obtain the following equalities:
1. Forest = Chordal & Triangle-Free, and furthermore forests = chordal ∩ trianglefree (folklore).
Bipartite=
Comparability & Triangle-Free, and furthermore bipartite = trianglefree ∩ comparability (folklore).
Split=
Chordal & mirror-co-Chordal, and furthermore split = chordal ∩ cochordal [27, 34] .
4. Interval = Chordal & co-Comparability, and furthermore interval= chordal ∩ co-comparability [30] .
Note that for the four first items the union-intersection property holds. For completeness we prove that it does not hold for the last two items. 3. The (connected) cycle-free co-interval graphs are the (connected) 2-stars.
Proof. We prove the three items. Figure 4 -The interesting of classes defined by one pattern. We represent the cases in which P = P 1 &P 2 and the union-intersection property holds by a label & link to P 1 and P 2 above, and P below.
1. It follows from the definition that the caterpillars are the (T 2 , cycle)-free graphs. It is known that interval graphs also have a characterization by forbidden subgraphs [39] , and in the list of forbidden subgraphs, the only cycle-free one, is T 2 . Thus cycle-free interval graphs are exactly the caterpillars.
2. Consider a split graph and its partition into a clique K and an independent set I. If the graph is bipartite, then K has size at most two, otherwise there is a triangle. Then every node of the independent set can be connected to only one of these clique nodes, for the same reason. This corresponds to a 2-star. The reverse inclusion is trivial, using the same partition.
3. By definition a 2-star is cycle-free. We show that a connected 2-star is also a co-interval graph. Let (a, b) be the dominating edge of the 2-star, S a be the set of nodes connected to a (except b) and S b be the set of nodes connected to b (except a). The complement graph has the following shape: there is a biclique between S a and S b , a is connected to every node of S b , and b is connected to every node of S a . This can be represented by a set of closed interval: b is [0, 1], all the nodes of S a are [1, 2], all the nodes of S b are [2, 3] and a is [3, 4] . Thus the original 2-star is a co-interval graph. Now for the reverse inclusion, we note that the 2-stars are exactly the trees of diameter at most 3.
Thus it sufficient to show that if a tree is a co-interval then it has diameter at most 3. Suppose it is not the case, and take a path of length 4 in the tree: (1, 2, 3, 4, 5). Then in the complement (1, 4, 2, 5) forms an induced C 4 . Thus the complement is not an interval graph, as C 4 is a forbidden induced subgraphs is such graphs. This completes the proof.
Complementary patterns
We now consider families of the type {P 1 , P 2 }, where P 1 and P 2 are complementary patterns.
Theorem 3. The following characterizations hold for complementary patterns on three vertices:
1. Triangle-Free & co-Triangle-Free defines a trivial class.
2.
Comparability & co-Comparability defines the permutation graphs.
3.
Chordal & co-Chordal defines the threshold graphs.
4.
Interval & co-Interval defines the threshold graphs.
5.
Split & co-Split defines a 1-cliques. Proof.
1. First notice that the patterns Triangle-Free and co-Triangle-Free are invariant by permutation of the vertices, thus excluding these patterns is a matter of induced subgraphs, more than a matter of patterns. It is known that any graph with at least six nodes has either a triangle or an independent set of size three (because the Ramsey number for these parameters is 6). Therefore only graphs with at most 5 vertices can belong to the class. The class is then trivial.
It is known that the intersection of the classes of comparability and co-comparability
graphs is the class of permutation graphs [23] . Thus the class of Comparability & co-Comparability is included in the class of permutation graphs, by Item 5 of Property 1. We use the literature to show that this inclusion is an equality. The 2-dimensional orders, which are transitive orientations of permutation graphs, were characterized in [23] , by the existence of a non-separating linear extension. Such extension happen to be exactly an ordering avoiding the patterns Comparability and co-Comparability.
3. This result was already in [17] , but we give a proof for sake of completeness.
As written in Lemma 3, the intersection of chordal graphs and co-chordal graphs, is the class of split graphs. But the class of the union of the two patterns is smaller. Indeed it is easy to check that if the graph has a P 4 , no ordering of this P 4 can avoid the two patterns (see Appendix 8.3 for all the orderings of P 4 ). The split graphs that have no P 4 are the threshold graphs (Item 2b in Definition 6). Thus the first inclusion holds.
We now build an ordering of any threshold graph, that avoids both patterns. Note that an ordering τ avoids both patterns if and only if the reverse ordering of τ is a simplicial elimination ordering for both G and G. So let us prove that τ is a simplicial ordering for both G, G, building on the following claim.
Claim 1. For any threshold graph there exists a partition of the vertices V = x∪I ∪K, such that I is an independent set, K is a clique, and x is adjacent to every node in K and no node in I.
Proof. Take a partition the threshold graph, V = K ∪I (such a partition exists because it is a split graph). Take the node of I that has the largest neighborhood inclusion-wise (from Item 2c of Definition 6). If this neighborhood is K, then this node can be taken as x. Otherwise there exists a node of K that has no neighbor in I. One can take this node as x.
The node x of Claim 3 is simplicial in both G and G. Since the threshold graphs is a hereditary class we can repeat the argument on G − x. Hence every threshold graph admits a vertex ordering which is a simplicial elimination scheme of both G, G.
The class defined by Interval & co-Interval is included in the class defined by
Chordal & co-Chordal because of Item 6 of Property 1. Therefore this class is included in the threshold graphs.
For the other direction, we show that any threshold graphs admit an ordering that avoids the patterns Interval and co-Interval, that is (using the pattern split rule) avoids the patterns Chordal, co-Chordal, Comparability and co-Comparability. Let us denote by τ an ordering as defined in the previous case, which is simplicial for both G, G. Because of the symmetries, we just have to prove that yields a transitive orientation of G. This is easy by just orienting the edges from the simplicial vertex to its remaining neighbors during the process.
5. The only vertex orderings of a split graph that satisfy the Split pattern start with an independent set and finish with a clique. Analogously, for the complement pattern, we must have first a clique, and then an independent set. Consider the two first nodes of an ordering the avoids both patterns. If they are not linked by an edge then it means that in the second partition the clique is reduced to at most one node, but then the graph is disconnected. If they are linked by an edge, then they cannot be both in an independent set, and then in the first partition (the one for Split), the independent set is reduced to one node y. 4 If the graph is actually clique, that is if y is connected to all the nodes of the clique, then the ordering does not matter, and both patterns are avoided. If there exists z, such that (y, z) / ∈ E, then because of the patterns, y and z must be the first and the last node in the ordering. This implies that y can have at most one non-neighbor. Thus the class is the class of 1-cliques. 6 . We show that the intersection of the classes of forests and co-forests is trivial (which is enough because of Item 5 in Property 1). A forest has at most n − 1 edges, thus the union of the edges in the graph (which is a forest) and in the complement (which is also a forest) is at most 2n − 2. Thus n 2 ≤ 2n − 2, which holds only if n ≤ 2. Thus the class is trivial.
7. Again we show that the intersection is trivial. Consider a bipartite graph with more than two vertices is one of the parts. Its complement necessarily contains a triangle formed by nodes of this part. As a triangle prevents the complement from being bipartite, we know that no part of the original graph has more than two nodes. Thus no graph with more than four nodes belongs to the intersection.
8. Paths are special cases of forests, thus the intersection of paths and co-paths is trivial.
9. Stars are special cases of forests, thus the intersection of stars and co-stars is trivial.
We highlight a by-product of the proof of Item 3, that will be useful later.
Corollary 2.
A graph G is a threshold graph iff it admits a vertex ordering which is both a simplicial elimination scheme for G and G. Furthermore this vertex ordering yields a transitive orientation of both G and G.
In fact with a similar argument one can easily obtain the characterization (a) of threshold graphs. Finally, using two complementary patterns provides only one new class, namely : threshold graphs.
Mirror patterns
We now study the classes defined by a pattern and its mirror pattern, and also by a pattern and its mirror complement pattern. Note that the number of patterns to consider is rather small, because many patterns on three nodes are symmetric. Also note that the mirror of Split is co-Split, thus the associated class has already been considered in Theorem3. Proof. We prove the items one by one.
1. An ordering that avoids both patterns is called reversible elimination scheme, and it is known that the graphs that have such orderings are exactly the proper interval graphs [32] .
2. As already seen in Lemma 3, this class is the split graphs (by application of the Pattern split rule).
3. This characterization appears in [41] . 5. The only vertex orderings of a star graph that satisfy the Star pattern are forced to end with its center. For the mirror pattern we need to start from the center. Therefore only a star graph reduced to one edge can satisfy the two patterns.
6. The intersection of the classes defined by the patterns is trivial, as proved in Theorem 3, thus the class is trivial.
7. Clearly a path admit an ordering that avoids these two patterns (a simple generic search on the path starting from one of its ends). Now suppose that a tree that is not a path avoids both patterns. This graph must have a claw (K 1,3 ). But one can easily check that no ordering of a claw can avoid the two patterns. Therefore this class is reduced to paths.
8. The intersection of the classes is trivial, as proved in Theorem 3.
Note that proper interval graphs is an example of a class that can be defined via two different (split-minimal) pairs of forbidden patterns. Also the four first items are examples of families where taking a pattern or its mirror changes the class obtained. Furthermore as a consequence of Theorem 3-1. Proof. First we show that they are bipartite graphs. It is well known that cocomparability graphs do not contain odd cycles as induced subgraphs of length ≥ 5. So if the graph admits an odd cycle of length ≥ 5, it must have a chord. But this would implies a shorter odd cycle and this leads to a triangle which is impossible. The result follows since bipartite are comparability graphs.
Algorithmic aspects
We now consider the algorithmic and complexity implications of Theorem 2 for the recognition of the classes defined by patterns. From a complexity point of view the first thing to note is that, for any pattern family, given the ordering it is possible to check in polynomial time if all the patterns are avoided. This means that the ordering is a polynomial certificate that a graph is in a class characterized by patterns, and the recognition of any such class is a problem in NP.
Complexity results
One can go through the list of classes of the list A of Figure 2 , and check with the literature that they are all polynomially recognizable. That is we can recover the result of [37] . We can give a more fine-grain result. Let A reduced = A\ {triangle-free graphs, comparability graphs}. Then we prove the following theorem. Proof. Of course some of the classes of graphs in Theorem 2 such as stars, 1-stars, cliques, 1cliques and complete bipartite graphs are quasi-trivial and therefore they can be linear-time recognizable.
The "classic" classes of graphs such as bipartite graphs, forests, paths, caterpillars, chordal graphs, interval graphs, proper interval graphs, split graphs, permutation graphs, permutation bipartite graphs, can be recognized in linear time via a graph search (for example LexBFS). Therefore their complement classes can also be recognized in linear time, using the usual technique of partition refinement. Similar results also hold for trivially perfect graphs graphs [6] or threshold graphs and bipartite chain graphs and their complement [36] .
The co-triangle-free ∩ chordal graph class can also be recognizable in linear time in the following way. First check if the graph is chordal and then compute its maximum independent set and check whether it has strictly more than 2 vertices. Both operations can be done in linear time see [49] . Similarly for their complement.
Their exists a linear time for the recognition of permutation graphs [42] . This algorithm produces two comparability orderings for the graph itself and its complement. It also gives a permutation representation of the graph which can be also tested in linear time. Then it suffices to check for the bipartitness, which can also be done in linear time. Similarly cobipartitness can be checked in linear time and therefore complement can be also recognized in linear time.
Let us now discuss what is known about the complexity of the recognition of the two remaining classes and their complement. Let ω be the best exponent of the complexity of an algorithm for n × n boolean matrix multiplication. Using algorithm in [52] ω = 2, 3727.
First, triangle-free graphs (resp. co-triangle-free) can be recognized in O(m 1.41 ) (resp. O(m 1.186 )) for sparse graphs and in O(n 2,3727 ) for dense ones. Indeed, the best known algorithm [1] for recognition of triangle-free graphs is in O(m Recognition of triangle-free graphs is still an active area of research and nowadays some lower bounds under complexity hypothesis are discussed see [53] .
For the recognition of co-triangle-free graphs using a similar technique, it can be done in O(m 1 2 ω ) = O(m 1.186 ) [21] for sparse graphs and using matrix multiplication for denses graphs.
Second, comparability graphs and their complement classes can be recognized in O(n 2,3727 ). For comparability graphs a vertex ordering that avoids its pattern if it is a comparability graph can be computed in linear time [42] , but it is still not known if one can check if this ordering avoids the comparability pattern in linear time. The best known algorithm is in O(m 2ω ω+1 ) = O(m 1.41 ) [31] . For dense graphs one can also use matrix multiplication. For dense cocomparability graphs up to our knowledge only the matrix multiplication has been proposed so far. 
Recognition via graph searches
The orderings in which the nodes are visited during various graph searches have been considered in the literature and characterized using the so-called 4 points conditions on 3 vertices [12] , and such searches are useful tool in recognition algorithms for well structured graph classes.
Those 4 points conditions on vertex orderings are indeed in our language: a pattern on three vertices that always implies a pattern on four vertices. Therefore it is interesting to see how far we can go with graph searched to recognize the classes of List A (Figure 2 ). To our knowledge here is the state of the art in this direction. Proof. Chordal. If G is a chordal graph, any LBFS provides a simplicial elimination ordering, i.e. an ordering avoiding the characteristic pattern of chordal graphs [49] .
Trivially perfect graphs. As shown in [6] one LBFS is enough to recognize and certify trivially perfect graphs. Furthermore it produces a characteristic vertex ordering.
Path. First apply a BFS starting in a vertex x and ending at y, then apply a second BFS starting at y. If G is a path, clearly the second BFS ordering avoids the forbidden pattern.
Forest. We have already observed in Theorem 1, that if G is a tree any generic search ordering provides an ordering avoiding the characteristic pattern.
Star. Perform a BFS starting at a vertex x and ending at y. Let x 0 the unique neighbour of y (if y has more neighbours then G is not a star). If G is a star, any ordering of the vertices finishing with x 0 avoids the forbidden pattern.
Caterpillars. Let us now consider a caterpillar C, using a result in [5] 2 consecutives BFS, the second one starting at the end vertex of the first one, provide on a caterpillar an ordering avoiding the forbidden patterns. But they also provide a diametral path, since it has been proved that for trees it yields a diametral path [35] .
2-star. Same as for caterpillars with an extra test on the length of the diametral path that must be exactly 3.
Bipartite. Let us apply any Layered search on G, for example a BFS. Starting from x 0 the layers are L 1 , . . . L k . Consider the ordering τ = x 0 , L 2 , . . . L 2p , L 1 , . . . L 2p+1 when k = 2p + 1. Clearly if G is bipartite τ avoids the forbidden pattern.
Proper interval. If G is a proper interval graph, a series of 3 consecutive LBFS + always produces an ordering avoiding the characteristic first 2 patterns of Theorem 1 of proper interval graph [10] .
Interval. If G is an interval graph, a series of 5 consecutive LBFS + followed by a special LBFS * always produces and ordering avoiding the characteristic pattern of interval graphs [14] . It should also be noticed that a similar result can be obtained using another graph search, namely Maximal Neighbourhood Search, see [40] .
Split. Compute a maximal clique tree via a LBFS on G (as explained in [29] ) and identify the clique of maximal size C. Do the same procedure on G (without building G just using G) and identify I the clique of maximum size in G. If C and I partition V (G) then G is a split graph. So with 2 LBFS we can construct an ordering that avoids the forbidden pattern.
Threshold graphs. A maximal degree search (MDS) which is a generic graph search that starts at a vertex of maximal degree and then break ties with the degrees, i.e., at each step the selected vertex is eligible and has a maximum degree in the remaining graph. If the graph G is a threshold graph, this search generates an ordering τ of the vertices as described in Corollary 2. Let x 0 the first vertex in τ . To check if G is a threshold graph it suffices to check if N (x 0 ) is a clique and N (x 0 ) an independent set and that the neighbourhoods N (x 0 ) of are totally ordered with respect to their τ ordering. All of this can be done in linear time.
Triangle-free. Any ordering works, so we can use any graph search.
Triangle-free ∩ co-chordal. A LBFS applied in the complement of the graph will provide an ordering of the vertices avoiding the 2 patterns.
Co-comparability. If G is a co-comparability graph, a series of n consecutive LBFS + always produces an ordering avoiding the characteristic pattern of cocomparability graphs [22] .
Permutation. In [11] a permutation recognition algorithm is presented which works as follows. First compute a cocomp ordering τ for G and a cocomp ordering σ for G. Then transitively orient G (resp. G) using σ(resp. using τ ). Then use a depth first search to compute the two orderings that represent the permutation graph, both of them avoids the patterns. Using the above result for cocomparability graphs, thus in this case an ordering avoiding the patterns can be obtained via 2n + 2 consecutive graph searches.
Permutation Bipartite graphs. Add to the recognition of permutation graphs a BFS to check if the graph is bipartite.
Conclusion and perspectives

General properties of larger patterns
A natural question to ask, after this paper is: what about patterns that have more than three vertices? In this subsection, we give a few elements about larger patterns in general, and in the following subsection we focus on patterns on four nodes.
Patterns on a line and colorings
To illustrate the expressivity of the characterization by patterns, we show here how to express colorability notions in terms of forbidden patterns. A graph is (a, b)-colorable (see [18] ) if its vertex set can be partitioned into a stable sets and b cliques, the usual k-colorability corresponding therefore to (k, 0)-colorability. A pattern on k nodes is on a line if all pairs are undecided, except the ones between consecutive vertices (that is edges of the form (i, i + 1) with 0 ≤ i < k), that are either in E(T ) or N (T ).
Theorem 7. Let P be any pattern on a line with a edges and b non edges (regardless of the ordering). Then the class C P is exactly the class of (a, b) colorable graphs.
Proof. We prove the result by induction on a+b, that is the length (in edges) of the forbidden pattern. For a + b = 1, if the pattern is an edge, then the graph cannot contain edges and the graph is an independent set, and if the pattern is a non-edge, then the graph must be a clique. Suppose now that the property is true for a + b = t, let P be a pattern on a line with a edges and b non edges such that a + b = t + 1 and let P ′ be the pattern defined by removing the last vertex of P . First, consider a graph G with an ordering that avoids P . Suppose the last pair of vertices of P defines an edge. Consider the set X of vertices of G that have no neighbor to the right in the ordering. By definition they form an independent set. Moreover, since all vertices in V \X have a neighbor on the right, V \X with the induced order excludes P ′ : it would be extended to the entire pattern by the edge going right. Then by induction V \ X is (a − 1, b) colorable and by adding X, we get a (a, b)-coloration of G.
The same proof works if we suppose the last pair of P defines a non edge, by taking X to be the set of vertices that do not have a non edge to the right, which thus induces a clique. Conversely let G be (a, b)-colorable. If the last pair of P defines an edge, then a > 0 so remove from G one stable set X of the (a, b)-coloration to get an (a − 1, b)-colorable graph G ′ . By induction G ′ can then be ordered to avoid P ′ . Then by adding the stable set X at the end of the ordering, we get a good ordering. Indeed, if the pattern P was present, then since X is a stable set, the last edge would have its left end in V (G ′ ), and so P ′ would appear in G ′ . Again the proof is analogue from the case where the final edge of P is a non-edge.
In the case where b = 0 this corresponds to the classical Mirsky's Theorem, that states that the chromatic number of a graph G is the minimum over all acyclic orientations of G of the maximum length of a directed path [43] .
Theorem 8. A graph G is k-colorable if and only if there exists an order on its vertices that avoids the pattern on a line with k edges (a forward path of length k + 1).
Complexity of recognition for larger patterns
We know form the above that the complexity of recognition for larger patterns can be NP-hard, for example with k-colorable graphs, and polynomial, for example outerplanar graphs [44] . Outerplanar graphs are defined by the pattern of Figure 6 .
Duffus et al [20] conjectured that most classes characterized by a 2 connected pattern are NP-complete to recognize. Clearly using the above Theorem 7 this cannot be extended easily as a characterization. And the next challenge is to structurally understand the dichotomy P versus NP-complete for set of patterns on 4 vertices. Let us now focus on patterns with four nodes.
Patterns on four nodes
Now that we have a full characterization of the classes defined by patterns on three nodes, the next step is to understand what happens with four nodes. Actually we know very little, even for patterns with specific shapes. Also there are a lot of families to consider: there are already 3 6 = 729 families with a single pattern on four nodes. Of course using the Proposition 1-6, one can solve some configurations by adding a vertex to some set of patterns on 3 vertices. But it is only a small step. On the other hand, using the remark of the second to last paragraph of Subsection 3.3, cographs as introduced in [50] also known as P 4 -free graphs are exactly the graph class that admits an ordering of the vertices avoiding all the 12 patterns described in Figure 10 . But already in [17] Damaschke proposed a characterization using 2 patterns of size 3 and one of the P 4 orderings. Due to the definition of perfectly orderable graphs by Chvátal [9] , lot of work has be done on this P 4 orderings, see [2] .
Furthermore we also found a series of recognition problems for graph classes avoiding patterns on four vertices, namely graph classes related to intersection of geometric objects that we will study in a forthcoming work. One easy one to start with comes from p-Box graphs [51] , or under other names in [4] and [16] . These are intersection graphs of rectangles having a corner on a line. p-Box graphs can be characterized with the pattern of Figure 7 , very closed to that of outerplanar graphs: Conjecture: p-Box graphs can be polynomially recognized.
Use of patterns in distributed computing
Another argument in favour of the study of pattern characterizations is that they can be useful outside of graph theory. Distributed decision, is a subfield of distributed (network) computing, where one designs distributed algorithms to check that the network is in a proper configuration [26] . A typical example is checking that the network (or a part of it) is a tree. Such checking must use as little resources as possible, and in particular one aims at local checkers, that is algorithms that take a local decision based on a neighbourhood at constant distance. It is not always possible to check locally, thus the nodes may be given some extrainformation to take the decision. It happens that giving to every node its rank in the ordering is a good way (in some cases an optimal way) to help the nodes [25] .
A structural question
This study at the border between algorithmic graph theory and well structured graph classes has lead to many interesting open questions and we will finish by a structural one. How to capture the structure of the classes characterized by patterns? For example, the intersection of two classes defined by patterns on three nodes is not always characterized by patterns on three nodes (e.g. interval ∩ permutation). Also we emphasized in the text that in many cases the union-intersection property holds, but not always. It would be interesting to understand more precisely in which case it does and in which case it does not. By convention since mirror-Split=co-Split, we will ignore the pattern mirror-Split.
Program generating the list of classes
In this section, we describe the algorithm used for generating all the pattern families of Theorem 2. It basically consists in generating all the possible families, then removing the duplicates, and then simplifying the remaining ones. The correctness proof after the algorithm also serves as a manual to understand the algorithm step by step. In particular the algorithm manipulates bit vectors that represent pattern families.
1. Enumerate the bit vectors on 8 bits.
For every couple of bit vectors (in the ordering of the original list), if by applying one
of the operations below, the second vector becomes equal to the first, then remove it from the list:
(a) Exchange the bits at the positions 1 and 4, and at the positions 3 and 6.
(b) Invert the ordering of the vector (the first bit becomes the last bit, etc.).
(c) Do both operations.
3. Append 19 zeros after each vector, to make them 27 bits vectors.
4. For each bit vector, consider each triplet (a, b, c) of List A in Figure 9 , if the a th and the b th bit are 1s in the vector then transform them into 0s, and make the c th bit a 1. Then do the same with List B, and then List C in Figure 9 .
Return the bit vectors.
List A: (0, 1, 16), (0, 2, 12), (0, 4, 8), (1, 3, 13), (1, 5, 9) , (2, 3, 17) , (2, 6, 10) , (3, 7, 11) , (4, 5, 18) , (4, 6, 14) , (5, 7, 15) , (6, 7, 19) .
List B: List B: (8, 9, 22) , (8, 10, 20) , (9, 11, 21) , (10, 11, 23) , (12, 13, 24) , (12, 14, 20) , (13, 15, 21) , (14, 15, 25) , (16, 17, 24) , (16, 18, 22) , (17, 19, 23) , (18, 19, 25) .
List C: (20, 21, 26) , (22, 23, 26) , (24, 25, 26) . Proof. We go step by step in the algorithm.
1. There are eight full patterns, that are numbered from 0 to 7 in Figure 8 , and we use this ordering. The first step of the algorithm is generating all vectors on eight bits, that represent all the possible subsets of full patterns. As said in Subsection 3.4, all the families of patterns on three nodes are equivalent to a family made only of full patterns, thus at this point all the families are represented.
2. The second step consists in cleaning this list from duplicates.
(a) The patterns 0, 2, 5 and 7 are symmetric, and that (1,4), and (3, 6) , are the couples of symmetric patterns. Then the first operation consists in taking the symmetric of each pattern. Remember that a family of patterns is equivalent to the family of the symmetric patterns (Property 1). Therefore, if by this operation we find a vector that is already in the list, then we can safely remove it.
(b) We ordered the full vectors in such a way that the patterns 0, 1, 2 and 3 are the complements of the patterns 7, 6, 5 and 4 respectively. Thus this operation creates the family of complements. Again by Property 1, we know that the family of complements is equivalent to the family of the original patterns. Thus we can again safely discard one of them.
(c) The same as above applies. Note that symmetry and complement commute.
3. We will now also use non-full patterns, thus we need to use the 27 patterns list.
with one undecided edges, the ones that go from one to two undecided edges, and from two to three undecided edges. By applying the transformation in this order, we are sure that no more transformations can be applied.
5.
The list returned contains all the families, without duplicates due to symmetry or complements, in a form that cannot be simplified by applying more splitting rules.
The list presented in the proof of Theorem 2, is a reordering of the list given by this algorithm.
Orderings of P 4 and C 4
The orderings of P 4 are illustrated in Fig. 10 , and the orderings of C 4 are illustrated in Figure 11 . These lists are used in various proofs. For example the first one is used in Item 3 of the proof of Theorem 3, and Item 4 the proof of Theorem 4. 
Proof of Theorem 2
Proof. The program described in Subsection 8.2, provides a list of 87 families to investigate in order to have a list of all the classes characterized by a family of patterns on three nodes. The proof of Theorem 2 consists in going through this list and finding the class associated with each family. We use the following notation: [X] i denotes the family composed of the patterns in the list X, described by their numbers from Figure 8 in Subsection 8.1; and i is just an index to keep track of the items in the list of 87 families. For example [2, 5] 2 is the second family in our list, and it is composed of the patterns 2 and 5, which are respectively Comparability and co-Comparability. Note that for one class, there may be several families, for example through mirror operation; in order to make the comparison with the output of the program easier, we do not change the family to make it "more canonical". For example, the program outputs [1] and not [4] , which means that we consider mirror-Chordal and not Chordal.
[2] 1 : Comparability graphs. See Theorem 1.
[2,5] 2 : Permutation graphs. See Theorem 3.
[1] 3 : Chordal graphs. See Theorem 1, in addition to the mirror property, Item 3 in Property 1.
[1,6] 4 : Threshold graphs. The mirror property (Item 3 in Property 1) implies that this family is equivalent to [4, 3] , that is Chordal and co-Chordal. Then the result follows from Theorem 3.
[9] 5 : Interval graphs. See Theorem 1 (and mirror property).
[1,4] 6 : Proper interval graphs. See Theorem 4.
[4,9] 7 : Proper interval graphs. Also we can note that Pattern 1 extends Pattern 9, and Pattern 4 extends Pattern 18. Thus we know that the class defined by [4, 9] is contained in the one of [1, 4] and contains the one of [9, 18] . From Theorem 4, we know that [1, 4] and [9, 18] both define proper interval graphs, thus the result.
[13] 8 : Split graphs. See Theorem 1.
[4,13] 9 : Threshold graphs. Since split graphs are chordal graphs, this class is included in split graphs. Looking at Figure 10 , one can easy check that no ordering of a P 4 can avoid Patterns 4 and 13. Therefore this class is included into the threshold graphs. Using Definition 6-2(a), we know that threshold graph admits a vertex ordering in which every vertex is either universal or isolated in the remaining graph. Such an ordering trivially avoids Patterns 4 and 13, therefore this class is the threshold graphs. , which we proved to be threshold graphs. For the other inclusion, we use Corollary 2, that states that there is an ordering of threshold graphs that is simplicial and gives a transitive orientation for both the graph and its complement. The reverse ordering avoids Patterns 1, 2 and 6 (that are the patterns mirror-Chordal, mirror-co-Chordal, and Comparability). [2, 9] 13 : Trivially perfect graphs. Proving that the class is included in trivially perfect graphs could be done re-using previous results, 5 but we use another proof using another characterization. Using the mirror property (Item 3 in Property 1), the class of this family is the same as the one generated by [2, 18] . Let us consider a connected component of a graph in this class, and suppose it admits an ordering avoiding these patterns [2, 18] . Let x 0 the first vertex of this ordering and y its rightmost neighbour. Using Pattern 18, x 0 is necessarily adjacent to all vertices between x 0 and y in the ordering. We claim that x 0 has no neighbor after y 0 . Suppose the connected component of x 0 is not contained in the interval [x 0 , y] of the ordering. Then there must exist a vertex z of the connected component strictly after y in the ordering, then z is adjacent to some x in between x 0 and y. Then the triple (x 0 , x, z) form an occurrence of the forbidden Pattern 2, which is a contradiction and proves the claim. Therefore x 0 is universal to its connected component and these vertices are consecutive. If we delete x 0 we may have several connected components but we can apply the same argument for each of them. Hence the graph can be constructed using 2 operations : union of disjoint connected components and addition of a universal vertex. Trivially perfect graphs are the graphs that can be build this way (see Item 5b in Definition 6).
The reverse inclusion also holds. Given the hierarchical construction with universal vertices and disjoint unions, one can build an ordering that avoids the patterns: concatenate the orderings of the disjoint components and add the universal vertices to the left.
[9,10] 14 : Threshold graphs. See Theorem 3-4 (along with the mirror property of Item 3 in Property 1).
[1,2,4] 15 : Cliques. We claim that no ordering of a P 3 avoids the three patterns. Indeed, if the middle node of the path is respectively first, second or third in the ordering, then the pattern respectively 1, 2 or 4, is present. Thus the class is included in the cliques, and any ordering of a clique avoids the three patterns.
[2,4,9] 16 : Cliques. This case is similar to the previous one, [1, 2, 4] 15 . The only difference is the case of a P 3 with middle node at first position, that is now prevented by Pattern 9 instead of Pattern 1.
[2,13] 17 : Threshold graphs. Because of Pattern 13, the class is included into the class of split graph. Let V = K ∪ I the partition into a clique and an independent set. We will prove that in, a graph that avoids both patterns, the neighbourhoods of the independent set nodes are ordered by inclusion, which proves that it is a threshold graph (Item 2c of Definition 6). Take two nodes of that independent set i 1 , i 2 , with i 1 < i 2 in a good ordering. Consider k 1 , the left-most neighbour of i 1 , and k 2 the leftmost neighbour of i 2 .
Claim 2. In any correct ordering, i 2 < k 1 .
Proof. If k 1 < i 1 < i 2 , then there is an occurrence Pattern 13. If i 1 < k 1 < i 2 , then to avoid Pattern 13, there must be an edge between k 1 and i 2 , but then there is a occurrence of Pattern 2.
Claim 3. If, in addition i 2 < k 2 then N (i 1 ) ⊆ N (i 2 ) or N (i 2 ) ⊆ N (i 1 ).
Proof. First note that for j = 1, 2, if i j < k j , then the neighbourhood of i j is the set of all the nodes v such that k j ≤ v, because of Pattern 13. Then either k 1 < k 2 , and then N (i 2 ) ⊆ N (i 1 ) or k 2 < k 1 , and then N (i 1 ) ⊆ N (i 2 ).
The only cases left are when k 2 < i 2 < k 1 . In this case, to avoid Pattern 13, i 2 must be linked with k 1 . Then, with a similar argument as in the proof of Claim 3 we know that i 2 is linked with all the nodes after k 1 , and N (i 1 ) ⊆ N (i 2 ). This finishes the proof of the first inclusion: the neighbourhoods are always ordered, thus the graph is a threshold graph. For the other inclusion, using the notations of Item 2c in Definition 6, the ordering i 1 , ..., i p , k q , ...k 1 avoids both patterns.
[10,13] 18 : 2-threshold graphs.
Claim 4. The class is stable by addition of a universal vertex.
Proof. Given an ordering that avoids the patterns, adding a universal at the end cannot create an occurrence of the Patterns 10 or 13, because they both involve non-edges adjacent to the right-most vertex.
Consider now a (possibly disconnected) graph of the class that has no universal vertex. Consider the right-most node c in an ordering that avoids the patterns, and let N (c) be the neighbours of c and N (c) be the non-neighbours of c. Because of pattern 10, the nodes of N (c) must all be before any node of N (c). Now, note that any edge adjacent to a node of N (c), must have a right end-point that has a non-edge to c, and then such an edge would create a Pattern 13. Thus the nodes of N (c) are isolated. Note that as the graph has no universal vertex, N (c) is non empty. Finally, consider an edge between two nodes of N (c). This would create a Pattern 13 when considered with any node of N (c). Thus, to avoid both patterns, such a graph is a star with isolated nodes.
Therefore, the graph class of these patterns consists in a set of universal vertices connected to isolated nodes and a star (that is a set of isolated nodes with one universal vertex). Hence, the class is the class of the 2-threshold graphs.
For the reverse inclusion, using the same notations, a correct ordering is: I 1 , I 2 , c, U .
[2,5,13] 19 : Threshold graphs. This class is included into the one of [2, 13] 17 thus it is included into threshold graphs. Also, the ordering of threshold graphs described for [2, 13] 17 , not only avoids Pattern 2 and 13, but also Pattern 5.
[2,4,13] 20 : Cliques. For the sake of contradiction, suppose there is a connected component in a correct ordering, with two nodes a < b, such that (a, b) is not an edge. Then there is a path from a to b in the component. This path cannot be a P 3 , because the middle node cannot be respectively, left to a (because of Pattern 13), between a and b (because of Pattern 2) nor right to b (because of Pattern 4). And any longer path would be forbidden in a similar way (because there is a shortest path that must contain a P 3 ). Thus the contradiction implies that the class is included in cliques, and any order of a clique works.
[4,10,13] 21 : Trivial. Using the Pattern split rule, Pattern 10 can be replaced by Patterns 2 and 6. Then using the rule in the other direction, we can transform Patterns 6 and 4 into Pattern 14, which is co-Split. We proved in Theorem 3 that co-Split and Split (that is Pattern 13) characterize a trivial class. Thus the class we study is trivial.
[2,13,18] 22 : Cliques. Consider a connected component, and suppose there are two nodes i, i ′ that are not linked by an edge. Then, consider a node u adjacent to i. It is not possible that i ′ < u because of Pattern 18, nor it is possible that u < i because of Pattern 13. Then i < u < i ′ . But then, (u, i ′ ) cannot be an edge because of Pattern 2, and it cannot be a non-edge because of Pattern 13. Thus there is a contradiction, And any connected component is a clique. Finally because of Pattern 13, there is only one non-trivial clique. Any ordering of a clique avoids the patterns.
[10,13,18] 23 : Cliques. As Pattern 2 extends Pattern 10, the class is included in the class of [2, 13, 18] 22 , that is in the cliques. Any ordering of a clique avoids the patterns.
[0] 24 : Triangle-free graphs. See Theorem 1. [0,3,6] 28 : Bipartite chain graph. Patterns 3 and 6 imply that this class is contained into co-proper-interval graphs. It is well-known that complement of interval graphs are comparability graphs of interval orders, that is, they are comparability graphs corresponding to a sets of interval, where an interval I 1 is smaller than an interval I 2 , if and only I 1 finishes strictly before I 2 begins. Therefore, the class is included in the class of comparability graphs of proper interval orderings. Let us now consider a transitive orientation of such a graph. If in this directed graph there is a path of length strictly greater than 2, using transitivity this yields a triangle which is forbidden by Pattern0. Therefore they are bipartite graphs. Furthermore it is well known that interval orders do not contain 2 + 2, i.e. 2 edges independent or the complement of a C 4 . Thus these graphs are included into bipartite chain graphs. Now consider a bipartite chain graph, and the notations of Item 6a of Definition 6. The vertex ordering: a 1 , . . . , a |A| , b 1 , . . . , b |B| avoids the three patterns.
[0,3,5] 29 : Complete bipartite graphs. Because the family [1, 2] 11 is the co-mirror of [3, 5] , we know that the family is included into co-trivially-perfect graphs. It is more handy to consider the complement class, which is then included in trivially perfect graphs with no three independent nodes. Item 5d of Definition 6 states that trivially perfect graphs are comparability graphs of rooted trees. In this representation two nodes are independent if and only if one is not the ancestor of the other. The fact that the independent set has size at most two implies that this tree is has two branches, that are paths. It foolows follows that the graph must be made by two cliques with a vertex in common. Going back to the complement it yields a complete bipartite graph (A, B) plus an isolated vertex x 0 . As we are interested only in non-trivial connected components, this is a complete bipartite graph.
The ordering with one color class after the other avoids the three patterns.
[0,3,5,6] 30 : Complete bipartite graphs. As a subclass of case [0, 3, 5] 29 , it is included into complete bipartite graphs. The same ordering by color class also avoids Pattern 6.
[12] 31 : Bipartite graphs. See Theorem 1.
[7,12] 32 : Trivial class. co-Triangle-Free & Bipartite defines a trivial class, since such a graph can have at most 4 vertices.
[5,12] 33 : Bipartite permutation graphs. Pattern 2 extends Pattern 12, and [2, 5] 2 characterizes permutation graphs, thus (as Pattern 12 implies bipartiteness) the class is included into bipartite permutation graphs. For the other inclusion, consider the ordering of Theorem 3. It avoids Pattern 2 and 5 by construction, and in a bipartite graph it also obviously avoids Pattern 0. As [5, 12] is equivalent to [5, 2, 0] by the Pattern split rule, the characterization is proved.
[12,15] 34 : Trivial class. See Theorem 3.
[3,12] 35 : Bipartite chain graphs. The class is included in bipartite co-chordal graph, because of the two patterns. In a bipartite co-chordal graph, there are no two independent edges, because the complement of such a subgraph is a C 4 that is forbidden for chordal graphs. This implies that nodes of a same class of the bipartition must have their neighborhoods totally ordered by inclusion. By Item 6a of Definition 6, this implies it is a bipartite chain graphs. Now consider a bipartite chain graph, with partition A, B with the notations of Item 6a of Definition 6. The vertex ordering: a 1 , . . . , a |A| , b 1 , . . . , b |B| avoids the two patterns.
[3,6,12] 36 : Bipartite chain graphs. Because of case [3, 12] 35 , this class is included in bipartite chain graphs. Also the same ordering a 1 , . . . , a |A| , b 1 , . . . , b |B| avoids the three patterns.
[3,5,12] 37 : Bipartite chain graphs. This class is included into bipartite chain graphs because of case [3, 12] 35 . Also the same ordering a 1 , . . . , a |A| , b 1 , . . . , b |B| avoids the three patterns.
[3,5,6,12] 38 : Bipartite chain graphs. Again as a subclass of [3, 12] 35 , and with the same ordering by color class.
[16] 39 : Forest. See Theorem 1 (and mirror property).
