The decay in the oscillatory amplitude of diffraction intensity from an epitaxial growth front is due to the buildup of a multilevel step structure. This can occur as a result of kinetic limitations when the substrate temperature is sufficiently low or the deposition rate is very high so that thermal equilibrium cannot be achieved during growth. Another mechanism that can lead to a multilevel growth front is the existence of a step edge barrier at the steps so that deposited atoms cannot diffuse "downward" at the step edge which leads to a moundlike structure. In this paper we describe the characteristics of the diffraction intensity angular profile from the initial layer-by-layer structure to the final multilevel structure. A particular emphasis will be placed on the characteristics of the reciprocal space structure when the amplitude of the intensity oscillation decays to zero.
Introduction
The time-dependent intensity oscillation of diffraction beams has been widely used to monitor the rate and quality of epitaxial growth of films in real time for about 15 years. Although the intensity oscillation was first discovered in reflection high energy electron diffraction (RHEED), 1 the quantitative interpretation of data in terms of step density at the surface is not trivial and is still an ongoing research subject. 2 The complication results from the multiple scattering effect. In low energy electron diffraction (LEED), due to the near normal incident diffraction geometry, it is believed that the relationship between the step density and the intensity can be effectively interpreted using the single scattering theory. For atom scattering and X-ray diffraction, it is generally believed that multiple scattering is less severe and the interpretation is more straightforward.
The intensity oscillation is normally measured by collecting the intensity at a particular position in the reciprocal space during growth. Although this is a convenient way to monitor the intensity in real time, the information obtained by this detection mode is limited. On the other hand, it is known that by measuring and analyzing the entire angular distribution of intensity (angular profile), 3, 4 a much more complete picture of the layer structure can be obtained, including the distribution of islands. The need to measure the entire angular profile is even more obvious when a multilayer structure in the growth front is built up and the amplitude of the intensity oscillation decays as the growth proceeds. In fact, very often the amplitude eventually diminishes and the intensity oscillation finally comes to an end.
When the amplitude of the intensity oscillation decays to zero, one recognizes that the growth front becomes "rough" and normally would stop the measurement. Very little attention has been paid to the nature of the roughness until recently. It was found that at sufficiently low substrate temperature, different types of "roughness" can be formed during growth. 5 For homoepitaxy, at least two mechanisms had been proposed which would generate completely different types of growth front roughness. The existence of a surface step diffusion barrier (Schwoebel barrier) can give an uphill diffusion current and can lead to "moundlike" rough surface structure. 6 Even in the absence of a step barrier, due to the kinetic limitation and the inherent noise that always exists during the deposition, it leads to a surface roughness 5 that is completely different compared to that generated by the step diffusion barrier.
In this paper, we shall give a summary of a comparison of angular profiles and reciprocal space structures for rough growth fronts that are generated by the two different mechanisms mentioned above. An emphasis will be placed on the characteristics of the reciprocal space structure when the amplitude of the intensity oscillation decays to zero. Before we describe the diffraction theory of rough surfaces, we shall give a brief discussion on the nature of angular profiles for the initial layer-by-layer structure and the decay of the intensity. Fig. 1 . A schematic of the diffraction geometry. k0 and ks are incident and scattered wave vectors, respectively. k = ks -k0, is the momentum transfer due to the scattering. n is the surface normal. k can be decomposed into two vectors: k ⊥ n, the momentum transfer perpendicular to the surface, and k//, the momentum transfer parallel to the surface.
Angular Profiles for Two-Level Systems
The fundamentals of time-dependent intensity oscillation of a diffraction beam can be understood from the two-level systems. In general, the diffraction intensity angular profile can be written as the Fourier transform of a height difference function C(k ⊥ , r):
where
[We shall restrict the value of Φ to be 0 ≤ Φ ≤ 2π. Due to the periodicity, the result is identical for 2nπ ≤ Φ ≤ (2n+1)π, where n is an integer.] Here r is the lateral position on the surface, h(r) is the height of the surface at position r in units of c, c is the lattice constant perpendicular to the surface, G / / is the 2D reciprocal space lattice vector, and k ⊥ and k / / are the momentum transfers perpendicular and parallel to the surface, respectively. Figure 1 is a schematic of the diffraction geometry under consideration. It shows the incident wave vector k 0 , the scattered wave vector k s , and the momentum transfer k associated with a wave scattered from the crystalline surface.
Two-dimensional random filling model
The simplest two-level system that would generate an intensity oscillation based on the kinemetic theory is perhaps the two-dimensional random filling of atoms on a surface. 8 This can occur if the interaction energy between adatoms is negligible, or the deposition is performed at a sufficiently high temperature that no 2D or 3D islanding occur. In this case the height difference function can be written as
where θ is the coverage. The height-height correlation function H(r), which is defined as
Φ=0
, can be written as 2θ(1 − θ) for this random filling model.
Inserting Eq. (2) into Eq. (1) and performing the integration, we obtain the angular profile which contains a sharp δ peak intensity and a uniform background intensity:
In Fig. 2 we show the cross-section of the reciprocal space structure constructed from Eq. (3) for θ = 1/2. The central dark line represents the position and strength (magnitude) of the δ intensity. As the diffuse profile is a flat background, the FWHM (full width at half maximum) is infinity, which we do not show in the plot. At the out-of-phase diffraction Fig. 2 . Reciprocal space characteristics of the 2D random filling model (θ = 0.5). The central dark region refers to the δ peak and its relative intensity. Since the diffuse profile for this model is only a flat background, the FWHM for the diffuse profile is always infinity along the entire rod. The profiles on the right panel are selected diffraction profiles corresponding to Φ = 0.01π (near in-phase), Φ = 0.2π and Φ = π (out-of-phase). In fact, the intensity of the diffuse background also changes with Φ. For this particular coverage θ = 0.5, at the outof-phase diffraction condition the δ peak intensity becomes 0. However, for the coverage other than 0.5, the δ peak still can be seen at the out-of-phase condition.
condition where k ⊥ c = π, both the δ peak intensity and the background intensity oscillate as a function of coverage. When the δ peak intensity is maximum, the background intensity becomes minimum, and vice versa. The oscillation originates from the constructive and destructive interferences between scattering waves from the upper and lower levels of atoms when the upper layer is not completely occupied.
Two-dimensional random clustering model
If one includes the possibility of clustering of atoms due to adatom interactions, then the situation is much more complicated even in the kinemetic approximation. This is because there are an infinite number of ways in which one can configure the clusters on the two-dimensional surface. The variables include the shape of the clusters, the size distribution of the clusters, and the shape and size distribution of the unoccupied regions (or the "sea"). For systems with random cluster shape and size which would give a random two-dimensional step distribution, the height-height correlation function and the height difference function can be written as
where ξ is the lateral correlation length which is a measure of the average cluster size. The intensity can then be calculated to give
The second term of Eq. (6) is identical to the second term of Eq. (3), and it is the result of the scattering from the long range order of the surface. The first term of Eq. (6), the diffuse intensity, is a twodimensional Lorentzian function with a FWHM of
. The diffuse intensity is the result of the scattering from the short range disorder in the surface. The FWHM is inversely proportional to the lateral correlation length of the system.
In Fig. 3 we show the cross-section of the reciprocal space structure constructed from Eq. (6) for θ = 1/2 and ξ = 30. The central dark line represents the position and strength (magnitude) of the δ Fig. 3 . Reciprocal space characteristics of the 2D random clustering model (θ = 0.5). The shaded area between dashed lines represents the FWHM of the diffuse profile, and the central dark region refers to the δ peak and its relative intensity. The profiles in the right panel are selected diffraction profiles corresponding to Φ = 0.01π (near in-phase), Φ = 0.2π, and Φ = π (out-ofphase). The most distinct feature of this model is that the FWHM of the diffuse profile remains a constant along the rod. The intensity of the diffuse profile also changes with Φ. For Φ = 0 it becomes 0, while for Φ = π it reaches its maximum. For this particular coverage of θ = 0.5 and at the out-of-phase diffraction condition, the δ peak intensity becomes 0. However, for a coverage other than 0.5, the δ peak still can be seen at the out-of-phase conditio.
intensity. The dashed lines represent the positions of the diffuse profile where the intensity drops to half of the peak intensity of the diffuse profile. The shaded area therefore represents the regime within the halfwidth positions of the profile. Also, the shapes of profiles at different k ⊥ are shown in the right panel.
Equation (6) is an extension of earlier derivations of the diffraction from the growth front with a onedimensional random size distribution (geometric distribution) of surface steps in a two-level system.
10,11
In the one-dimensional case, the two-dimensional Lorentzian function in the first term of Eq. (6) is replaced by a one-dimensional Lorentzian function, and the factor 4π 2 in the second term is replaced by 2π.
Equation (6) GaAs/GaAs 12(b) and Co/Cu, 13 at appropriate substrate temperatures where the mobility is sufficiently large. The random nature of the cluster shape and distribution implies that there is no characteristic length scale (wavelength selection) in the system. Therefore the critical nuclear size would be 1 and the nucleation takes place at random sites. In Fig. 4 we plot the k ⊥ -dependent LEED profiles of Co/Cu(100) epitaxy for 30 s. 13 The coverage is about 0.25. The diffuse profiles are fitted using the 2D Lorentzian function of Eq. (6).
Wavelength selection in nucleation and growth
However, for many metals, very often the nucleation and growth leads to a well-defined 2D island shape and a well-defined island-island separation (wavelength selection).
14 This can occur when the 2D critical nuclear size is larger than 1. Obviously Eq. (6) is no longer valid in this case. To date, an analytical expression for the diffraction intensity from such two dimensional surfaces is not yet available. However, many important conclusions can be obtained by a one-dimensional diffraction analysis. An analytical form for the one-dimensional, two-level model 11, 15, 16 which works for any island size and "sea" size distributions is given by the equation
−ik / / x dx, and P a (x) and P s (x) are terrace with distribution functions of the island and the "sea," respectively. a is the lateral lattice constant, and β
is the average terrace size of the island.
If the island size distribution is not random, it leads to a characteristic length scale which would produce satellites in the profile. (In two dimensions, it would be a ring structure, known as Henzler's ring.
14(a) ) In Fig. 5 we plot the reciprocal space characteristics of the 1D island model (θ = 0.5) with a Γ distribution for both overlayer islands and substrate spacing. The Γ distribution
δ(x − na), where Z is a normalizing factor, and j and ω are two parameters. In the calculation we take a to be 1, j = 2, ω = 0.073 for the overlayer and j = 1, ω = 0.017 for the substrate. The diffraction intensity has a split diffuse profile. The position of the split peak is a measure of the separation of islands. The intensity still oscillates as a function of coverage, independent of the island size distribution. Therefore it is not possible to obtain the information Fig. 5 . Reciprocal space characteristics of the 1D island model (θ = 0.5). We choose a Γ distribution as the terrace width distribution for both overlayer (j = 2, ω = 0.073) and substrate (j = 1, ω = 0.017). The shaded area between dashed lines represents the FWHM of the diffuse profile, and the central dark region refers to the δ peak and its relative intensity. The profiles in the right panel are selected diffraction profiles corresponding to Φ = 0.01π (near in-phase), Φ = 0.2π and Φ = π (out-ofphase). The most distinct feature of this model is that the diffuse profile has a splitting due to island size selection, and it remains the same shape along the rod. The intensity of the diffuse profile also changes with Φ. For Φ = 0 it becomes 0, while for Φ = π it reaches its maximum. For this particular coverage of θ = 0.5 and at the out-of-phase diffraction condition, the δ peak intensity is 0. However, for coverages other than 0.5, the δ peak still can be seen at the out-of-phase condition. (7) by using a Γ distribution as the terrace width distribution. We use 1.76Å as the vertical spacing in the conversion of k ⊥ to the phase Φ.
on the nature of the distribution of islands (or clusters) on the surface just from the intensity oscillation without measuring the angular profiles. For example, in Fig. 6 we plot the k ⊥ -dependent angular intensity profiles of the (00) diffraction beam for Fe/Au(100) epitaxy at about 0.5 ML coverage.
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One can clearly see the shoulder or the splitting in the diffuse profiles. The solid curves are the fits from Eq. (7) by using the Γ distribution as the terrace width distribution.
Alternatively, Monte Carlo methods can be employed to simulate the 2D nucleation process and the intensity can be obtained by taking the Fourier transform of the simulated surface. 18 The intensity is then compared with the measured angular profiles to extract quantitatively the parameters relevant to the nucleation kinetics.
Intensity Decay
In ideal layer-by-layer growth models, the diffraction intensities given by both Eq. (6) and Eq. (7) oscillate as a function of coverage with a constant amplitude. In Fig. 7 , we plot the magnitude of the peak intensity (δ intensity), which is the second term of Eq. (6), as a function of coverage (or the deposition time) for Φ = π, the out-of-phase diffraction condition. Also, in Fig. 7 , we plot the intensity at different positions of the profile, i.e. ∆k / / = 0.2 as a function of coverage for Φ = π.
The decay of the amplitude of the intensity oscillation is a result of a deviation from the ideal layer-by-layer growth and the roughening of the growth front where a multilevel step structure is created. The multilevel step structure can have different characteristics, depending on the mechanisms of the growth front roughening. The form of the amplitude decay and the evolution of the shape of the angular profile therefore depend on the origin of the roughening. For a kinetic roughening induced by any noise, a continuum Langevin equation can be used to describe the morphology of the growth front. C(k ⊥ , r) is then extracted from the solution of the Langevin equation and the intensity can be calculated using Eq. (1). The intensity is then evolving from a two-level system at the initial stage of growth given by Eq. (6) to a multilevel step structure given by Eq. (11) to be discussed later. Fig. 7 . The intensity of the diffraction profile as a function of surface coverage θ for the 2D random clustering model. The solid curve represents the δ peak intensity, and the dashed curve represents the intensity of the diffuse profile at ∆k// = 0.2. They have a phase shift of π. For an ideal layer-by-layer growth, as the surface coverage oscillates with the growth time, the diffraction intensity also oscillates with the growth time. • C. The intensity profiles were scanned along the [112] direction, and the data were taken at the electron beam energy E = 47 eV, corresponding to an out-of-phase condition, Φ ≈ 7.0π. At t = 0, the line shape exhibits a sharp δ-like profile that is identical to the HRLEED instrument response. For t > 0, the diffraction profile can be decomposed into a δ peak and a diffuse profile. The diffuse profile can be fit well by a 2D Lorentzian function. Notice that the intensity of the profiles oscillates with time.
In a two-level system the FWHM of the diffuse intensity [given by Eq. (6)] is independent of Φ (see Fig. 3 ). But in a multilevel structure, the FWHM depends very much on the value of Φ. The peak intensity (the δ intensity component) oscillates and the amplitude of the oscillation decays in time as the growth proceeds. A quantitative, closed form solution for any value of Φ can be obtained for this oscillation:
h(t) is the average height of the film in units of c and is given by Rt, where R is the rate of deposition. The interface with w is defined as
The amplitude therefore decays according to a Debye-Waller-like factor and is very sensitive to the interface width. This damped oscillation reflects the transition from the layer-by-layer to the multilayer growth.
In particular, at the out-of-phase condition, the peak intensity is given by the following simple form:
The magnitude of w increases as a function of time as the growth front gets rougher. The kinetic roughening induced by noise predicted that the interface width grows as a power law in time, w ∼ t β , where β is the growth exponent. The value of β ranges from 0 to 1, depending on the specific mechanism that is responsible for the surface smoothing during growth. For a smoothing effect caused by the Mullins type of linear surface diffusion, β = 1/4. In Fig. 8 
growth of Si/Si(111) with the growth rate of seven bilayers per minute. The growth was performed at 275 ± 5
• C and the data were collected at exactly the out-of-phase diffraction condition. For growth time t > 0, the diffraction profile always consists of a δ peak and a diffuse profile. The diffuse profile can be fit well by a 2D Lorentzian function as given in Eq. (6). In Fig. 9 we plot the decomposed Bragg peak intensity as a function of time. Then we fit the decay of peak intensity using e
where β = 1/4. The dashed curve describes the decay qualitatively. Conversely, with good intensity oscillation data, one should be able to extract the value of β from the fit of data.
For mound formation induced by the Schwoebel barrier, the angular profile has a ring structure due to the wavelength selection, which is a reflection of the separation of the mounds. Nevertheless, the peak intensity also oscillates and decays in time. The peak intensity at the out-of-phase condition is modified to give
where κ i are cumulants of the height distribution. For a Gaussian height distribution, κ i = 0, and Eq. (10) reduces to Eq. (9).
Intensity Profiles from Multilevel Rough Growth Fronts
At the later stages of growth, the intensity ceases to oscillate and the peak intensity stays stationary as , which is plotted as the solid curve. The dashed curve represents the plot of the corresponding damping factor, e
. The fit shows that the growth exponent is consistent with β = 1/4. the growth proceeds. In fact, for a sufficiently large w, this happens at all values of Φ, from near in-phase to out-of-phase diffraction conditions, as seen from Eq. (8) . How do the angular profiles behave? Can one obtain information on the nature of the growth front roughness if the entire angular profile, not just the peak intensity, is measured?
It turns out that at the out-of-phase diffraction condition, both the noise-induced roughening and the Schwoebel-barrier-induced roughening give a diffuse angular profile with a very similar shape when the interface width becomes sufficiently large.
19,20
The ring structure caused by the wavelength selection in the mound formation case disappears under the near out-of-phase diffraction condition. Therefore, under this diffraction condition, it is not possible to differentiate between these two mechanisms which cause the growth front roughening.
However, recently we showed 21 that if one moves away from the out-of-phase diffraction condition towards the near in-phase condition, the angular profiles resulting from the two mechanisms behave very differently. The ring structure in the Schwoebel barrier roughening case persists even at the later stages of growth while the peak intensity oscillation ceases to exist. On the other hand, for the noiseinduced roughening, the broadened diffuse profile does not contain a ring structure. This makes it possible to differentiate the two mechanisms even at the later stages of growth when the intensity oscillation stops. We shall now give a brief summary of the general properties of the diffraction intensity and characteristics specifically associated with noiseinduced and Schwoebel-barrier-induced rough surfaces.
General diffraction characteristics
In general, the diffraction intensity I can be broken into two parts:
and
× e ik / / ·r dr .
Here we assume that the surface under consideration is isotropic. Again, the sharp δ intensity term,
, describes the long range order, and the diffuse intensity, I diff (k ⊥ , k / / ), describes the short range disorder of the surface. C(k ⊥ , r → ∞) is the height difference function evaluated at a large distance. The height difference function C(k ⊥ , r) depends on the specific form of the surface height distribution. It can be shown that
for a Gaussian height distribution, and
for a Poisson height distribution, 21 where Ω = 2w
In the following presentation, we assume a Poisson height distribution. (The use of a different height distribution does not alter the qualitative conclusion of the present work.) In order to calculate the diffraction intensity, one has to evaluate the height-height correlation function H(r, t) of the system. This function behaves differently in the case of noise-induced roughening as compared to the Schwoebel-barrier-induced roughening. This in turn would give different diffraction characteristics for the two cases. However, some general conclusions can be made for both the noiseinduced and the Schwoebel-barrier-induced rough surfaces without knowing the specific form of H(r, t). The height difference function can be written as
Therefore the δ intensity term can be integrated to give ∼ e −Ω and is a measure of the interface width w. (Normally w is obtained by evaluating the ratio of the δ intensity to the total integrated intensity, which is also proportional to e −Ω .)
The diffuse part of the intensity can be written as
For Ω 1, i.e. at the near in-phase diffraction condition or/and a small interface width, we can expand the integrands in Eq. (17) as a power series and keep only the first term. The integral can then be approximated by
(18) This is basically (directly proportional to) the power spectrum of the rough surface. The power spectrum is defined as the Fourier transform of the autocorrelation function, R(r, t) = h(r, t)h(0, t) . The autocorrelation function is related to the height-height correlation function through R(r, t) = w 2 − H(r,t)
2 . For Ω 1, i.e. at the out-of-phase diffraction condition or/and for a large interface width, the contribution of the second term of Eq. (17) is small and the diffuse intensity can be written as
In fact, the major contribution in Eq. (19) comes from the short range value of H(r, t) in the argument of the exponential factor. As we shall show later, one consequence of this is that the profile shapes of the noise-induced and Schwoebel-barrier-induced rough surfaces are rather similar under this condition.
Noise-induced roughening
In this case, the roughening is caused by the competition between the inherent thermal noise and the nonuniformity in the deposition flux that exists during the growth and the smoothing effects. 5 Examples of smoothing effects are: (a) the surface diffusion and (b) flattening by the evaporation/condensation process during growth. Very often Langevin equations can be used to describe such a dynamic growth front. In general, the solution can be written in the following scaling form for the height-height correlation function:
where f (x) = 1 for x 1, and f (x) = x 2α for x << 1. In this formula, w is the interface width and is expected to grow as a power law of time ∼ t β , ξ is the lateral correlation length which grows as ∼ t β/α , f (x) is the scaling function, and α is the roughness exponent describing how wiggly the local surface is. The value of α ranges from 0 to 1.
Different smoothing effects would lead to different values of the growth exponent β and the roughness exponent α. The growth and roughness exponents posses a "universal" value for a particular smoothing effect and are independent of the detail of the Fig. 10 . An example of the height-height correlation function proposed by Sinha et al. 21 for a noise-induced surface with w = 3, α = 1 and ξ = 10π. There is no oscillation observed in the curve, which catches the essence of the noise-induced surface.
atomic interactions or other microscopic parameters specific to the system. In order to explore the characteristics of the diffraction beam shape, we shall adopt a specific form for the height-height correlation function H(r) proposed by Sinha et al.:
In Fig. 10 we plot an example of this characteristic function with w = 3, α = 1 and ξ = 10π. It is clear that for this type of rough surface, the heightheight correlation function H(r) does not have an oscillatory behavior along the r axis, which captures the behavior of the noise-induced surface discussed above.
The characteristics of the diffraction intensity for the noise-induced surface (w = 3, α = 1, ξ = 10π) along the reciprocal "rod" (cross-section) is shown in Fig. 11 . The shaded area between the dotted curves represents the FWHM of the diffuse profile, and the Fig. 11 . Reciprocal space characteristics of a noiseinduced surface with w = 3, α = 1 and ξ = 10π. The shaded area between dotted curves represents the FWHM of the diffuse profile, and the central dark region refers to the δ peak and its relative intensity. The profiles in the right panel are selected diffraction profiles corresponding to Φ = 0.01π (near in-phase), Φ = 0.2π and Φ = π (out-of-phase).
central
At the near in-phase diffraction condition where Φ ∼ ε and |ε| << 1 (i.e. Ω << 1), the diffraction intensity contains a sharp central peak (theoretically a δ peak) and a broader diffuse profile, as shown in the right panel of Fig. 11 . This is consistent with the intensity discussion presented in the previous section. Substituting the height-height correlation given by Eq. (21) into Eq. (18), one obtains the diffuse intensity (or the power spectrum)
At this condition, the inverse of the FWHM of the diffuse profile is a measure of the lateral correlation length, FWHM ∼ 1/ξ. For α = 1 and 1/2, this equation gives the familiar Gaussian function and Lorentzian function, respectively. The FWHM remains unchanged for small |ε| as |ε| increases. As we go up along the rod, the diffuse profile begins to broaden while the δ peak intensity decreases.
Near the out-of-phase diffraction condition where Φ ∼ π (i.e. Ω 1), only the diffuse profile can be seen and its FWHM reaches a maximum value. The intensity can be written as
The FWHM of the profile is a measure of the average local slope of the rough surface and is given by ∼ The shape of the reciprocal space structure was actually observed in the MBE growth of Si on Si(111) surface at low temperature and under a high deposition rate of seven bilayers per minute for 10 min. In Fig. 12 we show the measured reciprocal space structure for Si/Si(111) grown at about 275
• C using a HRLEED technique. The range of ξ is narrowed down form the FWHM of the diffuse profile at near the in-phase condition to be 60Å. The interface width w and the roughness exponent α were varied to produce the best fit by a visual inspection. These (00) beam measured from the Si/Si(111) surface grown at 275
• C at the later stage of growth. There is no split satellite peak in all the measured profiles along the reciprocal rod. The profiles on the right correspond to Φ = 7.98π (near in-phase) and Φ = 7.03π (near out-ofphase). The δ peaks represented by the filled rectangles along the (00) rod exist at and near in-phase conditions. The δ peak intensity decreases rapidly when the diffraction condition moves away from the in-phase condition. parameters were determined to be 4.0Å and 0.89, respectively. It is concluded that the roughness (step structure) is rather random and no clear wavelength selection (satellites) can be detected.
Schwoebel-barrier-induced roughening
In this growth model, the step barrier (Schwoebel barrier) prevents adatoms from hopping down the steps, which generates an uphil diffusion current.
6
There are two important features in this kind of growth:
(i) The surface consists of regular mound structures, having a wavelength selection. During growth, mounds coarsen, and the average mound separation λ grows as a power law λ ∝ t n , with n ranging from 0.16 to 0.26.
(ii) The slope of mound remains essentially constant after an initial transient, known as the slope selection. The selected slope is usually small (less than 1.0). The dynamic scaling hypothesis is not suitable for describing this surface, although the interface width w also obeys a power law, w ∝ t β . This growth mechanism can also be described by a nonlinear Langevin equation. 6 Due to the wavelength selection, the height-height correlation function possesses an oscillatory behavior. We suggested the following form for representing such a function:
where J 0 (x) is the zeroth order Bessel function, and λ is the average mound separation. Four parameters are used to describe the surface, e.g. the interface width w, the system correlation length ζ the roughness exponent α, and the average mound separation λ. For the mound formation it is known that the local slope is quite smooth and α = 1.
The system correlation length ζ determines how randomly the mounds are distributed on the surface. The smaller the ζ, the more random the distribution. The Fig. 13 . Examples of the height-height correlation function proposed for a mound surface with w = 3, α = 1 and various ζ/λ ratios.
overall effective lateral correlation length is a function of both ζ and λ.
The additional parameter, i.e. the average mound separation λ, makes the problem more complicated. In Fig. 13 we plot the characteristic functions for w = 3, α = 1, and different ζ/λ ratios. The behavior of the characteristic functions is controlled by the ζ/λ ratio. If ζ/λ ≥ 1, the height-height correlation function H(r) has an oscillatory behavior.
The reciprocal space structure of the diffraction from this mound surface is shown in Fig. 14. This structure is quite different from the noise-induced roughening case shown in Fig. 11 . There is a ring structure near the in-phase diffraction condition in addition to the δ peak intensity. Going up along the rod, a central diffuse intensity gradually appears with increasing intensity, and the FWHM of the diffused central intensity remains almost unchanged (see the diffraction profile at Φ = 0.2π in Fig. 14) . After reaching a maximum intensity (Φ ≈ 0.2π, depending on the roughness parameters, w, ζ and λ), the split satellite intensity begins to decrease. The width of the central diffuse intensity keeps on broadening. At Φ ≈ 0.4π the satellite peak is buried into the broadened central intensity. At this point one cannot distinguish the position of the satellite peak from the profile. At the out-of-phase condition, the profile becomes one single broad peak very similar to that obtained from a noise-induced rough surface (see the diffraction profile at Φ = π in Fig. 11 ).
Quantitatively at near the in-phase diffraction condition,
where I 0 is the zeroth order modified Bessel function. This function has a ring structure, which is a reflection of the oscillatory behavior in the heightheight correlation function due to the wavelength selection. The position of the ring, 2π/λ, is a measure of the mound-to-mound separation. The FWHM of the satellite is inversely proportional to the system correlation length ζ. If ζ/λ is sufficiently small, the oscillatory behavior in H(r) may disappear totally, and there is no characteristic ring in the diffraction profiles anymore. At the near out-of-phase diffraction condition such that Ω 1, we have
The solution is a Guassian function with the FWHM ∼ w
. For ζ λ, the FWHM is a direct measure of the local slope of the mounds, w/λ. It is seen that at near the out-of-phase diffraction, the profiles for the mound surface and the noise-induced rough surface have a very similar shape, a result which is consistent with an earlier prediction. 19, 20 The reason is that for a sufficiently large w, the dominant contribution in Eq. (19) is from the small r regime due to the exponential factor in C(k ⊥ , r). The oscillatory behavior in the heightheight correlation function is in the large r regime and the contribution becomes small in the exponential factor.
Note that when the interface w is still small, the condition Ω 1 cannot be satisfied even at the outof-phase diffraction condition, Ω ∼ π. In this case, satellites persist even at the out-of-phase condition. As the interface width grows, the satellites gradually merge into one single, broadened profile. This phenomenon was observed in several metal/metal experiments.
14(d), 24 Unfortunately, so far there have been no experimental data on the measurement near the in-phase condition for a sufficiently large interface width that shows the satellite structure as displayed in Fig. 14. 
Concluding Remarks
The nature of growth front roughness and the mechanisms which control the evolution of the roughness are of great interest to researchers from both the fundamental and the practical point of view. One key experimental aspect of this type of study is the ability to perform a real time measurement. It is easier to monitor the intensity in real time during growth using a point detector without changing its position. However, for angular profile measurements, one needs to scan the angular dependence of the intensity in real time. Very often, this compromises the temporal resolution of the measurement. For most growth studies a temporal resolution in the order of a second is desirable.
A natural solution to this difficulty is, of course, to use a high resolution position-sensitive detector where one can capture the entire angular distribution of intensity in a short time. Orders-of-magnitude improvement in temporal resolution can be achieved. This strategy has been employed by a number of researchers over the years, but to date it has still not been widely used, especially for angular profile analysis. The downside of this strategy is the loss of the dynamic range and one cannot cover many-orders-ofmagnitude change in intensity. This problem can be severe at the near in-phase diffraction condition (or small Ω) where the magnitude of diffuse intensity is much smaller than the central δ peak intensity. However, for near the out-of-phase diffraction condition (or large Ω), the effect is less severe.
Another challenge is the knowledge of the k ⊥ dependence of the angular profile. This is required if one wants to examine the entire reciprocal space structure. To obtain this information in real time, one needs to measure the k ⊥ dependence (through either the change of incident energy or the incident angle) of the angular profile within one second. This is not realistic for most of the diffraction techniques. A compromise strategy is to scan the profiles at only two different energies to monitor the near in-phase and near out-of-phase diffraction conditions during growth. This would capture the essence of the nature of the growth dynamics and allows us to measure all the important roughness parameters.
