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1 はじめに




方,hider は総費用が大きくなるように目標物を隠すノードを選びたい.このような状況が両 player の
利得の和をゼロとして行列ゲームモデルとして表現される.
このゲームを解く ことの難易度は (i) 探索諸費用,(ii) ネッ トワークの構造,さらに (iii) 探索者の
探索出発ノード,の3点に依存する.ネッ トワークがサイクルを含む場合,探索諸費用が特殊な条件を
満たす場合に分析がなされている ([8]) . 文献 [7] と [9] は木ネッ トワークの場合を解析している.本稿
の目的は,探索者の探索出発ノードが指定されている場合にサイクルを含むネッ トワークの構造に焦点
を当ててゲームの解析をすることである.さらに,今後の課題を述べることである.Alpern /\mathrm{G}\mathrm{a}1 [2] と
Ruckle [10] は探索ゲームについて解説したテキストである Gluss [6] はゲームではなく費用最小化問
題を扱っているが,移動費用を導入したという点でこの分野の草分けの論文である.Dagan /\mathrm{G}\mathrm{a}1[5] は探
索領域がネッ トワーク上の任意の点であり,探索出発ノードが指定されていなく,かつ移動費用のみの








く 述べる. \mathcal{G}=(N, E) を連結な有限ネッ トワークとする.ここに N=\{0, 1, n\}, n\geq 2 , はノー ド
の集合, E\subseteq N\times N は辺の集合である. i, j\in N に対し,(i ) j ) \in E はノード i と j を結ぶ辺があるこ
とを表す.辺に沿った有限個のノードの列をパスという.





いても 0 である.したがって探索者が同一のノードを2度以上調べることはない.ノード i\in N を調べ
る費用は c_{i}>0 である. (i, j) \in E のとき,ノード i から j への移動費用は d(i, j) である. (i, j) \not\in E の
ときネッ トワークは連結であるから i から j へのパスが存在する. i から j へのすべてのパスに対してパ
ス上の辺の移動費用の和を考え,その最小値を d(i, j) とする.また,すべてのノード i に対し d(i, i)=0
とする.
hider の (純粋) 戦略はノード i \in  N\backslash \{0\} を選ぶこ とである.探索者の (純粋) 戦略は,探索を開
始する前に,探索するノードの順序を決定するこ とである.探索者の戦略を  $\sigma$ \equiv [ $\sigma$(1), . . . ,  $\sigma$(n)] と
表す.  $\sigma$ は  N\backslash \{0\} 上の置換である.また,  $\sigma$(0) = 0 としておく.  $\sigma$ の逆順序を  $\sigma$^{r} と表す.ここに,
$\sigma$^{r}(j)= $\sigma$(n+1-j) , 1\leq j\leq n である.さらに, $\sigma$^{-1} を
$\sigma$^{-1}(i)=j\Leftrightarrow $\sigma$(j)=i (1)
によって定義する.例えば, n=5,  $\sigma$= [3 , 2, 4, 1, 5 ] のとき $\sigma$^{r}= [5 , 1, 4, 2, 3], $\sigma$^{-1} =[4 , 2, 1, 3, 5 ] となる.
hider, 探索者がそれぞれ i,  $\sigma$ を選んだとき,探索者が静止目標物を見つけた時点で探索は終了する.
このときの探索費用は
 f(i,  $\sigma$)\displaystyle \equiv\sum_{x=1}^{$\sigma$^{-1}(\dot{ $\iota$})}[d( $\sigma$(x-1),  $\sigma$(x))+c_{ $\sigma$(x)}] (2)
となる.  $\sigma$ これを hider の利得と考え,探索者はこれをできるだけ小さく,hider はできるだけ大きくす
るようにそれぞれ  i,  $\sigma$ を選ぶ,として2人有限ゼロ和ゲームモデル  $\Gamma$(\mathcal{G}, c, d) が得られ,nx n! 型の行列
ゲームとして表現される.hider, 探索者の混合戦略をそれぞれ p, q で表して探索者が目標物を発見する
までの期待探索費用を f(p, q) と表す.ここに, p= (pl, . . . , pのおよび q=\{q( $\sigma$)\}_{ $\sigma$} である.一方のみ
が,純戦略をとったときの期待費用を f(p,  $\sigma$) , f(i, q) と表す.
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本稿では
c_{i}=c>0, \forall i\in N\backslash \{0\} , and d(i, j)=1, \forall (  i ) j ) \in E (3)
を仮定する.
3 ゲームの値の上限,下限
仮定 (3) のもとでは,ハミルトンネッ トワークの場合,ゲームを解く ことができる.本節では,まず
この事実を述べた後,ゲームの値の上限,下限について述べる.
命題1. ハミルトンネッ トワーク \mathcal{G}=(N, E) において探索者の最適戦略はハミルトン閉路を与える探索
順序とその逆順をランダムに選ぶこ とである.一方,hiderは 0 以外のノードに等確率で隠すことであ
る.ゲームの値は \displaystyle \frac{(n+1)(1+c)}{2} である.
Proof: ハミルトン閉路を与える探索順序を  $\sigma$ とする.式(2) と仮定 (3) によ り
 f(i,  $\sigma$)+f(i, $\sigma$^{r})=(n+1)(1+c), \forall i\in N\backslash \{0\} (4)
を得る.よって,hider の全ての混合戦略に対して,探索者は  $\sigma$ と  $\sigma$^{r} を等確率で用いることにより期待
探索費用を \displaystyle \frac{(n+1)(1+c)}{2} と出来る.次に,hider が 0 以外のノードに等確率で隠す戦略を p^{*} とする.探索
者の任意の探索順序  $\tau$ に対して
 f(p^{*},  $\tau$)=\displaystyle \sum_{i=1}^{n}\frac{1}{n}\sum_{x=1}^{$\tau$^{-1}(i)}[d( $\tau$(x-1),  $\tau$(x))+c]\geq\sum_{i=1}^{n}\frac{1}{n}\sum_{x=1}^{$\tau$^{-1}(\dot{ $\iota$})}(1+c)=\frac{(n+1)(1+c)}{2} . (5)
を得る.つまり,hider は p^{*} により期待探索費用を \displaystyle \frac{(n+1)(1+c)}{2} 以上と出来る.しかも,ハミルトン閉路を
与える探索順序  $\sigma$ に対し,  d( $\sigma$(x-1),  $\sigma$(x))= 1, 1 \leq x\leq n であるので, f(p^{*},  $\sigma$) = \displaystyle \frac{(n+1)(1+c)}{2} である.
口





命題2. ネッ トワーク \mathcal{G}=(N, E) においてゲームの値を v とすると
\displaystyle \frac{(n+1)(1+c)}{2}\leq v\leq\min_{ $\sigma$}\{\frac{D( $\sigma$)+(n+1)c}{2}\}\leq n+\frac{1+c}{2} ) (6)
ここに, D( $\sigma$)\displaystyle \equiv\sum_{x=1}^{n}d( $\sigma$(x-1),  $\sigma$(x))+d( $\sigma$(n), 0) である.
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Proo弟探索者の任意の探索順序  $\tau$ に対して命題1の(5) により
 f(p^{*},  $\tau$)\displaystyle \geq\frac{(n+1)(1+c)}{2} . (7)
これより,(6) の左側の不等式が得られる.また,探索者の探索順序  $\tau$ に対して,
 f(i,  $\tau$)+f(i, $\tau$^{r})=D( $\tau$)+(n+1)c, \forall i\in N\backslash \{0\} . (8)
探索者は \displaystyle \min\{D( $\sigma$) : $\sigma$\} の最小値を与える  $\tau$ を選んで,  $\tau$ とその逆順序とを等確率で選ぶことにより (6)
の2番目の不等式が得られる.また,ネッ トワーク \mathcal{G} = (N, E) の生成木を一つ選びノード 0 から出発
し生成木に沿って全てのノードを通過して生成木に沿って 0 に戻ってく るときの通過距離は 2n である.
\displaystyle \min\{D( $\sigma$) : $\sigma$\}\leq 2n であるから一番右の不等式が成立する. \square 
例1. ネッ トワーク \mathcal{G}=(N, E) が次のようなものとする (  k\times\ell格子ネッ トワーク).
 N=\{i_{j}:1\leq i\leq k, 1\leq j\leq\ell\} , ただし, 1_{1}=0 とする
E=\displaystyle \bigcup_{\dot{l}=1}^{k}\{(ij, ij+1):1\leq j\leq\ell-1\}\cup\bigcup_{j=1}^{\ell}\{(i_{j}, (i+1)j):1\leq i\leq k-1\} (9)
もし,積klが偶数であれば \mathcal{G} はハミルトンネッ トワークであり命題1を適用できる.  k\ell が奇数である
として,  k=3, \ell=5 とする.ここで,ノード 1_{1} が探索者の出発位置である.
図1
図1においてハミルトンパスの一つが矢印で示されている.これによって決まる探索順序とその逆の探
索順序を探索者が等確率で選ぶことにより期待費用を高々 8+\displaystyle \frac{15}{2}c とできる.一般に,積  k\ell が奇数の場
合も図1のようにハミルトンパスを見つけることができる.ゲームの値は高々 \displaystyle \frac{kl+1}{2}+\frac{kl}{2}c である.
命題3. ネッ トワーク \mathcal{G}=(N, E) においてゲームの値が
v=\displaystyle \frac{(n+1)(1+c)}{2} , (10)
であるとする. q = \{q( $\sigma$)\}_{ $\sigma$} を探索者の最適戦略とする. q( $\sigma$) > 0 であれば,辺に沿ったノードの列
 $\sigma$(1) , . . . ,  $\sigma$(n) はハミルトン路である.つまり
d( $\sigma$(x-1),  $\sigma$(x))=1, \forall 1\leq x\leq n (11)
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である.
Proo爺 (5) によって p^{*} はhider の最適戦略である. q( $\sigma$) >0 であるから相補スラック性の定理により
f(p^{*},  $\sigma$)=\displaystyle \frac{(n+1)(1+c)}{2}=v . (12)
こ こで
d( $\sigma$(x-1),  $\sigma$(x))+c\geq 1+c, \forall 1\leq x\leq n (13)
に注意して
f(p^{*},  $\sigma$)=\displaystyle \sum_{\dot{ $\iota$}=1}^{n}\frac{1}{n}\sum_{x=1}^{$\sigma$^{-1}(\dot{ $\iota$})}[d( $\sigma$(x-1),  $\sigma$(x))+c] (14)
\displaystyle \geq\sum_{i=1}^{n}\frac{1}{n}(1+c)$\sigma$^{-1}(i)=\frac{(n+1)(1+c)}{2}.
よって,(12), (13) および(14) から
\displaystyle \sum_{x=1}^{$\sigma$^{-1}(\dot{l})}[d( $\sigma$(x-1),  $\sigma$(x))+c]=$\sigma$^{-1}(i)(1+c), \forall 1\leq i\leq n . (15)





ノード 0 , 1, 2, 3, 4が円ネッ トワークを構成しそれにノード5が他のノードと図のように結ばれている
場合の解を検討する. 5\times 120 型の行列ゲームを解く ことが問題である.
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図3の場合,探索者は探索順序 [1,2,3,4,5] と [5,4,3,2,1] を確率1/2ずつ用いる戦略 q によって期待探索
費用を v=\displaystyle \frac{7}{2}+3c とできる.つまり, f(i, q)=v, 1\leq i\leq 5 . 一方,hider は戦略
p=\displaystyle \frac{1}{W}(2+c, c, \frac{3}{2}+c, \frac{3}{2}+c, 2+c) , where W=7+5c . (16)
を用いると, f(p, [1,2,3,4,5])=f(p, [5,4,3,2,1])=v である.
図5の場合,探索者は探索順序 [5,1,2,3,4] と [4,3,2,1,5] を確率1/2ずつで用いて期待探索費用を v= \displaystyle \frac{7}{2}+3c
とできる.一方,hiderは戦略
p=\displaystyle \frac{1}{W} (\displaystyle \frac{c(5+4c)}{4(1+c)},\frac{c(5+4c)}{4(1+c)}(2+c)(5+4c), , 1+c, \frac{(2+c)(5+4c)}{4(1+c)}) where W=6+5c (17)4(1 c)
を用いると, f(p, [5,1,2,3,4])=f(p, [4,3,2,1,5])=v である.
次に図6の場合,探索者は探索順序 [1,5,4,3,2] と [2,3,4,5,1] を確率1/2ずつで用いて期待探索費用を
v= \displaystyle \frac{7}{2}+3c とできる.一方,hider は戦略
p=\displaystyle \frac{1}{5+5c}(c, \frac{3}{2}+c, \frac{3}{2}+c, c, 2+c) (18)
を用いると, f(p, [1,5,4,3,2])=f(p, [2,3,4,5,1])=v である.
4.2 ノード数=6 の場合
6\times 720 型の行列ゲームを解く ことが問題である.
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図8:ハミルトン 図9 図10
図11 :ハミルトン 図12 図13
図14 図15 :ハミルトン 図16
図8, 図11と図15はハミルトン閉路があるので命題1を適用してゲームは解ける.ゲームの値は \displaystyle \frac{7}{2}(1+c)
である.
図9の場合,探索者は探索順序 [1,2,3,4,5,6] と [6,5,4,3,2,1] を確率1/2ずつで用いて期待探索費用を
v=4+\displaystyle \frac{7}{2}c とできる.一方,hider は戦略
p=\displaystyle \frac{1}{W}(2+c, c, \frac{4}{3}+c, \frac{4}{3}+c, \frac{4}{3}+c, 2+c) , where W=8+6c . (19)
を用いると, f(p, [1,2,3,4,5,6])=f(p, [6,5,4,3,2,1])=v である.
図10の場合,探索者は探索順序 [1,2,3,4,5,6] と [6,5,4,3,2,1] を確率1/2ずつで用いて期待探索費用を
v=4+\displaystyle \frac{7}{2}c とできる.一方,hider は戦略
p= \displaystyle \frac{1}{W}(\frac{3}{2}+c, \frac{3}{2}+c, c, \frac{3}{2}+c, \frac{3}{2}+c, 2+c) , where W=8+6c . (20)
を用いると, f(p, [1,2,3,4,5,6])=f(p, [6,5,4,3,2,1])=v である.
図12の場合,探索者は探索順序 [5,4,3,2,1,6] と [6,1,2,3,4,5] を確率1/2ずつで用いて期待探索費用を
v=4+\displaystyle \frac{7}{2}c とできる.一方,hider は戦略
p=\displaystyle \frac{1}{W} (\displaystyle \frac{c(5+4c)}{4(1+c)}, (2+c)(5+4c)4(1+c)'\frac{c(5+4c)}{4(1+c)}, 1+c, 1+c, \frac{(2+c)(5+4c)}{4(1+c)}) , where W=7+6c . (21)
を用いると, f(p, [5,4,3,2,1,6])=f(p, [6,1,2,3,4,5])=v である.
図13の場合,探索者は探索順序 [5,4,3,2,1,6] と [6,1,2,3,4,5] を確率1/2ずつで用いて期待探索費用を
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v=4+\displaystyle \frac{7}{2}c とできる.一方,hider は戦略
p= \displaystyle \frac{1}{W} (\frac{c(6+5c)}{5(1+c)}, (\frac{3}{2}+c)(6+5c)5(1+c)' (\frac{3}{2}+c)(6+5c)5(1+c)'\frac{c(6+5c)}{5(1+c)}, 1+c, \frac{(2+c)(6+5c)}{5(1+c)}) , (22)
where W=7+6c.
を用いると, f (p , [5,4,3,2, 1,6] ) =f(p, [6,1,2,3,4,5])=v である.
図14の場合,探索者は探索順序 [1,2,3,4,5,6] と [6,5,4,3,2,1] を確率1/2ずつで用いて期待探索費用を
v=4+\displaystyle \frac{7}{2}c とできる.一方,hider は戦略
p=\displaystyle \frac{1}{6+6c}(c, \frac{4}{3}+c, \frac{4}{3}+c, \frac{4}{3}+c, c, 2+c) , (23)
を用いると, f(p, [1,2,3,4,5,6])=f(p, [6,5,4,3,2,1])=v である.
図16の場合,探索者は探索順序 [5,6,4,3,2,1] と [1,2,3,4,6,5] を確率1/2ずつで用いて期待探索費用を
v=4+\displaystyle \frac{7}{2}c とできる.一方,hider は戦略
p=\displaystyle \frac{1}{8+6c}(c, \frac{c(2+c)}{1+c},\frac{c(2+c)}{1+c}, c, \frac{(2+c)^{2}}{1+c})(2+c)^{2}1+c (24)
を用いると, f(p, [5,6,4,3,2,1])=f(p, [1,2,3,4,6,5])=v である.
4.3 木とサイクルの混合の場合の初期の検討
次の図のようなネッ トワーク上のゲームでのhiderの最適戦略に関して以下のような予想をしている.
図17 図18 図19 図20
図17の場合,探索者は探索順序 [1,3,2] と [2,3,1] を確率1/2ずつで用いて期待探索費用を v=\displaystyle \frac{5}{2}+2c
とできる.一方,hiderは戦略
p=\displaystyle \frac{1}{4+3c}(\frac{3+2c}{2+2c}c, 1+c, \frac{3+2c}{2+2c}(2+c (25)
を用いると, f(p, [1,3,2])=f(\mathrm{p}, [2,3,1])=v である.
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図18の場合,探索者は探索順序 [1,4,5,2,3] と [3,2,5,4,1] を確率1/2ずつで用いて期待探索費用を v=
4+3c とできる.一方,hider は戦略
p=\displaystyle \frac{1}{W}(\frac{5+3c}{4+3c}c, 1+c, 1+c, \frac{5+3c}{4+3c}\frac{c(2+c)}{1+c}, \frac{5+3c}{4+3c}\frac{(2+c)^{2}}{1+c}) , where W=7+5c , (26)
を用いると, f(p, [1,4,5,2,3])=f(p , [3,2,5,4,1] ) =v である.
図19の場合,探索者は探索順序 [1,5,2,3,4] と [4,3,2,5,1] を確率1/2ずつで用いて期待探索費用を v=
\displaystyle \frac{7}{2}+3c とできる.一方,hider は戦略
p= \displaystyle \frac{1}{W} ( \displaystyle \frac{3+2c}{2+2c}c, 1+c, 1+c, 1+c, \displaystyle \frac{3+2c}{2+2c}(2+c where W=6+5c , (27)
を用いると, f(p, [1,5,2,3,4])=f(p, [4,3,2,5,1])=v である.
図20の場合,探索者は探索順序 [1,2,3,4,5,6] と [6,5,4,3,2,1] を確率1/2ずつで用いて期待探索費用を
v=\displaystyle \frac{9}{2}+\frac{7}{2}c とできる.一方,hider は戦略
p= \displaystyle \frac{1}{W}(c, \frac{3}{2}+c, \frac{3}{2}+c, c, \frac{2+c}{1+c}c, \frac{2+c}{1+c}(2+c (28)





\bullet ネットワークの形状によるhiderの最適戦略の違いの見極めをノード数  nが10以上のときに行うこと.
\bullet ネットワークがサイクルを含みかつノードの調査費用が high と low のいずれかであるゲームの解析.
\bullet 第4節の19個の例のうち,ハミルトン閉路を含まない13個について,与えたhiderの戦略が最適で
あることを示すことは現在検討中である.例えば,数式処理ソフ トを用いて,  f(p,  $\sigma$)\geq v, \forall $\sigma$ を示すこ
とが考えられる.  n=6 の場合,720個の不等式の確認となる.
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