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Analiza prostora dopustnih resˇitev v visokodimenzionalnih
dinamicˇnih modelih biolosˇkih sistemov
Sintezna in sistemska biologija sta interdisciplinarni znastveni vedi, ki zdruzˇujeta po-
drocˇje biologije z matematiko in razlicˇnimi vedami inzˇenirstva. Pri preucˇevanju ob-
stojecˇih (sistemska biologija) in nacˇrtovanju novih (sintezna biologija) biolosˇkih sistemov
se posluzˇujemo racˇunalniˇskega modeliranja. Topologija opazovanega sistema je pogo-
sto vnaprej znana. Kineticˇni parametri, ki so kljucˇni za izvedbo simulacij, so ponavadi
nepoznani ali poznani zgolj delno. To se izkazˇe za problematicˇno, saj enak model pri
razlicˇnih naborih kineticˇnih parametrov izkazuje bistveno drugacˇno delovanje. Pri ana-
lizi prostora parametrov se pogosto posluzˇujemo razlicˇnih metod iz druzˇine metod za
analizo obcˇutljivosti. Zˇal se te metode izkazˇejo za problematicˇne, ko je prostor dopu-
stnih resˇitev izrazito manjˇsi od celotnega prostora resˇitev in kadar ta prostor vsebuje
vecˇje sˇtevilo lokalnih ekstremov. V nalogi predstavimo metedologijo za analizo prostora
kineticˇnih parametrov visokodimenzionalnih biolosˇkih sistemov, ki je primerna tudi za
analizo sistemov, pri katerih obstojecˇe metode odpovedo. Predlagana metodologija teme-
lji na vzorcˇenju prostora, zdruzˇevanju dopustnih resˇitev in zmanjˇsevanju sˇtevila dimenzij
v podatkih. Z uporabo metodologije lahko najdemo in analiziramo razlicˇne regije, ki se v
prostoru dopustnih resˇitev pojavljajo, identificiramo najrobustnejˇse obmocˇje ter dobimo
obcˇutek o velikosti in povezanosti prostora dopustnih resˇitev kineticˇnih parametrov. Me-
todologijo ovrednotimo na modelu biolosˇkega represilatorja in modelu biolosˇke pomnilne
celice D s predpomnjenjem. Izkazˇe se, da je prostor kineticˇnih parametrov obeh modelov
kompleksen, razlicˇni parametri pa imajo razlicˇno mocˇan vpliv na odziv in delovanje sis-
tema. Vpliv teh parametrov v nasˇih analizah ovrednotimo in izpostavimo tiste, ki so za
dolocˇeno dinamiko kljucˇni. Pridobljeni rezultati imajo vpliv v sˇirsˇem biolosˇkem konte-
kstu, saj omogocˇajo dolocˇitev segmentov sistema, na katere se je potrebno pri nadaljnih
raziskavah sˇe posebej osredotocˇiti.
i
ii Povzetek
Kljucˇne besede: modeliranje in simulacija, navadne diferencialne enacˇbe, represilator,
pomnilna celica D s predpomnenjem, vzorcˇenje, genetski algoritmi, razvrsˇcˇanje.
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Computational analysis of viable parameter spaces in
high-dimensional dynamical models of biological systems
Synthetic and systems biology combine branches of biology, mathematics and engineer-
ing. Computational modelling can be applied to the study of the existing (system biology)
and design of new biological systems (synthetic biology). While the topology of the bi-
ological system is in many cases well-known, the values of kinetic parameters that are
required to perform computational simulations are often missing or known only partially.
This can prove to be problematic since the same biological system can exhibit entirely
different behaviour with different parameter values. The analysis of parameter space
often applies different sensitivity analysis methods. These methods, however, prove to
be problematic, when the viable parameter space is much smaller than the whole param-
eter space, and when the parameter space exhibits several local extrema. We propose
a novel computational framework that can also deal with the systems in which existing
methods prove to be inefficient. The methodology is based on the exploration of the
high-dimensional viable parameter spaces with sampling, clustering and dimensionality
reduction techniques. This methodology allows us to efficiently investigate the viable
parameter space regions, evaluate the regions which exhibit the largest robustness and
gather new insights regarding the size and connectivity of the viable parameter space.
We evaluate the proposed computational framework on the repressilator model and the
model of biological master-slave D flip-flop. We show that the viable parameter space
of both models is complex. Furthermore, different kinetic parameters have a differently
strong influence on system behaviour and its dynamics. We evaluate these parameters
and show what kind of effects they exhibit. Our results should prove to be useful to
the biologists to pinpoint the segments of the system, which need to be focused more
precisely to achieve desired dynamics in the context of synthetic biology or to gather new
knowledge in the context of systems biology.
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1 Uvod
1.1 Motivacija
Racˇunalniˇsko modeliranje je postalo nepogresˇljivo pri preucˇevanju obstojecˇih (sistemska
biologija) in nacˇrtovanju novih biolosˇkih sistemov (sintezna biologija). Pogost pristop
pri modeliranju tovrstnih sistemov je uporaba navadnih diferencialnih enacˇb prvega reda
(ang. ordinary differential equations, ODEs) [1–4], pri cˇemer je pomembno tako dobro
poznavanje topologije obravnavanega sistema, kot tudi natancˇnih vrednosti kineticˇnih pa-
rametrov, ki opisujejo njegovo dinamiko. Prav tako so vrednosti kineticˇnih parameterov
kljucˇne pri stohasticˇnem modeliranju [4, 5]. Vrednosti neznanih parametrov eksperimen-
talnim rezultatom pogosto priblizˇujemo z uporabo hevristik, kot so npr. genetski algo-
ritmi [6]. V dolocˇenih primerih lahko razlicˇno parametrizirani modeli odrazˇajo podobne
rezultate. V taksˇnih primerih poskusˇamo identificirati robustno resˇitev, ki se dejanskim
parametrom biolosˇkega sistema najbolj priblizˇa. Pri tem se posluzˇujemo razlicˇnih metod
za analizo obcˇutljivosti (ang. sensitivity analysis) [7].
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Pri analizi biolosˇkih modelov bi lahko ubrali pristop opisan v nadaljevanju. Za posa-
mezen nabor kineticˇnih parametrov bi v lokalni okolici perturbirali posamezen parameter
in spremljali spremembo njegovega odziva. Taksˇen pristop bi lahko uvrstili med lokalne
metode za analizo obcˇutljivosti [8, 9]. Cˇe nas zanima sˇirsˇe obmocˇje delovanja biolosˇkega
modela, moramo uporabiti metode iz druzˇine metod za globalno analizo modelov [10].
Tovrstne metode se izkazˇejo za problematicˇne, ko je prostor dopustnih resˇitev, tj. resˇitev,
ki izkazujejo ustrezno dinamiko v kvalitativnem smislu, izrazito manjˇsi od celotnega pro-
stora resˇitev. V nasˇem primeru nas zanima predvsem kako velik je prostor dopustnih
resˇitev, ali je povezan in katera obmocˇja delovanja izkazujejo najrobustnejˇso delovanje.
Zato v nalogi predlagamo drugacˇen pristop za analizo prostora dopustnih resˇitev v vi-
sokodimenzionalnih dinamicˇnih modelih biolosˇkih sistemov, ki je primerna, cˇe vsebuje
prostor dopustnih resˇitev vecˇje sˇtevilo lokalnih ekstremov. Ti so pogoj za nepovezanost
prostora. S predlagano metodologijo lahko najdemo in analiziramo razlicˇne regije, ki se
pojavljajo v prostoru resˇitev, identificiramo najrobustnejˇse obmocˇje ter dobimo obcˇutek
o velikosti in povezanosti prostora dopustnih resˇitev kineticˇnih parametrov. Predlagano
metodologijo ovrednotimo na biolosˇkih modelih, ki odrazˇajo kompleksnejˇso dinamiko.
Osredotocˇimo se na model biolosˇke pomnilne celice D s predpomnjenjem ter model bi-
olosˇkega represilatorja.
1.2 Metodologija
Analiza vpliva posameznih kineticˇnih parametrov na odziv modela nam pove, za katere
vrednosti parametrov bo biolosˇki model izkazoval zˇeleno delovanje. V kolikor nas zanima
velikost in oblika prostora dopustnih resˇitev, moramo uporabiti drugacˇne pristope. Me-
todologija, ki jo v delu predlagamo, je primerna, cˇe prostor vsebuje vecˇje sˇtevilo lokalnih
ekstremov, kar je tudi pogoj za nepovezanost prostora dopustnih resˇitev.
Z uporabo hevristik, kot so npr. genetski algoritmi, najprej sestavimo prostor do-
pustnih resˇitev, ki ga nato z uporabo razlicˇnih tehnik razvrsˇcˇanja razdelimo na razlicˇne
regije, ki so lahko tudi nepovezane. Na posameznih regijah lahko zato ucˇinkovito izve-
demo analize modelov, s katerimi okarakteriziramo robustnost resˇitev. Metodologija je
sestavljena iz vecˇ zaporednih sklopov. Ti so sledecˇi:
1. vzorcˇenje prostora dopustnih resˇitev,
2. zdruzˇevanje dopustnih resˇitev v posamezne razrede,
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3. analiza biolosˇkih modelov znotraj posameznega razreda.
Za implementacijo predlagane metodologije se posluzˇujemo programskega jezika Py-
thon z uporabo ustreznih knjizˇnjic kot sta DEAP in NumPy. Ker je predlagana me-
todologija sestavljena iz vecˇ manjˇsih sklopov, moramo znotraj posameznega sklopa iz-
brati najprimernejˇsi algoritem. Tako pri sklopu vzorcˇenja analiziramo razlicˇne tehnike
vzorcˇenja, kot so enakomerno vzorcˇenje, vzorcˇenje s simuliranim ohlajanjem in vzorcˇenje
z genetskimi algoritmi. Pri sklopu razvrsˇcˇanja primerjamo hierarhicˇno razvrsˇcˇanje (ang.
hierarchical clustering) in razvrsˇcˇanje z voditelji (ang. k-means). Omenjeno metodolo-
gijo uporabimo za analizo prostora dopustnih resˇitev na zˇe obstojecˇih deterministicˇnih
biolosˇkih modelih represilatorja in pomnilne celice D s predpomnjenjem. Na koncu me-
todologijo ovrednotimo in predlagamo izboljˇsave ter mozˇnosti za nadaljnje delo.
1.3 Prispevki znanosti
Prispevki znanosti, ki jih v nalogi predvidevamo, so:
razvoj nove metodologije za globalno analizo prostora resˇitev biolosˇkih modelov in
validacija predlagane metodologije na modelih biolosˇke pomnilne celice D s pred-
pomnjenjem ter represilatorja,
poglobljena analiza prostora dopustnih resˇitev modela biolosˇkega represilatorja,
poglobljena analiza prostora dopustnih resˇitev modela biolosˇke pomnilne celice D
s predpomnjenjem.
1.4 Pregled naloge
V poglavju 2 na kratko opiˇsemo kaj so gensko regulatorna omrezˇja, kako delujejo, kaksˇne
so njihove aplikacije in kako jih modeliramo. Nato v poglavju 3 predstavimo in opiˇsemo
modela biolosˇke pomnilne celice D s predpomnjenjem in biolosˇkega represilatorja. Po-
glavje 4 je najobsezˇnejˇse, saj vsebuje opis predlagane metodologije. V tem poglavju pri-
merjamo razlicˇne pristope vzorcˇenja prostora dopustnih resˇitev ter analiziramo razlicˇne
algoritme za razvrsˇcˇanje in dolocˇitev optimalnega sˇtevila razredov. Na koncu poglavja
predstavimo razlicˇne metode za analizo in vizualizacijo prostora dopustnih resˇitev. V
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poglavju 5 predstavimo rezultate in jih ovrednotimo. V poglavju 6 diskutiramo o pri-
mernosti predlagane metodologije ter izpostavimo njene prednosti in slabosti. V poglavju
7 podamo zakljucˇke in smernice za nadaljnje delo.
2 Gensko regulatorna omrezˇja
Gensko regulatorna omrezˇja (GRO) predstavljajo skupek reakcij v celici biolosˇkega orga-
nizma, ki uravnavajo izrazˇanje genov [4, 11]. Prisotna so v celicah vseh zˇivih bitij in so
temelj za razvoj organizma, njegovo delovanje in odzivanje na okolje. Sintezna biologija
se ukvarja z izgradnjo umetnih gensko regulatornih omrezˇij, kar ima veliko aplikacij na
razlicˇnih podrocˇjih. Za nas so taksˇna omrezˇja zanimiva predvsem iz vidika procesiranja
informacij.
V razdelku 2.1 na kratko opiˇsemo gensko regulatorna omrezˇja iz biolosˇkega vidika, ter
predstavimo operaciji aktivacije in represije, ki predstavljata kljucˇni del taksˇnih omrezˇij.
Z uporabo aktivacije in represije lahko sestavimo tudi razlicˇna logicˇna vrata, pomnilne
celice, sˇtevce, oscilatorje ter druge elemente, ki se pojavljajo v digitalnih vezjih.
Pristope za modeliranje gensko regulatornih omrezˇij lahko razdelimo v dve glavni sku-
pini. Ti sta stohasticˇno in deterministicˇno modeliranje [4, 11]. V nalogi se osredotocˇimo
na deterministicˇno modeliranje. V razdelku 2.2 predstavimo ter opiˇsemo pristope in
metode za deterministicˇno modeliranje gensko regulatornih omrezˇij.
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2.1 Opis gensko regulatornih omrezˇij
Glavni nosilec informacije v celicah organizma je deoksiribonukleinska kislina DNA [12].
Ta pri ljudeh vsebuje zapis o barvi kozˇe, las in ocˇi, dolocˇa spol, viˇsino in vse ostale fizi-
olosˇke znacˇilnosti, ki nas dolocˇajo. Gre za dvojno vijacˇnico, sestavljeno iz sˇtirih osnovnih
gradnikov, tj. nukleotidov A, G, T in C. Zaporedje treh nukleotidov lahko predstavlja
kodni zapis za aminokisline, iz katerih so sestavljeni proteini. V celici organizma imajo
proteini pomembno vlogo, saj pospesˇujejo ali zavirajo kemijske reakcije, prenasˇajo mo-
lekule v jedro in iz jedra celice ter se odzivajo na zunanje drazˇljaje. DNA zaporedje, ki
kodira protein, se imenuje gen [12].
Postopek sinteze proteina iz kodnega DNA zaporedja je sestavljen iz vecˇ korakov. En-
cim RNA polimeraza se vezˇe na promotor gena in pricˇne postopek genskega prepisovanja
ali transkripcije, pri katerem se kodno DNA zaporedje prepiˇse v verigo ribonukleinske ki-
sline oziroma v informacijsko RNA. To nato celicˇni organel ribosom v postopku genskega
prevajanja ali translacije prevede v protein [12].
Omeniti moramo tudi to, da lahko proteini pospesˇujejo ali zavirajo postopek tran-
skripcije. Protein, ki bodisi pospesˇuje ali zavira postopek genskega preprisovanja, ime-
nujemo transkripcijski faktor. Protein, ki pospesˇuje postopek transkripcije, imenujemo
aktivator. Ta se v DNA zaporedju vezˇe na vezavno mesto aktivatorja ter pospesˇuje ve-
zavo RNA polimeraze na promotor. Cˇe aktivator pospesˇuje postopek transkripcije, ga
represor zavira. Ta se vezˇe na vezavno mesto represorja in zavira vezavo RNA polime-
raze na promotor in preprecˇuje postopek transkripcije. Potek genskega prepisovanja ob
prisotnosti aktivatorja in odsotnosti represorja prikazujeta sliki 2.1 ter 2.2. Vendar pa
nismo omejeni samo na eno vezavno mesto aktivatorja ali represorja na DNA kodnem
zaporedju. V splosˇnem ima lahko DNA kodno zaporedje razlicˇno sˇtevilo vezavnih mest
za razlicˇne transkripcijske faktorje. Povezani transkripcijski faktorji lahko tudi medse-
bojno sodelujejo in povecˇajo afiniteto vezave novih transkripcijskih faktorjev. Taksˇno
obnasˇanje imenujemo kooperativnost.
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A
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promotor kodno zaporedje
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transkripcija
Slika 2.1 Prikaz genskega prepisovanja ob prisotnosti aktivatorja A. Slika a) prikazuje zmanjˇsano stopnjo transkripcije. Ob
odsotnosti aktivatorja je afiniteta vezave RNA polimeraze na promotor nizˇja, zato je tudi stopnja transkripcije
manjˇsa. Slika b) prikazuje viˇsjo stopnjo transkripcije ob prisotnosti aktivatorja. Ob vezavi aktivatorja na vezavno
mesto se tudi afiniteta vezave RNA polimeraze na promotor povecˇa, kar zviˇsa tudi stopnjo transkripcije.
DNA
kodno zaporedje
transkripcija
RNA pol.
R
DNA
vezavno mesto
represorja
promotor kodno zaporedje
RNA pol.
zavirana 
transkripcija
R
vezavno mesto
represorja
promotor
a) b)
Slika 2.2 Prikaz genskega prepisovanja pri odsotnosti represorja R. Slika a) prikazuje transkripcijo v odsotnosti represorja.
Slika b) prikazuje zavirano stopnjo transkripcije ob vezavi represorja na vezavno mesto.
Cˇe je protein A represor ali aktivator pri sintezi proteina B, recˇemo tudi, da protein
A pospesˇuje oziroma zavira produkcijo proteina B. Shematski prikaz aktivatorja in
represorja je prikazan na sliki 2.3.
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A AB B
a) b)
Slika 2.3 Shematski prikaz aktivacije in represije. Slika a) prikazuje aktivacijo proteina B. Protein A nastopa kot aktivator.
Produkt genskega izrazˇanja ob prisotnosti aktivatorja A je protein B. Slika b) prikazuje represijo proteina B.
Protein A nastopa kot represor. Protein B se izrazˇa ob odsotnosti represorja A.
Postopek genskega prepisovanja in prevajanja je kljucˇen del centralne dogme moleku-
larne biologije [12]. Za nas je zanimiv predvsem zaradi zmozˇnosti procesiranja informacij
v celici organizma [4]. DNA zaporedje si lahko predstavljamo kot bralni pomnilnik, na
katerem je zapisan program organizma. Proteine, ki se izrazˇajo iz DNA zaporedja, si
lahko predstavljamo kot operatorje oziroma izvrsˇevalce delov programa ter kot nosilce
koncˇne informacije. Aktivatorji in represorji lahko tudi dostopajo do novih delov pro-
grama. Sˇe vecˇ, z uporabo aktivacije in represije genov lahko zgradimo tudi razlicˇna
logicˇna vrata. Logicˇna vrata ALI (ang. OR gate) bi lahko sestavili z dvema vezavnima
mestoma razlicˇnih aktivatorjev A in B. V kolikor je na vezavno mesto aktivatorja vezan
vsaj eden od proteinov, je stopnja transkripcije visoka, ob odsotnosti aktivatorjev pa
je stopnja transkripcije nizka. Na podoben nacˇin bi lahko sestavili tudi logicˇna vrata
IN (ang. AND gate). Proteina A in B tvorita dimer, ki se vezˇe na vezavno mesto ak-
tivatorja. V kolikor sta prisotna oba proteina hkrati, bo stopnja transkripcije visoka,
ob odsotnosti enega ali obeh proteinov pa je stopnja transkripcije nizka. Na podoben
nacˇin bi lahko sestavili tudi ostala logicˇna vrata. Z uporabo teh logicˇnih vrat bi lahko
v biolosˇkem sistemu realizirali tudi bolj zapletena digitalna vezja, kot so npr. pomnilne
celice, oscilatorji in sˇtevci [4, 13].
Z realizacijo logicˇnih vrat ter ostalih operacij v celicah organizmov se ukvarja sin-
tezna biologija. Ker pa taksˇni poskusi zahtevajo veliko cˇasa, znanja in opreme, se z
modeliranjem najprej prepricˇamo v teoreticˇno delovanje sistema. Z modeliranjem se
lahko prepricˇamo, pri kaksˇnih parametrih bo sistem izkazoval zˇeleno dinamiko, preve-
rimo lahko, kako vpliva perturbacija kineticˇnih parametrov na njegovo delovanje in pri
kaksˇnih zacˇetnih pogojih bo sistem izkazoval optimalno delovanje.
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2.2 Modeliranje gensko regulatornih omrezˇij
Pri modeliranju gensko regulatornih omrezˇij se velikokrat soocˇamo s kompleksnimi sis-
temi. To predstavlja veliko nevsˇecˇnost, saj v praksi velikokrat ne poznamo hitrosti vseh
reakcij, hkrati pa je simuliranje kompleksnejˇsih sistemov cˇasovno potratno. Zato pri
izgradnji modela tega poenostavimo do te mere, da je model cˇim bolj preprost, hkrati
pa so rezultati simulacij veljavni in se ujemajo z dejanskim stanjem sistema. Pri tem
se opiramo na dolocˇene predpostavke. Predpostavimo lahko, da poteka razgradnja vseh
proteinov z enako hitrostjo, ali pa, da se stanje dolocˇene kemijske zvrsti po cˇasu ne
spreminja in je v ravnovesnem stanju. Taksˇno predpostavko imenujemo kvazi-ravnovesni
pristop.
Modeliranje gensko regulatornih omrezˇij delimo na dve glavni skupini. Imenujeta se
stohasticˇno in deterministicˇno modeliranje [4, 11].
Pri stohasticˇnem modeliranju predstavlja nasˇ model seznam vseh kemijskih reakcij
sistema ter njihovih hitrosti. V cˇasovnem koraku izberemo reakcijo, ki se bo izvedla, na
podlagi njene verjetnosti. Ta verjetnost je odvisna od hitrosti kemijske reakcije, velikosti
cˇasovnega koraka ter kolicˇine produktov, ki v reakciji nastopajo. Prednost taksˇnega mo-
deliranja je, da v simulacije vnasˇa sˇum, zato so rezultati simulacij biolosˇko relevantnejˇsi.
Slabost te metode je, da je sorazmeroma pocˇasna. Glavni predstavnik algoritmov za
stohasticˇno modeliranje je algoritem SSA (ang. stohastic simulation algorithm) [4, 5].
Stohasticˇno modeliranje implicitno opiˇse nakljucˇnost kemijskih procesov, ampak je
cˇasovno veliko potratnejˇse kot deterministicˇno modeliranje. Pri deterministicˇnem mode-
liranju predstavlja nasˇ model sistem diferencialnih enacˇb prvega reda [11]
d~P
dt
= F
(
~Pt, t
)
, (2.1)
kjer predstavlja F sistem diferencialnih enacˇb, vektor d~P kolicˇino vseh kemijskih zvrsti
modela, d
~P
dt pa predstavlja njihovo spremembo oziroma njihov odvod po cˇasu.
Taksˇen sistem bi lahko resˇevali analiticˇno, vendar se v praksi najvecˇkrat posluzˇujemo
numericˇnih pristopov. Najpreprostejˇsa metoda za numericˇno resˇevanje diferencialnih
enacˇb je Eulerjeva metoda [14]. V cˇasu t in stanju sistema ~P s sistemom diferencialnih
enacˇb izracˇunamo spremembo kemijskih zvrsti ter jo sorazmerno z velikostjo cˇasovnega
koraka dt priˇstejemo k trenutni kolicˇini kemijskih zvrsti po izrazu
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~Pt+dt = ~Pt + F
(
~Pt, t
)
∗ dt. (2.2)
Ker gre za metodo prvega reda, je napaka, ki jo pridelamo v cˇasovnem koraku t+ dt,
sorazmerna s kvadratom cˇasovnega koraka (err ∝ dt2) [14]. Cˇe zˇelimo torej zmanjˇsati
napako, moramo zmanjˇsati tudi cˇasovni korak. Ker pa se z manjˇsanjem cˇasovnega koraka
povecˇa cˇasovna zahtevnost numericˇne metode, je Eulerjeva metoda za tezˇje probleme
neprakticˇna. Zato se posluzˇujemo numericˇnih metod viˇsjega reda. Ena taksˇnih metod je
metoda Runge-Kutta 4. reda [14], ki jo zapiˇsemo z izrazi
k1 = dt ∗ F
(
~Pt, t
)
, (2.3)
k2 = dt ∗ F
(
~Pt +
k1
2
, t+
dt
2
)
, (2.4)
k3 = dt ∗ F
(
~Pt +
k2
2
, t+
dt
2
)
, (2.5)
k4 = dt ∗ F
(
~Pt + k3, t+ dt
)
, (2.6)
~Pt+dt = ~Pt +
k1 + 2 ∗ k2 + 2 ∗ k3 + k4
6
. (2.7)
Napaka, ki jo pridelamo v cˇasovnem koraku t + dt, je sorazmerna s peto potenco
velikosti cˇasovnega koraka [14]. To pomeni, da si lahko v primerjavi z Eulerjevo metodo
privosˇcˇimo veliko vecˇji cˇasovni korak, hkrati pa pridelamo manjˇso napako pri numericˇnem
resˇevanju enacˇb.
Metoda Runge-Kutta 4. reda deluje dobro v praksi, vendar je njena slabost ta, da
uporablja za numericˇno resˇevanje vedno enako velik cˇasovni korak dt. Cˇe je sprememba
kemijske zvrsti po cˇasu nizka, bi si lahko privocˇili veliko vecˇji korak za ceno enake napake,
hkrati pa bi morali cˇasovni korak dt povecˇati pri porastu spremembe kemijske zvrsti.
Lahko bi uporabili tudi hitrejˇso, a manj natancˇno metodo, kadar je problem, ki ga
resˇujemo manj zahteven, in pocˇasnejˇso, a zanesljivejˇso metodo, kadar je problem tezˇji.
V nalogi za realizacijo uporabimo programski jezik Python. Cˇe v programski jezik
Python uvozimo paket integrate knjizˇnjice SciPy, lahko z uporabo funkcije odeint nu-
mericˇno resˇujemo sisteme diferencialnih enacˇb prvega reda. Funkcija odeint uporablja za
numericˇno resˇevanje diferencialnih enacˇb metodo LSODA [15], ki z uporabo dinamicˇnega
cˇasovnega koraka in izmenjevanjem pocˇasnih, a natancˇnih ter hitrih, toda nekoliko manj
natancˇnih metod, optimizira natancˇnost in hitrost izvajanja numericˇnega resˇevanja sis-
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tema diferencialnih enacˇb prvega reda. Prednost metode LSODA je ta, da je hitra in
hkrati natancˇna. Ker pa za dolocˇanje tezˇavnosti problema uporablja Jakobijevo matriko
[15], gre za matriko parcialnih odvodov po vseh prostih spremenljivkah, metoda LSODA
odpove, cˇe sistem diferencialnih enacˇb ni odvedljiv. Takrat se posluzˇujemo preprostejˇsih
metod, kot je npr. metoda Runge-Kutta 4. reda, podana v izrazih od (2.3) do (2.7).

3 Opis dinamicˇnih biolosˇkih
modelov
V nalogi se bomo osredotocˇili na dinamicˇne biolosˇke sisteme, ki izkazujejo kompleksnejˇso
dinamiko. To so oscilatorji in sˇtevci.
V sinhronih digitalnih vezjih je generator pravokotnega signala izrednega pomena, saj
sinhronizira prehode pomnilnih celic iz nizkega v visoko stanje in obratno. Prav tako je
za organizem kljucˇen pomen motivov, ki izkazujejo oscilatorno dinamiko [16]. Narekujejo
prilagajanje organizma na periodicˇno spreminjanje razmer v okolju in regulirajo notra-
njo biolosˇko uro organizma, ki uravnava biolosˇke procese, kot so celicˇno signaliziranje,
izrazˇanje genov in metabolizem [17]. Ritme s periodo 24 h, ki uravnavajo dnevno-nocˇni
cikel, imenujemo cirkadiani ritmi [17].
V nadaljevanju opiˇsemo modela dveh biolosˇkih sistemov, na katera se bomo osre-
dotocˇili v nasˇem delu. To sta model represilatorja (razdelek 3.1) in model biolosˇke
pomnilne celice D s predpomnjenjem (razdelek 3.2).
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3.1 Represilator
Represilator je preprosto gensko regulatorno omrezˇje, ki med drugim predstavlja tudi
eno izmed prvih delujocˇih aplikacij sintezne biologije [18]. Sestavljen je iz lihega sˇtevila
represorjev, ki v povezani zanki zavirajo izrazˇanje sosednjih proteinov [4]. Najprepro-
stejˇsi model represilatorja je Goodwinov model, ki je sestavljen iz ene same negativne
povratne zanke. Cˇeprav je za oscilatorno delovanje teoreticˇno dovolj le en represor v
negativni povratni zanki, se izkazˇe, da so v realnosti taksˇne oscilacije vselej dusˇene. Zato
je tipicˇen represilator sestavljen iz treh represorjev. Slika 3.1 prikazuje shemo biolosˇkega
represilatorja s tremi represorji povezanimi v povratno zanko.
X
Z Y
Slika 3.1 Shema tipicˇnega biolosˇkega represilatorja s tremi represorji v povezani zanki, pri cˇemer so x, y in z proteini, ki
zavirajo produkcijo sosednjih proteinov v zanki.
Deterministicˇno kinetiko represilatorja lahko opiˇsemo s sledecˇimi izrazi [4, 11]
dmx
dt
= α0x +
αx
1 +
(
[z]
Kd
)n − [mx] ∗ δmx , (3.1)
dmy
dt
= α0y +
αy
1 +
(
[x]
Kd
)n − [my] ∗ δmy , (3.2)
dmz
dt
= α0z +
αz
1 +
(
[y]
Kd
)n − [mz] ∗ δmz , (3.3)
dx
dt
= βx ∗ [mx]− δx ∗ [x], (3.4)
dy
dt
= βy ∗ [my]− δy ∗ [y], (3.5)
dz
dt
= βz ∗ [mz]− δz ∗ [z]. (3.6)
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V tabeli 3.1 so opisane spremenljivke modela, kineticˇni koeficienti in ostali parametri,
ki jih potrebujemo pri modeliranju biolosˇkega represilatorja.
Tabela 3.1 Tabela enot in opisov spremenljivk, kineticˇnih parametrov ter ostalih koeficientov preprostega biolosˇkega represi-
latorja.
Faktor Opis Enota
x, y, z koncentracija proteina [nM ]
dx
dt ,
dy
dt ,
dz
dt sprememba proteina po cˇasu [nMs
−1]
mx, my, mz koncentracija informacijske RNA [nM ]
dmx
dt ,
dmy
dt ,
dmz
dt
sprememba informacijske RNA
po cˇasu
[nMh−1]
n Hillov koeficient -
Kd disociacijska konstanta represorja [nM ]
α0x , α0y , α0z
stopnja brezpogojnega izrazˇanja
informacijske RNA
[nMh−1]
αx, αy, αz
stopnja izrazˇanja informacijske
RNA ob prisotnosti represorja
[nMh−1]
δmx , δmy , δmz
stopnja degradacije
informacijske RNA
[h−1]
βx, βy, βz stopnja translacije [h
−1]
δx, δy, δz
stopnja degradacije
proteina
[h−1]
V nasˇem modelu biolosˇkega represilatorja naredimo sˇe dodatne predpostavke. Pred-
postavimo, da imajo vse informacijske RNA enako stopnjo brezpogojnega izrazˇanja
(α0x = α0y = α0z = α0), vse informacijske RNA enako stopnjo izrazˇanja ob prisotnosti
represorja (αx = αy = αz = α), vsi proteini enako hitrost translacije (βx = βy = βz = β),
hitrost degradacije pa je enaka za vse informacijske RNA (δmx = δmy = δmz = δm) ter
za vse proteine (δx = δy = δz = δp).
Simulacije, ki jih poganjamo za model represilatorja, so dolge 48 h in jih izvajamo
s cˇasovnim korakom dt = 0,001 h z numericˇno metodo LSODA. Primer simulacijskih
rezultatov sistema opisanega z izrazi od (3.1) do (3.6) prikazuje slika 3.2.
16 3 Opis dinamicˇnih biolosˇkih modelov
0 10 20 30 40 50
ČasČ[h]
0
25
50
75
100
125
150
175
Ko
lič
in
aČ
izr
a 
en
ih
Čp
ro
te
in
ov
Č[n
M
]
X
Y
Z
Slika 3.2 Simulacija represilatorja za t = 48 h s cˇasovnim korakom 0,001 h pri zacˇetnih pogojihmx = 0 nM , x = 150 nM ,
my = 0 nM , y = 0 nM , mz = 0 nM , z = 0 nM s kineticˇnimi parametri α = 10 nMh
−1, α0 = 2 ∗ 10−5
nMh−1, n = 8,9, β = 37,5 h−1, δm = 4,14 h−1, δp = 0,51 h−1, Kd = 2,94 nM . Oscilator pricˇne takoj
oscilirati, saj je zacˇetna vrednost proteina x visoka, medtem ko sta vrednosti proteinov y in z nizki.
3.2 Model biolosˇke pomnilne celice D s predpomnjenjem
Pomnilna celica D (ang. delay) je v elektroniki preklopno vezje, ki ima dve stabilni stanji
in lahko hrani en bit informacije. Izhod pomnilne celice D je odvisen od vhoda v prejˇsnji
cˇasovni enoti in je zakasnjen za eno urino periodo [13].
Preprosto pomnilno celico D lahko prozˇimo na visok ali nizek nivo urinega signala. Do
tezˇav pride, cˇe urina perioda ni usklajena z vhodnim signalom ali s spremembo vhodnega
signala pomnilne celice D, kar lahko povzrocˇi nedefinirano delovanje. To je pomembno
predvsem v biolosˇkih sistemih, kjer perioda oscilacij ni konstanta in lahko variira glede
na zacˇetne pogoje, zunanje vplive in stohasticˇnost kemijskih reakcij. Zato vpeljemo
pomnilno celico D s predpomnjenjem (ang. Master-Slave), kjer zaporedno vezˇemo dve
celici D, pri cˇemer prozˇimo prvo celico npr. na nizek nivo urinega signala ter drugo na
visok nivo urinega signala. Taksˇna pomnilna celica D se prozˇi samo ob pozitivni urini
fronti, zato je taksˇen nacˇin delovanja primeren tudi za dinamicˇne biolosˇke sisteme [13].
Slika 3.3 (a) prikazuje topologijo obicˇajne pomnilne celice D s predpomnjenjem, slika 3.3
(b) pa prikazuje topologijo izboljˇsane pomnilne celice D s predpomnjenjem, primerni za
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izvedbo v gensko regulatornih omrezˇjih. Izhod izhodne pomnilne celice (ang. Slave) je
omejen z negativno povratno zanko, kar dodatno regulira kolicˇino izhodnih proteinov q
in qc [13].
CLKCLK CLK CLK
d
d d
d
a a
ac acqc
q q
qc
a) b)
Slika 3.3 Slika a) prikazuje shemo pomnilne celice D s predpomnjenjem. d predstavlja vhodni protein, CLK kontrolni
protein, a in ac notranje stanje celice in q ter qc izhodna proteina. Slika b) prikazuje shemo izboljˇsane pomnilne
celice D, ki je primerna za izvedbo v biolosˇkih sistemih.
Tudi tukaj naredimo podobne predpostavke kot pri modelu biolosˇkega represilatorja,
ki smo ga opisali v razdelku 3.1. Zaradi kompleksnosti topologije pomnilne celice D
s predpomnjenjem, deterministicˇni model sˇe dodatno poenostavimo, tako da predpo-
stavimo neskoncˇen Hillov koeficient oziroma neskoncˇno kooperativnost transkripcijskih
faktorjev. Z uporabo kvazi-ravnovesnega pristopa predpostavimo sˇe, da se kolicˇina in-
formacijske RNA po cˇasu spreminja veliko hitreje kot kolicˇina proteinov, zato lahko njen
odvod po cˇasu enacˇimo z 0. Tako lahko spremembo produkcije proteina enostavno mo-
deliramo z Heavisideovo skocˇno funkcijo po izrazu
H[x] =
1, cˇe x ≥ 0,0, sicer, (3.7)
pri cˇemer x ≥ 0 predstavlja pogoj za izrazˇanje proteina.
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Kinetiko izboljˇsane pomnilne celice D s predpomnjenjem lahko opiˇsemo z izrazi
da
dt
= α1 ∗Θ(d−Kd1) ∗Θ(Kd2 − CLK) + α2 ∗Θ(Kd3 − ac)− δ1 ∗ a, (3.8)
dac
dt
= α1 ∗Θ(Kd1 − d) ∗Θ(Kd2 − CLK) + α2 ∗Θ(Kd3 − a)− δ1 ∗ ac, (3.9)
dq
dt
= α3 ∗Θ(a−Kd4) ∗Θ(CLK −Kd5) ∗Θ(Kd7 − q) (3.10)
+ α4 ∗Θ(Kd6 − qc) ∗Θ(Kd7 − q)− δ2 ∗ q, (3.11)
dqc
dt
= α3 ∗Θ(ac −Kd4) ∗Θ(CLK −Kd5) ∗Θ(Kd7 − qc) (3.12)
+ α4 ∗Θ(Kd6 − q) ∗Θ(Kd7 − qc)− δ2 ∗ qc. (3.13)
V tabeli 3.2 so opisane spremenljivke modela, kineticˇni koeficienti in ostali parame-
tri, ki jih potrebujemo pri deterministicˇnem modeliranju izboljˇsane pomnilne celice D s
predpomnjenjem. Omeniti moramo, da so zaradi uporabe kvazi-ravnovesnega pristopa
parametri α1, α2, α3 in α4 sestavljeni in vsebujejo stopnjo transkripcije in degradacije
informacijske RNA ter stopnjo translacije po izrazu αi =
αmi∗βp
δmi
, kjer je αi stopnja
produkcije i-tega proteina, βp stopnja genskega prevajanja i-tega proteina, αmi stopnja
genskega prepisovanja informacijske RNA ter δmi stopnja degradacije informacijske RNA.
Tabela 3.2 Tabela enot in opisov spremenljivk, kineticˇnih parametrov ter ostalih koeficientov modela biolosˇke pomnilne celice
D s predpomnjenjem.
Faktor Opis Enota
CLK, d, a, ac, q, qc koncentracija proteina [nM ]
da
dt ,
dac
dt ,
dq
dt ,
dqc
dt sprememba proteina po cˇasu [nMh
−1]
α1, α2, α3, α4 stopnja produkcije proteina [nMh
−1]
Kd1, Kd2, Kd3,
Kd4, Kd5, Kd6, Kd7
inhibicijska/aktivacijska
meja aktivatorja/represorja
[nM ]
δ1, δ2 stopnja degradacije proteina [h
−1]
Dolzˇina simulacije modela pomnilne celice D s predpomnjenjem znasˇa 48 h s cˇasovnim
korakom dt = 0,01 h. Urin signal s peridodo 12 h in amplitudo 100 nM predstavlja
protein CLK, ki ga modeliramo z navadno sinusno funkcijo. Ker uporabimo v sistemu
diferencialnih enacˇb (3.8 - 3.13) Heavisideovo funkcijo, metoda LSODA odpove. Zato
uporabimo za racˇunanje vrednosti proteinov a, ac, q ter qc numericˇno metodo Runge-
Kutta 4. reda. Slika 3.4 prikazuje delovanje pomnilne celice D s predpomnjenjem, kjer
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je negiran izhod celice Q povezan nazaj na vhod celice D. Vezava predstavlja primer
implementacije 1-bitnega sˇtevca.
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Slika 3.4 Deterministicˇna simulacija pomnilne celice D s predpomnjenjem z negativno povratno zanko. Dolzˇina simulacije
je 48 h s cˇasovnim korakom 0,01 h ter dolzˇino urine periode 12 h in amplitudo 100 nM pri zacˇetnih pogojih:
a = 0 nM , ac = 0 nM , q = 100 nM , qc = 0 nM ter sledecˇih kineticˇnih parametrih: α1 = 512,44 nMh
−1,
α2 = 179,23 nMh
−1, α3 = 72,52 nMh−1, α4 = 634,34 nMh−1, Kd1 = 79,54 nM , Kd2 = 7,75 nM ,
Kd3 = 0,01895 nM , Kd4 = 32,29 nM , Kd5 = 11,91 nM , Kd6 = 47 nM , KdA = 100 nM , δ1 = 4,11
h−1, δ2 = 1,17 h−1.
Z n pomnilnimi celicami D lahko pomnimo 2n bitov informacije, zato lahko z dodatno
logiko realiziramo navaden n-bitni sˇtevec. Dodatna logika, ki jo potrebujemo je podana
z izrazi
q0 ⇐ q0, (3.14)
q1 ⇐ q0 ⊕ q1, (3.15)
q2 ⇐ (q0 ∧ q1)⊕ q2, (3.16)
..., (3.17)
kjer je qi notranje stanje pomnilne celice i, qi pa njena negirana vrednost. Shema tribi-
tnega sˇtevca je prikazana na sliki 3.5.
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Slika 3.5 Logicˇna shema navadnega tribitnega sˇtevca.
Glavni problem taksˇnega sˇtevca je v tem, da vpeljuje sˇe dodatno logiko, ki otezˇuje rea-
lizacijo sistema v biolosˇkem gostitelju, kot je npr. bakterija Escherichia coli, saj povecˇuje
potrebo po sˇtevilu ortogonalnih proteinov. Zato za realizacijo sˇtevca v biolosˇkih sistemih
v [13] predlagamo Johnsonov sˇtevec. Tak sˇtevec dobimo tako, da v kaskado povezˇemo n
pomnilnih celic D, kjer je izhod celice i povezan na vhod celice i+1. Z negativno povratno
zanko povezˇemo izhod izhodne pomnilne celice na vhod vhodne celice. Logicˇna shema
tribitnega Johnsonovega sˇtevca je prikazana na sliki 3.6. Taksˇen sˇtevec v neskoncˇni zanki
ponavlja 2n razlicˇnih kombinacij vrednosti [13]. Johnsonov sˇtevec s tremi biti bo tako
ponavljal kombinacije vrednosti po izrazu
(0,0,0)→ (1,0,0)→ (1,1,0)→ (1,1,1)→ (0,1,1)→ (0,0,1)→ (0,0,0) . . . (3.18)
d q0
q0
d q1
q1
d q2
q2
CLK
Slika 3.6 Logicˇna shema tribitnega Johnsonovega sˇtevca.
Johnsonov sˇtevec predstavlja kompromis med kompleksnostjo vezja in modulom sˇtetja,
zato je primeren za izvedbo in uporabo v biolosˇkem sistemu [13].
4 Implementacija
Pri analizi biolosˇkih modelov nas pogosto zanima robustnost delovanja za podan nabor
kineticˇnih parametrov. Velikokrat zˇelimo predvsem izvedeti, v kaksˇni meri in kako posa-
mezen kineticˇni parameter vpliva na zˇeleni odziv sistema. V nasˇem primeru obravnavamo
modele biolosˇkih sistemov, ki izkazujejo oscilatorno dinamiko, zato nas zanimata ampli-
tuda in perioda oscilacij. Analize bi se lahko lotili z uporabo lokalnih metod za analizo
obcˇutljivosti [8, 9]. Ker pa nas zanima sˇirsˇe obmocˇje delovanja biolosˇkega modela, mo-
ramo uporabiti metode iz druzˇine metod za globalno analizo obcˇutljivosti [10]. Tovrstne
metode se izkazˇejo za problematicˇne, ko je prostor dopustnih resˇitev izrazito manjˇsi od
celotnega prostora resˇitev. V tem primeru nas zanima predvsem kako velik je prostor
dopustnih resˇitev, ali je sestavljen iz vecˇih regij in katera obmocˇja delovanja izkazujejo
najoptimalnejˇse delovanje.
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Metoda za analizo biolosˇkih sistemov s slabo povezanim prostorom dopustnih resˇitev,
ki jo predlagamo v tej nalogi, je sestavljena iz vecˇ korakov. Prostora dopustnih resˇitev ne
poznamo, zato ga moramo najprej preiskati in najdene dopustne resˇitve ustrezno vzorcˇiti.
Ker pricˇakujemo, da se bodo resˇitve porazdelile okoli lokalnih ekstremov, te nato z algorit-
mom razvrsˇcˇanja razvrstimo v posamezne razrede in ovrednotimo kvaliteto razbitja. Na
koncu analiziramo prostor dopustnih resˇitev nad posameznimi razredi. Zanima nas pred-
vsem kvaliteta resˇitev znotraj posameznih razredov, ki jo lahko kvantitativno vrednotimo
z amplitudo in periodo oscilacij in njunim standardnim odklonom. Optimalen razred je
mocˇno zastopan in ima veliko sˇtevilo resˇitev, ki so po prostoru cˇim bolj razprsˇene, njegovi
osebki pa izkazujejo visoko povprecˇno amplitudo in periodo oscilacij ter nizek standardni
odklon. Slika 4.1 prikazuje vizualizacijo predlagane metodologije.
dinamičen 
biološki model analiza prostora
dopustnih rešitevdP
dt
=F (P (t ), t )
razvrščanje
vzorčenje 
dopustnih 
rešitev
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Slika 4.1 Vizualen prikaz predlagane metodologije.
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Prostor kineticˇnih parametrov moramo najprej dobro poznati. V razdelku 4.1 opiˇsemo
kaksˇni kineticˇni parametri sestavljajo prostor nasˇih biolosˇkih modelov in kako so ome-
jeni. Znati moramo locˇiti med boljˇsimi in slabsˇimi resˇitvami. V razdelku 4.2 opiˇsemo
kaksˇen kriterij uporabimo za ocenjevanje kvalitete dopustnih resˇitev. V razdelku 4.3
opiˇsemo razlicˇne pristope, s katerimi lahko preiskujemo in vzorcˇimo prostor dopustnih
resˇitev, ter izberemo najprimernejˇsi algoritem. V razdelku 4.4 opiˇsemo razlicˇne algoritme
razvrsˇcˇanja, izberemo najprimernejˇsega in opiˇsemo kako dolocˇamo kvaliteto razbitja.
4.1 Prostor kineticˇnih parametrov
Ker obravnavamo biolosˇke modele, moramo prostor kineticˇnih parametrov omejiti tako,
da bodo resˇitve znotraj omejenega prostora biolosˇko relevantne. Zato iˇscˇemo optimalno
resˇitev ali vsaj njen priblizˇek v omejenem n-dimenzionalnem prostoru kineticˇnih para-
metrov:
Kˆ = [k1, k2, k3, ...kn],
k1min ≤ k1 ≤ k1max,
k2min ≤ k2 ≤ k2max,
k3min ≤ k3 ≤ k3max,
...
knmin ≤ kn ≤ knmax. (4.1)
Tipi kineticˇnih parametrov, ki jih v nalogi obravnavamo so hitrost genskega prepi-
sovanja ali transkripcije, hitrost genskega prevajanja ali translacije, hitrost produkcije
proteina, hitrost degradacije informacijske RNA, hitrost degradacije proteina, Hillov ko-
eficient in disociacijska konstanta aktivatorja ali represorja. Referencˇe vrednosti para-
metrov prikazuje tabela 4.1 [19]. Kineticˇni parametri se lahko znatno razlikujejo glede
na vrsto organizma, vrsto kemijske zvrsti, zunanje vplive ter ostale dejavnike. Pri para-
metrih transkripcije, translacije in produkcije proteina vzamemo za minimalno vrednost
kmin, ki jo kineticˇni parameter lahko zavzame, referencˇno vrednost parametra pomnozˇeno
s faktorjem 10−3, za maksimalno vrednost kmaks pa vzamemo referencˇno vrednost po-
mnozˇeno s faktorjem 103. Pri degradaciji proteinov ter informacijske RNA, Hillovemu
koeficientu in disociacijski konstanti vzamemo za minimalno vrednost kmin referencˇno
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vrednost parametra pomnozˇeno s faktorjem 10−2, za maksimalno vrednost kmaks pa
vzamemo referencˇno vrednost pomnozˇeno s faktorjem 102.
Tabela 4.1 Tabela opisov kineticˇnih parametrov in njihovih referencˇnih vrednosti.
Opis
Referencˇna
vrednost
Enota
stopnja transkripcije 0,02 [nMh−1]
stopnja translacije 0,075 [h−1]
stopnja produkcije proteina 0,75 [nMh−1]
stopnja degradacije RNA 2 [h−1]
stopnja degradacije proteina 0,1 [h−1]
Hillov koeficient 1 −
disociacijska konstanta 1 [nM ]
4.2 Ocenjevanje kvalitete resˇitev
Pri preiskovanju prostora potrebujemo kriterij, glede na katerega bomo ocenjevali kvali-
teto posameznih resˇitev. Taksˇen kriterij imenujemo cenovna funkcija. Preprosto cenovno
funkcijo lahko opiˇsemo z izrazom
c(xˆ) =
1
|xˆ|
 |xˆ|∑
i=1
(xˆi − hi)2
 , (4.2)
kjer je xˆ vhodni oscilatorni signal, h pa idealni oscilatorni signal, ki ga zˇelimo dosecˇi.
Bolj se bo signal x prilegal idealnemu signalu h, boljˇsa bo resˇitev in nizˇja bo vrednost
cenovne funkcije. Tipicˇen primer taksˇnega signala je pravokotna periodicˇna funkcija (ang.
square wave function), ki je prikazana na sliki 4.2. Taksˇna cenovna funkcija je obcˇutljiva
na amplitudo in periodo vhodnega signala, saj kaznuje vhodne signale, ki imajo sicer
razlicˇno periodo in amplitudo od idealnega referencˇnega signala, cˇeprav le-ti izkazujejo
zˇeleno oscilatorno dinamiko.
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Slika 4.2 Periodicˇna funkcija pravokotnega signala s periodo in amplitudo 1.
Taksˇna cenovna funkcija je torej primerna, cˇe zˇelimo dosecˇi tocˇno dolocˇeno amplitudo
in periodo oscilacij. V primeru pomnilne celice D s predpomnjenjem, se mora sprememba
stanja prozˇiti na pozitivno fronto urinega signala, zato je v tem primeru ta cenovna
funkcija primerna izbira. Za idealen signal h izberemo pravokotno periodicˇno funkcijo
s periodo 24 h in amplitudo 100 nM , saj zˇelimo v primeru modela pomnilne celice D s
predpomnjenjem dosecˇi oscilatorno obnasˇanje s periodo 24 h in amplitudo 100 nM . Ker
pa bi bilo nesmiselno primerjati idealen odziv h z odzivom modela biolosˇke pomnilne
celice za vsak cˇasovni korak dt, signal najprej sˇe vzorcˇimo tako, da obdrzˇimo vsak 8.
cˇasovni korak. Ker ta znasˇa 36 s, bomo torej vzorcˇili s frekvenco 0,00347 Hz. To je
priblizˇno 1 vzorec na vsakih 5 min ali natancˇneje 1 vzorec na vsakih 4,8 min. Nov
signal, ki ga primerjamo z idealnim odzivom h, zato vsebuje 600 tocˇk.
V primeru modela represilatorja nas zanima sˇirsˇe obmocˇje delovanja. Zˇelimo op-
timizirati amplitudo in periodo oscilacij, vendar smatramo resˇitev kot dobro, cˇe le-ta
izkazuje oscilatorno dinamiko ne glede na periodo in amplitudo oscilacij. Zˇelimo torej
taksˇno cenovno funkcijo, ki je neodvisna od amplitude ali periode oscilatornega signala.
Cˇe pa zˇelimo taksˇno cenovno funkcijo sestaviti, moramo najprej poznati lastnosti ideal-
nega oscilatornega signala. Za primer vzemimo periodicˇno funkcijo pravokotnega signala
prikazano na sliki 4.2. Taksˇna funkcija ima sledecˇe lastnosti:
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neskoncˇno hitro pozitivno fronto,
neskoncˇno hitro negativno fronto,
nicˇelno standardno deviacijo v visokem in nizkem stanju.
Zanimive lastnosti se pokazˇejo v frekvencˇnem prostoru. Z uporabo Fourierjeve vrste
lahko analiticˇno dolocˇimo vse harmonike pravokotnega signala. Enacˇba (4.3) prikazuje
izracˇun n-tega harmonika, kjer je an n-ti harmonik, A amplituda, T urina perioda, tp pa
sˇirina pulza pravokotnega signala.
an = 2
A
npi
sin
(
npi
tp
T
)
(4.3)
Opazimo lahko, da so nicˇelni in nenicˇelni harmoniki enakomerno razporejeni ter da
nenicˇelni harmoniki sledijo racionalni funkciji 1n , kar prikazuje tudi slika 4.3. Pri si-
gnalih v biolosˇkih sistemih je ta padec bolj linearen zaradi daljˇsega prehoda signala iz
nizkega v visoko stanje in obratno. Poleg tega moramo v biolosˇkih signalih uposˇtevati sˇe
nedeterministicˇnost kemijskih reakcij, zaradi cˇesar je lahko razporeditev harmonikov sˇe
dodatno popacˇena, zato moramo pri izbiri cenovne funkcije uposˇtevati tudi stohasticˇnost
signalov.
Sestaviti zˇelimo taksˇno cenovno funkcijo, ki bo neodvisna od amplitude in periode, a
bo vseeno favorizirala oscilacije z viˇsjo amplitudo nihanja in krajˇsim prehodom iz visokega
v nizko stanje. Uporabimo lahko izraz
c (xˆ) = −|γ(xˆ)| ∗
v∑
i=2
[γ(xˆ)i − γ(xˆ)i−1 + σ(w(γ(xˆ)i))] , (4.4)
kjer je γ(xˆ) vektor vrhov signala v frekvencˇnem prostoru, w(γ(xˆ)i) okoliˇsko okno i-
tega harmonika velikosti 3 ter σ(w(γ(xˆ)i)) standardna deviacija vrha i v okoliˇskem
oknu dolzˇine 3. Spremenljivka v predstavlja maksimalno sˇtevilo vrhov, ki jih v enacˇbi
uposˇtevamo. V nasˇem primeru je v enak 25. Ker zˇelimo dosecˇi visoke in ozke vrhove,
izberemo minimalno sˇirino okoliˇskega okna. Prvi del vsote v enacˇbi maksimizira ampli-
tudo oscilacij, drugi del vsote pa hitrost prehoda med visokim in nizkim stanjem signala.
Ker lahko taksˇna cenovna funkcija precenjuje signale z enim dominantim harmonikom
z ne nujno najnizˇjo frekvenco, moramo enacˇbo pomnozˇiti sˇe s faktorjem |γ(xˆ)|. Tako
ne kaznujemo oscilatornih signalov z vecˇjim sˇtevilom vrhov. Taksˇna cenovna funkcija
je primerna za uporabo pri vzorcˇenju resˇitev represilatorja, saj ne kaznuje oscilatornih
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Slika 4.3 Odziv pravokotnega signala s periodo 1 s in amplitudo 1 v frekvencˇnem prostoru s frekvenco vzorcˇenja 40 Hz.
Vzorce smo zajemali 1 sekundo s frekvenco vzorcˇenja 40 Hz, zato je najviˇsja frekvenca, ki jo lahko zaznamo enaka
20 Hz. Opazimo lahko, da vsi lihi harmoniki sledijo racionalni funkciji 1n , pri cˇemer n predstavlja n-ti harmonik.
Vsi sodi harmoniki so nicˇelni. Nicˇti harmonik s frekvenco 0 ima neskoncˇno periodo, zato si ga lahko predstavljamo
kot povprecˇje signala.
signalov z drugacˇno amplitudo in periodo nihanja, a vseeno favorizira oscilacije z visoko
amplitudo in hitrim odzivnim cˇasom.
V nalogi za izracˇun frekvencˇnega spektra uporabimo hitro Fourierjevo transformacijo
(ang. fast Fourier transform) oziroma FFT [20]. Za razliko od navadne Fourierjeve
transformacije, katere cˇasovna kompleksnost je O(n2), je cˇasovna komleksnost algoritma
FFT O(n log n) [20]. Pri uporabi algoritma FFT moramo po Nyquist-Shannonovemu
izreku signal vzorcˇiti vsaj z enkrat vecˇjo frekvenco od najvecˇje frekvence, ki jo zˇelimo
zaznati v signalu [21]. Cˇe zˇelimo npr. zaznavati frekvence nizˇje od 20 Hz, moramo
signal vzorcˇiti vsaj s frekvenco 40 Hz. Uposˇtevati moramo tudi, da vrne FFT rezultat v
bazi kompleksnih sˇtevil. Velikost n-tega kompleksnega sˇtevila predstavlja velikost n-tega
harmonika, kot kompleksnega sˇtevila pa fazo oziroma zamik po cˇasu. V nasˇem primeru
vzorcˇimo odziv modela represilatorja s periodo 5 min, zato ima najviˇsji harmonik, ki ga
lahko zaznamo, periodo 10 min.
V primeru, da signal, ki ga analiziramo, ne izkazuje oscilatorne dinamike, bo cenovna
funkcija 4.4 enaka 0. V kolikor se bodo v signalu pojavila nihanja in bomo ta zaznali
kot vrhove v frekvencˇnem prostoru, pa bo cenovna funkcija razlicˇna od 0. V primeru, da
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imajo nizˇji harmoniki vecˇjo amplitudo od viˇsjih, bo vrednost cenovne funkcije negativna,
drugacˇe pa bo vrednost cenovne funkcije pozitivna. Ker resˇitev minimiziramo glede
na vrednost cenovne funkcije 4.4, bomo odzive z negativno vrednostjo cenovne funkcije
sprejeli, resˇitve, katerih vrednost cenovne funkcije je enaka 0 ali pa je celo pozitivna, pa
bomo kaznovali, saj signal ne izkazuje zˇelene oscilatorne dinamike.
Kako pa se taksˇna cenovna funkcija obnese v praksi? Z genetskim algoritmom opisa-
nim v razdelku 4.3.3 v desetih iteracijah z velikostjo populacije tisocˇ osebkov na primeru
biolosˇkega represilatorja vzorcˇimo osebke, v kolikor njihova vrednost cenovne funkcije
pade v obmocˇje ±20% zˇelene vrednosti enega izmed razredov. Vrednosti razredov smo
eksperimentalno dolocˇili in znasˇajo po vrsti −103, −2 ∗ 103, −6 ∗ 103, −12 ∗ 103 ter
−24 ∗ 103. Zanimata nas amplituda in perioda oscilacij, njihova povprecˇna vrednost ter
standardni odklon. Tabela 4.2 prikazuje sˇtevilo osebkov, njihovo povprecˇno vrednost ter
deviacijo amplitude in periode za razlicˇne vrednosti cenovne funkcije. Opazimo lahko,
da se z nizˇanjem vrednosti cenovne funkcije vecˇa sˇtevilo osebkov v posameznem razredu.
Taksˇen pojav je pricˇakovan, saj se zaradi evolucijskega pritiska v genetskem algoritmu
populacija osebkov boljˇsa iz generacije v generacijo. Pomembno je, da se z nizˇanjem
vrednosti cenovne funkcije vecˇata povprecˇna amplituda ter perioda oscilacij. To pomeni,
da cenovna funkcija optimizira tako amplitudo kot periodo oscilacij. Ker pa ima lahko
cenovna funkcija enako vrednost za signale z razlicˇno periodo in amplitudo oscilacij, je
standardni odklon amplitude in periode sorazmerno velik.
Tabela 4.2 Sˇtevilo osebkov, njihova povprecˇna vrednost ter deviacija amplitude in periode za razlicˇne vrednosti cenovne
funkcije modela biolosˇkega represilatorja.
Vrednost
cenovne funkcije
Sˇt. osebkov
Povprecˇje
amplitude
[nM ]
Deviacija
amplitude
[nM ]
Povprecˇje
periode
[h]
Deviacija
periode
[h]
−103 331 29,50 21,33 9,38 7,91
−2 ∗ 103 281 42,32 25,11 8,37 6,24
−6 ∗ 103 567 82,02 25,52 10,63 7,79
−12 ∗ 103 782 121,09 30,78 10,13 6,43
−24 ∗ 103 1123 138,29 39,83 20,88 7,81
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4.3 Vzorcˇenje
V statistiki je vzorcˇenje postopek izbiranja osebkov iz populacije z namenom pridobivanja
znanja o celotni populaciji. Vzorec je podmnozˇica osebkov, ki smo jih iz populacije
izbrali. Cˇeprav je velikost vzorca veliko manjˇsa od celotne populacije, lahko s statisticˇnimi
metodami zelo natancˇno ocenimo znacˇilnosti celotne populacije.
V nasˇem primeru populacijo predstavljajo vzorci znotraj zveznega in omejenega pro-
stora dopustnih kombinacij kineticˇnih parametrov Kˆ. Tocˇko v prostoru kineticˇnih para-
metrov uvrsˇcˇamo v prostor dopustnih resˇitev, cˇe zadosti pogoju po izrazu
c(xˆ) ≤ cmax, (4.5)
kjer predstavlja vektor xˆ cˇasovno evolucijo opazovanega proteina v biolosˇkem modelu,
c(xˆ) vrednost cenovne funkcije ter cmax mejo, ki je cenovna funkcija ne sme presecˇi. S ce-
novno funkcijo ocenjujemo kvaliteto oscilacij oziroma, ali so oscilacije dusˇene, amplitudo
in frekvenco oscilacij ter dolzˇino prehoda iz nizkega v visoko stanje.
V primeru modela biolosˇke pomnilne celice D s predpomnjenjem smatramo za dopu-
stno resˇitev osebek, cˇigar odziv ne odstopa od idealnega odziva h za vecˇ kot 30%. Ker
vsebuje signal, ki ga opazujemo 600 tocˇk, amplituda idealnega signala pa znasˇa 100 nM ,
smatramo za dopustno resˇitev vsak odziv, katerega cenovna funkcija ne presezˇe vrednosti
600 ∗ 302 = 540000.
V primeru modela biolosˇkega represilatorja smo nekoliko manj specificˇni. Glede na
tabelo 4.2, presezˇe povprecˇna amplituda vrednost 82 nM pri −6∗103, kar je znaten dvig
glede na 42nM pri vrednosti cenovne funkcije −2 ∗ 103. Zato za maksimalno vrednost
cenovne funkcije, pri kateri smatramo resˇitev sˇe za dopustno, dolocˇimo pri −6 ∗ 103.
Ker taksˇen prostor dopustnih resˇitev analiticˇno tezˇko opiˇsemo, si pomagamo z vzorcˇenjem.
Z razlicˇnimi metodami preiskujemo celoten omejen prostor kineticˇnih parametrov, hkrati
pa vsak nabor kineticˇnih parametrov, ki izrazˇa zadostno oscilatorno dinamiko, shranimo
v vzorec. Mnozˇica teh vzorcev zato predstavlja prostor dopustnih resˇitev kineticˇnih
parametrov.
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4.3.1 Enakomerno vzorcˇenje
Preprosta metoda preiskovanja prostora in iskanja priblizˇka optimalne resˇitve v pro-
storu je enakomerno vzorcˇenje, kjer vsako komponento prostora Sˆ razdelimo na i enako
oddaljenih ekvidistancˇnih tocˇk. Kartezicˇni produkt tocˇk v posameznih komponentah
predstavlja mozˇne kandidate za optimalno resˇitev. Poudariti je potrebno, da sˇtevilo kan-
didatov k narasˇcˇa eksponentno glede na sˇtevilo dimenzij n oziroma polinomsko glede na
sˇtevilo ekvidistancˇnih tocˇk i po izrazu
k = in. (4.6)
Cˇe bi zˇeleli preiskati prostor parametrov biolosˇkega modela z 20 kineticˇnimi parame-
tri razdeljenimi na 104 enakomerno razporejenih tocˇk, bi morali preiskati 1080 mozˇnih
naborov kineticˇnih parametrov. To je priblizˇno toliko, kolikor je vseh atomov v znanem
vesolju [22]. Ker je taksˇno preiskovanje zelo neprakticˇno in postane za tezˇje optimiza-
cijske probleme racˇunsko neobvladljivo, ga v nalogi ne obravnavamo in se osredotocˇimo
na primernejˇsi metodi preiskovanja prostora. Ti sta vzorcˇenje s simuliranim ohlajanjem
(razdelek 4.3.2) ter genetski algoritmi (razdelek 4.3.3).
4.3.2 Vzorcˇenje s simuliranim ohlajanjem
Lokalno preiskovanje oziroma lokalna optimizacija je druzˇina hevristicˇnih algoritmov, s
katerimi iˇscˇemo resˇitve optimizacijskih problemov, kot so problem trgovskega potnika,
iskanje maksimalnega pretoka itd. [23]. Pri lokalnem preiskovanju zacˇnemo preiskovanje
v nakljucˇno generiranem stanju, ki ga ovrednotimo na podlagi optimizacijskega kriterija.
V vsakem koraku v prostoru stanj generiramo in ocenimo sosesˇcˇino. Cˇe je najboljˇsi sosed
primernejˇsi od trenutnega stanja, se pomaknemo v novo stanje in preiˇscˇemo njegovo
okolico. Postopek ponavljamo, dokler ne pridemo do optimuma, tj. stanja, v katerem
je celotna sosesˇcˇina trenutnega stanja slabsˇa. Tezˇava taksˇnega preiskovanja je v tem, da
lahko obticˇimo v lokalnem optimumu. Delno lahko to premostimo tako, da preiskovanje
pozˇenemo vecˇkrat in obdrzˇimo najboljˇso resˇitev.
Kadar resˇujemo tezˇje optimizacijske probleme, smo ponavadi omejeni z racˇunsko
mocˇjo. Takrat si ponovnega poganjanja ne moremo privosˇcˇiti, zato se velikokrat po-
sluzˇujemo primernejˇsih izpeljank lokalnega preiskovanja, kot je preiskovanje s simulira-
nim ohlajanjem [23, 24]. Ideja preiskovanja s simuliranim ohlajanjem izvira iz statisticˇne
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mehanike, kjer material s postopkom zˇarjenja najprej segrejemo in nato pocˇasi ohlajamo.
Pri visokih temeraturah imajo atomi v snovi vecˇ energije, zaradi cˇesar se hitreje premi-
kajo in se zato enakomerneje razporedijo. Z ohlajanjem se sistemu energija nizˇa, v snovi
pa se pricˇnejo tvoriti kristali pravilnih oblik. Tako obdelan material ima enakomernejˇso
razporeditev kristalov z manj nepravilnostmi [23, 24]. Tako kot pri lokalnem preiskova-
nju, pri simuliranem ohlajanju preiskujemo sosesˇcˇino, a sosede izbiramo nakljucˇno. Cˇe
je sosed boljˇsi od trenutnega stanja, se pomaknemo v novo stanje, v nasprotnem primeru
pa se v novo stanje premaknemo z neko verjetnostjo p. Ta verjetnost je odvisna od para-
metra T , ki predstavlja temperaturo. Ta je na zacˇetku velika, skozi preiskovanje prostora
pa se temperatura nizˇa, zaradi cˇesar se verjetnost izbire slabsˇega osebka manjˇsa. Tako
v zacˇetni fazi preiskovanja preiˇscˇemo sˇirsˇo okolico, sˇele nato pa lokalno optimiziramo
resˇitev. V zacˇetni fazi je preiskovanje stohasticˇno, v koncˇni fazi pa je preiskovanje pro-
stora bolj deterministicˇne narave. Verjetnost, s katero izbiramo slabsˇa stanja, je podana
z izrazom
p = e(−
O(N)−O(C)
T ), (4.7)
kjer je e Eulerjevo sˇtevilo, O(C) optimizacijski kriterij trenutnega stanja, O(N) optimiza-
cijski kriterij nakljucˇno izbranega soseda in T temperatura. V limiti, ko gre temperatura
proti neskoncˇno, je verjetnost izbire slabsˇega soseda enaka 1, cˇe gre temperatura proti
nicˇ, pa je verjetnost izbire slabsˇega soseda 0. Parameter T sproti ohlajamo tako, da ga
mnozˇimo s parametrom α, kjer je α pogosto enaka 0,95.
V nasˇem primeru je stanje predstavljeno z vektorjem vrednosti kineticˇnih parametrov
visokodimenzionalnega dinamicˇnega modela nekega biolosˇkega sistema. Prostor stanj je
kartezicˇni produkt vseh mozˇnih vrednosti, ki jih lahko kineticˇni parametri biolosˇkega
modela zavzamejo. Ker je prostor stanj zvezen, je tudi sosesˇcˇina stanja neskoncˇno ve-
lika. Zato v nasˇem primeru generiramo sosesˇcˇino nekoliko drugacˇe. Nakljucˇno izberemo
kineticˇni parameter ki, ki ga bomo spremenili, ter ga nakljucˇno zmanjˇsamo ali povecˇamo
za faktor δ ∗ ki, kjer δ pogosto zavzame vrednosti med 0 in 1.
Ker zˇelimo prostor dopustnih resˇitev cˇim bolj temeljito in optimalno preiskati, upo-
rabimo pristop Monte Carlo. Monte Carlo je skupina algoritmov, s katerimi lahko z
generiranjem nakljucˇnih oziroma psevdonakljucˇnih sˇtevil aproksimiramo zapletene ma-
tematicˇne funkcije ter deterministicˇne in stohasticˇne dinamicˇne modele [25]. Ena izmed
aplikacij Monte Carlo metod je aproksimacija sˇtevila pi, kjer v ravnini nakljucˇno ge-
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neriramo tocˇke znotraj kvadrata in racˇunamo razmerje tocˇk znotraj kvadrata vcˇrtane
krozˇnice in vseh tocˇk v kvadratu. Z vecˇanjem sˇtevila nakljucˇno generiranih tocˇk raz-
merje konvergira proti pi4 [26], kolikor je tudi razmerje plosˇcˇin kvadrata in vcˇrtanega
kroga. Simulirano ohlajanje je izpeljanka Metropolis–Hastingovega algortima. Gre za
metodo Monte Carlo z Markovskimi verigami, razvito za generiranje vzorcˇnih stanj ter-
modinamicˇnega sistema [27].
Ker iˇscˇemo dopustne regije resˇitev znotraj omejenega visokodimenzionalnega prostora
kineticˇnih parametrov, predstavimo osebek kot vektor pozitivnih realnih sˇtevil. V itera-
cijah iz nakljucˇno generiranega stanja z algoritmom simuliranega ohlajanja preiskujemo
prostor stanj. Prostor stanj preiskujemo tako dolgo, dokler ne najdemo priblizˇka opti-
malne resˇitve. Med potekom preiskovanja vzorcˇimo vse dopustne resˇitve. Z vecˇkratnim
ponavljanjem preiskovanja se z viˇsanjem sˇtevila iteracij povecˇuje tudi natancˇnost sˇtevila
in oblika regij dopustnih resˇitev.
Implementacija
Preiskovanje s simuliranim ohlajanjem smo implementirali v programskem jeziku Python.
Za parameter hitrosti ohlajanja α smo izbrali vrednost 0,95. Preiskovanje prostora ki-
neticˇnih parametrov modela represilatorja in biolosˇke pomnilne celice D s predpomnje-
njem poteka za 100 osebkov v sto korakih. Omenili smo, da generiramo sosesˇcˇino z na-
kljucˇno izbiro parametra ki, ki ga nato zmanjˇsamo ali povecˇamo za faktor δ∗ki. Poglejmo,
kako vplivata parametra zacˇetne temperature T in blizˇine sosesˇcˇine δ na konvergenco
preiskovanja s simuliranim ohlajanjem. Da izkljucˇimo faktor nakljucˇnosti, pricˇnemo pre-
iskovanje za razlicˇne vrednosti parametrov iz enakih osebkov. Ti so ob inicializaciji
preiskovanja nakljucˇno zgenerirani. Slika 4.4 prikazuje padec cenovne funkcije za model
represilatorja, slika 4.5 pa padec cenovne funkcije za model biolosˇke pomnilne celice D s
predpomnjenjem.
4.3 Vzorcˇenje 33
0 20 40 60 80 100
Koraki
 
a)
−120
−100
−80
−60
−40
Op
tim
iza
cij
sk
i k
rit
er
ij
0,001
1
1000
0 20 40 60 80 100
Koraki
 
b)
−200
−150
−100
−50
0
Op
tim
iza
cij
sk
i k
rit
er
ij
0,1
0,2
0,3
Slika 4.4 Padec cenovne funkcije za model represilatorja. Slika a) prikazuje padec cenovne funkcije pri razlicˇnih zacˇetnih
temeraturah pri parametru velikosti izbire sosesˇcˇine δ = 0,2. Zacˇetne temperature, pri katerih preiskujemo prostor,
so 0,001, 1 in 1000. Slika b) prikazuje padec cenovne funkcije pri razlicˇnih velikostih koraka δ za izbiro sosesˇcˇine
pri zacˇetni temperaturi 1. Velikosti koraka pri izbiri sosesˇcˇine so 0,1, 0,2 in 0,3.
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Slika 4.5 Padec cenovne funkcije za model biolosˇke pomnilne celice D s predpomnjenjem. Slika a) prikazuje padec cenovne
funkcije pri razlicˇnih zacˇetnih temeraturah pri parametru velikosti izbire sosesˇcˇine δ = 0,2. Zacˇetne temperature,
pri katerih preiskujemo prostor, so 0,001, 1 in 1000. Slika b) prikazuje padec cenovne funkcije pri razlicˇnih velikostih
koraka δ za izbiro sosesˇcˇine pri zacˇetni temperaturi 1. Velikosti koraka pri izbiri sosesˇcˇine so 0,1, 0,2 in 0,3.
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Pri modelu represilatorja lahko opazimo, da se z vecˇanjem zacˇetne temperature in
koraka izbire sosesˇcˇine viˇsa konvergenca preiskovanja s simuliranim ohlajanjem. V pri-
meru nizˇje zacˇetne temperature preiskovanje izkazuje slabsˇo konvergenco kot v primeru
veliko viˇsje zacˇetne temperature.
Pri modelu biolosˇke pomnilne celice D s predpomnjenjem dobimo podobne rezultate,
le da izbira zacˇetne temperature ne vpliva toliko na konvergenco preiskovanja. Z viˇsanjem
koraka izbire sosesˇcˇine se prav tako vecˇa hitrost konvergence preiskovanja.
Ker smo za ocenjevanje kvalitete resˇitev modelov represilatorja in pomnilne celice
izbrali razlicˇne cenovne funkcije, je tudi oblika konvergence drugacˇna. V primeru modela
represilatorja je krivulja cenovne funkcije stopnicˇaste oblike. Za ocenjevanje kvalitete
resˇitev represilatorja uporabimo cenovno funkcijo iz izraza (4.4), s katero optimiziramo
kvaliteto oscilacij v frekvencˇnem prostoru. Cˇe osebek ne izkazuje oscilacij, bo njegova
vrednost cenovne funkcije enaka 0. Pri preiskovanju bo vrednost cenovne funkcije enaka
0 pri vecˇini osebkov. V kolikor pri preiskovanju naletimo na oscilatorno dinamiko, le-to
optimiziramo. V primeru biolosˇke pomnilne celice D s predpomnjenjem smo za cenovno
funkcijo uporabili razliko kvadratov odziva osebka in idealnega signala 4.2. Konvergenca
modela biolosˇke pomnilne celice D je zato manj stopnicˇasta, saj lahko odziv osebka
vedno optimiziramo, ne glede na to, za koliko se odziv osebka razlikuje od idealnega
oscilatornega signala.
Najnizˇja povprecˇna vrednost cenovne funkcije modela represilatorja, ki smo jo dosegli
v 100 iteracijah, je priblizˇno −200. Za dopustno resˇitev smatramo taksˇen osebek, cˇigar
vrednost cenovne funkcije je nizˇja od −6 ∗ 103. To pomeni, da nam je pri preiskova-
nju uspelo delno optimizirati le nekaj izmed sto osebkov. V primeru modela biolosˇke
pomnilne celice dosezˇemo v 100 iteracijah najnizˇjo povprecˇno vrednost cenovne funkcije
okoli 15 ∗ 105. Osebek modela biolosˇke pomnilne celice smatramo za dopusten, cˇe pade
vrednost njegove cenovne funkcije pod mejo 54 ∗ 104. Glede na hitrost konvergence mo-
delov represilatorja in biolosˇke pomnilne celice D s predpomnjenjem lahko zakljucˇimo,
da je vzorcˇenje prostora s preiskovanjem s simuliranim ohlajanjem v nasˇem primeru
neucˇinkovito, saj je prostor kineticˇnih parametrov prevecˇ kompleksen.
Algoritem preiskovanja bi lahko sicer izboljˇsali tako, da ne bi ohlajali samo tempe-
rature, temvecˇ tudi velikost koraka pri izbiri sosesˇcˇine. Tako bi na zacˇetku delali velike
korake, na koncu pa bi resˇitve sˇe lokalno optimizirali. V tem primeru bi morali pravilno
nastaviti tudi parametra velikosti koraka in hitrosti ohlajanja. Pri daljˇsem preiskovanju
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z vecˇjim sˇtevilom osebkov bi tudi s simuliranim ohlajanjem nasˇli dopustno resˇitev, a
bi za reprezantativno vzorcˇenje prostora dopustnih resˇitev porabili prevecˇ cˇasa. Zato
se raje osredotocˇimo na potencialno primernejˇso metodo vzorcˇenja prostora kineticˇnih
parametrov, tj. genetske algoritme.
4.3.3 Genetski algoritmi
Pri genetskih algoritmih resˇujemo tezˇke optimizacijske probleme, kjer s pomocˇjo optimi-
zacijskega kriterija iˇscˇemo priblizˇek optimalne resˇitve. Ker iˇscˇemo optimalno resˇitev s
pomocˇjo hevristike, zˇrtvujemo zagotovilo, da bomo nasˇli optimalno resˇitev, v zameno za
potencialno dobro resˇitev v kratkem cˇasu [1]. Pri genetskih algoritmih se zgledujemo po
naravni evoluciji, kjer se osebki znotraj populacije skozi vecˇ generacij s pomocˇjo repro-
dukcije in selekcije razvijajo in prilagajajo na okolje [1, 6]. Locˇiti moramo med pojmoma
genotip in fenotip. Pri genotipu gre za genetsko osnovo organizma oziroma njegov DNA,
ki ga ta podeduje od svojih predhodnikov. Vidne in dolocˇljive lastnosti organizma, ki se
pod vplivi iz okolja izrazˇajo iz genotipa, imenujemo fenotip. Selekcija naravne evolucije
deluje izkljucˇno na fenotipu, saj imajo vecˇjo verjetnost prezˇivetja organizmi, ki so bolj
prilagojeni na okolje.
Pri genetskih algoritmih je proces iskanja najprimernejˇsega osebka nekoliko bolj pre-
prost kot v naravi. Vsak osebek znotraj populacije predstavlja kandidata za priblizˇek
optimalne resˇitve optimizacijskega problema. Skozi iteracije osebke krizˇamo in jih muti-
ramo. Tako generiramo nove potomce, ki jih na koncu vsake iteracije ocenimo s cenovno
funkcijo. Ker spustimo v naslednjo generacijo le delezˇ najboljˇsih kandidatov, lahko
pricˇakujemo, da bo vsaka naslednja generacija izkazovala boljˇsi odziv. Skozi iteracije
vecˇ generacij lahko zato pricˇakujemo, da bo genetski algoritem konvergiral k priblizˇku
optimalne resˇitve [1].
V naslednjih razdelkih opiˇsemo na kaksˇne nacˇine lahko predstavimo osebek, kako
dolocˇimo zacˇetno populacijo ter podrobneje predstavimo procese krizˇanja, mutacije in
selekcije. Na koncu sˇe opiˇsemo kaksˇne pristope smo ubrali pri resˇevanju nasˇega problema.
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Predstavitev osebka
Nacˇin predstavitve osebka je odvisen predvsem od problema, ki ga resˇujemo. Cˇe resˇujemo
problem, kjer predstavlja prostor resˇitev zaporedje binarnih akcij ali odlocˇitevDA inNE,
je najprimernejˇsa predstavitev vektor binarnih sˇtevil. Kadar iˇscˇemo kineticˇne parametre
nekega modela, lahko predstavimo osebek kot vektor realnih sˇtevil, v primeru da je
prostor zvezen, ali kot vektor celih sˇtevil, cˇe je prostor diskreten. Cˇe imamo podan nabor
matematicˇnih operacij ter operandov in iˇscˇemo izraz, ki se bo cˇim bolj priblizˇal vnaprej
znani resˇitvi, lahko osebek predstavimo v obliki drevesa. Listi drevesa predstavljajo
operande, vozliˇscˇa pa predstavljajo operacije, ki jih nad operandi izvajamo [1]. V nasˇem
primeru iˇscˇemo optimalne kineticˇne parametre modelov represilatorja in pomnilne celice
D s predpomnjenjem, zato je osebek predstavljen kot tocˇka v vecˇdimenzionalnem prostoru
z vektorjem pozitivnih realnih sˇtevil.
Zacˇetna populacija
Za optimalno konvergenco genetskega algoritma mora biti zacˇetna populacija dovolj ve-
lika in raznolika. Velikost populacije je odvisna od tezˇavnosti problema, ki ga resˇujemo.
Ponavadi je populacija velika od nekaj deset do nekaj sto osebkov, v nekaterih primerih
pa tudi vecˇ tisocˇ. Vecˇja velikost populacije najvecˇkrat pomeni tudi hitrejˇso konvergenco,
hkrati pa tudi vecˇjo racˇunsko kompleksnost. Cˇe smo omejeni z racˇunsko mocˇjo in cˇasom,
iˇscˇemo kompromis med velikostjo populacije in hitrostjo konvergence genetskega algo-
ritma. Zacˇetna populacija mora biti tudi dovolj raznolika. V primeru kompleksnega
prostora resˇitev z vecˇjim sˇtevilom lokalnih ekstremov lahko zaradi premajhne raznoliko-
sti populacije genetski algoritem konvergira v lokalni ekstrem. Temu se izognemo tako,
da osebke v zacˇetni populaciji generiramo nakljucˇno.
Krizˇanje in mutacija
Nedeterministicˇnost ima pri preiskovanju prostora pomembno vlogo, saj z nakljucˇnim
iskanjem v okoliˇskem prostoru hitreje preiˇscˇemo prostor resˇitev, kot bi ga pri enakomer-
nem vzorcˇenju. Mutacija je operacija, pri kateri posamezen osebek spremenimo oziroma
mutiramo le za majhen faktor. Mutiran osebek se zato od starega ne bo veliko razliko-
val in bo v prostoru resˇitev tudi v njegovi sosesˇcˇini. Z majhnimi modifikacijami bomo
tako posamezne osebke lokalno optimizirali. Cˇe je osebek predstavljen kot vektor realnih
sˇtevil, lahko osebek mutiramo, tako da z dolocˇeno verjetnostjo pm pomnozˇimo vsako
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vrednost v genotipu z nakljucˇnim delezˇem njene vrednosti. V literaturi lahko zasledimo,
da je pogosto uporabljena verjetnost mutacije reda 0,01 [1], vendar lahko ta variira glede
na tezˇavnost problema in velikost prostora, ki ga preiskujemo.
Pri krizˇanju ustvarimo dva nova potomca iz dveh osebkov tako, da skombiniramo
genotipa obeh starsˇev. Za razliko od mutacije se lahko novi osebki precej razlikujejo od
starih tako v podobnosti genotipov kot tudi v rezultatu cenovne funkcije. Krizˇanja se
posluzˇujemo v upanju, da bodo novi kandidati podedovali dobre lastnosti obeh starsˇev.
Tako lahko dobimo osebek, ki izkazuje veliko boljˇse obnasˇanje obeh starsˇev. Prav tako
lahko generiramo tudi veliko slabsˇi osebek, vendar slabim osebkom ponavadi ne uspe priti
v naslednjo generacijo. Krizˇanje lahko izvajamo na vecˇ razlicˇnih nacˇinov. Pri predstavitvi
osebkov z vektorjem sˇtevil sta najpogostejˇsi metodi enotocˇkovno in vecˇtocˇkovno krizˇanje.
Pri enotocˇkovnem krizˇanju izberemo nakljucˇno tocˇko, pri kateri zamenjamo genotipa
dveh osebkov. Tako pridobimo dva nova otroka, ki vsebujeta del genotipa obeh starsˇev.
Vecˇtocˇkovno krizˇanje deluje v principu enako kot enotocˇkovno krizˇanje, le da nakljucˇno
izberemo vecˇje sˇtevilo tocˇk, pri katerih bomo izmenjaje kombinirali dele obeh starsˇev.
Pri dvotocˇkovnem krizˇanju razdelimo starsˇa na tri dele in zamenjamo srednji del.
Optimizacijski kriterij
Optimizacijski kriterij oziroma cenovna funkcija je v genetskih algoritmih hevristika,
s katero ocenjujemo kvaliteto posameznih osebkov na podlagi njihovega fenotipa. Na
podlagi cenovne funkcije izlocˇamo slabsˇe osebke in skozi generacije ohranjamo boljˇse.
Tako zagotovimo vedno boljˇso populacijo in konvergenco k optimalni resˇitvi. Cenovne
funkcije se posluzˇujemo v vsaki iteraciji genetskega algoritma. Najprej z operacijama
krizˇanja in mutacije ustvarimo novo populacijo osebkov. To nato ocenimo s cenovno
funkcijo, na podlagi katere bomo v novo generacijo spustili le delezˇ najboljˇsih osebkov.
Selekcija
Selekcija je operacija, s katero dolocˇamo, kateri osebki se bodo uvrstili v naslednjo gene-
racijo. S selekcijo nad populacijo izvajamo evolucijski pritisk. Z vecˇanjem evolucijskega
pritiska se nacˇeloma vecˇa tudi konvergenca genetskega algoritma, hkrati pa se manjˇsa
raznolikost populacije, kar povecˇuje verjetnost, da obticˇimo v lokalnem ekstremu. Zato
iˇscˇemo kompromis med mocˇjo evolucijskega pritiska in stopnjo mutacije ter krizˇanja.
Nacˇinov, s katerimi uvrsˇcˇamo osebke v naslednjo generacijo, je vecˇ. Najpogostejˇsi so
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izbira z ruletnim kolesom, izbira na podlagi ranka in turnirska izbira.
Pri izbiri z ruletnim kolesom osebek i uvrstimo v naslednjo generacijo na podlagi
njegove verjetnosti p(i). Ta verjetnost je odvisna od vrednosti njegove cenovne funkcije
v primerjavi z vsoto vrednosti cenovnih funkcij vseh osebkov. Podana je z izrazom
p(i) =
f(i)∑N
i f(i)
, (4.8)
kjer je N velikost populacije ter f(i) vrednost cenovne funkcije i-tega osebka. Izbiro i-
tega osebka lahko ponazorimo z ruletnim kolesom. Vsak osebek ima rezervirano dolocˇeno
obmocˇje na ruletnem kolesu. Velikost tega obmocˇja je odvisna od verjetnosti p(i). Vecˇja
bo ta verjetnost, vecˇkrat bomo z ruletnim kolesom izbrali prav ta osebek. Ruletno kolo
pozˇenemo N -krat, dokler ne zapolnimo celotne populacije. Slabost ruletnega kolesa je,
da ne deluje dobro, cˇe imajo osebki podobne vrednosti cenovne funkcije, ali pa cˇe ima
en osebek bistveno viˇsjo vrednost cenovne funkcije, kot ostali osebki.
Zato lahko namesto vrednosti cenovne funkcije za izracˇun verjetnosti p(i) uposˇtevamo
le rank i-tega osebka. Taksˇna vrsta izbire deluje bolje od izbire z ruletnim kolesom, saj
v primeru osebka s prevladujocˇo vrednostjo cenovne funkcije njegova verjetnost izbire
ne bo prevelika. Cˇe imajo osebki zelo podobno vrednost cenovne funkcije, bodo imeli
boljˇsi osebki vedno vecˇjo verjetnost izbire, ne glede na to, kako majhna je razlika med
vrednostmi cenovne funkcije.
Pri turnirski izbiri za izbiro osebka, ki se bo uvrstil v novo generacijo, organiziramo
turnir, tako da izmed celotne populacije nakljucˇno izberemo k osebkov, med katerimi
uvrstimo v naslednjo generacijo le najboljˇsega. Postopek ponavljamo, dokler ne zapol-
nimo celotne populacije. Tako kot pri izbiri z ruletnim kolesom in izbiri na podlagi ranka
lahko tudi pri turnirski izbiri posamezen osebek izberemo vecˇkrat.
Implementacija
Za implementacijo preiskovanja in vzorcˇenja z genetskim algoritmov se posluzˇimo pro-
gramskega jezika Python in knjizˇnjice DEAP (ang. Distributed Evolutionary Algorithms
in Python) [28]. Gre za evolucijsko racˇunsko ogrodje, ki vsebuje evolucijske algoritme, kot
so genetski algoritmi, genetsko programiranje in optimizacija z rojem delcev (ang. par-
ticle swarm optimization). Knjizˇnjica DEAP vsebuje vse zgoraj opisane operacije, kot
so krizˇanje, mutacija in selekcija. Z uporabo Python knjizˇnjice multiprocessing lahko
postopek evalvacije posameznih osebkov tudi paraleliziramo na vecˇih jedrih procesorja.
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Za krizˇanje uporabimo dvotocˇkovno krizˇanje, kjer z verjetnostjo 0,2 krizˇamo dva
sosednja osebka. Pri mutaciji osebku vsako koordinato z verjetnostjo pm pomnozˇimo
z nakljucˇno vrednostjo med m1 in m2. V nasˇem primeru sta m1 = 0,8 in m2 = 1,2.
Pri mutaciji tako osebek v pricˇakovanju, da najdemo optimalnejˇso resˇitev, le znatno
spremenimo. Selekcijo realiziramo s turnirsko izbiro z velikostjo turnirja cˇetrtine celotne
velikosti populacije.
Poglejmo sˇe kako na konvergenco genetskega algoritma vplivata velikost populacije
in verjetnost mutacije posameznega kineticˇnega parametra. Slika 4.6 prikazuje padec
cenovne funkcije za model represilatorja, slika 4.7 pa padec cenovne funkcije za model
biolosˇke pomnilne celice D s predpomnjenjem. Zaradi stohasticˇnosti genetskih algoritmov
za posamezne velikosti populacij in verjetnosti mutacij preiskovanje pozˇenemo sˇtirikrat,
rezultate pa nato povprecˇimo.
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Slika 4.6 Padec cenovne funkcije za model represilatorja. Slika a) prikazuje padec cenovne funkcije pri razlicˇnih velikostih
populacije pri verjetnosti mutacije 0,5. Za referencˇne vrednosti populacije izberemo vrednosti 50, 100 in 250.
Slika b) prikazuje padec cenovne funkcije za razlicˇne verjetnosti mutacije kineticˇnega parametra pm pri velikosti
populacije stotih osebkov. Verjetnosti mutacije kineticˇnega parametra so 0,1, 0,5 in 0,75.
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Slika 4.7 Padec cenovne funkcije za model biolosˇke pomnilne celice D s predpomnjenjem. Slika a) prikazuje padec cenovne
funkcije pri razlicˇnih velikostih populacije pri verjetnosti mutacije 0,5. Za referencˇne vrednosti populacije izberemo
vrednosti 50, 100 in 250. Slika b) prikazuje padec cenovne funkcije za razlicˇne verjetnosti mutacije kineticˇnega
parametra pri velikosti populacije stotih osebkov. Verjetnosti mutacije kineticˇnega parametra so 0,1, 0,5 in 0,75.
Pri modelu represilatorja lahko opazimo, da z vecˇanjem populacije konvergenca genet-
skega algoritma narasˇcˇa. Najoptimalnejˇso konvergenco dobimo pri velikosti populacije
250 osebkov. Za verjetnost mutacije kineticˇnega parametra pm je najboljˇsa izbira vre-
dnost 0,5, saj takrat dobimo najhitrejˇso konvergenco.
Pri modelu biolosˇke pomnilne celice D s predpomnjenjem so rezultati podobni, a
nekoliko manj ocˇitni. Tudi tukaj je najprimernejˇsa izbira velikosti populacije 250 osebkov.
Za razliko od represilatorja model pomnilne celice D konvergira bolje pri viˇsji verjetnosti
mutacije kineticˇnega parametra, in sicer pri pm = 0,75. Trend sicer nakazuje, da bi lahko
izbrali sˇe vecˇjo stopnjo mutacije, vendar se z vecˇanjem verjetnosti mutacije kineticˇnega
parametra vecˇa tudi nakljucˇnost preiskovanja. To lahko posledicˇno privede do slabsˇe
konvergence algoritma. Glede na literaturo [1], kjer je pogosto uporabljen red mutacije
0,01, je verjetnost mutacije v nasˇem primeru obcˇutno viˇsja in je zato dodatno nismo
viˇsali.
Z vecˇanjem velikosti populacije se pri obeh modelih vecˇa tudi hitrost konvergence ge-
neteskega algoritma. Za preiskovanje prostora dopustnih resˇitev bi zato lahko izbrali sˇe
vecˇjo velikost populacije, s cˇimer bi dosegli boljˇso konvergenco. Ker pa z genetskimi algo-
ritmi prostora ne vzorcˇimo enakomerno, bi se lahko zgodilo, da je sˇtevilo osebkov v okolici
optimalne resˇitve bistveno viˇsje od sˇtevila osebkov v okolici manj optimalnih resˇitev, ki
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jih sˇe uvrsˇcˇamo med dopustne. Zato vzorcˇenje z genetskimi algoritmi pozˇenemo vecˇkrat
na ne preveliki velikosti populacije osebkov.
Poglejmo si hitrost konvergence obeh modelov. Model represilatorja konvergira pri-
blizˇno v 25 generacijah genetskega algoritma. Model biolosˇke pomnilne celice D s predpo-
mnjenjem konvergira zˇe priblizˇno v 5-ih generacijah genetskega algoritma. Za razliko od
preiskovanja s simuliranim ohlajanjem je konvergenca preiskovanja z genetskim algorit-
mom hitra, zaradi cˇesar so v nasˇem primeru genetski algoritmi primernejˇsi za vzorcˇenje
prostora dopustnih resˇitev. Oba modela bomo v nadaljevanju vzorcˇili z genetskim algorit-
mom z velikostjo populacije 250 osebkov. V primeru represilatorja izberemo za verjetnost
mutacije pm vrednost 0,5. V primeru modela biolosˇke pomnilne celice izberemo za verje-
tnost mutacije pm vrednost 0,75. Prostor vzorcˇimo tako, da pozˇenemo preiskovanje obeh
modelov 50-krat.
4.4 Razvrsˇcˇanje
Razvrsˇcˇanje ali grucˇenje (ang. clustering) je postopek razvrsˇcˇanja elementov znotraj iste
mnozˇice podatkov v razrede. Cilj razvrsˇcˇanja je razporediti elemente v razrede, tako da
so si elementi znotraj iste mnozˇice med seboj cˇim bolj podobni glede na dolocˇeno lastnost,
elementi iz razlicˇnih razredov pa se med seboj cˇim bolj razlikujejo. Razvrstitev osebkov
znotraj razredov imenujemo tudi razbitje. Podobnost med osebkoma a in b merimo z
razdaljo d(a,b). Najpogosteje uporabljeni sta Evklidska in Manhattanska razdalja [29].
Algoritmov za razvrsˇcˇanje podatkov je ogromno. Ti se delijo v sˇtiri glavne skupine
in sicer na metodo tezˇiˇscˇ (ang. centroid-based clustering), razvrsˇcˇanje na podlagi po-
vezanosti (ang. connectivity-based clustering), razvrsˇcˇanje na podlagi gostote podatkov
(ang. density-based clustering) in razvrsˇcˇanje s porazdelitvami (ang. distribution-based
clustering). Razvrsˇcˇanje uvrsˇcˇamo med metode nenadzorovanega strojnega ucˇenja [29].
Ker v nalogi obravnavamo kompleksnejˇse dinamicˇne modele, ki izrazˇajo oscilatorno
dinamiko, pricˇakujemo tudi pojav lokalnih ekstremov. Predvidevamo lahko, da se bo
vzorec osebkov razporedil okoli lokalnih optimumov. Ti so lahko v prostoru kineticˇnih
parametrov zelo blizu, hkrati pa so lahko med seboj zelo oddaljeni. Zaradi slednjega
razloga vzorce sˇe dodatno razdelimo na razrede, za kar uporabimo razlicˇne algoritme
razvrsˇcˇanja.
V nalogi obravnavamo dva osnovna algoritma razvrsˇcˇanja. To sta hierarhicˇno razvrsˇcˇanje
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(ang. hierarchical clustering) in razvrsˇcˇanje z voditelji (ang. k-means). Ker je v nasˇem
primeru prostor kineticˇnih parametrov zvezen, za metriko podobnosti uporabimo kar
Evklidsko razdaljo.
Algoritmov za razvrsˇcˇanje na podlagi gostote podatkov v nalogi ne obravnavamo,
saj zˇelimo razvrstiti vse dopustne resˇitve, ne pa samo tistih, ki zadosˇcˇajo minimalni
gostoti [30]. Prav tako ne obravnavamo algoritmov razvrsˇcˇanja s porazdelitvami, saj se
te pogosto prevecˇ prilagodijo podatkom [31].
4.4.1 Hierarhicˇno razvrsˇcˇanje
Hierarhicˇno razvrsˇcˇanje (ang. hirearchical clustering) je algoritem, ki spada v skupino
razvrsˇcˇanja na podlagi povezovanja. Osebke razvrsˇcˇamo v razrede, ki jih nato zdruzˇujemo
v vecˇje razrede glede na njihovo podobnost [29]. Za ocenjevanje podobnosti razredov Ra
in Rb, lahko uporabimo naslednje razdalje:
razdalja med najblizˇjima osebkoma obeh razredov (ang. single linkage)
dmin = min
a,b
{d(a,b) | a ∈ Ra, b ∈ Rb}, (4.9)
razdalja med najbolj oddaljenima osebkoma obeh razredov (ang. complete linkage)
dmaks = maks
a,b
{d(a,b) | a ∈ Ra, b ∈ Rb}, (4.10)
povprecˇna razdalja vseh osebkov med razredoma (ang. average linkage)
dpov =
1
|Ra||Rb|
(∑
a∈Ra
∑
b∈Rb
d(a, b)
)
, (4.11)
Wardova razdalja, ki predstavlja razliko napak med zdruzˇenima razredoma Rab ter
vsoto obeh napak obeh posamicˇnih razredov Ra in Rb
dward =
∑
c∈Rab
d(c, cab)−
(∑
a∈Ra
d(a, ca) +
∑
b∈Rb
d(b, cb)
)
, (4.12)
kjer so ca, cb ter cab srediˇscˇne tocˇke razredov Ra, Rb in Rab. Pri uporabi Wardove
razdalje zdruzˇujemo razrede, kjer so centri razredov zelo blizu, hkrati pa so osebki
znotraj posameznih razredov dovolj oddaljeni od srediˇscˇne tocˇke svojega razreda.
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Na zacˇetku uvrstimo vsak osebek v svoj razred. V naslednjih korakih razrede hi-
rearhicˇno povezujemo v vecˇje razrede glede na podobnost. Ta postopek ponavljamo,
dokler ne ostane samo en razred, v katerega so razvrsˇcˇeni vsi osebki. Rezultat taksˇnega
razvrsˇcˇanja je drevo. Koren drevesa predstavlja najvecˇji razred, ki vsebuje vse osebke,
vozliˇscˇa drevesa predstavljajo podrazrede, v listih drevesa pa so posamezni osebki. Re-
zultat hirearhicˇnega razvrsˇcˇanja lahko prikazˇemo z dendrogramom. V nasˇem primeru
uporabimo za razdaljo med posameznimi razredi Wardovo razdaljo. Primer taksˇnega
dendrograma predstavlja slika 4.8.
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Slika 4.8 Graficˇen prikaz hierarhicˇnega razvrˇscˇanja z dendrogramom na vzorcˇnih podatkih modela biolosˇke pomnilne celice
D s predpomnjenjem. Vzorce smo pridobili z genetskim algoritmom. Zaradi velike cˇasovne zahtevnosti in lepsˇega
prikaza, smo razvrstili le delezˇ najboljˇsih vzorcev. Za metriko zdruzˇevanja razredov smo uporabili Wardovo razdaljo.
Iz dendrograma je razvidno, da bi bilo vzorce smiselno razvrstiti v tri skupine.
V najslabsˇem primeru zdruzˇujemo le razred z enim osebkom v najvecˇji razred. Da
izracˇunamo vse mozˇne razdalje porabimo O(n2) cˇasa, ker pa vedno najvecˇjemu ra-
zredu pridruzˇimo le en osebek, moramo razdalje izracˇunavati (n − 1)-krat, zaradi cˇesar
je cˇasovna zahtevnost osnovne implementacije hirearhicˇnega razvrsˇcˇanja enaka O(n3),
kjer je n sˇtevilo osebkov. Z uporabo kopice lahko cˇasovno kompleksnost zmanjˇsamo na
O(n2 log n), kar je sˇe vedno neprakticˇno za velike kolicˇine podatkov. Dodatna slabost
hirearhicˇnega razvrsˇcˇanja je ta, da moramo sami razbrati optimalno sˇtevilo razredov.
To postane pri velikih kolicˇinah podatkov neprakticˇno. Hirearhicˇnega razvrsˇcˇanja za na-
daljnjo analizo dopustnega prostora kineticˇnih parametrov ne uporabimo, saj je zaradi
prevelike cˇasovne zahtevnosti neprimerno za uporabo na nasˇih podatkih.
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4.4.2 Razvrsˇcˇanje z voditelji
Razvrsˇcˇanje z voditelji (ang. k-means) je algoritem, ki spada v skupino tezˇiˇscˇnih metod.
Voditelji s pripadajocˇimi osebki predstavljajo posamezne razrede. Osebke v iteracijah
razvrsˇcˇamo k najblizˇjim voditeljem. Tako vsak osebek razvrstimo v dolocˇen razred. V
naslednji iteraciji za nove voditelje vzamemo kar tezˇiˇscˇa razredov. Postopek razvrsˇcˇanja
ponavljamo, dokler ta ne konvergira, oziroma se voditelji iz prejˇsnje iteracije sˇe spremi-
njajo [29]. Prikaz razvrsˇcˇanja z voditelji prikazuje slika 4.9.
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Slika 4.9 Prve sˇtiri iteracije algoritma razvrˇscˇanja z voditelji. Podatke smo generirali nakljucˇno po normalni porazdelitvi dveh
spremenljivk s kovariancˇno matriko Σ = [ 1 00 1 ] pri treh nakljucˇno izbranih aritmeticˇnih sredinah. Tocˇke s cˇrno
obrobo predstavljajo voditelje razredov. Zacˇetni voditelji so izbrani nakljucˇno. V prvi iteraciji razbitje ni optimalno.
V naslednjih treh iteracijah algoritem razvrˇscˇanja konvergira k optimalni resˇitvi.
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Izbor zacˇetnih voditeljev je lahko nakjucˇen, lahko pa poiˇscˇemo taksˇne voditelje, ki so
med seboj najbolj oddaljeni, oziroma so cˇim bolj razprsˇeni. Cˇe izbiramo voditelje na-
kljucˇno, se lahko zgodi, da vecˇkratno poganjanje metode konvergira v razlicˇne rezultate.
Zato v praksi razvrsˇcˇanje pozˇenemo vecˇkrat za dolocˇeno sˇtevilo razredov k. Obdrzˇimo
tisti nabor voditeljev, ki minimizira vsoto kvadratov napak znotraj posameznih razredov
(ang. sum of squared errors) po izrazu
Wk =
k∑
i=1
∑
o∈Ri
(o− ci)2, (4.13)
kjer je Wk vsota kvadratov napak znotraj posameznih razredov, k sˇtevilo razredov, Ri
i-ti razred, o osebek razreda Ri ter ci tezˇiˇscˇe razreda Ri.
Glavna slabost razvrsˇcˇanja z voditelji je, da moramo sami dolocˇiti optimalno sˇtevilo
razredov. Zato v praksi za razlicˇno sˇtevilo razredov k pozˇenemo razvrsˇcˇanje vecˇkrat ter
na podlagi dolocˇene metrike izberemo najprimernejˇse sˇtevilo razredov.
Za realizacijo razvrsˇcˇanja z voditelji v programskem jeziku Python uporabimo paket
cluster KMeans knjizˇnjice scikit− learn.
4.4.3 Izbira optimalnega sˇtevila razredov
Pri izbiri optimalnega sˇtevila razredov moramo biti pozorni, da ne izberemo premajhnega
ali prevelikega sˇtevila razredov. V primeru razvrsˇcˇanja s premajhnim sˇtevilom razredov
bomo v isti razred razvrstili podatke, ki bi jih bilo smiselno razvrstiti v razlicˇne razrede.
V primeru razvrsˇcˇanja s prevelikim sˇtevilom razredov se bodo podatki znotraj posamezne
skupine razvrstili v vecˇje sˇtevilo razredov kot bi bilo potrebno.
Komolcˇna metoda
Pri izbiri optimalnega sˇtevila razredov si lahko pomagamo z vsoto kvadratov napak Wk
po izrazu (4.13). Ta z vecˇanjem sˇtevila razredov strmo pada, nato pa se v dolocˇeni tocˇki
uravna. Tocˇka, kjer se padec vsote kvadratov napak prevesi, nakazuje na optimalno
sˇtevilo razredov. Graf, ki ga izriˇsemo, spominja na komolec. Od tod tudi ime metode
komolcˇna metoda (ang. elbow method) [29, 32]. Primer rezultatov komolcˇne metode na
vzorcˇnih podatkih represilatorja prikazuje slika 4.10.
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Slika 4.10 Komolcˇna metoda na vzorcˇnih podatkih prostora dopustnih resˇitev modela represilatorja. Za razbitje smo uporabili
algoritem razvrˇscˇanja z voditelji. Iz grafa lahko razberemo, da je razbitje optimalno pri sˇtirih razredih.
Glavna slabost komolcˇne metode je ta, da moramo sami razbrati optimalno sˇtevilo
razredov razbitja. Zato metoda odpove v primeru, ko so podatki nekoliko bolj razprsˇeni,
skupine pa niso tako izrazite. Takrat je komolec manj izrazit, zato ne moremo jasno
dolocˇiti optimalnega sˇtevila razredov.
Statistika vrzeli
Pomankljivost komolcˇne metode se skriva v tem, da ne uposˇteva velikosti prostora raz-
bitja [32]. Zato pri statistiki vrzeli (ang. gap statistic) primerjamo vrednost logaritma
vsote kvadratnih napak Wk z referencˇnim razbitjem. Za primer vzemimo razbitje na k
razredov, kjer so podatki ter voditelji razredov enakomerno razprsˇeni po prostoru s p
dimenzijami. Pricˇakovana vrednost log(Wk) [32] je podana z izrazom
log(pn/12)− (2/p) log(k) + C, (4.14)
kjer je C konstanta. Zaradi cˇlena (2/p) log(k) bo pricˇakovana vrednost referencˇnega
razbitja padala z vecˇanjem sˇtevila razredov. Cˇe nasˇa mnozˇica podatkov izkazuje K jasno
definiranih skupin, bo podobno kot pri komolcˇni metodi vrednost log(Wk) strmo padala
za k ≤ K, pri k > K pa padec ne bo tako izrazit. Zato bo pri k = K vrzel med nasˇim in
referencˇnim razbitjem najvecˇja [32]. Vrzel za sˇtevilo razredov k je definirana z izrazom
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G(k) = E∗[log(Wk)]− log(Wk), (4.15)
kjer je E∗[log(Wk)] upanje referencˇne porazdelitve. Ker referencˇne porazdelitve ne po-
znamo, vzorcˇimo podatke B-krat iz prostora resˇitev po enakomerni porazdelitvi ter re-
zultate povprecˇimo. Vrzel lahko nato ocenimo z izrazom
G(k) = (1/B)
∑
b
log(W ∗kb)− log(Wk). (4.16)
Da pa sˇtevila razredov razbitja ne precenimo, dolocˇimo za optimalno sˇtevilo razredov
najmanjˇsi k, ki zadosti pogoju G(k) ≥ G(k + 1) − sk+1, kjer je sk ocena standardne
napake, ki jo pridelamo z nakljucˇnim vzorcˇenjem. Pri tem uporabimo izraze
l = (1/B)
∑
b
log(W ∗kb), (4.17)
sdk = ((1/B)
∑
b
(log(W ∗kb)− l)1/2, (4.18)
sk = sdk ∗
√
1 + 1/B. (4.19)
Slika 4.11 prikazuje graf statistike vrzeli na vzorcˇnih podatkih represilatorja.
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Slika 4.11 Graf statistike vrzeli na podatkih represilatorja. Metoda napove optimalno sˇtevilo razredov pri k = 1, saj je
vrzel enega razreda vecˇja od vrzeli dveh razredov. Cˇe analiziramo celotno krivuljo vrzeli, opazimo da vrzel najbolj
naraste pri sˇtirih razredih. To sovpada tudi s komolcˇno metodo 4.10. Vrzeli narasˇcˇajo z vecˇanjem sˇtevila razredov,
kar nakazuje, da skupine znotraj podatkov niso tako jasno definirane. V taksˇnih primerih moramo zato v obzir
vzeti celotno krivuljo vrzeli.
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V nasˇem primeru vsebuje referencˇno razbitje 250 osebkov, ki jih generiramo nakljucˇno
po celotnem prostoru resˇitev na enak nacˇin kot smo generirali zacˇetno populacijo pri pre-
iskovanju prostora z genetskim algoritmom. Referencˇno porazdelitev vzorcˇimo desetkrat.
Metoda vrzeli poda v primerjavi s komolcˇno metodo bolj reprezentativne rezultate,
zato jo uporabimo kot metriko pri izbiri optimalnega sˇtevila razredov prostora dopu-
stnih resˇitev biolosˇkih modelov. Vendar moramo tudi pri tej metodi v primeru vecˇje
razprsˇenosti podatkov, kjer skupine niso jasno definirane, v obzir vzeti celotno krivuljo
vrzeli.
4.5 Analiza prostora dopustnih resˇitev
Pri analizi prostora dopustnih resˇitev zˇelimo v prvi vrsti vedeti ali je nasˇe razbitje kvalite-
tno. Hkrati nas zanima kvaliteta resˇitev znotraj posameznih razredov. Idealen razred je
mocˇno zastopan z visoko povprecˇno amplitudo in nizkim standardnim odklonom. Resˇitve
v razredu so po prostoru mocˇno razprsˇene in je zato njihova varianca visoka. Pri oceni
kvalitete resˇitev znotraj razredov se bomo opirali na navedene lastnosti idealnega razreda.
Da si lahko visokodimenzionalne podatke predstavljamo, se moramo posluzˇiti razlicˇnih
tehnik za vizualizacijo vecˇdimenzionalnih podatkov, ki temeljijo na zmanjˇsanju dimen-
zionalnosti podatkov. Sˇtevilo dimenzij v podatkih lahko zmanjˇsamo z uporabo presekov
in projekcij [29].
4.5.1 Ocena kvalitete razbitja
Pri ocenjevanju kvalitete pridobljenih razredov nas zanima predvsem to, kako dobro so
osebki razporejeni v posamezne razrede. Zˇelimo si taksˇnih razredov, kjer so si elementi
znotraj istega razreda dovolj podobni in je zato njihova povprecˇna razdalja do srediˇscˇne
tocˇke majhna. Hkrati je zazˇeleno, da so posamezni razredi med seboj cˇim bolj oddaljeni.
Cˇe zˇelimo oceniti, kako dobro osebek ustreza posameznemu razredu, lahko uporabimo
metodo silhuete.
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Metoda silhuete
Pri metodi silhuete ocenjujemo kvaliteto pripadnosti osebka znotraj posameznega raz-
reda [29]. Cˇe osebek o pripada razredu Ri in je njegova povprecˇna razdalja do vseh
ostalih osebkov znotraj istega razreda enaka a, hkrati pa poiˇscˇemo tak razred Rj , kjer je
povprecˇna razdalja do osebkov razreda Rj najmanjˇsa glede na vse ostale razrede, potem
lahko koeficient silhuete osebka o izrazimo z izrazom
s(o) =
b− a
max(a,b)
. (4.20)
Iz izraza (4.20) je razvidno, da bo vrednost s(o) vedno med −1 in 1. Cˇe je s(o) nega-
tivna, potem si lahko osebek o interpretiramo kot osamelec znotraj svojega razreda, saj je
povprecˇna razdalja znotraj njegovega razreda Ri vecˇja od povprecˇne razdalje najblizˇjega
razreda Rj .
Silhueto vseh osebkov lahko graficˇno prikazˇemo tako, da predstavimo razrede z razlicˇno
barvo, osebke posameznega razreda pa razvrstimo glede na koeficient silhuete. Slika 4.12
prikazuje silhueto razbitja s tremi razredi pridobljenimi s hierarhicˇnim razvrsˇcˇanjem pri-
kazanim na sliki 4.8.
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Slika 4.12 Silhueta razbitja prikazanega na sliki 4.8. Opazimo lahko, da imajo nekateri osebki znotraj tretjega razreda
negativno silhueto. Tretji razred ima tudi najnizˇjo povprecˇno vrednost silhuete. Rezultati silhuete sovpadajo z
dendrogramom, saj ima tretji razred najviˇsjo Wardovo razdaljo.
Cˇeprav je silhueta metrika, ki kvantificira kako dobro se osebek o uvrsˇcˇa znotraj svo-
jega razreda Ri, lahko uporabimo silhueto tudi kot mero za ocenjevanje kvalitete razbitja.
Cˇe ima veliko osebkov negativno vrednost silhuete, taksˇno razbitje ni kakovostno, saj bi
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ti bolje pripadali drugim razredom. V taksˇnem primeru je morda smiselno uporabiti
drugacˇno sˇtevilo razredov k.
4.5.2 Prikaz visokodimenzionalnih podatkov
Nacˇeloma smo ljudje zelo intuitivni in se odlicˇno znajdemo v dveh ali treh dimenzijah, cˇe
pa imamo opravka z visokomenzionalnimi podatki, si te veliko tezˇje predstavljamo. Za
predstavljivo vizualizacijo moramo sˇtevilo dimenzij v podatkih zmanjˇsati na tak nacˇin,
da obdrzˇimo glavne lastnosti, ki se v podatkih pojavljajo [29]. Najbolj preprost nacˇin
zmanjˇsevanja dimenzij so preseki. Pri preseku obdrzˇimo le nekaj najpomembnejˇsih di-
menzij, ostale pa zanemarimo. Ker lahko pri preseku izgubimo velik delezˇ informacije
o obliki podatkov, so primernejˇsi pristopi za zmanjˇsevanje sˇtevila dimenzij razlicˇne pro-
jekcije. Dve pogosto uporabljeni metodi sta linearna diskriminantna analiza (ang. linear
discriminant analysis) ali LDA [33] in metoda glavnih komponent (ang. principal com-
ponents analysis) ali PCA [29, 34]. Ker metoda LDA maksimizira razliko aritmeticˇnih
sredin med projeciranimi razredi in minimizira standardni odklon projeciranih razre-
dov, je v nasˇem primeru neprimerna, saj je pristranska. Razredi, ki smo jih pridobili
z razvrsˇcˇanjem, bodo v projecirani ravnini metode LDA bolj narazen, kot so v resnici.
Metoda glavnih komponent je v nasˇem primeru primernejˇsa, saj maksimizira varianco
projeciranih podatkov nad vsemi podatki hkrati.
Metoda glavnih komponent
Metoda glavnih komponent je metoda za zmanjˇsevanje sˇtevila dimenzij, s katero pro-
jeciramo visokodimenzionalne podatke na nizˇjedimenzionalen prostor, ki ga sestavljajo
ortogonalni vektorji glavnih komponent. Glavna komponenta je vektor, pri katerem bo
varianca projeciranih podatkov maksimalna. Lepa lastnost te metode je, da v veliki meri
ohranja obliko podatkov. Podatki, ki so blizu v celotnem prostoru, so zato blizu tudi v
prostoru glavnih komponent. Tako lahko odkrivamo in analiziramo povezave in relacije,
ki se pojavljajo v visokodimenzionalnih podatkih [29, 34].
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Oglejmo si postopek izracˇuna glavnih komponent na podatkih, ki so predstavljeni
z matriko Y . Vrstice te matrike predstavljajo posamezne podatke, stolpci pa razlicˇne
dimenzije. Matriko Y normaliziramo tako, da vsaki dimenziji odsˇtejemo njeno povprecˇje
po izrazu
X = [y1 − yˆ1, y2 − yˆ2, ...]. (4.21)
Dobimo novo matriko X, katere kovariancˇna matrika je podana z izrazom
C = XTX. (4.22)
Naredimo razcep kovariancˇne matrike C na lastne vektorje in lastne vrednosti po izrazu
C = QΛQT . (4.23)
Matrika lastnih vektorjev Q je ortogonalna in predstavlja glavne komponente nasˇih po-
datkov. Diagonalna matrika lastnih vrednosti Λ predstavlja varianco, ki jo posamezna
glavna komponenta opiˇse.
Ker imamo ponavadi veliko vecˇ podatkov kot je dimenzij, bo matrika X dolga in
ozka, zato je v praksi nesmiselno izracˇunavati kovariancˇno matriko. Za dolocˇitev glavnih
komponent uporabimo raje singularni razcep matrike X. Hitro lahko pokazˇemo, da
predstavlja matrika desnih singularnih vrednosti glavne komponente, koreni singularnih
vrednosti pa predstavljajo varianco, ki jo te komponente opiˇsejo z izrazoma
X = UΣV T , (4.24)
XTX = V ΣUTUΣV = V Σ2V T . (4.25)
Cˇe imamo opravka z vecˇdimenzionalnimi podatki, obdrzˇimo le nekaj glavnih kompo-
nent, ki opiˇsejo najvecˇjo varianco podatkov. Tako bomo v projecirani ravnini sˇe vedno
obdrzˇali velik delezˇ variance. Ker pa je metoda glavnih komponent obcˇutljiva na razpon
podatkov, se pogosto predhodno posluzˇujemo standardizacije. Dimenzije standardizi-
ramo tako, da imajo povprecˇje v tocˇki 0 in je njihov standardni odklon enak 1. Na
taksˇen nacˇin bo metoda glavnih komponent enakovredno vrednotila vse dimenzije. Pri-
kaz metode glavnih komponent na nakljucˇno generiranih podatkih prikazuje slika 4.13.
V tem primeru je problem trivialen, saj so orginalni podatki zˇe v dveh dimenzijah.
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Slika 4.13 Prikaz metode glavnih komponent v dveh dimenzijah. Podatke smo generirali nakljucˇno po normalni porazdelitvi
dveh spremenljivk s kovariancˇno matriko Σ =
[
1 3/5
3/5 1
]
s povprecˇjem v tocˇki [2, 2]. Vektorja GK1 in GK2
predstavljata dve glavni komponenti na kateri projeciramo podatke.
Za realizacijo metode glavnih komponent v programskem jeziku Python uporabimo
paket decomposition PCA knjizˇnjice scikit− learn. Pred uporabo metode glavnih kom-
ponent podatke standardiziramo.
5 Rezultati
V prejˇsnjem poglavju smo predstavili in opisali predlagano metodologijo za analizo di-
namicˇnih biolosˇkih modelov z visokodimenzionalnim prostorom dopustnih resˇitev. V tem
poglavju opiˇsemo rezultate, ki smo jih z metodologijo pridobili na dinamicˇnih biolosˇkih
modelih represilatorja in pomnilne celice D s predpomnjenjem. Oba modela smo vzorcˇili
z genetskim algoritmom, ki smo ga pognali 50-krat. Zanima nas, na koliko skupin mo-
ramo vzorce razdeliti, kaksˇno delovanje izkazujejo in kako vpliva posamezen kineticˇen
parameter na delovanje modela.
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5.1 Rezultati modela biolosˇkega represilatorja
Pri modelu biolosˇkega represilatorja smo z vzorcˇenjem z genetskim algoritmom pridobili
22272 vzorcev. Poglejmo si, na koliko skupin bi bilo vzorce smiselno razdeliti. Slika
5.1 prikazuje krivulji komolcˇne metode in statistike vrzeli na podatkih represilatorja.
Obe metodi nakazujeta na optimalno sˇtevilo razredov pri k = 4, vendar moramo biti pri
statistiki vrzeli nekoliko bolj previdni. Krivulja statistike vrzeli nakazuje na en optimalen
razred, saj je ta vrzel viˇsja od vrzeli dveh razredov. Vrzel nato strmo naraste in se pri
k = 4 ustali. Na podlagi obeh metod se torej odlocˇimo za sˇtiri razrede, v katere bomo
razvrstili nasˇe podatke.
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Slika 5.1 Krivulji komolcˇne metode in statistike vrzeli na podatkih modela biolosˇkega represilatorja. Slika a) prikazuje krivuljo
komolcˇne metode, slika b) pa krivuljo statistike vrzeli. Pri obeh metodah smo predpostavili maksimalno sˇtevilo
razredov k = 20.
Z algoritmom razvrsˇcˇanja z voditelji smo razvrstili vzorce v sˇtiri razrede. Dodatno
moramo preveriti, cˇe je tako razbitje ustrezno. Slika 5.2 prikazuje silhueto razredov da-
nega razbitja. Najviˇsjo silhueto ima razred 1, sledijo mu razred 2, 3 in 4. Znotraj razredov
ima negativno vrednost silhuete le majhen delezˇ vseh vzorcev, zato lahko sklepamo, da
je razbitje kvalitetno.
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Slika 5.2 Silhueta sˇtirih razredov razvrˇscˇanja z voditelji na vzorcih modela represilatorja.
Ugotovili smo zˇe, da je razbitje na sˇtiri razrede kvalitetno. Kaksˇno obnasˇanje pa
izkazujejo posamezni vzorci znotraj teh razredov? Zanima nas kako je posamezen ra-
zred zastopan, kako osebki v prostoru v povprecˇju odstopajo od predstavnika razreda in
kaksˇne so povprecˇne vrednosti cenovne funkcije, amplitude ter periode in njihovi stan-
dardni odkloni. Zanima nas tudi kaksˇno delovanje izkazujejo predstavniki razredov. Za
predstavnike razredov vzemimo kar njihova tezˇiˇscˇa. Izkazˇe se, da imajo ti osebki bistveno
slabsˇo vrednost cenovne funkcije od povprecˇja, za kar obstajata dve mozˇni razlagi. Prvicˇ,
vzorci so se razvrstili po lokalnih ekstremih, te pa smo nato razvrstili v en razred. Pov-
precˇna vrednost cenovne funkcije je zato nizka. Ker pa je tezˇiˇscˇe razreda na sredini med
lokalnimi ekstremi, je njegova vrednost cenovne funkcije viˇsja. Drugicˇ, optimalno delova-
nje izkazujejo resˇitve na robu prostora dopustnih resˇitev. Vecˇina vzorcev se zato razporedi
ravno ob robu in je zato povprecˇna vrednost cenovne funkcije nizka. Ostali vzorci viˇsajo
povprecˇno vrednost cenovne funkcije, hkrati pa v vecˇji meri premikajo tezˇiˇscˇe razreda
stran od roba resˇitev, zaradi cˇesar je vrednost cenovne funkcije tezˇiˇscˇa viˇsja od pov-
precˇja. V prvem primeru bi morali komolcˇna metoda in metoda statistika vrzeli nakazati
na viˇsje sˇtevilo razredov. Ker temu ni tako, lahko sklepamo, da je druga razlaga ver-
jetnejˇsa. Za nove predstavnike razredov zato izberemo tezˇiˇscˇa 10% najboljˇsih osebkov
znotraj posameznega razreda. Lastnosti posameznih razredov modela represilatorja pri-
kazuje tabela 5.1. Najbolj zastopan je razred 2, sledijo mu razred 3, 1 in 4. Razred 2
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ima tudi najboljˇso vrednost cenovne funkcije, najviˇsjo povprecˇno amplitudo in periodo.
Standardni odklon amplitude in periode je pri vseh razredih visok. To je pricˇakovano,
saj smo sestavili taksˇno cenovno funkcijo, ki ne kaznuje signalov z razlicˇno amplitudo in
periodo oscilacij, a vseeno favorizira signale z viˇsjo amplitudo in periodo. Zˇeleli bi si,
da so razredi z nizˇjo povprecˇno vrednostjo cenovne funkcije po prostoru bolj razprsˇeni.
Temu zˇal ni tako, saj imata najviˇsjo varianco razreda 3 in 4. Omeniti moramo, da lahko
vse sˇtiri razrede smatramo za kvalitetne, saj vsi izkazujejo visoko povprecˇno amplitudo
in periodo oscilacij, vendar je na podlagi podatkov iz tabele 5.1 razred 2 najrobustnejˇsi.
Tabela 5.1 Lastnosti posameznih razredov modela represilatorja.
Razred 1 Razred 2 Razred 3 Razred 4
Sˇtevilo osebkov 5336 7190 5788 3958
Varianca razreda 22,62 22,35 26,85 26,44
Povprecˇna vrednost
cenovne funkcije
−1791348 −2019712 −1427360 −1405116
Deviacija
cenovne funkcije
1951092 2078382 1570637 1607450
Povprecˇje amplitude [nM ] 925 1018 742 702
Deviacija amplitude [nM ] 718 753 568 565
Povprecˇje periode [h] 15,55 16,81 15,63 14,39
Deviacija periode [h] 10,18 9,14 9 10,7
Vrednost cenovne funkcije
predstavnika razreda
−159365 −197158 −104259 −141946
Vrednost cenovne funkcije
predstavnika najboljˇsih 10%
−5129479 −4608700 −4540441 −4526905
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Poglejmo si, kaksˇno delovanje izkazujejo predstavniki razredov in kaksˇni so njihovi
kineticˇni parametri. Tabela 5.2 prikazuje kineticˇne parametre predstavnikov razredov.
Opazimo lahko, da je hitrost izrazˇanja ob odsotnosti represorja v vseh primerih visoka,
medtem ko je hitrost brezpogojnega izrazˇanja nizka. Hitrost genskega prevajanja je za
predstavnike vseh razredov podobna in znasˇa priblizˇno 74 h−1. Hitrosti degradacije
informacijske RNA in proteinov sta v vseh primerih reda 10−1 h−1. Hillov koeficient
n in disociacijska konstanta Kd zavzemata razlicˇne vrednosti za razlicˇne predstavnike
razredov, kar nakazuje, da na kvaliteto resˇitve nimata obcˇutnega vpliva.
Tabela 5.2 Kineticˇni parametri predstavnikov najboljˇsih 10% osebkov razredov za model represilatorja.
Parameter Razred 1 Razred 2 Razred 3 Razred 4
α 19,85 19,92 19,9 19,85
α0 1,2 ∗ 10−2 2,33 ∗ 10−3 8,22 ∗ 10−3 1,39 ∗ 10−3
n 91,26 17,52 17,97 93,82
β 74,34 74,76 74,32 73,68
δm 7,4 ∗ 10−1 8 ∗ 10−1 8,5 ∗ 10−1 9,1 ∗ 10−1
δp 7,53 ∗ 10−1 6,67 ∗ 10−1 7,68 ∗ 10−1 7,13 ∗ 10−1
Kd 96,7 97,7 41,47 44,96
Slika 5.3 prikazuje simulacijske rezultate predstavnikov razredov. Opazimo lahko, da
je odziv predstavnikov vseh razredov podoben. Vsi predstavniki imajo priblizˇno enako
periodo 20 h. Amplituda predstavnikov razredov 1 in 2 znasˇa priblizˇno 2500 nM , medtem
ko znasˇa amplituda ostalih dveh predstavnikov razredov priblizˇno 2000 nM .
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Slika 5.3 Simulacije modela represilatorja za predstavnike najboljˇsih 10% osebkov znotraj posameznih razredov. Slika a)
predstavlja razred 1, slika b) predstavlja razred 2, slika c) predstavlja razred 3, slika d) predstavlja razred 4.
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Do sedaj smo dolocˇili optimalno sˇtevilo razredov za razvrsˇcˇanje, ocenili kvaliteto raz-
bitja ter analizirali posamezne razrede in njihove predstavnike. Kljub vsemu sˇe vedno
nimamo obcˇutka, kako so vzorci modela biolosˇkega represilatorja razporejeni po prostoru
dopustnih resˇitev. V ta namen podatke vizualiziramo, pri cˇemer za redukcijo dimen-
zij uporabimo metodo glavnih komponent. Vzorce standardiziramo in jih projeciramo
na prve tri glavne komponente. Slika 5.4 prikazuje projekcijo osebkov modela represi-
latorja na ravnino prvih treh glavnih komponent. Opazimo lahko sˇtiri jasno definirane
razrede, ki so med sabo povezani. Osebki so v srediˇscˇu razredov nekoliko bolj zgosˇcˇeni.
Prostor dopustnih resˇitev biolosˇkega modela represilatorja spominja v projekciji glavnih
komponent na nekaksˇno sˇtiristrano prizmo.
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Slika 5.4 Projekcija podatkov represilatorja na prve tri glavne komponente, kjer predstavlja rdecˇa barva osebke razreda 1,
modra osebke razreda 2, zelena osebke razreda 3 in rumena osebke razreda 4. Zaradi lepsˇe vizualizacije prikazˇemo
le 10% najboljˇsih osebkov znotraj posameznega razreda.
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Kot zanimivost si poglejmo, kaksˇne oblike tvorijo podatki v preseku posameznih di-
menzij. Vseh presekov v nalogi ne prikazujemo in izpostavimo le nekaj najbolj zanimivih.
Slika 5.5 prikazuje vzorce modela represilatorja v preseku posameznih dimenzij.
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Slika 5.5 Prikaz vzorcev modela represilatorja v preseku posameznih dimenzij. Razlicˇne barve predstavlja osebke posameznih
razredov. Rdecˇa predstavlja razred 1, modra razred 2, zelena razred 3 in rumena razred 4. Slika a) prikazuje presek
za kineticˇne parametre δp, δm in n. Podatki v tem preseku tvorijo vzpetino, ki je sprva polozˇna, nato pa se ta
zacˇne vzpenjati. Slika b) prikazuje presek za kineticˇne parametre n, δp in Kd. Ti tvorijo nekaksˇen kvadrat. Slika
c) prikazuje presek za kineticˇne parametre Kd, δp in δm. V tem preseku je mocˇ opaziti del plasˇcˇa valja. Zaradi
lepsˇe vizualizacije prikazˇemo le 10% najboljˇsih osebkov znotraj posameznega razreda.
Pri analizi biolosˇkih modelov nas zanima tudi to, kako vpliva posamicˇen kineticˇen
parameter na delovanje sistema. Podatke lahko vizualiziramo tako, da predstavimo vsak
osebek kot tocˇko na grafu dveh dimenzij. Os x predstavlja vrednost kineticˇnega parame-
tra, os y pa vrednost cenovne funkcije. Slika 5.6 prikazuje vrednosti cenovne funkcije pri
razlicˇnih vrednostih posameznih kineticˇnih parametrov. Omeniti je potrebno, da je na
sliki os vrednosti cenovne funkcije zaradi lepsˇega prikaza invertirana. Vrednost cenovne
funkcije pada pri viˇsanju vrednosti kineticˇnih parametrov α, β in Kd. Pri parametru Kd
padec cenovne funkcije ni tako izrazit. Pri viˇsanju vrednosti kineticˇnih parametrov α0 in
δm vrednost cenovne funkcije narasˇcˇa. Pri parametru δp je vrednost cenovne funkcije na
zacˇetku 0, ta nato hitro pada in dosezˇe minimum pri vrednosti okrog 0,8. Hillovega koe-
ficienta tukaj ne prikazujemo, saj ta nima taksˇnega vpliva na vrednost cenovne funkcije.
Iz slike 5.6 lahko razberemo tudi, kako obcˇutljiv je model na perturbacijo posameznega
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kineticˇnega parametra. Parameter, pri katerem bo cenovna funkcija mocˇno padala ali
narasˇcˇala, ima vecˇji vpliv na odziv modela od parametra, ki ne vpliva na vrednost ce-
novne funkcije. Paramteri α, α0, β, δm in δp imajo velik vpliv na odziv sistema, medtem
ko parametra Kd in n taksˇnega vpliva nimata.
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Slika 5.6 Graf raztrosa za vrednost cenovne funkcije pri razlicˇnih parametrih modela represilatorja. Modre tocˇke na grafih
predstavljajo posamezne osebke. Zaradi preglednosti je os, ki predstavlja vrednost cenovne funkcije, invertirana.
Vpliv dveh kineticˇnih parametrov na vrednost cenovne funkcije lahko ponazorimo s
toplotno karto. Osi predstavljata razlicˇna kineticˇna parametra, medtem ko je vrednost
cenovne funkcije prikazana z razlicˇno barvo. Slika 5.7 prikazuje toplotne karte za razlicˇne
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pare kineticˇnih parametrov. Za potrebe vizualizacije podatke z linearno interpolacijo
predhodno interpoliramo na mrezˇo velikosti 150 ∗ 150 tocˇk [14]. Tudi ta prikaz potrjuje,
da so vzorci modela represilatorja razporejeni po robu prostora dopustnih resˇitev. Z
vecˇanjem vrednosti parametrov α, α0 in β se vrednost cenovne funkcije nizˇa, medtem ko
se z viˇsanjem parametrov δp in δm vrednost cenovne funkcije viˇsa. Toplotne karte ostalih
parov kineticˇnih parametrov niso reprezentative, zato jih v nalogi ne prikazujemo.
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Slika 5.7 Toplotna karta modela biolosˇkega represilatorja za razlicˇne pare kineticˇnih parametrov. Rdecˇa barva predstavlja
nizko vrednost cenovne funkcije, modra pa visoko vrednost cenovne funkcije.
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5.2 Rezultati modela biolosˇke pomnilne celice D
s predpomnjenjem
Pri modelu biolosˇke pomnilne celice D s predpomnjenjem smo z vzorcˇenjem z genet-
skim algoritmom pridobili 15641 vzorcev. Slika 5.8 prikazuje krivulji komolcˇne metode
in statistike vrzeli na podatkih modela biolosˇke pomnilne celice. Pri modelu biolosˇke po-
mnilne celice D optimalno sˇtevilo razredov ni tako ocˇitno kot je pri modelu represilatorja.
Na podlagi komolcˇne metode tudi ne moremo dolocˇiti optimalnega sˇtevila razredov, saj
komolec ni tako izrazit, zato se za izbiro optimalnega sˇtevila razredov opremo na me-
todo statistika vrzeli. Ta nakazˇe na optimalno sˇtevilo razredov pri k = 4, saj je vrzel
sˇtirih razredov viˇsja od razlike vrzeli petih razredov in njene standardne napake. Kri-
vulja vrzeli strmo narasˇcˇa in se pri sˇtirih razredih pocˇasi ustali, zato za sˇtevilo razredov
pri razvrsˇcˇanju z voditelji tudi tukaj izberemo sˇtiri razrede, v katere bomo razvrsˇcˇali
podatke.
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Slika 5.8 Graf komolcˇne metode in statistike vrzeli na podatkih modela biolosˇke pomnilne celice D s predpomnjenjem. Slika
a) prikazuje krivuljo komolcˇne metode, slika b) pa krivuljo statistike vrzeli. Pri obeh metodah smo predpostavili
maksimalno sˇtevilo razredov k = 20.
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Slika 5.9 prikazuje silhueto razredov pridobljenimi z razvrsˇcˇanjem z voditelji. Pre-
vladuje prvi razred, ki ima najvecˇjo silhueto, sledi mu razred 3, razreda 2 in 4 pa imata
najnizˇjo vrednost silhuete. Vrhovi silhuete razredov 2, 3 in 4 so tudi ozˇji od vrha silhuete
razreda 1. Silhuete razredov modela pomnilne celice D so nizˇje od silhuet razredov mo-
dela represilatorja in vsebujejo nekoliko vecˇji delezˇ osebkov z negativno silhueto. Kljub
temu je ta delezˇ dokaj majhen, zato lahko predpostavimo, da je razbitje kakovostno. Ne-
koliko slabsˇa silhueta sovpada tudi s krivuljama komolcˇne metode in statistike vrzeli, kar
nakazuje, da podatki modela pomnilne celice D v prostoru dopustnih resˇitev ne tvorijo
tako jasno definiranih skupin.
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Slika 5.9 Silhueta sˇtirih razredov razvrˇscˇanja z voditelji na vzorcih modela biolosˇke pomnilne celice D s predpomnjenjem.
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Poglejmo si, kako je posamezen razred zastopan, kako so osebki znotraj razreda
razprsˇeni ter kaksˇne so povprecˇne vrednosti cenovne funkcije, amplitude ter periode
in kaksˇni so njihovi standardni odkloni. Zanima nas tudi, kaksˇno delovanje izkazujejo
predstavniki razredov. Lastnosti razredov modela biolosˇke pomnilne celice D s predpo-
mnjenjem prikazuje tabela 5.3. Najbolj zastopan je razred 2, sledijo mu razredi 3, 4
in 1. Osebki razreda 2 so tudi najbolj razprsˇeni. Povprecˇna amplituda razredov znasˇa
priblizˇno 97 nM , povprecˇna perioda razredov pa je priblizˇno 25 h. Standardna odklona
sta pri amplitudi in periodi nizka. To je pricˇakovano, saj cenovna funkcija, ki smo jo
uporabili pri preiskovanju prostora modela biolosˇke pomnilne celice, favorizira oscilacije
z amplitudo 100 nM in periodo 24 h. Predstavniki razredov imajo bistveno boljˇso vre-
dnost cenovne funkcije od povprecˇja, kar pomeni, da so se osebki razporedili po lokalnih
ekstremih. Tudi tukaj je razred 2 najrobustnejˇsi, saj je mocˇno zastopan, podatki so po
razredu razprsˇeni, njegovi osebki pa izkazujejo optimalno delovanje s pravilno periodo in
amplitudo oscilacij z nizkim standardnim odklonom.
Tabela 5.3 Lastnosti posameznih razredov modela biolosˇke pomnilne celice D s predpomnjenjem.
Razred 1 Razred 2 Razred 3 Razred 4
Sˇtevilo osebkov 3431 4600 3938 3672
Varianca razreda 231,8 355,48 322,72 332,82
Povprecˇna vrednost
cenovne funkcije
88073 104335 90447 137567
Deviacija
cenovne funkcije
125780 122052 116628 129325
Povprecˇje amplitude [nM ] 96,94 97,67 97,2 96,05
Deviacija amplitude [nM ] 8,5 7,21 9,29 9,82
Povprecˇje periode [h] 25,03 25,31 24,92 25,17
Deviacija periode [h] 2,82 2,84 2,59 2,51
Vrednost cenovne funkcije
predstavnika razreda
21231 28366 18540 34769
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Tabela 5.4 prikazuje kineticˇne parametre predstavnikov razredov modela biolosˇke
pomnilne celice. Opazimo lahko, da so tako hitrosti produkcije, kot tudi degradacije
proteinov visoke. To je potrebno, cˇe zˇelimo hitre prehode iz nizkega v visoko stanje.
Disociacijske konstante so po vecˇini nizke, razen Kd7, ki je visoka pri vseh razredih.
Tabela 5.4 Kineticˇni parametri predstavnikov razredov za model biolosˇke pomnilne celice D s predpomnjenjem.
Parameter Razred 1 Razred 2 Razred 3 Razred 4
α1 622.71 156,75 484,59 610,2
α2 663 529,62 61,84 557,61
α3 684,86 474,43 559,73 269,79
α4 678,09 577,66 653,21 457,21
δ1 4,84 3,79 2,1 4,68
δ2 5,26 3,96 4,89 2,79
Kd1 26,27 26,08 31,66 33,05
Kd2 24,19 23,36 27,71 23,12
Kd3 15,58 13,54 21,78 18,97
Kd4 66,28 58,67 47,79 56,17
Kd5 47,46 42,85 44,9 40,96
Kd6 10,06 20,47 20,98 23,83
Kd7 97,64 97,77 98,07 96,67
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Slika 5.10 prikazuje simulacijske rezultate predstavnikov razredov modela pomnilne
celice D s predpomnjenjem. Vsi predstavniki izkazujejo optimalno delovanje z amplitudo
100 nM in periodo 24 h.
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Slika 5.10 Simulacije modela biolosˇke pomnilne celice D s predpomnjenjem za predstavnike razredov. Slika a) predstavlja
razred 1, slika b) predstavlja razred 2, slika c) predstavlja razred 3, slika d) predstavlja razreda 4.
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Kako pa so vzorci modela pomnilne celice D s predpomnjenjem razporejeni po pro-
storu dopustnih resˇitev? Slika 5.11 prikazuje projekcijo standardiziranih vzorcev modela
pomnilne celice D s predpomnjenjem na prve tri glavne komponente. Opazimo lahko, da
so prvi trije razredi mocˇno povezani, medtem ko je razred 4 locˇen. Razred 1 se razredu
2 mocˇno prilega. Iz projekcije je razvidno, da bi lahko osebke razvrstili tudi v dve ali tri
skupine.
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Slika 5.11 Projekcija prvih treh glavnih komponent na podatkih modela biolosˇke pomnilne celice D s predpomnjenjem, kjer
predstavlja rdecˇa barva osebke razreda 1, modra osebke razreda 2, zelena osebke razreda 3 in rumena osebke
razred 4. Zaradi preglednosti prikazˇemo le 10% najboljˇsih osebkov znotraj posameznega razreda.
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Zanimivi so tudi preseki posameznih dimenzij. Slika 5.12 prikazuje preseke razlicˇnih
dimenzij za vzorce modela pomnilne celice. Vseh presekov v nalogi ne prikazujemo in
izpostavimo le nekaj najbolj zanimivih.
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Slika 5.12 Prikaz vzorcev modela biolosˇke pomnilne celice D s predpomnjenjem v preseku posameznih dimenzij. Razlicˇne
barve predstavljajo osebke posameznih razredov. Rdecˇa predstavlja razred 1, modra razred 2, zelena razred 3 in
rumena razred 4. Slika a) prikazuje presek za kineticˇne parametre α1, α2 in α3. Vzorci razredov 1, 2 in 3 na
robu parametra α3 in tvorijo ravnino, medtem ko so vzorci razreda 4 locˇeni. Slika b) prikazuje presek za kineticˇne
parametre α1, Kd7 in δ1. Tudi tukaj se vzorci razporedijo po robu parametra Kd7. Slika c) prikazuje presek
za kineticˇne parametre α2, α3 in Kd5. Vzorci razredov 1, 2 in 3 se razporedijo na robu kineticˇnega parametra
α3. Vrednosti parametra Kd5, ki jo ti vzorci zavzamejo, so med 44 nM in 48 nM . Osebki razreda 4 tvorijo
nekaksˇen lok. Zaradi preglednosti prikazˇemo le 10% najboljˇsih osebkov znotraj posameznega razreda.
Poglejmo sˇe, kako vpliva posamezen kineticˇen parameter na odziv modela. Slika 5.13
prikazuje vrednost cenovne funkcije za razlicˇne kineticˇne parametre. Omeniti je potrebno,
da je zaradi lepsˇega prikaza tudi tukaj os vrednosti cenovne funkcije invertirana. Z
vecˇanjem vrednosti parametrov α3, α4 in Kd7 se vrednost cenovne funkcije nizˇa. Pri
parametru Kd5 in δ2 se z vecˇanjem vrednosti parametra cenovna funkcija nizˇa in dosezˇe
minimum priblizˇno pri 50 nM . Prav tako se z vecˇanjem vrednosti parametra δ2 cenovna
funkcija nizˇa in dosezˇe minimum priblizˇno pri 7,5 h−1 Pri Kd5 z vecˇanjem vrednosti
parametra vrednost cenovne funkcije pocˇasi narasˇcˇa. Parametri Kd5, Kd7 in δ2 imajo
mocˇan vpliv na odziv modela. Recˇemo lahko tudi, da je model obcˇutljiv na te parametre.
Ostalih parametrov ne prikazujemo, saj ti ne vplivajo toliko na vrednost cenovne funkcije.
Vsi kineticˇni parametri, ki so prikazani na sliki 5.13, nastopajo pri kemijskih reakcijah
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produkcije in degradacije izhodnih proteinov q in qc, zato imajo od ostalih kineticˇnih
parametrov, ki pri teh reakcijah ne nastopajo, tudi vecˇji vpliv na dinamiko modela.
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Slika 5.13 Graf raztrosa za vrednost cenovne funkcije pri razlicˇnih parametrih modela biolosˇke pomnilne celice D s pred-
pomnjenjem. Modre tocˇke na grafih predstavljajo posamezne osebke. Zaradi lepsˇega prikaza je os, ki prikazuje
vrednost cenovne funkcije, invertirana.
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Vplive kombinacij dveh kineticˇnih parametrov modela biolosˇke pomnilne celice D
s predpomnjenjem ponazorimo s toplotno karto. Slika 5.14 prikazuje toplotne karte za
razlicˇne pare kineticˇnih parametrov. Podatke predhodno z linearno interpolacijo sˇe inter-
poliramo na mrezˇo velikosti 150 ∗ 150. V vseh primerih lahko opazimo, da se z vecˇanjem
parametra Kd7 nizˇa tudi vrednost cenovne funkcije. Parametra δ1 in α3 na vrednost
cenovne funkcije nimata taksˇnega vpliva. Model izkazuje najoptimalnejˇse delovanje, cˇe
zavzema kineticˇni paremeter Kd5 vrednosti med 30 in 60 nM . Prav tako mora za opti-
malno delovanje pomnilne celice D s predpomnjenjem kineticˇni parameter δ2 zavzemati
vrednosti med 1 in 7,5 nM . Ozke vodoravne cˇrte na toplotnih kartah so posledica na-
pak pri interpolaciji podatkov in ne predstavljajo dejanskega stanja sistema. Toplotne
karte ostalih parov kineticˇnih parametrov niso tako reprezentativne, zato jih v nalogi ne
prikazujemo.
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Slika 5.14 Temperaturni prikaz modela biolosˇke pomnilne celice D s predpomnjenjem. Vrednost cenovne funkcije je prikazana
z razlicˇno barvo. Rdecˇa predstavlja nizko vrednost cenovne funkcije, medtem ko predstavlja modra barva visoko
vrednost cenovne funkcije.

6 Diskusija
Analiza vpliva posameznih kineticˇnih parametrov na odziv modela nam pove, za katere
vrednosti parametrov bo biolosˇki model izkazoval zˇeleno delovanje. V kolikor nas zanima
velikost in oblika prostora dopustnih resˇitev, moramo ubrati drugacˇne pristope. Meto-
dologija za analizo prostora dopustnih resˇitev dinamicˇnih biolosˇkih modelov, ki smo jo v
delu predlagali, je primerna, cˇe prostor vsebuje vecˇje sˇtevilo lokalnih ekstremov, kar je
tudi pogoj za nepovezanost prostora dopustnih resˇitev. S predlagano metodologijo lahko
najdemo in analiziramo razlicˇne regije, ki se v prostoru dopustnih resˇitev pojavljajo, iden-
tificiramo najrobustnejˇse obmocˇje ter dobimo obcˇutek o velikosti in povezanosti prostora
dopustnih resˇitev kineticˇnih parametrov.
Prednost predlagane metodologije je v tem, da je intuitivna in preprosta za imple-
mentacijo. V nasˇem primeru smo za implementacijo uporabili programski jezik Python,
kjer je vecˇina algoritmov, ki v metodologiji nastopajo, zˇe implementiranih. Slabost me-
todologije je, da je pocˇasna. Prostor resˇitev moramo v celoti preiskati, kar je cˇasovno
potratno. Predlagana metodologija je zato primerna, cˇe optimalnih resˇitev kineticˇnih
parametrov ne poznamo in moramo prostor resˇitev v vsakem primeru preiskati.
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Koncept predlagane metodologije smo za analizo obcˇutljivosti pomnilne celice D s
predpomnjenjem uporabili zˇe v [13], kjer smo ugotovili, da imajo kineticˇni parametri
reakcij produkcije in degradacije izhodnih proteinov vecˇji vpliv od ostalih kineticˇnih
parametrov. Ker pa smo za oceno vpliva posameznega parametra uporabili Morrisovo
analizo obcˇutljivosti [7, 8, 10, 13] le v lokalni okolici optimalnih resˇitev, lahko ti rezultati
od nasˇih nekoliko odstopajo.
Omeniti moramo sˇe, da obstajajo tudi drugi mozˇni pristopi za analizo prostora dopu-
stnih resˇitev kineticˇnih parametrov. V [35] avtorji najprej prostor resˇitev vzorcˇijo in ga
nato aproksimirajo s polinomi viˇsjih stopenj vecˇ spremenljivk. Prav tako v [36] avtorji
prostor resˇitev vzorcˇijo in ga nato omejijo z elipsoidami. Te se lahko prekrivajo, zato
lahko dobro okarektiziramo tudi nekonveksne regije. Vsem tem metodologijam je skupno
vzorcˇenje prostora resˇitev. Glavna njihova slabost je v tem, da se v primeru pomanklji-
vega vzorcˇenja podatkom prevecˇ prilagodijo, kar lahko pripelje do resˇitev, ki ne odrazˇajo
dejanskega stanja sistema. To nakazuje, da je nepoznavanje prostora dopustnih resˇitev
kineticˇnih parametrov sˇe vedno perecˇ problem v sintezni in sistemski biologiji, ki ga je
bilo potrebno nasloviti.
V nasˇem primeru se je izkazalo, da sta prostora dopustnih resˇitev modela repre-
silatorja in modela biolosˇke pomnilne celice D s predpomnjenjem kompleksna, na kar
nakazuje tudi hitrost konvergence preiskovanja s simuliranim ohlajanjem (glej sliki 4.4
in 4.5). Pri obeh modelih je z viˇsanjem zacˇetne temperature in velikosti izbire sosesˇcˇine
konvergenca preiskovanja narasˇcˇala. To nakazuje na prisotnost vecˇjega sˇtevila lokalnih
ekstremov, saj dobimo slabsˇo konvergenco, cˇe izbiramo za naslednike vedno samo boljˇsa
stanja in se zato ujamemo v lokalni ekstrem. Viˇsja konvergenca pri vecˇjem koraku ge-
neriranja sosesˇcˇine nakazuje na to, da je prostor dopustnih resˇitev relativno majhen v
primerjavi s celotnim prostorom. Z vecˇjimi koraki tako hitreje dosezˇemo tudi druge regije
dopustnih resˇitev. To potrjuje, da sta prostora dopustnih resˇitev kineticˇnih parametrov
modela represilatorja in biolosˇke pomnilne celice D s predpomnjenjem kompleksna z
velikim sˇtevilom lokalnih ekstremov.
Pri obeh modelih smo prostor resˇitev razdelili v sˇtiri razrede. V primeru represila-
torja so ti razredi jasno definirani, se ne prekrivajo, so ohlapno povezani in lezˇijo na
robu prostora resˇitev. Pri modelu biolosˇke pomnilne celice se prvi trije razredi drug dru-
gemu nekoliko bolj prilegajo, cˇetrti razred pa je od ostalih treh locˇen. V tem primeru bi
lahko izbrali tudi nizˇje sˇtevilo razredov za razvrsˇcˇanje, ker pa smo se opirali na komolcˇno
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metodo in statistiko vrzeli, smo izbrali sˇtiri razrede. Da je taksˇno razbitje kvalitetno,
je potrdila tudi silhueta posameznih razredov. Pri modelu biolosˇke pomnilne celice D
s predpomnjenjem je prostor dopustnih resˇitev nepovezan, kar dokazuje obstoj lokalnih
ekstremov. To potrjuje tudi dejstvo, da imajo predstavniki razredov modela pomnilne
celice D s predpomnjenjem bistveno boljˇso vrednost cenovne funkcije od povprecˇja ra-
zreda. To je mocˇ razlozˇiti tako, da se osebki pri preiskovanju z genetskim algoritmom
porazdeljujejo v okolici lokalnih ekstremov.

7 Zakljucˇek
V nalogi smo predlagali novo metodologijo za analizo prostora dopustnih resˇitev v vi-
sokodimenzionalnih dinamicˇnih modelih biolosˇkih sistemov in jo ovrednotili na modelih
biolosˇkega represilatorja ter biolosˇke pomnilne celice D s predpomnjenjem, ki smo ju z
razlicˇnimi predpostavkami sˇe dodatno poenostavili. Ta dva modela smo izbrali, saj izka-
zujeta oscilatorno dinamiko, ki je s staliˇscˇa kompleksnosti analiz za nas zanimiva, hkrati
pa so modeli s staliˇscˇa racˇunske zahtevnosti in sˇtevila parametrov sˇe vedno obvladljivi.
Primerjali smo enakomerno vzorcˇenje, vzorcˇenje s simuliranim ohlajanjem in vzorcˇenje
z genetskimi algoritmi. Genetski algoritmi so se v nasˇem primeru izkazali za najpri-
mernejˇse, saj ti izkazujejo najhitrejˇso konvergenco. Prostor dopustnih resˇitev kineticˇnih
parametrov, ki smo ga omejili tako, da so najdene resˇitve biolosˇko relevantnejˇse, smo
zato vzorcˇili z genetskim algoritmom. Pri obeh modelih smo za oceno kvalitete resˇitev
uporabili drugacˇno cenovno funkcijo. Pri modelu biolosˇkega represilatorja smo v fre-
kvencˇnem prostoru sestavili taksˇno cenovno funkcijo, ki optimizira amplitudo in periodo
oscilacij. Odzivi najdenih resˇitev so tako izkazovali razlicˇno amplitudo in periodo oscila-
cij. Pri modelu biolosˇke pomnilne celice D s predpomnjenjem smo izbrali taksˇno cenovno
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funkcijo, ki favorizira signale s tocˇno dolocˇeno amplitudo in periodo oscilacij. Primer-
jali smo tudi razlicˇne algoritme za razvrsˇcˇanje resˇitev v posamezne razrede. Tako smo
primerjali hierarhicˇno razvrsˇcˇanje in razvrsˇcˇanje z voditelji. Zaradi prevelike cˇasovne
zahtevnosti hierarhicˇnega razvrsˇcˇanja smo posamezne resˇitve v razlicˇne razrede razvr-
stili z algoritmom razvrsˇcˇanje z voditelji. Kvaliteto razbitja smo ovrednotili z metodo
silhuete in posamezne razrede tudi analizirali ter identificirali najrobustnejˇsi razred. Za
oceno optimalnega sˇtevila razredov smo se posluzˇili komolcˇne metode in metode stati-
stika vrzeli. Slednja se je izkazala za primernejˇso v primeru, da skupine v podatkih niso
jasno definirane. Pri obeh modelih smo prostor dopustnih resˇitev razdelili v sˇtiri razrede.
Najdene resˇitve smo sˇe projecirali na prve tri glavne komponente in analizirali razlicˇne
preseke posameznih dimenzij modelov. Tako smo dobili obcˇutek o velikosti, obliki in po-
vezanosti regij, ki jih tvorijo resˇitve kineticˇnih parametrov. Izkazalo se je, da je prostor
dopustnih resˇitev pri obeh modelih kompleksen, pri modelu biolosˇke pomnilne celice D
s predpomnjenjem pa je tudi nepovezan. Medtem ko so se resˇitve modela represilatorja
porazdelile po robu prostora, so se resˇitve modela pomnilne celice D s predpomnjenjem
porazdelile okoli lokalnih ekstremov. Pri obeh modelih smo analizirali sˇe vpliv posame-
znih kineticˇnih parametrov na odziv sistema in to tudi vizualizirali z grafom raztrosa
in toplotno karto. Za implementacijo smo se posluzˇevali programskega jezika Python in
ustreznih knjizˇnjic kot so DEAP , NumPy ter scikit− learn.
Algoritmov za razvrsˇcˇanje na podlagi gostote v nalogi nismo obravnavali, vseeno pa
bi bilo zanimivo videti kaksˇne regije bi dobili z njihovo uporabo. Tipicˇen predstavnik
algoritmov za razvrsˇcˇanje na podlagi gostote je DBSCAN (ang. Density Based Spatial
Clustering of Applications with Noise) [30]. V delu smo predlagano metodologijo ovre-
dnotili na dveh modelih umetnih sistemov GRO. Zanimivo bi bilo videti tudi to, kaksˇen
prostor resˇitev izkazujejo modeli, ki temeljijo na drugih motivih, ki v biolosˇkem orga-
nizmu izkazujejo oscilatorno dinamiko. Primer taksˇnih motivov so cirkadiani ritmi [17].
Dodatno bi lahko preverili tudi to, kako vpliva izbor razlicˇnih cenovnih funkcij na velikost
in obliko prostora dopustnih resˇitev.
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A Priloga
A.1 Izvorna koda
Izvorna koda z ustreznimi datotekami in navodili je dosegljiva na javnem
GitHub repozitoriju:
https://github.com/zigapusnik/analiza-dopustnih-resitev-bioloskih-modelov.
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