Abstract. Along with development of SOA systems, their requirements in terms of fault-tolerance increase and become more stringent. To improve reliability of SOA-based systems and applications, a ReServE service, providing an external support of web services recovery, has been designed. In this paper we propose to enhance the resilience of ReServE by replication of log with recovery information, and address problems related to deployment of this solution.
Introduction
Service-oriented systems (SOA) are increasingly adopted by industry in various areas of computing. Many web services, especially those found in critical or vital domains (e.g. healthcare, finance, defense, etc.), have stringent requirements in terms of availability and reliability. Since in most cases failures of such services are unacceptable, their dependability has to be ensured [1] . However, building a dependable SOA systems is a difficult task, due to their specific properties. SOA systems are highly dependent on the remote web service components of various characteristics, which are autonomous and loosely-coupled. Web services usually run on heterogeneous platforms, and are hosted by different organizations. Such services may be unavailable for an unknown reason, and for an undetermined amount of time. Moreover, their providers may refuse or be unwilling to cooperate with other providers to overcome failures of their services. They also may not be able to take part in fault-tolerance processing because of applied fault-tolerance policies. Therefore, services should not be relied upon, when the fault-tolerant mechanisms are to be provided.
As a consequence, we have proposed ReServE service, which aims in increasing SOA fault-tolerance [2] . ReServE provides an external support of web services rollback-recovery with the use of a well-known mechanism of messagelogging [5, 9] , and ensures that in the case of failure of one or more system components (i.e. web services or their clients) a consistent state of distributed processing is recovered. The interactions exchanged between clients and services are saved by ReServE in the form of message log, stored in the persistent storage, which is assumed to survive all failures. Such an assumption is difficult to be guaranteed in real-life [8] . Additionally, although a persistent storage supports reliability, due to significant MTTR (mean time to recovery), its crash results in log unavailability for a substantial period of time. This way, another point vulnerable to crash is introduced, which can reduce system availability. Therefore, in this paper we propose to implement the persistent storage used in ReServE service as a replicated log containing the recovery information. Along with the replication of a message log, also the logic of the module of ReServE, called Recovery Management Unit (RMU), which is responsible for the implementation of a recovery process has to be replicated. Although a general idea of log and RMU replication is straightforward [7] , and relies on storing messages necessary for recovery of system participants in replicas, its implementation raises several problems, which have to be solved. Among them are: synchronization of logs kept by different replicas, handling replicas failures, combining the replication of recovery information with the recovery processing. In this paper we discuss how the above problems may be resolved in the context of ReServE.
The paper is organized as follows. Sections 2 and 3 present system model and general idea of ReServE, respectively. Section 4 discusses the possible approach to replication of ReServE recovery log. Finally, Section 5 concludes the paper and presents the future directions of our work.
System Model
Throughout this paper, a distributed SOA system is considered [6] . It consists of service providers that keep resources, and deliver -in the form of provided web services -a specified functionality to clients. Web services are autonomous and loosely-coupled. They have a well-defined and standardized interface that defines how to use them. Clients invoke services by sending requests, so service invocation results in a computation, subsequent reply to the requesting client, and possible resource state changes. Service execution may also encompass the collaboration of other services (without compromising the autonomy of each individual service). It is assumed that both clients and services are piece-wise deterministic. Services can concurrently process only such requests that do not require access to the same or interacting resources. Otherwise, the existence of a mechanism serializing access to resources, which uniquely determines the order of operations, is assumed. Communication in the considered system is stateless -each request contains all the information necessary to understand the request, independently of any requests that may have preceded it. The considered communication channels are reliable (the reliability is ensured by the retransmission of messages), but they do not guarantee FIFO property. Additionally, the crash-recovery model of failures is assumed, i.e., system components may fail and recover after crashing a finite number of times [1] . Failures may happen at arbitrary moments, and we require any such failure to be eventually detected, for
