a r t i c l e i n f o a b s t r a c t Let (X, g) be an Hadamard manifold with ideal boundary ∂ X. We can then define the map ϕ : X → P(∂ X) associated with Poisson kernel on X, where P(∂ X) is the space of probability measures on ∂ X, together with the Fisher information metric G. We make geometrical investigation of homothetic property and minimality of this map with respect to the metrics g and G. The map ϕ is shown to be a minimal homothetic embedding for a rank one symmetric space of noncompact type as well as for a nonsymmetric Damek-Ricci space.
Introduction and main theorems
Let (X, g) be an n-dimensional Hadamard manifold and ∂ X be its ideal boundary. By using Poisson kernel P (x, θ), i.e., the fundamental solution to the Dirichlet problem at infinity, we define a map, called Poisson kernel map, ϕ : (X, g) → P(∂ X), G , ϕ(x) = P (x, θ) dθ.
(1)
Here P(∂ X) is the space of probability measures μ = μ(θ) dθ on the space ∂ X having positive density function and G is the Fisher information metric defined statistically on the space P(∂ X) as (2) where τ , τ ∈ T μ P(∂ X). The Fisher information metric measures the expectation in terms of a probability measure μ. It is a natural generalization of the so-called Fisher information matrices. Refer to [1] and [14] .
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Theorem 1.1. (See [20, 18] .) Let (X, g) be an n-dimensional, rank one symmetric space of noncompact type or an n-dimensional 
(X, g).
Here the volume entropy ρ(x) = lim sup r→∞ 1 r log vol B(x; r) is the volume growth rate of geodesic balls B(x; r) centered at x in X . The volume entropy is a constant function (see [8] ).
A Damek-Ricci space is a one-dimensional extension of generalized Heisenberg group. It is a simply connected solvable Lie group with a left invariant metric, which is Hadamard. All the rank one symmetric spaces of noncompact type are special examples of Damek-Ricci spaces, and are characterized as Damek-Ricci spaces of strictly negative curvature, as in [22, 11] . See [5] for a standard reference of Damek-Ricci spaces.
The common features of those spaces are that they are all Riemannian homogeneous, harmonic, Hadamard manifolds (see [10, 6, 29] ) and satisfy the visibility axiom (see [13, 4, 11] 
so that the log-Poisson kernel density function log P (x, θ) is isoparametric for any θ ∈ ∂ X.
For isoparametric functions refer to [24] . The main result of this paper is the following. [23] ). It is known that a harmonic Hadamard manifold is asymptotically harmonic (see [7] ). An Hadamard manifold is said to satisfy the visibility axiom or to be visible, if any different ideal points can be joined by a geodesic in X (see [4] ). The precise definition will be given in 2.4. (iii) is a direct consequence of (i). Remark 1.4. The Poisson kernel on X can be written as P (x, θ) = exp(−cB(x, θ)) if and only if (X, g) is asymptotically harmonic, visible and satisfies that ∂ X exp(−cB(x, θ)) dθ is constant for any x ∈ X (see [18, Lemma 4] With respect to this problem one may mention the following, shown in [16] : an asymptotically harmonic, Einstein Hadamard manifold which is Riemannian homogeneous is either a flat Euclidean or a Damek-Ricci space.
Finally, the following is a proposition with respect to scalar curvature of horospheres. The detail will be given in [19] . The paper is organized as follows. In Section 2, we present the basic notions of Riemannian geometry of Hadamard manifold and the Fisher information metric, prerequisite for our study. We give in Section 3 the outline of proof of Theorem 1.1 and in Section 4 deal with the harmonicity of a map φ : X → P(∂ X) and show Theorem 1.2. In Section 5, we give a proof to Theorem 1.3 by investigating the log Poisson kernel.
Preliminaries

The ideal boundary
Let (X, g) be an n-dimensional Hadamard manifold, i.e., a simply connected, complete n-dimensional Riemannian manifold of nonpositive curvature. From Cartan-Hadamard theorem (X, g) is diffeomorphic to the Euclidean space.
A geodesic on X is assumed to be of unit speed throughout this paper. Let γ and γ be two geodesic rays in X : γ , γ : The cone topology defined on X ∪ ∂ X induces a compactification of X .
The Poisson kernel
Consider now the Dirichlet problem at infinity on an Hadamard manifold (X, g); given a boundary value ψ ∈ C 0 (∂ X) to solve the equation
If there exists the fundamental solution P (x, θ) to the Dirichlet problem at infinity, i.e., the solution f (x) to (4) can be written as
we call P (x, θ) the Poisson kernel on X . Here dθ is the measure on ∂ X identified with the standard volume form on S o X via the identification.
The following theorem guarantees the existence of the Poisson kernel on X if curvature of (X, g) is bounded, strictly negative. [2, 3, 28, 27] 
Theorem 2.1. (See
Remark 2.3. If the Poisson kernel P (x, θ) satisfies the condition (iii) in Theorem 2.2, we say that P (x, θ) is normalized at o ∈ X . Throughout this paper, we assume that the Poisson kernel is normalized at a certain point in X .
Remark 2.4. The condition (iv) in Theorem 2.2 means the following; the function x → P θ (x) is defined over X ∪ ∂ X except for θ and is continuous in x and lim x→θ P θ (x) = 0 for θ , different from θ , where the limit is taken in the cone topology.
Note that this limiting formula is a direct consequence of the delta function property of Poisson kernel.
Example 2.5. On a real hyperbolic space H n (R) the Poisson kernel normalized at the origin is in terms of the Poincaré ball
The Busemann function
Given a geodesic γ on an Hadamard manifold (X, g), we define the Busemann function B(·, γ ) associated with γ , normalized at the reference point o = γ (0), as
A Busemann function on an Hadamard manifold is at least C 2 convex (see [12] and [17] ). A Busemann function is charac- gives the mean curvature of a horosphere. We call an Hadamard manifold asymptotically harmonic, if every horosphere on X has constant mean curvature, whose value is universal constant on X (refer to [23] ). A harmonic Hadamard manifold is asymptotically harmonic.
Visibility of Hadamard manifolds
An Hadamard manifold (X, g) is called a visibility manifold, or satisfies the visibility axiom, if for any different points θ ,
The notion is due to [13] . The visibility axiom can be represented in many ways. One of equivalent expressions relevant to our study is the following; for any Busemann function associated with θ ∈ ∂ X and for any geodesic σ : R → X with σ (∞) = θ one has lim t→∞ B(σ (t), θ) = ∞. For this refer to [4, Lemma 4.14]. An Hadamard manifold of bounded, strictly negative curvature is a visibility manifold. A Damek-Ricci space also satisfies the visibility axiom, even it admits zero sectional curvature (see [11] ).
Damek-Ricci spaces
A Damek-Ricci space is a simply connected solvable Lie group S whose Lie algebra s is a vector space direct sum n ⊕ R for which the subspace n is a 2-step nilpotent algebra with center z = c(n) and the orthogonal complement v of z, with an additional condition, called a generalized Heisenberg algebra. We regard S ∼ = v × z × R + = {(X, Z , a) ∈ v × z × R | a > 0} via the group-exponential map, whose group structure is given by
The inner product on s induces naturally a left invariant metric g on S. Then, (S, g) is a harmonic Hadamard manifold, whose ideal boundary ∂ S is identified with N ∪ {∞}, like as the x-axis and the infinity point ∞ for the upper half plane model of the real hyperbolic plane H
(R).
Here N is the Lie group, so-called generalized Heisenberg group whose Lie algebra is n. For details about Damek-Ricci spaces, refer to [5] .
An explicit form of the Poisson kernel on S is given in [9] and also in [18] . We exhibit in [18] dim v + dim z is the homogeneous dimension of S, which turns out to be the volume entropy ρ of (S, g). Therefore, the formula of Poisson kernel derived in [18] exactly coincides with that in [9] .
The Fisher information metric
We denote by (∂ X, A, dθ) the space of measures consisting of ∂ X , the σ -algebra A and the canonical volume form dθ . We denote by P(∂ X) the space of probability measures μ on (∂ X, A) absolutely continuous with respect to dθ , μ dθ , that is, probability measures μ = μ(θ) dθ on ∂ X having positive density function μ(θ).
The space P(∂ X) is regarded as an infinite-dimensional manifold and the tangent space at μ in P(∂ X) is
.
μ(θ) is the Radon-Nikodym derivative of τ relative to μ.
To define the Fisher information metric G on each tangent space to P(∂ X) we follow [14] so that we define the inner
The metric G is natural in the following sense; let G(∂ X, A, dθ) be the group consisting of all A-measurable bijective maps Φ : ∂ X → ∂ X satisfying Φ * dθ dθ . Then the group G(∂ X, A, dθ) acts isometrically and transitively on P(∂ X).
Let τ be a measure on (∂ X, A) satisfying ∂ X dτ = 0. Then τ is regarded as a constant vector field on the space P(∂ X) by setting τ (μ) = τ . By using this one has the Levi-Civita connection ∇ of the metric G as
Hence the space is of constant sectional curvature K = 1/4. The space (P(∂ X), G) is not necessarily geodesically complete, as stated in [14] .
The homothety of the Poisson kernel map
A sketch of the proof of Theorem 1.1 is as follows. Assume in this section that an Hadamard manifold (X, g) is a rank one symmetric space of noncompact type or a non-symmetric Damek-Ricci space. The first ingredient of the proof is that the Poisson kernel has the form
See, for this, [7, p. 740] in the symmetric space case and [18] in the Damek-Ricci space case.
The second ingredient is an isometric action on P(∂ X). An isometry Ψ of (X, g) induces an action on the boundary ∂ X and hence on P(∂ X) by pulling back measures so we set the left action as Ψ (μ) = (Ψ −1 ) * (μ). The action Ψ is then isometric with respect to the metric G.
On the other hand, we have the Poisson kernel cocycle relative to an isometry as:
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Further one has the formula for the pull back of the dθ as Ψ (dθ(θ ))
So, from these properties the Poisson kernel map ϕ turns out to be equivariant with respect to the isometric actions:
To see that ϕ is homothetic, it suffices to show the homothety at the origin o, since the manifold is Riemannian homogeneous. The differential map dϕ o :
So, the proof follows.
The harmonicity of the Poisson kernel map
Now we will proceed to prove Theorems 1.2 and 1.3. To obtain (i) of Theorem 1.2 we first take an arbitrary map φ : (X, g) → (P(∂ X), G). We require here that φ admits certain differentiability in x ∈ X suited to the variational argument on the map-energy. The total energy of φ is
even if this integral may not be convergent. We say a map φ is harmonic, when the first variation of the total energy of φ is zero;
for any variation family of maps {φ s }, |s| < ε, φ 0 = φ, whose support is commonly compact. See [21, 31, 30] for the references of harmonic map.
We take a compact domain D in X to which we restrict φ and obtain the first variation formula for the map φ as follows.
Let φ s , −ε < s < ε, be a variation map for the φ whose support is in D, φ 0 = φ. 
which reduces, by integrating first over D then next over ∂ X , to
For
we have via the above formula
so that the second term of (8) reduces to
Therefore, from this together with the first term we have
This is the first variation formula for the total energy E under the constraint condition
which stems from ∂ X P (x, θ, s) dθ = 1 for any s.
Thus, we have the following. 
Proof. From (9), we find that φ is harmonic if and only if
holds for any compact domain D and any function q(x, θ) satisfying (10). We set S114
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Then we can regard τ (φ)(x) as a tangent vector at φ(x) ∈ P(∂ X) and ν(x) as a variational vector field of φ(x). The condition (12) of harmonicity is described by using τ as 
2 by the aid of the homothety of the map ϕ. Hence we get the assertion (ii).
Poisson kernel and Busemann functions
To show Theorem 1.3 we normalize the log-Poisson kernel asp(x, θ) = To get Theorem 1.3 is now immediate. From the lemma together with the normalizationp θ (o) = B θ (o) = 0, it follows p θ + B θ = 0, i.e.,p θ = −B θ . This holds for any θ so thatp(x, θ) = −B(x, θ) holds for each (x, θ) ∈ X × ∂ X , in other words, log P (x, θ) = −cB(x, θ) (15) which verifies Theorem 1.3(i). 
