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Abstract
The emerging Spectrum Efficiency (SE) and Energy Efficiency (EE) top-
ics in Fifth Generation (5G) are focused in this dissertation. To increase
the SE performance, the Non-Orthogonal Multiple Access massive Multi-
Input-Multi-Output millimeter Wave (NOMA -massive-MIMO-mmWave)
system is proposed as well as the analysis of its capacity performance.
Compared to prior Long Term Evolution (LTE) system, the SE perfor-
mance is greatly enhanced by this proposal. Additionally, on the study of
EE topic, to improve the systems EE performance, a comprehensive sys-
tem architecture is proposed afterwards. Based on this architecture, the
EE analysis is addressed with proposed the Cellular Partition Zooming
(CPZ) mechanism and optimization method while taking more elements
into consideration. The system EE performance is increased via those
methods compared with prior studies. Detail content of each chapter is
given as follows:
In chapter 1, titled “Introduction”, the rapid cellular communication evo-
lution and growing massive devices that connected to the internet is re-
viewed. Recently, as known, the 5G wireless communication is brought
up to tumble down the even speedy increasing massive connected devices
with the requirements of much larger throughput per cell, and much faster
transmission rate per device. Meanwhile, due to the even faster rate, en-
ergy consumption becomes another vital issue. In this case, to accomplish
the even higher transmission rate and even lower system energy consump-
tion requirements of 5G, the SE and EE are summarized as two critical
issues, which is the study focus of this dissertation.
In chapter 2, titled “Capacity Analysis of NOMA-massive-MIMO-mmWave
Systems”, the SE issue is focused. As noticed, prior technologies to achieve
higher SE performance mainly consist of the massive MIMO and NOMA.
Recently, mmWave technology attracts a lot of attentions in literature.
The purpose of mmWave is to allocate more and higher frequency re-
sources to alleviate the bottleneck of spectrum resources shortcoming. Yet
it is noticed that less studies have been done on combining the NOMA,
mmWave and massive MIMO together for the comprehensive capacity
and sum rate analysis. In this dissertation, the combined system is pro-
posed and analyzed of its capacity performance with a proposed mmWave
channel model. Due to the complex analysis procedure, the analysis pro-
cedure is divided into the low Signal to Noise Ratio (SNR) and high SNR
regimes. It is found from the simulation results that the capacity is great-
ly enhanced with this combined system. Given the even wider bandwidth
provided by mmWave, the sum rate can be further increased.
In chapter 3, titled “Integrated Energy Efficiency Architecture and Anal-
ysis of 5G”, it is found that in the prior studies of EE performance, most
of the work is trying to reduce the system energy consumption, or to
integrating optimize the system consumption with more components tak-
ing into consideration. Other than those, we first propose a method to
re-deign the system of wireless networks for better deployment of selec-
t/sleep mechanism with the purpose of better EE performance. Besides,
a CPZ mechanism is proposed based the Cloud Radio Access Network
(C-RAN) architecture. Compared with prior zooming scheme, this mech-
anism is capable of saving more energy and of better EE performance.
This is especially useful in remote area, late night scenes with fewer users
accessing the internet.
In chapter 4, titled “Integrated Energy Efficiency Analysis of Massive
MIMO Based C-RAN”, based on the comprehensive system architecture
proposed in chapter 3, additionally, a method to further enhance the sys-
tem EE performance based the convex optimization tool is brought up. In
which, more components are taken into consideration. Simulation results
demonstrate that this method can satisfy the transmission requirement
of each user while further reduce the consumed energy, which in turns,
yields better system EE performance.
In chapter 5, titled “Conclusion”, the main discoveries of this dissertation
are finally summarized up with regard to both SE and EE topics. The
potential mobility environment, Ultra-Reliable Low Latency Communica-
tion (URLLC) topics are listed as well for future studies.
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To sum up the dissertation, the SE and EE topics in 5G are investigat-
ed. It is demonstrated that with the proposed NOMA-mmWave-massive-
MIMO system, cellular SE performance is greatly increased compared to
prior MIMO systems. In addition, with the proposed comprehensive sys-
tem model, CPZ mechanism, and optimization method while taking more
elements into optimization. The system EE performance is enhanced com-
pared to prior studies in this method. Finally, the potential future research
topic is given as well to conclude the dissertation.
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Chapter 1
Introduction
1.1 Summary
In the past decades, wireless communications have witnessed the evolution from ana-
log communications systems (also named as the 1G), Global System for Mobile com-
munications (GSM, also called as the 2G, whereas the internet service was added
in), the Third Generation wireless communications (3G), the Fourth Generation (4G,
alternatively named as the Long Term Evolution (LTE), and LTE-advanced). Today,
we are on the stage of Fifth Generation wireless communications (5G).
For the wireless communication technologies evolution to achieve each goal of
different generations, they have experienced the Single-Input Signal-Output (SISO)
to Multi-Input Multi-Output (MIMO). Nowadays, we are on the edge of massive
MIMO (mMIMO) with 5G. Besides of the increasing number of transmit antenna, the
channel modeling, channel coding and channel estimation technologies are intensively
addressed with the asymptotic sum rate or ergodic capacity analysis. Due to the
bottleneck of frequency limitation, those days the industry and academia are calling
for allocating more frequency resources for 5G (e.g., mmWave, un-licenced frequency,
etc.). In which, the mmWave frequency attracts more and more attentions. However,
mmWave MIMO brings in new challenge to the existing technologies due to the ultra
dense cellular. In this regard, some new channel models and channel estimations are
needed to cater this potential applications in the near future.
In this beginning chapter, we review the prior studies on SISO and MIMO and
finally summarized the emerging technologies in mmWave mMIMO of 5G. As the
main technology trends behind the evolution are the methods to boost the transmis-
sion rate, capacity with various versatile methods, here in this chapter. The widely
used channel model, i.e., Rayleigh and Rician channel models are investigated. In
addition, the outage probability analysis for the cellular coverage area is given, as
1
those are still adopted a lot in 5G studies. The detail studies of this dissertation is
given afterwards by the following chapters based on this introduction. 1.
1.2 SISO to MIMO, and the research topics
In this section, the SISO, SIMO, MISO, MIMO concept is investigated beforehand.
Afterwards, the focused topics with wireless channel model, outage probability anal-
ysis for cellular coverage area is addressed. The emerging topics of 5G will be given
by the next section.
1.2.1 The SISO, SIMO, MISO, and MIMO
There are a lot of studies on the SISO, MISO, SIMO, and MIMO in prior wireless
communication generations, especially in 3G and 4G LTE. The difference between
those technologies are due to the required number of antennas and different level of
complexity. The simple wireless communications, is the SISO system, as shown by
Fig. 1.1. There are one transmit antenna and one receiver antenna at the transmit
and receiver sides. Thus no channel diversity and correlation existing no matter
from transmitter or receiver sides. The advantage of SISO is obviously that, the
system is quite easy to adopt without complex processing methods. Yet it is limited
to the channel noise and interference between transmitter to receiver without the
diversity effects with multiple antennas. Actually, the majority studies are based
on the SISO model with regard to Shannon theory to increase the system capacity
and transmission rate by allocating more transmission power and wider bandwidth
resources, and by the channel coding methods (for instance, the encoding mechanism
with time domain, frequency domain and spreading frequency codes domain).
The SIMO system is given as Fig. 1.2. The SIMO system, also called as the
receiver diversity, is to enable the receiver side receive signals from various sources
(via its multiple antennas). In this way, the fading effects are greatly reduced of
the wireless propagation. Yet it requires greater complexity while decoding at the
receiver side. Hence SIMO is widely used for the receiving stations or maritime
communications that huge receiving station is possible to install.
The MISO system, on the other hand, can be found as Fig. 1.3. In which multiple
transmit antennas transmitting the information for one receiver terminal. The benefit
of MISO, compared to the SISO system, is that it can exploit the diversity at the
1This chapter is based on the work D. Zhang, and Shahid Mumtaz ”mmWave-Massive MIMO:
A Paradigm for 5G, Chapter 2, Elsevier, London, UK, 2017.
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Figure 1.1 The SISO system.
Transmitter Receiver
.
.
.
Figure 1.2 The SIMO system.
transmitter side. Thus the receiver is able to receive the optimal signal to extract the
required transmitted information. The receiver size can be largely reduced via this
method especially transmitting large volume of information, the decoding complexity
is reduced as well by the redundancy coding of MISO system.
The MIMO system, as widely used in wireless communications, can be found as
Fig. 1.4. The benefit of MIMO is that, it can make use of both SIMO and MISO’s
merits to enhance the channel robustness and the throughput of the system. In MIMO
studies, under ideal and equal channel conditions, MIMO channel can be divided into
several SISO channels for calculation compactness. With the raising of MIMO system,
the wireless transmission rate is greatly enhanced other than the prior channel coding
methods.
We will give the general evolution of the wireless communications from SISO
to MIMO. In the introduction, we mostly focus on the cellular coverage area and
outage probability analysis, as well as the channel models and therefore capacity and
transmission rate analysis based on them.
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Figure 1.3 The MISO system.
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Figure 1.4 The MIMO system.
1.3 The wireless channel models and their appli-
cations
The wireless channel models will be addressed after the prior review from SISO to
MIMO systems. Generally, the wireless channel model is divided into the analytical
model and empirical models.
1.3.1 The widely used analytical model, Rayleigh and Rician
channel models
in literature, the Rayleigh and Rician channel models are widely used for information
theory analysis. Generally, Rician channel assumes that the transmission paths from
the transmitter to receiver mainly consists of the dominant Light of Sight (LoS)
paths and other scattering paths. In contrast, Rayleigh channel relatively consists of
scattering channels from the transmitter to receiver, whereas no dominant LoS paths
existing.
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The Rayleigh channel is introduced here in this section. By assuming the phase
on each path i is 2pifti modulo 2pi, where fti = di/λ, we can have di  λ. During
the path, the phases uniformly vary between 0 to 2pi whereas different phases are
independent. By adding all of the transmission paths together, denoting αi(t), ti(t)
as the attenuation and propagation delays on each path i within a time slot t, the
tap gain can be given as [2]
hl[m] = αi(m/W )e
−j2pifti(m/W ) sin[l − ti(m/W )W ]. (1.1)
This can be used to simulate the widely used circular symmetric complex random
variable, in which each tap is the sum of a large number of small independent circular
symmetric random variables [2]. Mostly, we use the real part of the tap gain to
model the zero mean Gaussian random variable. It is worth to note that this circular
symmetric complex random variable assumption is used a lot especially in MIMO
system. In massive MIMO (mMIMO) system, by assuming that the macro wave is
used as the carrier bandwidth, we also adopt this with random matrix theory [3] for
large antenna system analysis. In general, with Rayleigh channel assumption, the
tap gains are assumed to follow the CN (0, σ2l ). Density of Rayleigh random variable
then, can be given as [2]
x
σ2l
exp
{−x2
2σ2l
}
, (1.2)
and the density of a squared magnitude is hl[m]
2 [2]
1
σ2l
exp
{−x
σ2l
}
. (1.3)
In contrast, the Rician channel models the channel with a specular path and
several scattered paths where the specular path is large and has a know magnitude [2].
Consider two random Gaussian variables X, Y , where X has a non-zero mean (say m)
and Y has a zero mean, both X, Y have equal variance as η2. Then the transformation
can be given as
Z =
√
X2 + Y 2 (1.4)
where Z is Rician distributed. The tap gain of Rician channel can be given as [2]
hl[m] =
√
k
k + 1
σle
jθ +
√
1
k + 1
CN (0, σ2l ), (1.5)
where k (K-factor) denotes the ratio of energy in LoS path and scattered paths, whose
expression is
k =
m2
2η2
. (1.6)
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Here the first term yields the LoS path with uniform phase θ. The second term is the
scattering paths which independent of θ.
1.3.2 Empirical Models
Other than the analytical analysis, in practise, the empirical models have been arose
by engineers for estimation usage. The empirical models come from series estimations
in the real world while deploying the cellular communications. Some of them are
used for general wireless communication model, whereas some of them are obtained
according to the estimations in the urban area.
1.3.2.1 Okumura Model
Besides the prior studies, in reality, some engineers propose various radio propagation
models within different environments according to their estimation work. The most
commonly and still widely adopted model is the Okumura model [4]. This model is
obtained with the channel estimation work of Tokyo urban area for several years. It
is relatively suit for the urban macro cells’ radio propagation with a cellular range
1 ∼ 100 Km, carrier frequency range 150 ∼ 1500 MHz, and the transmit Base Station
(BS) height around 30 ∼ 100 M. With these conditions in hand, after transmitting
over a distance d, the path loss power according to Okumura model, can be estimated
(in dB) as [4–6],
Pl(okumura)dB = L(f, d) + Aµ(f, d)−G(ht)−G(hr)−GAREA, (1.7)
where L(f, d) represents the free space path loss. Moreover, , Aµ(f, d), G(ht), G(hr)
yield the median attenuation at distance d and frequency f , BS antenna high gain
and receiver antenna height gain factors, respectively. In addition, GAREA is the gain
of the transmission environment.
1.3.2.2 Hata Model
Besides the Okumura model, Hata model [7, 8] is another widely adopted empirical
propagation model that valid for the frequency range from 150 to 1500 MHz. It
provides a simpler closed-form expression of the urban environment. The expression
of path loss with Hata model, is given as (in dB) [6–8]
PL(Hata)urbandB = 69.55 + 26.16 lg(f)− 13.82 lg(ht)
− α(hr) + (44.9− 6.55 lg(ht)) lg(d).
(1.8)
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Note that here the other parameters are the same as in Okumura propagation model
besides the α(hr). Actually, α(hr) has different expressions in different environments.
For instance, by small to medium sized cities, α(hr) can be calculated as (in dB)
α(hr)dB = 1.1 lg(f)− 0.7)hr − (1.56 lg(f)− 0.8. (1.9)
On the other hand, for large cities and frequency larger than 300 MHz, it turns out
to be (in dB)
α(hr)dB = 3.2(lg(11.75hr))
2 − 4.97. (1.10)
Additionally, for the suburban area, the path loss power with Hata model can be
given as (in dB)
PL,suburban(Hata)dB = PL(Hata)urbandB− 2[lg(f/28)]2 − 5.4, (1.11)
and in rural environment, path loss power with Hata model denoted by PL,rural(Hata)
is (in dB)
PL,rural(Hata)dB = PL(Hata)urbandB− 4.78[lg(f)]2 + 18.33 lg(f)−K, (1.12)
where the K varies from 35.94 (countryside) to 40.94 (desert) [6]. Yet it should
be pointed out that although those models are relatively useful in prior generations
of wireless communication. But within 5G, for the denser cellular deployment and
higher carrier frequency band (for instance, mmWave), some new models should be set
forth. This is because that, the denser deployment of antenna arrays will results in the
channel correlation between each other. On the other hand, with mmWave, the carrier
frequency is relatively vulnerable to the wireless propagation. For instance, it is found
that the mmWave frequency has really low reflection and refraction effects compared
with prior macro Wave frequencies. In this regard, while deploying with mmWave,
maybe the straight LoS beamforming is needed from the transmitter to receiver. This
will be discussed in the following sections. Furthermore, some other wireless wave
propagation models are omitted by this chapter due to the space limitation, such as
the moving antenna model either in BS or the user side. Interested readers can refer
to alternative literature for this.
1.3.3 Shadowing Effects
Besides the prior channel models to estimate the transmission between transceiver, the
shadowing effect is another issue affecting the received signal. Generally, shadowing
effect is defined as the effects of received signal power fluctuation due to obstructing
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between the transmitter and receiver. It is found by prior work with Egli that with
transmission distance larger than a few hundred meters, the received power fluctuates
with a “log-normal” distribution about the area mean power. With shadowing effect,
signal changes of the shadowing mainly come from the reflection and scattering while
transmitting. The shadowing effects will also result in the wave lights bending, that
is, the transmission is not along the straightforward lines. Apart from large scale
fading, these effects are mostly summarized as the small scale fading. To describe
them, some models are needed. One of these is the log-normal shadowing. Which is,
while denoting the ratio of transmitting power and receiving power as γ = Pt/Pr, we
have [6]
P (γ) =
ζ√
2piσγdBγ
exp
[
−(10 lg γ − µγdB)
2
2σ2γdB
]
, (1.13)
where ζ = 10/ln10. In addition, σγdB yields the mean description of γdB = 10 lg γ,
mostly obtained by the analytical model or empirical measures. Moreover, σγdB is the
standard deviation of γdB. In the wireless communication study, shadowing effects
can either be incorporated into the path loss lights with LoS or other propagation
models, or separately calculated by the shadowing and path loss.
1.3.4 Outage probability and cell coverage area
Outage probability is defined as the value lower than a given threshold. In wireless
communications, giving the threshold of SNR (or signal to interference plus noise ratio
(SINR)), outage probability is the probability that the received signal power lower
than the threshold. In this case, no successful transmission can be executed. In this
regard, the outage probability is widely adopted to estimate the cellular coverage area.
For instance, the outage probability is used for the mmWave assisted 5G systems for
the potential coverage area analysis by the study of [9, 10].
As widely known, in wireless communications, ratio of the received power to trans-
mitted power can be estimated as [6]
ηPr
Pt
dB = 10 lgK − 10φ lg
(
d
d0
)
− γdB, (1.14)
where γdB yields a Guassian distributed random variable with mean zero and variance
σ2γdB . In addition, φ is the path loss exponent. With this definition in hand, as the
prior review of the outage probability definition, a value falling below a given SNR
(or SINR) threshold value, the power outage probability in wireless communications
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can be given as [6]
Pout(Pr ≤ Pth) = 1−Q
Pth −
(
Pt + 10 lgK + 10φ lg(
d
d0
)
)
σγdB
 , (1.15)
where Pr, Pth, Q yield the received power, power threshold and Q functions [11], re-
spectively. Note that the conversion between the Q function and complementary error
function is given by
Q(x) =
1
2
erfc
(
x√
2
)
. (1.16)
whereas the erfc(x) function is given as
erfc(x) = 1− erf(x)
=
2√
pi
∫ +∞
x
e−y
2
dy.
(1.17)
The outage probability can be applied in calculating the coverage area of a cel-
lular BS. This is due to the fact that, as stated before, whenever the received power
lower than the received threshold, an outage transmission happens. Because of the
shadowing effects, the cellular coverage area is not always a sphere shape; although
in theoretical analysis, the sphere shape or even circle area for BS coverage area
(while omitting the height of BS for simplicity) is widely adopted. In this regard, by
adopting the outage probability definition, cellular coverage area can be estimated
as [6]
C =
1
piR2
∫ 2pi
0
∫ R
0
P (Pr ≤ Pth) rdrdθ
=
1
piR2
∫ 2pi
0
∫ R
0
P (1− Pout(Pr ≤ Pth)) rdrdθ
=
1
piR2
∫ 2pi
0
∫ R
0
Q
(
Pth − (Pt + 10 lgK + 10φ lg( dd0 ))
σγdB
)
rdrdθ
(1.18)
1.4 Capacity and transmission rate analysis
Based on the prior discussions, in the following analysis, the capacity and transmission
rate of the wireless communications, especially the cellular communications, will be
investigated by this section. In this study, the Shannon theory is adopted with entropy
analysis from the transmitter to receiver sides while giving the channel noise power
value during the transmission. The capacity analysis is addressed beforehand. In this
case, once the capacity performance is addressed, by giving the carrier bandwidth
value, the sum rate of the system can be obtained according to the Shannon theory.
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1.4.1 General analysis of the achievable capacity
Information theory roots back to the work of the information entropy invented by
Claude Shannon in 1948 titled “A mathematical theory of communication”. Which
is used to character the wireless communications of a given channel condition in-
reliable communications. Shannon theory proves that one can always approach the
maximum transmission rate in a given channel while reducing the error rate with
sophisticated encoding methods. Whereas the capacity can be derived based on the
Shannon theory and Entropy analysis.
By considering a typical communication system, its received signal at the receiver
reads
y = hx+ n, (1.19)
where h, x, n yield the channel matrix, transmit signal matrix, and channel noise
matrix, respectively. Typically, the channel noise is assumed to be the Additive
White Gaussian Noise (AWGN) that obeys CN (0, σ2) with mean zero and variance
σ2. One can obtain the transmitted signal by invoking some decoding mechanisms at
the receiver side, such as the Maximum Likelihood Ratio Combining (MLRC). The
channel encoding and decoding mechanisms have been investigated a lot in literature.
Interested reader can refer those prior work. However, in this introduction, it is
focused on the achievable capacity and transmission rate analysis by reviewing the
Shannon’s prior study, whereas the encoding and decoding mechanisms are omitted.
In SISO scenario, the matrix takes the one-dimensional condition. Accordingly, the
capacity performance of SISO system can be given as
C = max
p(x):EX2≤P
I(X;Y ), (1.20)
where I(X;Y ) represents the mutual information, which can be obtained by the
entropy analysis. For instance, given a X, the entropy is defined as
I(x) = H(x)
=
N∑
i=1
pi log2[
1
Pi
]
=
∑
x∈X
p(x) log2
[
1
p(x)
]
= −
∑
x∈X
p(x) log2 [p(x)] ,
(1.21)
where
X = [x1, ..., xi, ..., xN ], (1.22)
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is the random variable set. In addition,
p(x) = [p1, ..., pi, ..., pN ], (1.23)
is the probability mass function set. The mutual information with I(X;Y ) thus
reads [6]
I(X;Y ) = H(X)−H(X|Y )
= H(Y )−H(hX +N |X)
= H(Y )−H(N).
(1.24)
In general, the following equation
I(X;Y ) = H(Y )−H(N) (1.25)
is widely used to calculate the capacity of wireless systems. It gives the differential
entropy with
Hd(Y ) = log2
(
pieσ2y
)
. (1.26)
On the other hand, according to [6], the received average power (summarizing the
useful received signal power and the channel noise power) at the receiver side is given
as
σ2y = E[Y
2]
= E [(hX +N)(hX +N)∗]
= σ2x|h|2 + σ2n.
(1.27)
With this analysis in hand, according to our prior analysis of the capacity performance
with entropy theory, the capacity can be further written as
C = max
p(x):EX2≤P
I(X;Y )
= Hd(Y )−Hd(N)
= log2(pieσ
2
y)− log2(pieσ2n)
= log2(pieσ
2
x|h|2 + σ2n)− log2(pieσ2n)
= log2
(
1 +
σ2x
σ2n
|h|2
)
= log2
(
1 +
Pt
σ2n
|h|2
)
.
(1.28)
This is the widely used capacity performance equation in wireless communications.
Moreover, while denoting the SNR as
ρ =
Pt
σ2n|h|2
, (1.29)
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the capacity performance turns out to be
C = max
p(x):EX2≤P
I(X;Y )
= log2
(
1 +
Pt
σ2n
|h|2
)
= log2(1 + ρ).
(1.30)
As we can see here, the channel response |h|2 is assumed to be a fixed scalar value
in the SISO system, as well as the channel noise variance and the power value at the
transmitter side. In contrast, in MIMO system, those parameters will be given in
vectors and matrices form expressions with regards to the associated channel from
transmitter to receiver. This will be addressed by the following contents.
1.4.2 Capacity analysis of the MIMO system
In MIMO system, although the prior analysis can be adopted with entropy theory,
yet the parameters will be vectors and matrices. In addition, due to the extra chan-
nel response associating with the channel response matrix, the achievable capacity
performance can be further increased. On the other hand, it is known that MIMO
system capacity can be boosted without more bandwidth values, and more transmit
power values by simply increasing the antenna number at the transmit sides.
By denoting the transmit antenna number N , and receive antenna number M ,
the received signal can be given as
y = Hx + n, (1.31)
where y ∈ CM×1, H ∈ CM×N , x ∈ CN×1, and n ∈ CM×1.
As shown, within all channels, transmitted signal x and noise n are tackled with
vectors, which is different with prior SISO system. Taking the average power allo-
cation and equal Rayleigh channel matrix assumption (the different power allocation
or optimal power allocation mechanism can be another interesting topic given the
channel matrix from transmitter to receiver and the transmission rate requirements.
Here we only address the simply case of the achievable capacity performance of MI-
MO system given the equal power allocation scheme. In addition, it is assumed that
the channel noise is equal amongst each channel from the transmitter to receiver),
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capacity of the MIMO system can be given as
C =
M∑
i=1
Bi log2
(
det[IN +
Pti
Mσ2n
HHH ]
)
=
M∑
i=1
Bi log2
(
det[IN +
ρ
M
HHH ]
)
,
(1.32)
where Bi, det, IN yield the bandwidth allocated to each user, the determinant of a
matrix, the M ×N identify matrix, respectively. Additionally, ρ here is the average
SNR in each channel. Moreover, HH denotes the conjugate transpose of a matrix H.
In this case, given M,N as defined as before, the channel matrix can be described
with matrix form as
H =

h1,1 h1,2 . . . h1,N
h2,1 h2,2 . . . h2,N
. . . . . .
. . . . . .
hM,1 hM,2 . . . hM,N
 . (1.33)
Each of the entry of H, by following the prior defined Rayleigh channel matrix,
can be expressed as
hi,j = α + jβ
=
√
α2 + β2ej arctan
β
α
= |hi,j|ejφi,j ,
(1.34)
where α, β are random distributed variables, which in turns, |hi,j| a Rayleigh dis-
tributed random variable. While further assuming the Rayleigh channels are i.i.d.
complex zero mean and unit entries, expression of hi,j can be written as
hi,j = Normal
(
0,
1√
2
)
+ jNormal
(
0,
1√
2
)
, (1.35)
here Normal yields the normal distribution.
To determinate the exact expression of this achievable capacity, the following work
is to crack down the matrix expressions with some closed-form expressions. As shown
here, the determination expression of IN +
ρ
M
HHH can be characterized with the
eigenvalue. In this case, one can mainly focuses on the eigenvalue of HHH while
calculating the capacity. Thus we have that the eigenvalue (besides 0, because it has
no contribution to the MIMO capacity calculation while denoting that the channel
is rarely worse for transmission) of HHH and HHH with λ = [λ1, λ2, ..., λmin(N,M)]
yielding the nonzero eigenvalues of the B. This gives the following equation
B =
{
HHH ,M < N,
HHH,M > N.
(1.36)
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Let say that the first expression is adopted (it is similar while adopting the second
expression), the MIMO capacity will be
C =
M∑
i=1
Bi log2
(
det[IN +
ρ
M
HHH ]
)
=
M∑
i=1
Bi log2
min(N,M)∏
i=1
[1 +
ρ
M
λi
2]
 . (1.37)
On the other hand, to pre-code the transmit signal and decode them at the receiver
side, the Singular Value Decomposition (SVD) method is used a lot in MIMO system.
In SVD, the channel matrix is decomposed by
H = UDVH , (1.38)
where D is M × N matrix, whose non zero norm by the diagonal entries are the
singular values of H, and U,V are M × M,N × N unitary matrix, respectively.
Substituting those into 1.31 will yield the following equation
y = UDVHx + n. (1.39)
While pre-multiplied by UH of both sides to this equation, and with the following
definitions
y˜ = UHy, (1.40)
x˜ = xVH , (1.41)
n˜ = UHn. (1.42)
It has
y˜ = Dx˜ + n˜. (1.43)
By further adopting λi as the eigenvalue of ith channel matrix, the ith receiver signal
will be
y˜i = λix˜i + n˜i, (1.44)
To address the capacity performance, the covariances and traces of each can be defined
as follows
Ry˜y = U
HRyyU,
Rx˜x = V
HRyyV,
(1.45)
tr(Ry˜y˜) = tr(Ryy),
tr(Rx˜x˜) = tr(Rxx),
tr(Rn˜n˜) = tr(Rnn).
(1.46)
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With perfect Channel State Information (CSI) and equality power allocation mecha-
nism, one can arrive the expression of 1.37 [12, 13]. As we can see here, the capacity
performance of MIMO system mainly determined by the channel matrix with its
eigenvalue, the SNR of each i.i.d. channel (ρ), and the associating user number M .
By the massive MIMO system that the transmit antenna number is larger than the
received user number, it can be shown that the ratio of the number of transmit an-
tenna to received antenna are the determined factor. Interested reader can refer to
the work in [14,15].
1.5 From MIMO to mMIMO
The transmission rate balloon is on the way of 5G, where massive MIMO as well
as other technologies (for instance, small cell, Heterogeneous Networks (HetNets),
mmWave) are believed to be the potential solutions to achieve the 5G requirements
with both SE and EE requirements. In massive MIMO, it is proved that with perfect
CSI and completely eliminated pilot contamination, with a fixed ratio of transmit to
received antenna number, one can always achieve better SNR while simply increasing
the transmit antenna number [14,16].
The side effect brings in by this massive MIMO, however, is the cellular densi-
fication, which makes the deployment in large urban area even unacceptable. As
known, with the Cooper’s law, capacity increase will mostly be due to a denser and
denser cell deployment [17]. Besides, the emerging topics in massive MIMO recent-
ly, are the EE (how to effectively constraint the energy consumption), low latency
backhauls to sustain the even faster transmission speed, etc. This is because of the
even greater energy consumption of the massive MIMO system with much faster
transmission rate requirement of 5G. With massive user equipments jointing in of
5G era, it is discussed from Institute of Electrical and Electronic Engineers (IEEE)
5G summit in silicon valley in 2016 that re-design the network architecture will be
needed. It is also discussed by other scholars in upper layer that the driving forces
behind the wireless evolution are changing from the prior “transmission rate centric”
to “information-centric”. In this case, the study of re-designing the whole network
architecture are mostly from the upper layer. Some of the antecedent studies can be
listed as follows, the Information Centric Networking (ICN) [18], Software Defined
Radio (SDR) [19] (or named Network Functions Virtualization (NFV)), etc. In ad-
dition, Devices to Devices (D2D) communications [20], Full Duplex communication
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mechanism [21, 22], and collaboration between different users and cellulars [14], are
believed to be indispensable elements of 5G.
1.5.1 Even faster transmission speed
Other than the prior introduction of capacity analysis of MIMO system, we move
ahead to state the mMIMO system capacity analysis in this part. Here for the sake of
compactness, we take the assumption that the bandwidth number is 1, and focus the
study on the antenna number effects to the achievable transmission rate. Furthermore,
the study is limited to one cellular coverage area.
As state aforementioned, in line with the study in [16], the following equations
hold
min(M,N)∑
i=1
λi
2 =
{
tr(HHH),M < N,
tr(HHH),M > N.
(1.47)
Here tr denotes the trace of a matrix, where the worse case is that all but one of
the singular value is equal to zero. Which means only one channel is suitable for
transmission. In contrast, the best case is that all of the singular values are not zero
and with larger value. This means that each of the user can associate with a suitable
channel or multiple channel for its transmission.
In light of this, the capacity upper bound (by assuming the upper value of the
achievable capacity) of mMIMO system can be given as [16]
log2
(
1 +
ρtr(HHH)
N
)
≤ C ≤ min(N,M)× log2
(
1 +
ρtr(HHH)
Nmin(N,M)
)
. (1.48)
While further assuming the coefficient of the magnitude of propagation is normalized
to one, we have tr(N,M) = NM [16]. Thus the above functions can be re-written as
log2(1 + ρM) ≤ C ≤ min(N,M)× log2
(
1 +
ρmax(N,M)
N
)
. (1.49)
In addition, on the condition that each channel has a low SNR, simply increase the
transmit antenna number has no effect to the capacity performance. This is because
of the following approximation
Cρ→0 ≈ ρtr(HH
H)
N ln 2
≈ ρM
ln 2
. (1.50)
It mostly happens at the edge of a cellular coverage area. In this case, some alternative
ways to enhance the transmission experience of the cellular edge area are needed. One
of the methods is the Non-Orthogonal Multiple Access (NOMA), which pairing two
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or more users’ transmission located in the center and edge area together within the
same channel. On the other hand, the relay assisted system can be invoked to improve
the Quality of Service (QoS) at the cellular edge area.
However, with better SNR condition (for cellular center area), as a consequence,
we have the following approximation [23](
HHH
N
)
NM
≈ IM , (1.51)
where the achievable rate in this case, will turn out to be [16]
CNM ≈ log2 det(IM + ρIM)
= M log2(1 + ρ).
(1.52)
On the other hand, while keeping the transmit antenna number constant and increas-
ing the receive antenna number, under the column vectors of the propagation matrix
are asymptotically orthogonal assumption, we have [16](
HHH
N
)
MN
≈ IN , (1.53)
and
det(I + HHH) = det(I + HHH). (1.54)
In light of this, the achievable rate is [16]
CMN ≈ log2 det(IN +
ρ
N
HHH)
≈ N log2
(
1 +
ρM
N
)
.
(1.55)
Another, in multi-cells condition, with antenna number growing large (with lim
supN K/N <∞.) and all of the impacts adding in, such as the noise, imperfect CSI,
interference, pilot contamination, as the study in [15], no matter by what kinds of
beamforming techniques, the achievable capacity will approaching to
R∞ = log2(1 + γ∞)
= log2
(
1 +
1
α(L− 1)
)
,
(1.56)
where γ∞ yields the SINR with infinite antenna number, α ∈ (0, 1] is the inter-cell
interference factor, L = 1 + (α− 1) with L represents the cell number.
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1.5.2 Energy efficiency
As higher transmission rate will consume even more power, under 5G background, EE
becomes another vital issue that attracts lots of attenuations world widely. Nowadays,
the studies on enhancing the EE performance can be mainly summarized into the
component selection, network coding, and also new network architecture design.
In component selection study, the cellular zooming mechanism based on mMIMO
is proposed by [1], where the cellular can be zoomed in to cover more coverage area or
zoomed out to save energy. The transmission in low user number areas will be handed
over to the neighboring cells with Coordinated Multi-Point transmission/reception
(CoMP) technology. Under this, the antenna selection mechanism ( [24], et. al.),
Radio Frequency (RF) chain selection mechanism( [25], et. al.), and the combination
of these ( [5, 26], et. al.) and other components are proposed in mMIMO EE studies
with respect to the EE definition. The mostly adopted EE definition is given as the
achievable transmission rate divided by the consumed energy to sustain the rate
ηEE =
C
P
, (1.57)
where C,P yield the achievable capacity (or transmission rate) and consumed power,
respectively.
In network coding studies, most of the literatures are based on the two way
or multi-way ray network. For instance, the Analog Network Coding (ANC) and
Physical-layer Network Coding (PNC) are studied in the two-way wireless relay sys-
tem for EE issue in [27]; a two-stage Maximum Energy Efficiency (MEE) method is
proposed in [28]. Additionally, the joint design of network coding and MIMO package
scheduling is studied by [29].
The Cloud Radio Access Network (C-RAN) is becoming a hot network architecture
of 5G recently, where as the study from China Mobile (CMCC), with C-RAN’s shared
machine room, more energy can be saved with less energy consumption from the air
conditioner, grids, etc. In this regard, literature based on C-RAN can be found that,
for instance, in [30], a simple but efficient pre-coding scheme is proposed to reduce
the computation complexity of cooperative transmission, thus lowing the associated
power consumption. An energy consumption model for C-RAN is further studied for
capturing the energy consumption of centralised BBU resources plus an algorithm
that optimises the BBU resource allocation is proposed in [31]. Other literature with
network architecture is based on the HetNets, where not only the C-RAN, but also
D2D and other deployments are taken into a comprehensive consideration.
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1.5.3 Emerging topics in mmWave mMIMO
Other than the aforementioned discussions, mmWave is discussed a lot in literature
of 5G. This is mainly because of the Shannon theory that with more allocated band-
width, better transmission rate can be achieved. Mostly, mmWave mMIMO is try to
explore new unlicensed frequency resources to boost the 5G transmission rate require-
ments. As the recommendation, mmWave is defined as the band ranging from 30GHz
to 300GHz, both from IEEE and ITU [32]. Most of the recent studies of mmWave
mMIMO for 5G are focused on the 28GHz, 38GHz, the 60GHz bands, as well as the
E-band (71 ∼ 76 GHz and 81 ∼ 86 GHz) [32].
However, as the mmWave mMIMO working at even higher frequency, which brings
in challenges to the research for both indoor and outdoor environments. For instance,
with even higher frequency, much shorter wavelength, mmWave cannot transmit a
long distance as prior licensed frequencies. As the much severer conditions that
mmWave mMIMO is experiencing for this even higher frequency, new channel model
to describe the mmWave transmission will be needed. In addition, due to the short
distance of mmWave, denser deployment of the cellular is inevitable. With this regard,
small cell with less coverage area range and the D2D proposals are investigated a lot
while combining the mmWave.
In mmWave mMIMO channel estimation and modeling work, the New York Uni-
versity together with University of Texas-Austin have done some preliminary studies.
For example, as we talked before, in their studies, the stochastic geometry and ran-
dom geometric graph theory are mostly used in mmWave mMIMO topics for signal
to interference ratio (SIR), connectivity, coverage, as well as outage probability and
throughput analysis. For the mmWave mMIMO studies, one can find in literature
from but not limited to their studies in [9, 33, 34]. With mmWave adding in, the
new challenges are waiting to tackle not only the new channel model but also the
beamforming techniques, the new system design, channel coding method (such as the
NOMA [35–37]), full duplex communications [38] as well as the D2D communications
can be good choices.
Other than these technologies that focusing on the Enhanced Mobile Broadband
(eMBB) and massive Machine Type Communications (mMTC) scenes, the Ultra-
Reliable and Low-Latency Communication (URLLC) is another scene of 5G. In which,
the low latency back-hauling and front-hauling links are noticed a lot with the hetero-
geneous networks that associating macro cell, small cell and D2D communications.
On the other hand, the mobility issue is also of vital in vehicular communications
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with 5G, especially with a higher moving speed that causing great challenge to the
handover between cells.
1.6 The logical structure of this dissertation and
relationship of each chapter
As stated by prior sections, various topics are suggested in 5G, which is hard to cover
all of them. In this dissertation, it is tried to solve the SE and EE issue of 5G.
The logical structure of this dissertation is organized as follows. As state by this
introduction chapter, the wireless evolution is reviewed from prior GSM to the latest
5G wireless communications. In which the main technologies in prior generations are
briefly introduced. Thus the emerging technologies to achieve the 5G is reviewed,
such as the massive MIMO, NOMA, D2D, full duplex.
As 5G is claiming for even higher transmission rate, one of the intuitive methods
is to allocate more carrier frequency resources for 5G, such as the mmWave. However,
it is not a good choice to allocate frequency resources arbitrarily since the frequency
resources are scare. Once allocated, it can not be used for other purpose. The studies
both from academia and industry are focusing on some alternative methods to achieve
this. In line with prior evolutions especially from 3G to 4G, the driving forces are
to increase the SE of the cellular. In light of this, in the chapter 2, the NOMA
and massive MIMO are combined together for its capacity performance based on the
mmWave channel. In which, the system SE performance is greatly increased with
NOMA and massive MIMO. Additionally, giving the even wider bandwidth provided
by the mmWave frequencies, much faster transmission rate can be obtained.
As noticed by prior studies, the methods other than the channel coding, will cost
much more energy consumptions of the wireless networks. The EE issue, is noticed
a lot as an emerging topic in 5G other than prior generations. The concept of EE
is to find a trade-off between the increasing transmission rate and the system energy
consumption. In light of this, the EE issue is investigated by chapter 3 and chapter
4 besides the SE issue discussed by chapter 2.
The EE issue has been investigated a lot in prior studies. Yet it is noticed that
most of the prior studies focused on the links from the transmitter to the receiver, in
which, the light of other component that engaging is omitted (such as the machine
room, circuit energy consumption). Thus by chapter 2, an integrated system model
is proposed by uniformly supplying the power for multiple BS with the same machine
room. Moreover, it is assumed that all of the transmission resources as well as the
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transmission procedures are processed by the uniformly Base Band Unit (BBU) that
sharing amongst multiple BS. In addition, a Cellular Partition Zooming (CPZ) scheme
is further provided to further divide the coverage area according to the angle from BS
to users. With the integrated system model in hand, chapter 3 further investigates the
EE issue while taking more elements into consideration. The system EE performance
is further increased with this method by turning off the unwanted elements.
The paper is finally concluded by chapter 5. In which, the main findings of this
dissertation are reviewed. In addition, based on the studies by this dissertation, some
future work is set forth for further study.
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Chapter 2
Capacity Analysis of
NOMA-massive-MIMO-mmWave
Systems
2.1 Summary
In prior literature, the Non-Orthogonal Multiple Access (NOMA), millimeter Wave
(mmWave), and massive Multiple-Input-Multiple-Output (massive MIMO) have been
studied a lot in Fifth Generation (5G), by separately or the combinations of two
technologies. However, little light has been casted on the combinations of those three
technologies. As studied before, each of them is enable to increase the Spectrum
Efficiency (SE) performance. From an intuitive perspective, by combining all of
them in a coherent system, even better SE and system capacity performance can
be achieved. Yet by what scale the increment can be is still ambiguous. In light
of this, this study focuses on the combinations of these three technologies. The
ambiguous question with SE enhancement and capacity increment are investigated.
That is, based on the prior studies on mmWave with its Uniform Randon Single
Path (UR-SP) model, a simplified mmWave channel model is introduced beforehand.
Afterwards, with all of those three technologies considered in, the system capacity
analysis is divided into the noise-dominated low Signal to Noise Ratio (SNR) regime
and interference-dominated high SNR regime. In which, the exact achievable capacity
expressions are addressed for both regimes. Numerical results is employed to validate
the theoretical analysis. It demonstrates that significant capacity improvements can
be achieved by the integrated NOMA-mmWave-massive-MIMO systems.1
1This is based on the work of D. Zhang, K. Yu, Z. Wen, and T. Sato, ”Outage Probability
Analysis of NOMA within Massive MIMO Systems,” in IEEE VTC 16’ Spring, pp. 1-5, Nanjing,
China, May 2016.
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2.2 Introduction
2.2.1 Background and motivation
The Fifth Generation (5G) wireless communications are calling for even higher trans-
mission rate within each cellular to meet the fast growing high performance smart
terminals and emerging new mobile multimedia services [39]. In addition, it is claimed
that even massive devices should be connected to the internet via wireless connections
in 5G. The full scope of 5G is to connect everything, at every time, from anywhere.
Thus some scholars are calling 5G as the IoE era. In which, in line with prior studies,
the Spectrum Efficiency (SE) has been studied a lot in 5G. Besides, this transmission
rate requirements result in the increasingly prominent contradiction between the ex-
ponentially growing data demands and existing spectrum resources. The mmWave
then, is proponed to allocated for wireless communication’s usage to meet the 5G’s
demanding SE and Energy Efficiency (EE) requirements [3,40]. Recently, millimeter
Wave (mmWave) [37], Non-Orthogonal Multiple Access (NOMA) [2,41], and massive
Multiple-Input-Multiple-Output (massive MIMO) [14] have been considered as indis-
pensable elements of 5G and have attracted intensive interests from both academy
and industry.
Generally, the frequency ranges around 30 ∼ 300 GHz are referred as the mmWave
frequencies. While applying in the wireless communications, the even higher frequen-
cy brings in the even shorter propagation distance. Besides, the propagation charac-
teristic implied from the complicated environments is apart from the prior existing
frequencies. To this end, the mmWave propagation characteristics and channel mod-
els are the focal points in the initial studies of mmWave [37,42]. Another, the optimal
beamforming design attracts lot of interests in mmWave studeis, such as the studies
in [43,44].
Except for allocating more frequencies to wireless communications, the NOMA
was proposed to alleviate the bottleneck of spectrum shorting in which multiple users
sharing the same frequency bandwidth for the transmission [36]. At the receiver side,
the Successive Interference Cancellation (SIC) is employed to remove other users’
information associating with higher orders (actually, there are various SIC decoding
methods with regards to the Signal to Noise Ratio (SNR), Signal to Interference plus
Noise Ratio (SINR), and the user orders with an increasing or decreasing power value.
Here in this study, we focus on the last mechanism.). Normally, with NOMA scheme,
different transmission rate requirements with users located in the central and edge
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sides are needed. Currently, most of the research of NOMA focus on the optimal
beamforming design [45], user pairing [46], and power allocation [47].
Furthermore, the massive MIMO aims to tumble the 5G’s SE and EE requirement
toughies [3]. The benefit of massive MIMO is that, with even more antenna number,
thermal noise and fast fading are averaged out. In this case, the system performance
mainly depends on the aggregated characteristics rather than the prior propagation
conditions or prior channel conditions as in conventional cellular systems [48]. Gener-
ally, it would be inefficient to use all of the antennas for transmission especially when
the number of users is limited and the total sum power of a large number of Radio
Frequency (RF) chains can no longer be ignored [49].
Although various studies have been done of the mmWave, NOMA and massive
MIMO, however, little light has been casted on how to combine different technologies
into a converged system. In addition, how much performance improvement can be
achieved by this combination remains unclear. In this case, in this study, the com-
binations of all of these three technologies are combined together, and the system
capacity performance is investigated.
2.2.2 Related work
The related antecedent work can be categorized as follows. The mmWave channel
models were investigated in [37,42,50] with its propagation characteristics for general
model purpose. In addition, the mmWave channel was estimated and the cellular
capacity was evaluated in New York City environment [50]. Besides, the Angle of
Departure (AoD), Angel of Arrive (AoA), and channel gain characteristics of mmWave
propagation were estimated for both Light Of Sight (LOS) and Non Light Of Sight
(NLOS) paths in [37]. In [42], a Structured Compressive Sensing (SCS)-based channel
estimation scheme was given and the angular sparsity was employed to reduce the
required pilot overhead. The simplified Uniform Randon Single Path (UR-SP) model
was adopted for the optimal beamforming design in [44]. The Kronecker channel
model was investigated and a hybrid precoding method was proposed in [51].
Besides the mmWave propagation studies, on the study of integrating NOMA and
massive MIMO, a joint antenna selection and user scheduling algorithm was proposed
in [52]. Numerical results shown that the proposed algorithm achieved better search
efficiency in single-band two-user scenario. A simplified and limited feedback scenario
for NOMA-MIMO systems was propounded in [53]. It was proved that the NOMA-
MIMO channel can be decomposed into multiple NOMA-SISO channels. In our prior
study [54], the outage probability was investigated of NOMA-massive-MIMO. As
24
we can see, although various work has been done on the combination of MIMO-
NOMA, less work has been done for the combination of MIMO-mmWave, and NOMA-
mmWave. In addition, even less work has casted on the light of combining the
mmWave, NOMA, and massive MIMO.
For the capacity studies and related mathematics tools, conjugate and zero-forcing
beamforming techniques were compared by [55] of the massive MIMO system. The
convergence probability and transmission capacity were investigated of mmWave Ad-
Hoc networks in [10]. The capacity of mmWave-massive-MIMO system was evaluated
with the Three-Dimensional (3D) channel model and various beamforming technolo-
gies in [56]. In the study of [57], the authors compared the NOMA-MIMO system
capacity with prior Orthogonal Multiple Access MIMO (OMA-MIMO) system. It
was proved that NOMA-MIMO system achieves better ergodic capacity. As noticed,
most prior studies were based on water filling and optimal beamforming design meth-
ods [2], which will become un-effective with the number of antennas growing large.
In this case, the Random Matrix Theory (RMT) is noticed recently, which provides
a powerful and tractable tool to statistically assess the performance of massive MI-
MO systems. RMT tools have been widely applied in literature to character the
ergodic capacity, outage probability, such as the studies in [15, 54, 58–62]. But still,
for the more complicated NOMA-mmWave-massive-MIMO system that focused by
this study, these methods are of high computational complexity. In this case, low-
complexity asymptotic methods are of great importance.
2.2.3 Contributions
The aforementioned work plays a vital role and lies solid foundations for the study
of mmWave, NOMA and massive MIMO. To step further, the integrated NOMA-
mmWave-massive-MIMO system capacity analysis is addressed here. The main con-
tributions can be summarized as follows:
• One integrated NOMA-mmWave-massive-MIMO system is systematically in-
troduced. Afterwards, a simplified mmWave channel model is introduced based
on the prior UR-SP model. Based on the proposed simplified channel model,
the system capacity is further divided into the low-SNR and high-SNR regimes
to simplify the analysis. This is due to the intractable analysis procedure while
combining those three to get a comprehensive closed-form expression.
• In the noise-dominated low-SNR regime, the deterministic equivalent method
with Stieltjes transform methods are used to surround the capacity expression.
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The closed-form expression of the capacity performance is addressed. In addi-
tion, the relationship between Stieltjes transform and Shannon transform are
proofed.
• In the interference-dominated high-SNR regime, the statistic and eigenvalue
distribution tools are employed for the capacity analysis. The exact capacity
expression is derived based on the Probability Distribution Function (PDF) of
the channel eigenvalues. Yet the exact expression is too complex. In this case,
a low complexity approximation expression is further given.
• The derived expressions are verified with the Monte Carlo method. Numerical
results further reveal that in the low-SNR regime, SNR and user number have
positive correlation with capacity performance. In addition, it is found that
that the number of LOS paths has positive but little effect to system capacity
increment while growing large.
2.2.4 Organizations
The rest of this chapter is organized as follows. The system model and channel
model matrix are introduced in section II. Based on the system and channel model
matrix, the capacity analysis with low-SNR regime is investigated firstly in section III.
Afterwards, section IV provides the capacity analysis for the high-SNR regime. The
numerical results are given in section V. The chapter is finally concluded in section
VI.
2.2.5 Notations
Throughout this chapter, the uppercase boldface letters, lowercase boldface letters,
and normal letters denote the matrix, vector, and scalar quantity, respectively. Ad-
ditionally, C and R yield the sets of complex and real numbers, respectively, and AH
, the Hermitian transposition of a matrix A. Furthermore, Ai,j is the (i, j)-th entry
of a matrix A with the i-th row and the j-th column, tr(A), det(A), and E(A), the
trace, determinant, and expectation of the matrix A. On the other hand, A−1 is the
inverse transpose of matrix A, A ⊗ B, the Kronecker product of matrix A and B.
In addition, N,L,K denote the number of transmit antenna, LOS path, and user.
Finally, sup and inf respectively denote the supremum and infimum.
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fOFDMA
Orthogonal between different users
fNOMA
Superposition and differential power allocation
Figure 2.1 The comparison between OFDMA and NOMA.
2.3 System model
One exemplary figure to describe the difference between Orthogonal Frequency Di-
vision Multiple Access (OFDMA) and NOMA can be found as Fig. 2.1. In which,
OFDMA divides the frequency bandwidth for multiple users’ transmission, where-
as the orthogonal correlation between difference bandwidth is exploited to isolate
the interference from neighboring frequencies. As the division of frequencies, better
capacity performance can be achieved via this technology.
On the other hand, with NOMA, other than the OFDMA, the superposition
encoding scheme is utilized to encode the information amongst multiple users. Which
is, within each frequency bandwidth, multiple users are allocated other than the sole
user scheme. In addition, differential power values are allocated to differential users
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Figure 2.2 The massive MIMO concept.
to distinguish each of them that exploiting the same frequency bandwidth. At the
receiver side, the SIC is employed to decode the information. Intuitive observation
has that by sharing the same frequency block amongst multiple users, the system
SE performance can be enhanced. It was proved that with equal power allocation
scheme of two users with NOMA, it can achieve 32% capacity increase compared with
OFDMA.
On the other hand, the massive MIMO is trying to use massive transmit antenna
serving less user terminals. One exemplary figure to illustrate the concept of massive
MIMO can be found as Fig. 2.2. The enhanced degree of freedom bringed in via
this massive number transmit antenna results in better system capacity performance
compared with prior MIMO systems with limited number configuration (for instance,
4 × 4 antennas in LTE system). Prior studies from [3, 63] proved that under ideal
channel condition without pilot contamination, arbitrary capacity can be achieved by
simply increasing the number. Thus massive MIMO, once propounded, is taken as
one of the indispensable elements of 5G.
In addition, although various technologies on the SE issue in 5G have been pro-
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Figure 2.3 The conceptual model of the NOMA-mmWave-massive-MIMO system
model.
pounded from different institutions, but still, 5G can not easily be achieved with
those. Nowadays, scholars claiming for even higher frequency resources allocated
for 5G wireless communications. Thus mmWave was raised up to meet with the
even faster transmission rate requirement. As known, according to Shannon theory,
faster transmission rate can always be obtained by increasing the carrier bandwidth.
With much higher frequencies, wider bandwidth blocks can be easily allocated and
discriminated from each other to isolate the inter-channel interferences.
With all of those, system model of NOMA-mmWave-massive-MIMO is elaborated
in this section as well as the proposed simplified channel model following by the UR-
SP mmWave channel assumption. Detailed information of these two models will be
elaborated as follows.
2.3.1 The NOMA-mmWave-massive-MIMO system model
The NOMA-mmWave-massive-MIMO system model of this study is shown by Fig.
2.3. As shown here, the system consists of a BS equipped with a massive number of
antennas while serving multiple user terminals. The transmission is carried out in the
mmWave frequency (note that the specific frequency resources and bandwidth for 5G’s
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Figure 2.4 The mmWave frequency used for transmission.
usage is still on discussion). The NOMA encoding scheme is utilized for user signal
superposition with the same frequency. By employing the NOMA encoding scheme
within multiple frequencies, it is assumed that the user within each frequency as the
user groups. Thus among different user groups, orthogonal spectrum correlation is
assumed to isolate the interference from neighboring frequencies.
In addition, other than the prior wireless communications with macro wave, here
the mmWave is invoked to enhance the transmission rate with 5G. The specific divi-
sion of mmWave frequencies can be found by Fig. 2.4. By compared with macro wave,
the benefit of mmWave lies in the fact that, with higher frequency, more bandwidth
can be used for the component carrier. Thus in line with Shannon theory, even better
transmission can be achieved by simply allocating wider carrier bandwidth. Yet the
specific allocation is still waiting for the work from ITU. Thus here the achievable
transmission rate analysis is omitted in this study.
With this system model, user terminal can exploit the SIC decoding method
[54, 64] to remove the information from users with higher orders. The remaining
information from other users with lower orders will be treated as the interference.
With perfect orthogonal characteristics among channels, the inter-channel interference
can be ignored. Thus the interference mainly comes from co-channel users with a lower
order.
Assuming the NOMA power matrix is P = [p1, ...,pN ]
T ∈ RN×K for K users of
the same user group, received signal can be given as
y = PHHx + n, (2.1)
where H ∈ CN×K is the channel model from N transmit antennas to K user terminals,
x ∈ CN×1 is the transmitted signal, and n ∈ CN×1 the additive white Gaussian noise
(AWGN). Moreover, without loss of generality, it is assumed that N ≥ K. This is due
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to the fact that, normally, the transmit antenna number is larger than the receiver
antenna number in massive MIMO systems. We further assume that the transmit
signal x is normalized, which means each column of x obeys E[xi] = 0, E[xixHi ] = 1.
With this system model in hand, to determine the capacity performance of NOMA-
mmWave-massive-MIMO system, the channel model should be set forth. Given a
constant normalized noise value within the channel, capacity performance is largely
determined by the allocated power to each user and the channel model [14].
2.3.2 The proposed mmWave channel assumption
According to [42,65], the mmWave channel model consists of the channel gain, AoD
and AoA effects. Hence the channel model for mmWave from transmit to receiver
(kth user) can be described as
hk =
√
N
β0kd(θ0k)a(φ0k)√
1 + dβLOSk
+
M∑
i=1
βikd(θ
i
k)a(φ
i
k)√
1 + dβNLOSk
 . (2.2)
Hence the channel matrix will be H = [h1, ...,hK ]. Besides, k = 1, ...., K is the user
index, and i = 1, ...,M is the NLOS path index. βik denotes the channel gain of
user k from the i-th NLOS path, which can be assumed to obey a complex gaussian
distribution, i.e., βik ∼ CN (0, 1). Additionally, β0k is the channel gain from the LOS
path. βLOS and βNLOS represent the LOS and NLOS path losses, respectively. M is
the total number of NLOS paths. dk denotes the distance between the transmitter
and receiver, and θik represents the normalized AoD of each path (by LOS or NLOS),
which follows
d(θik) =
1√
N
[1, e−jpiθ, ..., e−jpi(N−1)θ]. (2.3)
Similarly, the normalized AoA of each path follows
a(θik) =
1√
N
[1, e−jpiφ, ..., e−jpi(K−1)φ]. (2.4)
Since LOS paths are the dominant factors in mmWave channel [44], by ignoring
the NLOS component, the UR-SP mmWave channel model [44] in (2.2) is rewritten
as
hk =
√
N
β0kd(θ
0
k)√
1 + dβNLOSk
=
√
N√
1 + dβNLOSk
d(θ0k)β
0
k .
(2.5)
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Yet in UR-SP channel model, although the array steering vector (AoD vector) is
included, the AoA factor is neglected. Thus by following the UR-SP channel model,
and further taking the AoA vector into consideration, the extended channel model
can be given as
hk =
d(θ0k)β
0
ka(φ
0
k)√
N(1 + dβNLOSk )
. (2.6)
Additionally, this can be described with matrix
H = DBA (2.7)
where D ∈ CN×L,B ∈ CL×L,A ∈ CL×K with L, the number of LoS paths. B = ηβ
with β = [β1,β2, ...,βL], and D = [d(θ
1
k), ...,d(θ
L
k )],A = [a(θ
1
k), ..., a(θ
L
k )]
T . Here η is
the coefficient given as
η =
1√
N(1 + dβNLOSk )
. (2.8)
This is due to the fact that, the channel gain βk for all of the receivers from
multiple transmitter, can be taken as a matrix consisting of multiple LOS paths
with beamforming, in view of the sparse characteristic of multiple LOS paths [42].
Furthermore, the
√
N and distance effect
√
1 + dβNLOSk are the quantity effects of
each entry in the channel matrix β. In addition, by assuming that the entries of
channel matrix obey random distributions, the distance effect can be absorbed into
the channel gain between transmitter and receiver, as a quantity factor. Thus, one
can employ a random distributed entry of β to denote both channel gain and distance
effect.
2.4 Capacity analysis in the noise-dominated low-
SNR regime
There exists no tractable method to directly analyze the integrated NOMA-mmWave-
massive-MIMO system due to the prohibited complexity. On one hand, SIC is em-
ployed by each user to decode its information with NOMA power allocation. On
the other hand, the mmWave channel model with multiple paths considered makes
the analysis even tough. Thus, we divide the capacity analysis into low-SNR and
high-SNR regimes, which can be adapted for various application scenarios such as
cell edge, cell center, and etc.
In the low-SNR regime, the impact of the co-channel interference is trivial, and the
dominant factor to each user’s SINR value is the noise. In comparison, the dominant
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factor to SINR in the high-SNR regime is the co-channel interference form other users
using the same spectrum resources. In this section, the capacity for the low-SNR
regime is analyzed by the deterministic equivalent method with the Stieltjes-Shannon
transform [59,66].
As stated aforementioned, in the low-SNR regime, the interference can be neglect-
ed as it is much smaller than the noise power. The dominated factor of the SINR of
each user is the channel noise. In this case, the scenario is similar to prior studies in
massive MIMO without the NOMA scheme. Taking the power allocation matrix for
different users in the NOMA-mmWave-massive-MIMO system as the precoder ma-
trix [59], the Stieltjes transform SBN (z) of matrix BN can be employed (note that
here in this study, it is assumed that each user equipped with one receive antenna).
In line with prior studies in [59,66], the Stieltjes transform can be given as
SBN (z) =
1
N
tr(BN − zIN)−1
=
∫
1
λ− zdFBN (λ)
a.s.→
∫
1
λ− zdFN(λ),
(2.9)
where z ∈ C − R+ ≡ {z ∈ C, I(z) > 0}, IN is an identity matrix. In addition,
FBN (λ) is the Empirical Distribution Function (EDF) of BN , according to the large
dimensional random matrix theory. With N and K growing large, FBN (λ) converges
to FN(λ) (the determinant eigenvalues’ CDF of BN) with probability 1, by employing
the Glivenko-Cantelli theorem [67].
The importance of the Stieltjes transform lies in its link to the Shannon transform
VBN (z) of BN . In addition, as studied in [59, 66], the Shannon transform is directly
linked with the SINR of a wireless communication system. The Shannon transform
can be derived from the mutual information analysis in MIMO system, such as the
work in [68,69]. Additionally, BN in this study is defined as
BN = HH
H
= DBA2BHDH .
(2.10)
Theorem 2.4.1 The relationship between Stieltjes transform and Shannon transform
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of a given Hermitian non-negative definite matrix BN can be given as
VBN (z) =
1
N
log det
(
IN +
1
z
BN
)
=
∫ +∞
0
log
(
1 +
λ
z
)
dFN(λ)
=
∫ +∞
z
(
1
w
− SBN (−w)
)
dw.
(2.11)
Please see Appendix A.
By assuming perfect Channel State Information at the Receiver side (CSIR) and
frequency-flat fading channel models, the system mutual information is given by
IGN (σ2) = E
{
log det
(
IN +
1
σ2
BN
)}
. (2.12)
In addition, the relationship between the Shannon transform and the ergodic mutual
information is
IGN (σ2) = NVBN (σ2). (2.13)
Based on Theorem 2.4.1, the ergodic mutual information can be further determined
by the Stieltjes transform on condition that FB → FN(λ), which will be discussed
in the following analysis. Before delving into details, a lemma and a hypothesis are
given to clarify the constraints of this approach.
Lemma 2.4.2 The sequences of FD, FB and FA (EDF of matrix D,B,A) are tight,
whereas D and A are the nonnegative Hermitian matrices, and B the random matrix
with i.i.d. Gaussian entries of zero mean and covariance 1
L
.
The following hypothesis holds as well:
1) Define c = N
K
and assume 0 < a < b <∞, we have
a < min
M
lim inf c < max
M
lim sup c < b. (2.14)
This hypothesis is reasonable by assuming that c is constant within a region [0,+∞].
Interested readers can refer to [15,59] and the references therein.
As a result, the mutual information can be straightforwardly obtained based on the
Stieltjes transform of the channel matrix BN . By denoting FBN (λ) as the eigenvalues’
empirical spectrum distribution function, the Stieltjes transform can be solved with
the link of FBN (λ) with a Limiting Spectrum Distribution (LSD) FN of BN . Thus
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the main problem is to find such a FN . It is proved by prior studies [59, 66] that the
difference between FBN (λ) and FN converges vaguely to zero, which is equivalent to
SBN (z)− SN(z) a.s.→ 0, for z ∈ C− R+, (2.15)
where
SN(z) ≡
∫
R+
1
λ− zdFN (2.16)
is the Stieltjes transform of FN . The purpose of this approach is to derive a deter-
ministic non-random matrix function Φ(z) such that
SBN (z)−
1
N
tr(Φ(z))
a.s.→ 0, for z ∈ C− R+. (2.17)
Given the channel noise variance σ2 (it is assumed that the channel noise obeys the
random Gaussian distribution amongst different channels of this integrated NOMA-
mmWave-massive-MIMO system with zero mean and σ2 variance). On the other
hand, the matrix of the NOMA power allocation is denoted as P. In light of this,
the deterministic equivalence of mutual information can be derived by using Lemma
2.4.2 and the hypothesis defined in (2.14) as [59, 61]
I(σ2) =
⋃
1
N
trPk≤Pk,
Pk≥0,
k∈S
{
Rk :
∑
k∈S
Rk ≤ E
{
VN(Pk;σ
2)
}}
,
(2.18)
here S = {1, ..., K}, where the Shannon transform is given by
VN(Pk;σ
2)
def.
=
1
N
log det
(
IN +
1
σ2
∑
k∈S
HkPkH
H
k
)
. (2.19)
In this case, by assuming α as a constant value, i.e., 0 < α < ∞, the spectral norm
satisfies
max{‖D‖, ‖A‖, ‖HHH‖} ≤ α. (2.20)
The deterministic expression of the ergodic capacity in this case, while following
the prior studies in [59,61] can be given as
Rsum ≤
K∑
k=1
E
{
VN(Pk;σ
2)
} a. s.→ 1
N
K∑
k=1
log det(I + cek(−σ2)AkPk)
+
1
N
log det(I +
K∑
k=1
fk(−σ2)Dk)− σ2
K∑
k=1
fk(−σ2)ek(−σ2).
(2.21)
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where ek(−σ2) and fk(−σ2) are the unique solutions of the following equations under
the symmetric form
ek(−σ2) = 1
N
trDkD
H
k (σ
2[I +
K∑
k=1
fk(−σ2)DkDHk ])−1, (2.22)
fk(−σ2) = trAkPkAk(σ2[I + cek(−σ2)AkPkAk])−1. (2.23)
The sum rate supremum of the NOMA-mmWave-massive-MIMO systems can be
addressed by (3.13) with ek(−σ2) and fk(−σ2) the unique solutions of the equalities
given in (2.22) and (2.23), where the iterative algorithm to obtain these solutions
have been provided by [61,70] for reference.
Note that in this work, the power matrix for different users is considered as prior
information, other than previous studies which focus on power allocation optimiza-
tion algorithms (frozen water filling or other algorithms). As discussed before, this
equivalence is only valid in the low-SNR scenario. This is because that in the low-SNR
regime, interference from the neighboring users within the same frequency is ignored
since their value is much smaller compared with the channel noise value. However,
in the high-SNR case, the interferences from other users cannot be ignored and will
be the dominant factor of the system capacity performance. Thus the analytical pro-
cedure will be totally different from the low-SNR regime. The high-SNR capacity
analysis will be addressed by the following analysis.
2.5 Capacity analysis in the interference-dominated
high-SNR regime
The capacity performance within high-SNR regime will be investigated in this section.
Firstly, by employing the SIC [71] to perfectly cancel the interference from neighboring
users of the same user group with higher orders, SINR for each user k can be given
as
SINRk =
PkHH
H∑K
k′=1,k′ 6=k P
′
kHH
H + σ2
after
====
SIC
PkHH
H∑k−1
k′=1 P
′
kHH
H + σ2
.
(2.24)
As noticed, in high-SNR regime, the interference mostly comes from the NOMA
neighboring users within the same frequency. In this case, the channel noise effect
can be omitted, whereas only the interference from neighboring users are existing
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with regard to the system capacity performance. The intuitionistic ergodic capacity
of the NOMA-mmWave-massive-MIMO system in this case, can be approximated as
C =
K∑
k′=1
E
{
log det
(
IN +
PkHH
H∑k−1
k′=1 P
′
kHH
H + σ2
)}
high SNR≈
K∑
k′=1
E
{
log det
(
IN +
PkHH
H∑k−1
k′=1 P
′
kHH
H
)}
.
(2.25)
As shown by this approximation expression, the capacity expression involving some
matrices expressions, which is not a closed-form expression. The next thing needs to
do is to crack down this. In light of this discussion, a tractable capacity expression is
derived by employing the tools of statistics and eigenvalue distribution methods [62].
First of all, it is noticed that the capacity expression can be divided into the power
allocation part and channel characteristic part by the following theorem.
Theorem 2.5.1 While ignoring the channel noise effect and focusing on the inter-
ference from neighboring users in high-SNR regime, the ergodic capacity of NOMA-
mmWave-massive-MIMO system can be given as
C =
1
ln 2
K∑
k′=1
{
ln
( ∑k
k′=1 P
′
k∑k
k′=1 P
′
k − Pk
)
+ ln
∫ +∞
0
λf(λ)dλ
}
, (2.26)
where λ yields the eigenvalue of HHH , and f(λ) the PDF function of λ.
See Appendix B.
On one hand, the first part of Theorem 2.5.1 is about the power ratio with NOMA
scheme. As shown here, it is already given with the closed-form expression. The only
concerned value is the power allocation for each user within the same user group.
On the other hand, the second part is about the eigenvalue and its PDF of HHH .
The eigenvalue of the channel matrix with HHH is easy to obtain according to the
eigenvalue decomposition method. Thus the only focus is about the PDF of λ. As
stated by the following study, the exact expression of f(λ) can be given by lemma
2.5.2 in the following content. This is obtained by invoking the integral to conditional
PDF expressions twice, where the conditional PDF expression can be referred to prior
studies with [59,61,72].
37
∫ +∞
0
λf(λ)dλ =
∫ +∞
0
λ∏L
i=1 Γ
2(L− i+ 1)∏Li=1 Γ(N − i+ 1)L
L∑
j=L−K+1
L∑
i=1
(−1)i+j λ
K−L+j−1
Γ(K − L+ j) det(M)Nλ(i)dλ
=
1∏L
i=1 Γ
2(L− i+ 1)∏Li=1 Γ(N − i+ 1)L
L∑
j=L−K+1
L∑
i=1
(−1)i+j
∫ +∞
0
det(M)λK−L+j
Γ(K − L+ j) Nλ(i)dλ.
(2.30)
Lemma 2.5.2 By exploring the knowledge of probability analysis, the unconditional
PDF of HHH can be calculated as
f(λ) =
1∏L
i=1 Γ
2(L− i+ 1)∏Li=1 Γ(N − i+ 1)L
L∑
j=L−K+1
L∑
i=1
(−1)i+j λ
K−L+j−1
Γ(K − L+ j) det(M)Nλ(i).
(2.27)
where Mi,j is the (i, j)-th minor of matrix M ∈ CL×L, whose entry is given as
Mi,j = Γ(i+ j − 1)Γ(N − L+ j). (2.28)
Additionally, the expression of Nλ(j) is
Nλ(i) =
∫ ∞
0
4xN+L−2K+i−2e−
λ
x2KL−N+i−1(2x)dx, (2.29)
with Km(n) is the modified Bessel function of its second kind.
See Appendix C.
The exact capacity expression is acquired by substituting lemma 2.5.2 into (2.26),
and
∫ +∞
0
λf(λ)dλ is given as (2.30).
As shown in (2.26) and (2.30), although the exact expression of the capacity is
derived, yet the expression is still too complex to obtain a closed-form expression.
Fortunately, to obtain the PDF function of eigenvalues of HHH , the study from
[73] gives an asymptotic expression under the similar conditions. By following the
deduction procedure, although it is still difficult to obtain the closed-form expression
under condition N 6= K 6= L, yet for a simple case when N = L = K, the expression
is given by [62]
f(λ) =
1
pi
√
g2(λ) +
1
4λ2g(λ)
, (2.31)
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where g2(λ) is given as
g2(λ) =
3
√
642λ8(1− i√3)
384λ4
3
√√√√−27 +√272 − 27162λ
2
+
3
√
642λ8(1 + i
√
3)
384λ4
3
√√√√−27−√272 − 27162λ
2
.
(2.32)
This gives the expression of f(λ) as
f(λ) =
(
1 + i
√
3
)
3
√
λ8 3
√
−
√
729− 6912
λ
− 27
24 3
√
2λ4
+
(
1− i√3) 3√λ8 3√√729− 6912
λ
− 27
24 3
√
2λ4
.
(2.33)
In summary, the exact capacity expression defined in (2.26) is well suited for gen-
eral cases in NOMA-mmWave-massive-MIMO systems despite its high computation
complexity. For the special case that N = L = K, the asymptotic capacity expression
with (2.33) can be employed, which will be verified through numerical results.
2.6 Numerical results
The capacity performance of NOMA-mmWave-massive-MIMO systems are evaluated
in this section. The AoA, AoD, and power value for each user are randomly generated.
Detail results and discussions are given as follows.
The low-SNR regime analysis is evaluated firstly. As shown by Fig. 2.5, the
capacity is mainly determined by the SNR when the D, B, and A are fixed. It is clear
that as SNR grows, the achievable capacity also increase monotonically. Moreover,
simulation results also demonstrate that the capacity increases dramatically as the
number of users increases. The huge capacity improvement is feasible due to the
non-orthogonal user multiplexing in the same frequency enabled by NOMA. It is
noted that the capacity performance of the NOMA-mmWave-massive-MIMO system
significantly outperforms the existing LTE system (0.07 ∼ 0.12 Bits/s/Hz of the cell-
edge, which yields low-SNR regime) [74]. For instance, by 10 users and −10 dB, the
achievable capacity value is almost 10 times compared with prior LTE systems in low-
SNR regime. This is mostly due to the NOMA encoding scheme with superposition
of multiple users in the same frequency.
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Figure 2.5 Capacity performance of the low-SNR scenario.
In addition, as noticed by this figure that with SNR = −10dB, the capacity
performance curve display an exponential tendency increase with number of users
increasing. This is due to the face that with user power much lower than the channel
noise power, we have
log(1 + x) ≈ x. (2.34)
Thus the capacity increase with a much cliffy tendency with user number increasing
with the sum power of NOMA summing up of each user group. On the other hand,
when the power value is comparable with the channel noise power, the log x function
will display a logarithmic curve. This is the explanatory reason behind these two
curves.
To verify the correctness of the PDF deductions, the exact eigenvalue PDF expres-
sion defined in (2.27) is compared with the asymptotic PDF expression, i.e., (2.33).
One exemplary result of this is shown in Fig. 2.6 with N = L = K = 6. By ob-
serving Fig. 2.6, it is clear that the asymptotic PDF expression is in good agreement
with the exact eigenvalue PDF expression in the large and small eigenvalue regions.
However, for the eigenvalue regions [1, 15], there are difference between the exact and
asymptotic PDF expressions. As in prior studies with channel hardening [75], with
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Figure 2.6 An analytical comparison of the exact and asymptotic eigenvalue PDFs
(N = L = K = 6).
massive MIMO antenna growing large, some of the eigenvalue of channels becoming
large while some others becoming to zero. Thus we can say that the asymptotic
expression is especially of better agreement with exact expression in massive MIMO
system while number growing large. In addition, in smaller eigenvalue region, this
disagreement has less effect to the system capacity performance. This can be verified
by the capacity equation with Theorem 2.5.2, where little eigenvalue results in a small
value of the second part. On the other hand, in the large eigenvalue region, the small
performance gap between the asymptotic PDF and the exact eigenvalue PDF leads to
a more accurate capacity expression, which is particularly valuable in massive MIMO
scenario.
The capacity performances of NOMA-mmWave-massive-MIMO system with the
exact PDF expression are shown in Fig. 2.7 and Fig. 2.8 for N = 10 and N = 20,
respectively. The SNR is set to be 30 dB in this simulation. As shown, capacity
performance is enhanced with the number of transmit antenna growing (by comparing
the Fig. 2.7 and Fig. 2.8). This is because that more transmit antennas brings more
degree of freedoms (DoFs) [2] for the transmission. On the other hand, little capacity
improvement can be achieved while increasing the LoS paths. Although increasing
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Figure 2.7 Capacity performance of the high-SNR scenario with the exact eigenvalue
PDF (N = 10).
the number of LOS paths is equivalent to the increasing of the degree of freedom. This
is because that the co-channel interference from neighboring users and the correlative
effects at transmit and receiver sides are also enhanced while increasing the number
of LoS paths.
The relationship between the allocated power value with the capacity increment
is further verified, whose results are shown by Fig. 2.9. Note that for the sake of
compactness, the allocated power is averaged given a NOMA user group, where the
NOMA user group is defined by section II. Average power is calculated by averaging
the total allocated power to one user groups, for instance, 10 here in this simulation.
Additionally, without loss of generality, it is set with N = L = K = 10. By comparing
the linearly (power increase indicated by the lower arrow text-box) and exponential
(power increase indicated by the upper arrow text-box) growing average power effects
to the capacity performance, better capacity performance can always obtained just by
increasing the average power, although harsh NOMA co-channel interferences induced
via this. In addition, by compared with prior studies, it is found that we can achieve
the same level SE performance with much less transmit antenna numbers. This is
due to the NOMA encoding mechanism with superposition of multiple users within
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Figure 2.8 Capacity performance of the high-SNR scenario with the exact eigenvalue
PDF (N = 20).
each user group.
2.7 Conclusion
Capacity performance of NOMA-mmWave-massive-MIMO system was investigated in
this study. The analysis was divided into low-SNR and high-SNR regimes. The closed-
form expression for low SNR regime, as well as the exact and asymptotic capacity
expressions for high-SNR regime were addressed with the analysis. Simulation results
showed that greater capacity increment via the integrated system model compared
with prior LTE systems. Additionally, with mmWave, even greater achievable sum
rate can be achieved via the even wider carrier frequencies in 5G. Due to the simple
power allocation scheme used in this study, the optimal power allocation with NOMA
encoding scheme for different transmission rate requirement of multiple users can be
an attractive topic in future.
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Appendix A
To prove the relationship between Shannon transform and Stieltjes transform, some
notes should be stated beforehand.
Note 1: use ln for the log base e. For b > 0, we have
ln(1 + b) =
∫ 1
0
b
1 + bt
dt. (2.35)
Note 2: Instead of the distribution function dF (x), for convenience, we use ρ(x)dx
as the density. In this case, for z →∞, say in the upper-half plane, we have∫ +∞
0
ρ(λ)dλ = 1. (2.36)
In the following content, we will prove the relationship between the Shannon and
Stieltjes transform. Firstly, it is noticed that the Shannon transform is defined as
V (x) =
∫ +∞
0
log(1 +
λ
x
)ρ(λ)dλ. (2.37)
In this case, the differential result of this equality will follow
dV (x)
dx
= − 1
log e
∫ +∞
0
λ
x2
ρ(λ)
1 + λ
x
dλ. (2.38)
44
Furthermore, by multiplying x on both sides, we have
x
dV (x)
dx
= − 1
log e
∫ +∞
0
λρ(λ)
x+ λ
dλ
= − 1
log e
∫ +∞
0
(λ+ x− x)ρ(λ)
x+ λ
dλ
= − 1
log e
(
1− x
∫ +∞
0
ρ(λ)
x+ λ
dλ
)
.
(2.39)
It is noticed that a Stieltjes transform appeared by the last part of the equality’s right
side. This result gives
x
dV (x)
dx
= − 1
log e
(1− xS(−x)) . (2.40)
Which is the link between Shannon transform and Stieltjes transform given by the
study of [76]. In addition, it is noticed that in alternative literature, the log e factor
is omitted to arrive the equivalence given by Theorem 3.1 (for instance, the study
in [77]). Thus by omitting the factor and unpacking the log according to (2.35), we
have,
V (x) ≈
∫ +∞
0
ρ(λ)
∫ 1
0
(
λ
x
1 + λ
x
t
dt
)
dλ
=
∫ +∞
0
ρ(λ)
(∫ 1
0
λ
x+ λt
dt
)
dλ.
(2.41)
Let t = 1
ω
, since t ∈ [0, 1], ω ∈ [0,∞), we see that
V (x) =
∫ +∞
0
ρ(λ)
(∫ 1
0
λ
x+ λ 1
ω
d
1
ω
)
dλ
=
∫ +∞
0
ρ(λ)
(∫ ∞
1
(
λ
ωx+ λ
)
dω
ω
)
dλ.
(2.42)
By changing the variable with Ω = ωx, whereas ω = Ω
x
, dω = dΩ
x
, and exchanging the
λ and ω integration, we have
V (x) =
∫ +∞
0
ρ(λ)
(∫ ∞
1
(
λ
ωx+ λ
)
dω
ω
)
dλ
a
=
∫ +∞
0
ρ(λ)
(∫ ∞
x
(
λ
Ω + λ
)
1
Ω
dΩ
)
dλ
=
∫ +∞
0
1
Ω
ρ(λ)
(∫ ∞
x
(
λ+ Ω− Ω
Ω + λ
)
dΩ
)
dλ
=
∫ ∞
0
1
Ω
ρ(λ)
(∫ ∞
x
(
λ+ Ω− Ω
Ω + λ
)
dΩ
)
dλ
=
∫ +∞
x
(
1
Ω
ρ(λ)dλ−
∫ ∞
o
(
ρ(λ)
Ω + λ
)
dλ
)
dΩ,
(2.43)
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where a denotes the exchange of Ω with ωx. Thus consequently we have
V (x) =
∫ +∞
x
(
1
ω
− S(−ω))dω. (2.44)
This completes the proof.
Appendix B
As stated by (2.25), the achievable transmission rate of each user k can be given as
Ck = E
{
log det
(
IN +
PkHH
H∑k−1
k′=1 Pk′HH
H
)}
. (2.45)
While reducing of fractions to a common denominator, we have
Ck = E
{
log det
(∑k−1
k′=1 Pk′HH
H + PkHH
H∑k−1
k′=1 Pk′HH
H
)}
. (2.46)
Additionally, this can be further written as
Ck = E
{
log det
(∑k
k′=1 Pk′HH
H∑k−1
k′=1 Pk′HH
H
)}
= E
{
log det
( ∑k
k′=1 Pk′HH
H∑k
k′=1 Pk′HH
H − PkHHH
)}
= log
{( ∑k
k′=1 Pk′∑k
k′=1 Pk′ − Pk
)
E
(
det HHH
)}
.
(2.47)
Exchanging the base of logarithm to the last equality, and following the prior studies
by [22,23,78] will yield
Ck = log
{( ∑k
k′=1 Pk′∑k
k′=1 Pk′ − Pk
)
E
(
det HHH
)}
=
1
ln 2
{
ln
( ∑k
k′=1 Pk′∑k
k′=1 Pk′ − Pk
)
+ ln
∫ +∞
0
λf(λ)
}
.
(2.48)
While summarizing the achievable rate to all K users, it will be the final result.
Appendix C
Inspired by the prior studies in [48,54,79], the eigenvalue decomposition of B can be
given as
B = QD1Q
H , (2.49)
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whereas Q is the unitary matrix, and D1 is the diagonal matrix. With this in hand,
for BA, the following equality holds
(BA)(BA)H = QD1Q
HAAHQDH1 Q
H
= QD1A˜A˜
HDH1 Q
H
, QW0QH .
(2.50)
This gives the matrix W0 a central Wishart matrix with K non-zero eigenvalues
defined as 0 < χ1 < ... < χK < ∞. By denoting the eigenvalues of BBH as 0 <
υ1 < ... < υL <∞, in line with prior study [79], the CDF of the largest eigenvalue of
(BA)(BA)H conditioned on B can be given as [79,80]
Fχmax(x|B) =
(−1)K(L−K) det(∆(x))
det(V)
∏K
i=1 Γ(K − i+ 1)
. (2.51)
where ∆(x) is an L× L matrix with entries
∆(x)i,j =

(− 1
υj
)L−K−i, for i ≤ L−K,
υL−i+1j γ(L− i+ 1,
xL
υj
), for i > L−K.
(2.52)
Additionally, V is a L× L matrix defined as [54]
det(V) =
(
L∏
i=1
υKi
) ∏
1≤l≤k≤L
(
1
υk
− 1
υl
)
. (2.53)
By some manipulations with regard to the Vandermonde determinant identity, it can
be further written as
det(V) =
(
L∏
i=1
υKi
)
(−1)L(L−1)2
∏
1≤i≤j≤L(υj − υi)∏L
i=1 υ
L−1
i
=
(
L∏
i=1
υK−L+1i
) ∏
1≤i≤j≤L
(υi − υj)
(2.54)
On the other hand, by following the prior studies [79, 80], for the square matrix
B ∈ CL×L here in this paper, the joint PDF of the eigenvalue 0 < υ1 < ... < υL <∞
of the matrix constituted by BBH is given by
fυ(D1) =
e−
∑L
i=1 υi
∏L
i<j(υj − υi)2∏L
i=1 Γ(L− i+ 1)2
. (2.55)
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To this end, the unconditional CDF of 0 < χ1 < ... < χK <∞ will be
Fχmax(x) =
∫
U
Fχmax(x|B)fυ(D1)dυ1, ...dυL, (2.56)
where U , {0 < χ1 < ... < χK <∞}, this gives
Fχmax(x) =
(−1)K(L−K) det(D(x))∏K
k=1 Γ(K − k + 1)
∏L
i=1 Γ(L− i+ 1)2
, (2.57)
where D(x) is given as
D(x) =
∫
U
det(∆(x))e−
∑L
i=1 υi
L∏
i=1
υL−K−1i
L∏
i<j
(υi − υj)dυ1, ...dυL. (2.58)
Observation has that
L∏
i<j
(υi − υj) = det(υi−1j ). (2.59)
By following the analysis in [79], D(x) is finally given as
D(x)i,j =

(−1)L−K−iΓ(i+ j − 1), for i ≤ L−K,∫ +∞
0
ett2L−K−i+j−1γ(L− i+ 1, xL
t
)dt, for i > L−K. (2.60)
To determine the second expression, it is noticed that γ(·, ·) is defined as [54,79]
γ(a, x) =
∫ x
0
ta−1e−tdt
= (a− 1)!
(
1− e−x
a−1∑
i=0
xi
i!
)
.
(2.61)
Furthermore, observation from [81] has that∫ +∞
0
xα−1e−βx−
γ
xdx = 2(
γ
β
)
α
2Kα(2
√
βγ), (2.62)
where Ka(b) as the modified Bessel function of the first kind. By substituting this
(2.62) and (2.61) into (2.60), with tremendous calculation, the determinant expression
of its second part can be finally obtained as∫ +∞
0
ett2L−K−i+j−1γ(L− i+ 1, xL
t
)dt
= (L− i)!
[
Γ(2L−K − i+ j)−
L−i∑
i
(xL)i
i!
2(xL)
2L−K−2i+j
2 K2L−K−2i+j(2
√
xL)
]
, for i > L−K.
(2.63)
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Thus the PDF of 0 < χ1 < ... < χK <∞ can be obtained as
fχ(x) =
(−1)K(L−K) d
dx
[det(D(x))]∏K
k=1 Γ(K − k + 1)
∏L
i=1 Γ(L− i+ 1)2
. (2.64)
In line with [25], the unordered PDF of eigenvalues λ1, ..., λK of (DBA)(DBA)
H
conditioned on BA is
fλ(λ|BA) = 1
L
∏K
i<j(χj − χi)
L∑
m=L−K+1
λK−L+m−1
Γ(K − L+m− 1) det(G) (2.65)
whereas G is a L× L matrix with entries
Gi,j =
{
χi−1j , for i 6= j
χL−K−1j e
− λ
χj . for i = j.
(2.66)
Thus by using f(λ) = fλ(λ|BA)fχ(x) and integrating it to all χ, we can finally obtain
the result.
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Chapter 3
Integrated Energy Efficiency
Architecture and Analysis of 5G
3.1 Summary
Other than the prior study in chapter 2, in the following chapter 3 and chapter 4,
the Energy Efficiency (EE) issue will be focused. Firstly, an integrated system archi-
tecture is proposed here in this chapter. The purpose of this study is to enhance the
Fifth Generation (5G) Internet of Things (IoT) system’s EE performance. We first
introduced an integrated system structure. In the integrated system structure, we
proposed an unified control center. With the unified control center’s help, the select-
and-sleep mechanism of different components are easier to executed. Then we further
propose one Cellular Partition Zooming (CPZ) mechanism for the wireless transmis-
sion section. The proposed integrated system model as well as the CPZ mechanism
are verified with the simulation result. From the simulation, it is demonstrated that
the proposed schemes display better EE performance. This is due to the face that
system power consumption are further reduced compared to the prior work1.
3.2 Introduction
As known, Fifth Generation (5G) is calling for up to 50 billion devices connection
word-widely. The connected devices are not only restricted to the cell-phones. The
1This is based on the work D. Zhang, Z. Zhou, S. Mumtaz, J. Rodriguez, and T. Sato, ”One
Integrated Energy Efficiency Proposal for 5G IoT Communications”, IEEE IoT Journal, Vol. PP,
Issue. 99, DOI: 10.1109/JIOT.2016.2599852; and D. Zhang, K. Yu, Z. Zhou, and T. Sato, ”Energy
Efficiency Scheme with Cellular Partition Zooming for Massive MIMO Systems”, in IEEE ISADS,
Taichung, 2015, pp. 266-271.
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cars, electronic households and other devices are claimed to be connected to the wire-
less network with 5G, to build a smart society. In this case, 5G is aiming at the
Internet of Things (IoT) era to connect everything, at anywhere, in anytime. To this
end, in the studies both from academia and industry, the massive connected equip-
ments and even faster rate are the two main targets and aims of 5G [82, 83]. For
instance, it is calling for the access data rate up to 10 Gbit/s by 2020 [83]. In litera-
ture of 5G IoT, it is known that the spectrum efficiency (SE) issue has been studied
a lot. The proposed methods on SE issue so far can be listed but not limited to the
massive Multi-Input Multi-Output (MIMO) (also called as the multiuser MIMO, or
large MIMO) [14], small cell [84], Devices to Devices (D2D) commnuications [85],
Heterogeneous Networks (HetNets) [86], unlicensed spectrum allocation (as well as
the millimeter wave (mmWave)) [87]. Recently, the Non-Orthogonal Multiple Access
(NOMA) [54] is proposed to share the same frequency resource block amongst mul-
tiple users. This in turns, yields a better system SE performance. The full duplex
mechanism (to transmit and receive the information at the same time via the same
channel) [88] is emerging as another promising technology to achieve the SE target
of 5G.
Besides the SE studies, in 5G, the Energy Efficiency (EE) issue is investigated a
lot in literature recently as another vital issue of 5G [89, 90]. This is because, with
higher transmission rate, more energy will be consumed. In the studies of EE topic
of 5G IoT, the select-and-sleep mechanism is brought up as the initial step. Actually,
the select-and-sleep mechanism is tailored for EE issue both in wireless and optical
communications [1, 91]. The prior studies on this select-and-sleep mechanism can be
found in literature. For instance, the cellular zooming scheme was proposed in [1].
In this study, the cellular coverage area is divided into different ring sections. The
division is based on the distance from user terminal to Base Station (BS). Afterwards,
the cellular can zoom in to cover more users or zoom out to save energy in case less
users existing. Inspired by this idea, the antenna select-and-sleep [92] mechanism was
further proposed with massive MIMO architecture. As noticed with massive MIMO
architecture, some transmit antennas are not effectively used while communicating.
Thus the select-and-sleep mechanism can select the wanted transmit antenna while
keeping the other ones into sleep mode. In addition, the Radio Frequency (RF) chain
select-and-sleep mechanism was investigated in [25], where the concept is similar to
the antenna select-and-sleep mechanism. As investigated heretofore, there are series
of studies on the 5G IoT’s EE issue. Actually, the EE issue has been studied in
physical layer, upper layer and even cross-layer. Yet it is noticed that, most of the
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prior studies focus on only part of the components with select-and-sleep mechanism,
whereas an integrated scope has never been casted.
Based on all of the aforementioned information, in this chapter, we further pro-
pose an integrated system model by uniformly scheduling the resources of multiple
cells. The unitive machine room is invoked to supply the power for multiple cells as
well. In addition, we further take the machine room element into consideration while
optimizing the energy consumption of the whole system with regard to the EE def-
inition. With much less circuits and engaged components by this integrated system
model, much less energy will be consumed. In this case, the system model is of better
EE performance compared with prior studies. This proposal is also of benefits while
uniformly scheduling the resources amongst multiple cellular, which will be stated by
the following content.
The contributions of this chapter can be summarized as follows: a) An integrated
system model for 5G IoT is proposed in this chapter. The system model is based on
the Cloud Radio Access Network (C-RAN) architecture. With this system model, the
uniformly resource scheduling can be easier to executed of multiple cells. The system
EE performance can be further enhanced with this model while taking more elements
into consideration. b) The massive MIMO antenna array is invoked to replace the
signal antenna Remote Radio Heads (RRHs) in this C-RAN architecture. With this
modification, it will be much easier to cover a larger area in the outdoor environment.
It is also an economist way to deploy because we can re-use the existing Long Term
Evolution (LTE) BSs by just replacing their single antenna with massive MIMO
antenna array. 3) One CPZ mechanism is proposed for wireless cellular section to
further enhance the system EE performance with regard to the distance from BS to
user terminal, as well as the angles of user locations to BS.
The rest of this chapter is organized as follows: section III is the proposed inte-
grating system. As stated before, the integrated system model is based on the C-RAN
architecture while replacing the prior single antenna RRHs into massive MIMO based
cells. In addition, the uniform BaseBand Unit (BBU) can scheduling all of the multi
cells’ resources. based on this system model, the EE performance is discussed in
section IV. The CPZ mechanism is proposed to further divide the coverage area with
regard to the angle from BS to accessing user. With all of the proposals, numerical
results is presented while investigating the EE performance in section V. Finally, the
main results obtained in this chapter are summarized by section VI.
52
Core Network
Content server
Machine room
Machine room
Figure 3.1 The traditional BS model with variable kinds of users.
3.3 Proposed system model
The traditional BS model can be depicted by Fig. 3.1. As shown here, each BS is
equipped with one control center to exchange the control information, as well as a
machine room to supply the power. Additionally, during the transmission procedure,
content request of each user will be delivered to the core network to download the
required content. In which, a content server is located in the remote area for content
acquirement (Note that here in this chapter, we only concern about the streaming data
transmission and acquisition with 5G IoT. This is valuable to discuss as it exploiting
nearly 83% of the total internet services).
In contrast, C-RAN, generally, consists of a cloud core network, a high-speed
switcher, a Gbits/s or even Tbits/s link as the backhaul, and several BSs as its
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Figure 3.2 Proposed system model for 5G IoT.
RRHs. The function of C-RAN is to schedule the resources uniformly through the
Coordinated Multiple Points transmission and reception (CoMP) technology [30,93].
Nevertheless, with large number of the small cell RRHs (one small cell RRH can only
cover a limited area compared with prior cellular BS), it can not be an economic
choice while deploying in the outdoor environment. Accordingly, to cater to the 5G
IoT requirements with even larger coverage to connect everyone and everything, an
integrated system architecture based on the C-RAN here is provided, which can be
summarized as follows.
As shown by Fig. 3.2, the single antenna RRHs of C-RAN is replaced by the
massive MIMO array. This is due to the fact that one single-antenna-RRH can only
cover a small area. Thus to cover a huge area in the outdoor environment, large
deployment of the single-antenna-RRH is needed, which will result in huge budge
load for the operator. On the contrary, as much larger coverage area with massive
MIMO BS antenna arrays, lesser deployment number of the RRHs is needed. In
addition, one can re-use the existing BS while replacing the existing LTE antenna
with massive MIMO array, and plant new ones whenever needed. With this re-used
54
scenario, the budge can be saved. Afterwards, the proposed integrated model is
of better EE performance while uniformly scheduling the resources and sharing the
machine room with multiple BSs. This is due to the fact that less energy consumption
is needed with this system model. In addition, based on this integrated system model,
we further proposed a CPZ mechanism to further enhance the EE performance of the
whole system.
The advantages of this integrated model as well as the CPZ mechanism can be
summarized by four folds:
• Firstly, the integrated system model is easy to achieve while deploying in the
outdoor environment by simply replacing the prior LTE antenna with massive
MIMO array. In addition, plant more massive MIMO antenna array enabled
BS if needed. As select-and-sleep mechanism calling for on/off control of each
antenna, the uniform plant and control center here can control the power supply
of each antenna. That is, with CPZ mechanism, it is possible to determine the
occasion to turn on or turn off the corresponding antennas by employing the
control circuits. In contrast, in previous C-RAN structure, it is impossible to
control a specific antenna’s behavior. In which, only the BS is capable of turning
on or turning off its power supply totally by the machine room.
• Channel State Information (CSI) can be gained from each BS and shared be-
tween different BSs within one cluster through backhaul that connecting the
uniform control center, where the resources can be uniformly scheduled. While
knowing the global CSI information, the control center can decide the required
transmission power and frequency resources for the transmission.
• The CPZ mechanism is an economical method to sustain high transmission
speed while decreasing the number of needed antenna number. That is because,
as the pie-section division of the coverage area, whenever users are in the pie-
section, control center can turn on the associating antennas, otherwise, keep it
off. On the contrary, in prior zooming mechanism [1], all of the antennas should
be kept on. In addition, with this CPZ mechanism by keeping off the un-needed
antennas, much more energy can be saved while maintaining the transmission
rate. This yields better system EE performance. The specific comparison of
EE performance will be addressed by the following numerical results section.
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3.4 Energy efficiency analysis
Based on the proposed system structure for 5G, we will address its EE analysis by
the following section. The EE performance of this proposal is further compared with
prior studies in the numerical results section. Intuitively, in line with prior studies,
EE can be defined as the capacity (or transmission rate) divided by its consumed
energy, i.e., bit/joule [94],
η =
R
P
, (3.1)
or joule/bit [95],
η =
P
R
. (3.2)
Here R is the capacity (or transmission rate) of user terminals while summing together
(the system capacity or sum rate). Additionally, P is the total consumed energy
to satisfy such a rate. In the study here of this chapter, the first definition with
bit/joule [94] is adopted.
3.4.1 The analysis of capacity performance
While replacing the prior LTE antenna with massive MIMO array and planting new
BS if needed, as known, there will be hundreds or even thousands of antennas that
serving a much less number of users. Take the hypothesis that M is the number
of transmit antennas at the massive MIMO array side, and K the number of user
terminals. In addition, B is the beamformer that used to eliminate the co-channel
interferences, and hk, the channel from BS to user k. It is assumed that the Zero
Forced Beam-Forming (ZFBF) is used to eliminate the interferences (as ZFBF dis-
playing better performance than the low complexity beamforming technologies [96]).
With this assumption, ZFBF matrix, according to prior study, can be given as [97]
B = HH(HHH)−1, (3.3)
where (·)H and (·)−1 yields the conjugate and inverse transpose of a matrix, respec-
tively. In addition, received signal at the receiver side follows
yk = hk
bk√
γ
xk +
K∑
i=1,i 6=k
Hk−1
bi√
γ
xi + nk, (3.4)
where xk is the transmit signal of the kth user. It can be given by xk =
√
Pksk, with
Pk, sk, the power consumption and transmitted signal of the kth user, respectively.
Moreover, Hk−1 is the channel matrix without the element hk, where bk and bi,
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one entry of B, nk the noise signal with zero mean n0 variance n ∼ CN (0, n0), γ
normalization factor of the kth user’s signal.
Assuming Bsum the total bandwidth, which is equally divided to each user (BCCs
for each user). Besides, SINRk is the Signal to Interference plus Noise Ratio (SINR)
of the kth user. Then received transmission rate of the kth user reads
Ck = BCCs log2(1 + SINRk). (3.5)
By further supposing the power consumption of antenna array is Pa. With equal
power allocation scheme, the allocated power for each user is β = Pa/K. Taking
ρ = β/N0 as the Signal to Noise Ratio (SNR), and a normalized noise power, SINR
of user k follows
SINRk =
ρ|hkbk|2
ρ
∑j=K
j=1,j 6=k |hkbj|2 + 1
, (3.6)
whereas, achievable transmission rate of the kth user will be [2]
Ck = BCCsE
{
log2 det
(
I +
ρK
(HHH)
−1
)}
= BCCs
{
log2 det
(
I +
ρK
E
{
(HHH)
−1}
)}
.
(3.7)
In addition, with Gaussian i.i.d distribution of each channel gain, channel matrix
HHH will be a non-central Wishart matrix (with eigenvalue larger than zero). This
gives
E{(HHH)−1} = E{‖B‖2F} . (3.8)
As the study of [7], with K,M growing large, E{‖B‖2F} converges to a fixed deter-
ministic value
E
{‖B‖2F} = KM −K . (3.9)
In this case, max-sum capacity turn out to be [5]
Csum =
K∑
k=0
BCCs log2 [1 + ρ(M −K)] . (3.10)
3.4.2 Analysis of propagation model
Observation from prior literature finds that the loss of propagation is neglected for
the sake of simplicity although it is unavoidable during transmission. By further
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adding this loss into consideration, according to the wireless propagation model, power
attenuation will be [6]
Patt = G
(
d
r0
)−α
ΨPα, (3.11)
where G the path gain, d the propagation distance, r0 the omnidirectional antennas
power variation (take the value of 1∼10m for indoor environment and 10∼100m for
outdoor environment), α the path loss exponent, Ψ the random variable for slow
fading effect. With this propagation loss adding, SINR can be rewritten as
SINRk =
Pα(M −K)
K + Patt
. (3.12)
Consequently, achievable sum rate will turn out to be
Rsum =
K∑
k=0
BCCs log2(1 + SINRk)
≈
K∑
k=0
BCCs log2
(
1 +
Pα(M −K)
K + Patt
)
=
K∑
k=0
BCCs log2
1 + Pα(M −K)
K +G
(
d
r0
)−α
ΨPα
 .
(3.13)
This is the sum rate expression with regard to the EE definition. In the following
content, we will pursue the energy consumption of this integrated system with the
proposed CPZ mechanism.
3.4.3 Proposed CPZ scheme
According to the aforementioned discussion, by following the definition of EE with
bit/joule, we therefore have the EE formula as follows
max
Pk
∑K
k=0 BCCs log2
(
1 + Pα(M−K)
K+G
(
d
r0
)−α
ΨPα
)
Pk
,
s.t.
K∑
k=0
Pk ≤ PBS, Pk ∈ [0, PBS].
(3.14)
where PBS is the total power of antenna arrays. Furthermore, the constraint condition
here denotes that the total power for information transmission of each user cannot
exceed the BS power with massive MIMO antenna array.
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In cellular communications, users are randomly distributed in BS coverage area
[1,93]. It is found by prior studies that in late night and rural area, much less number
are existing within each cellular coverage compared to the urban area. In this regard,
the prior study of [1] divides the coverage area into different ring sections with respect
to the distance from user to BS for zooming in or out. For instance, if less users are
associating for transmission, the BS zooms out to save energy, in contrast, zooms in
to cover larger area.
The prior study with cellular zooming inspires us that, if the coverage area is
further divided into different pie sections with respect to the angle (take the coverage
area as one circle) and distance (from user to the BS), EE performance can be further
strengthened. The power allocation scheme is that, allocating power to the area with
users, whereas turning off the antenna in the area without users (note that it is
assumed that with cylinder massive MIMO antenna array, equal number division of
the antenna is adopted with each pie sections). The proposed CPZ scheme can be
depicted by Fig. 3. As shown, the number of antenna of each pie section, with
a cylindrical massive MIMO antenna array, is counting by the cylindrical column of
different pie sections that serving. For instance, if the coverage area is equally divided
into different pie sections with an angle θ, then one pie area (without considering the
distance from user to BS) associating a number of M × θ
2pi
antennas (generally, we
allocate the antenna number with an integer value).
While accessing the network, user first reports its location information to the BS.
Afterwards, control center will calculate the angle and distance, and compare them
with the existing ones, then allocate a minimum required power for the new user’s
transmission. For instance, consider two users A and B, which is locating on the right
side of Fig. 3. Minimum area to cover them will be the pie area with second circle
distance counting from the outermost, and the required angle equals to θ. While
knowing this, BS will allocate the minimum power to this area for their transmission
according to their transmission rate. This is achieved by allocating a minimum power
value with respect to the achievable rate expression (all of the other parameters are
taken as constant). While taking A as the needed angle, d distance from user to BS,
dusernew distance from new coming user to BS, d
user
exist distance from existing user to BS,
Ausernew required angle of BS to cover the new coming user and A
user
exist needed angle of
BS to cover the existed users, respectively, detail CPZ mechanism can be given by
algorithm 1 in the following page [5].
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Figure 3.3 System model with different annular regions.
Algorithm 1 CPZ execution algorithm
1: Initialization: divide the coverage area into several pies with respect to the dis-
tance and angle.
2: When new user joins, execute the cell search and initialization, report its location.
3: if Ausernew ⊆
∑{Auserexist} then
4: if dusernew ≤ max duserexist then
5: A = Ausernew , d = max d
user
exist
6: else {dusernew > max{duserexist}}
7: d = dusernew ; Allocate power with the new elements of A and d, and BS goes to
sleep mode in other areas.
8: end if
9: else {Ausernew (
∑{Auserexist}}
10: A = Ausernew , update {Auserexist} with new element Ausernew . Allocate power with the
new elements of A and d, BS goes to sleep in other areas.
11: end if
3.5 Numerical results
To compare the proposed CPZ scheme with the cellular zooming scheme in [1], we first
simulate the active user’s location distribution by a random Poisson Point Process
(PPP) distribution. The elements and their values used in this simulation is given by
Table 1, in line with prior studies of [1, 26, 97–99]. Note that here an configurational
example of the modified system structure is used to compare the CPZ with prior
zooming scheme for the sake of simplicity, where the coverage area is divided into 20
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Table 3.1 Simulation elements.
Parameters Value Parameters Value
Bandwidth BCCs 5 MHz Machine room 480 W
Path loss α 3.7 Shadow fading Ψ 8 dB
Omnidirectional r 100 m Path gain G 1
Peak bit rate 20 Mb/s Per antenna PowerPt 33 dBm
pies and each pie associating 10 antennas to zoom in or out with the proposed CPZ,
as shown in Fig. 4. In addition, it is assumed that there are 10 cells in the system as
an example (one C-RAN area can have different number of cells as an configuration).
This is due to the fact that various combinations and division methods are existing
while adopting the CPZ mechanism.
With this configuration, assuming that user 1 is the existing user, and its corre-
sponding 10 antennas are turned on and zoomed in to the second circle of the pie
section for user 1’s transmission. Take the hypothesis that in the next step user 2
joins in, zooming to the third circle of this pie area (user 2’s location with this CPZ
coverage area division) and keeping the antennas in other unrelated areas off. In
contrast, if the next user is user 3 but not user 2. As user 3 locating in the area
of user 1 (with this CPZ coverage area division), zooming to user 3’s location is not
necessary. Thus no further pie section is needed to turn on the associating transmit
antennas. Yet, on the other hand, on condition that the new coming user is user 4,
10 extra antennas will be turned on and new pie area should be zoomed to the third
circle by the neighbouring pie section. Moreover, extra power will be needed as well
for the coverage area maintaining and transmission [100].
Additionally, as discussed by Section II, transmission rate has a positive corre-
lation with the consumed power and a negative correlation with the cellular radius.
In this regard, one can deduce that once transmission requirement (with respect to
the energy consumption for coverage area maintenance) of the marginal user is guar-
anteed, transmissions of the other users located within the same pie section can be
guaranteed. In this case, while setting the maximum transmission rate of each user as
20 Mbit/s, a comparison between the proposed CPZ scheme and the zooming scheme
in [1] can be given by the simulation results.
To compare the CPZ mechanism and prior zooming scheme in [1], it is assumed
that there are 200 antennas within one massive MIMO antenna array. As an example
and performance comparison here, as shown by Fig. 3.5 and Fig. 3.6, M = 100 is used
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to denote that one cellular coverage area is divided into two pie sections whereas each
of them associating with 100 antennas. Similarity, M = 50 means that the coverage
area is divided into 4 pie sections that each of them associating with 50 antennas.
Additionally, M = 25 denoting the coverage area is divided into 8 pie sections that
each of them associating with 25 antennas.
The power consumption as well as the EE performance comparison of the proposed
CPZ and zooming mechanism in [1] are shown by Fig. 3.5 and Fig. 3.6, respectively.
Here in Fig. 3.6, the bottom curve denoting the zooming mechanism in [1], and the
remaining curves representing the proposed CPZ with different divided pie numbers,
as described in the previous section. The effective radius with active UE/m means
the turned on CPZ cellular pies with active UEs. Observation from Fig. 3.5 and
Fig. 3.6 clearly verifies that the CPZ mechanism is of better performance comparing
with prior zooming scheme in [1]. This is due to the fact that, compared with the
zooming mechanism in [1], further dividing coverage area of CPZ consumes less energy
while keeping other antennas off on condition that no active users in their associating
pie sections. Thus with regard to the EE definition, better EE performance can be
achieved.
This energy consumption of the CPZ is compared with the without CPZ scheme,
which is shown by Fig. 3.7. As shown here, with CPZ’s further division method
with regard to the angle, the energy consumption can be further reduced. However,
with the active user number increasing, the CPZ energy consumption approaches to
the without CPZ case. Thus the CPZ mechanism is of effective with remote area
or late night that the cellular has less number of users. In urban area with crowed
users, the CPZ is of less effect to reduce the energy consumption. It can be deduced
that with more active users randomly joining in, both the proposed CPZ mechanism
and the zooming mechanism in [1] will approach the conventional without zooming
mechanism. Thus one can conclude that the proposed CPZ is effective on off-peak
conditions, such as the late night time period [101] and remote area. Yet in the crowd
user conditions, such as mass active users under urban environment, both the prior
zooming mechanism in [1] and the proposed CPZ here will be of less use. However, as
the majority studies on accessing device’s performances with EE issue of 5G, such as
the Ericsson’s white paper on 5G energy performance, “traffic is unevenly distributed,
and there are large spatial variations of traffic even within a given area”. One can
conclude that in real environment, the proposal is always of help with respect to the
device’s location performance.
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Figure 3.4 One sample division of the coverage area.
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Figure 3.5 Power consumption of CPZ and traditional zooming scheme.
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Figure 3.7 Energy consumption of the CPZ and without CPZ.
3.6 Conclusion
The EE performance is comprehensively investigated for 5G communications here in
this paper. An integrated system structure for the 5G communication systems was
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proposed beforehand by this study. Based on this system structure, EE is analyzed
as well as an proposed CPZ mechanism with regard to the distance and angle from
BS to user terminal. While further dividing the coverage area into pie sections with
respect to both distance from BS to user and angle, turning off the unused resources,
the total system power consumption is reduced. This in turns, brings better EE
performance of the system compared with prior studies.
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Chapter 4
Integrated Energy Efficiency
Analysis of Massive MIMO Based
C-RAN
4.1 Summary
In Energy Efficiency (EE) studies of wireless communications of its Fifth Generation
(5G), most of the prior studies focus on less components for optimization, for instance,
the antenna select/sleep mechanism, Radio Frequency (RF) chain select/sleep mech-
anism. Here in this studies, more engaged components (antenna, RF Chain, circuit,
coverage area) are taken into consideration with the EE optimization problem. In
addition, the EE optimization problem is based on the integrated system model.
That is, we firstly propose one multi-Base Stations (BSs) system model based on the
Cloud Radio Access Network (C-RAN) architecture. The benefit of this architecture
is that, the resources amongst multiple BSs can be uniformly scheduled. Addition-
ally, the select/sleep mechanism can be easily deployed in this system architecture.
Afterwards, we described the optimal system EE with a convex optimization problem
while taking varies components engaged in. To solve the optimization problem, we
convert the global optimization problem into a convex optimization problem with-
in each time interval of each BS area plus an off-line selection method. Simulation
results demonstrate that energy consumption of transmit antenna is the dominant
factor of the whole system. In this case, it is also the dominant factor of system EE
performance giving the same sum rate1.
1This is based on the work D. Zhang, T. Muhammad, S. Mumtaz, J. Rodriguez, and T. Sato,
”Integrating Energy Efficiency Analysis of Massive MIMO Based C-RAN”, EURASIP J. Wireless
Commun. Networking, Vol. 2016, No. 1, pp. 277-285, DOI: 10.1186/s13638-016-0778-y.
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4.2 Introduction
In fifth generation (5G) wireless communication studies, the conventional Spectral
Efficiency (SE) is vital to accomplish the higher transmission rate requirement [102,
103]. Another new coming topic is the Energy Efficiency (EE). Because with much
higher transmission rate, the consumed energy is extremely high. In EE studies, there
are two categories, to reduce the system energy consumption, to effectively re-use the
energy. One of the methods to effectively re-use the energy is the Energy Harvesting
(EH) [104]. It is proposed and widely studied in literature [104,105]. The idea of EH
is to harvest the energy that not fully used by a neighboring user for the next user’s
transmission.
On the other hand, to reduce the system energy consumption, the cellular zooming
scheme was proposed in [1]. The method of cellular zooming is to further divide the
coverage area into multiple circle sections for zooming in or out. The criteria is
the distance from the Base Station (BS) to the user terminal. Based on this idea,
the massive Multi-Input-Multi-Output (MIMO) antenna select/sleep mechanism is
studied a lot in literature, such as the studies in [106, 107]. In which, the idea of
transmit antenna select/sleep mechanism is to select the minimum antenna number
for associating user’s transmission while turning off the unwanted ones. Similarly,
the Radio Frequency (RF) chain selecting/sleeping mechanism was investigated a
lot as well, such as the study in [25]. The selecting/sleeping mechanism was also
introduced in the relay assisted system by [108]. Furthermore, in our prior studies, the
cellular partition zooming scheme was further proposed to further enhance the cellular
zooming scheme EE performance by [5]. But it is noticed that although various
studies have been done, most of them limited to one or two components engaged in.
Although it is found that some studies had been done with more components taken
into consideration, such as the work in [109]. But in the study there, the study was
limited to one BS area scenario.
Moreover, in prior study on EE issue, for instance, the study from [110], it was
found that the system EE can be further enhanced while integrated optimizing the
whole system. In addition, by previous chapter, it was found that within C-RAN sys-
tem model of multiple BSs, the selecting/sleeping mechanism can be easily executed
by uniformly scheduling all of the resources within such an integrated system. Thus
an integrated system model is better than optimizing the EE within each BS area.
It is especially better than optimizing the EE within a limited several components
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of a sole BS area. But while integrating the multiple BS into an comprehensive ar-
chitecture, the problem to optimize the integrated system is that, while taking more
components into consideration, the problem will become intractable or even impossi-
ble to solve. Thus a trade off scope should be kept in this regard. Additionally, by
last chapter, while adopting the C-RAN architecture, it is recommended to replace
the signal BS antenna Remote Radio Heads (RRHs) with massive MIMO antenna
array in the outdoor environment.
As the review, in this chapter, to optimize the system EE performance within
5G, the system is based on the C-RAN. The massive MIMO antenna array is used
to replace the C-RAN’s signal antenna within each RRH. The benefit of this has
been clarified by last chapter. Here in this study, other than the BS antenna, or
BS antenna and RF chain for selecting/sleeping, the energy consumption of machine
room, circuits are also taken into consideration. We formulate the system EE problem
with all time intervals in all BS areas with the optimization problem. Yet while taking
all of the components into consideration, the problem becomes a concave optimization
problem. In this case, directly solving the problem is intractable. In the following
study, to solve it, we further prove that the problem can be addressed based on an
convax optimization problem of each time interval in each BS area plus an off-line
selection mechanism. Finally the EE performance is addressed with numerical results
of the integrated system.
The contributions of this study can be summarized as follows: a) More components
are taken into consideration in the system EE optimization problem in this study.
By optimizing the more engaged components with EE definition, the problem is
described with an convax optimization problem. b) The concave optimization problem
is intractable to solve directly. In this case, the solution is addressed while converting
it into a convex optimization problem plus an off-line selection mechanism with our
study. c) Simulation demonstrates that the transmit antenna is the dominate factor
of the energy consumption and system EE performance. It is found that given a
constant sum rate of each BS area and the whole system, an optimal Component
Carrier (CC) bandwidth exists with the off-line selection method.
The structure of this chapter was organized as follows: the proposed integrated
system is discussed by Section III. Here in this section, the system model is investigat-
ed in detail by uniformly scheduling multiple BS resources with a unitive Base Band
Unit (BBU). After the introduction of the integrated system model, the system sum
rate and energy consumption of each component is investigated. Based on the system
sum rate and energy consumption analysis, the EE optimization problem is given by
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Section IV. In this section, the solution of this optimization problem is also addressed
with the proposed off-line selection method and the convex optimization mechanism.
Simulation results to compare this proposal and prior studies is addressed by Section
V. Finally, the chapter is concluded by Section VI.
NOTATIONS: All over this chapter, the uppercase boldface letters are used to
denote the matrix, lowercase boldface letters are the vectors, and normal letters are
the scalar quantities, respectively. In addition, AH denotes the Hermitian transposi-
tion of a matrix A; AT denotes the transpose of a matrix A; Aij is the (i, j) entry
of a matrix A with ith raw and j th column; ||A||2F is the Frobenius 2-norm of a
matrix A; E is the expectation operation; a.s.−−→ denotes the almost sure convergence,
respectively.
4.3 Proposed system model and analysis of the
transmission rate, energy consumption
As the definition of EE [111, 112], in order to investigate the EE, achievable sum
rate and consumed energy expression should be achieved beforehand. Thus in the
following subsections, the optimized system model, the sum rate and its consumed
energy investigation based on this model, were addressed beforehand.
4.3.1 The proposed system model
Typically, C-RAN consists of BBU, RRHs and high bandwidth low latency back-haul
links that connecting the RRHs and BBU for information delivery [110]. The benefits
of C-RAN reside in its joint information processing and resource scheduling, which
can be executed via the Virtual Base Station (VBS) that connects with a General
Purpose Platform (GPP) server. In contrast, with traditional BS architecture, no
uniform information scheduling can be done.
Consequently, an example of the proposed system model can be shown by Fig. 4.1.
As shown here, multiple massive MIMO antenna array replaced RRHs are combined
together with the same BBU. In addition, while scheduling several BSs’ resources,
the “BBU” sections are separated into two parts: plant & control center, switcher
connected to the core network. The uniformly power plant is used to provide the
power for RRHs associating to the same BBU. Unlike several BBUs within one C-
RAN cluster, here the system is further modified by connecting all of its connecting
BSs to one “BBU” for uniformly resource scheduling purpose. The benefit of this
strategy is stated by [103]. Here the latency issue is left for further study while
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Figure 4.1 Proposed system model with C-RAN architecture.
adopting the CoMP-JP with cooperating cellular in line with the majority work of
this, such as [113].
4.3.2 The transmission and sum rate analysis
The transmission rate is addressed first by the following analysis. Take the hypothesis
that there are K active UEs that each of them associating with b active antennas for
its transmission. Furthermore, suppose that all of the UEs’s requests are routed back
to the uniform ”BBU” through the backhaul links. Moreover, power of each antenna
is equally assumed to be Pa. By ignoring the inter-cluster interferences from the
neighboring BS area (this can be done with frequency reuse and other technologies
by orthogonally isolate the neighboring CC bandwidth) [5, 103], further taking hk,
a 1 × M complex-Gaussian vector with zero-mean-complex-Gaussian entries, and
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variance 1
2
for each dimension, as the channel from BS to UE k [28], additionally,
assuming CC bandwidth assigned to each UE is BCCs where CC number is sufficient
enough for K UEs. In line with study in [5, 97, 103], with K, M growing large with
a constant ratio M/K, by an equal power allocation, achievable rate of UE k can be
given by [103]
Rk = E
{
BCCs log2
(
1 +
ρ
tr[(HHH)−1]
)}
≥ BCCs log2
(
1 +
ρ
E{tr[(HHH)−1]}
)
a.s.−−→ BCCs log2
(
1 + ρ
M −K
K
)
,
(4.1)
where
ρ =
Pk
Pnk
, (4.2)
with Pnk the noise power for each user k. Here the second step of (4.1) is obtained
by employing the Jensen’s inequality. Moreover, the approximate equation of (4.1)
by the third step is obtained in line with prior studies in [103, 108]. This is also
called as the “channel hardening” effect in massive MIMO system. It means that
with K,M growing large, the off-diagonal HHH effects becomes increasing weaker
compared with the diagonal matrix of H [14, 114].
The sum rate within each C-RAN under this assumption turns out to be the total
transmission rate of the overall BS areas. In addition, for the sake of compactness, it
is further assumed the UE number is equal among different cellular areas. Thus the
sum rate, while denoting B as the total cellular number of this system, turns out to
be
Rsum =
B∑
i=1
K∑
j=1
Rki,j, (4.3)
where Rki,j is equal to Rk. With this sum rate in hand, the left work is the power
consumption analysis, which was addressed by the following sections.
4.3.3 The energy consumption analysis
Energy consumption of C-RAN can be summarized into the dynamic energy consump-
tion plus the constant energy consumption parts. The dynamic energy consumption
mainly comes from the transmission (for instance, antenna, RF Chain, and circuit to
serve the transmission) and coverage area maintaining [103]. In contrast, the constant
energy consumption mainly results from the machine room and other equipments. As
seldom light is casted on in prior studies, will be the focus of our studies as one of the
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contributions. Under this circumstance, by summing up the dynamic and constant
energy consumptions, total energy consumption of the system will read [115]
Pclu(t) =
B∑
i=1
(pdyn,BSi + p
fix,BS
i ), (4.4)
where pdyn,BSb , p
fix,BS
b yield the dynamic energy consumption of each BS area (to serve
the UEs and maintain the BS coverage area) and constant energy consumption of each
BS area. Additionally, the dynamic energy consumption can be further decomposed
with
pdyn,BSb =
K∑
j=1
(
1
η
P kj + P
c
j + P
RF
j + P
cc
j ). (4.5)
Here P kj is the transmission rate energy consumption (equal to Pk, the allocated
antenna energy power of UE k with rate Rki,j). In addition, P
RF
j , P
c
j , P
cc
j are the
RF chain, circuit, and the allocated coverage area maintaining energy consumption,
respectively. Furthermore, η denotes the Power Amplifier (PA) efficiency with value
0 < η < 1.
As discussed before, the goal of this study is to explore the EE merits of this
proposal while taking more components into consideration. In order to describe this
comprehensive EE with mathematics model, two lemmas are given beforehand.
Lemma 1: (lemma 3.1 in [116]) only consider the downlink transmission while
setting the power of uplink transmission period to be zero2, the optimal power al-
location for an epoch t is P kj > 0 for power on time period τ
on ⊆ (t(i − 1), t(i)]
(downlink), and P kj = 0 for the remaining time periods τ
off ⊆ (t(i−1), t(i)] (uplink).
The following identities also hold: τ on ∩ τ off = φ, τ on ∪ τ off = (t(i− 1), t(i)].
Proof: See Lemma 3.1 in [116].
Lemma 2: by assuming the arrive of UE request obeys a Poisson Point Process
(PPP) distribution with mean µ variance σ2 of all epoch time, and T =
∑T
t=1(ti−1, ti].
Optimal power allocation can be obtained while adding the optimal power allocation
in all time intervals, and the performance of UEs obeys a PPP distribution with mean
µ, variance σ2. In this case, UEs’ performance within the total time intervals obeys
a PPP distribution with mean Tµ, variance Tσ2.
Proof: See Appendix A.
2In this chapter, we try to solve the EE optimization problem in downlink, the uplink EE opti-
mization although not considered here, but can be also obtained while setting the downlink power
as zero, as discussed in the following sections.
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4.4 The energy efficiency model and its solution
with off-line selection and convex optimization
method
The EE optimization model and its solution of this study are addressed in this section.
As discussed before, EE is defined as the achievable sum-rate divided by the consumed
energy. Hence, in line with prior study [114], the global EE optimization problem of
this modified system (within all time intervals of all BS areas), while integrated taking
the antenna, RF Chain, circuit, dynamic and constant power into consideration, can
be described as
max
Pki,j ,P
RF
i,j
∫ T
0
B∑
i=1
K∑
j=1
Rki,j
Pclu
dt, (4.6)
subject to:
C1 :
∫ T
0
B∑
i=1
K∑
j=1
(
1
η
P ki,j + P
c
i,j + P
RF
i,j )dt ≤ P totalT , (4.7a)
C2 :
∫ T
0
B∑
i=1
P dyn,BSb dt ≤ P totalbs , (4.7b)
C3 :
∫ T
0
B∑
i=1
K∑
j=1
(⌈ Rki,j
log2(1 + ρ
M−K
K
)
⌉)
dt ≤ N totalCCs , (4.7c)
C4 :
∫ T
0
B∑
i=1
K∑
j=1
Nai,jdt ≤ Na,totalbs , (4.7d)
C5 :
∫ T
0
B∑
i=1
K∑
j=1
NUEi,j dt ≤ N rf,totalbs , (4.7e)
C6 :P ki,j, P
c
i,j, P
RF
i,j , P
dyn,BS
b ≥ 0,∀k, (4.7f)
where P ki,j, P
c
i,j, P
RF
i,j are of the same value as P
k
j , P
c
j , P
RF
j . Here P
total
T , P
total
bs , N
total
CCs ,
Na,totalbs , N
rf,total
bs yield the total transmission power, total BS power, and the number
of CC, the number of antenna, the number of RF chain, respectively. Further, Nai,j,
NUEi,j , N
rf,total
bs denote the number of antenna allocated to each UE, number of UE
indicator, and the total number of RF Chain within one cluster, respectively. Note
that here C1, C2 specify that in one cluster, the total transmission power should be
no greater than the allocated power, and the total cellular power consumption should
be no greater than the total BS power, respectively. In addition, C3, C4, C6 denote
that in one cluster, the number constraints of CC, antenna, as well as the power
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constraints should be satisfied. Whereas C5 yields the UE number can not exceed
the RF Chain number. This is because of the assumption that one active RF Chain
could only serve one active UE, in line with the prior MIMO structure, for the sake
of compactness.
The EE optimization problem, although has been addressed so far and can be
solved by the concave optimization method, but it will cost more resources and cal-
culation time due to the constraint C3 comparing with the linear searching method.
Thus another purpose of this chapter is to find an alternative method to simplify
the processing. Fortunately, in line with prior study [115], it is noted that if Ck was
taken as the used CCs of the previous UEs, a minimum CC selection method can be
obtained beforehand, whereas Im(t) is defined as
Im(t) =
{
1, Ck ∈ Ωm, Ck = arg min
Ck∈Ωm
P kj ,
0, otherwise,
(4.8)
with Ck,Ωm denote the optimal CC for kth UE and the set of CCs. For the left
optimization problem, we dig more and find the following Corollary existing.
Corollary 1: according to Lemma 2, the binary value of power allocation P ki,j,
and its time distribution τ on both obey the identically Poisson distribution in every
time interval (t(i− 1), t(i)]. While linearly adding every individual power allocation
within each time interval, it turns out to be the optimal solution of the total time
intervals. This can be proved as follows.
Proof: in τ on time period, whenever there is a transmission request, power alloca-
tion is triggered with a constant value of P ki,j (proof of Lemma 1 in [116]). Otherwise,
in τ off period, no power is allocated. This is because τ on and P ki,j displaying the same
performances like the active UEs’ existences with their on-off binary values. Thus it
is clear that the binary values of τ, P ki,j are of the same distribution performances just
like UEs’.
With the aforementioned Lemma 1, Lemma 2 and Corollary 1 in hand, the global
EE optimization solution can be obtained while summing up the single time interval
EE optimization problems other than the aforementioned integration to the total
time intervals. In addition, the single time interval EE optimization problem is the
same among different time periods on condition that among each of them, the UEs
are performing the same distribution. Thus once the optimal solution is obtained in
a time interval, the global optimization is achieved. In this case, while removing the
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integration to the total time intervals, the problem can be further described as follows
max
Pki,j ,P
RF
i,j
B∑
i=1
K∑
j=1
Rki,j
Pclu
, (4.9)
subject to:
C1 :
B∑
i=1
K∑
j=1
(
1
η
P ki,j + P
c
i,j + P
RF
i,j ) ≤ P totalT , (4.10a)
C2 :
B∑
i=1
P dyn,BSb ≤ P totalbs , (4.10b)
C3 :
B∑
i=1
K∑
j=1
(⌈ Rki,j
log2(1 + ρ
M−K
K
)
⌉)
≤ N totalCCs , (4.10c)
C4 :
B∑
i=1
K∑
j=1
Nai,j ≤ Na,totalbs , (4.10d)
C5 :
B∑
i=1
K∑
j=1
NUEi,j ≤ N rf,totalbs , (4.10e)
C6 :P ki,j, P
c
i,j, P
RF
i,j , P
dyn,BS
b ≥ 0,∀k. (4.10f)
Note that the purpose of C3 is to find the optimal CC solution under CC number
constraint, which has less relationship with the power allocation. In this case, it
can be solved via an off-line method. That is, whenever request coming, select the
least CC number for its transmission under CC constraint in (4.8). The remaining
part after this selection, turns out to be a component selection and power allocation
problem with respect to the achievable transmission rate. In addition, without loss
of generality, it is further assumed that each antenna consuming a same power once
activated, as well as the circuit, RF Chain.
In addition, similar to Lemma 2, while adding up all users’ location performances
within every BS areas, it is the UEs’ location performances of the whole cluster.
Moreover, the PPP distribution of UE within one cluster, with large time range, can
be taken as a sum of separate PPP distribution of each BS area. Whereas in each
area, the UE displaying the same PPP distribution but with a smaller range. Thus
the optimal solution can be obtained by optimizing the EE problem of one BS area
within one time interval. Which is, the remaining problem can be decomposed as a
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optimization problem with
max
Pkj ,P
RF
j
K∑
k=1
Rkj
P kj + P
RF
j
, (4.11a)
subject to:
C1 :
K∑
k=1
(
1
η
P kj + P
c
j + P
RF
j ) ≤ PT , (4.11b)
C2 :
K∑
k=1
Na,kj ≤ Naj , (4.11c)
C3 :
K∑
k=1
Nkj ≤ NRFj ,∀t, (4.11d)
C4 :P kj , P
c
j , P
RF
j ≥ 0,∀k, (4.11e)
Here the definitions are given as: Rkj , transmission rare of k-th user with j RRHs;
P kj power of k-th user with j RRHs; P
RF
j power of RF chain with with j RRHs;
η, power amplifier (PA); P cj , power of circuit within j-th RRHs; PT total power
constraint within j-th RRHs; Naj , number of antenna associating with k-th user; N
a
j ,
total antenna number within j-th RRHs; Nkj number of users within j RRHs; N
RF
j ,
number of RF chain within j-th RRHs; t, each time period.
whereas the global optimization solution is the summarization of each of this
single-time-interval-single-BS-area optimization problem. To this optimization prob-
lem, it is proved by Theorem 1 in [26] that, if we define a maximum weighted solution
with S∗ = max(P kj , P
RF
j ) =
∑K
k=1R
k∗
j /(P
k
J +P
RF
j )
∗, and further suppose the problem
has an optimal solution S∗. Optimal solution of the EE problem in (4.11a) if any,
should satisfy the following constraint
max(P kj , P
RF
j )− S∗(P kj + PRFj )∗ =
K∑
k=1
Rk∗j − S∗(P kj + PRFj )∗
= 0,
(4.12)
and its optimal solution with max(P kj , P
RF
j ) must be equal to S
∗ if any. Note that RF
chain power consumption has nothing to do with the achievable sum rate although
it is needed for the transmission. Under this circumstance, while searching for the
optimal solution, it will converge to zero. To avoid this, in line with [117], we assume
that in each search step, the number of RF Chain is equal to the number of antenna
in order to satisfy the transmission requirement.
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∂max(P kj , P
RF
j )
∂P kj
=
∂
∑K
j=1
Rj
Pkj +P
RF
j
∂P kj
=
K∑
j=1
BCCs(
M−K
ln2[KN0+Pkj (M−K)]
− log2KN0+P
k
j (M−K)
KN0
)
(P kj + P
RF
j )
2
,
(4.13)
∂2max(P kj , P
RF
j )
∂(P kj )
2
=
∂2
∑K
j=1
Rkj
Pkj +P
RF
j
∂(P kj )
2
= −
K∑
j=1
BCCs(
(M−K)2
ln2[KN0+Pkj (M−K)]2
+ M−K
ln2[KN0+Pkj (M−K)]
)
(P kj + P
RF
j )
2
−
K∑
j=1
2BCCs(
M−K
ln2[KN0+Pkj (M−K)]
− log2KN0+P
k
j (M−K)
KN0
)
(P kj + P
RF
j )
3
.
(4.14)
After this, the extreme point existence is verified by the lagrange method as shown
in (4.13) and (4.14). As we can see, it always has an extreme point on condition that
(4.13) is equal to zero, and (4.14) lower than zero. Thus at least one optimal solution
of our EE optimization problem exists. In addition, this optimal solution can be
straightforward obtained while comparing all of those extreme points and keeping
the one with best EE performance. As all constraints are in linear functions now.
One can use the linear searching method to obtain the optimal solution of (4.11a) with
constraints (4.11) plus an off-line searching method of CC. That is, in each step, search
the optimal solution with every possible combination of the constraints, compare
them, and only keep the best one. As the linear constraints, one can obtain the
optimal solution within a much shorter time. Whereas the searching can be achieved
by IBM Cplex (Refer IBM ILOG CPLEX Optimization Studio V12.60 documents)
or Matlab based Linear Programming (LP) [118].
4.5 Numerical analysis and results
Here in this paper, in line with prior studies, while studying the EE performance in
cellular network, we set up the simulation environment as in Table 4.1 [25, 26, 119].
As talked aforementioned, the user terminals’ (user equipments’ (UEs’)) distributions
obey PPP distribution in each cellular. We further assume that in each cellular, the
largest number of active UE is 20 of each time interval. Thus the achievable capacity
of each cellular will be the sum rate of all active UEs’ transmission rate. The location
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Table 4.1 Simulation components.
Parameters Value
Antenna number per RRH 100
RRH number 10
Machine room 480 W
Number of UE per BS area 20
Mean transmission rate per UE 200 MHz
Circuit power of per RF chain PRFj 160 mW
Constant circuit power P cj 160.8 W
PA efficiency η 35 %
Power of antenna P kj 37 dBm
distribution of UEs is randomly generated with the number of active UE growing
with the PPP distribution.
In addition, we serve the UE’s transmission rate by different CC with equal value,
where the value is given ahead. This is the off-line selection mechanism. Whenever
the optimal value arrives (by further increase the CC bandwidth value has little effect
to the system performance), it is the selected CC bandwidth value for the simulation.
In order to be more closer to the reality, we randomly generate the transmission rate
value of each user by a random distribution.
We first evaluate the performance of elements selection and EE performance in
one cellular area. The simulation results are Fig. 4.2 and Fig. 4.3. Here Fig. 4.2
yields the number of selected elements by different number of access UE while Fig.
4.3 is its EE performance within a specific RRHs. Note that as the PPP distribution
of UE location and Poisson distribution of requirement of transmission rate of each
UE, the curves of EE performance in Fig. 4.2 and Fig. 4.3 go up and down. That lies
in the fact that in each step, with transmission rate is generated randomly, the total
transmission rate goes up sharply or slowly, and also the total energy consumption
value. Thus while calculating the EE, its value also goes up and down.
From Fig. 4.2 we can see that the number of selected antennas decreases with CC
increasing. The CC has less effect to the elements selection while arrived at the best
one, Ck. On condition that each pair of elements possesses equal power consumption,
Ck is the one that achieves the least number of elements for the first time, which is
35 MHz in this simulation. It can be further convinced from Fig. 4.3, where BCCs
takes the value of 35 MHz and 40 MHz displaying almost the same EE performance
78
0 2 4 6 8 10 12 14 16 18 20
Number of active UEs
0
5
10
15
20
25
30
35
40
N
um
be
r o
f S
el
ec
te
d 
an
te
nn
as
/R
F 
Ch
ai
ns
BCCs = 20 MHz
BCCs = 25 MHz
BCCs = 30 MHz
BCCs = 35 MHz
BCCs = 40 MHz
Figure 4.2 Component Selection Performance of our scheme, one cellular area.
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Figure 4.3 Energy efficiency performance of our scheme, one cellular area.
(although further increase the CC bandwidth can increase the EE, but the effect is
almost invisible). Thus we can say that before Ck, the number of selected elements
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decreases and EE performance increases with BCCs increasing. While BCCs arrives at
Ck, simply increase CC bandwidth value has few effect to the EE performance. The
best BCCs should be Ck and the best elements selection mechanism can be obtained
by Ck, which is the Fig. 4.3.
We further verified our findings with simulation of the whole system with 10
RRHs. In line with prior simulations of the one cellular area, the user location and
transmission rate value are randomly generated as well. Where the results with the
elements selection performance is given by Fig. 4.4. In addition, the EE performance
of the whole integrated system based on the C-RAN architecture is given by Fig.
4.5. Here we suppose one cluster consists of 10 massive MIMO RRHs while each of
them serving 20 UEs and the transmission rate requests obey Poisson distribution as
talked aforementioned. As shown here, similar to one cellular area scenario, because
of the randomly generated transmission rates, the elements selection performance
as well as the EE curves go up and down both in Fig. 4.4 and Fig. 4.5. We can
further confirm this by the two figures that the optimal BCCs is 35 MHz. Because
after this value, simply increase the BCCs has much less effect to the system EE
performance enhancement. Although some increments can be achieved by increasing
the CC bandwidth value, but this is mostly a dis-economic choice. This is due to the
fact that the CC frequency is valuable un-renewable resources, we will say that the
optimal CC bandwidth value is 35 MHz with the randomly generated transmission
rate values as well as the distance.
One can further observe from the Fig. 4.2 and Fig. 4.4 that, only about 20
antennas are selected in one cellular area scenario and about 200 antennas are selected
in one cluster scenario while adopting the CoMP-JP to serve the mean 300 Mbit/s
users, whereas we deploy 100 antennas in each cellular area as the massive MIMO is,
which is larger than the selected ones. Thus we can conclude that all of the 20 UEs’
transmission requirements in one cellular area scenario and 200 UEs’ transmission
requirements in one cluster scenario are fulfilled in our simulation.
4.6 Conclusion
In this chapter, an optimized system model is proposed for economical deploymen-
t in outdoor environment and better adoption of the selecting/sleeping mechanism.
Afterwards, the system EE performance is modeled into a global optimization prob-
lem. Solution of this problem is obtained while summing up the solution of each
BS coverage area within a single-time-interval-single-BS-area optimization problem.
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Figure 4.5 Energy efficiency performance of the whole system.
In addition, the single-time-interval-single-BS-area optimization problem is solved by
a linear convex optimization problem plus an off-line selection method. Numerical
results manifest that the proposal here displaying better EE performance comparing
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with the previous proposal, by further reducing the reminder component power con-
sumptions other than the antenna, RF Chain or other component alone. In addition,
CC has great effect to the performance before reaching the optimal one and little in-
fluence after this. The numerical results further indicate that among the component
power consumptions, antenna power consumption is the dominant one.
Appendix A
That is difficult to proof the lemma directly, but the prove could be done by some di-
vision and summarization methods, i.e., to prove that the sum distribution
∑T
t=1 UEt
of independent identically distributed Poisson distribution of each time period UEt
was a Poisson distribution. Whereas this can be confirmed by some linear operations.
Which is, according to the basic property of expectation value and variance in statis-
tics, expectation calculation of the independent identically Poisson distribution is a
linear operation, and the variance is independent. Thus it has
E(UE) =
T∑
t=1
E(UEt) = Tµ, (4.30)
var(UE) =
T∑
t=1
var(UEt) = Tσ
2. (4.31)
In addition, according to the deduction of Lemma 1, in each time period, the optimal
power, if any, should be allocated with a constant value. Suppose this constant value
is Pk, where Pk > 0, t ∈ (t(i − 1), t(i)]. By assuming “EE” as the optimal solution
operator, according to Jensen’s inequality, it follows
EE
[∫ T
0
(
Pk
lt
)dt
]
≤
∫ T
0
EE
[
(
Pk
lt
)
]
dt, (4.32)
where lt denotes a time interval length. Furthermore, assume a suboptimal solution
with value Pˆt existing, which of course, a constant value with Pˆt > 0, t ∈ (t(i−1), t(i)]
existing. We have
EE
∫ T
0
[
(
Pk − Pˆk
lt
)
]
dt ≥
∫ T
0
{[
EE(
Pk
lt
)− EE( Pˆk
lt
)
]}
dt. (4.33)
However, according to the optimization results, there should be
EE
∫ T
0
[
(
Pk − Pˆk
lt
)
]
dt ≤
∫ T
0
[
EE(
Pk
lt
)− EE( Pˆk
lt
)
]
dt. (4.34)
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As we can see, this resulted in a paradox. Thus Pˆk must be equal to Pk in order to
get one and only one integral optimal result. In this case, the global optimal result
of EE can be obtained by the sum optimal power in each independent time period.
This completes the proof.
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Chapter 5
Conclusion
5.1 Summary and discussion
Fifth Generation (5G) wireless communications have attracted various attentions
both from academia and industry. Of all 5G’s technologies, they can be summarized
to tumble down the Spectrum Efficiency (SE) and Energy Efficiency (EE) require-
ment toughies. Recently, other than the SE and EE issues, the low latency, mobility,
frequency sharing and multiplexing, and the back-hauling/ front-hauling links issues
are investigated a lot. Yet here in this dissertation, it is only focused on the SE and
EE issue. In literature, apart from the prior studies with Multi-Input-Multi-Output
(MIMO), Orthogonal Frequency Division Multiple Accessing (OFDMA) in Long Ter-
m Evolution (LTE) and other generations, the millimeter Wave (mmWave), massive
MIMO, Non-Orthogonal Multiple Access (NOMA), are addressed a lot on the SE and
EE issues. In this dissertation, chapter 2 is focused on the SE issue, whereas chapter
3 and chapter 4 are investigating the EE issue of 5G.
The general evolution of wireless communications was reviewed in the chapter 1 of
the introduction as the preliminary knowledge. In which, the wireless communication
channel and the wave transmission characteristics were focused. Afterwards, the
Rayleigh and Rice channel models were safely arrived as well as some experimental
models, such as the Okumura-Hata model. The evolution of base station (BS) was
introduced as well, where the driving force behind the Single-Input-Single-Output
(SISO) to MIMO system was elaborated as well as the technology evolutions. As
prior studies, the massive MIMO can enhance the SE and EE performance of 5G
with associated antenna growing large. In addition, the NOMA was brought up to
further improve the SE performance. Yet still, it is not sufficient to achieve the 5G’s
claiming goal with 1000 folds transmission rate compared with prior LTE system.
In this case, mmWave was discussed a lot in literature and industry. The benefit
84
of mmWave lies in its even wider bandwidth once adopted in 5G as the Component
Carrier (CC) frequency. Some other technologies such as the Devices to Devices
(D2D) communications, full duplex communications, were mentioned as well.
With the prior investigation in hand, in the chapter 2, the NOMA was combined
with the massive MIMO and mmWave for the capacity analysis. From an intuitive
point of view, by combining the NOMA with massive MIMO, better capacity can be
achieved. In addition, with even wider bandwidth mmWave brings in, even faster
transmit rate can be achieved. Yet less studies have been done before on combining
all of those three. Thus in our study with chapter 2, the capacity performances both
in low Signal to Noise Ratio (SNR) and high-SNR regimes were addressed with the
analysis. The division into high and low-SNR regimes is because of the way complex
analysis while taking all of those three. On the other hand, as high-SNR regime can
be used to denote the cellular center area where low-SNR regime denoting the cellular
edge area, the majority conditions can be covered. In the analysis, the deterministic
equivalent method was adopted as the tool to solve the low SNR regime capacity
problem. In contrast, as the condition was changed in the high SNR regime, the
statistics and probability mathematics tools were invoked to deal with the interference
dominated high SNR capacity analysis. By comparing with prior LTE system, it was
found that the combination of NOMA-mmWave-massive-MIMO can greatly enhance
the system capacity performance.
After the discussion on SE issue with chapter 2, we further stepped forward to
study the EE issue of 5G. The study was summarized by chapter 3 and chapter 4.
The integrated system model was proposed for 5G with our studies. Additionally,
based on this integral system model, some EE optimization problems were addressed
by while taking more engaged components into consideration. The numerical results
demonstrate that the proposed integrated system model with CPZ, and the proposed
EE optimization method with more engaged components can further enhance the
system EE performance compared with prior studies. The detailed review of chapter
3 and 4 will be addressed by the following paragraph.
In chapter 3, the integrated system model was introduced by uniformly scheduling
the resources with a centralized Base Band Unit (BBU). In addition, the massive
MIMO antenna array was utilized to replace the Remote Radio Head’s (RRH’s) single
antenna for faster transmission rate. The coverage area can be maintained while
investment can be reduced compared to deploying the single antenna RRHs largely
to cover a wide outdoor area. The information within all BS was collected and
transmitted to the centralized BBU for engaging resource scheduling. Another, with
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the uniform machine room that providing power for all RRHs within the Cloud Radio
Access Network (C-RAN), the energy consumption is further reduced. Thus according
to the definition of EE, the EE performance is improved while consuming less energy
with this amended system model. Other than this, the Cellular Partition Zooming
(CPZ) scheme was further proposed to divide the cellular area with regard to the
distance as well as the angle. Simulation results demonstrated that this CPZ scheme
can further enhance the system EE performance.
Based on the proposed integrated system model, in chapter 4, the EE optimiza-
tion problem was further investigated while taking more elements (circuit, Radio
Frequency chain (RF chain), machine room, etc.) into consideration. As more con-
sidered components, the problem becomes intractable to tackle down. To solve this
optimization problem, we converted it into the convex optimization problem plus an
off-line selection mechanism. It was proved by the computer based simulation that
the comprehensive optimization method displayed better EE performance compared
with prior studies. This is because of the integrated optimizing with more engaged
components. Via this, the consumed energy is further reduced by turning off the
unwanted components with the select-and-sleep mechanism.
5.2 Future work
Although the latest technologies to satisfy 5G’s requirement with SE and EE were
addressed and discussed with various methods in this dissertation, yet still, the full
scope of this can not be totally covered. Some of the potential work in future can be
listed as follows.
The mmWave is discussed a lot in literature as well as here by our study. it
is noticed that the specific frequency that used for carrier bandwidth is still in the
air. In addition, with the vulnerable propagation characteristics of mmWave and
shorter distance that massive MIMO can support, how to effectively combine those
two together for commercial use is still a big challenge. Moreover, with mmWave
engaged in, how to effectively make use of the macro wave and mmWave for various
application scenarios need to pay more attention as well. In this regard, some study
groups has already on the way of frequency sharing and coexisting research. It is
worth note that prior Unlicense/ License Assisted Access (U/LAA) mechanisms and
Soft Frequency Reusing (SFR) mechanism, etc., although effective but not enough in
5G.
86
Some alternative technologies to achieve the SE requirement with low complexi-
ty and better latency merit are still needed while paving the way of 5G. As known,
although the massive MIMO, small cell and NOMA can improve the system SE perfor-
mance, but they all have limitations. For instance, the inevitable denser deployment
of massive MIMO with small cell will cost the vender a great deal of investments
while compared with LTE system. On the other hand, for NOMA, the Successful In-
terference Cancellation (SIC) is too complex to accomplish especially at the receiver
side. Because normally cell-phone has limited space and battery, which too complex
decoding devices may be even impossible to install.
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