This paper considers quantile regression analysis based on semi-competing risks data in which a non-terminal event may be dependently censored by a terminal event. The major interest is the covariate effects on the quantile of the non-terminal event time. Dependent censoring is handled by assuming that the joint distribution of the two event times follows a parametric copula model with unspecified marginal distributions. The technique of inverse probability weighting (IPW) is adopted to adjust for the selection bias. Large-sample properties of the proposed estimator are derived and a model diagnostic procedure is developed to check the adequacy of the model assumption. Simulation results show that the proposed estimator performs well. For illustrative purposes, our method is applied to analyze the bone marrow transplant data in [1].
Introduction
Quantile regression analysis has received increasing attentions in the recent literature of survival analysis. Compared with conventional regression models such as the proportional hazards (PH) model or the accelerated failure time (AFT) model, quantile regression models provide direct assessment of the covariate effect on different quantiles of the failure time variable. This model also allows covariates to affect both location and shape of the distribution. Let T be the failure time of interest, be a vector and . Consider the following linear quantile regression model on  have appeared in the literature. [2-5] considered quantile regression analysis under a fixed censoring mechanism in which all the censoring times are observed. Independent right censorship has been assumed by many papers including [6] [7] [8] [9] [10] [11] .
In this paper, we consider semi-competing risks data [12] in which the failure time of a non-terminal event T is subject to dependent censoring by a terminal event time D but not vice versa. Consider an example of bone marrow transplantation for leukemia patients described in [1] such that T is the time to leukemia relapse and D is the time to death. One important risk factor is the disease classification (i.e. ALL, AML low-risk, and AML highrisk) which was determined based on patient's status at the time of transplantation. Here we assume that T, the time to a non-terminal event, follows model (1). Note that [13, 14] also considered quantile regression analysis for competing risks data and left-truncated semi-competing risks data respectively. They defined the quantiles based on the crude quantity, namely the cumulative incidence function
In contrast, the proposed regression model (1) is defined based on the net quantity   Pr T t  which is not identifiable without extra assumption on the dependence structure. There has been some controversy over which quantity should be used in presence of dependent competing risks. We believe that both quantities are important and not mutually exclusive as they provide information on different aspects of the data. Here 0    β measures the covariate effect on T after separating the potential influence from D. Such analysis is also useful in practical applications. For example, a covariate may prolong D so that increase X Y . We will adopt a semi-parametric copula assumption to model their joint distribution and apply the technique of inverse probability weighting (IPW) to correct the bias due to dependent censoring in the estimation procedure. The association parameter in the copula model will also be estimated using existing methods.
The rest of this paper is organized as follows. In Section 2, we introduce the data structure and model assumptions. The proposed methodology for parameter estimation and model checking is presented in Section 3. The proofs of the asymptotic properties are given in the Appendix. Section 4 contains simulation results. In Section 5, we apply the proposed methods to analyze the bone marrow transplant data in [1] and in Section 6, we give some concluding remarks.
Data and Model Assumptions
Recall that T and D denote the time to a non-terminal event and the time to a terminal event respectively such that T is subject to censoring by D but not vice versa. In presence of additional external censoring due to drop-out or the end-of-study effect, one observes
are the marginal survival functions of T and D, given  Z z , and is a parametric copula function defined on the unit square. The association parameter
In particular, we will assume , T D Z in the upper wedge follows a popular subclass of copula models, namely Archimedean copula (AC), in which the copula function can be further expressed as 
and Frank's copula with
where the reciprocal of the weight function is given by
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2) The den at the true value of  is an interior point in the parameter space which is a common regularity condition. Condition C3 is assumed to simplify theoretical argumen milar to condition C1 in [13] , and generally ts si  is the study end time in ractical applications. Conditions C4 1) and 2) assume the smoothness of coefficient processes, and the uniform boundedness on the density of T, which are standard for quantile regression methods. Condition C4 3) imposes the smoothness requirement on the copula generator function similar to the regularity conditions in [17, 19] . Condition C5 is similar to condition C4 in 
The detailed proofs are presented in the Appen x.
Model Checking [20] [21] [22] in which complete data ar β β converges weakly to a ro Gaussian process. di
and Model Diagnosis
Motivated by the work of e considered, we define the residual quantities as 
n h  is the bandwidth and K is the kernel. Then
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Simulation Studies
We conduct simulation studies to examine the finitesample p software. Here we consider we consider the model, The results are based on 400 simulation runs each with a sample size 100. case with Kendall's tau τ = 0 but it still performs better than the naive estimator. ly t met y to analyze t 37 leukemi ne s nts w fied into three sk and AML based on their status at the time of transplantation. covariates (Z 1 , Z 2 ) are coded as ALL (Z 1 = 1, Z 2 ML low-risk (Z 1 = 1, Z 2 = 0), and AML h-risk (Z 1 = A 0, Z 2 = 1). We want to investigate how the risk classification is related to the quantile of the relapse pecifically the fitted model is given by
The results are summarized in the Tables 6 and 7 based on B = 1000 bootstrap replications. Table 6 contains the estimators and model checking tests with
The p-value is the testing result by the model checking approach provided in SubSection 3.3. Since all the p-values are greater than 0.05, we adopt the model in (9) for further analysis.
From the analysis we see that patients of AML lowrisk had longer relapse time than those in the other two groups and the difference is more obvious for those with earlier rela e. For example, the 10 antile of the relapse time e AML low-risk grou 964 times of that in A oup and 4.751 times t in AML highrisk grou e group differences a nificant 10% and 30% qua but no longer significa e 50% quantile.
Concluding Remarks
In this pap we consider quantile reg ssion analysis for analy failur the sem peting ris umption is adopted to specify the dependency ber variance estimation. For checking the adequacy of the fitted model, a model d. Simulation results con- 
