ABSTRACT. The seminal work [7] by Brezis and Merle showed that the bubbling solutions of the mean field equation have the property of mass concentration. Recently, Lin and Tarantello in [31] found that the "bubbling implies mass concentration" phenomena might not hold if there is a collapse of singularities. Furthermore, a sharp estimate [23] for the bubbling solutions has been obtained. In this paper, we prove that there exists at most one sequence of bubbling solutions if the collapsing singularity occurs. The main difficulty comes from that after re-scaling, the difference of two solutions locally converges to an element in the kernel space of the linearized operator. It is well-known that the kernel space is three dimensional. So the main technical ingredient of the proof is to show that the limit after re-scaling is orthogonal to the kernel space.
INTRODUCTION
We are concerned with the following mean field type equation: where (M, ds) is a compact Riemann surface, ρ > 0, dv g is the volume form, ∆ M is the Laplace-Beltrami operator on (M, ds), S ⊆ M is a finite set of distinct points q i , α q i > −1, and δ q i is the Dirac measure at q i . The point q i with Dirac measure is called vortex point or singular source. Throughout this paper, we always assume that |M| = 1, h * > 0 and h * ∈ C 3 (M). The equation (1.1) arises in various different fields. In conformal geometry, (1.1) is related to the Nirenberg problem of finding prescribed Gaussian curvature if S = ∅, and the existence of a positive constant curvature metric with conic singularities if S = ∅ (see [47] and the references therein). The equation (1.1) is also related to the self-dual equation of the relativistic Chern-Simons-Higgs model. For the recent developments related to (1.1), we refer to the readers to [6, 3, 5, 7, 10, 12, 13, 14, 15, 30, 34, 32, 33, 37, 38, 39, 41, 47, 48, 49] and references therein.
In the seminal work [7] by Brezis and Merle, the blow up behavior of solutions for (1.1) has been studied as follows:
Theorem A. [7, 28, 3] Given fixed each vortex point q i ∈ S, suppose α i ∈ N, i = 
where ε > 0 is a small parameter and T is a flat torus. The equation (1.2) was derived from the CSH model to describe vortices in high temperature superconductivity, and has been extensively studied during few decades. We refer the readers to [22, 44, 48, 10, 16, 34, 35, 41] and references therein. Among them, Lin and Yan in [35] proved the local uniqueness result of bubbling solutions for (1.2) , that is, if u ε,1 and u ε,2 are two sequence of bubbling solutions blowing up at the same points under some non-degenerate condition, then u ε,1 = u 2,ε for small ε > 0. By applying the idea in [35] , the local uniqueness result of bubbling solutions of (1.1) was obtained in [2] . We note that the works [35, 2] are concerned with the local uniqueness of bubbling solutions when the vortex points are not collapsing.
Date: July 25, 2017. 1 However, there is a big difference when the collapsing singularities are considered. First, Lin and Tarantello in [31] observed a new phenomena such that blow-up solutions with collapsing singularities might not have the "concentration" property of its mass distribution. The general version was studied in [23] . To 
where lim t→0 q i (t) = q / ∈ {q d+1 , · · · , q N }, ∀ i = 1, · · · , d and q i (t) = q j (t) for i = j ∈ {1, · · · , d}. Then the following holds:
Theorem B. [31, 23] 
(1. 4) for some m ∈ N with 1 ≤ m ≤ [
1 and ρ > 8mπ.
So Theorem B tells us that the mass concentration does no longer hold if the collapsing singularity occurs. Indeed, we have lim t→0 M h * e u * t dv g < +∞, which is different from the situation described in Theorem A. We note that Theorem B could be improved provided that the following nondegeneracy condition holds: 
only admits the trivial solution.
Using the transversality theorem, we can always choose a positive smooth function h * such that w * is nondegenerate. See Theorem 4.1 in [24] . Based on the non-degeneracy assumption for (1.4), some sharper estimates on the bubbling solutions of (1.3) were obtained in [23] (see also section 2 below).
For the simplicity, throughout this paper, we focus on the case where the collapsing vortices are only two, that is,
Our main goal is to prove the local uniqueness of blow up solutions of (1.3) with collapsing singularities. We remark that the study of blow up solutions of (1.3) with collapsing singularities is also important to compute the topological degree for the Toda system as noticed in [24, 26] , where the degree counting of the whole system is reduced to computing the degree of the corresponding shadow system (see [24, Theorem 1.4] ). Thus it is inevitable to encounter with the phenomena of collapsing singularities when we want to find a priori bound for solutions of an associated shadow system. For the details, we refer to the readers to [24, 26] .
In order to prove Theorem 1.2, we need to analyze the asymptotic behaviour of ζ t = u (1) t, * −u
. After a suitable scaling on small domain of q, ζ t converges to an entire solution of the linearized problem associated to the Liouville equation:
where
denotes the standard Laplacian in R 2 . A solution v of (1.7) is completely classified [11] such that
The freedom in the choice of µ and a is due to the invariance of equation (1.7) under dilations and translations. The linearized operator L relative to v 0,0 is defined by,
(1.9)
In [1, Proposition 1], it has been proved that any kernel of L is a linear combination of
The orthogonality to Y 1 , Y 2 can be obtained by applying a suitable Pohozaev-type identities as in [35] . However, due to the non-concentration of mass, we meet a new difficulty to show the orthogonality with Y 0 . In order to overcome this obstacle, we apply the Green's representation formula with some delicate analysis. This idea comes from the recent work [25] . In [25] , it was proved that if w * is a non-degenerate solution of (1.4), and the assumptions (1.6) and ρ / ∈ 8πN hold, then there is a blow up solution u * t of (1.3) such that u * t → w * in C loc (M \ {q}). This paper is organized as follows. In section 2, we review some known sharp estimates for blow up solutions of (1.3). In section 3, we analyze the limit behavior of ζ t in M \ {q} and a small neighborhood of q respectively. Finally, we prove Theorem 1.2 by using suitable Pohozaev-type identities and Green's representation formula.
PRELIMINARY
Let G(x, p) denote the Green's function for the Laplace Beltrami operator
We recall the following assumption:
Let u * t be a sequence of blow up solutions of (1.3) and w * be the limit of u * t in Theorem B. Set
and
We may choose a suitable coordinate centered at q and q = 0, q 1 (t) = te, q 2 (t) = −te, where e is a fixed unit vector in S 1 .
We can rewrite equation (1.3) as follows
where G t (x) := 4πG(x, te) + 4πG(x, −te), and (2.5)
We assume that the local isothermal coordinate system satisfies
denotes the standard Laplacian in R 2 . Fix a small constant r 0 ∈ (0, 1 2 ). It is well known that the conformal factor ϕ is a solution of
where K(p) is the Gaussian curvature at p ∈ M. Letφ(x) satisfy the following local problem:
We denote
In view of (2.8) and (2.10), we note that
By using the local coordinate, we also set the regular part of Green function G(x, q i (t)) to be
Therefore we can formulate the local version of (2.4) around 0 as follows:
In order to study the behaviour ofū t near the origin, we consider the scaled sequence
which satisfies: Now we are going to give refined estimates than those provided in Theorem B and Theorem C under the nondegeneracy assumption for (2.7). To state our result, we fix a constant R 0 > 2, and define the following notations:
21) 
In order to prove Theorem D, the authors in [23] analyzed the scaled function v t with the following ingredients: Set 
It is easy to see that
, and
and η t be the scaled function of η t , that is 
UNIQUENESS OF THE BLOW UP SOLUTIONS WITH MASS CONCENTRATION
To prove Theorem 1.2 is equivalent to prove the local uniqueness of blow up solutions of the equation (2.
4). To
show it, we argue by contradiction and suppose that (2.4) has two different blow up solutions u (1) t and u (2) t , which satisfy u
, where w is a non-degenerate solution of (2.7). We will use p
In the following lemma, we shall improve the estimation for |p
. For any unit vector ξ ∈ R 2 , we apply the Pohozaev identity to (3.1) by multiplying ξ · ∇v
where ν denotes the unit normal of ∂B 2R 0 (p
For the right hand side of (3.3), we can use (3.2), Theorem D, and Theorem E to get
For the left hand side of (3.3), by using Theorem D, we get that
By the change of variable z = Λ
, we see that
here we used Theorem E in the last line. From (3.5)-(3.7), we have
By using the expression (2.19) of h t , we see that
t |). Note that |p
from Theorem D, and ∇ 2 (ln |y − e| 2 |y + e| 2 )| y=0 is invertible. So (3.8) and (3.9) yield that |p (1) t − p (2) t | = O(t 2 ln t), and thus we complete the proof of Lemma 3.1. Now we are going to estimate u
Together with Theorem D and Theorem E, we have for some θ ∈ (0, 1),
(ln |x − tp
(3.12)
By Theorem D, we have
which imply
t ), we want to estimate
In view of (2.25) and Lemma 3.1, we have
t |y − q
(3.18)
By Theorem E, we have 
By (3.11) and (3.20), we complete the proof of Lemma 3.2.
Let
Now we have the following estimation for the scaled function ζ t . 
Proof. First, we see that
By using the change of variables y = tΛ (1) t,− z + tp (1) t , (2.17), (2.26), we have
t (tΛ (1) t,− z+tp
t,− z + p
t (Λ (1) t,− z+p
Together with (2.25), Lemma 3.2, and Theorem E, we have for z ∈ B 2Λ t,+ R 0 (0),
Since ζ t is uniformly bounded, there is a function ζ 0 such that ζ t → ζ 0 in C loc (R 2 ), where
This completes the proof of Lemma 3.3.
In the following lemma, we observe the behavior of ζ t in M \ {0}.
Proof. We recall from (3.23) that in M,
Since ζ t L ∞ (M) ≤ 1, we see that there is a function ζ * satisfying By using the change of variable x = t(Λ
t ), we note that as t → 0,
So we obtain from (3.30) and (3.31) that
Then we have
Since ζ * L ∞ (M) ≤ 1, the above equation (3.33) holds in M. Moreover, we note that
and thus M ζ * dv g = 0. Together with non-degeneracy condition for w, we obtain ζ * ≡ 0. In view of (3.28) and (3.32), we complete the proof of Lemma 3.4.
To connect the behavior of ζ t in M \ {0} and in a small neighborhood of 0, we need the following result.
Lemma 3.5. [25] (i) If
(ln |z|)∆ ζ t dz Proof. For any function g satisfying g(z) ( 
, we recall the following estimation (see [9] ): there is a constant c > 0, independent of x ∈ R 2 \ B 2 (0) and g, such that
Together with the Green representation formula, Lemma 3.5 can be obtained. See [25] for the detail.
Let χ t be a cut-off function satisfying 0 ≤ χ t ≤ 1, |∇χ t | = O(t), |∇ 2 χ t | = O(t 2 ), and
Then we have the following result.
Lemma 3.6.
(
From (3.25), we recall the following equation:
Multiplying both sides of (3.25) by η 1 χ t and using the integration by parts, we have
Together with (3.38), we obtain
( 3.40) (ii) By integrating (3.25) and using (3.40), we have Lemma 3.6-(ii).
(iii) By Lemma 3.5-(i) and Lemma 3.4-(i), we see that if
t | ≤ r 0 and |x ′ − tp
for any small r > 0. Together with Lemma 3.6-(ii), we can get that Lemma 3.6-(iii).
(iv) We note that η 2 (z) =
Multiplying both sides of (3.25) by η 2 χ t and using the integration by parts, we have
(2∇η 2 · ∇χ t + η 2 ∆χ t )dz + O(t ln t).
(3.43)
Together with Lemma 3.5-(i) and Lemma 3.6-(ii), we have
here we used B
By applying Lemma 3.4-(ii) and Lemma 3.6-(iii), we obtain lim t→0 ζ t (e t ) = 0, and thus
So we obtain Lemma 3.6-(iv). So we complete the proof of Lemma 3.6.
We note that
Without loss of generality, from now on, we assume that
Indeed, we can change the regular part of G(x, 0) locally such that
Now we shall improve Lemma 3.6-(ii) by applying the arguments in [35] .
Lemma 3.7.
A t = B 2R 0 t (tp (1) t )
−∆ζ t dx = O(t).
Proof. Recall that
We also see from (3.48) that
We have
where h t (y) = ρh(ty)|y − e| 2 |y + e| 2 e −R t (ty)+ψ(ty) . We see that
Therefore, we obtain for any r > 0,
t,+ . By (2.12) and Theorem D, we have
and thus
t ) 
(3.64)
From Lemma 3.6-(ii), we have
Then we see that if x ∈ M \ B 2R 0 t (tp (1) t ), then Now we also see that if x ∈ M \ B 2R 0 t (tp (1) t ), then
|∆ z ζ t (z)|O tΛ (1) t,− |z| |x − tp
Here we also note that if 2R 0 Λ
(1)
= tΛ
By (3.59), we obtain for r t,R 0 = 2R 0 Λ
We see from (3.62) and (3.70) that
(3.73)
We also see from (3.55)-(3.56) and (3.53) that For any function f , we denote 
By (3.69) and Lemma 3.7, we have if
which implies
t,− z+tp
t . Therefore, in view of (3.62) and (3.79) we get that To estimate (RHS) of (3.77), by the change of variables x = tΛ (1) t,− z + tp (1) t , we see that if |z| = 2RΛ
t,− z + tp (1) t and y = Λ
t . Then r 0 ≥ |x − tp (1) t | = tΛ (1) t,− |z| = 2Rt ≥ 2R 0 t implies 
In view of Lemma 3.4-(ii) and Lemma 3.6-(iii), we have
Together with (3.54), we see that
h(tΛ (1) t,− z + tp (1) t )e −R t (tΛ (1) t,− z+tp
t (tΛ (1) t,− z + tp 
