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Abstract
Edge estimation problem in unweighted graphs using local and sometimes global queries is a
fundamental problem in sublinear algorithms. It has been observed by Goldreich and Ron [GR08],
that weighted edge estimation for weighted graphs require Ω(n) local queries, where n denotes
the number of vertices in the graph. To handle this problem, we introduce a new inner product
query on matrices. Inner product query generalizes and unifies all previously used local queries
on graphs used for estimating edges. With this new query, we show that weighted edge estimation
in graphs with particular kind of weights can be solved using sublinear queries, in terms of the
number of vertices. We also show that using this query we can solve the problem of the bilinear
form estimation, and the problem of weighted sampling of entries of matrices induced by bilinear
forms. This work is a first step towards weighted edge estimation mentioned in Goldreich and
Ron [GR08].
1 Introduction
The Edge Estimation 1 problem for a simple, unweighted, undirected graph G = (V (G), E(G)),
|V (G)| = n, where G is accessed using queries to an oracle, is a fundamental and well studied
problem in the area of sublinear algorithms. Goldreich and Ron [GR08], motivated by a work of
Fiege [Fei06], gave an algorithm to estimate the number of edges of an unweighted graph G by using
θ˜ (n/
√
m) 2 local queries, where m = |E(G)|. The local queries they use are – degree query : the
oracle returns the degree of a vertex, and neighbor query : the oracle reports the i-th neighbor of a
vertex, if it exists. Apart from that, an often used local query is the adjacency query : the oracle
reports whether there exists an edge between a given pair of vertices. In the same work, Goldreich
and Ron observed that Ω(n) degree and neighbor queries are essential for the Weighted Edge
Estimation problem, where the objective is to estimate
∑
e∈E(G) w(e) for any arbitrary weight
function w : E(G) → R+. We have not observed any development till date on the Weighted
Edge Estimation problem. Another research direction that emerged was to consider oracles that
can handle queries that are global in nature [RT16, DL18, BHR+18, RSW18], as opposed to the
earlier local queries. Most of these queries come under the group query or subset query defined
in [RT16]. In particular, Beame et al. [BHR+18] showed that the Edge Estimation problem can
be solved using O (log14 n/ǫ4) many Bipartite Independent Set (BIS) queries (in the worst
case). A BIS oracle takes two disjoint subsets A and B of vertices and reports whether there exists
an edge with endpoints in both A and B. Note the improvement in the number of queries as we
used a powerful oracle.
Faced with the negative result of a lower bound of Ω(n) local queries [GR08] and the use of
powerful oracles, a natural question to ask is – are there interesting weight functions and query
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1Given an ǫ ∈ (0, 1), the objective in the Edge Estimation problem to report mˆ such that |mˆ− |E(G)|| ≤ ǫ |E(G)|
2θ˜(·) and O˜(·) hides a poly(log n, 1/ǫ) term in the upper bound.
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oracles with not too much of power that can handle the Weighted Edge Estimation problem?
The weight function that we study in this paper is motivated fromWiener number of vertex weighted
graphs [KG97] and quadratic forms on graphs [AMMN05]. The graph G has a weight function
on the vertices fG : V (G) → {1, 2, . . . , γ} that is known apriori, and the objective is to estimate
Q =
∑
{u,v}∈E fG(u)fG(v) or a more generalized quantity stated in terms of bilinear form estimation
of a matrix. We show a lower bound of Ω(n) on the number of local queries to estimate Q (See
Section 2). The next obvious question is how does BIS measure up to the problem of estimating Q.
We can show that O (γ10 log14 n/ǫ4) many BIS queries are enough to estimate Q (see Appendix B).
Faced with this contrasting scenario, the query oracle that we work with is motivated by two recent
works [BLWZ19, SW]; the query is to an unknown matrix and is linear algebraic in nature. The
oracle implementation can be naturally supported by any reasonable data structure storing a graph.
The query oracle proposed encompasses the local queries and is obviously more powerful than local
queries but is surely less powerful than BIS. We next describe formally our query oracle and the
problems considered. We start with the notations used.
Notations: In this paper, we denote the set {1, . . . , n} by [n] and {0, . . . , n} by [[n]]. Throughout
this paper, n = |V (G)| or the number of rows or columns of a square matrix A, that will be clear
from the context. Without loss of generality, we consider n to be a power of 2. fG denotes the
weight function on the vertices of G. For a matrix A, Aij denotes the element in the i-th row
and j-th column of A. Ai,∗ and A∗,j denote the i-th row and j-th column vector of the matrix
A, respectively. A ∈ [[ρ]]n×n means Aij ∈ [[ρ]] for each i, j ∈ [n]. Throughout this paper, vectors
are matrices of order n × 1 and represented in bold face letter. xi denotes the i-th element of the
vector x. 1 denotes x with all xi = 1. 〈x,y〉 is the standard inner product of x and y, that is,
〈x,y〉 =∑ni=1 xiyi. p is an (1± ǫ)-approximation to q means |p− q| ≤ ǫq. By high probability, we
mean the probability of success is at least 1− 1/nc, where c is a positive constant.
1.1 Query oracle and problem definitions
Let S be a fixed set of vectors in Rn. Our query oracle gives access to an unknown matrix A ∈
[[ρ]]n×n.
Inner Product Oracle (IPS): For a matrix A of order n×n, given an index i ∈ [n] for a row and
a vector v ∈ S as input, the IPS oracle access to A reports the value of 〈Ai∗,v〉. Similarly, given an
index j ∈ [n] for a column and a vector v ∈ S as input, theIPS oracle reports the value of 〈A∗j ,v〉.
If the input index is for row (column), we refer the corresponding query as row (column)IPS query.
The main problem considered in this work is Bilinear-Form-EstimationS(x,y), in short,
BfeS(x,y) and is defined as follows.
Input: Two vectors x ∈ [[γ1]]n,y ∈ [[γ2]]n, IPS oracle access to a matrix A, and ǫ ∈ (0, 1).
Output: An (1± ǫ)-approximation to xTAy.
Note that graphs can be stored as matrices. So Edge Estimation, Weighted Edge Es-
timation problems are special cases of BfeS(x,y). Apart from BfeS(x,y), we also consider
Sample Almost UniformlyS(x,y), in short, SauS(x,y), which is defined as follows.
Input: IPS access to a matrix A having only non-negative entries and a parameter ǫ ∈ (0, 1).
Output: Report Z satisfying (1− ǫ)xiAijyj
xTAy
≤ P(Z = Aij) ≤ (1 + ǫ)xiAijyjxTAy .
Observe that sampling edges of a graph almost uniformly, studied by Eden and Rosenbaum [ER18],
is a special case of SauS(x,y).
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IP{0,1}n as an unified framework for all local queries in a graph: Let us consider the
adjacency matrix A of an unweighted and undirected graph G. Let V (G) = [n] and let {0, 1}n
denote the set of n-dimensional vectors with entries either 0 or 1. The degree of a vertex a ∈ [n]
is 〈Aa∗,1〉 and (a, b) ∈ E(G) if and only if 〈Aa∗,v〉 = 1, where v is the vector such that vb = 1
and vk = 0 for k 6= b. So, degree and adjacency queries are special cases of IP{0,1}n . Also, observe
that the i-th neighbor of a given vertex a can be determined by log n many IP{0,1}n queries. Hence,
IP{0,1}n has an unified framework for all local queries in a graph.
Additional power of IP{0,1}n – Find random element of a given row: Unlike local queries,
we can sample an element of a given row in proportion to its value in the given row by using only
O(log n) many IP{0,1}n queries. The formal procedure Regr is described in Algorithm 1. Random-
element-of-given-row(Regr) plays a central role to solve Bilinear-Form-Estimation and
Sample Almost Uniformly. A pseudocode for Regr is given in Algorithm 1. We formally
Algorithm 1: Regr(x, i)
Input: A vector x ∈ {0, 1}n such that the 1’s in x are consecutive and the number of 1’s is a
power of 2, an integer i ∈ [n] and IP{0,1}n access to a matrix A.
Output: Aij with probability
Aij ·xj
〈Ai,∗,x〉 along with the row indices i and j.
begin1
if (the number of 1’s in x is 1) then2
Report 〈Ai,∗,x〉 as the output along with the indices from row and column of the only3
non-zero element.
else4
Form a vector y (z) in {0, 1}n by setting second (first) half of the nonzero elements in5
y (z) to 0 and keeping the remaining elements unchanged.
Determine 〈Ai,∗,y〉 and 〈Ai,∗, z〉.6
With probability
〈Ai,∗,y〉
〈Ai,∗,z〉 report Regr(y, i) and with probability
〈Ai,∗,z〉
〈Ai,∗,x〉 report7
Regr(x2, i).
end8
state Observation 1.1 about the procedure Regr.
Observation 1.1. Regr takes i ∈ [n] as input, outputs Aij with probability Aijxj/
(∑
j∈[n]Aij
)
by using O(log n) IP{0,1}n queries to matrix A.
A striking feature of our algorithm is that the queries required by our algorithm can be imple-
mented in O(1) time as mentioned in Appendix A.
1.2 Our results
All of our algorithmic and lower bound results are randomized. For S = {0, 1}n and x = y = 1,
we denote BfeS(x,y) and SauS(x,y) by Bfe and Sau, respectively. We first discuss our results
when A is a symmetric matrix, Aij ∈ [[ρ]] ∀i, j ∈ [n] and x = y = 1. Though our main focus is
to estimate the bilinear form xTAy, we show that it is enough to consider the case of symmetric
matrix A and x = y = 1, that is, 1TA1. The extension for general A and x,y can be deduced by
some simple matrix operations and properties of IPS oracle as shown in Appendix C.
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The results for Bfe and Sau when the matrix A is symmetric, is given in Table 1. Note that
the queries made in the above case when A is symmetric are only row IP{0,1}n queries. The results
for BfeS(x,y) and SauS(x,y) are presented in Table 2.
Problem Upper bound Lower bound
Bfe{0,1}n(1,1) O˜
( √
ρn√
1TA1
)
Ω
( √
ρn√
1TA1
)
SauRn(1,1) O˜
( √
ρn√
1TA1
)
Ω
( √
ρn√
1TA1
)
Table 1: Query complexities for BfeS(x,y) and SauS(x,y) when x = y = 1. The upper bound
holds for S = {0, 1}n and the lower bound holds for S = Rn. The stated result is for any matrix A
and when Aij ∈ [[ρ]] ∀i, j ∈ [n].
Problem Upper bound Lower bound
BfeS(x,y) O˜
(√
ργ1γ2n√
1TA1
)
Ω
(√
ργ1γ2n√
1TA1
)
Sau{0,1}n(x,y) O˜
(√
ργ1γ2n√
1TA1
)
Ω
(√
ργ1γ2n√
1TA1
)
Table 2: Query complexities for BfeS(x,y) and SauS(x,y), where the upper bound holds for
S = S∗ and the lower bounds hold for S = Rn.
According to our results on Bilinear-Form-Estimation as mentioned in Table 2, the weighted
edge estimation problem of estimating Q =
∑
{u,v}∈E fG(u)fG(v) can be solved with O˜(
√
ρ n/
√
m)
queries. Also, according to our results on Sample Almost Uniformly, an edge from a weighted
graph can also be sampled almost uniformly with the same number of queries, which is a general-
ization of the result by Eden and Rosenbaum [ER18].
1.3 Organisation of our paper
In Section 2, we show that Weighted Edge Estimation problem even for a special kind
of weight function requires Ω(n) many queries if we are allowed to make only local queries. In
Sections 3 and 4, we give algorithms for Bfe and Sau using IP{0,1}n query oracle, respectively.
In Section 5, we show that our algorithms for Bfe and Sau are tight. Appendix A describes an
efficient implementation of Inner product oracle. In Appendix B, we show how BIS is useful to
solve Weighted Edge Estimation Problem for a special class of weight function on edges. In
Appendix C, we extend the algorithm for Bfe and Sau for symmetrix matrix to general cases. We
state some standard form of Chernoff bound in Appendix D. Appendix E contains a missing proof
from Section 3.
2 Lower bound in graphs
Theorem 2.1. Let ǫ ∈ (0, 1/5), ρ ≥ 2. Any algorithm that reports a (1 ± ǫ)-approximation to
Q =
∑
{u,v}∈E(G) fG(u)fG(v) for a graph G with known weight function fG : V (G) → [ρ], with
probability at least 2/3, requires Ω(n) many local queries to the graph G.
Proof. Note that n = |V (G)|. Without loss of generality assume n is even and n > 36. Partition
V (G) into two parts V1 and Vρ such that |V1| = |Vρ|. The weight function fG is defined as follows.
fG(v) = 1 if v ∈ V1 and fG(v) = ρ if v ∈ Vρ. Consider the two families of graphs G1 and Gρ on n
vertices as follows.
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• Each graph in G1 (Gρ) consists of an independent set of size n− 6
√
n,
• 3 vertex disjoint complete bipartite graphs H1(A1, A2),H2(A3, A4) and H3(A5, A6) such that
each Ai, i ∈ [6], is of size
√
n,
• In G1, A1, . . . , A4 ⊂ Vρ and A5, A6 ⊂ V1; while in Gρ, A1, . . . , A4 ⊂ Vρ and A5, A6 ⊂ V1.
Note that any two graphs in the same family differ only in the labeling of vertices. Verify that for
G ∈ G1,
∑
{u,v}∈E(G) fG(u)fG(v) = (ρ
2 + 2)n and for G ∈ Gρ,
∑
{u,v}∈E(G) fG(u)fG(v) = (2ρ
2 + 1)n.
Let us consider the following problem, where G is chosen from either G1 or Gρ with equal proba-
bility and our objective is to decide whether G ∈ G1 or G ∈ Gρ. Considering the fact that ρ ≥ 2 and
ǫ < 1/5, observe that any algorithmA that finds an (1±ǫ)-approximation of∑{u,v}∈E(G) fG(u)fG(v),
can decide the class of G. So, we will be done by showing that we cannot decide the class of G
unless we make sufficiently large number of local queries.
Each graph in class G1 has 4
√
n many vertices from V1 and 2
√
nmany vertices form H1(A1, A2)∪
H1(A3, A4)∪H3(A5, A6). Whereas, each graph in class Gρ has 4
√
n many vertices from Vρ and 2
√
n
many vertices form V1. Note that unless our algorithm hits
√
n+1 many vertices of the same weight
from H1(A1, A2)∪H2(A3, A4)∪H3(A5, A6) that is from I =
⋃4
i=1Ai, it cannot determine the class
to which G belongs. As we are using only local queries, the probability of hitting such a vertex
from I is 4
√
n/n, which is O (1/√n). So, the number of queries required to hit a vertex from I is
Ω (
√
n). Hence, we need Ω(n) many local queries to hit
√
n + 1 many vertices from I, that is, to
decide the class to which G belongs, with probability 2/3.
3 Algorithm for Bilinear-Form-Estimation
Theorem 3.1. There exists an algorithm for Bfe that takes ǫ ∈ (0, 1/2) as input and determines
an (1± ǫ)-approximation to 1TA1 with high probability by using O˜
( √
ρn√
1TA1
)
many IP{0,1}n queries
to a symmetric matrix A ∈ [[ρ]]n×n.
Proof. The algorithm is a generalization of the “bucketing technique” first given by Feige [Fei06]
which was strengthened later by Goldriech and Ron [GR08]. Consider a partition of [n], that
corresponds to the set of the indices of the rows of the symmetric matrix A, into buckets with the
property that all j’s present in a particular bucket Bi have approximately the same value of 〈Aj∗,1〉.
Concretely, for all j ∈ Bi, (1 + β)i−1 ≤ 〈Aj∗,1〉 < (1 + β)i, where β = O(ǫ). As 〈Aj∗,1〉 ≤ ρn for
each j ∈ [n], there will be at most O(log(ρn)) buckets. Based on the number of rows in a bucket,
we classify the buckets to be either large or small. To define the large and small buckets, we require
a lower bound on the value of 1TA1. However, this restriction can be removed by using a standard
technique in property testing [GR08, ELRS17]. Let V,U ⊆ [n] be the sets of indices of rows that
lie in large and small buckets, respectively. For I ⊆ [n], let xI denote the sub-vector of x induced
by the indices present in I. Similarly, for I, J ⊆ [n], let AIJ denote the sub-matrix of A where the
rows are induced by the indices present in I and columns are induced by the indices present in J .
Observe that
1TA1 = 1V
TAV V 1V + 1V
TAV U1U + 1U
TAUV 1V + 1U
TAUU1U
The algorithm begins by sampling K rows of A independently and uniformly at random with
replacement, and for each sampled row j, the algorithm determines 〈Aj∗,1〉 by using IP{0,1}n
oracle. This determines the bucket in which each sampled row lies. Depending on the number of
sampled rows present in different buckets, our algorithm classifies each bucket as either large or
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small. Let V˜ and U˜ be the indices of the rows present in large and small buckets as classified by
the algorithm, respectively. Note that
1TA1 = 1V˜
TAV˜ V˜ 1V˜ + 1V˜
TAV˜ U˜1U˜ + 1U˜
TAU˜ V˜ 1V˜ + 1U˜
TAU˜ U˜1U˜ .
We can show that 1U˜
TAU˜ U˜1U˜ is at most
ǫ
4ℓ, where ℓ is a lower bound on 1
TA1. Thus,
1TA1 ≈ 1V˜ TAV˜ V˜ 1V˜ + 1V˜ TAV˜ U˜1U˜ + 1U˜ TAU˜ V˜ 1V˜ .
For a sufficiently large K, with high probability, the fraction of rows in any large bucket is ap-
proximately preserved in the sampled set of rows. Also, we know tight (upper and lower) bounds
on 〈Aj∗,1〉 for every row j, where j ∈ V˜ . Thus, the random sample K approximately preserves
1V˜
TAV˜ V˜ 1V˜ + 1V˜
TAV˜ U˜1U˜ . In order to get an (1± ǫ)-approximation to 1TA1, we need to estimate
1U˜
TAU˜ V˜ 1V˜ , which is same as estimating 1V˜
TAV˜ U˜1U˜ since A is a symmetric matrix. We estimate
1V˜
TAV˜ U˜1U˜ , that is, the number of Aij’s such that i ∈ V˜ and j ∈ U˜ , as follows. For each bucket Bi
that is declared as large by the algorithm, we select enough number of rows randomly from K ∩Bi,
invoke Regr for each selected row and increase the count by 1 if the element Aij reported by Regr
be such that j ∈ U˜ . A formal description of our algorithm is given in Algorithm 2. Now, we focus
on the correctness proof of our algorithm for Bfe.
We assume that our algorithm has a prior information of ℓ, which is a lower bound onm = 1TA1.
However, this assumption can be removed by using a standard technique in property testing [GR08,
ELRS17]. Let t = ⌈log1+β(ρn)⌉+ 1, where β ≤ ǫ/8. For i ∈ [t], we define the set Bi as follows.
Bi = {j ∈ [n] : (1 + β)i−1 ≤ 〈Aj∗,1〉 < (1 + β)i}.
Since Aij ≤ ρ the maximum number of such buckets Bi required are at most t = ⌈log1+β(ρn)⌉+ 1.
Now consider the following fact along with Definition 3.2 that will be used in our analysis.
Fact 1: For every i ∈ [t], (1 + β)i−1 |Bi| ≤ 〈Aj∗,1〉 < (1 + β)i |Bi|.
Definition 3.2. We fix a threshold θ = 1t · 1n
√
ǫ
8 · ℓρ . For i ∈ [t], we define the set Bi to be a large
bucket if |Bi| ≥ θn. Otherwise, the set Bi is defined to be a small bucket. Thus, the set of large
buckets L is defined as L = {i ∈ [t] : |Bi| ≥ θn}, and [t] \ L is the set of small buckets.
Before we start proving that mˆ is an (1 ± ǫ)-approximation of m = 1TA1, let us consider the
following definition and the technical Lemma 3.4.
Definition 3.3. For i ∈ L, αi is defined as
∑
u∈Bi
〈Au∗,1U˜ 〉∑
u∈Bi
〈Au∗,1〉 .
Lemma 3.4. For a suitable choice of constant in Θ(·) for selecting K samples in Algorithm 2, the
following hold with high probability.
(i) For each i ∈ L, (1− ǫ4) |Bi|n ≤ |Si|K ≤ (1 + ǫ4) |Bi|n .
(ii) For each i ∈ [t] \ L, |Si|K < 1t · 1n
√
ǫ
6 · ℓρ .
(iii) |U˜ | <
√
ǫ
4 · ℓρ , where U˜ = {j ∈ Bi : i ∈ [t] \ L˜}
(iv) For every i ∈ L˜,
(a) if αi ≥ ǫ8 , then (1− ǫ4 )αi ≤ α˜i ≤ (1 + ǫ4)αi, and
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Algorithm 2: Bfe (ℓ, ǫ)
Input: An estimate ℓ for 1TA1 and ǫ ∈ (0, 1).
Output: m̂, which is an (1± ǫ)-approximation of 1TA1.
begin1
Independently select K = Θ
(√
ρn√
ℓ
· ǫ−4.5 · log2(ρn) · log(1/ǫ)
)
rows of A uniformly at2
random and let S denote the multiset of the selected indices (of rows) sampled. For
i ∈ [t], let Si = Bi ∩ S.
Let L˜ =
{
i : |Si||S| ≥ 1t · 1n
√
ǫ
6 · ℓρ
}
. Note that L˜ is the set of buckets that algorithm declares3
to be large. Similarly, [t] \ L˜ is the set of buckets declared to be small by the algorithm.
For every i ∈ L˜, select |Si| samples uniformly at random from Si, with replacement, and4
let Zi be the set of samples obtained. For each z ∈ Zi, make a Regr(z,1) query and let
Azkz =Regr(z,1). Let Yz be a random variable that takes value 1 if kz ∈ U˜ and 0,
otherwise. Determine α˜i =
∑
z∈Zi
Yz
|Si| .
Output m̂ = nK
∑
i∈L˜(1 + α˜i) · |Si| · (1 + β)i5
end6
(b) if αi < ǫ/8, then α˜i < ǫ/4.
Proof Sketch. (i) Observe that E
[ |Si|
K
]
= |Bi|n . (i) can be shown by applying Chernoff bound as
mentioned in Lemma D.1(i) in Appendix D.
(ii) It can be shown by applying Chernoff bound as mentioned in part (a) of Lemma D.1(ii) in
Appendix D.
(iii) By the definition of U˜ ,
∣∣∣U˜ ∣∣∣ = ∣∣∣{j ∈ Bi : |Si| < 1t · 1n√ ǫ6 · ℓρ}∣∣∣. Applying Lemma 3.4(i) and the
definition of L, we get
∣∣∣U˜ ∣∣∣ ≤ ∣∣∣{j ∈ Bi : |Bi| < (1 − ǫ4 )−1 · nK · 1t · 1n√ ǫ6 · ℓρ}∣∣∣. As there are at
most t many buckets,
∣∣∣U˜ ∣∣∣ < ∣∣∣{j ∈ Bi : |Bi| < 1t√ ǫ4 · ℓρ}∣∣∣ ≤√ ǫ4 · ℓρ .
(iv) From the description of the algorithm, for every i ∈ L˜, we select |Si| many samples uniformly
at random from Si, with replacement, and let Zi be the set of samples obtained. For each
z ∈ Zi, we make a Regr(z,1) query and let Azkz = Regr(z,1). Let Yz be a random variable
that takes value 1 if kz ∈ U˜ and 0, otherwise. Also, α˜i =
∑
z∈Zi
Yz
|Si| .
Using the fact that we choose S independently and uniformly at random, set Si = S ∩Bi and
sample the elements in Zi from Si, we get
E[Yz] =
|Si|
|Bi| ·
1
|Si|
∑
u∈Bi
〈Au∗,1U˜ 〉
〈Au∗,1〉 =
1
|Bi| ·
∑
u∈Bi
〈Au∗,1U˜ 〉
〈Au∗,1〉 .
So, E[αi] =
1
|Bi| ·
∑
u∈Bi
〈Au∗,1U˜ 〉
〈Au∗,1〉 . Since u ∈ Bi, (1 + β)i−1 ≤ 〈Au∗,1〉 < (1 + β)i. Also, by Fact
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1, |Bi| (1 + β)i−1 ≤
∑
u∈Bi
〈Au∗,1〉 ≤ |Bi| (1 + β)i. Thus,
∑
u∈Bi〈Au∗,1U˜ 〉
|Bi|(1 + β)i ≤ E[α˜i] ≤
∑
u∈Bi〈Au∗,1U˜ 〉
|Bi|(1 + β)i−1
1
1 + β
·
∑
u∈Bi〈Au∗,1U˜ 〉
〈Au∗,1〉 ≤ E[α˜i] ≤
∑
u∈Bi〈Au∗,1U˜ 〉
〈Au∗,1〉 (1 + β)
Recalling the definition of αi =
∑
u∈Bi
〈Au∗,1U˜ 〉∑
u∈Bi
〈Au∗,1〉 (Definition 3.3) along with the fact that β ≤ ǫ/8,
we get (
1− ǫ
4
)
αi ≤ E[α˜i] ≤
(
1 +
ǫ
4
)
αi
The rest of the proof follows from Chernoff bound mentioned in Lemma D.1 (ii) in Appendix D.
Now, we have all the ingredients to show following claim, which shows that mˆ is an (1 ± ǫ)-
approximation of m = 1TA1.
Claim 3.5. (i) mˆ ≥ (1− ǫ)m, and (ii) mˆ ≤ (1 + ǫ)m, where m = 1TA1.
Proof. We prove (i) here. The proof of (ii) is similar to that of (i) and is presented in Appendix E
Recall the estimate mˆ returned by Algorithm 2. Using Lemma 3.4 (i), we have
m̂ ≥
∑
i∈L˜
(1 + α˜i)(1− ǫ
4
)(1 + β)i|Bi|
= (1− ǫ
4
)
∑
i∈L˜
(1 + α˜i)(1 + β)
i|Bi|
= (1− ǫ
4
)
( ∑
i∈L˜
αi≥ǫ/8
(1 + α˜i)(1 + β)
i|Bi|+
∑
i∈L˜
αi<ǫ/8
(1 + α˜i)(1 + β)
i|Bi|
)
≥ (1− ǫ
4
)
( ∑
i∈L˜
αi≥ǫ/8
(
1 + (1− ǫ
4
)αi
)
(1 + β)i|Bi|+
∑
i∈L˜
αi<ǫ/8
(1− ǫ
4
)(1 +
ǫ
4
)(1 + β)i|Bi|
)
> (1− ǫ
4
)
( ∑
i∈L˜
αi≥ǫ/8
(
(1− ǫ
4
)(1 + αi)
)
(1 + β)i|Bi|+
∑
i∈L˜
αi<ǫ/8
(1− ǫ
4
)(1 + αi)(1 + β)
i|Bi|
)
= (1− ǫ
4
)2
∑
i∈L˜
(1 + αi)(1 + β)
i|Bi|
≥ (1− ǫ
4
)2
∑
i∈L˜
(
(1 + αi)
∑
k∈Bi
〈Ak∗,1〉
)
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Using
∑
k∈Bi〈Ak∗,1T˜ 〉 = αi
∑
k∈Bi〈Ak∗,1〉 we have:
m̂ ≥ (1− ǫ
4
)2
∑
i∈L˜
(
(1 + αi)
∑
k∈Bi
〈Ak∗,1〉
)
= (1− ǫ
4
)2
∑
i∈L˜
( ∑
k∈Bi
〈Ak∗,1〉+ αi
∑
k∈Bi
〈Ak∗,1〉
)
= (1− ǫ
4
)2
∑
i∈L˜
( ∑
k∈Bi
〈Ak∗,1L˜〉+
∑
k∈Bi
〈Ak∗,1T˜ 〉+ αi
∑
k∈Bi
〈Ak∗,1〉
)
= (1− ǫ
4
)2
∑
i∈L˜
( ∑
k∈Bi
〈Ak∗,1L˜〉+ 2
∑
k∈Bi
〈Ak∗,1T˜ 〉
)
m̂ = (1− ǫ
4
)2
(∑
i∈L˜
∑
k∈Bi
〈Ak∗,1L˜〉+ 2
∑
i∈L˜
∑
k∈Bi
〈Ak∗,1T˜ 〉
)
= (1− ǫ
4
)2
(
1T
V˜
AV˜ ,V˜ 1V˜ + 21
T
V˜
AV˜ ,U˜1U˜
)
= (1− ǫ
4
)2
(
1TA1− 1T
U˜
AU˜ ,U˜1U˜
)
Since |U˜ | <
√
ǫ
4 · ℓρ (From Lemma 3.4 (iii)) and for all i, j ∈ [n], |Aij | ≤ ρ we have 1TU˜AU˜ ,U˜1U˜ ≤
ǫ
4 · ℓ
Since ℓ is a lower bound on m = 1TA1, we havem̂ ≥ (1− ǫ4)2 · ǫ4m
4 Algorithm for Sample Almost Uniformly
In this Section, we discuss the algorithm for Sample Almost Uniformly. We can have a rough
estimate, with high probability, mˆ for 1TA1 by using Theorem 3.1 such that 1TA1 ≤ mˆ ≤ 2 ·1TA1.
Note that we make O˜
( √
ρn√
1TA1
)
many IP{0,1}n queries. Before presenting the idea, consider the
following definition for a threshold τ , which is a function of mˆ.
Definition 4.1. The i-th row of the matrix is light if 〈Ai,∗,1〉 is at most τ . Otherwise, Aij is heavy.
The elements present in a light (heavy) row are refered to as light (heavy) elements.
We denote the set of all light (heavy) elements of the matrix A by L (H). Also, let I(L)
(I(H)) denote the set of light (heavy) rows of the matrix A. Let w(L) =∑Aij∈LAij and w(H) =∑
Aij∈HAij.
Our algorithm for Sample Almost Uniformly is a generalization of the algorithm for sam-
pling an edge from an unweighted graph almost uniformly [ER18]. Our algorithm consists of repeated
invocation of two subroutines, that is, Sample-Light and Sample-Heavy. Both Sample-Light
and Sample-Heavy succeed with good probability and sample elements from L and H almost
uniformly, respectively. The threshold τ is set in such a way that there are large 3 number of light
rows and small number of heavy rows. In Sample-Light, we select a row uniformly at random,
and if the selected row is light, then we sample an element from the selected row randomly using
Regr. This gives us an element from L uniformly. However, the same technique will not work for
Sample-Heavy as we have few heavy rows. To cope up with this problem, we take a row uniformly
3Large is parameterized by τ .
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at random and if the selected row is light, we sample an element from the selected row randomly
using Regr. Let Aij be the output of the Regr query. Then we go to the j-th row, if it is heavy,
and then select an element from the j-th row randomly using Regr query.
The formal algorithm for Sample-Light and Sample-Heavy are given in Algorithm 3 and
Algorithm 4, respectively. The formal correctness proof of Sample-Light and Sample-Heavy are
given in Lemma 4.2 and Lemma 4.3, respectively. We give the final algorithm along with its proof
of correctness in Theorem 4.5.
Algorithm 3: Sample-Light
Input: An estimate mˆ for 1TA1 and a threshold τ .
Output: Aij ∈ L with probability Aijnτ .
begin1
Select a row r ∈ [n] uniformly at random.2
if (r ∈ I(L), that is, 〈Ar,∗,1〉 is at most τ) then3
Return Fail with probability p =
τ−〈Ar,∗,1〉
τ , and Return Regr(r,1) with probability4
1− p as the output.
else5
Return Fail6
end7
Lemma 4.2. Sample-Light succeeds with probability w(L)nτ . Let Zℓ be the output in case it succeeds.
Then P(Zℓ = Aij) =
Aij
nτ if Aij ∈ L, and P(Zℓ = Aij) = 0, otherwise. Moreover, the number of
queries made by Sample-Light is O(log n).
Proof. Consider an element Aij ∈ L. The probability that Aij is returned by Sample-Light is
P(Zℓ = Aij) = P(r = i) · P(Sample-Light returns Regr(r,1)) · P(Regr(r,1) returns Aij)
=
1
n
· 〈Ar,∗,1〉
τ
· Aij〈Ar,∗,1〉 =
Aij
nτ
Hence, the probability that Sample-Light does not return Fail is
∑
Aij∈L
Aij
nτ =
w(L)
nτ .
The query complexity of Sample-Light follows from the query complexity of Regr given in
Lemma 1.1.
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Algorithm 4: Sample-Heavy (mˆ)
Input: An estimate mˆ for 1TA1 and a thershold τ .
Output: Aij ∈ H with probability at most Aijnτ and at least
(
1− ρmˆ
τ2
)
Aij
nτ .
begin1
Select a row r ∈ [n] uniformly at random.2
if (r ∈ I(L), that is, 〈Ar,∗,1〉 is at most τ) then3
Return Fail with probability p =
τ−〈Ar,∗,1〉
τ , and with probability 1− p do the4
following.
Ars =Regr(r,1)5
if ( s ∈ I(H), that is, 〈As,∗,1〉 > τ) then6
Return Regr(s,1) as the output.7
else8
Return fail9
else10
Return Fail11
end12
Lemma 4.3. Sample-Heavy succeeds with probability at most w(H)nτ and at least
(
1− ρmˆ
τ2
)
w(H)
nτ .
Let Zh be the output in case it succeeds. Then
(
1− ρmˆ
τ2
)
Aij
nτ ≤ P(Zh = Aij) ≤
Aij
nτ for each Aij ∈ H,
and P(Zh = Aij) = 0, otherwise. Moreover, the query complexity of Sample-Heavy is O(log n).
Proof. For each k ∈ I(H), note that, 〈Ak∗,1〉 is more than τ . So, |I(H)| ≤ 1TA1τ ≤ mˆτ .
〈Ak,∗,1〉 =
∑
u∈I(L)
Aku +
∑
v∈I(H)
Akv
Observe that ∑
v∈I(H)
Akv ≤ ρ |I(H)| ≤ ρmˆ
τ
≤ ρmˆ〈Ak,∗,1〉
τ2
.
So, we have the following Observation.
Observation 4.4.
∑
u∈I(L)
Aku ≥
(
1− ρmˆ
τ2
)
〈Ak,∗,1〉, where k ∈ I(H).
Let us consider some Aij ∈ H. The probability that Aij is returned by the algorithm is
P(Zh = Aij) = P(s = i) · P(Regr(s,1) returns Aij)
=

 ∑
u∈I(L)
P(r = u) · 〈Ar∗,1〉
τ
· P(Regr(r,1) returns Ari)

 · Aij〈Ai∗,1〉
=
1
n
· Aij〈Ai∗,1〉 ·
∑
u∈I(L)
〈Au∗,1〉
τ
· Aui〈Au∗,1〉
=
Aij
nτ
·
∑
u∈I(L)
Aiu
〈Ai∗,1〉 (∵ A is a symmetric matrix.)
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Now by using the fact that
∑
u∈I(L)
Aiu ≤ 〈Ai∗,1〉 along with Observation 4.4, we have
1 ≤
∑
u∈I(L)
Aiu
〈Ai∗,1〉 ≤ 1−
ρmˆ
τ2
.
Putting everything together, (
1− ρmˆ
τ2
)
· Aij
nτ
≤ P(Zh = Aij) ≤ Aij
nτ
.
So, the probability that Sample-Heavy succeeds is
∑
Aij∈H
P(Z = Aij), which lies between
(
1− ρmˆ
τ2
)
w(H)
nτ
and w(H)nτ .
The query complexity of the Sample-Light follows from the query complexity of Regr given
in Lemma 1.1.
Now, we give our final algorithm along with its correctness proof in the following Theorem.
Theorem 4.5. There exists an algorithm for Sample Almost Uniformly that takes ǫ ∈ (0, 1)
as input and succeeds with high probability. In case the algorithm succeeds, it reports Z satisfying
(1−ǫ) Aij
1TA1
≤ P(Z = Aij) ≤ (1+ǫ) Aij1TA1 . Moreover, the algorithm makes O˜
( √
ρn√
1TA1
)
many IP{0,1}n
queries to the symmetric matrix A ∈ [ρ]n×n.
Proof. Our algorithm first finds a rough estimate mˆ for 1TA1, with high probability, by using
Theorem 3.1 such that 1TA1 ≤ mˆ ≤ 2 ·1TA1. For the rest of the proof, we work on the conditional
probability space that 1TA1 ≤ mˆ ≤ 2 · 1TA1.
We set τ =
√
Γmˆ
ǫ and do the following for Γ times, where Γ is a parameter to be set later. With
probability 1/2 we invoke Sample-Light and with probability 1/2 we invoke Sample-Heavy. If
element Aij is reported as the output by either Sample-Light or Sample-Heavy, we report that.
If we get Fail as the output in all of the trials, we report Fail.
Now, let us consider a particular trial and compute the probability of success P(S), which is
P(S) =
1
2
(P(Sample-Light succeeds) + P(Sample-Heavy succeeds)) .
From Lemma 4.2 and 4.3, 12
(
w(L)
nτ +
(
1− ρmˆ
τ2
)
w(H)
nτ
)
≤ P(S) ≤ 12
(
w(L)
nτ +
w(H)
nτ
)
.
Putting the value of τ and using w(L) + w(H) = 1TA1, we get (1− ǫ)1TA12nτ ≤ P(S) ≤ 1
TA1
2nτ
Now, let us compte the probability of the event Eij , that is, the algorithm succeeds and it
returns Aij. If Aij ∈ L, by Lemma 4.2, P(Z = Aij) = 12 ·
Aij
nτ . Also, if Aij ∈ H, by Lemma 4.3,
1
2 ·
(
1− ρmˆ
τ2
)
Aij
nτ ≤ P(Z = Aij) ≤ 12 ·
Aij
nτ . So, the following holds for any Aij .
(1− ǫ) Aij
2nτ
≤ P(Eij) ≤ Aij
2nτ
.
Let us compute the probability of Eij on the conditional probability space that the algorithm
succeeds, that is, P(Z = Aij | S) = P(Eij)P(S) .
To boost the probability of success, we set Γ = O
(
n
√
ρ
(1−ǫ)√ǫmˆ log n
)
for a suitable large constant
in O(·) notation. The query complexity of each call to Sample-Light and Sample-Heavy is
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O(log n). Also note that our algorithm for Sample Almost Uniformly makes at most ρ =
O
(
n
√
ρ
(1−ǫ)
√
ǫmˆ
log n
)
many invocation to Sample-Light and Sample-Heavy. Hence, the total
query complexity of our algorithm is O˜
( √
ρn√
1TA1
)
.
5 Lower bound for Bfe and Sau
In this Section, we show that our algorithms for Bfe and Sau are almost tight. The lower
bound holds for IPS even if S = R
n.
Theorem 5.1. Any algorithm that takes ǫ ∈ (0, 1) as input, determines an (1 ± ǫ)-approximation
to 1TA1 with probability 2/3, requires Ω
( √
ρn√
1TA1
)
many IPRn queries to symmetric matrix A ∈
[[ρ]]n×n.
Proof. The proof idea is inspired by Goldreich and Ron [GR08]. Without loss of generality assume
that m = o(ρn2). Consider matrix M1 ∈ [ρ]n×n with all the entries 0, and a family of matrices
M2 in [ρ]n×n as follows. For each matrix A ∈ M2, there exists an I ⊂ [n] of size
√
m
ρ such that
Aij = ρ for each i, j ∈ I and Aij = 0, otherwise. Note that any two matrices in M2 differ only in
the labeling of I ⊂ [n]. Note that 1TM11 = 0 and 1TM1 = m for each M ∈ M2.
Let us consider the following problem. The input matrix A isM1 with probability 1/2, and with
remaining probability 1/2, A is chosen uniformly at random from M2. The objective is to decide
whether A = M1 or A ∈ M2. Observe that we can decide the type of input matrix A if we can
determine 1TA1 approximately. Now, we will be done by showing that we cannot determine the
type of A unless we make large number of IPRn queries.
Note that if A ∈ M2, then A is completely described by an I ⊂ [n]. The probability of hitting
an index in I, that is making an IPRn query of the form 〈Ar∗,v〉 or 〈A∗r,v〉, such that r ∈ I
and v ∈ Rn, is O
( |I|
n
)
= O
( √
m√
ρn
)
. So, the number of queries required to hit an index from I is
Ω
(√
ρn√
m
)
. As we cannot decide the type of the input matrix without hitting an index from I, we
need Ω
(√
ρn√
m
)
many IPRn queries to determine the type of the input matrix A.
The distribution of input graph considered to show the lower bound forBilinear-Form-Estimation
in the proof of Theorem 5.1, also can be used to show lower bound for Sample Almost Uniformly.
The result is formally stated in the following Theorem.
Theorem 5.2. Any algorithm that takes ǫ ∈ (0, 1) as input, reports Z satisfying (1 − ǫ) Aij
1TA1
≤
P(Z = Aij) ≤ (1+ ǫ) Aij1TA1 with probability 2/3, requires Ω
( √
ρn
1TA1
)
many IPRn queries to symmetric
matrix A ∈ [[ρ]]n×n.
6 Conclusion
In this paper, we addressed Weighted Edge Estimation and sampling an edge from a
weighted graph almost uniformly in the lens of sublinear time algorithm. In doing so, we intro-
duce a new query oracle named Inner Product oracle that has a very efficient implementation.
We believe that Inner Product oracle will be useful to obtain weighted version of other graph
parameter estimation problems.
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A Efficient implementation of IP{0,1}n oracle in our context
Note that our algorithms for both Bfe and Sau either ask for inner product of a row with 1 or
invoke Regr. So, in any case we ask for inner product of a row with some x ∈ {0, 1}n such that
all 1’s in x are consecutive. Now, we describe a simple datastructure that can return answer to a
query asked by our algorithms in O(1) time.
Let A be the original matrix which is with the oracle and unknown to the algorithm. The oracle
preprocesses the matrix A and generate a matrix B of order n × n such that Bij =
j∑
k=1
Aik for
1 ≤ i, j ≤ n. Let x ∈ {0, 1}n be such that the xi = 1 if and only if 1 ≤ p ≤ i ≤ q ≤ n and the
algorithm asks for the inner product of j-th row with x. The oracle reports Bjq as the answer to
the query if p = 1 and Bjq−Bjp1 if p > 1, where p1 = p−1. Note that oracle always returns correct
answer to any query asked by our algorithms using O(1) time.
B Estimation of Q by using BIS query
Let fG : V (G)→ {1, . . . , γ} be the weight function on vertices known apriori and the objective is
to estimate ofQ =
∑
{u,v}∈E
fG(u)fG(v) usingBIS. For i ∈ {1, . . . , γ}, let Vi = {v ∈ V (G) : fG(v) = i}.
Note that Q =
∑
1≤i≤j≤[γ]
ij |E(Vi, Vj)|, whereE(Vi, Vj) denotes the set of edges with one vertex in
Vi. Observe that the properties of BIS oracle is such that each E(Vi, Vj) can be estimated with in
(1 ± ǫ/ij)-factor by using O
(
i4j4 log14 n
ǫ4
)
BIS queries. Hence Q can be estimated by using a total
number of O
(
γ10 log14 n
ǫ4
)
many BIS queries.
C Our results
We first discuss our results when A is a symmetric matrix, Aij ∈ [[ρ]] ∀i, j ∈ [n] and x = y = 1.
Though our main focus is to estimate the bilinear form xTAy, we show that it is enough to consider
the case of symmetric matrix A and x = y = 1, that is, 1TA1. Then we show how our results for
the special case can be extended to the general case.
A is symmetric and x = y = 1: In this case we have the results mentioned in Table 3. Note
Problem Upper bound Lower bound
Bfe{0,1}n(1,1) O˜
( √
ρn√
1TA1
)
Ω
( √
ρn√
1TA1
)
SauRn(1,1) O˜
( √
ρn√
1TA1
)
Ω
( √
ρn√
1TA1
)
Table 3: Query complexities for BfeS(x,y) and SauS(x,y) when x = y = 1. The upper bound
holds for S = {0, 1}n and the lower bound holds for S = Rn. The stated result is for any matrix A
and when Aij ∈ [[ρ]] ∀i, j ∈ [n].
that the queries made in the above case when A is symmetric are only row IP{0,1}n queries.
A is not necessarily symmetric and x = y = 1: Now, we discuss how our result can be
extended to the case when A is not necessarily symmetric. Let B = A+A
T
2 . Note that B is a
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symmetric matrix. By our result for symmetric matrices, we can solve Bfe and Sau for B by using
row IP{0,1}n queries if we have IP{0,1}n access to B. Observe that one can simulate the row IP{0,1}n
access for B by using two IP{0,1}n queries to A as 〈Bi∗,v〉 = 〈Ai∗,v〉+〈A∗i,v〉2 . So, we can solve Bfe
and Sau for B by using O
(
n
√
ρ√
1TA1
)
and O
( √
ρn√
1TA1
)
IP{0,1}n queries to the matrix A.
Now, we argue how to convert the solution obtained for the matrix B to the corresponding
solution for the matrix A. In case of Bfe, as 1TA1 = 1TB1, we report the output obtained for the
matrix B as the corresponding output for the matrix A.
In case of Sau for the matrixB, we get Bij as the output with probability
[
(1− ǫ) Bij
1TB1
, (1 + ǫ)
Bij
1TB1
]
.
Now, we discuss how to simulate Sau for matrix A. We find Aij and Aji by two row IP{0,1}n queries
to the matrix A as Aij = 〈Ai∗,aj〉 and Aji = 〈Aj∗,ai〉, where ai (aj) is the vector in {0, 1}n having 1
only in the i-th (j-th) entry 1. We report Aij and Aji with probability
Aij
Aij+Aij
and
Aij
Aij+Aij
, respec-
tively. Note that Aij can be the output only when Bij or Bji is the output by the Sau algorithm on
the matrix B. Using the fact that Bij =
Aij+Aji
2 and 1
TA1 = 1TB1, we report Aij with probability[
(1− ǫ) Aij
1TA1
, (1 + ǫ)
Aij
1TA1
]
. Hence, the results mentioned in Table 3 also hold for the case when the
matrix A is not necessarily symmetric.
General BfeS(x,y) and SauS(x,y) for the input matrix A: Observe that 1
TC1 = xTAy,
where Cij = xiAijxj . So, if we have IP{0,1}n oracle access to C, we can solve Bfe and Sau problem
on C, that is, we can solve BfeS(x,y) and SauS(x,y) problem on the matrix A. But we do not
have the oracle access to C. However, we can simulate IP{0,1}n query for C by using the IPS access
for the matrix A, where S = S∗ = {0, 1}n ∪ {v : vi = xiyj or vi = xjyi or vi = 0, i, j ∈ [n]}, by the
following Observation.
Observation C.1. 〈Ck∗,a〉 = 〈Ak∗,a′〉, where a ∈ {0,1}n and a′i = xkaiyi for each i ∈ [n] and
〈C∗k, a〉 = 〈A∗k, a′〉, where a ∈ {0, 1}n and a′i = xiaiyk for each i ∈ [n].
For the query complexity, observe that we are solving 1TC1 and Cij ∈ [ργ1γ2]. Now using the
result mentioned in Table 3, we have the following results mentioned in Table 4 for BfeS(x,y) and
SauS(x,y).
Problem Upper bound Lower bound
BfeS(x,y) O˜
(√
ργ1γ2n√
1TA1
)
Ω
(√
ργ1γ2n√
1TA1
)
Sau{0,1}n(x,y) O˜
(√
ργ1γ2n√
1TA1
)
Ω
(√
ργ1γ2n√
1TA1
)
Table 4: Query complexities for BfeS(x,y) and SauS(x,y), where the upper bound holds for
S = S∗ and the lower bounds hold for S = Rn.
The lower bounds mentioned in the Table 4 can be proved by usinh minor modification to the
proof of Theorem 5.1. Hence, we have the following Theorems.
Theorem C.2. • There exists an algorithm for BfeS∗(x,y) that takes x ∈ [[γ1]]n, y ∈ [[γ2]]n
and ǫ ∈ (0, 1/2) as input, and determines an (1± ǫ)-approximation to xTAy with high proba-
bility by using O˜
(√
γ1γ2ρn√
xTAy
)
many IPS∗
4 queries to a matrix A ∈ [[ρ]]n×n.
4S∗ is as it is mentioned n Line number 366.
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• Any algorithm for BfeRn(x,y) that takes x ∈ [[γ1]]n, y ∈ [[γ2]]n and ǫ ∈ (0, 1/2) as input,
and determines an (1± ǫ)-approximation to xTAy with probability 2/3, requires Ω
(√
γ1γ2ρn√
xTAy
)
many IPRn queries to matrix A ∈ [[ρ]]n×n.
Theorem C.3. • There exists an algorithm for SauS∗(x,y) that takes x ∈ [[γ1]]n, y ∈ [[γ2]]n
and ǫ ∈ (0, 1/2) as input, and reports Z satisfying (1− ǫ)xiAijyj
xTAy
≤ P(Z = Aij) ≤ (1+ ǫ)xiAijyjxTAy
with high probability by usingO˜
( √
ρn√
xTAy
)
many IPS∗ queries to a matrix A ∈ [[ρ]]n×n.
• Any algorithm for SauRn(x,y) that takes x ∈ [[γ1]]n, y ∈ [[γ2]]n and ǫ ∈ (0, 1/2) as input, and
reports Z satisfying (1− ǫ)xiAijyj
xTAy
≤ P(Z = Aij) ≤ (1 + ǫ)xiAijyjxTAy with probability 2/3, requires
Ω
(√
γ1γ2ρn√
xTAy
)
many IPRn queries to matrix A ∈ [[ρ]]n×n.
D Probability Results
Lemma D.1. [DP09] Let X =
∑
i∈[n]Xi where Xi, i ∈ [n], are independent random variables,
Xi ∈ [0, 1] and E[X] is the expected value of X. Then
(i) For ǫ > 0
Pr[|X − E[X]| > ǫE[X]] ≤ exp
(
− ǫ23 E[X]
)
.
(ii) Suppose µL ≤ E[X] ≤ µH , then for 0 < ǫ < 1
(a) Pr[X > (1 + ǫ)µH ] ≤ exp
(
− ǫ23 µH
)
.
(b) Pr[X < (1− ǫ)µL] ≤ exp
(
− ǫ22 µL
)
.
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E Missing proof of Section 3
Proof of Claim 3.5(ii). From Lemma 3.2 eqn. (5)
m̂ ≤
∑
i∈L˜
(1 + α˜i)(1 +
ǫ
4
)(1 + β)i|Bi|
= (1 +
ǫ
4
)
∑
i∈L˜
(1 + α˜i)(1 + β)
i|Bi|
= (1 +
ǫ
4
)
( ∑
i∈L˜
αi≥ǫ/8
(1 + α˜i)(1 + β)
i|Bi|+
∑
i∈L˜
αi<ǫ/8
(1 + α˜i)(1 + β)
i|Bi|
)
≤ (1 + ǫ
4
)
( ∑
i∈L˜
αi≥ǫ/8
(
1 + (1 +
ǫ
4
)αi
)
(1 + β)i|Bi|+
∑
i∈L˜
αi<ǫ/8
(1 +
ǫ
4
)(1 + β)i|Bi|
)
< (1 +
ǫ
4
)
( ∑
i∈L˜
αi≥ǫ/8
(
(1 +
ǫ
4
)(1 + αi)
)
(1 + β)i|Bi|+
∑
i∈L˜
αi<ǫ/8
(1 +
ǫ
4
)(1 + αi)(1 + β)
i|Bi|
)
= (1 +
ǫ
4
)2
∑
i∈L˜
(1 + αi)(1 + β)
i|Bi|
≤ (1 + ǫ
4
)2(1 + β)
∑
i∈L˜
(
(1 + αi)
∑
k∈Bi
〈Ak∗,1〉
)
Since β ≤ ǫ8 and
∑
k∈Bi〈Ak∗,1U˜ 〉 = αi
∑
k∈Bi〈Ak∗,1〉 we have:
m̂ ≤ (1 + ǫ
4
)2(1 +
ǫ
8
)
∑
i∈L˜
(
(1 + αi)
∑
k∈Bi
〈Ak∗,1〉
)
≤ (1 + 3ǫ
4
)
∑
i∈L˜
( ∑
k∈Bi
〈Ak∗,1〉+ αi
∑
k∈Bi
〈Ak∗,1〉
)
= (1 +
3ǫ
4
)
∑
i∈L˜
( ∑
k∈Bi
〈Ak∗,1V˜ 〉+
∑
k∈Bi
〈Ak∗,1U˜ 〉+ αi
∑
k∈Bi
〈Ak∗,1〉
)
= (1 +
3ǫ
4
)
∑
i∈L˜
( ∑
k∈Bi
〈Ak∗,1V˜ 〉+ 2
∑
k∈Bi
〈Ak∗,1U˜ 〉
)
= (1 +
3ǫ
4
)
(∑
i∈L˜
∑
k∈Bi
〈Ak∗,1V˜ 〉+ 2
∑
i∈L˜
∑
k∈Bi
〈Ak∗,1U˜ 〉
)
= (1 +
3ǫ
4
)
(
1T
V˜
AV˜ ,V˜ 1V˜ + 21
T
V˜
AV˜ ,U˜1U˜
)
≤ (1 + 3ǫ
4
)
(
1TA1
)
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