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Abstract-A new variable-step method is developed for the numerical integration of special second- 
order initial value problems. An application to the one-dimensional SchrGdinger equation on the 
phase-shift problem, indicates that this new method is generally more accurate than other previously 
developed finite difference methods, especially in the case of high energies. 
1. INTRODUCTION 
For the numerical integration of the second-order initial-value problem 
Y” = f(? Y), Ybo) = Yo, Y’(Zo> = Y;, 0.1) 
Numerov’s method is the most popular method. However, Numerov’s method has both algebraic 
order and phase-lag order four. Recently Chawla et al. [l-3] have developed fourth-order and 
sixth-order methods which, when applied to the test equation 
y” = -k2y, k > 0, (1.2) 
have phase-lag of order six or eight, i.e., of order higher than the order of the method. Also, Simos 
and Raptis [4] have developed P-stable Numerov-type methods with minimal phase-lag. Raptis 
and Simos [5] have developed a four-step method with phase-lag of order infinity. Simos [6-81 has 
developed two-step methods (implicit and explicit) with minimial phase-lag or with phase-lag of 
order infinity. 
The purpose of this paper is to introduce, based on two explicit, two-step methods with phsse- 
lag of order eight and ten, a new local error named local phase-lag error. Based on this definition, 
we introduce a variable-step method. 
An application of the variable-step method developed by Raptis and Cash [9,10], and of the 
variable-step method developed in this paper, to the Schrijdinger equation, on the phase-shift 
problem, demonstrates that these new methods are more accurate than previously developed 
finite difference methods. 
2. DESCRIPTION OF THE METHOD 
We have considered the numerical integration of the special second-order initial value problem 
defined by 
Y” = f(r) Y), y(r0) = ~0, y’(r0) = YI, (2.1) 
using two explicit two-step formulae with phase-lags of order eight and ten. 
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2.1. Explicit Two-Step Method with Phase-Lag of Order Ten 
l-k+1 = 2yn - y,,_1 + h2 fn 
% = Ye - ah2(fn+l - 2fn + fn_1> 
in = YVZ - bh2(.?n+l - 2_& + fn_1> 
&I = Y,Z - ch2(&+l - 2f=n + fn_1) 
Yn+l - 2YVx + Yn-1 = ; f;E+1 + 10jn + &_I 
> 
, 
(2.2) 
with 
LTE = L[y](r) = -& h6 3~~~) - 5Y +I [ ,z Iz (g),,, -6OO(a+b+c)Yi$ (g)..] +O(hs) 7 
(2.3) 
There LTE is an abbreviation for local truncation error, j = f (sn,jjn), f = f(xn,&), 
fn = f(z,, sn) and a, b, c are free parameters. 
If we apply this method to the scalar test equation y” = -k2y, setting s = kh we obtain the 
stability polynomial 
Yn+l - 2B(S)Y, + Yn-1. (2.4 
The characteristic equation associated with (2.4) is 
w2 - 2B(s)w + 1 = 0, (2.5) 
where 
P-6) 
Putting w = (1 + z)/(l - z) and substituting into (2.5) we have: 
2271 + B(s)) + 2(1 - B(s)) = 0. (2.7) 
According to [l], (O,H,) is an interval of periodicity of the method (2.2), if the roots of the 
stability polynomial (2.5) are of the form 
w1,2 = exp [f iu(s)] (2.8) 
for all s E (0, I&), where U(S) is real. 
It can be seen that an explicit two-step method has a nonzero interval of periodicity (0, HP), 
if for all s E (O,H,) 
1 f B(s) > 0. (2.9) 
DEFINITION 1. (See [ll-131.) 
For any method corresponding to the stability polynomid (2.4) the quantity 
T(s) = s - cos-‘[B(s)] (2.10) 
is called the dispersion or phase-error or phase-lag of the method. If T(s) = 0 (st+l) as s + 0 
the order of phase-lag is t. 
From (2.10), it is obvious that the phase-lag of a method is the leading term in the expansion 
of 
rco44; B(s)1 (2.11a) 
We have the following theorem. 
THEOREM 1. The method (2.2) with a = l/180, b = l/112, and c = -l/300 has a phase-lag of 
order ten and an interval of periodicity (0,31.70). 
PROOF. Substituting (2.6) into (2.11a), we have that 
cos(s) - B(s) s6(33600bc + 1) do 
S2 
= s4(3OOc + 1) 
720 - 40320 
+ s8(6048000abc + 1) 
3628800 
+,,! (2.11b) 
From (2.11a), we have that the phase-lag is of order ten for values of a, b and c given above. Also, 
1 f B(s) > 0 for all s t (0,31.70). I 
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2.2. Explicit Two-step Method with Phase-Lag of Order Eight [14] 
%+I = 2yn - yn-I + h2fn, 
~7~ = yn - ah2 (fn+l - %I + Al-I) , 
5n = in - bh2 (&+I - ?fi + fn-1) , 
Yn+1- 2Yn + !/n-l = ; (f n+1+ 1o.c + fn-1) 
with 
(2.12) 
LTE = L(y](r) = -A h6 3y$ - 5~,+~ - 600(a + b) y$i $ +O(h*), (2.13) 
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where fn = f (zn, &) , _fn = f (zn, &), and a, b, are free parameters. 
If we apply this method to the scalar test equation y” = -k2y, setting s = kh, we obtain the 
stability polynomial 
Yn+1 - Ws)Yn + Yn-1. (2.14) 
The characteristic equation associated with (2.14) is 
w2 - 2B(s)w + 1 = 0, (2.15) 
where 
B(s) = 1 - % + f + is6(a + b) - i ah*. (2.16) 
Following the same analysis as in Section 2.1, we have the next theorem [14]. 
THEOREM 2. [14] The method (2.12) with a = -1/6OO+m/4200 and b = -1/600-m/4200 
has a phase-lag order eight and an interval of periodicity (0,21&j. I 
3. THE NEW VARIABLE-STEP PROCEDURE 
When integrating the periodic initial-value problem of the form y” = f(s, y), several methods 
can be applied for the estimation of the local truncation error (LTE) [9,15]. Also, several methods 
have been proposed for the estimation of LTE, when integrating the first-order systems of initial 
value ordinary differential equations. 
In this paper, we base our local error estimation technique on an embedded pair of integration 
methods and on the fact that when the phase-lag is minimal then the approximation of the 
solution is better. 
In our variable-step method, we denote the solution obtained using the Numerov-type method 
with algebraic order four and phase-lag order eight, proposed by Simos [14], by ypLL. To obtain 
a higher order solution yPLH, we use the method developed in (2.1) with algebraic order four and 
phase-lag order ten. 
DEFINITION 2. We define the estimated local phase-Zag error (LPLE) in the lower order solution 
by the quantity 
LPLE = y$I; - y,p& (3.1) 
If ACC is an abbreviation requested for the local phase-lag error and the step size of integration 
used for the nth step length is h, the estimated step size for the (n + l)st step which would give 
a local phase-lag error of ACC is 
h (3.2) 
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However, for ease of programming we have restricted all step changes to halving and doubling. 
Thus, the step control procedure which we have actually used is 
(1) if /LPLEl < G, h n+l = 2h, 
(2) if ACC > [LPLEl > $, hn+l = h, 
(3) if ILPLEJ > ACC, h, = f h, and repeat the step. 
For the choice of the arbitrary factor 100 see [9]. 
We note that the local phase-lag error estimate is for the lower order solution ypLL. However, 
if this error estimate is acceptable, i.e., less than ACC, we adopt the widely-used procedure of 
performing local extrapolation [16]. Thus, although we are actually controlling an estimate of 
the local error in the lower phase-lag order solution ypLL, it is the higher order solution yPLH 
which we actually accept at each point. 
In the next section, we present an application to the Schriidinger equation and some numerical 
results to the phase-shift problem. 
In recent 
dimensional 
4. NUMERICAL ILLUSTRATION 
years, there has been considerable interest in the numerical solution of the one- 
SchrBdinger equation 
y”(T) = f(r) y(r) = [Y + V(r) - k2] y(r), (4.1) 
where one boundary condition is y(0) = 0 and the other boundary condition being specified 
at r = 00. Equations of this type occur frequently in theoretical chemistry, astrophysics, laser 
physics, pollution of the atmosphere, nuclear reactions, etc., and there is a need to be able to solve 
them both efficiently and reliably by numerical methods. In (4.1), the function Z(Z + 1)/r2 + V(r) 
is the effective potential which tends to zero with increasing r and k is a real number denoting 
the energy. Boundary value methods are not very popular for the solution of (4.1), due to the 
fact that the problem is posed on an infinite interval and shooting methods need to take into 
account the fact that y’(r) is very large near T = 0. It is, therefore, inappropriate to use standard 
library packages for the solution of (4.1) and, as a result, many alternative methods have been 
proposed in an attempt to solve (4.1) efficiently. 
We investigate the case of positive energies. In this case, in general, the potential function V(r) 
dies away much faster than Z(Z + l)/ r2 so the latter is the predominant term. Then, equation (4.1) 
effectivelv reduces to 
Y 
Y”(T) + 
Z(Z + 1) 
k2 - T2 Y(T) = 0, 
for r greater than some independent value R,. It is well known that the above equation has 
two linearly independent solutions krjl (kr) and krnl (kr), where j, (kr) and nl(kr) are spherical 
Bessel and Neumann functions, respectively. Thus, the asymptotic solution of (4.1) has the form 
y(r) ._y, Akrjl(kr) - Bkrnl(kr) 
rC sin kr-ZK +tanblcos kr-IT 
[( 2) ( 211’ 
(4.2) 
where 61 is the real scattering phase-shift of the Zth partial wave induced by the potential V(r). 
The value of 61 can be computed using the formula 
tan 61 = Y(Tb) s(Ta) - Y(“a) s(Tb) 
Y(ra> c("b) - Y(Tb) c(‘-a> ’ (4.3) 
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where r, and rb are two distinct points in the asymptotic region for which f(ra) f(rb) I 0, 
S(T) = Icrjl(lcr) and C(T) = -krnl(kr). The term 17r/2 in (4.2) is conventional. The reason for 
inserting it is that, with this definition, all phase-shifts vanish when the potential function itself 
vanishes. 
In this section, we present some numerical results to illustrate the performance of our method 
on a problem of practical interest. We consider the numerical integration of the Schrodinger 
equation (4.1) in the well-known case where the potential V(T) is the Lennard-Jones potential 
For the one-dimensional Schrijdinger equation, we have that y(0) = 0. Also, it is well-known 
(see [9] for details) that, for values of z close to the origin, the solution of (4.1) behaves like 
y(r) N cr’+1 as 2 4 0. 
In view of this, we use yi = y(h) = h’+’ as our extra initial condition. 
In Table 1, for comparison purposes, we present the calculated phase-shifts with four digits 
accuracy using the sixth algebraic order method of Raptis and Cash [9] and our fourth algebraic 
order method with phase-lag of order eight [14]. 
In Tables 2 and 3, we present the phase-shifts with three and four decimal places, respectively, 
for several tolerances, the number of steps, and the average step size. 
In Table 4, we present the average of the real time of computation for the results presented in 
Tables 2 and 3. 
In all cases, the variable-step method developed in this paper requires fewer steps and less time 
for computation. 
All computations were carried out on an IBM PC-AT 80386 with an 80387 math coprocessor 
using double precision arithmetic with 14 significant digits accuracy. 
F 
Table 1. 
four decimal places accuracy 
k= 10 h = 0.08 
1 
0 -0.4311 
1 1.0449 
2 -0.7158 
3 0.5687 
4 -1.3858 
5 -0.2984 
6 0.6867 
7 1.5662 
8 -0.8060 
9 -0.1525 
10 0.3778 
True value T 
Phase Shifts 
Calculated Values 
Sixth order method of Fourth order method of 
Raptis and Cash (51 Simos [14] 
-0.4309 0.4311 
1.0447 1.0449 
-0.7155 -0.7158 
0.5683 0.5687 
-1.3854 -1.3858 
-0.2980 -0.2984 
0.6862 0.6867 
1.5657 1.5662 
-0.8054 -0.8060 
-0.1518 -0.1525 
0.3767 0.3777 
1 
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Table 2. 
three decimal places accuracy 
k= 10 ho = 0.02 
Tolerance: 10m6 
1 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
Calculated 
phase shift 
0.431 
1.045 
0.716 
0.569 
-1.386 
-0.298 
0.687 
1.566 
-0.806 
-0.153 
0.378 
Variable-step New Variable 
method of step method 
Raptis and Cash 
h aver No. steps h,,, No. steps 
0.036 153 0.107 45 
0.036 153 0.107 42 
0.036 153 0.107 43 
0.036 146 0.108 43 
0.035 147 0.108 44 
0.035 148 0.108 42 
0.035 149 0.110 43 
0.036 150 0.108 43 
0.036 152 0.111 44 
0.035 146 0.111 40 
0.035 148 0.110 40 
Table 3. 
four decimal places accuracy 
k = 10 ho = 0.01 
Tolerance: lo-* 
1 Calculated Variable-step New Variable 
phase shift method of step method 
Ftaptis and Cash 
h aver No. steps h,,,, No. Steps 
0 -0.4311 0.018 450 0.063 150 
1 1.0449 0.018 450 0.063 152 
2 -0.7158 0.018 451 0.062 152 
3 0.5687 0.018 452 0.062 153 
4 -1.3858 0.018 455 0.062 152 
5 -0.2984 0.018 457 0.063 152 
6 0.6867 0.018 459 0.062 158 
7 1.5662 0.018 447 0.062 152 
8 -0.8060 0.018 442 0.060 152 
9 -0.1525 0.018 446 0.060 154 
Table 4. Average of the real time of computation for the results presented in Tables 2 
and 3. 
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