ABSTRACT In vehicular delay tolerant networks (VDTNs), multicast has been increasingly popular due to new applications, among which large contents such as multimedia files play a major role. Under this circumstance, existing works have failed to provide efficient solutions. To tackle this challenge, in this paper, we introduce data coding into throwbox-based system architecture and propose the optimal coding option scheme under the constraints of memory space. Finally, two data forwarding algorithms are designed. One is applied when data being forwarded from a vehicle to another. The other runs in throwboxes and is used to forward data to vehicles. The extensive trace-driven simulation demonstrates that the proposed method produces shorter delay and higher success rates in comparison with two baseline routing algorithms in VDTNs.
I. INTRODUCTION
The video-recording enabled devices, such as dash cams, become more and more popular in modern vehicles. On the one hand, the recorded contents are often uploaded to Intelligent Transportation Service centers or shared among neighboring vehicles to improve traffic efficiency and safety [1] . On the other hand, the multimedia advertisements dissemination in Vehicular Ad-hoc Network (VANETs) is also one of the promising applications [2] . Thus, the multicast of large data files tends to be a fundamental communication primitive corresponding to these arising demands. Most existing solutions ignore the size of data, i.e., an intermediate vehicle makes the independent decision on whether helping forward a data packet without considering their storage capacity. Such strategies are not feasible in the proposed scenario.
Roadside Units [3] are able to do the multicast to surrounding vehicles in its coverage area. In this paper, we propose to use another auxiliary equipments called Throwboxes. The major differences between roadside units and Throwboxes lie in two aspects. The first one is mobility. Usually roadside units are statically deployed along the road while Throwboxes
The associate editor coordinating the review of this manuscript and approving it for publication was Huan Zhou. are movable according to the requirement. The second is computing and communication capability. Roadside units are often connected to backbone network through fiber cables and has powerful computing performance. Throwboxes rarely provide network connection and has limited computing power. In a word, roadside units are more expensive to deploy and Throwboxes focus on providing additional storage with low cost.
Besides creating more contact opportunities for data exchange in Delay Tolerant Networks (DTNs) [4] - [6] , Throwboxes can partially act as temporary public storage. In our previous work [7] , we have discussed how to assign data packets to appropriate Throwboxes so that the global delivery utility could be maximized. In many cases, transmitting a data packet in whole is not possible or inefficient [8] . The large data file can be fragmented into numerous small data chunks for delivery.
Network coding has been proved to be very efficient for data routing in structured networks [9] . Usually, it is combined with epidemic routing [10] - [12] . However, when the size of data cannot be neglected, epidemic routing is not feasible in the proposed multicast scenario. It is not possible to ask a number of vehicles carry the encoded data fragments so as to increase the chance of decoding. It is urgent to find a place where the coding and storing of data fragments can be done. Therefore, Throwboxes can undertake that job by storing coded data fragments and forwarding them to vehicles passing by. Therefore, different from traditional network coding, this paper focuses on the opportunistic coding at Throwboxes. Other nodes in the network will not propagate coded data fragments. To enable adaption to network dynamics, Throwboxes should be able to be moved from place to place. In this case, they are often powered by batteries, and have no access to the backbone network through wired connections, which inherently means their storage capacity are also limited. Furthermore, renting the space of Throwboxes will incur financial cost to users. As a result, two factors must be considered: (1) which data fragments can be stored at Throwboxes; (2) what is the optimal coding combination between data fragments. Fig. 1 shows an example of the scenario. A large data file F has been divided into three small fragments, i.e., {f 1 , f 2 , f 3 }. There are also three destination vehicles, i.e., {v 1 , v 2 , v 3 }. After a while, some of the destination vehicles have received part of the fragments. For example, v 1 with f 3 , v 2 with f 2 , and v 3 with f 1 and f 2 . If there only exists one space for storing the data fragment of F in the Throwbox T , which one should be kept? As we stated above, by encoding data fragments (such as XOR, linear packet combinations) together, what is the best coding option? Table. 1 shows some possible combinations. From the first coding option f 1 ⊕ f 2 , only the vehicle v 2 can extract the native data fragment f 1 while other two vehicles get nothing they wanted. The second coding option f 1 ⊕ f 3 is better since two vehicles can each decode a data fragment. The coding option f 2 ⊕ f 3 is the best decision which allows all three vehicles to obtain a data fragment.
In this paper, we propose to utilize opportunistic coding only at Throwboxes so as to save memory space and expenditure for large data file multicast in VDTNs. Provided that more data can be put in Throwboxes, the delivery performance can be improved with no doubt. In this scenario, big data files will be partitioned into small data fragments with equal size. The opportunistic decision of which fragments should be coded together, is based on the observation of their appearance in destination vehicles moving around. After that, if the space is still insufficient, the assignment algorithm in our previous work will be applied on top of the opportunistic coding. Our contribution can be summarized in twofold:
1) To the best of our knowledge, this is the first work studying opportunistic coding at Throwboxes in VDTNs. 2) An optimal coding decision at Throwboxes is proposed based on the contact strength between Throwboxes and the destination vehicles, as well as the data fragments distribution in the destination vehicles. The rest of paper is organized as follows: Section II introduces some related works and research challenges. A formal system model is defined in Section III. The opportunistic coding strategy is explained in detail in Section IV, as well as future discussion. In Section V, simulation parameters and results are presented. Finally, Section VI concludes this paper.
II. RELATED WORK
Without the support of backbone network, Vehicular Network will degrade to a typical Delay Tolerant Network which relies on intermittent contacts between mobile vehicles to deliver packets using store-carry-and-forward paradigm [13] . Various requests of data multicasting arise in a lot of applications in DTNs. Some researches have tackled the problem of efficiency improvement of the multicast, such as dynamic multicast tree [14] , distributed network coding [15] , and centrality [16] . These works apply on the scenarios with small data packets. Their efficiency cannot be guaranteed when the data is of large volume.
To tackle the challenges brought by large data size, fragmentation has been utilized in the data routing in DTNs [17] . The authors proposed a novel optimization model by creating two-tier solution space based on the fragmentation, maximizing the probability that the requested data item is successfully delivered before expiration, taking limited buffer space as the constraint metric. Based on that, a specific routing scheme is instantiated, which is supported by the uniform fragmentation and fine-grained path selection. SADF [8] is another fragmentation based strategy. Its contribution lies in the theory of self-adaptive data fragmentation based on historical statistic transmission rate and connection duration between communicating nodes. Then, another question is proposed, based on the fragmentation, could we encode multiple data fragments into one to further reduce storage consumption?
Since the key to improve performance in DTNs is to maximize the utilization of transfer opportunities which are composed of two parts, namely quantity and quality, Throwbox nodes have been introduced into the system [18] , [19] . The major difference between a Throwbox and a Roadside unit is that the prior one often dose not have backbone network support and can be moved from place to place. As far as the storage efficiency of Throwboxes is considered, Banerjee and his colleagues proposed a hardware and software architecture for adapting energy efficient throwboxes [20] . A hardware platform that uses multi-tiered, multi-radio, scalable, solar powered architecture is presented. They employed an approximate heuristic for solving the NP-hard problem of meeting an average power constraint while maximizing the number of bytes transferred by the Throwbox. In [6] , two inter-related issues, namely deployment and routing, are discussed. They provide a comprehensive investigation on the impact of various routing and deployment strategies on network performance. Throwbox placement is a major concern in the related research area. Ying et al. [4] and Li et al. [5] both studied this issue and proposed a set of greedy algorithms which model a time-evolving DTN as a weighted space-time graph and a set of social-based Throwbox placement algorithms by leveraging the social properties discovered from real-life tracing data, respectively. However, there is no previous work which considers the storage efficiency and provides coding places for multicast data routing.
Network coding has been involved in data routing in DTNs by several existing works [21] , [22] . WC-NC [9] is designed by merging the random linear network coding into the DTN routing, together with the replica re-allocation and memory management. By taking comprehensive consideration of current and historical network conditions, a decision-making strategy based on Bayesian Network(BN) is developed to enhance the network robustness and self-adaptivity. Network coding is often associated with epidemic routing [10] . Qin and Feng [10] developed an analytical model to evaluate the data transmission performance of Random Linear Network Coding (RLNC) based epidemic routing in DTNs. They firstly considered that multiple unicast communication sessions compete for limited transmission capacity. The authors in [12] argued that the previous optimistic assumption about network-coding-based epidemic routing (NCER) in delay-tolerant networks (DTNs), severely underestimated data delivery delay and solved this problem successfully by introducing an extra encounter factor δ. Above network coding-based strategies can work efficiently without considering memory limitation. Since they need to generate more data packets which is in contrast to our assumption, they are not feasible to solve the proposed problem. In our work, multiple source vehicles also do multicasting simultaneously. Therefore, we concentrate on the efficient data exchange by opportunistic coding in auxiliary equipments rather than putting more burden on vehicles.
To summarize, previous works have done a lot of exploration in the related area, which builds the foundation and makes it a promising solution, of using opportunistic coding at Throwboxes.
III. SYSTEM MODEL AND PROBLEM FORMULATION
We consider in a Vehicular Delay Tolerant Network, some large data files are going to be forwarded to destination vehicles, where data-transfer relies on intermittent encountering between vehicles and Throwboxes. Let V = {v 1 , v 2 , . . . , v n } be the set of n vehicles and TH = {th 1 , th 2 , . . . , th m } be the set of m Throwboxes in the network. A large data file F is divided into k data fragments, i.e., f
is one of the l destinations of the data file F. Vehicle-vehicle and vehicle-Throwbox contacts are represented by the network contact graph G(T , E), where the number of contacts between a pair of nodes i, j ∈ T , T = V ∪ TH is recorded as the weight of an edge e ij ∈ E. Also, the available memory space of Throwbox th i is noted as CapTH i while that of a vehicle v j is noted as CapV j . All the notations are summarized in Table. 2.
To make it simple, we demonstrate by using coding method (e.g., XOR) between data fragments and try to reduce the number of variables in the expression since the coding decision of multiple operands can get the same result by using its subset which contains exact two operands. The goal of the paper is to develop an efficient strategy to make coding decisions of candidate data fragments and store them in the limited memory space of Throwboxes. To achieve this goal, we first define the coding gain of each coding combination at a particular Throwbox as Def. 1.
Definition 1: The coding gain CGain ω th i (V (F)) at Throwbox th i for data file F is defined as the sum of utility (number of decoded data packets) brought by decoding expectation of each corresponding destination vehicle travelled by:
Therefore, we want to find out the optimal coding option ω. For each coding gain of a particular destination vehicle, it relies on not only how many raw data fragments can be extracted, but also the contact strength between the vehicle and the Throwbox. The later factor is a common metric of the data routing of Delay Tolerant Networks. For example, a code option ω 1 can make v 1 decode a data fragment while a code option ω 2 can make v 2 decode a data fragment. If the number of contacts between the Throwbox and v 1 is more than that between the Throwbox and v 2 , coding option ω 1 should be loaded at the Throwbox so that v 1 can get a data fragment in a short time and later the coding option at the Throwbox will be VOLUME 7, 2019 updated to ω 2 . If we do the contrary, apparently, the efficiency is lower. One of the ways to find the optimal coding option is to exhaust all the possibilities [23] . For example, for all ω i ∈ , to test Eq. 1, and then decide which is the best coding option. The overall time complexity is O(l(2 k − 1)). When l and k is quite large, the time complexity approximates to O(n2 n ) which is considerably inefficient. Thus, one the basic goal of the paper can be written as:
In Eq. 2, the constraint means that all the coding options stored at a particular Throwbox th i should not exceed the maximal allowed memory availability. The allowance depends on the total memory space and usage of the Throwbox. This equation only gives the goal of maximizing a single file F at a single Throwbox th i . For a global optimization of multiple source files and multiple throwboxes will be discussed in the extension section. In the next section, we will first present how to apply opportunistic coding at a single Throwbox for one source file.
IV. THROWBOX BASED OPPORTUNISTIC CODING
From above discussion we know that the performance of directly using data packets distribution among Throwboxes is easily bounded by the available memory space in Throwboxes. Considering that much of popular contents in VDTNs are multimedia data, they are often delivered in a fragmented manner [13] , since tiny messages can be easily delivered using cellular networks with little cost. For multiple small data fragments, we can further encode them so as to save space. The target vehicle can decode part of original data fragments if it already has the other part, and finally obtain all the data packets. Data is exchanged between vehicles and vehicles and also between Throwboxes and vehicles. Data transmission process in VDTNs can mainly be divided into two aspects: data forwarding between two vehicles, data forwarding between a vehicle and a Throwbox. Therefore, we explain our method in two different algorithms, namely, the data forwarding between vehicles and the data forwarding between vehicles and Throwboxes. One algorithm to solve data forwarding between vehicles is derived from our previous work [24] . In the other algorithm, the data fragments are encoded in Throwboxes based on historical encountering information to tackle the memory limitation problem.
A. THE DATA FORWARDING BETWEEN VEHICLES
The existing ProHet [25] algorithm judges the probability of encountering between the current vehicle and the destination vehicle based on the historical information, and forwards the data to the vehicle that has a higher probability of encountering with the destination vehicle. Regarding the challenge of memory space, as shown in Alg. 1, first we consider the 
// Packet p i that is on v 2 has greater utility than v 1 ; 7:
end if 9: end for 10: Sort data fragments in U in descending order, pick each p j from the top; 11: for p j ∈ U do 12: if CapV 2 − s(p j ) ≥ 0 then 13: p j → v 2 ; 14:
15:
end if 17 : end for 18: Step 2:v 2 → v 1 packets from v 2 to v 1 ; 19: repeat as step 1; data transmitted from vehicle v 1 to v 2 . For a data fragment with large delivery utility on v 2 , we put it in the candidate set U . Then the elements in set U are sorted in descending order according to the value of utility. After that, the scheme start attempting to transfer data to v 2 in order. If there is enough memory on v 2 , the transfer will continue, and if the memory is insufficient, the transferred will be stopped. The transferring of data from v 2 to v 1 follows the same rule.
In Alg. 1, d(v i ) stands for the set of data fragments already owned by the vehicle v i . val ( v i , p j ) represents the delivery utility when the data fragment p j is located in the vehicle
it means putting p i in v 2 will gain better opportunity of delivering it to its destinations than in v 1 . The algorithm first checks all the delivery utility of data fragments in v 1 with that in v 2 , puts all the desired data fragments in a set U . After that, the algorithm sorts the data fragments by their delivery utility in descending order, and forwards it to the relay vehicle until the memory capacity is not enough.
Step 2 is doing the same procedure, the only difference is to forward data fragments from v 2 to v 1 .
B. THE DATA FORWARDING BETWEEN THE VEHICLE AND THROWBOX
Now we consider the data fragments exchange between vehicles and Throwboxes. The coding option will be evaluated from two operands to any number of operands.
1) CODING OPTION WITH TWO OPERANDS
in this section, we present how to select the optimal coding option according to the historical encountering information. The encountering pattern between vehicles and Throwboxes is analyzed and processed, and the most suitable code is selected and put into the Throwbox. Each coding option is aiming at a particular data file and its destination vehicles.
Since Use the same figure as the example, we can get the following matrix as shown in Eq. 3. Each row is calculated as this: since the coding option f 1 ⊕ f 3 and f 2 ⊕ f 3 are all effective (Def. 2) two-operands options for v 3 , we increase the count of each original data fragment by 1 if it appears in an optimal coding option. We increase it by two if it appears twice, and repeat this operation. Then we have the row for v 3 is (1, 1, 2) . Rows for v 1 and v 2 are handled by using the same procedure. We then have the last row which element is the sum of each column. According to the last row, we adopt the two original data fragments which have the largest count as the coding option. In this example, f 2 ⊕ f 3 will be selected. The total coding gain is:
If there are more than one optimal coding options, we randomly choose one among them. However, current solution totally ignore the contact information between the Throwbox and destination vehicles. As discussed above, the contact strength between different destination vehicles and the Throwbox is not equal, this should be considered when making decision on what coding option should be adopted by the Throwbox. Therefore we define a coefficient θ to reflect the contact history between the Throwbox and destination vehicles. One thing also needs to be mentioned, θ is calculated based on a fixed time period, i.e., T , which depends on the dynamic of the traffic. In this paper, we will omit the discuss on how to get T since it is not the major concern in our solution. Let θ k ij be based on the contact strength (could be the number of contacts, or contact duration, etc.) between the Throwbox th i and vehicle v j , k means this is the kth time the Throwbox encounters the vehicle. Some possible calculation of θ k ij could be: Fig. 2 shows another example where each destination vehicle already has a data fragment. v 1 and v 2 pass the Throwbox only once while v 3 passes it three times. Without θ, we can get the matrix as Eq. 6.
In this case, since all the original data fragments have the same count, we can randomly select any two of them to be encoded. If we introduce θ as Eq. 4, the matrix will be recalculated, the result is shown as Eq. 7. The coding option can either be
When there are more than one available memory slots in Throwbox th i , the coding option will be calculated iteratively. The first coding option will be calculated as above. Then according to the first coding option, we add virtual original data fragment to each destination vehicle according to what VOLUME 7, 2019 they can extract from the previous coding option. After that, based on the current fragments owning status, the second coding option will be computed, and so on. We still use Fig. 2 as an example. Assume that we have chosen f 1 ⊕ f 2 as the first coding option, the virtual data fragments f 1 and f 2 will be added to vehicles v 2 and v 3 respectively. Based on that, we can have the new matrix as shown in Eq. 8. Upon this time, either f 1 ⊕ f 3 or f 2 ⊕ f 3 could be the second coding option.
2) CODING OPTION WITH ANY NUMBER OF OPERANDS
suppose there is an arbitrarily chosen number of operands, say r (r ≤ k), we first illustrate the method to calculate the optimal coding option for the given number of operands.
Proposition 1: the optimal coding option of r operands can be derived by correspondingly setting the number of operands of effective XOR expressions to r.
Explanation: First, the method will calculate all effective r operands coding options and accumulate them in the matrix. Second, the coding option with maximal total value will have more opportunity to extract most original data.
If r is given, the time complexity of finding the optimal coding option is O(lC r k ). However, if r is not given, we have to test all the situation where r = 1, 2, . . . , k. In that case, the time complexity becomes O(n2 n ). Consider that for any destination vehicle v i owning a set of original data fragments P v i (F) ⊆ P(F), and N v i (F) means the total number of original data fragments of set P v i (F), the number of effective coding option must be less or equal to N v i (F), namely, r = 1, 2, . . . , N v i (F) + 1. For example, if destination vehicle v 1 already has the original data fragment set {f 1 , f 3 }, then the number of XOR operands could be 1, 2 and 3, i.e., f 2 , f 1 ⊕ f 2 , f 1 ⊕ f 2 ⊕ f 3 are all effective for v 1 respectively. Any XOR expression with more than N v i (F) operands is not feasible, e.g.,
is the optimal number of operands for a file F at the Throwbox th i , it can be inferred that r F th i ≤ |V th i (F)|, where V th i ⊆ V (F), is the set of destination vehicles passed by the Throwbox th i , because each vehicle can only extract one original data fragment from a coding option. At the same time, in a coding option, the more operands means more diversity to be decoded. For a group of destination vehicles, the optimal number of operands is bounded by the vehicles which has the smallest set of original data fragments. Thus, we give the optimal number of operands as below:
where |V th i (F)| is the number of distinguished destinations vehicles which travelled by the Throwbox. We use two examples to explain the idea. Suppose there are three destination vehicles v 1 , v 2 and v 3 , each has a set of original data fragment as {f 1 , f 2 }, {f 1 , f 3 } and {f 2 , f 3 } respectively. According to Eq. 9, the optimal number of XOR operands should be min{3, 2 + 1} = 3. Then we apply the method mentioned in Section IV.B, and get the optimal coding option as f 1 ⊕f 2 ⊕f 3 . From this coding option, each destination vehicle can get the original data as f 3 , f 1 and f 2 . The corresponding matrix is shown as Eq. 10:
In the second example, there are also three destination vehicles v 1 , v 2 and v 3 , each has a set of original data fragment as {f 1 , f 2 , f 4 }, {f 1 , f 2 , f 3 } and {f 3 } respectively. Also according to Eq. 9, the optimal number of XOR operands should be min{3, 1 + 1} = 2. Same as above, we apply the method mentioned in Section IV.B, and get the optimal coding option as f 3 ⊕ f 4 . From this coding option, each destination vehicle can get the original data as f 3 , f 4 and f 4 . The corresponding matrix is shown as Eq. 11:
To reflect different contact strength between the Throwbox and a specific vehicle, the number of contacts θ k ij is introduced similar to the previous subsection.
3) OPPORTUNISTIC CODING ALGORITHM FOR DATA FORWARDING now we propose Alg. 2, which will use above scheme to make the optimal data forwarding decision at a Throwbox. First the original data fragments is encoded according to the history information in the Throwbox. Upon encountering any destination vehicle, the encoded data is sent to the vehicle and the vehicle decodes the data correspondingly. Since the proposed method uses a matrix to record the history information, there are two different strategy to update the matrix, (1)instant and (2) period based. Regarding instant strategy, each time when a destination vehicle travels near the Throwbox, the method will update the value inside the matrix with the coefficient θ . The inherent idea of this design is that it can adapt to dynamic situations and up-to-date contact information. The disadvantage is that in some cases the updating may be too frequent which may cause the same trembling problem as some cache replacement algorithms in operating systems. Also, the contact information long ago is still put influence on the current decision. The period based strategy will set up a period T , the updating occurs every period of T time. The previous record will be cleared so that the current decision is only based on the newest contact information. The advantage of this strategy is that it focuses on current status so that Algorithm 2 The Data Forwarding Between the Vehicle and Throwbox.
Input:
The vehicle v 1 ,the Throwbox th 2 , timer t; Output:
The coding option being forwarded to v 1 , updated coding option in th 2 ; 1: if v 1 is the target vehicle then 2: v 1 get encoded data from th 2 and decode it if possible; 3: record the information of v 1 ; 4: t ← t + 1; 5: end if 6: if t ≥ T then 7: // end of one cycle,refresh; 8: t ← 0; 9: update code option to maximize CGain ω th 2 (V (F)) according to Eq. 2; 10: end if aged information will bring little impact on the decision. The disadvantage is that it cannot adapt to the realtime change of traffics. Two strategies are suitable for different scenarios. In this paper, we adopt the second strategy, namely, the period based one. Normally, T can be fixed, e.g., a day (24 hours) is divided into 12 time slots where a period of T equals to two hours. According to the data from the real trace, the traffic varies at different time period, say, midnight, morning peak hour, noon, afternoon peak hour, etc. Therefore, in this paper, we user dynamic T to match different traffic pattern. Now we have the algorithm for the opportunistic coding at Throwboxes, another question is where do the original data fragments from. If the Throwbox is connected with backbone network, it is with no doubt that it can have all the data. However, if the Throwbox is detached from the network, the original data packets must be from the vehicles around. In Alg. 2 line 9, the algorithm will choose the optimal code option in a descending order. For example, initially there is nothing in the Throwbox, upon encountering a destination vehicle with data fragment {f 1 , f 2 }, the optimal coding option should be f 3 . However, there is no f 3 in the Throwbox, finally, one of f 1 or f 2 will be chosen to be put in the Throwbox according to a probability.
For cases there are multiple Throwboxes, the discrete calculation of distributed coding options can hardly achieve the global optimal since a destination vehicle may go through a number of Throwboxes. Therefore, the coding option must be consider in a centralized manner and find the best assignment to each Throwbox, which is the major part of our future work.
C. EXTENSION OF MULTIPLE SOURCE AND MULTIPLE THROWBOXES
To tackle the problem of multiple source and multiple Throwboxes, the first step of delivering a data packet to appropriate multiple destinations is finding the Throwboxes which have the best opportunity to contact with those destinations. Since Throwboxes have storage limitation and multiple source nodes are doing multi-cast simultaneously, we need find the optimal distribution of data packets among these Throwboxes so as to improve delivery ratio and reduce latency. Suppose each data packet x in Throwbox y will have a delivery probability of P y (x). Our goal is to maximize the global delivery efficiency, therefore the problem can be formalized as Eq. 12:
Definition 3: The Delivery Probability P y (x) of the data packet x in the Throwbox y is defined as the normalized probability that x could meet all possible destinations
Here we do not consider retransmissions and error probability of communications during each encounter since for a long period of time, it can be viewed as a uniform distribution. Each time a destination vehicle passing by a Throwbox in the effective communication range, it creates an encounter with the Throwbox. Thus, when a Throwbox has higher contact frequency with a destination vehicle, it apparently has higher chance to successfully deliver the data packet. However, there are multiple destinations in the system so that each Throwbox will have different contact frequency with each destinations. Then we calculate the delivery probability as shown in Eq. 13.
In Eq. 13, D(x) stands for the destination set of the data packet x, F z y (x) denotes the contact amount of the data packet x in the Throwbox y to the destination z. Generally speaking, the calculation of the delivery probability considers the contact frequency for each destination among all Throwboxes as well as among all other destinations. Finally, this can be settled by solving a many-to-many bipartite matching.
V. EVALUATION AND RESULTS
In this section, we present the extensive experiments which evaluate the performance of the proposed algorithm. The simulations were conducted using UMassDieselNet data from crawdad [18] . The data trace consists of cruise trajectory of 20 buses, and 3 fixed Throwboxes along the bus routes. The area of the region where the buses operate is about 150 square miles. The trace contains data of 29 days. In the experiment we simulate two source vehicles which are multicasting two large data files simultaneously. For each data file, the initial number of destinations is 2, and we tested situations with more destination vehicles. Both the source vehicles and the destination vehicles are randomly selected among the 20 buses. Each large data file is divided into some small data fragments with the same size, and the small packets eventually participate in transmissions. The initial number of fragments is 4, later in the extensive simulation, we will adjust the number to evaluate the performance. For simplicity, we assume the channel condition is perfect. In order to prevent the impact of the selection of the source vehicle and the target vehicle on the result, we did simulation for 100 times respectively, and analyzed the average results. Table. 3 shows the used parameters in simulation with relevant description.
A. PERFORMANCE METRICS
To evaluate the performance and the cost of the proposed scheme, five evaluation parameters are selected, i.e., delivery delay, average latency, delivery ratio, hop count and number of forwardings. Performance metrics are described in detail respectively as follows.
• Delivery delay: The time period that from the beginning until the last destination vehicle gets all data fragments. This is a major indicator for evaluating this paper's algorithm. The smaller the delay, the faster the destination vehicle obtains all data packets, which indicates that the algorithm is better.
• Delivery ratio: The probability of obtaining the complete data packet in the destination vehicle, that is, the ratio of the number of destination vehicles obtaining the complete data packet to the total number of destination vehicles. The larger the value, the more destination vehicles get full data.
• Average latency: The metric delivery delay can tell the worst case while the average latency can present the view of the major situation. It is the average of elapsed time of the destination vehicles that have obtained the complete data fragments.
• Number of forwardings: The number of packet transmissions.
• Hop Count: How many hops have the data fragments been passed till the end of the program. There may be multiple data packet transmissions in a hop, so its value is greater than the forwarding value. 
B. EVALUATED ROUTING ALGORITHMS
• NoTB: There are only vehicles but no any Throwbox in VANETs. This means only vehicles are involved in data transmission. Throwboxes do not participate in.
• TB: There are vehicles and Throwboxes in VANETs. Throwboxes are treated as ordinary vehicles. Throwboxes can increase the probability of data transmission with more opportunities to contact with others. No assignment and no coding is made in this algorithm.
• TBCode: There are vehicles and Throwboxes in VANETs. Opportunistic coding and make many-tomany assignments are applied to Throwboxes.
C. RATIO OF DESTINATION VEHICLES
We evaluated our algorithm from three different aspects. The first one is the different ratio of destination vehicles. In this scenario, we are going to test the algorithm under different traffic loads. The more the destination vehicles, the more burden on multicast algorithm. In the simulation, we set the number of destination vehicles as 2, 4, 6, 8, 10, 12, and 14, that is, 10%, 20%, 30%, 40%, 50%, 60%, and 70% of the total number of vehicles. Fig. 3(a) shows that although with the increasing of the number of destination vehicles, the performance of three algorithms drops, the TBCode achieves the best performance. However, if the number of destination is large enough, the performance of three algorithms gets closer. The performance of NoTB and TB is close which means by just deploying Throwboxes without coding in large data multicasting scenario, little performance improvement can be achieved. In Fig. 3(a) , the last destination vehicle can get all of the original data faster by adopting TBCode algorithm. At the same time, TBCode can achieve better delivery ratio than other two algorithms as shown in Fig. 3(b) , and the ratio increases while the number of destination increases. The average latency in Fig. 3(c) demonstrates that the proposed TBCode is stable for the majority of destination vehicles. Except rising at the beginning, it remains around 1 × 10 6 no matter how many are the destination vehicles. Fig. 4 (a) shows that the number of hop count of TBcode is in the middle of TB and NoTB algorithms. It means each data fragment needs to travel longer route to reach the destinations. They both increase with the destination vehicles. However, TBCode is only a little above the algorithm without Throwboxes and below the algorithm with Throwboxes but not utilizing coding. From and Fig. 4 (b) , we can see that TBCode achieves the lowest forwarding amount which means it improve the contact efficiency.
D. NUMBER OF DATA FRAGMENTS
We then evaluate three algorithms under the condition of different data size, i.e., the number of data fragments. We know that it is more difficult for the system to multicast the data when its size is very large. With the increasing of packets, the network performance decreases due to the limitation of storage. Fig. 5 shows the performance parameters of NoTB, TB, and TBCode decrease correspondingly. And Fig. 5 (a) shows that the latency of the data packets obtained by each destination vehicle is significantly increased, and the delivery ratio is also significantly reduced (Fig. 5(b) ). However, the performance of TBCode is still the best among the three algorithms. Fig. 5(c) shows that the average latency for the destination vehicle to obtain the data packet is decreasing because the number of destination vehicles of the obtained data packet is decreasing as well. The subsequent increase in TBCode time is caused by the large number of data packets at this time, and it takes a relatively long time to maintain a relatively high delivery ratio. Fig. 6 (a) and (b) show that after data fragments are encoded on the Throwbox, it makes full use of the Throwboxes contact to help its transmission to the destination vehicles. The number of forwarding decreases, indicating that it fully utilizes the contact between vehicles and Throwboxes. The performance gap between NoTB and TB is not very large, but TB can get data delivered relatively quickly comparing with NoTB. The strange behavior of the curves in Fig. 6(a) is that the hop count decreases a littler after a sharp increase like a cycle. The reason might be that, in this experiment, the number of destination vehicles are fixed at 2.
E. TIME PERIOD
As stated in the previous section, regarding the algorithm of opportunistic coding, the updating period T will affect the performance. Therefore, we did experiment to evaluate the impact of this period T . We set T equal to half an hour, 1 hour, 1.5 hour, 2 hours, 3 hours and 4 hours respectively. Since other two algorithms do not utilize T so that their performance remains a constant line. In Fig. 7(a) , while T equals to 0.5 hour, the proposed algorithm can achieve the lowest delivery delay. When the time interval increases above 2 hours, it has little impact on the performance. When we look at the delivery ratio, however, it drops with the increasing of the time interval as can be seen in Fig. 7(b) . The insight is that the data fragments on the Throwbox is too old and most destination vehicle may already have them. Fig. 7(c) shows a very interesting phenomenon. The average latency increases first and then drops. The reason of dropping is that many destination vehicles cannot receive all the data fragments so they are not counted in the average latency which can be predicted from delivery ratio. number of forwardings drop slowly. However, it does not mean the cost is less when interval time increases. The reason behind the decreasing of cost is the decreasing of delivery ratio, which represents that less relaying or forwarding have taken place.
VI. CONCLUSIONS
In this paper, we explored opportunistic coding in Throwboxes to enhance the performance of large content multicasting in VDTNs. First, the deployment of Throwboxes created more relay opportunities and provides additional memory space. Then, we further divided the large content into data fragments and applied coding between them. The proposed method carefully chooses the best coding option at Throwboxes so that more data delivery with less storage occupation is achieved. Finally we compared our method with other algorithms by trace-driven simulations. The results show that our work achieved better performance.
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