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NONDOUBLING CALDERO´N-ZYGMUND THEORY
—A DYADIC APPROACH—
JOSE´ M. CONDE-ALONSO AND JAVIER PARCET
Abstract. Given a measure µ of polynomial growth, we refine a deep result by David and Mattila
to construct an atomic martingale filtration of supp(µ) which provides the right framework for a
dyadic form of nondoubling harmonic analysis. Despite this filtration being highly irregular, its
atoms are comparable to balls in the given metric —which in turn are all doubling— and satisfy
a weaker but crucial form of regularity. Our dyadic formulation is effective to address three basic
questions:
i) A dyadic form of Tolsa’s RBMO space which contains it.
ii) Lerner’s domination and A2-type bounds for nondoubling measures.
iii) A noncommutative form of nonhomogeneous Caldero´n-Zygmund theory.
Our martingale RBMO space preserves the crucial properties of Tolsa’s original definition and
reveals its interpolation behavior with the Lp scale in the category of Banach spaces, unknown so
far. On the other hand, due to some known obstructions for Haar shifts and related concepts over
nondoubling measures, our pointwise domination theorem via sparsity naturally deviates from its
doubling analogue. In a different direction, matrix-valued harmonic analysis over noncommutative
Lp spaces has recently produced profound applications. Our analogue for nondoubling measures
was expected for quite some time. Finally, we also find a dyadic form of the Caldero´n-Zygmund
decomposition which unifies those by Tolsa and Lo´pez-Sa´nchez/Martell/Parcet.
Introduction
Originally inspired by the analysis of the Cauchy transform over non-Lipschitz curves in the
complex plane, nonhomogeneous harmonic analysis has received much attention in the last twenty
years. The theory has evolved in many different directions and nowadays a large portion of classical
Caldero´n-Zygmund theory has been successfully transferred. Cotlar’s inequality, Lp boundedness
of singular integrals, the BMO class of John and Nirenberg, or Tb theorems have nonhomogeneous
counterparts when the underlying metric measure space (Ω, d, µ) is only assumed to have polynomial
growth. This means that balls are only assumed to satisfy the inequality µ(B(x, r)) . rn for all
x ∈ Ω, every r > 0 and some positive number n. A very nice comprehensive survey on the
subject can be consulted in [33]. In a different direction, dyadic techniques and more general
probabilistic methods are among the most effective tools in the homogeneous setting, where the
doubling condition µ(B(x, 2r)) . µ(B(x, r)) holds for all balls in the space. Dyadic maximal and
dyadic square functions usually present a better behavior than their centered analogues due to their
martingale nature, which has been largely exploited for doubling measures. Moreover, in the last
decade or so we also find in the literature new and simple dyadic operators whose properties have
deep consequences in Caldero´n-Zygmund theory. Indeed, Petermichl discovered in [28] that the
Hilbert transform can be represented as an average of simpler dyadic operators called Haar shifts.
Its implication in the so-called A2 conjecture led Hyto¨nen to generalize this representation theorem
to other Caldero´n-Zygmund operators [13]. Slightly earlier, Lerner also introduced in [19] his
profound median oscillation formula from which he later discovered a surprising dyadic domination
principle for Caldero´n-Zygmund operators, to which we shall go back later. Lerner’s results go far
beyond the fact that they yield a very simple approach to the A2 conjecture. Unfortunately, despite
some isolated exceptions like the remarkable use of random dyadic lattices by Nazarov, Treil and
Volberg in [26] or the recent analysis of Haar shifts in [22], dyadic and more elaborated probabilistic
techniques have not been explored systematically in the context of nondoubling measures.
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The purpose of this paper is to provide the tools for a dyadic form of nondoubling harmonic
analysis and to answer some basic questions in the theory as applications of this approach. More
precisely, our main motivations and results are the following:
A. Dyadic filtrations. Let (Ω, µ) be a σ-finite measure space equipped with an increasing filtration
of σ-subalgebras Σ1,Σ2,Σ3, . . . whose union is dense in (Ω, µ). Let us write Ek for the corresponding
set of conditional expectations. The concept of regularity for martingale filtrations imposes that
Ekf . Ek−1f for all measurable f : Ω→ C. The similarity with the doubling condition is clear and
in fact regularity reduces to dyadic doublingness for dyadic lattices. An elementary observation
prior to developing dyadic harmonic analysis over nondoubling measures is that doublingness and
dyadic doublingness are certainly very different concepts. Indeed, despite the existence of many
doubling balls in measure spaces with polynomial growth, dyadically doubling lattices are not to be
expected in general. A more reasonable aim is to construct an atomic martingale filtration whose
atoms are comparable to balls, which in turn are all doubling. Any such filtration will generally be
highly irregular, but fortunately this is not a serious obstruction for most of the key Lp martingale
inequalities. In addition, we could also hope for an alternative form of regularity more adapted to
the necessities in harmonic analysis. This is made precise in theorem A below, which confirms and
makes rigorous the belief —somehow reflected in our recent work [3, 4]— on a strong relationship
between nondoubling measures and irregular filtrations satisfying the conditions above. Recall that
a ball B(x, r) is called (α, β)-doubling when µ(B(x, αr)) ≤ βµ(B(x, r)).
Theorem A. Let µ be a measure of n-polynomial growth on Rd. Then there exist positive constants
α, β > 100 and a two-sided filtration {Σk : k ∈ Z} of atomic σ-algebras of supp(µ) that satisfy the
following properties, where Π(Σ) denotes the set of atoms in the filtration :
i) The σ-algebras Σk are increasingly nested.
ii) The union of L∞(Rd,Σk, µ) is weak-∗ dense in L∞(µ).
iii) If Q ∈ Π(Σ), there exists an (α, β)-doubling ball BQ with BQ ⊂ Q ⊂ 28BQ.
iv) If x ∈ Q ∈ Π(Σ), then
R =
⋂
S∈Π(Σ)
S)Q
S ⇒
∫
αBR\56BQ
dµ(y)
|x− y|n .n,d,α,β 1.
Our proof is based on a refinement of a remarkable construction by David and Mattila [7] that we
shall modify to fit our needs. As pointed above, the fact that all atoms in Π(Σ) are doubling comes at
the price of a highly irregular filtration Σ which is far from being dyadically doubling. Remarkably,
property iv) yields a weaker form of regularity —key for our applications— considered for the first
time by Tolsa [30]. One could say that this construction plays the role in the nonhomogeneous
setting of the dyadic lattice for the Lebesgue measure.
B. Dyadic BMO spaces. A BMO space is a set of functions which enjoy bounded mean oscillation
in a certain sense. Both mean and oscillation can be measured in many different ways. Most
frequently we find BMO spaces referred to averages over balls in a metric measure space, but we
may replace these averages by conditional expectations with respect to a martingale filtration or
even by the action of a nicely behaved semigroup of operators. The relationship between metric and
martingale BMO spaces is well-understood for doubling measures. Indeed, expanding ideas from
Garnett and Jones [8], the metric BMO space is equivalent to a finite intersection of martingale BMO
spaces over dyadic two-sided filtrations whose atoms look like balls. John-Nirenberg inequalities
and the Fefferman-Stein duality theorem still hold for these larger BMO spaces of martingales,
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which also serve as an interpolation endpoint for the Lp scale. In the nonhomogeneous setting and
for certain nondoubling measures satisfying some weak concentration at the boundary, martingale
filtrations have provided a framework to define satisfactory BMO spaces [3]. Our aim here is to
construct a dyadic form of Tolsa’s RBMO space [30] —a nonhomogeneous analogue of BMO for
measures of polynomial growth— which contains it and enjoys the fundamental properties above.
Tolsa’s RBMO space is very satisfactory since it yields endpoint estimates for singular integrals
and also Lp estimates via interpolation of operators. Surprisingly, it seems to be still open the
problem of whether RBMO(µ) gives the desired interpolation results with the Lp scale in the
category of Banach spaces. Our dyadic RBMO space —RBMOΣ(µ) in what follows— is nothing
but the martingale BMO space defined over the filtration constructed in theorem A. It models
RBMO(µ) in a way similar to how dyadic BMO models the classical BMO space.
Theorem B. The space RBMOΣ(µ) satisfies :
i) RBMO(µ) ⊂ RBMOΣ(µ).
ii) John-Nirenberg inequality and Fefferman-Stein duality theory.
iii) Interpolation in the category of Banach spaces
[RBMOΣ(µ), L1(µ)] 1
p
= Lp(µ) for 1 < p <∞.
We also have [L∞(µ),H1Σ(µ)] 1p = Lp(µ) for the predual H
1
Σ(µ) of RBMOΣ(µ).
An immediate consequence of properties i) and iii) above is that Tolsa’s RBMO enjoys the same
interpolation properties, which solves the problem recalled above. A curiosity —which we shall
justify in the more general context of theorem D below— is that Caldero´n-Zygmund extrapolation
holds for kernels satisfying the Ho¨rmander condition, instead of the stronger and commonly used
Lipschitz smoothness. In addition, theorems A and B are not limited to the Euclidean setting (Rd, µ)
but also hold for any upper doubling metric measure space (Ω, µ), see remark 2.3. Properties ii)
and iii) follow from the martingale nature of RBMOΣ(µ), while property i) exploits the structure
of Σ. It is precisely property i) what makes RBMOΣ(µ) special among martingale BMO spaces
because Caldero´n-Zygmund operators map L∞(µ) into RBMOΣ(µ).
C. Oscillation and dyadic domination. Consider an atomic filtration {Σk : k ∈ Z} in (Ω, µ)
whose atoms —measurable sets that are not decomposable into smaller measurable sets— are
denoted by Π(Σ). Given Q ∈ Π(Σ), let us write 〈f〉Q = −
∫
Q
fdµ = µ(Q)−1
∫
Q
fdµ for the µ-average
of f over Q. Working with Euclidean spaces, the Lebesgue measure and the standard dyadic
filtration —so that Π(Σ) becomes the set of all dyadic cubes— Haar shift operators take the form
f 7→
∑
Q,R∈Π(Σ)
αQR 〈f〉QχR
with αQR = 0 when the generations of Q and R are very far apart. This difference between
generations is called the complexity of the operator. Lerner’s median oscillation formula [19] relates
the value of a general function f at a point x to its oscillations on a particularly nice family of
dyadic cubes containing x. This led to a highly unexpected upper bound for Caldero´n-Zygmund
operators —first in norm [20] and pointwise afterwards [5, 21], see also the recent papers [16, 18]
for more general operators— in terms of very simple dyadic operators
|Tf(x)| .
∑
j∈J
Aj |f |(x) with Ajf =
∑
Q∈Sj
〈f〉QχQ,
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where J in the above formula is finite and the sets of cubes Sj are sparse families —whose definition
is given in section 3— which depend on T and f . This dyadic domination principle is so accurate that
it encodes all the smoothness subtleties of Caldero´n-Zygmund operators by the sparseness of certain
positive dyadic operators. Beyond its intrinsic depth, it also yields what can be arguably considered
the simplest approach to the A2 theorem. The first result in this direction for nondoubling measures
is due to Ha¨nninnen [10], who has recently extended Lerner’s oscillation formula, but his approach
was too limited to provide pointwise domination of nondoubling Caldero´n-Zygmund operators by
sparse shifts or to explore related weighted inequalities.
Our dyadic approach here is simple enough to deduce the pointwise dyadic domination and
related A2 bounds from Ha¨nninen’s oscillation formula. Both results hold for standard nondoubling
Caldero´n-Zygmund operators —whose definition is postponed to the body of the paper— in terms
of sparse operators adapted to our filtration Σ from theorem A. However, as we just indicated
above, dyadic covering lemmas are not available in our setting. Also, the negative results in [22]
suggest that even if they were available, boundedness of high complexity dyadic shifts by sparse
operators is not to be expected. Therefore, we are forced to introduce a modification in our formula
which includes a nicely behaved maximal operator
Mcf(x) = sup
r>0
1
µ(B(x, 5r))
∫
B(x,r)
|f | dµ.
Theorem C. Let µ be a measure of n-polynomial growth on Rd and let Σ = {Σk : k ∈ Z} the
atomic filtration from theorem A. Given a Caldero´n-Zygmund operator T , the following pointwise
estimate holds for certain µ-sparse family S ⊂ Π(Σ)
Tf(x) .d,n,µ
∑
Q∈S
[
inf
y∈Q
Mcf(y)
]
χQ(x).
In particular, if w is an A2 weight with respect to µ, we have∥∥T : L2(wdµ)→ L2(wdµ)∥∥ .d,n,µ [w]2A2(µ).
At this point, it is important to note that a stronger A2 bound —linear in the A2-characteristic
in line with the doubling A2 theorem— was announced in [16, theorem 5.1] as the result of a
personal communication between Treil and Volberg with Lacey. At the time of this writing and
after several contacts with Lacey and Volberg, it seems that such assertion was based on a pointwise
domination theorem which was not properly justified, and therefore the announced A2-bound cannot
be considered to be proven so far. Besides the obstruction to use high complexity Haar shifts,
Lacey’s approach [16] and subsequent work [18] do not immediately generalize to the nondoubling
setting. In particular, it is not absolutely clear that Theorem C above is suboptimal.
D. Matrix-valued harmonic analysis. Caldero´n-Zygmund operators which act on matrix-valued
functions were investigated for the first time in [27]. In fact, the aim for estimates independent
of the matrix size allows to replace matrices by arbitrary von Neumann algebras at almost no
cost. This particular instance of noncommutative Caldero´n-Zygmund theory —semicommutative
algebras over Euclidean spaces equipped with the Lebesgue measure— has been the main tool in
the recent solution of the Nazarov-Peller conjecture [1] and it has also served to obtain pioneering
results on smooth Fourier multipliers with nonabelian frequencies [14]. In addition, it provides
the optimal behavior of Lp constants which improves Bourgain’s UMD approach. These are strong
applications which naturally motivate the study of nondoubling Caldero´n-Zygmund operators acting
NONDOUBLING CALDERO´N-ZYGMUND THEORY — A DYADIC APPROACH 5
on matrix-valued functions. In fact, both endpoint estimates for p = 1,∞ have been open for quite
some time. Potential applications of it point towards the convergence of Fourier series which
are frequency supported by free groups. The noncommutative setting goes beyond vector-valued
harmonic analysis and introduces a number of genuine new difficulties from the lack of points
after quantization, details can be found in [14, 27]. At this point, the theory of noncommutative
martingale Lp inequalities —nowadays well-stablished— becomes crucial in conjunction with our
martingale approach towards nondoubling harmonic analysis. This combination yields an operator
valued form of RBMOΣ(µ) —denote by RBMOΣ(A) in what follows— which admits the expected
endpoint estimate for p = ∞, so that Caldero´n-Zygmund extrapolation holds by interpolation
and duality. The definition of Caldero´n-Zygmund operator in this context —for which we impose
noncommutative forms of the size and Ho¨rmander kernel conditions— and other notions from
operator algebra will be given in the body of the paper.
Theorem D. Let µ be a measure of n-polynomial growth on Rd and let Σ = {Σk : k ∈ Z} be the
atomic filtration from theorem A. Let A = L∞(µ)⊗¯M for some noncommutative measure space
(M, τ) and equip A with its natural trace ϕ = µ⊗ τ . Then, every L2-bounded Caldero´n-Zygmund
operator satisfies T : A → RBMOΣ(A). Moreover, Lp-boundedness follows for 1 < p < ∞ by
interpolation and duality, which also hold in this case.
Finally, the properties of the martingale filtration Σ yield a dyadic form of Caldero´n-Zygmund
decomposition for functions in L1(µ). It resembles the classical one although the irregularity of Σ
forces to subtract the average over the ancestors of the maximal cubes instead of the actual maximal
cubes. This is very similar to the Caldero´n-Zygmund-Gundy decomposition in [22] but goes beyond
it, since we can deduce the weak type (1, 1) bound for Caldero´n-Zygmund operators from it. In
summary, this new Caldero´n-Zygmund type decomposition —theorem 3.2 in the text— unifies the
decompositions in [22, 31] and admits potential applications in the noncommutative setting.
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Mattila’s construction and for several fruitful discussions on the content of this paper. Both authors
were partially supported by CSIC Project PIE 201650E030 and also by ICMAT Severo Ochoa Grant
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1. A lattice of cubes and a doubling nonregular filtration
For the rest of the paper, fix a Radon measure µ on Rd of normalized n-polynomial growth, that
is, one for which µ(B(x, r)) ≤ rn for all x ∈ Rd and r > 0. Even though we work on Rd, we will
only be concerned with what happens on the support of the measure µ. Thus, we will slightly abuse
notation denoting by B the intersection of the set B with supp(µ). Another way of thinking about
this is to assume that whenever we write a relation between sets, we mean that it holds up to a
set of µ-measure 0. To build the doubling filtration Σ as stated in the introduction, we will modify
a construction that is due to David and Mattila [7, theorem 3.2]. We give the precise statement
that we need below, the main novelty being the presence of arbitrarily large cubes and the “lack
of quadrants”, which means that whenever we take the union of all the ancestors of a given cube
in the lattice we get the full support of the measure µ. This particular feature will be necessary to
ensure that the space of BMO type constructed in section 2 interpolates with Lp(µ).
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Proposition 1.1. Let µ be of n-polynomial growth on Rd and fix α ≥ 100 and β = α` for some
` ≥ d+1. Then, there exist A β of the form A = α`m and a sequence of partitions D = {Dk}k∈Z
of supp(µ), whose elements are called cubes, with the following properties:
i) The partitions are nested, so that Q ∩R ∈ {∅, Q,R} for any pair of cubes Q,R.
ii) For each k ∈ Z and Q ∈ Dk, there exists xQ ∈ supp(µ) and a radius r(Q) ∼β A−k such
that the balls BQ = B(xQ, r(Q)) satisfy:
• BQ ∩ supp(µ) ⊂ Q ⊂ 28BQ ∩ supp(µ).
• The balls 5BQ associated to cubes of the same generation are pairwise disjoint.
iii) For each Q, either BQ is (α, β)-doubling or else µ(αBQ) < β
−iµ(αi+1BQ) whenever αi ≤ β.
iv) For every k ∈ Z and every Q ∈ Dk,
supp(µ) ⊂
⋃
R cube
R⊃Q
R.
In the proof of proposition 1.1 we shall use the 5R covering lemma allowing ourselves to choose
a particular ball. The modification of the proof is trivial, but we record the statement precisely for
the sake of clarity.
Lemma 1.2. Let A ⊂ Rd be a set such that each x ∈ A has an associated ball Bx with radius rx.
Pick some x0 ∈ A such that rx0 ≥ 12 supx∈A rx. Then, there exists a subcollection B = {Bj}j∈N ⊂{Bx}x∈A satisfying:
• The balls in B are pairwise disjoint.
• A ⊂ ∪j5Bj.
• Bx0 ∈ B.
The family {Bj}j is called the 5R-covering of A associated to x0.
Proof of proposition 1.1. The proof of theorem 3.2 of [7] is highly technical and long. Our version
uses most of the steps of its proof —although we cannot apply the theorem directly—, and therefore
we will only explain the relevant changes to avoid the repetition of arguments that we do not modify.
First choose the constant A as the smallest constant of the form αm` that is greater than the constant
A0 that appears in theorem 3.2 of [7]. Since µ has n-polynomial growth, for µ-almost every point
x, the sequence {B(x, 78βαj)}j∈N contains infinitely many (α, β)-doubling balls. Fix one such point
x0. There exists i ∈ {0, 1, . . . ,m` − 1} such that the subsequence composed of balls whose radii
r = 78βα
j satisfy
j mod (m`) = i
contains infinitely many (α, β)-doubling balls. Now, for each generation k ∈ Z, we proceed as in
the proof of [7, theorem 3.2], except for the point x0:
• For each k ∈ Z and x ∈ supp(µ), x 6= x0, we choose a radius rk(x) such that
αiA−k ≤ rk(x) ≤ βαiA−k
according to the following algorithm: either rk(x) is chosen so that B(x, rk(x)) is (α, β)-
doubling or, if there are no (α, β)-doubling balls with radii satisfying the equation above,
we take rk(x) = α
iA−k.
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• For x = x0, if the ball B(x0, 78βαiA−k) is (α, β)-doubling, we choose rk(x0) = 78βαiA−k.
Notice that, by the above reasoning, we make this choice infinitely many times. If
B(x0,
7
8
βαiA−k)
is not (α, β)-doubling, we choose rk(x0) as in the previous item.
We now fix k, and apply lemma 1.2 to {B(x, 5rk(x))}x∈supp(µ) to obtain the 5R-covering of
supp(µ) associated to x0, whenever it is possible. This happens infinitely many times by our
choices of rk(x0). Otherwise, we just apply lemma 1.2 without specifying the point. In either
case, the resulting family is the family of disjoint balls 5BQ associated with the cubes of generation
k. The rest of the proof of properties (i) − (iii) is exactly that of theorem 3.2 in [7]. Notice
that the arguments there do not depend on the size of the cubes being uniformly bounded. This
yields a collection D = ∪k∈ZDk with the mentioned properties. It only remains to show that our
construction does not have “quadrants”. But this is easy: given any cube Q ∈ D , there exists some
R ∈ D whose associated ball BR = BR(x0, r(x0)) intersects it, because there are arbitrarily large
balls of this kind centered at x0. Thus, the claim trivially follows. 
Remark 1.3. By the proof of theorem 3.2 of [7], the cubes in D have small boundaries: for each
Q ∈ Dk and i ∈ Z+, define
N exti (Q) = {x ∈ supp(µ) \Q : dist(x,Q) < A−k−i},
N inti (Q) = {x ∈ Q : dist(x, supp(µ) \Q) < A−k−i}.
Then µ(N exti (Q) ∪N inti (Q)) ≤ (cdβ−3d−1A)−iµ(90BQ).
Remark 1.4. By a modification of the arguments above one may force the apparition of quadrants
in the construction of proposition 1.1. A quadrant is a proper subset E of Rd such that a cube
Q ∈ D that is contained in E has all of its ancestors lying inside E; or, equivalently, a proper subset
of Rd that is a union of sets in Dk for all k ∈ Z. This is clearly seen, for example, in the case of the
real line with the Gaussian measure γ, the probability measure with density given by
dγ(x) =
1√
2pi
e−|x|
2/2dx.
γ is nondoubling, but all intervals of the form [0, a] are (2, 2)-doubling. Therefore, if in the proof
we choose the sequence of centers {Ak}k∈Z+ instead of the point x0, and then we repeat the steps
of the proof, we will get that the intervals [0, 2Ak], for k ∈ Z+, belong to the resulting system D .
This divides the real line in the usual two quadrants.
Using proposition 1.1 we may now build the filtration Σ and prove theorem A. We say that a
cube Q ∈ D is (α, β)-doubling if its associated ball BQ is (α, β)-doubling.
Proof of theorem A. The basic idea of the construction is to exploit the abundance of doubling
cubes in D by constructing a filtration only with them. By lemma 5.28 in [7], given any cube
R ∈ D , there exists a (pairwise disjoint) collection of cubes {Qi} ⊂ D which are (α, β)-doubling
and such that
(1.1) µ
(
R \
⋃
i
Qi
)
= 0.
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On the other hand, by the construction of proposition 1.1, any cube Q ∈ D is contained in an
(α, β)-doubling cube R ∈ D . Therefore, we may construct the filtration Σ = {Σk}k∈Z as follows:
• We start with any (α, β)-doubling cube Q0 ∈ D . We proclaim that Q0 ∈ Π(Σ0).
• The parent (in Σ) Q̂0 ofQ0 is the smallest (α, β)-doubling cube ofD that contains (properly)
Q0. Notice that Q̂0 exists by item (iv) of proposition 1.1. We proclaim that Q̂0 belongs to
Π(Σ−1).
• Inductively, for j ≥ 1 we define the (j+1)-th ancestor of Q0 as the smallest (α, β)-doubling
cube of D that contains (properly) the j-th ancestor of Q0. We proclaim that it belongs to
Π(Σ−j−1). Notice that the union of the j-th ancestors of Q0, j ≥ 1, covers the whole space
supp(µ).
• Given a cube Q ∈ Π(Σ), its children (in Σ) are the maximal (α, β)-doubling cubes of D
that are properly contained in Q. These always cover Q by (1.1). Notice that our definition
is consistent: the j-th ancestor of Q0 is always a child of the (j + 1)-th ancestor of Q0. In
general, we say that a cube R ∈ Π(Σ) belongs to Σk if its parent R̂ belongs to Π(Σk−1).
The previous items define the whole filtration Σ = {Σk}k∈Z. Also, notice that Π(Σ) ⊂ D . The
construction immediately yields the properties (i) and (iii) in the statement of theorem A. Also,
the Lebesgue differentiation theorem holds for sets in Σ, which means that for µ-a.e. x ∈ supp(µ),
f(x) = lim
x∈Q∈Π(Σ)
r(BQ)→0
〈f〉Q if f ∈ Lloc1 (µ).
This implies that ∪kL∞(Rd,Σk, µ) is weak-∗ dense in L∞(µ), so we have (ii). To prove (iv), we
need to introduce some notation about ancestors of general cubes Q, and not only for the Q0 (which
will no longer play an important role). These will be used throughout the rest of the paper. If
k0 < k1, we will denote the unique cube R ∈ Dk0 which contains Q ∈ Dk1 by Q(k1−k0). We will
also denote by Q̂ the smallest cube in Σ that properly contains Q ∈ Σ, and write gen(T ) = k if
T ∈ Dk. The proof of (iv) now follows from the following observation, which constitutes lemma
5.31 in [7]: if Q ⊂ R are cubes in D and if all intermediate cubes T ∈ D (that is, all T ∈ D such
that Q ( T ( R) are not (α, β)-doubling, then
(1.2) µ(αBT ) ≤ A−10n(gen(T )−gen(R)−1)µ(αBR).
Indeed, taking into account (1.2), we may compute for x ∈ Q∫
αBQ̂\56BQ
1
|x− y|n dµ(y) . 1 +
gen(Q)−gen(Q̂)∑
j=1
∫
αB
Q(j)
\αB
Q(j−1)
1
|x− y|n dµ(y)
. 1 +
gen(Q)−gen(Q̂)∑
j=1
µ(αBQ(j))
r(BQ(j−1))
n
≤ 1 +
gen(Q)−gen(Q̂)∑
j=1
An gen(Q
(j−1))A−10n(gen(Q
(j))−gen(Q̂)−1)µ(αBQ̂)
. 1 + µ(αBQ̂)A
n gen(Q̂)
gen(Q)−gen(Q̂)∑
j=1
A−9nj . 1.
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This ends the proof of theorem A. 
Remark 1.5. Notice that (iv) in theorem A is similar to a property that holds for sequences of
concentric nondoubling cubes in Rd and was key for the construction in [30] (and in the weak (1, 1)
inequality in [31]). Here we reinterpret it as a (weak) regularity of the filtration Σ.
2. A martingale BMO for nondoubling measures
As we explained in the introduction, we define our dyadic RBMO space, RBMOΣ(µ), as the
martingale BMO space associated with the filtration Σ constructed in section 1. We choose the
values α = 2 · 282 and β = αd+1. Given a probability (or σ-finite) measure space (Ω, ν) and a
bilateral filtration F = {Fk}k∈Z, its associated martingale BMO space is the space of ν-measurable
functions f with norm
‖f‖BMO := sup
k∈Z
∥∥∥EFk ∣∣f − EFk−1f ∣∣2∥∥∥ 12
L∞(ν)
.
The definition of the martingale BMO norm and the classical one are somewhat different since in
the martingale case we subtract EFk−1f instead of EFkf . This turns out to be very relevant because
it is what ensures that the martingale BMO spaces interpolate regardless of the regularity of the
filtration F . In case one subtracted EFkf in the definition, the resulting space, denoted as bmo,
has different interpolation properties in the general case, see [3, 9] for more details and background
on martingale BMO spaces. In our case F = Σ is an atomic filtration, and therefore we have the
expression
‖f‖RBMOΣ = sup
k∈Z
∥∥∥EΣk ∣∣f − EΣk−1f ∣∣2∥∥∥ 12
L∞(µ)
∼ sup
k∈Z
∥∥EΣk ∣∣f − EΣk−1f ∣∣∥∥L∞(µ)
= sup
Q∈Π(Σ)
1
µ(Q)
∫
Q
∣∣∣f − 〈f〉Q̂∣∣∣ dµ.
The equivalence of norms in the second step above follows from the John-Nirenberg inequality, which
holds for all martingale BMO spaces (see below), and hence for RBMOΣ(µ). We have arrived to
an expression which we can compare to another one for the RBMO norm of Tolsa, as we shall see
now. Given two balls B1, B2 in Rd, we define
KB1,B2 := 1 +
NB1,B2∑
j=0
µ(2jB1)
r(2jB1)n
,
where NQ,R is the smallest positive integer ` such that B2 ⊂ 2`B1. According to lemma 2.10 (c) of
[30] and the fact that the definition of the space does not change if we use balls instead of cubes, a
function f belongs to RBMO(µ) if and only if the following quantity is finite:
‖f‖RBMO(µ) = max {‖f‖∗, ‖f‖d} <∞,
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where
‖f‖∗ = sup
B (2,β)−doubling
B ball
1
µ(B)
∫
B
|f − 〈f〉B | dµ,
‖f‖d = sup
B1,B2 (2,β)−doubling
B1⊂B2
|〈f〉B1 − 〈f〉B2 |
KB1,B2
.
Let us now justify the first item in theorem B. We want to show that
RBMO(µ) ⊂ RBMOΣ(µ),
that is,
‖f‖RBMOΣ(µ) . ‖f‖RBMO(µ)
for all functions f ∈ RBMO(µ). The proof is just a computation for the norm in RBMOΣ(µ). Fix
some k ∈ Z and Q ∈ Π(Σk) and split into pieces as follows:
−
∫
Q
∣∣∣f − 〈f〉Q̂∣∣∣ dµ ≤ −∫
Q
|f − 〈f〉Q| dµ+
∣∣∣〈f〉Q − 〈f〉Q̂∣∣∣
≤ 3−
∫
Q
∣∣f − 〈f〉28BQ ∣∣ dµ+−∫
Q̂
∣∣∣f − 〈f〉28BQ̂ ∣∣∣ dµ+ ∣∣∣〈f〉28BQ − 〈f〉28BQ̂ ∣∣∣
= I + II + III.
Now, since BQ ⊂ Q ⊂ 28BQ and we have chosen α so that BQ is (α, β)-doubling (which in particular
implies that 28BQ is (2, β)-doubling), we can estimate
I ≤ 3 1
µ(Q)
∫
28BQ
∣∣f − 〈f〉28BQ ∣∣ dµ . −∫
28BQ
∣∣f − 〈f〉28BQ ∣∣ dµ ≤ ‖f‖RBMO(µ),
and similarly for II. We are left with III. On the one hand, we have
BQ ⊂ Q ⊂ Q̂ ⊂ 28BQ̂,
and therefore 28BQ ⊂ 282BQ̂. So, we can write∣∣∣〈f〉28BQ − 〈f〉28BQ̂ ∣∣∣ ≤ ∣∣∣〈f〉28BQ − 〈f〉282BQ̂ ∣∣∣+ ∣∣∣〈f〉282BQ̂ − 〈f〉28BQ̂ ∣∣∣ .
We have that the three balls 28BQ, 28BQ̂ and 28
2BQ̂ are (2, β)-doubling. By definition, K28BQ̂,282BQ̂ .
1, which implies
∣∣∣〈f〉282BQ̂ − 〈f〉28BQ̂ ∣∣∣ ∼
∣∣∣〈f〉282BQ̂ − 〈f〉28BQ̂ ∣∣∣
K28BQ̂,282BQ̂
≤ ‖f‖RBMO(µ).
Finally, one can check (see again [30]) that
KB1,B2 ∼ 1 +
∫
r(B1)≤|y−xB1 |≤r(B2)
1
|y − xB1 |n
dµ(y).
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Therefore, we can apply item (iv) of theorem A to the cubes Q and Q̂ with x = xQ to obtain
K28BQ,282BQ̂ . 1 +
∫
αBQ̂\56BQ
1
|xQ − y|n dµ(y) . 1,
which also implies that ∣∣∣〈f〉28BQ − 〈f〉282BQ̂ ∣∣∣ . ‖f‖RBMO(µ).
The above argument provides an interpretation of the geometric coefficients KB1,B2 in terms of the
martingale structure that we have built. In particular, one can see that if Q ⊂ R are such that
Q ∈ Π(Σk1) and R ∈ Π(Σk2) then KBQ,BR ∼ k1 − k2. This justifies why we view item (iv) of
theorem A as some sort of regularity of Σ.
Remark 2.1. The inclusion RBMO(µ) ⊂ RBMOΣ(µ) can be —and generally will be— strict. An
instance of this can be seen by taking the example of the Gaussian measure in R at the end of the
previous section and considering the function f(x) = e|x|
2
log(|x|), see also [3] for a similar example.
Notice that our definition of RBMOΣ(µ) is somewhat simpler than that of RBMO(µ). However,
as we have just seen it is at least as powerful. However, the use of a martingale BMO norm —in
which we subtract EΣk−1 when we average over atoms of Σk— yields the rest of the good properties
claimed in the statement of theorem B essentially for free. Indeed, the John-Nirenberg property for
martingale spaces (see [9] for the proof), that we already used, implies that
‖f‖RBMOΣ(µ) ∼p sup
k∈Z
∥∥EΣk ∣∣f − EΣk−1f ∣∣p∥∥ 1p∞ , 1 ≤ p <∞.
We now focus our attention on the predual of RBMOΣ(µ), which will be denoted by H
1
Σ(µ). Since
RBMOΣ(µ) is a martingale BMO space, its predual is the subspace of L1(µ) functions with norm
given by
‖f‖H1Σ(µ) =
∥∥∥∥∥∥
(∑
k∈Z
|Dkf |2
) 1
2
∥∥∥∥∥∥
L1(µ)
.
Here Dk = EΣk − EΣk−1 is the k-th martingale difference operator. This is the standard expression
of the norm in martingale H1 spaces. On the other hand, in [30] the predual of RBMO(µ) was
described as a space of functions decomposable into atomic blocks, a generalization of the classical
atoms that span the usual Euclidean H1 space. A connection between the two worlds is again given
by martingale theory: as was shown in [4], one can find an atomic block decomposition for functions
in any martingale H1 space. Let us briefly describe it in the setting of H
1
Σ(µ): a function b is said
to be a p-atomic block, 1 < p ≤ ∞, if the following conditions are satisfied:
• There exists some k ∈ Z such that EΣkb = 0.
• b = ∑j λjaj , where λj are scalars and aj are Lp functions such that
(1) supp(aj) ⊂ Aj ∈ Σkj , kj ≥ k.
(2) ‖aj‖Lp(µ) ≤ µ(Aj)−1/p
′
(kj − k + 1)−1.
To each p-atomic block we attach the quantity
|b|H1Σ(µ) =
∑
j
|λj |.
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Finally, one has the following alternative expression for the norm in H1Σ(µ):
‖f‖H1Σ(µ) ∼p inff=∑i bi=∑i,j λijaij
bi p−atomic blocks
∑
i,j
|λij |.
The above expression is very similar to the one for the norm of the predual of RBMO(µ), although
ours yields a greater quantity. This is proven by the inclusion RBMO(µ) ⊂ RBMOΣ(µ) and duality.
However, it is also easy to find a direct proof, whose details are left to the interested reader. Finally,
interpolation holds for RBMOΣ(µ) because it holds for any martingale BMO space, see [9]. This
concludes the proof of theorem B.
A consequence of the inclusion RBMO(µ) ⊂ RBMOΣ(µ) is that RBMO(µ) interpolates as
a function space. This is something that was not achieved in [30], where only interpolation of
operators was considered.
Corollary 2.2. RBMOΣ(µ) serves as an interpolation endpoint with respect to the Lp(µ) scale.
That is, we have
[RBMO(µ), L1(µ)]1/p ' Lp(µ),
with equivalent norms.
Proof. Indeed, since martingale BMO spaces serve as interpolation endpoints, we have
Lp(µ) = [L∞(µ), L1(µ)]1/p
⊆ [RBMO(µ), L1(µ)]1/p
⊆ [RBMOΣ(µ), L1(µ)]1/p ' Lp(µ).

Remark 2.3. Theorem A holds true in the setting of geometrically doubling metric spaces. There-
fore, all our results up to now generalize in a natural way to the context of geometrically doubling
metric spaces equipped with an upper doubling measure (see [12] for details).
3. Caldero´n-Zygmund operators
We now consider applications to Caldero´n-Zygmund theory of our results in the previous sections.
For us, a (n-dimensional) Caldero´n-Zygmund operator T will be a linear operator which is bounded
on L2(µ) with an associated kernel k for which the representation
Tf(x) =
∫
k(x, y)f(y)dµ(y)
holds for x away from the support of sufficiently nice f . Additionally, the kernel k is assumed to
satisfy the standard size condition and Lipschitz smoothness:
|k(x, y)| . 1|x− y|n when x 6= y,
|k(x, y)− k(x′, y)|+ |k(y, x)− k(y, x′)| . 1|x− y|n
|x− x′|γ
|x− y|γ when |x− x
′| ≤ 1
2
|x− y|.
Under these conditions, we know from [30] that T maps L∞(µ) into RBMO(µ) and therefore
T : L∞(µ) → RBMOΣ(µ), by the inclusion RBMO(µ) ⊂ RBMOΣ(µ). A direct proof is also
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possible, but we will postpone it until the next section, in which we will consider a more general
setting that includes this —and, in fact, one in which Tolsa’s RBMO space is not defined—.
We shall now focus on the proof of theorem C. Our starting point is a result of Ha¨nninen (see
[10]) which is a generalization of the so-called Lerner’s formula in [19]. To state it, we need to
introduce some terminology: a family of measurable sets S is called η-sparse (or only sparse if
η = 1/2) if for each A ∈ S, there exists a measurable EA ⊂ A with two properties:
• µ(EA) ≥ ηµ(A).
• For each pair A,B ∈ S with A 6= B, EA ∩ EB = ∅.
The λ-oscillation of a function f on a set A, denoted ωλ(f ;A), is defined as
ωλ(f ;A) = inf
A′⊂A
µ(A′)≥λµ(A)
sup
x,y∈A′
|f(x)− f(y)| .
Finally, a median of a function f on a set A is a (possibly non unique) number mA(f) which satisfies
max {µ (A ∩ {f > mA(f)}) , µ (A ∩ {f < mA(f)})} ≤ 1
2
µ(A).
We can now restate Ha¨nninen’s theorem in the way that we intend to use it: fix some set Q0 ∈ Π(Σk)
for some k ∈ Z. Then there exists a sparse family S of sets in Π(Σ) such that
(3.1) |f −mQ0(f)|χQ0 .λ
∑
Q∈S
(
ωλ(f ;Q) +
∣∣∣mQ(f)−mQ̂(f)∣∣∣)χQ,
for any measurable f which is supported on Q0. In [10], (3.1) is stated for a filtration of σ-algebras
of dyadic cubes on Rd. However, its proof works for any filtration of atomic σ-algebras, so we can
use the result with the filtration Σ. We can use this version of Lerner’s oscillation formula to prove
theorem C.
Proof of theorem C. Fix a function f , and assume qualitatively that it belongs to L1(µ) and has
compact support contained in Q0 ∈ Π(Σ). We apply (3.1) to Tf to obtain
(3.2) |Tf(x)−mQ0(Tf)|χQ0(x) .
∑
Q∈S
(
ωλ(Tf ;Q) +
∣∣∣mQ(Tf)−mQ̂(Tf)∣∣∣)χQ(x).
We now estimate each of the terms in (3.2) separately. On the one hand, we may decompose
Tf = T (fχ56BQ)+T (χ(56BQ)c) =: Tf1 +Tf2. Then, by the weak (1, 1) boundedness of T ([25, 31]),
we get that
µ
({
x ∈ Q : |T (f1)| > C1µ(Q)−1
∫
|f1|dµ
})
≤ ‖T‖L1(µ)→L1,∞(µ)C−11 µ(Q).
Therefore, choosing C1 = C1(µ, ‖T‖L1(µ)→L1,∞(µ)) appropriately, we get
µ
({
x ∈ Q : |T (f1)| > C1µ(Q)−1
∫
|f1|dµ
})
≤ 1
4
µ(Q)
(say) and therefore
ωλ(Tf1;Q) .
1
µ(αBQ)
∫
56BQ
|f | dµ
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(recall that BQ is doubling). On the other hand, if x, y ∈ Q, we have
|Tf2(x)− Tf2(y)| ≤
∞∑
j=0
∫
56B
Q(j+1)
\56B
Q(j)
|k(x, z)− k(y, z)||f(z)|dµ(z)
.
∞∑
j=0
A−γj
1
r(BQ(j))
n
∫
56B
Q(j+1)
|f(z)|dµ(z)
. sup
j
1
µ(αBQ(j+1))
∫
56B
Q(j+1)
|f | dµ.
Therefore, we arrive at
ωλ(Tf,Q) . inf
x∈Q
M˜Df(x)
for some 1/4 < λ < 1/2. We are left with the median term, for which we use the notation
mQ,x(f(x, y)) for the median in the x variable of the two variable function f(x, y). Using the
monotonicity and linearity (for constants!) of the median we get
|mQ(Tf)−mQ̂(Tf)| = |mQ,x(mQ̂,y(Tf(x)− Tf(y)))|
≤ |mQ(T (fχ56BQ))|+ |mQ̂(T (fχ56BQ̂))|+ sup
x∈Q
|T (fχ56BQ̂\56BQ)(x)|
+ sup
x,y∈Q
∞∑
j=1
∫
56B
Q̂(j+1)
\56B
Q̂(j)
|k(x, z)− k(y, z)||f(z)|dµ(z)
=: I + II + III + IV.
For I and II we just use again that BQ and BQ̂ are doubling and the weak type (1, 1) of T to get
I + II . 1
µ(αBQ)
∫
56BQ
|f | dµ+ 1
µ(αBQ̂)
∫
56BQ̂
|f | dµ.
The term III is estimated arguing as in the proof of the inclusion RBMO(µ) ⊂ RBMOΣ(µ). If
x ∈ Q, then
|T (fχ56BQ̂\56BQ)(x)| ≤
∑
j≥0
Q(j)⊂Q̂
∫
56B
Q(j+1)
\56B
Q(j)
|k(x, y)||f(y)|dµ(y)
.
∑
j≥0
Q(j)⊂Q̂
1
r(BQ(j))
n
∫
56B
Q(j+1)
|f |dµ
.
(
sup
j
1
µ(αBQ(j+1))
∫
56B
Q(j+1)
|f |dµ
) ∑
j≥0
Q(j)⊂Q̂
µ(αBQ(j+1))
r(αBQ(j+1))
n
. inf
y∈Q
M˜Df(y),
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where we define
M˜Df(x) = sup
x∈Q∈D
1
µ(αBQ)
∫
56BQ
|f | dµ.
In the last step above we have used (1.2) as in the proof of theorem A. Finally, the term IV is
smaller than one of the terms that already appeared in the estimate of the oscillation. We also have
to deal with the term mQ0(Tf), but this is done in the usual way: since f is supported on Q0, we
have
mQ0(Tf) ≤ 2
‖Tf‖L1,∞(µ)
µ(Q0)
. 〈|f |〉Q0 ,
so we can add the resulting quantity to the right hand side of the estimate via the triangle inequality.
This may change the sparseness constant of the family S that we have enlarged with the addition
of Q0 from
1
2 to
1
4 . The proof of the pointwise estimate is completed. We can therefore shift our
attention to the weighted estimate. We say that a nonnegative locally integrable w which is positive
a.e. is an A2(µ) weight if
[w]A2(µ) := sup
Q (α′,β′)−doubling
w(Q)
µ(Q)
w−1(Q)
µ(Q)
.
In the formula above, we denote as usual w(Q) =
∫
Q
w dµ and w−1(Q) =
∫
Q
1/w dµ, and the pair
α′, β′ > (α′)d is fixed. The sets Q may be Euclidean balls or cubes with sides parallel to the axes.
It does not matter which of them we use, up to a change in the associated doublingness constants.
We have
|Tf(x)| .
∑
Q∈S
〈M˜Df〉56BQχQ(x) =: A˜S
(
M˜Df
)
(x).
To control the maximal term, we start with a pointwise estimate. We are going to use a dyadic
covering lemma like, say, the one in [2]. This means that there exist d + 1 usual dyadic systems
denoted by D˜j , 0 ≤ j ≤ d, such that for any ball B, we can find a dyadic cube Q′ ∈ D˜j for some j
such that
B ⊂ Q′ ⊂ cdB.
Assume α has been chosen so big that
56BQ ⊂ Q′ ⊂ α
2d
BQ.
This implies that Q′ is (2, β)-doubling. Then, given x ∈ Q and its associated Q′ ∈ D˜j for some j,
we can compute
1
µ(αBQ)
∫
56BQ
|f | dµ =
(
w(Q′)
µ(αBQ)
w−1(Q′)
µ(Q′)
)
µ(Q′)
w(Q′)
1
w−1(Q′)
∫
Q′
(|f |w) w−1dµ
≤ [w]A2(µ)
µ(Q′)
w(Q′)
inf
y∈Q′
Mw
−1dµ
D˜j
(|f |w)(y)
≤ [w]A2(µ)
1
w(Q′)
∫
Q′
Mw
−1dµ
D˜j
(|f |w) dµ
≤ [w]A2(µ) inf
y∈Q′
Mwdµ
D˜j
(
Mw
−1dµ
D˜j
(|f |w)w−1
)
(y)
≤ [w]A2(µ)MwdµD˜j
(
Mw
−1dµ
D˜j
(|f |w)w−1
)
(x),
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where
Mν
D˜j
f(x) = sup
x∈Q∈D˜j
ν(Q)−1
∫
Q
|f | dν.
Now, since Mν
D˜j
is bounded on L2(ν) with norm independent of ν, we get
‖M˜Df‖L2(wdµ) ≤ [w]A2(µ)
d∑
j=0
∥∥∥Mwdµ
D˜j
(
Mw
−1dµ
D˜j
(|f |w)w−1
)∥∥∥
L2(wdµ)
. [w]A2(µ) max
0≤j≤d
∥∥∥Mw−1dµ
D˜j
(|f |w)
∥∥∥
L2(w−1dµ)
. [w]A2(µ)‖f‖L2(wdµ).
On the other hand, all Q ∈ S are doubling, which means that each ball 56BQ is contained in a
dyadic cube Q′ ∈ D˜j for some j ∈ {0, . . . , d} which is (α′, β)-doubling. The family of associated
cubes {Q′}Q∈S is then η-sparse, for some η that only depends on α′ and d. Then, we may apply
the argument in [6] (to d+ 1 η-sparse dyadic operators) to conclude
‖AS‖L2(wdµ)→L2(wdµ) . [w]A2(µ),
which yields the desired result. 
Remark 3.1. It may be that the bound that we have found for the norm of T in terms of [w]A2(µ)
is not the best possible. Definitely, it is not for the Lebesgue measure, and in that case our method
is not optimal. In any case one may wonder, in view of the results in [32], if the quantity [w]A2 is
the most natural one to study the dependence on the weight in the nondoubling setting.
We end this section with a discussion on Caldero´n-Zygmund decompositions for general measures.
The classical decomposition is a tool that allows to decompose an integrable function into pieces
that are well suited for Caldero´n-Zygmund estimates, yielding the weak type (1, 1) inequality for
L2-bounded Caldero´n-Zygmund operators. The same decomposition can be used to study the weak
type (1, 1) boundedness of dyadic models like Haar shifts. However, when the underlying measure
is nondoubling, as in the setting of this paper, singular integrals and their dyadic models require
different tools adapted to their particular structure. On the one hand, since centered dilations
of balls/cubes are important for Caldero´n-Zygmund operators —to ensure that one goes far away
from the diagonal in kernel estimates— Tolsa’s decomposition (see [31]) has a centered nature, and
dyadic systems do not play any role in it. On the other hand, the problem with the study of Haar
shifts associated to a dyadic lattice D˜ —when the complexity is nonzero; otherwise, the problem was
understood long ago via Gundy’s martingale decomposition— is related to the interaction between
cubes an their dyadic ancestors. The ‘right’ decomposition in this case, found in [22], reads as
follows: given f ∈ L1(µ) and a height λ > 0, if {Qj}j is the family of maximal dyadic cubes with
respect to the property 〈|f |〉Q > λ, then f = g + b+ β, where
b =
∑
j
bj =
∑
j
(f − 〈f〉Qj )χQj and
∑
j
‖bj‖L1(µ) . ‖f‖L1(µ),
β =
∑
j
βj =
∑
j
(〈f〉Qj − 〈f〉Q(1)j )
(
χQj −
µ(Qj)
µ(Q
(1)
j )
χ
Q
(1)
j
)
; and
∑
j
‖βj‖L1(µ) . ‖f‖L1(µ),
g = f − b− β, ‖g‖L2(µ) . λ‖f‖1.
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Notice that the maximal cubes Qj need not be doubling. Interestingly, it turns out that the natural
condition on the measure µ in this case is not the polynomial growth condition, but equilibration.
In the one-dimensional case, this means the following: if the brother of a cube Q is Qb, define
m(Q) =
µ(Q)µ(Qb)
µ(Q(1))2
.
Then a locally finite Borel measure µ is equilibrated if m(Q) ∼ m(Q(1)) for all Q ∈ D˜ , a condition
that is neither implied nor implies linear growth. As a consequence of this, Haar shift theory and
Caldero´n-Zygmund theory are different when µ is nondoubling. However, if we substitute the dyadic
system D˜ by the filtration Σ, we obtain a simple unified approach to both theories/decompositions:
Theorem 3.2. Let 0 ≤ f ∈ L1(µ) and λ > 0 (or λ > ‖f‖L1(µ)/‖µ‖ if µ is finite). Consider the
family of maximal sets of Π(Σ) with respect to the property 〈f〉Q > λ. We can write f = g + β˜,
where
β˜ =
∑
k∈Z
ϕk =
∑
k∈Z
∑
Q∈Π(Σk)
Q maximal
(
fχQ − EΣk−1 [fχQ]
)
, g = f − β˜,
and we have
∑
j ‖ϕj‖L1(µ) . ‖f‖L1(µ) and ‖g‖L2(µ) . λ‖f‖L1(µ).
The proof of theorem 3.2 is essentially the same than that of theorem A in [22]. However, the
additional properties satisfied by the filtration Σ yield
T : L1(µ)→ L1,∞(µ)
for Caldero´n-Zygmund operators T , hence recovering Tolsa’s result [31]. Also, if µ is equilibrated
with respect to Σ, we can establish the same weak L1 estimates for Haar shift operators —defined
with respect to Σ—. The details are left to the reader.
4. Noncommutative RBMO
We now study the validity of our results of section 2 in the operator valued setting. Our models
are the operator valued BMO in [23] and the large BMO spaces in [3]. Hence, assume that M is
a —possibly noncommutative— von Neumann algebra equipped with a trace τ . This is sometimes
called a ‘noncommutative measure space’, see [29] for a nice introduction of the subject. We consider
the semicommutative von Neumann algebra A which is the von Neumann algebra tensor product
of (M, τ) with L∞(µ), that is
(A, ϕ) = L∞(µ)⊗(M, τ).
(see [27] for details on a similar setting). This is both a von Neumann algebra and a vector valued
L∞ space. The trace on A —the noncommutative integral— acts on functions f : Rd →M by
ϕ(f) =
∫
dµ⊗ τ(f) =
∫
Rd
τ [f(x)] dµ(x).
The noncommutative Lp scale associated to A is the family of spaces
Lp(A) := Lp(Rd, µ;Lp(M)), p ≥ 1.
Let us introduce our RBMOΣ norm in this setting. Define the absolute value (for operators) by
|x|2 = x∗x. Notice that in the noncommutative setting, |x| 6= |x∗|. Given a τ -measurable function
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f : Rd → L0(M) its norm in RBMOΣ(A) is its (noncommutative) martingale BMO norm with
respect to the filtration Σ:
‖f‖RBMOcΣ = sup
k∈Z
∥∥∥EΣk ∣∣f − EΣk−1f ∣∣2∥∥∥ 12A .
We say that f belongs to RBMOΣ = RBMOΣ(µ) if max{‖f‖RBMOcΣ , ‖f∗‖RBMOcΣ} < ∞. Notice
that our conditional expectations
EΣk : A → L∞(Rd,Σk, µ;M)
are again operator valued: the average of a function f over an atom in Π(Σ) is still an element
of M. In any case, RBMOΣ(A) is a noncommutative martingale BMO norm, and therefore we
automatically have that the following nice properties hold:
• John-Nirenberg inequality: The noncommutative John-Nirenberg inequality was estab-
lished in [15, 11], and by the semicommutative nature of A it implies that
‖f‖RBMOcΣ(A) ∼p sup
k∈Z
∥∥EΣk ∣∣f − EΣk−1f ∣∣p∥∥ 1pA .
• Interpolation: The noncommutative interpolation theorem with BMO (see [24]) gives the
interpolation of RBMOΣ(A):
[RBMOΣ(A), L1(A)]1/p = Lp(A).
• Fefferman-Stein duality: the predual of RBMOΣ(A) is, as in the commutative case, the
Hardy space H1 associated to the noncommutative dyadic square function. However, as
shown in [4], it also admits an atomic block decomposition very similar to that explained
in section 2.
To finish our study, let us consider Caldero´n-Zygmund L∞ − RBMO estimates in the noncom-
mutative setting. We start defining what we understand by a Caldero´n-Zygmund operator. We
essentially follow [3, 14]. Consider kernels k : (Rd × Rd) \∆ → L(L0(M)) defined away from the
diagonal ∆ of Rd ×Rd and which take values in linear maps on τ -measurable operators. The stan-
dard Ho¨rmander kernel condition takes the same form in this setting when we replace the absolute
value by the norm in the algebra B(M) of bounded linear operators acting on M:
(4.1) sup
B ball
z1,z2∈B
∫
Rd\αB
∥∥k(z1, x)− k(z2, x)∥∥B(M) + ∥∥k(x, z1)− k(x, z2)∥∥B(M) dµ(x) < ∞.
Define a Caldero´n-Zygmund operator in (A, ϕ) as any linear map T satisfying the following prop-
erties:
• T is bounded on L∞(M;Lr2(µ)):∥∥∥∫
Rd
|Tf(x)∗|2 dµ(x)
∥∥∥ 12
M
.
∥∥∥∫
Rd
|f(x)∗|2 dµ(x)
∥∥∥ 12
M
.
• T is bounded on L∞(M;Lc2(µ)):∥∥∥∫
Rd
|Tf(x)|2 dµ(x)
∥∥∥ 12
M
.
∥∥∥∫
Rd
|f(x)|2 dµ(x)
∥∥∥ 12
M
.
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• The kernel representation
Tf(x) =
∫
Rd
k(x, y)(f(y)) dµ(y) holds for x /∈ suppRd(f)
and some kernel k satisfying the operator valued Ho¨rmander condition (4.1). Here suppRd(f)
denotes the support of f as a function on Rd (and not as an operator in A).
• k satisfies the n-dimensional size condition
‖k(x, y)‖M . 1|x− y|n , x 6= y.
The first two conditions are the natural replacement for the standard L2 boundedness, see [14] for
explanations. Let us prove theorem D:
Proof of theorem D. We only prove that T : A → RBMOcΣ(A) using the L∞(M;Lc2(µ))-boundedness.
Then, the bound T : A → RBMOrΣ(A) will follow analogously from L∞(M;Lr2(µ))-boundedness
and the proof will be complete. Recall that
‖f‖RBMOcΣ(A) = sup
k∈Z
∥∥∥EΣk |f − EΣk−1f |2∥∥∥ 12M = supQ∈Π(Σ)
∥∥∥∥−∫
Q
∣∣∣f − 〈f〉Q̂∣∣∣2 dµ∥∥∥∥ 12
M
.
Fix Q ∈ Π(Σ) and f ∈ A. We can write∥∥∥∥ 1µ(Q)
∫
Q
∣∣∣Tf − 〈Tf〉Q̂∣∣∣2 dµ∥∥∥∥ 12
M
≤
∥∥∥〈|T (fχαBQ)|2〉Q∥∥∥ 12M +
∥∥∥∥∥
〈∣∣∣〈T (fχαBQ̂)〉Q̂∣∣∣2〉
Q
∥∥∥∥∥
1
2
M
+
∥∥∥∥∥∥
〈∣∣∣∣∣
∫
αBQ̂\αBQ
k(·, y)f(y)dµ(y)
∣∣∣∣∣
2〉
Q
∥∥∥∥∥∥
1
2
M
+
∥∥∥∥∥∥−
∫
Q
∣∣∣∣∣−
∫
Q̂
∫
Rd\αBQ̂
(k(x, y)− k(z, y))f(y)dµ(y)dµ(z)
∣∣∣∣∣
2
dµ(x)
∥∥∥∥∥∥
1
2
M
=: I + II + III + IV.
By the Kadison-Schwarz inequality for unital completely positive maps [17], we know that |〈f〉Q|2 ≤
〈|f |2〉Q. This, combined with L∞(M;Lc2(µ))-boundedness and the fact that BQ̂ is (α, β)-doubling,
yields
II ≤
∥∥∥∥∥
〈∣∣∣T (fχαBQ̂)∣∣∣2〉
Q̂
∥∥∥∥∥
1
2
M
.
∥∥∥∥∥ 1µ(BQ̂)
∫
Rd
∣∣∣fχαBQ̂ ∣∣∣2 dµ
∥∥∥∥∥
1
2
M
≤ ess supx∈αBQ̂ ‖f(x)‖M
(
µ(αBQ̂)
µ(BQ̂)
) 1
2
. ‖f‖A.
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A similar computation holds for I. Next, we use the triangle inequality and the C∗ property
‖x∗x‖M = ‖x‖2M to compute
III ≤
〈(∫
αBQ̂\αBQ
‖k(·, y)f(y)‖Mdµ(y)
)2〉
Q
 12
≤ ‖f‖A sup
x∈Q
∫
αBQ̂\αBQ
‖k(x, y)‖B(M)dµ(y)
. ‖f‖A sup
x∈Q
∫
αBQ̂\αBQ
1
|x− y|n dµ(y) . ‖f‖A,
by the size condition of k and (iv) of theorem A. The last term can be estimated using the operator
valued Ho¨rmander condition:
IV ≤
−∫
Q
∥∥∥∥∥−
∫
Q̂
∫
Rd\αBQ̂
(k(x, y)− k(z, y))f(y)dµ(y)dµ(z)
∥∥∥∥∥
2
M
dµ(x)
 12
≤
−∫
Q
(
−
∫
Q̂
∥∥∥∥∥
∫
Rd\αBQ̂
(k(x, y)− k(z, y))f(y)dµ(y)
∥∥∥∥∥
M
dµ(z)
)2
dµ(x)
 12
≤ ‖f‖A
−∫
Q
(
−
∫
Q̂
∫
Rd\αBQ̂
‖k(x, y)− k(z, y)‖B(M)dµ(y)dµ(z)
)2
dµ(x)
 12
. ‖f‖A
(
−
∫
Q
(
−
∫
Q̂
dµ(z)
)2
dµ(x)
) 1
2
= ‖f‖A.
We are done. 
Remark 4.1. The endpoint estimate just proven and the interpolation property of RBMOΣ(A)
allows to deduce boundedness of Caldero´n-Zygmund operators on Lp(A), 1 < p <∞. Notice that
this is a noncommutative Lp scale, and not a vector valued one. In any case, due to the fact
that Lp(M) is UMD for 1 < p < ∞ and observing that Lp(A) is also a vector valued space, this
boundedness can be deduced from the vector valued theory whenever the kernel k(x, y) is scalar
valued. However, as was discussed in [27], the use of a noncommutative interpolation scale yields
better constants in the inequalities in terms of dependence on p.
Remark 4.2. As the proof shows, Lipschitz smoothness on the kernel is not required to obtain
the A → RBMOΣ(A) endpoint estimate, and one can work only with Ho¨rmander condition in
conjunction with the size condition (of degree equal to the dimension of the measure µ).
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