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Introduction générale
De nos jours, l’industrie joue un rôle majeur dans l’économie européenne nécessitant de ce
fait un renouveau constant de ses outils de production. Cependant, cette modernisation liée
à l’utilisation de nouvelles technologies, qui a certes pour objectif d’améliorer durablement
la qualité des produits, rend les systèmes de plus en plus complexes et sophistiqués.
De plus, un système de production est contraint de produire différents types de re-
cettes (produits) afin de satisfaire les besoins des différents clients. Ceci mène bien souvent
vers un système de production de grande dimension induisant un niveau de complexité
supplémentaire. Ces aspects rendent le système vulnérable aux défauts ce qui nécessite
inéluctablement la mise en œuvre d’outils de diagnostic dont le rôle est de satisfaire une
demande accrue de fiabilité, de disponibilité et de sécurité du système en question.
Ce travail de thèse s’inscrit dans le cadre d’un projet européen : projet PAPYRUS développé
afin de répondre aux problématiques liées au développement de nouvelles méthodes de
modélisation, de diagnostic et de commandes tolérantes aux défauts.
Les notions de diagnostic et de tolérance aux défauts développées dans le projet PA-
PYRUS, que nous détaillerons plus tard, se basent sur une étape préliminaire et nécessaire
qui est la modélisation du système, c’est à dire l’obtention d’une représentation mathéma-
tique de la structure et du comportement du système. Cependant, l’obtention d’un modèle
mathématique précis est une étape fastidieuse compte tenu des phénomènes physiques
souvent complexes intervenant au sein des systèmes. Le problème principal peut être relaxé
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en envisageant l’utilisation d’un modèle simple du système mais suffisamment précis pour
décrire sa structure et son comportement.
L’obtention d’un modèle graphique exhibant les liens de causalité entre les variables
du système à partir des grandeurs mesurées est l’une des tâches du projet PAPYRUS. Le
modèle de causalité ainsi obtenu représente la topologie du système.
De nombreuses méthodes ont été développées pour établir les relations entre les variables
du système. Granger (1988) s’appuie sur la définition des relations de causalité entre les
variables. Dans Faghraoui et al. (2012), les liens sont déterminés à partir du calcul d’un
coefficient d’inter-covariance. Enfin, nous citons les travaux majeurs de Schreiber (2000) qui
proposent de mettre en évidence les liens structurels à partir du transfert d’entropie entre
les différentes variables.
Deux types de modélisation d’un système sont considérés dans notre étude. Le pre-
mier type de modélisation est basé sur un modèle de causalité représentant les liens de
causalité entre des indicateurs de performances du système de production. Ces indicateurs
sont hiérarchisés principalement en deux niveaux : le haut et le bas niveau. Le haut
niveau est constitué d’indicateurs de performances clés économiques, de qualité et de
disponibilité du système. Le bas niveau est constitué d’indicateurs de performances locaux
caractérisant le fonctionnement de chaque sous-système. Le modèle obtenu représente
ainsi les interconnexions entre les différentes entités du système qui ont un impact sur ces
indicateurs de performances clés. Ce modèle peut donc être dédié à la phase de diagnostic
du système.
Le second type de modélisation exhibe les interconnexions entre les différentes variables
mesurées du système. Elles correspondent aux variables de commande (consignes) et aux
variables de sortie régulées. Ce modèle ainsi obtenu est utilisé à des fins de reconfiguration.
Le but du diagnostic de défauts dans un système, à l’instar du domaine médical,
consiste à évaluer le système en comparant ses données courantes mesurées aux données pro-
10
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venant d’un fonctionnement nominal. Ces indicateurs permettent en général, de déterminer
des symptômes amenant alors la détection et l’isolation des défauts du système. Le modèle
de causalité utilisé pour le diagnostic permet de détecter le défaut ainsi que son impact sur
les sous-systèmes dont les performances sont associées aux indicateurs de performances.
Un des avantages majeurs de l’utilisation d’un tel modèle, combiné aux tests statis-
tiques appropriés, est la possibilité d’identifier la ou les cause(s) candidate(s) du défaut en
ligne, d’isoler le ou les sous-système(s) en défaut et en déduire une stratégie de tolérance aux
pannes ou le cas échéant, établir un plan de maintenance en concordance avec la stratégie
d’optimisation de la production.
La phase de détection et de localisation des défauts est certes nécessaire mais insuffi-
sante pour garantir la sûreté de fonctionnement du système. Il est donc nécessaire de
considérer une seconde phase de tolérance aux défauts dans le but de garantir un fonc-
tionnement acceptable en cas d’occurrence de défauts. Le modèle de causalité permettra,
suivant une stratégie d’accommodation ou de reconfiguration par gestion de références,
d’évaluer d’abord les possibilités d’accommodation aux défauts et ensuite d’optimiser les
consignes des sous-systèmes afin d’atteindre les performances spécifiées en cas d’occurrence
d’un ou plusieurs défauts.
Ce manuscrit s’articule autour de 3 principaux chapitres :
Le premier chapitre est dédié à la présentation du projet PAPYRUS. Les différents membres
du consortium se sont fixés pour objectif de développer des approches de modélisation,
de diagnostic, de reconfiguration et de stratégies de maintenance adaptées aux types de
systèmes étudiés.
Ce premier chapitre présente également les différentes implications de chaque partenaire
dans ce projet de façon non exhaustive, ceci afin de présenter de façon cohérente les
différents lots de travail et leurs interconnexions.
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Le deuxième chapitre est composé de deux parties principales. La première partie est
consacrée aux méthodes de modélisation de causalité des systèmes. Plus précisément, les
méthodes basées sur le modèle et celles basées sur les données. Pour les méthodes basées
sur le modèle, un état de l’art a été établi ainsi qu’une présentation des systèmes structurés
usuellement utilisés dans l’étude des propriétés structurelles comme l’observabilité, la
commandabilité, la diagnosticabilité, etc. Un exemple d’illustration est fourni afin de
comprendre l’outil d’analyse graphique utilisé. Pour les méthodes basées sur les données,
trois principales méthodes sont présentées. Il s’agit de l’inter-corrélation, la causalité de
Granger et le transfert d’entropie. Un exemple d’illustration est également présenté pour
chacune de ces méthodes.
Le modèle de causalité établi à partir de ces méthodes permet la détection des dé-
fauts pour les systèmes étudiés à partir d’un test d’hypothèses séquentiel. Ainsi, en
l’occurrence d’un défaut, une procédure d’analyse des causes est établie afin de définir
l’ensemble des chemins de propagation du défaut à travers le système.
Dans le troisième chapitre, nous nous intéressons aux systèmes tolérants aux défauts.
Nous présentons, en premier lieu, la topologie du système qui est basée sur une matrice
d’adjacence associée à un graphe de causalité orienté. Ce graphe est ensuite réorganisé
pour représenter la structure des différentes boucles de régulation du système. Après
avoir représenté graphiquement cette structure des boucles de régulation, une stratégie
de sélection des consignes exogènes est effectuée en utilisant le diagramme de Hasse.
L’ajustement des consignes exogènes sélectionnées doit permettre de compenser l’effet du
défaut survenu au niveau d’une des boucles de régulation. Cette stratégie d’ajustement des
consignes repose sur une méthode d’apprentissage itératif permettant de s’affranchir de la
méconnaissance de l’amplitude du défaut. Un cas d’étude d’un système de chauffage-mixage
est présenté en dernière partie de ce chapitre.
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Enfin, un ensemble de conclusions permettent de faire la synthèse des différentes méthodes
présentées dans ce manuscrit. L’identification des limites de ce travail permet de proposer
des perspectives et de nouvelles idées pour les futurs travaux.
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Chapitre 1
Projet PAPYRUS
1.1 Introduction
Actuellement, l’industrie joue un rôle essentiel dans l’économie européenne dont la
conjoncture financière est difficile. Cette situation pousse les industriels à investir dans de
nombreux produits et services innovants et dans des projets porteurs de progrès techniques
et technologiques afin d’améliorer davantage la compétitivité industrielle. Cependant,
différents facteurs socio-économiques et environnementaux durant la récession économique
actuelle, notamment la mondialisation et la concurrence, imposent plus d’exigences en
termes d’efficacité et de sûreté de fonctionnement des procédés industriels.
Afin de limiter l’impact de cette récession, les industriels ont concentré leurs efforts
sur l’amélioration continue de la rentabilité “économique” en optimisant la production qui
est contrainte par divers besoins et exigences en termes de Coût-Qualité-Délai (CQD).
La réponse aux exigences des utilisateurs finaux pousse, par le biais du triplet CQD, les
industriels à améliorer et à rechercher de nouveaux concepts de gestion globale et à intégrer
des procédés de production souvent complexes et de grande dimension. Cela, ouvre ainsi de
nouvelles opportunités de recherche et de développement dans le domaine de l’automatique
dont l’objectif est d’augmenter la sûreté de fonctionnement des systèmes et ainsi accroître
son rendement économique.
15
16 Chapitre 1 : Projet PAPYRUS
Les systèmes complexes sont composés de multiples briques techniques et technolo-
giques en interaction éventuelle avec des opérateurs ou des utilisateurs. Ces systèmes
prennent en compte de nombreuses informations pour réaliser une opération complexe de
façon plus ou moins automatique. La complexité des systèmes est généralement transpa-
rente pour l’utilisateur final, mais ses défaillances peuvent avoir de lourdes conséquences
humaines, sociales ou économiques. La conception et le fonctionnement des sous-systèmes
qui composent le système complexe font intervenir différents corps de métiers qu’aucun
d’entre eux ne pourrait appréhender dans son ensemble Murthy and Krishnamurthy (2009).
Lors de la phase de conception d’un système complexe, son architecture doit être
adaptée à la fonction recherchée et au degré de fiabilité et de sûreté nécessaire (y compris
par l’introduction de redondances). De plus, la diversité des technologies et des compétences
mises en œuvre doit être prise en compte dès la phase de conception, ce qui suppose
des outils génériques assurant les liens entre plusieurs de ces technologies et/ou de ces
compétences ainsi que des modélisations multi-domaines du même système.
Un système complexe de grande dimension peut être aussi caractérisé par un large
nombre de variables (latentes, mesurables), de non linéarités et d’incertitudes. La décom-
position en sous-systèmes plus petits, qui peut être organisé sous une forme hiérarchique,
rend la gestion du système plus facile. Cependant, il est nécessaire de mettre en œuvre les
mécanismes de décentralisation et de coordination efficaces assurant un fonctionnement
homogène de l’ensemble des sous-systèmes en interaction et donc assurer le bon fonctionne-
ment du système. La décomposition de ce type de systèmes nécessite souvent l’utilisation
de nouvelles approches adaptées. De nouvelles méthodes de modélisation, de diagnostic et
de tolérance aux défauts, dont quelques travaux sont cités dans les prochains chapitres, sont
présentées en cohérence avec les objectifs du projet PAPYRUS.
L’arrivée des Nouvelles Technologies de l’Information et de la Communication (NTIC) a
permis l’implémentation d’architectures ouvertes (par exemple SOA - Service Oriented
Architecture) rendant possible l’intégration des méthodes et outils adaptés aux systèmes
16
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complexes de grande dimension au sein des infrastructures technologiques adéquates.
Les exigences basées sur la disponibilité et la fiabilité sont d’une importance particulière
pour les systèmes distribués de grande dimension, où un défaut local peut provoquer une
dégradation de la performance globale du système, voire conduire à des pertes économiques
considérables. Par conséquent, le développement et la synthèse de système tolérant aux
défauts est essentiel pour l’industriel.
Le Projet PAPYRUS (Plug and Play monitoring and control architecture for optimi-
zation of large scale production processes) traite des nouvelles applications destinées aux
systèmes d’automation. L’objectif est de développer un système complet de gestion des
actifs industriels permettant d’améliorer les performances d’une usine du point de vue
économique. Ce projet multipartite est sponsorisé par l’Union Européenne dans le cadre
du 7ème programme-cadre européen. Le consortium à l’origine du projet comprend sept
partenaires issus de l’industrie : ABB AG en Allemagne, ABB Oy en Finlande, Stora Enso
en Finlande, Predict en France, et du milieu universitaire : l’Université de Lorraine en
France, l’Université Duisburg-Essen en Allemagne et AALTO University en Finlande. D’une
durée de 36 mois, le projet a débuté le 1er Septembre 2010.
Le projet a pour objectif d’améliorer et d’optimiser les activités de l’usine sans aug-
menter les coûts, ou en d’autres termes, de réduire les coûts d’exploitation tout en
conservant le même niveau de performance. Le plan consiste à développer de nouvelles
méthodes, algorithmes et outils informatiques tout en tenant compte de l’efficacité globale
de l’usine.
Les applications logicielles à développer doivent fonder les diagnostics et traitements
futurs sur des considérations de gestion d’actifs globale. Par exemple, sous forme d’un
système de contrôle prévisionnel appliqué à toute l’usine. Les directeurs d’usine pourront
alors évaluer l’état de fonctionnement de l’usine d’après les indicateurs définis, et éliminer
les problèmes en se basant sur ces indicateurs et sur des systèmes d’aide à la décision. Les
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actions à mettre en œuvre vont de simples opérations de maintenance à des reconfigurations
des systèmes de contrôle. Il sera alors possible d’améliorer ou de stabiliser l’état d’une usine
pour un surcoût minime voire nul. Ce nouveau système de gestion des actifs du procédé
pour les usines industrielles (PAM : Plant Asset Management) est testé sur une machine à
carton dans une papèterie Finlandaise détenue par Stora Enso. Ce nouveau système devrait
permettre de faire fonctionner l’usine en utilisant une maintenance plus efficace.
La structure du système de gestion des actifs du procédé est détaillée dans la section
suivante.
1.2 Architecture et concept de la plateforme PAPYRUS
L’évolution des technologies de communication a eu une forte influence sur l’évolution
de la structure des systèmes industriels automatisés. Jusqu’à maintenant, le concept
Computer Integrated Manufacturing (CIM) permet de décrire l’architecture des systèmes
d’automatisation industriels. Dans cette structure pyramidale (hiérarchique), les niveaux
de fonctionnalité sont identifiés de façon à ce que chaque dispositif soit conçu pour une
tâche spécifique. Des réseaux spécifiques à chaque niveau de la pyramide sont utilisés
pour connecter entre eux des composants du même niveau. Cependant, les dispositifs ont
récemment évolué et ils commencent à inclure plus d’une fonction, ou d’un module, ce qui
augmente le niveau d’intelligence de l’équipement.
Dans le cadre de la surveillance et du diagnostic des systèmes, les PAM (Plant Asset
Management) permettent d’assurer des tâches élémentaires de diagnostic et d’aide à la
maintenance au niveau des équipements de terrain. Ils restent insuffisants pour assurer
un niveau de sûreté de fonctionnement acceptable. Ainsi, une dégradation de la qualité,
pendant une longue période de production ou un arrêt de la production, peut entrainer des
pertes économiques importantes. Il est donc nécessaire de mettre en œuvre une architecture
tenant en compte l’ensemble des informations issues des modules de diagnostic, des objectifs
économiques et des exigences des parties prenantes afin d’entreprendre le plus rapidement
possible, des actions correctives adéquates pouvant accroitre la disponibilité du système, et
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assurer une qualité de production acceptable en l’occurrence d’un défaut durant la mission
du procédé.
Le développement de ce type de système suscite un intérêt majeur dans le domaine
de l’automatique et de la sûreté de fonctionnement. Nous citons notamment les principaux
travaux Amadi-Echendu et al. (2010); Campbell et al. (2010); Lee et al. (2012) dans le
cadre du développement des PAM. Ces travaux sont bien évidement non-exhaustifs mais ils
permettent de faire un tour d’horizon sur les approches utilisées en R&D dans le domaine
de l’ingénierie, la maintenance, le diagnostic, le pronostic et la conception des systèmes
d’aide à la décision.
Figure 1.1 – Système de Gestion d’Actifs du Procédé (Plant Asset Management)
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1.3 Description de la plateforme PAPYRUS
1.4 Objectifs du projet et description des lots de travail
Les travaux dans le cadre de PAPYRUS sont décomposés en plusieurs lots de travails
(Workpackages), de mise en œuvre et d’application industrielle (WP2-WP11) et de gestion
de projet (WP1). Les Figures1.1 et 1.2 présentent l’organisation de PAPYRUS avec les
différentes activités réalisées au niveau de chaque tâche.
Figure 1.2 – Lots de travail
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• WP1 (Project management) :
L’objectif de ce lot de travail est de surveiller, gérer, coordonner et prioriser les
activités des partenaires universitaires et industriels, ainsi qu’initier des actions
correctives en fonction du déroulement du projet dans le cas échéant. Il inclut aussi la
gestion des risques, la surveillance et la conduite du projet. Un des objectifs majeurs
de ce lot de travail est de fixer les résultats obtenus lors de la phase de développement
et de recherche par l’ensemble des partenaires.
• WP2 (Requirements) :
L’analyse des exigences est la clé du développement et de l’amélioration des
systèmes complexes à étudier. La définition des référentiels d’exigences est considérée
comme un facteur de succès d’un processus. Le but majeur du projet est de pouvoir
utiliser et adapter les résultats obtenus sur différents procédés industriels. L’appli-
cation industrielle fournie par Stora Enso n’est qu’un système de production parmi
d’autres (production de papier).
Ce lot de travail définit l’ensemble des exigences structurelles et fonctionnelles
qui concernent tous les aspects du développement des systèmes de diagnostic, de
contrôle/commande et de tolérance aux défauts.
• WP3 (Architecture and platform) :
WP3 spécifie la plate-forme logicielle de base qui sert à l’implémentation de
l’ensemble des méthodes et outils développés par les partenaires durant le projet. La
plate-forme logicielle servira pour les simulations et les tests ainsi que pour le procédé
de fabrication de Stora Enso.
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• WP4 (Functionnal and Structural Modeling)
Ce lot de travail joue un rôle majeur dans le choix des techniques et des mé-
thodes de diagnostic et de tolérance aux défauts ultérieurs. Il concerne la modélisation
fonctionnelle et structurelle du procédé industriel. Il définit le point de départ de
la conception d’outils d’analyse hors-ligne de la plate-forme PAPYRUS. Ainsi, les
méthodes permettant de modéliser l’architecture et la topologie du procédé, mettent
en œuvre des modules de diagnostic de défauts sur différents niveaux du procédé
et permettent de générer des actions correctives (système de tolérance aux défauts
et/ou maintenance). Le but de la modélisation "structurelle" est de permettre
une représentation, d’une part, qualitative exhibant les interdépendances entre les
variables d’intérêt du procédé et d’autre part, quantitative visant à une amélioration
continue du modèle en fonction des données disponibles du procédé. La modélisation
fonctionnelle permet aussi de consolider le modèle. Cette étape permet de faire une
validation croisée entre les différents modèles identifiés et de vérifier leur cohérence
et leur intégrité. Le modèle fonctionnel est souvent utilisé afin de décomposer le
système en plusieurs sous-systèmes. Ces derniers peuvent être ainsi hiérarchisés et
facilement analysables. L’analyse fonctionnelle est souvent une première étape vers
l’établissement d’un plan de maintenance préventive ou curative.
Les deux approches sont les points de départ du WP5, 6 et 7.
L’Université de Lorraine est principalement responsable de ce lot de travail WP4. Il
est subdivisé en 7 taches :
1. T4.1 : Définition des indicateurs de performance clé (Université de Duisburg-
Essen) ;
2. T4.2 et T4.3 : Modélisation fonctionnelle et structurelle du système (Université
de Lorraine) ;
3. T4.4 : Validation du modèle (Stora Enso) ;
4. T4.5 : Analyse d’impact des défauts (ABB) ;
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5. T4.6 : Conceptualisation des actions correctives (Université de Lorraine et ABB) ;
6. T4.7 : Généralisation des modèles (Université de Lorraine).
• WP5 (Fault Detection and Diagnosis)
L’objectif principal du WP5 est le développement de méthodes de détection et
de diagnostic des défauts (Modules FDD) adaptées aux systèmes complexes de
grande dimension. Les méthodes FDD principalement développées sont basées sur les
modèles. Ainsi, ces méthodes permettent de fournir des informations sur la nature du
défaut ainsi que sur son impact sur les performances du système.
• WP6 (Condition and Performance Prognosis)
Les objectifs majeurs du WP6 sont :
- Le développement des algorithmes d’estimation/prédiction des KPI ;
- Le développement des méthodes de pronostic basées sur KPI estimé/prédit ;
- L’intégration des algorithmes au niveau de la plate-forme PAM.
• WP7 (Corrective Action)
WP7 concerne le développement d’un système d’aide à la décision pour le sys-
tème tolérant aux défauts basé sur les résultats de diagnostic/pronostic de l’état
courant/prédit du système. La prise de décision pour le choix d’une action corrective
spécifique dépend de chaque niveau du procédé (niveau composant, niveau section
ou/et niveau procédé). Ainsi, les actions correctives possibles sont analysées, et des
stratégies de prise de décisions sont développées séparément en fonction de chaque
niveau du procédé.
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• WP8 (Software Platform)
L’objectif du WP8 est de mettre en place une plateforme logicielle où les prin-
cipaux résultats des lots de travail précédent sont implémentés. Cette plateforme
permet de vérifier l’étude et de valider l’ensemble des résultats obtenus par les
différents partenaires du projet.
• WP9 (Integration)
L’objectif du WP9 est l’intégration de l’ensemble des concepts et méthodes dé-
veloppés dans WP4, 5, 6 et 7 dans la plateforme PAPYRUS.
• WP10 (Application to paper board machine)
L’objectif du WP10 est la mise en œuvre des essais sur la machine de produc-
tion de papier de Stora Enso.
Les méthodes, développées durant le projet, sont implémentées et validées en temps
réel sur le système industriel. Les résultats des tests et des évaluations sont reportés
afin de permettre un raffinement des méthodes implémentées.
• WP11 (Dessimination and exploitation)
L’objectif du WP11 est de vérifier l’adéquation et l’homogénéité de la solution
globale fournie par les partenaires par rapport aux besoins et exigences définis au
début du projet.
1.5 Travaux de thèse dans le cadre du projet PAPYRUS
Le travail de thèse réalisé dans le cadre du projet PARYRUS concerne principalement le
développement des approches permettant de générer un modèle de causalité décrivant la
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structure du système étudié (WP4). Ce modèle doit respecter les exigences formulées dans
le projet PAPYRUS, notamment :
. Le modèle doit permettre une simple visualisation (graphique) de la structure, et de
l’architecture du système ;
. Le modèle doit permettre de manipuler des modèles incertains avec des paramètres
inconnus pour des systèmes complexes de grande dimension ;
. La génération du modèle doit être conforme au principe du Plug & Play, et à l’archi-
tecture SOA (architecture orientée services).
Figure 1.3 – Le modèle structurel : modèle pivot
Le modèle de causalité est considéré comme étant un modèle pivot (Figure 1.3) suppor-
tant l’ensemble des lots de travail WP5, WP6 et WP7. Ce modèle est adapté ensuite aux
contraintes de chaque lot de travail qui sont détaillées dans la section précédente.
1.6 Conclusion
La modélisation, la détection des défauts, le diagnostic et la pronostic sont des éléments clés
pour le développement des méthodes dans le projet PAPYRUS pour un PAM dédié aux
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systèmes de grande dimension. Étant donné que ces systèmes sont trop complexes pour le
premier principe de modélisation, d’autres façons d’obtenir la structure du système doivent
être élaborées pour créer les liens entre les PPI et les composants du procédé. Dans ce projet
PAPYRUS, l’utilisation des modèles structurels est explorée. Un des objectifs clés de ce
projet est de savoir comment intégrer ces modèles dans le concept de PAM et comment les
exploiter dans le diagnostic et la détection de défauts pour les systèmes à grande dimension.
Chaque défaillance d’un composant affecte les KPI/PPI d’une manière différente par
rapport à une autre. Connaitre l’impact “futur” de la défaillance d’un composant est une
base importante pour la planification des futurs efforts d’optimisation. Dans le but de
minimiser la dégradation des KPI/PPI, il n’est possible de prendre une décision par rapport
à des actions correctives possibles que si l’impact de ces actions est connu.
PAPYRUS développe des boites à outils pour la surveillance, le diagnostic, le pro-
nostic et le traitement visant à maintenir les niveaux de performances KPI/PPI souhaités.
Pour démontrer et valider les possibilités de cette approche, les méthodes développées seront
appliquées à un exemple de système de grande dimension. Ce système est connecté à une
plate-forme de logiciels où toutes les données sont stockées et accessibles pour les boîtes à
outils. Cette mise en œuvre se fera suivant une architecture orientée services de telle façon
que la solution sera réutilisable pour d’autres applications et d’autres systèmes.
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Diagnostic des systèmes complexes par
approche graphique
2.1 Introduction
La modélisation statistique et les méthodes d’extraction de données jouent un rôle de
plus en plus important, particulièrement, dans les applications qui impliquent prévision et
prédiction. Cependant, il est rarement suffisant de simplement découvrir les corrélations
statistiques qui existent dans les données. Il est en effet très important de déterminer les
relations causales entre les variables du système étudié. La modélisation qui en résulte
représente le système et le comportement de ses variables en termes de causalité. Cette
causalité peut être représentée graphiquement où les arcs correspondent au sens de la
causalité. Le graphe dit “de causalité” est utilisé dans plusieurs applications telles que le
diagnostic, la reconfiguration, etc.
Cette étape de la modélisation causale fait l’objet de nombreuses recherches. Plus
particulièrement, dans le cadre des réseaux Bayésiens, on peut citer les travaux de Hecker-
man (1995); Meek (1996); Pearl (2000); Friedman et al. (1999) ; en plus des graphes de
causalité de Silva et al. (2006); Kalisch et al. (2005); Chu and Glymour (2006); Moneta and
Spirtes (2006). Les graphes orientés signés ont également été reconnus comme des outils
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appropriés afin d’étudier des problèmes de sûreté de fonctionnement des systèmes complexes(
Lü and Wang (2007); Pearl (2000); Ram Maurya et al. (2004); Maurya et al. (2007); GAO
et al. (2010); Maurya et al. (2006)
)
.
Dans de nombreux systèmes industriels, la plupart des données disponibles sont des
mesures temporelles. Ces informations temporelles sont souvent descriptives de la structure
causale entre les variables du système. Différents travaux sont dédiés à la modélisation
causale utilisant ces données temporelles
(
Chu and Glymour (2006); Eichler (2013)
)
.
La causalité est une notion difficile à définir. Elle a été étudiée dans de nombreuses
et différentes disciplines, y compris la physique, la philosophie, les statistiques et l’infor-
matique. L’aspect temporel est généralement une partie essentielle de notre compréhension
intuitive de la causalité, car on juge souvent nécessaire que la cause doit avoir existé dans
le temps avant l’effet.
2.2 Diagnosticabilité du système à base de modèles struc-
turés
Dans cette partie, nous allons tout d’abord présenter un outil graphique permettant de
matérialiser les liens entre les variables d’un système. Des approches d’analyse de propriétés
structurelles sont ensuite présentées. L’accent est mis sur les propriétés structurelles utiles
au diagnostic de défauts.
2.2.1 Modélisation par graphe orienté
La modélisation d’un système est, de manière classique, basée sur une série d’équations
mathématiques obtenue grâce à l’étude de son comportement physique. Cette modélisation
permet d’appréhender le comportement de ce système en fonction d’une certaine commande
ou de déterminer la commande permettant d’obtenir un comportement désiré pour ce
système.
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Dans le cas d’une représentation d’état, le modèle lie les variables d’état, d’en-
trée, de sortie et de défaut du système. Ces variables sont respectivement groupées
dans les vecteurs x(t) =
(
x1(t), . . . , xn(t)
)
∈ Rn, u(t) =
(
u1(t), . . . , um(t)
)
∈ Rm,
y(t) =
(
y1(t), . . . , yp(t)
)
∈ Rp et f(t) =
(
f1(t), . . . , fr(t)
)
∈ Rr. Le modèle correspond à la
forme suivante :
 ẋ(t) = Ax(t) +Bu(t) + Ef(t)y(t) = Cx(t) +Du(t) (2.1)
Les relations entre les variables d’état sont représentées par la matrice A ∈ Rn×n, celles
entre les variables d’état et les entrées sont représentées par la matrice B ∈ Rn×m, celles
entre les variables d’état et les défauts sont représentées par la matrice E ∈ Rn×r, celles
entre les sorties et les variables d’état sont représentées par la matrice C ∈ Rp×n et celles
entre les sorties et les entrées sont représentées par la matrice D ∈ Rp×m. Nous supposons
dans ce paragraphe que les défauts peuvent se présenter de manière additive.
Les valeurs numériques des matrices A, B, C, D et E ne sont que rarement connues
surtout lors de la phase de conception du système. En revanche, la structure du système,
c’est-à-dire la nature des variables et les relations de causalité qui les lient peuvent être
plus facilement obtenus. Ainsi, nous étudions par la suite des systèmes structurés où les
paramètres des matrices d’état sont donnés par des paramètres indépendants non nuls notés
λi. Dans la représentation d’état d’un système structuré, les matrices d’état contiennent
donc des paramètres λi correspondant aux liens de causalité. La présence de “0” traduit
l’absence de lien de causalité. Le modèle de l’équation (2.1) est alors récrit comme suit :
 ẋ(t) = A
λx(t) +Bλu(t) + Eλf(t)
y(t) = Cλx(t) +Dλu(t)
(2.2)
Ce type de modèle peut être représenté graphiquement par des graphes orientés représentant
les variables du système modélisé et les relations les liant. Ces graphes contiennent toute
l’information du modèle et permettent une analyse graphique efficace et de moindre
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complexité qu’en utilisant le modèle d’état. De plus, cette représentation graphique permet
la visualisation simple et intuitive de certaines propriétés structurelles du système représenté.
Un graphe orienté, noté G(V , E), est composé de deux ensembles. Le premier en-
semble, noté V , contient les sommets du graphe. Le deuxième ensemble, noté E , contient
les couples ordonnés de sommets appelés arcs. L’ensemble des sommets V est associé aux
variables du système. L’ensemble des arcs E représente l’existence de liens de causalité
entre ces variables. Plus précisément, l’existence d’un arc liant deux sommets de V signi-
fie que la variation d’une variable affecte la variation de l’autre en fonction du sens de cet arc.
Pour un système linéaire, l’ensemble de sommets V est donné par V = X∪U∪Y∪F avec X,
U, Y et F représentant respectivement les sommets associés aux variables d’état, d’entrée,
de sortie et de défaut, et de l’ensemble d’arcs E = Aarcs ∪Barcs ∪ Earcs ∪ Carcs ∪Darcs, avec
Aarcs = {(xj,xi)|A(i, j) 6= 0}, Barcs = {(uj,xi)|B(i, j) 6= 0}, Earcs = {(fj,xi)|E(i, j) 6= 0},
Carcs = {(xj,yi)|C(i, j) 6= 0} et Darcs = {(uj,yi)|D(i, j) 6= 0}.
À partir de cette représentation graphique, il est possible d’évaluer la validité de cer-
taines propriétés dites structurelles telles que l’observabilité, la commandabilité ou la
diagnosticabilité/tolérance aux défauts structurelles. Cette évaluation dépend de certains
critères graphiques basés sur l’existence ou pas de chemins, de cycles, etc.
Exemple 1 Soit le système hydraulique représenté à la Figure 2.1.
Ce système est composé de deux cuves. Ces cuves sont alimentés par deux débits d’eau
extérieurs q1 et q2 à une température T0. Ti, Ni et Ai correspondent respectivement à la
température, le niveau et la section des deux cuves. La température de la première cuve est
commandée par une résistance de chauffe H.
Ce système correspond aux équations (2.3) où C1 et C2 correspondent aux capacités calori-
fiques des deux cuves.
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Figure 2.1 – Système hydraulique

A1Ṅ1(t) = −q3(t) + q1(t)
A2Ṅ2(t) = q3(t)− q4(t) + q2(t)
C1Ṫ1(t) = q1(t)T0 − q3(t)T1(t) +H(t)
C2Ṫ2(t) = q3(t)T1(t) + q2(t)T0 − q4(t)T2(t)
(2.3)
Soient deux défauts actionneurs f1 et f2 au niveau de la pompe p1 et de la résistance de
chauffe H. Pour ce système, nous considérons que le défaut f1 affecte le niveau N1 de la
cuve 1 et, f2 affecte la température T1 de la cuve 1.
Après la linéarisation de ce système autour d’un point de fonctionnement, nous obte-
nons le modèle linéaire de la forme (2.2) avec x =
(
x1, x2, x3, x4
)T
=
(
N1, N2, T1, T2
)T ,
u =
(
u1, u2, u3
)T
=
(
q1, q2, H
)T , f = (f1, f2)T et y = (y1, y2)T = (N2, T2)T . Les matrices
correspondant à ce système structuré sont données par :
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Aλ =

λ1 0 0 0
λ2 λ3 0 0
0 0 λ4 0
0 0 λ5 λ6

; Bλ =

λ7 0 0
0 λ8 0
λ9 0 λ10
0 λ11 0

; Cλ =
 0 λ12 0 0
0 0 0 λ13
 ;
Eλ =

λ14 0
0 0
0 λ15
0 0

et Dλ =
 0 0 0
0 0 0
.
Le graphe orienté représentant ce système est donné à la Figure 2.2.
Figure 2.2 – Graphe orienté correspondant à l’Exemple 1
Quelques notations et définitions Dion et al. (2003); Boukhobza (2010) :
Dans un graphe orienté G(V , E) :
• Un chemin p qui couvre les sommets vr0 , . . . , vri est noté p = vr0 → vr1 . . . → vri où
pour j = 0, 1, . . . i− 1, (vrj ,vrj+1) ∈ E .
• Des chemins sont disjoints s’ils n’ont aucun sommet commun.
• Un ensemble de k chemins disjoints V1−V2 forme un lien V1−V2. Les liens consistant
en un nombre maximal de chemins sont dits liens maximaux. La taille d’un lien est le
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nombre de ses chemins.
• ρ (V1,V2) représente le nombre de chemins dans un lien V1-V2 maximal ou autrement
dit le nombre maximal de chemins disjoints partant de V1 et arrivant à V2. ρ (V1,V2)
est appelé la taille du lien V1-V2.
• Soit un ensemble V1. card(V1) représente la cardinalité de V1 i.e. le nombre d’éléments
dans cet ensemble.
2.2.2 Diagnosticabilité structurelle
Afin de maximiser les fonctionnalités opérationnelles, l’efficacité de la mission ainsi que
d’assurer un niveau de sécurité et de sûreté de fonctionnement de tout système, il est
nécessaire que les défauts soient détectés aussi vite que possible après leur apparition.
Ainsi, la capacité d’un système à détecter et à localiser un défaut, dite diagnosticabilité,
est une étape fondamentale dans l’étude d’un système
(
Cocquempot (2004); Franck (1990);
Dustegor et al. (2004); Zhang and Jiang (2006)
)
.
Afin de présenter différents travaux relatifs à la diagnosticabilité des systèmes struc-
turés, nous considérons un résidu conçu en utilisant un ensemble de r observateurs selon le
schéma d’observateur présenté dans Chen and Patton (1999). Chaque résidu est conçu pour
être sensible à un défaut unique tout en restant insensible aux autres défauts.
Pour un système de la forme 2.1 et dans le même esprit que Commault et al. (2008), le ième
des r observateurs est défini comme suit :
˙̂x
i
(t) = Ax̂i(t) +Ki
(
y(t)− Cx̂i(t)
)
avec x̂i(t) ∈ Rn l’état du ième observateur et Ki le gain de cet observateur tel que x̂i(t)
converge asymptotiquement vers x(t) quand f(t) = 0. Ainsi, un vecteur de résidu noté ρ(t)
est généré par :
ρi(t) = Q
i
(
y(t)− Cx̂i(t)
)
, pour i = 1, . . . , r
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où Qi est un vecteur de dimension p (p est la cardinalité de y(t)).
Le problème de diagnosticabilité structurelle de défauts Commault et al. (2008) consiste à
vérifier l’existence des matrices Ki et Qi pour i = 1, 2, . . . , r, de telle sorte que, A − KiC
soit stable, et la matrice de transfert des résidus soit non nulle et diagonale i.e. le transfert
des défauts f(t) vers les résidus ρ(t) est de la forme :

t11(s) 0 . . . 0
0 t22(s) . . . 0
· · · · · · . . . · · ·
0 0 . . . trr(s)

où tii(s) 6= 0 pour i = 1, 2, . . . , r.
Cette structure diagonale nous permet de détecter les défauts simultanément. Les
conditions graphiques de solvabilité de ce problème sont détaillées dans le paragraphe
suivant. Ces conditions expriment notamment la nécessité d’avoir un nombre suffisant de
sorties yi pour permettre la détection et la localisation des défauts.
En utilisant l’approche graphique, le problème de détection et de localisation des défauts
peut être résolu selon le Théorème 1 proposé dans Commault et al. (2002).
Théorème 1 Soit un système linéaire structuré observable soumis à r défauts et associé
à un graphe orienté G(V , E). Le problème de détection et de localisation des r défauts est
solvable, pour presque toutes las valeurs des paramètres λi, si et seulement si : ρ
(
F −Y
)
= r
i.e. ρ
(
F − Y
)
= card(F ).
Ainsi, la solvabilité du problème de détection et de localisation des défauts est associée à la
condition graphique du Théorème 1. Cette condition consiste à avoir des chemins disjoints
entre les sommets de défauts dans F et les sommets de sorties dans Y dont le nombre est
égal à r.
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Exemple 2 Considérons le système linéaire de l’Exemple 1 représenté par son graphe
orienté de la Figure 2.2.
Pour ce système, nous avons deux défauts f1 et f2. Ce qui correspond à r = 2. Nous
avons également un lien maximal entre F et Y qui correspond aux deux chemins
f1 −→ x1 −→ x2 −→ y1 et f2 −→ x3 −→ x4 −→ y2. Puisque ce lien maximal contient deux
chemins, alors ρ
(
F − Y
)
= 2.
Ainsi, la condition graphique ρ
(
F − Y
)
= card(F ) = 2 est vérifiée et le problème de
détection et de localisation des défauts est solvable pour ce système linéaire.
Observabilité du mode discret pour les systèmes linéaires à commutations
Un système linéaire à commutations est un système qui peut admettre plusieurs modes de
fonctionnement. Suite à des événements donnés, le système commute d’un mode à un autre
où chaque mode est associé à un modèle. Un système linéaire à commutations combine donc
une dynamique événementielle et temporelle.
Pour la détection et la localisation des défauts, les événements provoquant la com-
mutation du système d’un mode à un autre peuvent être liés à l’occurrence de défauts.
C’est l’hypothèse qui est faite dans ce paragraphe, à savoir qu’un défaut consiste à
un changement au niveau des paramètres des matrices du modèle du système. En considé-
rant ces changements, plusieurs modèles du système sont considérés. Ainsi, chaque défaut
correspond à un mode distinct du système représenté par un graphe.
La Figure 2.3 donne un exemple de système linéaire à commutations avec 3 modes.
Le premier mode ne correspond à aucun défaut (structure relative au fonctionnement nomi-
nal). Le deuxième mode correspond à un défaut paramétrique au niveau de λ2 qui change en
λ8. Le troisième mode correspond à un défaut paramétrique au niveau de λ5 qui change en λ9.
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Figure 2.3 – Exemple de défauts paramétrique
Plusieurs travaux dans la littérature s’intéressent à l’observabilité du mode discret de
systèmes à commutations. Dans Kabadi et al. (2012), nous nous intéressons à la formali-
sation des conditions suffisantes pour l’observabilité du mode discret en supposant que la
structure du système est connue (graphe orienté du système). Cette observabilité permet
de préciser le mode dans lequel le système se trouve suite à une ou plusieurs commutations.
En utilisant les propriétés du graphe orienté associé au système, les conditions suffisantes
permettent d’obtenir des critères de placement de capteurs afin de récupérer l’observabilité
d’un mode discret. En considérant que chaque mode est supposé être associé à l’occurrence
d’un défaut donné, la détection et la localisation des défauts peut être effectuée à travers
l’observabilité du mode discret du système. Ainsi, le problème de détection et de localisation
du défaut fi revient à observer le mode discret correspondant à ce défaut.
Remarque 1 Un défaut peut également être associé au changement d’un paramètre nul en
un paramètre non nul. Dans ce cas, de nouveaux arcs apparaissent sur le graphe représentant
le mode correspondant à ce défaut. La Figure 2.4 montre un exemple de système linéaire à
commutations où les défauts provoquent le changement de la structure du système.
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Figure 2.4 – Exemple de défauts structurels
Pour ces défauts dits structurels, l’analyse de la détection et de la localisation des défauts
peut être effectuée de la même façon que dans l’exemple 2.
2.2.3 Conclusion
Les méthodes de diagnosticabilité présentées dans cette section sont basées sur un modèle
structurel du système. Ce modèle correspond à la structure du système indépendamment
de la connaissance des valeurs numériques des paramètres du modèle. Ceci représente un
avantage pour l’analyse d’un système puisque les propriétés structurelles de ce dernier
peuvent être traitées dès la phase de conception du système. Cette analyse en phase de
conception permet une étude des propriétés du système en boucle ouverte.
Le modèle structurel considéré résulte de la connaissance physique que l’on a d’un
système. Ce type de modèle est difficile à obtenir sachant que le graphe est généré à partir
de la représentation d’état (2.2). Dans le cadre des systèmes complexes de grande dimension
exhibant souvent des phénomènes physiques, la représentation par modèle structurel
requiert une expertise poussée.
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2.3 Diagnostic des systèmes sans connaissance à priori
d’un modèle
L’approche proposée nécessite l’acquisition de différentes séries temporelles représentant
les mesures des différentes grandeurs du système en fonction du temps. De ces séries
sont déduites des informations temporelles de causalité du fait de la dynamique du sys-
tème et des éventuels retards purs qui peuvent exister entre les différentes variables mesurées.
Nous présentons par la suite, des approches statistiques traduisant ces notions de causalité
au travers de l’analyse des séries temporelles. Principalement, trois types de méthodes sont
présentés : l’inter-corrélation, la causalité de Granger et le transfert d’entropie.
2.3.1 Modélisation graphique des relations de causalité
L’établissement des relations de causalité entre les différentes entités d’un système est
une étape importante. Ces relations constituent une information nécessaire à la détermi-
nation des chemins de propagation de défauts au travers des entités du système. Ainsi,
il est intéressant d’établir, pour des systèmes complexes de grande dimension, un mo-
dèle permettant de représenter intuitivement les causalités entre les variables clés du système.
Dans la littérature, ces modèles de causalité sont souvent associés à une représenta-
tion graphique (graphe orienté Boukhobza (2010), graphe de liaisons Thoma (1976),
Réseaux Bayésiens Jensen (1996), etc). Le choix de la représentation dépend de la granula-
rité du modèle du système (boite noire, blanche ou grise) et dépend également de l’objectif
de son utilisation (diagnostic, reconfiguration, maintenance, etc).
Dans la section précédente, nous avons illustré l’utilisation des graphes orientés dans le cadre
des systèmes structurés. L’analyse graphique sur ce type de système permet génériquement
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de statuer sur la satisfaction de propriétés structurelles (observabilité, commandabilité,
tolérance aux défauts, etc) ayant une importance majeure lors de l’étape de conception du
système pour le contrôle/commande. Cependant, dans la majorité des cas, cette analyse
requiert un modèle basé sur les équations d’état structurées. Ces équations étant souvent
difficiles à obtenir, nous proposons une méthode par la suite analysant la causalité entre
les variables du système lorsque suffisamment de données sont disponibles. Elle se base
sur le principe de la causalité qui précise qu’un effet est toujours une conséquence d’une
cause. Ce principe permet d’affirmer qu’il existe une dépendance dans l’espace et dans le
temps entre la cause et l’effet. Nous pouvons citer plusieurs références portant sur la défini-
tion de la causalité sous différents points de vue :
(
Lear (1988); Wallace (1974); May (1970)
)
.
Nous nous focalisons principalement sur la définition de causalité en cohérence avec
le temps. Une définition intuitive de la causalité est liée à une dépendance temporelle entre
la cause et l’effet. Formellement, l’occurrence d’un évènement à l’instant t peut avoir un
impact sur un autre évènement uniquement à l’instant t+ dt et non vice-versa.
Ceci est en lien avec la notion de système causal défini notamment dans Oppenheim
(1997) en théorie de la commande. Une définition supplémentaire permet de stipuler que
les valeurs des entrées d’un système causal à l’instant t > t1 n’ont aucune influence sur les
réponses du système à l’instant t1.
D’après les précédentes définitions, dans le cas où les entrées sont directement liées
aux sorties du système par des équations algébriques, le sens de la causalité ne peut être
établi. Il peut être identifié en utilisant des outils probabilistes de mesure de causalité
(transfert d’entropie par exemple) et/ou l’exploitation des connaissances à priori (équations
mathématiques, expert, etc). Cette dernière est souvent utilisée en industrie lors la phase
de validation d’un modèle du système.
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2.3.1.1 Inter-corrélation
Principe et formalisation mathématique
L’inter-corrélation, présentée en détail dans Johansson (1993), mesure la similitude linéaire
entre deux séries temporelles (vecteurs d’observations) que nous noterons x(k) ∈ R et
y(k) ∈ R avec k = 1, . . . , n. Ces séries peuvent être retardées l’une de l’autre par un retard
constant h.
En déterminant la valeur maximale de l’inter-corrélation entre les deux séries temporelles
qui se manifeste théoriquement en h, il est possible de déceler la dépendance de causalité en
termes de corrélation décalée dans le temps des deux séries temporelles. Ainsi, le retard h
maximisant la fonction d’inter-corrélation est utilisé pour calculer une matrice appelée “la
matrice de causalité” entre les variables mesurées du système.
Nous présentons ci-dessous la méthode basée sur la corrélation de Pearson. Cette mé-
thode présente l’avantage de fournir un résultat facile à appréhender et, comme indiqué dans
Burnham and Anderson (2002a), l’inter-corrélation est assez “robuste” au bruit (additif)
affectant les données. L’inter-corrélation entre la paire de variables x et y est notée Ĉxy(h).
Cette fonction est donnée par :
Ĉxy(h) =
1
n
·
∑n−h
k=1 (x(k)− µ̂x) · (y(k + h)− µ̂y)√∑n−h
k=1 (x(k)− µ̂x)2 ·
∑n−h
k=1 (y(k + h)− µ̂y)2
(2.4)
avec h ∈ {1− n, 2− n, . . . , n− 2, n− 1} et
µ̂x =
1
n
·
n∑
k=1
x(k), µ̂y =
1
n
·
n∑
k=1
y(k) (2.5)
Le dénominateur de Ĉxy décrit les écarts-types de x(k) et y(k). Le résultat de l’inter-
corrélation est donc normalisé c.à.d. Ĉxy(h) ∈ [−1 1]. Si le maximum de |Ĉxy(h)| = 1, cela
signifie que x(k) et y(k) sont parfaitement corrélés à un retard h donné.
Au contraire, les valeurs proches de zéro indiquent qu’aucune corrélation n’existe entre les
séries temporelles. Formellement, il est indiqué que, sous l’hypothèse que x(k) soit un bruit
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blanc stationnaire et que y(k) dépend linéairement de x(k), il est possible de mettre en
avant l’existence d’une causalité temporelle par l’analyse de cette inter-corrélation entre
x(k) et y(k).
Mise en œuvre sur un système 1er ordre :
Afin d’illustrer le calcul de l’inter-corrélation, nous considérons le système de premier
ordre représenté par l’équation 2.6.
y(s)
x(s)
=
1
1 + s
(2.6)
La Figure 2.5 montre le signal d’excitation x(t), la réponse du système y(t) et la fonction
d’inter-corrélation liée au décalage h ∈ {−100, . . . , 100}.
Le choix de l’intervalle réduit permet de visualiser le coefficient d’inter-corrélation en
fonction du décalage temporel h sur un horizon fini réaliste par rapport au type du système
étudié. Ainsi, les décalages maximisant la fonction d’inter-corrélation en dehors de cet
intervalle ne représentent qu’une "coïncidence statistique" et ne reflète véritablement pas
l’existence d’une causalité entre la paire de variables x et y.
Dans cet exemple, x(k) représente une séquence binaire pseudo aléatoire et y(k) re-
présente la réponse du système. La fréquence d’échantillonnage de ce système est Ts = 0, 1s.
Pour h > 0, l’inter-corrélation est maximale à h = 1. Tandis que pour h ≤ 0, l’inter-
corrélation a des valeurs proches de zéro. Cela conduit à la conclusion qu’il existe une
dépendance causale de x −→ y pour h > 0 mais pas de y −→ x.
L’utilisation de l’inter-corrélation pour évaluer la présence d’une dépendance causale
entre plusieurs variables a fait l’objet de plusieurs travaux tels que Horch (2000). L’al-
gorithme présenté dans Horch (2000) est utilisé pour tester si l’amplitude maximale
de l’inter-corrélation déterminée par un ensemble de séries temporelles est significative
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Figure 2.5 – x(k), y(k) et Ĉxy(h)
par rapport à l’amplitude maximale de l’inter-corrélation entre deux variables aléatoires
indépendantes.
Dans Bauer (2005), un critère contenant les amplitudes maximales de l’inter-corrélation
pour h > 0 et h < 0 est proposé dans le but de prendre une décision. La valeur de ce critère
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est testée statistiquement en termes de la règle de 68− 95− 99.7−σ (règle de 1− 2− 3−σ)
contre la valeur du critère calculée à partir de deux variables aléatoires indépendantes
(absence de causalité), c.à.d. quand la valeur de l’inter-corrélation est supérieure à 99.7%
(3 − σ) des valeurs probables sous l’hypothèse H0, alors on en déduit l’existence d’une
causalité entre les deux séries temporelles. L’idée de la règle de 3 − σ est de vérifier si
la valeur du critère pour une série temporelle non-permutée dépasse 3 fois la valeur de
l’écart-type généré à partir de la valeur du critère relatif aux permutations aléatoires du
signal d’entrée x(k), ainsi pour chaque permutation i, xpi(k) correspond au signal dont les
observations sont permutées aléatoirement.
L’utilisation des permutations de la série originale x(k) notés xpi(k), pour le test de
présence de causalité, présente l’avantage de conservation des mêmes caractéristiques en
terme d’amplitude et de distribution de probabilité de la série temporelle. Tandis que les
dépendances de causalité d’une série temporelle par rapport à l’autre sont détruites grâces
à la procédure de permutation aléatoire. Le principe de permutation et le test de signifiance
associé sont illustré à la Figure 2.6. Ce principe de test de signifiance est adopté pour
l’ensemble des méthodes basées sur les données citées dans ce chapitre.
Figure 2.6 – Test de signifiance basé sur le principe de permutations
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Test de présence de causalité
L’utilisation de l’inter-corrélation pour la détection d’une éventuelle relation de cause à
effet entre x et y présente l’inconvénient de toujours présenter un maximum lorsqu’elle
est tracée en valeur absolue. Par conséquent, il est important d’établir deux tests. Le
premier test vérifie si la valeur maximale trouvée de la fonction d’inter-corrélation diffère
significativement de zéro ou si elle peut être le résultat de deux séries temporelles non
corrélées. Dans le second test, nous vérifions si l’éventuelle causalité trouvée x −→ y diffère
sensiblement de y −→ x. En outre, la valeur obtenue lors du deuxième test est utilisée pour
définir la “force” de la relation de cause à effet trouvée.
1er Test : Signification statistique du coefficient de corrélation
Pour tester si l’amplitude maximale absolue de l’inter-corrélation est significative-
ment différente de zéro et qu’elle n’est pas due à deux variables aléatoires indépendantes, un
test d’hypothèse basé sur le coefficient de corrélation de Pearson est effectué. La première
étape est le choix de l’amplitude maximale de l’inter-corrélation. Comme il est possible que
le coefficient d’inter-corrélation soit négatif, la valeur absolue est utilisée. Ceci signifie que
le décalage hmax entre les deux séries x et y s’associant à la position l’amplitude maximale
de l’inter-corrélation peut être définie comme suit :
hmax = argmax
h
|Ĉxy(h)| avec h = 1− n, . . . ,−1, 1, . . . , n− 1. (2.7)
Si hmax > 0, ceci implique qu’il existe une relation de causalité x −→ y et le test d’hypo-
thèse peut être effectué. Considérons la définition du coefficient de corrélation ρ̂xy associé au
décalage temporel hmax :
ρ̂xy := Ĉxy(h
max) (2.8)
Cette valeur sera utilisée pour ce 1er test. Puisque le nombre d’observations est limité
pour chaque série temporelle étudiée, l’équation 2.4 ne donne qu’une estimation de la
fonction d’inter-corrélation. Ceci signifie que ρ̂xy différera toujours de zéro lors du calcul de
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l’inter-corrélation pour deux séries temporelles non corrélées.
Par conséquent, un test statistique est nécessaire pour vérifier si un lien important
entre les signaux est présent. Selon Heiman (2010), l’estimation de ρ̂xy à partir de deux
signaux non corrélés suit une distribution de Student (distribution t) avec un degré de
liberté n− 2, ce qui signifie qu’un t-test classique défini par l’équation 2.9 peut être effectué
pour vérifier si une corrélation significative existe. Pour ce test, l’hypothèse nulle H0 est
définie de telle façon qu’il n’y a pas de corrélation entre les deux séries, ce qui signifie que
si t > t(n−2;1−α/2), il est possible de supposer que les deux signaux sont corrélés.
t = ρ̂xy
√
n− 2
1− ρ̂2xy
(2.9)
α est défini comme un seuil de signification statistique. Nous considérons qu’il est fixé à
α = 0, 05.
Si le test indique qu’à hmax l’hypothèse nulle peut être rejetée signifiant qu’il existe une
corrélation significative, un deuxième test basé sur les amplitudes maximales pour h < 0 et
h > 0 est effectué. Si ce test échoue ou hmax < 0, nous concluons donc qu’aucune relation
de cause à effet n’existe de x vers y (x −→ y) et la causalité de y vers x (y −→ x) peut ainsi
être testée à son tour.
Ce test peut être formulé en considérant deux hypothèses :
• Hypothèse nulle H0 : ρ̂xy = 0
(
absence de corrélation entre les deux séries temporelles
x(k) et y(k)
)
• Hypothèse alternative H1 : ρ̂xy 6= 0
(
la corrélation est significative entre les deux séries
temporelles x(k) et y(k)
)
La règle de décision consiste à accepter :
• H0 si |t| < t
(n−2;
α
2
)
• H1 si |t| > t
(n−2;
α
2
)
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Figure 2.7 – Distribution de Student et prise de décision au risque α
La prise de décision, en considérant ce test bilatéral peut être illustrée par la Figure 2.7.
Il est aussi évident que si le degré de liberté (n − 2) −→ ∞ c.à.d si le nombre de mesures
tend vers l’infini, alors cette distribution tend vers une distribution normale (Théorème
Central Limite Rokhlin (2015)). Ainsi, la prise de décision est semblable à celle décrite dans
le paragraphe précédent et basée sur une distribution usuellement utilisée dans le domaine
de la statistique.
En réalité, les caractéristiques de cette distribution ainsi que le risque α doivent être
ajustés en fonction des caractéristiques statistiques des mesures issues du procédé. En effet,
le bruit peut affecter considérablement les coefficients d’inter-corrélation rendant ce test
peu efficace. Dans Yang et al. (2012); Bauer et al. (2007); Bauer and Thornhill (2008),
des améliorations sont proposées en termes de prise de décision basée sur des méthodes
empiriques.
2ème Test : Signifiance statistique du sens de la causalité
L’objectif du premier test est d’évaluer si les deux séries temporelles sont corrélées
par le choix de la valeur maximale de leur fonction d’inter-corrélation. Celui-ci ne permet
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pas de prendre en compte le cas où les valeurs optimales de la fonction d’inter-corrélation
correspondent à un maximum global pour h > 0 à un minimum local h < 0. Dans ce
cas , il est difficile de statuer sur le sens de la relation de causalité entre une paire de variables.
L’objectif du second test est d’évaluer si la valeur du maximum global pour h > 0
est significativement différente de celle qui correspond à h < 0.
Ainsi, le critère de comparaison est un ratio qui peut être défini par :
ΨC =
maxh>0 |Ĉxy(h)| −maxh<0 |Ĉxy(h)|
maxh>0 |Ĉxy(h)|+ maxh<0 |Ĉxy(h)|
(2.10)
avec ΨC ∈ [−1 1].
La valeur de ΨC > 0 implique la présence d’une relation causale de x vers y (x → y).
Cette valeur dépend fortement des caractéristiques statistiques des deux séries tempo-
relles évaluées et un test basé sur la règle de 68−95−99.7−σ (règle de 1-2-3-σ) est nécessaire.
Comme les permutations aléatoires de la série temporelle x(k) ne permettent pas de
mettre en valeur un lien de causalité de x → y, les valeurs de ΨC doivent être proches
de zéro. Cette idée peut être exploitée en calculant, pour des permutations aléatoires de
l’entrée x(k), la valeur du critère (2.10) associé à ces permutations. La valeur du critère
ainsi obtenue, notée ΨCp , permet de représenter la valeur du critère quand la causalité entre
une paire de variables n’existe pas.
Une prise de décision sur le sens de causalité dépend du seuil défini par :
ΨCseuil = µΨCp + 3σΨCp (2.11)
avec,
µΨCp =
1
N
N∑
k=1
ΨCp (k), σΨCp =
√√√√ 1
N
N∑
k=1
(ΨCp (k)− µΨCp )2 (2.12)
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µΨCp et σΨCp représentent respectivement la moyenne empirique et l’écart-type empirique de
ΨCp .
Si ΨC > ΨCseuil, la relation de causalité est considérée comme significative. Notons
que le choix d’un test de 99.7-σ (3-σ) dépend de l’appréciation de l’utilisateur et de la
procédure de modélisation. Cependant, ce test est largement utilisé en industrie grâce
la simplicité de sa mise en œuvre. Il est considéré comme étant une règle heuristique
qui stipule que la plupart des observations (98 %) sont à l’intérieur de l’intervalle de
confiance [µ − 3σ µ + 3σ]. Nous citons Pukelsheim (1994); Wheeler et al. (1992) décrivant
l’utilisation du test dans le cadre de la maitrise statistique du procédé. Cet intervalle peut
bien évidement être ajusté en fonction des cas à étudier.
Considérons le système de premier ordre décrit précédemment, la Figure 2.8 illustre
l’estimation de la densité de probabilité du critère ΨCp . Ce ratio est donné par l’Equa-
tion 2.10.
Figure 2.8 – Résultat de l’estimation de la densité de probabilité de ΨCp pour n = 1000
A partir de cette densité, la moyenne et la variance empiriques peuvent être estimées.
Ainsi, µΨCp ≈ −0.47 et σΨCp ≈ 0.14. De ces deux caractéristiques statistiques, le seuil
ΨCseuil = µΨCp + 3σΨCp est calculé et Ψ
C
seuil = −0.05 ⇒ ΨCseuil ≈ 0. En fonction du seuil ainsi
calculé, la valeur de ΨC = 0.39 est significativement plus grande que ΨCseuil.
Ceci mène vers la conclusion que la variable x est la cause de y (x→ y).
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Exemple d’illustration :
Considérons le système décrit par les équations récurrentes suivantes dont la simula-
tion permet de générer des mesures bruitées :

x1(k) = 0.8x1(k − 1)− 0.9x1(k − 2) + b1(k)
x2(k) = −0.5x1(k − 2) + 0.25x2(k − 1) + b2(k)
x3(k) = −0.5x2(k − 4)− 0.25x3(k − 1) + b3(k)
(2.13)
avec bi des bruits blancs gaussiens indépendants de moyenne nulle pour i ∈ {1, 2, 3}. Si
nous considérons le modèle décrit par les Équations
(
2.13), le graphe orienté réel associé et
les séries temporelles du système sont respectivement représentés à la Figure 2.9 et 2.10.
Figure 2.9 – Graphe de causalité réel associé au modèle
(
2.13)
Figure 2.10 – Séries temporelles x1, x2 et x3 du modèle autorégressif
(
2.13)
A partir des résultats d’analyse par inter-corrélation montrés à la Figure 2.11, nous pouvons
constater différents maxima locaux de la fonction d’inter-corrélation pour chaque paire de
variables (xi, xj). En effet, le coefficient d’inter-corrélation Ĉx1x2 de x1 → x2 est maximal
à h = 2 et Ĉx1x2(2) ≈ 0.77 ; le coefficient Ĉx2x3 de x2 → x3 est maximal à h = 4 et
Ĉx2x3(4) ≈ 0.65.
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x1 → x2 x1 → x3
x2 → x1 x2 → x3
x3 → x1 x3 → x2
Figure 2.11 – Fonctions d’inter-corrélation
Il existe aussi une relation de causalité indirecte entre x1 et x3 due à l’existence d’un
chemin x1 → x2 → x3. Cette relation est liée à l’existence d’une variable intermédiaire x2
avec un retard de 6 échantillons, le coefficient Ĉx1x3(6) ≈ 0.51. Les causalités x3 → x1 et
x3 → x2 sont inexistantes. Les coefficients d’inter-corrélation respectifs des deux relations
de causalité x3 → x1 et x3 → x2 sont très faibles et éliminés par le test statistique de
Student énoncé précédemment puisque tx3→x1 = 1.69 et tx3→x2 = 2.40 sachant que le seuil
est t(n−2;α/2) = 2.75.
Afin de retrouver le graphe de causalité liant x1, x2, et x3, nous utilisons la méthode
empirique basée sur la permutation aléatoire de la série temporelle xi. A chaque per-
mutation, nous calculons le coefficient de corrélation ρ̂p = ˆρxiy (coefficient associé à la
permutation p). Nous considérons pour cet exemple 100 permutations. Nous pouvons tracer
la densité de probabilité des coefficients de corrélation relative à chaque permutation. Ceci
est présenté à la Figure 2.12.
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Figure 2.12 – Estimation de la densité de probabilité des coefficients de corrélation ρ̂p sous
l’hypothèse H0
Comme expliqué précédemment, lors de la partie relative au deuxième test, nous pouvons
calculer le seuil par l’intermédiaire de l’équation suivante :
ρ̂seuil = µρ̂p + 3σρ̂p (2.14)
La valeur du seuil est ρ̂seuil ≈ 0.45 (Figure 2.13).
Le graphe orienté pondéré obtenu par rapport au seuil prédéfini est illustré à la Figure 2.14.
Les pondérations apparaissent sur les arcs traduisent le décalage temporel (>0) par lequel
l’inter-corrélation est maximale.
Nous pouvons à travers ce type de structure éliminer la relation indirecte x1 → x3 induite
par l’existence du chemin x1 → x2 → x3.
En effet, nous partons de l’hypothèse que si la somme des retards sur le chemin x1 → x2 → x3,
notée hx1→x2 + hx2→x3 = 2 + 4 est égale à hx1→x3 = 6 alors l’arc (x1, x3) peut être éliminé.
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x1 → x2 x1 → x3
x2 → x1 x2 → x3
x3 → x1 x3 → x2
Figure 2.13 – La fonction d’inter-corrélation vs retard h avec seuillage ρ̂seuil ≈ 0.45
Figure 2.14 – Graphe orienté pondéré identifié par la méthode d’inter-corrélation
2.3.1.2 Causalité de Granger
Le concept de causalité de Granger (CG) a été introduit à l’origine dans le domaine de
l’économie par Clive Granger en 1969
(
Granger (1969)
)
qui l’a utilisé pour déterminer les
relations entre différents modèles économétriques. La causalité de Granger est basée sur
un test de causalité multivariée. La série temporelle x(k) est étendue pour cette mesure
de causalité à un ensemble de variables d’entrée qui consiste en r séries temporelles xi(k)
i ∈ {1, . . . , r}.
Le concept de causalité de Granger peut s’expliquer aisément en considérant le cas bivariable
où deux séries x(k) et y(k) temporelles sont considérées. La relation de dépendance causale
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de x vers y (x −→ y), au sens de Granger, n’est existante que si les valeurs de xi(k) passées
permettent une meilleure prédiction de la série temporelle y(k) plutôt que de considérer les
valeurs passées de y(k) seules.
L’évaluation de la causalité se base principalement sur la comparaison de la variance
de l’erreur de prédiction d’un modèle autorégressif (modèle restreint AR) et d’un modèle
autorégressif avec entrées exogènes (modèle non restreint ARX) en utilisant des tests
d’hypothèses permettant de statuer sur la présence ou non de causalité entre les variables
étudiées.
La Figure 2.15 permet d’illustrer globalement le concept de la causalité de Granger.
Figure 2.15 – Concept de la causalité de Granger basé sur la comparaison de modèles
AR-ARX
Les travaux de Friston et al. (2014, 2013) permettent de rapporter sur l’utilisation de la
causalité de Granger principalement dans le domaine fréquentiel. Des cas d’études basés sur
l’analyse de séries temporelles sont également présentés afin d’illustrer la mesure de causalité
proposée. Nous citons également Eichler (2013) dressant un état de l’art sur le concept de
la causalité de Granger et mettant en relief le problème d’existence d’une fausse causalité.
Cette fausse causalité peut se manifester par l’existence d’un arc entre deux variables x→ y
induit par l’existence d’une variable intermédiaire z sur le chemin x→ z → y.
Principe et formalisation mathématique
Comme introduit précédemment, la causalité de Granger est souvent utilisée comme étant
une mesure de causalité multivariée. Cela signifie que pendant l’évaluation de la causalité
entre xi → y, la série temporelle y(k) peut dépendre aussi des autres variables mesurées du
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système (entrées) xj(k) j 6= i. Ainsi, il est utile de redéfinir les modèles restreints (AR) et
non-restreints (ARX) en tenant compte de ces variables xj(k) avec j 6= i.
La causalité de Granger est évaluée en comparant les deux modèles AR et ARX. La
méthode se base sur la prédiction de y(k) en supposant connues les observations antérieures
(principe de causalité temporelle). Si la norme quadratique de l’erreur de prédiction en
utilisant le modèle non-restreint
{
xl(k), . . . , xr(k)
}
est sensiblement plus petite que celle du
modèle restreint ne considérant que les seules séries temporelles
{
xl(k), . . . , xr(k)
}
\xi(k)
c.à.d, n’intégrant pas la variable xi du modèle, alors on peut conclure que xi explique par
partie y.
Considérons une variable dépendante y et deux ensembles de variables d’entrée
X = {xl(k), . . . , xr(k)} et X\xi = {xl(k), . . . , xr(k)}\xi.
La norme quadratique de l’erreur de prédiction, en considérant un modèle d’ordre m et un
nombre d’observations n, est donnée par :

ξ2X =
n∑
k=m+1
(
y(k)− â0 −
m∑
j=1
âjy(k − j)−
r∑
l=1
m∑
j=1
b̂ljxl(k − j)
)2
ξ2
X\xi =
n∑
k=m+1
(
y(k)− â′0 −
m∑
j=1
â′jy(k − j)−
r∑
l=1
l 6=i
m∑
j=1
b̂′ljxl(k − j)
)2 (2.15)
Les paramètres âi, b̂lj, â′i et b̂
′
lj des modèles restreints et non-restreints sont obtenus par
l’utilisation de certaines méthodes d’identification.
Les valeurs de ξX et ξX\xi sont ensuite utilisées pour évaluer l’existence d’une relation de
causalité et en estimer éventuellement la force. Dans le paragraphe suivant, nous présentons
différents critères de sélection de l’ordre du modèle et de l’évaluation de sa consistance en
termes d’erreur de prédiction.
La causalité au sens de Granger a été définie tant dans le domaine temporel que fré-
quentiel Barnett and Seth (2014). Dans ce travail, nous nous intéressons exclusivement au
domaine temporel. Dans ce cas, si l’on considère les variables x et y, la causalité est définie
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par le ratio suivant :
GCxi−→y = ln
(
var(ξX\xi)
var(ξX)
)
(2.16)
où var(·) exprime la variance de ξX et ξX\xi . L’expression GCxi−→y permet d’évaluer l’apport
de la variable x en considérant la réduction de l’erreur de prédiction.
2.3.1.2.1 Estimation de l’ordre du modèle
Comme expliqué précédemment, la causalité de Granger se base sur l’estimation des
paramètres d’un modèle autorégressif. Il est clair que les performances du modèle dépendent
de l’ordre choisi afin de permettre une meilleure prédiction de la sortie y(k).
Dans la littérature, deux approches sont utilisées pour estimer l’ordre d’un modèle :
Critère d’Information Akaike (CIA) (Seth (2010)) et Critère d’Information Bayésien (CIB)
(Rissanen (1978)).
Ces critères reposent sur un compromis entre la qualité de l’ajustement et la complexité
du modèle, en pénalisant les modèles ayant un grand nombre de paramètres limitant les
effets du sur-ajustement. Ces critères tiennent compte de l’erreur de prédiction ξX ou ξX\xi ,
la taille n de la série temporelle (vecteur des observations), le nombre des variables m
considérées et l’ordre du modèle choisi.
Ainsi, l’estimation se base sur la fonction coût F = ξX pour le modèle non-restreint
et F = ξX\xi pour le modèle restreint. Nous ne présenterons dans cette partie que le
critère CIA. Afin d’avoir plus de détail concernant ces métriques, une étude comparative
exhaustive est conduite par Yang (2005); Burnham and Anderson (2004, 2002b). Elle
montre l’équivalence des deux critères :
CIA(m) = log(F) + 2mp
2
n
(2.17)
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Le 2ème terme
2mp2
n
de l’Équation (2.17) représente la pénalisation du critère CIA(m) par
rapport à l’ordre du modèle m et le nombre de variables explicatives p ; c.à.d. le nombre de
paramètres à estimer.
Test de signification statistique
Le test de signification statistique consiste à évaluer si les erreurs de prédiction qua-
dratiques du modèle restreint (ξX\xi) et non restreint (ξX) diffèrent significativement.
En considérant l’hypothèse que les deux erreurs de prédiction quadratiques suivent une
distribution du χ2, les travaux de Seth (2010); Barnett and Seth (2014) se basent sur le test
de Fisher pour évaluer le lien de causalité éventuel entre xi(k) et y(k).
La statistique associée au test de Fisher correspond, dans notre cas, à l’équation sui-
vante :
F (m,n−m− p) =
ξX\xi − ξX
ξX
· n−m(1 + p)
m
(2.18)
La valeur de la statistique F (m,n−m− p) est à comparer à la valeur du test de Fisher Fα
correspondant à un seuil de significativité (au risque) de α. Si F (m,n−m− p) > Fα, alors
xi peut être interprétée comme une cause probable de y. Ceci peut être formulé par un test
d’hypothèse unilatéral (à droite) sur les variances σξ
X\xi
et σξX des erreurs de prédiction
quadratiques du modèle restreint et non restreint.
Nous considérons pour ce test de Fischer, les deux hypothèses suivantes :
• H0 : σξ
X\xi
= σξX
• H1 : σξ
X\xi
> σξX
L’hypothèse H0 est équivalente à formuler le fait que xi n’est pas une cause de y en
considérant que les variances des erreurs de prédiction quadratiques des deux modèles en
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tenant compte de la variable xi dans le modèle non restreint et sans xi dans le modèle
restreint n’affecte pas la prédictibilité des modèles.
A contrario, l’hypothèse H1 permet de formuler l’existence d’une causalité entre xi et
y en évaluant les deux variances des erreurs de prédiction quadratiques. Ceci correspond à
évaluer si l’introduction de la variable xi dans le modèle non restreint, réduit significative-
ment l’erreur de prédiction quadratique par rapport à celle du modèle restreint. Ainsi, la
prise de décision est simple. En effet,
• si F > Fα alors H1 est vraie
• sinon acceptation de l’hypothèse H0
Ce test peut être ré-exprimé autrement en évaluant la valeur du risque α par rapport à une
p-valeur. Cette p-valeur est associée à l’observation d’une statistique de test F et correspond
au seuil auquel on rejetterait l’hypothèse nulle H0 compte tenu de cette observation.
Formellement, sous l’hypothèse que la statistique F suit une loi de Fischer, la p-valeur notée
p− val s’exprime par :
p− val = 1− Φ(F, dl1, dl2) (2.19)
La fonction Φ est la densité de probabilité cumulée de Fisher. dl1 et dl2 sont respectivement
les degrés de liberté du numérateur et du dénominateur de la statistique F .
Ainsi, l’acceptation de l’hypothèse H1 dépend de la validité de l’inégalité p− val < α, sinon
l’hypothèse nulle H0 est acceptée.
Exemple d’illustration :
Considérons le même modèle décrit lors de l’exemple d’illustration de la section 2.3.1.1. Le
choix de l’ordre du modèle s’établit par le critère CIA comme illustré à la Figure 2.16
L’ordre du modèle choisi est m=4. Ainsi, les modèles restreint et non restreint pour
l’estimation de la causalité de Granger sont d’ordre 4.
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Figure 2.16 – Critère CIA du modèle autorégressif du système
La Figure 2.17 représente les causalités qui peuvent exister entre les variables du système
décrit par l’Équations (2.13).
Figure 2.17 – Causalité de Granger : (a) Carte thermique, (b) Graphe de causalité pondéré
Interprétation
A partir de la Figure 2.17, nous pouvons statuer sur l’existence des différentes rela-
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tions de causalité entre les variables xi en évaluant les coefficients correspondant aux
ratios de vraisemblance exprimés dans l’Équation 2.16. Ainsi, pour cet exemple, seuls les
coefficients 0.6044 et 0.4461 représentant respectivement la présence de causalité x1 −→ x2
et x2 −→ x3 sont retenus puisque les autres coefficients sont très proches de 0 exprimant
ainsi l’absence d’une causalité.
Afin de statuer systématiquement sur la présence de causalité, nous appliquons le
test statistique de Fisher en calculant la p-valeur. Nous adoptons la notation suivante de
p-valeur associée à une relation de causalité (xi, xj) notée p(xi,xj)-val.
Pour un seuil de α = 5%, nous avons p(x1,x2)-val=0, cette valeur correspond la probabilité
de rejeter l’hypothèse H0 sachant que cette hypothèse est vraie c.à.d. p(x1,x2)-val < α. Ainsi,
la relation de causalité entre x1 → x2 existe.
Nous résumons les autres résultats dans la Table 2.1 suivante :
(xi, xj) p-val Hi pour i ∈ {0, 1}
(x1, x2) 0 H1
(x1, x3) 0.093 (9.3 %) H0
(x2, x1) 0.42 (42 %) H0
(x2, x3) 0 H1
(x3, x1) 0.017 (17 %) H0
(x3, x2) 1.310
−05 ≈ 0 H1
Table 2.1 – Existence de relation de causalité (xi, xj)
La présence du faux lien de causalité (x3, x2) est due à la présence de colinéarité entre x3 et
la paire de variables x1 et x2.
Différents travaux
(
Gilson and Van den Hof (2005); Söderström and Stoica (2002); Forssell
and Ljung (1999)
)
relatifs à l’identification des systèmes permettent d’améliorer les résul-
tats de mesure de causalité de Granger. Ces travaux proposent des méthodes basées sur
l’exploitation de variables instrumentales. Ces méthodes permettent également de consi-
dérer l’endogénéité de certaines variables dans un problème de régression contrairement à
la méthode des moindres carrés ordinaire utilisée dans ce manuscrit pour l’estimation des
modèles restreint et non restreint.
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2.3.1.3 Transfert d’Entropie
Une approche non paramétrique de la mesure de causalité consiste en celle de la théorie de
l’information dans laquelle on peut introduire différents indicateurs, comme l’information
dirigée. Une autre caractérisation de nature entropique est le transfert d’entropie (TE).
Ce concept récent a été introduit par Schreiber
(
Schreiber (2000)
)
pour décrire le flux
d’informations entre deux séries temporelles.
D’après sa définition, cette mesure de causalité est asymétrique. En effet, TE mesure
“la quantité d’information” de la série temporelle x(k) vers la série y(k) et mesure de
nouveau “la quantité d’information” de y(k) vers x(k).
Contrairement à l’inter-corrélation qui mesure la causalité entre deux séries tempo-
relles en fonction d’un retard, TE mesure la causalité par l’évaluation des probabilités de
transition. Cette approche permet de détecter les relations de causalité non linéaires qui
peuvent exister entre les séries temporelles d’un jeu de données.
TE est utilisée dans divers domaines
(
Staniek and Lehnertz (2009); Chávez et al. (2003);
Sensoy et al. (2014)
)
tels qu’en neurosciences, en économie et analyse financière. Nous nous
intéresserons plus particulièrement aux travaux pour la modélisation de causalité des pro-
cédés et notamment ceux de Shu and Zhao (2013); Naghoosi et al. (2013) qui concernent
la modélisation des procédés chimiques. Dans
(
Faghraoui et al. (2012, 2014)
)
, nous nous
sommes intéressés à la modélisation des systèmes à grande dimension à travers les liens de
causalité entre les variables du système.
Formalisation mathématique
Comme introduit précédemment, TE se base sur le calcul de probabilités de transition
pouvant montrer l’existence de relations de causalité.
Considérons les séries temporelles x(k) et y(k) écrites respectivement sous forme vectorielle :
60
2.3 Diagnostic des systèmes sans connaissance à priori d’un modèle 61
x
(l)
k = (x(k), x(k − 1), . . . , x(k − l + 1)) (2.20)
y
(m)
k = y((k), y(k − 1), . . . , y(k −m+ 1)) (2.21)
x
(l)
k et y
(m)
k sont deux vecteurs d’observation de taille l et m.
Considérons le vecteur d’observations y(m)k , la probabilité de transition, définie par p(yk+1|yk),
s’écrit comme suit :
p(yk+1|y(m)k ) = p(yk+1|yk, . . . , yk−m+1) (2.22)
Si la valeur future yk+1 ne dépend que de yk, alors la probabilité de transition (2.22) s’écrit
sous la forme :
p(yk+1|y(m)k ) = p(yk+1|yk) (2.23)
Cette probabilité est appelée “probabilité Markovienne de premier ordre” .
Le calcul de TE nécessite aussi le calcul de la probabilité de transition p(yk+1|y(m)k , x
(l)
k ).
Cette dernière peut s’écrire sous la forme :
p(yk+1|y(m)k , x
(l)
k ) = p(yk+1|yk . . . , yk−m+1, xk . . . , xk−l+1) (2.24)
Avant de présenter l’équation permettant le calcul du TE, quelques définitions sont néces-
saires :
Définition 1
L’ensemble probabiliste Ω est un ensemble non vide dont les éléments représentent tous les
résultats possibles d’une expérience aléatoire donnée.
Définition 2
Soit X une variable aléatoire sur un espace probabiliste Ω. La loi de X est définie par :
p(x) = P(X = x) =
∑
X(ω)=x
P[ω] pour x ∈ R
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En d’autres termes, p(x) est la probabilité des événements ω vérifiant X(ω) = x, donc la
probabilité que X prenne la valeur x à une éventualité donnée (un échantillon donné).
Définition 3
Soient X et Y deux variables aléatoires, la loi de probabilité conjointe est définie par :
p(x, y) = P(X = x ET Y = y) pour (x, y) ∈ R2
p(x, y) est la probabilité des événements ω vérifiant simultanément X(ω) = x et Y (ω) = y.
L’égalité
∑
(x,y)∈R2
p(x, y) = 1 est vérifiée.
Définition 4
La probabilité conditionnelle notée p(y | x) est la probabilité que la variable aléatoire Y (ω) = y
sachant la valeur de la variable aléatoire X(ω) = x. Cette probabilité est définie par :
p(y | x) = p(y, x)
p(x)
Cette définition est issue du théorème de Bayes Jensen (1996).
Sachant que les densités de probabilité sont souvent inconnues sur un système réel, leur
estimation s’avère nécessaire. La méthode par histogramme est souvent utilisée car cette
méthode présente l’avantage d’être simple à mettre en œuvre.
Le transfert d’entropie représente la différence entre l’information de l’entropie de
yk+1 quand les passés de yk et xk sont connus. La connaissance de yk+1 dépend de xk. Cette
définition est similaire à celle de la causalité de Granger.
Ainsi, TE décrit l’incertitude sur la valeur de yk+1 déduite à partir de x
(l)
k et de
y
(m)
k .
TE s’écrit :
TEx→y =
∑
yk+1,y
(m)
k ,x
(l)
k
p(yk+1, y
(m)
k , x
(l)
k ) log
p(yk+1|y(m)k , x
(l)
k )
p(yk+1|y(m)k )
(2.25)
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L’intervalle des valeurs de TE est [0 Hy]. Cet intervalle est défini dans Marschinski and
Kantz (2002).
Afin de prendre en compte la présence d’un retard pur, la variable τ est introduite dans
l’expression de TE. Ceci consiste à décaler la série temporelle xk par rapport à yk. L’équation
(2.25) est calculée ainsi pour différents retards τ de la série temporelle x(k − τ). Nous
introduisons la notation TEx→y(τmax) = max
τ
(TEx→y(τ)) signifiant le choix d’une valeur
maximale en fonction de τ .
L’équation (2.25) en fonction de τ peut être récrite :
TEx→y(τ) =
∑
yk+1,y
(m)
k ,x
(l)
k−τ
p(yk+1, y
(m)
k , x
(l)
k−τ ) log
p(yk+1|y(m)k , x
(l)
k−τ )
p(yk+1|y(m)k )
(2.26)
Ceci présente un inconvénient majeur en pratique. En effet, le calcul numérique peut devenir
conséquent induit par le nombre de variables du système étudié et aussi par l’ordre des
probabilités de transition qui dépendent de m et l .
Exemple d’illustration :
Avant d’illustrer les résultats obtenus, rappelons le système d’équations suivant :

x1(k) = 0.8x1(k − 1)− 0.9x1(k − 2) + b1(k)
x2(k) = −0.5x1(k − 2) + 0.25x2(k − 1) + b2(k)
x3(k) = −0.5x2(k − 4)− 0.25x3(k − 1) + b3(k)
(2.27)
avec bi des bruits blancs gaussiens indépendants de moyenne nulle pour i ∈ {1, 2, 3}. Si
nous considérons le modèle décrit par les équations
(
2.27
)
, le graphe orienté réel associé et
les séries temporelles du système sont respectivement représentés à la Figure 2.18 et 2.19.
Cet exemple d’illustration est semblable à celui utilisé lors des méthodes précédemment
présentées (l’inter-corrélation et la causalité de Granger).
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Figure 2.18 – Graphe de causalité réel associé au modèle
(
2.27)
Figure 2.19 – Séries temporelles x1, x2 et x3 du modèle autorégressif
(
2.27)
Afin de construire le graphe de causalité basé sur l’estimation par la méthode TE entre les
séries temporelles étudiées, nous considérons les étapes explicités ci-dessous :
a) Choix des dimensions l et m des séries temporelles et de l’horizon de
prédiction
Avant le calcul de TE pour chaque paire de variables (xi, xj), il est nécessaire de définir
deux paramètres liés à la dimension l et m des séries temporelles x(l)i et x
(m)
j . Si les valeurs
des paramètres l et m choisies sont petites, la capture de la dynamique du système est
omise. Ceci se traduit par des résultats d’estimation de TE mitigés.
À contrario, si les paramètres l et m sont grands, le calcul de TE peut devenir chro-
nophage. En effet, le calcul dépend principalement de l’estimation des combinaisons des
probabilités conditionnelles p(yk+1|y(m)k , x
(l)
k ) et p(yk+1|y
(m)
k ).
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Le calcul de TE proposé par Schreiber (2000) et Bauer (2005) se base sur des va-
leurs de l et m prédéfinis (l=m=1) en se basant sur l’hypothèse que les séries temporelles
peuvent être représentées par des processus de Markov de premier ordre 2.24. Plusieurs
méthodes ont été proposées. On cite Cao (1997) et Ragwitz and Kantz (2002) où la méthode
présentée dans Ragwitz and Kantz (2002) est utilisée dans ce travail et il en résulte l=m=5.
Le choix de l’horizon de prédiction doit être réaliste par rapport au type du système
étudié. Ainsi, les décalages maximisant TE en dehors de cet intervalle ne représentent
qu’une “coïncidence statistique” et ne reflète pas véritablement l’existence d’une causalité
entre la paire de variables x et y. Un horizon très grand engendre une complexité algorith-
mique temporelle prohibitive.
Dans notre exemple, l’horizon de prédiction est fixé à [0 10].
b) Test de signifiance statistique
Le principe du test statistique présenté dans cette section est similaire à celui pré-
senté dans la section 2.3.1.1.
Nous utilisons la méthode empirique basée sur la permutation aléatoire de la série temporelle
xi. À chaque permutation de la série temporelle xi, nous calculons la valeur TE c.à.d.
ˆTEp = TExi→y (valeur TE associée à la permutation p).
Nous considérons pour cet exemple 100 permutations. Nous pouvons ainsi tracer la densité
de probabilité des valeurs TE relative à chaque permutation p. La densité de probabilité
estimée est illustrée à la Figure 2.20.
Le seuil ˆTEseuil est donné à l’Équation 2.28.
ˆTEseuil = µ ˆTEp + 3σ ˆTEp (2.28)
La valeur du seuil est ˆTEseuil ≈ 0.0034 (Figure 2.21).
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Figure 2.20 – Estimation de la densité de probabilité des valeurs TE sous l’hypothèse H0
vs H1 (H0 : inexistence de causalité)
Les résultats du calcul de TE, appliqué à l’exemple 2.27, sont illustrés par la Fi-
gure 2.21.
Nous pouvons constater différents maxima locaux de la mesure TE pour chaque paire de
variables (xi, xj). En effet, la valeur TEx1→x2 relative au lien x1 → x2 est maximal à τ = 2
et TEx1→x2(2) ≈ 0.14. La valeur TEx2→x3 relative au lien x2 → x3 est maximal à h = 4 et
TEx2→x3(2) ≈ 0.26.
Il existe aussi une relation de causalité indirecte entre x1 et x3 due à l’existence d’un
chemin x1 → x2 → x3. Cette relation est liée à l’existence d’une variable intermédiaire x2
avec un retard de 6 échantillons. La valeur TEx1→x3(6) ≈ 0.08.
Les causalités x3 → x1 et x3 → x2 sont inexistantes. Les valeurs TE respectives des deux
relations de causalité x3 → x1 et x3 → x2 sont très faibles (en dessous du seuil ˆTEseuil) et
éliminées par le test statistique non-paramétrique précédemment énoncé et illustré sur les
différents graphiques de la Figure 2.21.
Le graphe orienté pondéré obtenu par rapport au seuil ˆTEseuil est illustré à la Fi-
gure 2.22. Les pondérations des arcs traduisent le décalage temporel (>0) par lequel TE est
maximale sur l’horizon de prédiction [0 10].
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x1 → x2 x1 → x3
0 2 4 6 8 100
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
← TEx1→x2 (τmax) =0.14523
τ (Retard)
 
 
T Ex1→x2(τ )
ˆT Eseuil
0 2 4 6 8 100
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
← T Ex1→x3 (τmax) =0.0801
τ (Retard)
 
 
TEx1→x3(τ )
ˆTEseuil
x2 → x1 x2 → x3
0 2 4 6 8 100
0.5
1
1.5
2
2.5
3
3.5 x 10
−3
← TEx2→x1 (τmax) =0.0023086
τ (Retard)
 
 
TEx2→x1(τ )
ˆTEseuil
0 2 4 6 8 100
0.05
0.1
0.15
0.2
0.25
0.3
0.35
← TEx2→x3 (τmax) =0.26333
τ (Retard)
 
 
TEx2→x3(τ )
ˆTEseuil
x3 → x1 x3 → x2
0 2 4 6 8 10−2
−1
0
1
2
3
4 x 10
−3
← TEx3→x1 (τmax) =0.0025395
τ (Retard)
 
 
TEx3→x1(τ )
ˆTEseuil
0 2 4 6 8 10−0.5
0
0.5
1
1.5
2
2.5
3
3.5 x 10
−3
← TEx3→x2 (τmax) =0.003186
τ (Retard)
 
 
TEx3→x2(τ )
ˆTEseuil
Figure 2.21 – TE entre paires de variables (xi, xj) relatif à l’exemple 2.27
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Figure 2.22 – Graphe orienté pondéré identifié par la méthode transfert d’entropie
Nous pouvons à travers ce type de structure éliminer la relation indirecte x1 → x3 induite
par l’existence du chemin x1 → x2 → x3.
En effet, nous partons de l’hypothèse que si la somme des retards maximisant TE pour chaque
paire de variables (xi, xj) sur le chemin x1 → x2 → x3 donnée par τx1→x2 + τx2→x3 = 2 + 4
est égale à τx1→x3 = 6 alors l’arc (x1, x3) peut être éliminé.
2.3.2 Matrice de causalité et représentation graphique
La matrice de causalité permet de synthétiser l’ensemble des informations concernant la
présence de causalités qui peuvent exister entre les variables d’un procédé. Afin de représenter
l’ensemble des liens causaux des variables du procédé étudié, une matrice de causalité, notée
C comme illustrée par l’équation 2.29 peut être générée.
C =

∗ cx2→x1 · · · cxn→x1
cx1→x2 ∗ · · · cxn→x2
∗... ... . . . ...
cx1→xn cx2→xn · · · ∗

(2.29)
Cette matrice de dimension n × n est associée à n variables notées xi, i ∈ {1 . . . n} et les
éléments de cette matrice notés cxi→xj représente une mesure de causalité entre la paire de
variables xi et xj avec i 6= j. La variable cxi→xj est une mesure heuristique qui dépend de
la méthode choisie (inter-corrélation, Causalité de Granger, etc) et représente la force de la
causalité. Cette mesure est souvent standardisée (0 ≤ cxi→xj ≤ 1). Ainsi une valeur proche
de 0 représente une relation causale faible. En revanche, une valeur proche de 1 représente
une forte relation causale.
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L’un des problèmes induits par la considération des mesures réelles est la présence du
bruit. Ce dernier influe souvent l’estimateur de causalité, nécessitant ainsi une étape de
seuillage fondée sur des méthodes statistiques et/ou un retour d’expérience d’expert ayant
des connaissances a priori sur la présence de causalités entre les variables du procédé
(
Bauer
(2005); Bauer et al. (2007)
)
. Ainsi, estimer les dépendances causales entre n variables
nécessite le calcul de n(n − 1) valeurs cxi→xj . Au moyen des différents types de méthodes
présentées précédemment dans ce manuscrit, cette matrice peut être aisément générée.
Nous insistons sur le fait que cette matrice peut être également construite à partir de
connaissances d’expertises ou par des ressources matérielles et notamment des schémas du
procédé.
A cet effet, nous allons aborder à la section 2.4, les principaux travaux menés dans
le cadre du développement de méthodes combinées pour la modélisation de causalité des
procédés industriels.
Une interprétation plus intuitive de la matrice de causalité à fait l’objet de nombreux
travaux. L’objectif est de permettre une compréhension plus facile et rapide de la topologie
du système. Dans le cadre du diagnostic, l’analyse des causes doit être explicite dans le
sens où la partie en défaut doit être aisément identifiable et les chemins de propagation du
défaut facilement visualisables.
Nous citons Bauer (2005) et Seth (2010) qui proposent un diagramme à bulles. La
largeur de chaque bulle représente la force de la dépendance causale entre une paire de
variables. Une représentation par carte thermique est également souvent utilisée dans le
domaine du traitement d’image où les valeurs sont associées à différentes couleurs. Le
problème de cette représentation est qu’il est parfois difficile de comprendre la structure du
système en se basant sur des couleurs dont les nuances peuvent se rapprocher.
Dans ce manuscrit, nous nous intéressons particulièrement à la représentation de la
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topologie du système par un graphe orienté, noté G(S,A), composé de deux ensembles finis :
• L’ensemble S qui représente l’ensemble des sommets associés aux variables mesurées
du système ;
• L’ensemble A qui représente l’ensemble des arcs associés à l’existence de relations de
causalité entre les variables mesurées du système.
2.4 Représentation des liens de causalité :
La complexité et la taille de certains systèmes rendent délicat leur diagnostic. Ce dernier re-
quiert en effet l’utilisation de différentes approches transverses basées sur des connaissances
graphiques et / ou directement sur des données. Divers travaux ont reconnu la nécessité et
le bénéfice de mixer plusieurs approches complémentaires. Nous pouvons citer Vedam and
Venkatasubramanian (1999); Chiang and Braatz (2003) qui proposent un diagnostic basé
sur les données en utilisant un modèle qualitatif du système. L’intérêt de ce modèle est de
consolider les résultats d’analyse des causes à travers l’analyse d’un graphe orienté signé
représentant le procédé. Norvilas et al. (2000) proposent une approche de diagnostic basée
conjointement sur l’utilisation de techniques statistiques multivariées et l’implémentation de
règles d’expertises a priori (KBS 1). Les KBS sont des plateformes informatiques permettant
d’implémenter des descriptions liées au type du procédé.
Leung and Romagnoli (2002) proposent également une méthode basée conjointement
sur l’analyse statistique multivariée des mesures du procédé et sur une carte causale (modèle
graphique) du procédé identifiée manuellement en utilisant la connaissance d’experts. Cette
carte causale permet d’affiner les résultats de la localisation des défauts.
Lee et al. (2003) combinent des graphes orientés signés et des méthodes statistiques pour
améliorer l’analyse des causes de défauts. Nous citons enfin Maurya et al. (2007) qui
montrent les liens pouvant exister entre les graphes orientés signés et l’analyse des tendances
pour le diagnostic. Les travaux de Maurya ont mis l’accent sur l’identification du modèle
1. Knowledge-based system
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de causalité à partir des schémas P&ID ou PFD du système. Cela permet d’améliorer
considérablement le diagnostic basé sur les données car le graphe est enrichi d’informations
permettant d’augmenter la granularité du modèle descriptif. La combinaison de deux
techniques issues d’approches basées sur les modèles / données permet de réduire le nombre
de solutions inadéquates ou “parasites” .
Dans cette section, nous nous intéressons plus particulièrement aux modèles de connectivité
qui permettent de représenter des liens physiques / informationnels (liens de causalité
liés à la mise en place d’une structure de régulation, etc) entre les différentes parties du
système (composants par exemple). Ces liens représentent une connaissance qualitative du
procédé qui ne nécessite pas un modèle mathématique a priori. La ressource nécessaire à
l’obtention d’un modèle de connectivité d’un système est un ensemble de paradigmes de
modélisation d’un point de vue organique classiquement utilisés en industrie. Nous pouvons
citer notamment, les diagrammes de flux du procédé (PFDs 2) ou encore les schémas de
tuyauterie et d’instrumentation (P&IDs 3). Ces ressources permettent de décrire, de façon
exhaustive, les interconnexions et les flux qui existent entre les composants du système.
Ainsi, nous pouvons agréger ces ressources et les convertir vers des formats standards
facilement utilisables par les opérateurs. Le format de conversation dépend de l’objectif
de modélisation, par exemple le diagnostic, la tolérance aux défauts, la maintenance
ou simplement la visualisation de la structure du système pour la compréhension et la
consolidation d’une connaissance pour des fins d’expertise.
Dans cette section, nous présentons deux méthodes classiques de représentation de la
connectivité/causalité. Un exemple est fourni pour les illustrer.
2.4.1 Matrice d’adjacence
La matrice d’adjacence permet de représenter les liens de causalité entre différentes entités
du système (composants, variables, tâches, etc). La notion introduite par cette matrice est la
2. Process Flow Diagram
3. Process and Instrumentation Diagram
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contiguïté. En effet, les relations de causalité représentées sont des relations de connectivité
directe (notion qui peut être associée à un arc). Ainsi, les liens indirects (associés à la présence
de chemins) ne peuvent être définis qu’après inférence de la matrice c.à.d. calcul de la matrice
d’atteignabilité introduite dans cette section.
Avant de définir formellement la matrice d’adjacence, deux définitions sont introduites.
Définition 5 Une matrice ne comportant que des éléments de valeur 0 ou 1 est appelée
matrice booléenne.
Définition 6 L’arithmétique booléenne est basée sur l’utilisation des opérateurs logiques ∧
(ET) et ∨ (OU) définis entre une paire de variables booléennes a et b par :
a ∧ b =
 1 si a = b = 1;0 sinon. (2.30)
a ∨ b =
 1 si a = 1 ou b = 1;0 sinon. (2.31)
Considérons un système composé de n entités notées si avec i ∈ {1 . . . n}. Une matrice
d’adjacence A de dimension n × n peut donc être définie de la manière suivante. Chaque
élément de la matrice A noté aij est binaire (0 ou 1) : si un élément si est adjacent ou
directement connecté à un élément sj , alors aij = 1 ; sinon aij = 0.
La matrice d’atteignabilité, calculée à partir de la matrice d’adjacence A, est notée
R. Elle permet de visualiser les liens directs et indirects entre les variables. La taille des
liens indirects dépend de la puissance de la matrice A. Si une entité si n’est pas directement
connectée à sj, l’entité sj peut éventuellement être connectée à si à travers une troi-
sième entité sl. L’atteignabilité de sj s’intitule atteignabilité à 2-pas. Cette dernière notion
est introduite afin de la différentier de celle de la matrice d’adjacence (atteignabilité à 1-pas).
Cette notion d’atteignabilité à 2-pas peut être aisément étendue à k-pas. Avant de
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formellement définir la matrice d’atteignabilité R, quelques définitions sont nécessaires.
Définition 7 La somme booléenne de deux matrices A et B de même dimension est la
matrice dont les éléments correspondent à la somme booléenne des éléments de A et B.
Cette somme est notée A⊕B.
La somme booléenne consiste à remplacer dans la somme classique tous les réels supérieurs
ou égaux à 1 par 1.
Définition 8 Soient A et B deux matrices booléennes respectivement de dimensions m× k
et k × n. Alors le produit booléen de A par B noté A  B est une matrice C de dimension
m× n avec un (i,j)ème élément noté cij et donné par :
cij = (ai1 ∧ b1j) ∨ (ai2 ∧ b2j) ∨ . . . ∨ (aik ∧ bkj) (2.32)
Les opérateurs ∧ et ∨ représentent respectivement l’opérateur "ET" logique (conjonction
booléenne) et "OU" logique (disjonction booléenne).
D’après cette définition, la nème puissance booléenne d’une matrice A correspond à n produits
de la matrice A :
An = A A . . . A︸ ︷︷ ︸
n fois
(2.33)
Si une entité sj n’est pas atteignable par si au bout de n-pas, alors sj ne sera jamais attei-
gnable par si. Ceci permet d’écrire la matrice d’atteignabilité comme une somme booléenne
de puissance de Ai avec i ∈ {1 . . . n} :
R(n) = A1 ⊕ · · · ⊕ An (2.34)
Les éléments de R(n) notés rij représentent la présence d’un lien directs ou indirects (chemin)
entre si et sj de longueur inférieure ou égale à n.
Exemple d’illustration :
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Considérons le système à cuve dont le schéma P&ID est représenté à la Figure 2.23 :
Figure 2.23 – Schéma P&ID du système à cuve
Le système de commande se compose de deux structures de boucle de régulation :
• Boucle de régulation simple pour la régulation de la température du liquide au niveau
de la cuve ;
• Boucle de régulation en cascade pour la régulation de niveau de la cuve.
Pour représenter la connectivité entre les entités telles que la cuve, les capteurs (de débit,
de niveau et de température), les actionneurs, les liens d’information (connexions entre les
organes de contrôle/commande) et les composants élémentaires (tuyauterie), une matrice
d’adjacence peut être construite. À travers cette matrice d’adjacence, l’atteignabilité à k-pas
peut être obtenue. Pour cet exemple, la matrice d’adjacence, la matrice d’atteignabilité à (1
ou 2)-pas et la matrice d’atteignabilité à n-pas sont données à titre d’illustration à la Figure
2.24. La Table 2.2 résume les correspondances entre les entités si (ou sj) et les éléments dans
le schéma P&ID pour rendre sa lecture plus aisée.
2.4.2 Graphe orienté
Une alternative à la représentation matricielle de la connectivité par la matrice d’adjacence
est le graphe orienté. Un graphe orienté offre une intuitivité de visualisation des entités du
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Figure 2.24 – Topologie du système : (a) Matrice d’adjacence (b) Matrice d’atteignabilité
à (1 ou 2)-pas (c) Matrice d’atteignabilité R(n)
Sommet Correspondance Sommet Correspondance Sommet Correspondance
s1 Régulateur 3 s2 STD1 s3 Résistance 1
s4 STD2 s5 Capteur de température s6 Tuyau 1
s7 Cuve 1 s8 Capteur de niveau s9 STD3
s10 Régulateur 1 s11 STD4 s12 Régulateur 2
s13 STD5 s14 Capteur de débit s15 Tuyau 4
s16 STD6 s17 Vanne 1 s18 Tuyau 3
s19 Pompe 1 s20 Tuyau 2
Table 2.2 – Sommets et leurs correspondances
système et leurs interconnexions car le graphe orienté représente simplement le PFD ou le
P&ID par l’abstraction de chaque entité en un sommet du graphe. Le passage d’une matrice
d’adjacence à un graphe orienté est immédiat. En fait, chaque entité est représentée par un
sommet et chaque élément à un (1) dans la matrice A signifie la présence d’un arc entre la
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paire de sommets du graphe correspondant.
Ainsi, à travers les techniques de la théorie des graphes, des analyses de certaines
propriétés du système peuvent être conduites. Les méthodes de parcours de graphe peuvent
être utilisées comme une variante par rapport au calcul matriciel. Le résultat est équivalent
et peut être visualisé aisément.
Les algorithmes d’analyse graphique ont souvent des complexités algorithmiques polyno-
miales offrant un avantage majeur lors de l’analyse graphique d’un système de grande
dimension.
Pour tester l’atteignabilité d’un sommet par rapport à un autre, un parcours du graphe en
profondeur peut être utilisé afin d’identifier l’ensemble des chemins entre ces sommets. Ceci
est équivalent à l’évaluation de certains éléments rij de la matrice R afin de statuer sur la
présence des liens directs/indirects entre les entités du système.
Le graphe établi à partir du PFD où du P&ID peut être utilisé pour différents ob-
jectifs. Des paramètres quantitatifs peuvent être ajoutés au graphe orienté afin d’augmenter
sa granularité descriptive. Ceci peut s’avérer nécessaire pour certains procédés dont le
graphe orienté seul ne permet pas une bonne compréhension, voire induit une ambiguïté ou
une fausse analyse d’une problématique donnée.
Le graphe orienté du système associé au schéma P&ID de la Figure 2.23 est donné à
la Figure 2.25.
Pour cet exemple, il est possible de déduire du graphe orienté l’arbre de défaillances
qui considère l’événement redouté suivant : débit sortant insuffisant. Cet arbre de dé-
faillances est donné à la Figure 2.26. A travers l’arbre de défaillances, on peut associer à
chaque cause possible de l’événement redouté une fréquence d’apparition. Cette fréquence
peut être calculée en utilisant des algorithmes de détection de défaut basés sur des mo-
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Figure 2.25 – Graphe orienté du système à cuve
Figure 2.26 – Arbre de défaillances associé au système de la Figure 2.23
dèles/données afin d’associer à chaque cause candidate une fréquence permettant ainsi l’aide
à la décision lors de la phase de maintenance du procédé. En industrie, il existe différentes
sources de capitalisation de ce type d’informations. En effet, des systèmes de maintenance
intégrée tels que les SAP permettent l’historisation de données et d’informations à des fins
de mise en place de stratégies de maintenance préventive et/ou curative.
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2.5 Diagnostic et analyse des causes basés sur un modèle
de causalité
2.5.1 Introduction à l’approche Top-Down pour le diagnostic
Dans cette partie, nous présentons l’approche adoptée pour le diagnostic des systèmes de
grande dimension.
En l’occurrence d’un défaut dégradant certains indicateurs clés de performance PPI 4
d’un système, il est nécessaire de déterminer l’ensemble des causes candidates. Il est
probable que ce défaut s’est propagé à travers différents sous-systèmes c.à.d. des boucles de
régulation ce qui provoque une dégradation des performances du système.
Pour un système complexe de grande dimension, la localisation de la boucle de régu-
lation en défaut par les ressources humaines est souvent une tache fastidieuse, difficile et
coûteuse. Ceci est dû à la complexité des interconnections et aussi à la taille du système qui
devient parfois difficilement gérable par les opérateurs.
Afin de rendre la détection et la localisation des défauts d’actionneurs plus aisées,
une approche de diagnostic Top-Down est proposée Blanke et al. (2006). Le principe de
cette approche est la surveillance en temps-réel des indicateurs clé de performance du
système dont le nombre est souvent restreint. Comme présenté à la Figure 2.27, lors de la
détection d’une dégradation d’un indicateur clé, une procédure d’analyse des causes est
lancée afin d’identifier “le(s) chemin(s)” de propagation de(s) défaut(s).
Ainsi, l’objectif principal est de remonter à la boucle de régulation en défaut causant la
dégradation du PPI. Cette procédure se base conjointement sur le parcours du graphe de
causalité et l’utilisation de tests statistiques séquentiels afin de permettre l’identification de
l’ensemble des chemins de propagation de(s) défaut(s). Le parcours du graphe répond aussi
à une contrainte essentielle liée à la réduction de la dimension du système. En effet, l’analyse
4. Indicateur de Performance Procédé
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Figure 2.27 – Approche Top-Down
des liens de causalité, après la détection d’un défaut sur un PPI, permet d’appliquer les
tests statiques sur un nombre limité d’indicateurs précédant chaque indicateur dégradé. Ceci
permet d’utiliser le principe de causalité entre les indicateurs de performances afin d’identifier
les causes candidates en utilisant le moins possible les ressources humaines/matérielles.
2.5.2 Caractérisation des dégradations statistiques des perfor-
mances du système
Dans tout procédé, quelle que soit sa conception ou sa maintenance, un certain nombre de
facteurs de variabilité naturelle existent. Cette variabilité est l’effet cumulé de plusieurs
causes souvent inévitables. Au sens gaussien, cette variabilité est appelée “causes com-
munes” (main d’œuvre, matières premières, outils de fabrication, instruments de mesure,
etc) Fleming (1974). Un processus qui fonctionne dans le cadre d’une variabilité naturelle
est sous une maitrise statistique ou considéré en mode nominal. À contrario, nous appelons
“causes spéciales” la variabilité exogène due éventuellement à des défauts dans le procédé
dont les mesures permettent de les détecter et de les localiser si le modèle utilisé est pertinent.
Cette variabilité exogène peut parfois être présente sur différentes mesures du pro-
cédé dont les indices de performance clés. Elle découle habituellement de 4 sources :
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commande inadaptée du système, erreurs de manipulation (opérateur), matières premières
non conformes ou système en défaut. Cette variabilité est généralement plus importante
par rapport à la variabilité naturelle, et elle représente habituellement une dégradation
inacceptable des performances du système. Un système qui fonctionne en présence d’une
cause exogène de variabilité due à un ou plusieurs défauts est dit “en mode défectueux” .
Plusieurs cas de changement des caractéristiques statistiques sont présentés à la Fi-
gure 2.28.
Jusqu’à l’instant t1, le système est sous maitrise statistique. Seule la variabilité natu-
relle est présente. En conséquence, la moyenne et l’écart-type de la série temporelle, relatives
à un indicateur de performance étudié, sont à leurs valeurs nominales µ0 et σ0.
• Cas A : à l’instant t1, un premier défaut se produit. Comme le montre la Figure 2.28,
l’effet de ce défaut se traduit par un changement de la moyenne de la série temporelle en
une nouvelle valeur µ1 > µ0 (saut de moyenne).
• Cas B : à l’instant t2, un second défaut se produit. Dans ce cas, l’écart-type de la
série temporelle a changé en une valeur plus grande σ1 > σ0 (saut de variance).
• Cas C : à l’instant t3, un dernier défaut impacte simultanément la moyenne et
l’écart type de la série temporelle.
Lorsqu’un défaut majeur se produit, le système change de mode de fonctionnement
d’un mode nominal à un mode défectueux. Ce changement rend les indices de performance
du système non conformes aux spécifications et aux exigences prédéfinies.
Par exemple, à partir de la Figure 2.28, lorsque le système est en mode de fonction-
nement nominal, la plupart des échantillons se situent entre les limites des exigences
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inférieure et supérieure, respectivement LSL et USL (Lower and Upper Specification
Limits). Lorsque le système est en défaut, une proportion plus élevée des échantillons du
procédé se trouve en dehors de ces exigences.
Figure 2.28 – Modes de fonctionnement définis par les caractéristiques statistiques des
indicateurs de performance
Un objectif important de la maitrise statistique des procédés est de détecter rapidement
l’apparition de changements dans les caractéristiques statistiques d’un nombre limité
d’observations KPI 5, puis de déclencher le plus rapidement possible une mesure corrective
adéquate pour rétablir les KPI dans des limites acceptables. La section suivante a pour
objectif d’introduire deux types de tests statistiques. Le premier test statistique est un test
hors ligne. Ce test consiste à maximiser la probabilité de détection PD étant donnée la
probabilité de fausse alarme PF . Ce test se base sur un nombre fixe d’observations.
5. Indicateur de Performance Clé
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Le second test est un test en ligne. Dans ce type de test (appelé test de Wald) le nombre
d’observations n’est pas connu à priori. Si l’information n’est pas suffisante pour prendre une
décision sur un risque donné, la décision n’est pas prise en attente d’une autre observation.
Ce type de test permet une prise de décision en utilisant un nombre d’observations limité.
2.5.3 Test statistique de détection de dégradation
2.5.3.1 Introduction
Les développements liés aux tests statistiques couvrent un champ thématique très vaste
allant de la théorie de la décision aux mathématiques appliquées en passant par le traitement
du signal
(
Brunet et al. (1990); Basseville and Nikiforov (1993); Wald (2004)
)
.
Dans cette partie, un test d’hypothèses séquentiel pour la surveillance des indicateurs de
performances du système est présenté. L’objectif visé par ce type d’approche est de détecter
le plus rapidement possible la présence d’un défaut. Dans le cadre de notre application, on
considère deux modes de fonctionnement du système : l’état nominal et l’état en défaut.
Nous présentons deux tests statistiques d’hypothèses simples H0 et H1. Le premier
est un test hors ligne et le second est un test en ligne. Nous nous intéressons plus particu-
lièrement au deuxième test pour la surveillance du système et l’identification de son mode
de fonctionnement en temps réel.
Pour la construction de ce test, certaines hypothèses sont émises :
Hypothèse 1
Considérons des mesures zk. La distribution des observations zk suit une loi normale N de
moyenne µ et d’écart type σ.
Les mesures sont considérées comme des variables aléatoires indépendantes et identiquement
distribuées (i.i.d).
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Hypothèse H0 est vraie Hypothèse H1 est vraie
Accepter H0 Décision correcte (D00) Décision incorrecte (D01)
Accepter H1 Décision incorrecte (D10) Décision correcte (D11)
Table 2.3 – Cas possibles de la prise de décision
2.5.3.2 Test de Neyman-Pearson
Considérons que les densités de probabilité conditionnelles des observations zk relativement
aux deux hypothèses H0 et H1 sont connues. L’objectif du test consiste à décider, à partir
des observations effectuées sur le système, selon quelle hypothèse le système fonctionne (test
hors ligne). Notons dorénavant Z le vecteur de dimension n des observations zk.
Supposons que l’espace d’observation est divisé en deux sous-espaces disjoints (E0 et
E1) tels que E0 : z ≤ γ et E1 : z > γ. Si l’observation courante appartient à E0, l’hypothèse
H0 est choisie, sinon H1. Ainsi, quatre décisions (D00, D01, D10 et D11) peuvent être
considérées. Elles sont résumées dans la Table 2.3. Il apparait deux situations de décision
incorrecte, D01 qui correspond à une erreur de type I et D10 qui correspond à une erreur de
type II ( Figure 2.29).
Si l’hypothèse H1 correspond à la présence d’un défaut, la décision D11 est relative à
une bonne détection dont la probabilité est PD = 1−β. D10 correspond à une fausse alarme
dont la probabilité est PF = α et D01 à un défaut non-détecté de probabilité PND = β.
Les densités de probabilité conditionnelles des observations zk relativement aux deux hypo-
thèses H0 et H1 étant connues, ces trois situations sont caractérisées par les probabilités :

PD = 1− β = P (H1 choisie | H1 vraie) =
∫ ∞
γ
p(Z | H1) dZ.
PF = α = P (H1 choisie | H0 vraie) =
∫ ∞
γ
p(Z | H0) dZ.
PND = β = P (H0 choisie | H1 vraie) =
∫ γ
−∞
p(Z | H1) dZ.
(2.35)
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Figure 2.29 – Régions de décision
Le test de Neyman-Pearson, à probabilité de fausse alarme fixée PF = α, maximise la
puissance du test PD. Ces deux exigences étant contradictoires, la décision résulte forcement
d’un compromis entre les deux exigences.
Ce problème peut être vu comme un problème d’optimisation consistant à minimiser PND
sous contrainte PF − α = 0.
Ainsi la fonction coût peut être mise sous la forme :
J = PND + λ(PF − α) (2.36)
En remplaçant PND et PF par leur expression donnée dans (2.35) :
J =
∫ γ
−∞
p(Z | H1) dZ + λ(
∫ ∞
γ
p(Z | H0) dZ − α) (2.37)
La fonction coût (2.37) peut être mise aussi sous la forme :
J =
∫ γ
−∞
(p(Z | H1)− λp(Z | H0)) dZ + λ(1− α) (2.38)
Avec :
∫ ∞
γ
p(Z | H0) dZ = 1−
∫ γ
−∞
p(Z | H0) dZ.
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Le critère J est minimal si l’on affecte au sous-espace E0 (l’espace qui correspond à
l’acceptation de H0) les observations telles que p(Z | H1)− λp(Z | H0) < 0, c’est-à-dire :
p(Z | H1)
p(Z | H0)
< λ
La règle de la décision s’exprime alors de la manière suivante :
Λ(Z) =
p(Z | H1)
p(Z | H0)
H1
≷
H0
λ (2.39)
Le rapport Λ(Z) est le rapport de vraisemblance des densités de probabilité conditionnelles
et λ est le seuil de détection. La notation employée signifie que si ce rapport est inférieur à
λ, on accepte l’hypothèse H0 ; dans le cas contraire, on accepte H1.
La valeur du paramètre λ peut être définie en utilisant la contrainte PF − α = 0, on peut
écrire : ∫ ∞
γ
p(Z | H0) dZ = α (2.40)
La résolution de cette équation fournit la valeur γ. Les lois de probabilités conditionnelles
p(Z | H0) et p(Z | H1) étant connues, l’inéquation (2.39) fournit la valeur du seuil de
détection qui est solution de :
p(Z | H1)
p(Z | H0)
∣∣∣∣
Z=γ
= λ (2.41)
Nous présentons maintenant un test séquentiel usuellement utilisé et permettant de détecter
des sauts en temps réel. Ce test présente l’intérêt d’être facile d’implémentation permettant
ainsi de répondre à certaines exigences du projet européen et notamment à celle relative à
la proposition d’algorithmes simples (contrainte de réactivité).
2.5.3.3 Test séquentiel de vraisemblance (Test de Wald)
Les tests séquentiels d’hypothèses ont été introduits par Wald (2004, 1945). Ils sont
généralement utilisés pour la détection de changements dans un système. Ils se basent sur le
principe suivant lequel la loi de probabilité de la variable décrivant le système/sous-système
diffère de la loi avant le changement après un changement. Parmi les tests d’hypothèses
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séquentiels les plus fréquemment utilisés, nous citons le test séquentiel du rapport de
vraisemblance (SPRT) qui s’applique à deux hypothèses simples. Ce test est utilisé afin de
détecter des changements abrupts (saut de moyenne/variance) et ainsi apprécier le mode de
fonctionnement du système à un instant donné.
L’intégrité des décisions proposées par le test précédent est directement liée au nombre
d’observations qui constituent le vecteur de mesures Z. L’avantage majeur des tests
statistiques séquentiels est leur implémentation en ligne.
2.5.3.3.1 Principe de fonctionnement du test séquentiel de vraisemblance
Le test séquentiel de vraisemblance a pour objectif de décider entre deux hypothèses simples
concernant un paramètre Θ (moyenne ou variance).
 H0 : Θ = Θ0 (fonctionnement nominal)H1 : Θ = Θ1 (fonctionnement en défaut) (2.42)
Dans ce type de test, au fur et à mesure de l’obtention des mesures, une fonction de ces
dernières est calculée. Cette fonction est confrontée à deux limites correspondant au refus et
à l’acceptation d’une hypothèse.
Après chaque mesure, une des trois décisions suivantes est prise :
• Accepter H0 ;
• Accepter H1 ;
• Une mesure supplémentaire est nécessaire (pas de prise de décision).
L’acceptation de l’une ou l’autre des hypothèses ou la non-prise de décision s’effectue en
fonction de la valeur du rapport de vraisemblance défini précédemment.
Soit z1, z2, . . . , zk la séquence d’observations disponibles à l’instant k. Le rapport de
vraisemblance s’écrit :
Λ(z1, z2, . . . , zk) =
p(z1, z2, . . . , zk | H1)
p(z1, z2, . . . , zk | H0)
(2.43)
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Les valeurs des risques d’erreurs α et β sont fixées. Pour retenir l’hypothèse H1, il faut que
ce rapport de vraisemblance soit tel que le risque d’erreur de première espèce (erreur de
type I) soit inférieur ou égal à α si l’on retient H1 alors que H0 est vraie.
Si γ1 est le seuil de décision correspondant, il est nécessaire d’avoir :
Λ(z1, z2, . . . , zk) ≥ γ1 (2.44)
Le seuil γ1 peut être déterminé en considérant le cas limite où l’on a l’égalité des deux
membres, c.à.d. :
∫ ∞
γ1
p((z1, z2, . . . , zk | H1) dz1 . . . dzk = γ1
∫ ∞
γ1
p((z1, z2, . . . , zk | H0) dz1 . . . dzk (2.45)
ou encore : 1− β = αγ1
Le seuil de décision s’exprime donc en fonction des risques d’erreurs sous la forme :
γ1 =
1− β
α
(Égalité de Wald) (2.46)
De manière similaire, l’hypothèse H0 sera retenue si le rapport de vraisemblance est tel que
le risque d’erreur de seconde espèce est inférieur ou égal à β si l’on retient H0 alors que
H1 est vraie. Une démarche tout à fait analogue à la précédente permet de déterminer un
second seuil de décision γ0 qui s’exprime également en fonction des risques d’erreurs :
γ0 =
β
1− α
(Égalité de Wald) (2.47)
La règle de décision est :
• Si Λ(z1, z2, . . . , zk) ≤ γ0, alors H0 est acceptée ;
• Si Λ(z1, z2, . . . , zk) ≥ γ1, alors H1 est acceptée ;
• Si γ0 < Λ(z1, z2, . . . , zk) < γ1, alors pas de prise de décision et la collecte des mesures
doit se poursuivre jusqu’à l’obtention du premier rapport dont la valeur est extérieure
aux limites.
87
88 Chapitre 2 : Diagnostic des systèmes complexes par approche graphique
L’instant de détection de défaut TD(k) peut être aisément défini par :
TD(k) = min{k > 0; Λ(z1, z2, . . . , zk) ≥ γ1} (2.48)
De façon similaire, l’instant de retour à un fonctionnement nominal du système peut être
défini par :
TFN(k) = min{k > 0; Λ(z1, z2, . . . , zk) ≤ γ0} (2.49)
La stratégie que nous mettons en œuvre, et qui est souvent utilisée dans le cadre du test
séquentiel de vraisemblance (Baghli (2006)), consiste à poursuivre la construction du test
même sous validation des hypothèses H0 ou H1. Le test de Wald est efficace pour détecter
des ruptures dans le comportement d’un signal au cours du temps. Cette propriété est
particulièrement intéressante dans le contexte de la détection de défauts.
Test séquentiel et défauts saturants
Dans le cadre du diagnostic de défauts saturants, le défaut peut être considéré comme étant
un saut de moyenne ou de variance. Nous mettrons ainsi l’accent sur l’application du test
séquentiel dans la détection d’un biais/saut reflétant une dégradation des performances.
Test séquentiel sur la moyenne
Soit Z une variable aléatoire (i.i.d) normalement distribuée de variance σ2. Le fonctionne-
ment nominal est caractérisé par une moyenne µ0 alors qu’en l’occurrence d’un défaut, la
moyenne de Z devient µ1. Nous distinguons les deux hypothèses suivantes : H0 : Θ = µ0 (fonctionnement nominal)H1 : Θ = µ1 (fonctionnement en défaut) (2.50)
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Le rapport de vraisemblance peut s’écrire pour la kème observation :
Λ(zk) =
p(zk | H1)
p(zk | H0)
Λ(zk) =
1
σ
√
2π
exp(− 1
2σ2
(zk − µ1)2)
1
σ
√
2π
exp(− 1
2σ2
(zk − µ0)2)
Λ(zk) = exp(−
1
2σ2
(zk − µ1)2 +
1
2σ2
(zk − µ0)2)
(2.51)
Considérons une séquence d’observations z1, z2, . . . , zk. Le rapport de vraisemblance s’écrit :
Λ(z1, z2, . . . , zk) =
k∏
i=1
Λ(zi)
= exp
(
− 1
σ2
(µ1 − µ0)
k∑
i=1
(zi −
(µ0 + µ1)
2
)
) (2.52)
Si les seuils λ0 et λ1 sont choisis en fonction de la probabilité de fausse alarme PF et de la
probabilité de non-détection PND que l’on accepte, le test séquentiel de vraisemblance est le
suivant :
• Si 1
σ2
(µ1 − µ0)
k∑
i=1
(zi −
(µ0 + µ1)
2
) ≤ log(λ0) alors accepter H0.
• Si log(λ0) <
1
σ2
(µ1 − µ0)
k∑
i=1
(zi −
(µ0 + µ1)
2
) < log(λ1) alors collecter une nouvelle
mesure.
• Si log(λ1) ≤
1
σ2
(µ1 − µ0)
k∑
i=1
(zi −
(µ0 + µ1)
2
) alors accepter H1.
2.5.4 Analyse des causes
2.5.4.1 Procédure d’analyse des causes
Dans cette section, nous présentons une procédure permettant d’analyser les causes d’un
défaut affectant un indicateur de performance procédé (PPI) en utilisant une approche
graphique. Cette approche est basée sur le concept Top-Down précédemment décrit.
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Les indicateurs de performance d’un système et leurs liens de causalité sont représen-
tés dans un modèle graphique. Ce modèle permet d’exhiber les différentes relations entre un
ensemble d’indicateurs locaux de performance LPI et des indicateurs clés de performance
procédé PPI. L’analyse des causes proposée dans ce travail de thèse peut être présentée sous
formes d’étapes. Ces étapes consistent à déterminer les chemins de propagation candidats à
la dégradation d’un indicateur clé de performance (PPI).
Le graphe, noté G, représentant le système est décomposé en plusieurs niveaux. Ce
graphe contient l’indicateur de performance PPI en défaut, défini comme étant un sommet
puits, et pour chaque niveau, des prédécesseurs LPI de cet indicateur (PPI). A titre d’illus-
tration de la procédure proposée, nous considérons la Figure 2.30 avec un graphe composé
de 3 niveaux où le sommet cible en défaut est s1. Les sommets en défaut (correspondants
aux indicateurs de performance en défaut) sont représentés en rouge.
Hypothèse 1 Nous considérons pour cette analyse des causes que seul un défaut est pris
en compte.
Figure 2.30 – Exemple d’un graphe G de causalité décomposé en niveaux
Chaque sommet sk en défaut est associé à un temps de détection TDk. Pour les sommets
de la Figure 2.30, les TDk correspondants sont regroupés dans la Table 2.4.
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sommet sk Temps de détection TDk sommet sk Temps de détection TDk
s1 8s s2 5s
s3 6s s5 3s
s7 7s s8 1s
s10 3s s11 5s
Table 2.4 – Temps de détection pour les sommets en défaut
Étape 1 :
Cette étape consiste à classer les sommets prédécesseurs du sommet en défaut en
fonctions de leurs temps de détection TDk.
Pour chaque niveau i, nous commençons par définir un ensemble de vecteurs Qij où i
correspond aux niveaux du graphe G et j correspond aux indices des sommets prédécesseurs
(direct) en défaut dans le niveau i− 1.
Chaque vecteur Qij contient les temps de détection TDk inférieurs au temps de dé-
tection TDj i.e. TDk < TDj par respect du principe de la causalité temporelle. Ces temps
de détection TDk sont ordonnés dans les vecteurs Qij par ordre décroissant.
Illustration sur l’exemple de la Figure 2.30.
Niveau 1 :
Q10 = [TD1]
Dans ce niveau 1, il n’y a qu’un seul sommet en défaut qui correspond à TD1 c.à.d. le
sommet s1 PPI.
Niveau 2 :
Q21 = [TD3, TD2]
Dans ce niveau 2, il y a deux sommets en défaut prédécesseurs de s1 et correspondant à
TD2 et TD3.
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Niveau 3 :
Q32 = [TD5], Q33 = [TD10, TD8]
Dans ce niveau 3, il y a cinq sommets en défaut.
s5 et s7 sont prédécesseurs de s2. Seul s5 est considéré dans Q32 puisque
TD5 = 3s < TD2 = 5s, ce qui n’est pas le cas de s7 (TD7 = 7s > TD2 = 5s). s8
et s10 sont prédécesseurs de s3. Les temps de détection correspondants TD8 et TD10 sont
représentés dans Q33 dans l’ordre croissant puisqu’ils sont tous les deux inférieurs à TD3.
s11 est en défaut et appartient au niveau 3 mais il n’est pas considéré dans Q33 puisqu’il
n’est pas successeur direct de s3.
Étape 2 :
Dans cette étape, nous utilisons les résultats de la première étape pour obtenir un
nouveau graphe pondéré permettant la représentation des chemins de propagation du
défaut.
En effet, après avoir défini les vecteurs Qij en première étape, nous définissons un
sous-graphe pondéré G1 issu du graphe initial G. Ce nouveau graphe ne contient que les
sommets associés aux TDk représentés dans les vecteurs Qij.
Les arcs (st, sh) de ce sous-graphe G1 sont pondérés par des indices ∆ht = TDh − TDt > 0
(distance temporelle) tels que TDh correspond au sommet sh et TDt correspond au sommet
st.
Pour l’exemple de la Figure 2.30, le sous-graphe G1 est donné par la Figure 2.31.
Étape 3 :
Cette troisième étape permet d’associer chaque chemin du sous-graphe G1 à un in-
dice égal à la somme des indices de ses arcs.
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Figure 2.31 – Sous-graphe pondéré G1
Les chemins du sous-graphe G1 de la Figures 2.31 sont associés aux indices suivants :
s5 −→ s2 −→ s1 : 5 ; s8 −→ s3 −→ s1 : 7 ; s10 −→ s3 −→ s1 : 5.
Étape 4 :
Après avoir associé chaque chemin du graphe G1 à un indice, les chemins de propa-
gation du défaut candidats peuvent être classés par ordre de priorité en fonction de la durée
de propagation du défaut. La priorité la plus importante est attribuée au chemin ayant le
plus petit indice indépendamment du nombre des arcs constituant le chemin.
Dans le cas où le même plus petit indice est attribué à plusieurs chemins, nous pri-
vilégions celui couvert par l’arc entrant vers le sommet puits avec le plus petit indice et
ainsi de suite si égalité.
Pour le sous-graphe G1, le chemin de propagation candidats à choisir sont classés par
priorité :
Priorité 1 : s10 −→ s3 −→ s1 : 5.
Priorité 2 : s5 −→ s2 −→ s1 : 5.
Priorité 3 : s8 −→ s3 −→ s1 : 7.
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2.5.4.2 Application au procédé de fabrication de papier
L’objectif de cette section est d’illustrer la méthode d’analyse des causes présentée dans les
sections précédentes.
Nous considérons le procédé de fabrication de papier décrit en détail dans le para-
graphe suivant. Ce procédé est instrumenté et différentes mesures relatives à chaque section
de celui-ci sont disponibles. Du fait de la grande dimension du système, le graphe de
causalité présenté ne concerne qu’une partie du procédé à savoir la section séchage. Cette
section joue un rôle majeur dans la qualité du produit en terme d’hygrométrie.
Nous présentons tout d’abord les résultats concernant la génération du graphe orienté
associé au modèle de causalité par l’intermédiaire d’une boite à outils proposée dans le
cadre du projet Papyrus. Le modèle graphique généré décrit les liens entre les indicateurs
de performances du procédé.
Ce modèle permet de représenter une grande connexité entre les différents indicateurs de
performance LPI (Indicateur Local de Performance) et PPI (Indicateur de Performance
Procédé). En l’occurrence d’un défaut impactant la qualité du produit, une procédure
d’analyse des cause(s) est appliquée et des chemins candidats de propagation de défauts
sont identifiés. Le Schéma P&ID (Figure 2.32) et le graphe de causalité relatif à la section
séchage (Figure 2.33) sont représentés ci-après.
Les défauts de grande amplitude ne peuvent pas être compensés par les correcteurs
des boucles de régulation locales et peuvent donc se propager à travers les composants du
système. L’intérêt du modèle graphique est qu’il ne représente que les variables affectant un
indicateur PPI donné. Ainsi, il est possible d’analyser itérativement des prédécesseurs directs
et d’appliquer des tests statistiques sur un ensemble réduit d’indicateurs de performance.
Cette procédure d’utilisation conjointe du modèle graphique et de méthodes statistiques
pour le diagnostic permet de répondre à la problématique liée à la taille du système.
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Cette section est organisée comme suit : le procédé de fabrication de papier tout
d’abord puis un modèle graphique du procédé réel sont fournis. Un scénario de défaut est
considéré et la procédure d’analyse des causes est mise en œuvre. Les résultats de validation
des partenaires industriels sont enfin énoncés afin d’apprécier les résultats que nous avons
obtenus.
Schémas P&ID et Modèle de causalité du système
Le procédé de fabrication de papier est composé de plusieurs sections comme le montre la
Figure 2.32.
Figure 2.32 – Schéma illustrant les différentes sections du procédé de fabrication
Dans cette section, nous nous intéressons à la section de séchage. Pendant le séchage, le
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papier est soumis à un processus de réduction de la teneur en eau : l’évaporation.
La section de séchage est composée d’un ensemble de cylindres chauffés à la vapeur (groupes
de vapeur de 1 à 8), sur lesquels passe le papier. Comme présenté à la Figure 2.33, les
cylindres sont disposés de façon à ce que les deux faces de la feuille de papier entrent
l’une après l’autre en contact avec les cylindres. Le produit obtenu doit être conforme aux
exigences prédéfinies et peut éventuellement subir d’autres traitements supplémentaires
en fonction de l’utilisation future du papier. Ainsi, des mesures liées à la qualité du
produit sont effectuées à la sortie de cette section de séchage (mesure du taux d’humidité
KA4_XM1009_PPI).
Figure 2.33 – Section séchage
Scenario de défaut étudié
Nous considérons un jeu de données d’une journée. Ce jeu est relatif aux mesures liées
aux indicateurs de performance des différentes boucles de régulation de la section séchage
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Figure 2.34 – Graphe de causalité de la section séchage : le sommet dont le périmètre est
rouge est relatif au PPI de l’humidité associé au Tag KA4_XM1009_PPI
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(42 boucles). Nous considérons la boucle de régulation de “haut niveau” (PPI) relative à
l’humidité (en anglais moisture) présentée à la Figure 2.34. Les indicateurs de performance
des 40 boucles de régulation restantes sont des indicateurs de performance locaux (LPI). La
Figure 2.35 illustre le PPI de l’humidité pendant une journée.
Dans ce jeu de mesures, nous nous intéressons aux évènements ayant un impact sur
la qualité du produit, à savoir un changement des caractéristiques statistiques de l’indica-
teur PPI d’humidité du papier. Nous pouvons distinguer trois évènements ayant dégradé
la qualité du produit à différents instants. Cette dégradation se voit à travers des sauts de
moyenne sur l’indicateur de performance du procédé relatif à l’humidité du produit.
Description des épisodes en défaut :
• Épisode 1 : Un défaut sur l’humidité (variabilité exogène) aux environs de 9h45.
• Épisode 2 : Un défaut sur l’humidité (variabilité exogène) aux environs de 12h30.
• Épisode 3 : Un défaut sur l’humidité (variabilité exogène) aux environs de 13h15.
Nous nous intéressons à l’identification de(s) cause(s) relatives au dernier évènement à savoir
le troisième épisode. La procédure d’analyse de(s) cause(s) est identique et, l’illustration
pour les autres évènements n’est pas nécessaire. Les tests sont conduits, dans un premier
temps, à l’aveugle et les résultats sont croisés avec les données horodatées de l’industriel
afin de les apprécier et de consolider les paramétrages des tests statistiques pour la mise en
production.
La cause du défaut sera explicitée à la fin de la section 2.5.4.2.
La Figure 2.36 montre les différents épisodes :
• L’épisode (A) représente un comportement anormal dû à un changement de produit
(épaisseur de papier à produire). Cet épisode représente un régime transitoire engendré
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Figure 2.35 – PPI (KA4_XM1009_PPI) de l’humidité sur une journée
Figure 2.36 – Épisodes des dégradations des performances à différentes périodes de la
journée. Un indicateur de défaut comme résultat synthétique du test statistique est associé
pour la détection des sauts des moyennes aux signes inconnus
par des changements de consignes des différentes boucles de régulation et notamment
des boucles de pression. L’épisode se termine approximativement à l’instant 5h52.
• Les épisodes (B), (C) et (D) représentent des épisodes de défauts. Ces défauts sont
causés par l’inaptitude de certains groupes de séchage à poursuivre leurs consignes et
donc à déshumidifier convenablement le produit.
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L’épisode (D) (Figure 2.37) étudié dure environs 20 minutes.
La Table 2.5 résume les principaux paramètres pour l’utilisation du test statistique relatif à
l’indicateur de performance PPIM (PPI correspondant à KA4_XM1009_PPI).
(a)
(b)
Figure 2.37 – Test statistique SPRT sur l’épisode (D) : (a) Indicateur de défaut, (b) SPRT :
Λ(z1, z2, . . . , zk) = Lk (fonction de vraisemblance) vs H0 ∨H1
A partir de l’instant de détection de la dégradation du PPIM (c.à.d. 13 h 16), la procédure
d’analyse de(s) défaut(s) permettant l’identification de(s) cause(s) candidate(s) est lancée.
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La fonction de vraisemblance relative au test
de saut de moyenne de signe inconnu
Λ(z1, z2, . . . , zk) = Lk avec zi une observation à l’instant i e
−
kµ21
2σ20 . cosh(
µ1
σ20
k∑
i=1
(zi − µ0))
µ0(KA4_XM1009_PPI) 0.15
µ1(KA4_XM1009_PPI) 4*µ0
σ0(KA4_XM1009_PPI) 0.4928
α(KA4_XM1009_PPI) 90 %
β(KA4_XM1009_PPI) 1 %
Table 2.5 – Paramétrisation du test statistique KA4_XM1009_PPI
Le paragraphe suivant permet de décrire la procédure d’analyse de(s) cause(s) basée
sur les méthodes et algorithmes introduits précédemment.
L’analyse conjointe permet de lister les chemins candidats de propagation de(s) dé-
faut(s) et de les prioriser comme décrit à la section 2.5.4.
Analyse de(s) cause(s) (AdC)
L’analyse de(s) cause(s) se base sur l’information des causalités qui peuvent exister entres les
variables explicatives du procédé c.à.d., dans notre contexte, les indicateurs de performances.
A travers ces informations et le(s) temps de(s) détection(s) de(s) défaut(s), nous pouvons
identifier le(s) indicateur(s) candidat(s) en ne s’intéressant exclusivement qu’aux prédéces-
seurs directs d’un indicateur de performance dégradé.
Ainsi, la procédure AdC s’achève lorsque les prédécesseurs d’un indicateur de per-
formance ne se sont pas dégradés. L’AdC proposée dans ce manuscrit se base sur la
hiérarchisation à plusieurs niveaux, celle-ci se base sur l’approche Top-Down introduite
précédemment. L’objectif de cette approche est de générer un modèle utile pour le diagnostic
et d’identifier la(s) cause(s) candidate(s).
Ainsi, les niveaux 1 et 2 (distance de 1 du PPI en défaut) permettent de représenter
les relations PPIi ← LPIi et les niveaux de 2 à n (distance de 2 à n du PPI en défaut)
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représentent les relations sous-adjacentes entres les différents indicateurs de performance.
La Figure 2.38 représente le PPI relatif au taux d’humidité du papier (KA4_XM1009_PPI)
et ses 13 prédécesseurs directs.
Etape 1 :
L’humidité est détectée en défaut à partir de l’instant 13h16. En se basant sur le
graphe de la Figure 2.38 et en appliquant les tests statistiques sur les différents pré-
décesseurs de l’humidité, l’analyse des causes aboutit à l’identification de deux causes
candidates. Il s’agit des pressions des groupes de vapeur 4 et 8 (KA4_PC0654_LPI et
KA4_PC0660_LPI) qui correspondent aux sommets 4 et 6 du graphe de la Figure (2.38).
Le résultat des tests statistiques est présenté à la Figure 2.40. Ceci peut être représenté sur
le graphe de causalité comme le montre la Figure 2.39.
La Table 2.6 regroupe les différents défauts détectés au niveau de l’humidité ainsi que
les pressions des groupes de vapeur 4 et 8 et leurs instants de détection. A partir de la
Figure 2.39 et la Table 2.6, il est possible de déterminer les vecteurs Qij relatifs aux niveaux
1 et 2 du graphe de causalité dans l’équation 2.5.
• Niveau 1 :
Q10 = [TD1] avec TD1 relatif au sommet 1
• Niveau 2 :
Q21 = [TD4, TD6] avec TD4 relatif au sommet 4 et TD6 relatif au sommet 6
(2.53)
Le premier test sur le sommet 1 a identifié les deux boucles correspondantes aux sommets
n◦ 4 et 6 en défaut. Nous nous intéressons donc aux prédécesseurs de ces deux sommets. Le
Niveau 2 concerne l’utilisation de l’AdC sur la cause candidate prioritaire (la pression du
groupe de vapeur 8 correspondante au sommet n◦ 6). Ce sommet devient le sommet cible.
102
2.5 Diagnostic et analyse des causes basés sur un modèle de causalité 103
Nom de la variable Description
KA4_PC0654_LPI Steam group 4 pressure
KA4_PC0653_LPI Steam group 2 pressure
KA4_PC0670_LPI Steam group 2 pressure difference
KA4_PC1652_LPI Steam group 1 pressure difference
KA4_PC0651_LPI Steam group 1 pressure
KA4_PC0660_LPI Steam group 8 pressure
KA4_PC0659_LPI Steam group 7 pressure
KA4_LC0659_LPI Condensate tank 10 level
KA4_LC0661_LPI Pocket ventillation air 1 temperature
KA4_WC1403_LPI 2nd drying group lower felt tension
KA4_MC0451_LPI Frontal dry section exhaust air humidity
KA4_XM1011_PPI Dry basis weight measurement
KA4_534_625_LPI Machine spead
KA4_PC0668_LPI 1.0 MPa steam pressure
KA4_PC0672_LPI Steam group 4 pressure difference
Figure 2.38 – Modèle de causalité : PPIi ← LPIj (Prédécesseurs directs du PPIi)
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Figure 2.39 – Graphe de causalité représentant les défauts aux niveaux 1 et 2
(a)
(b)
Figure 2.40 – Dégradation de performance de la pression du groupe de vapeur 4 détectée
à partir de 13h06 (a) et du groupe 8 détectée à partir de 13h13 (b)
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TDk
KA4_XM1009_PPI (sommet n◦ 1) 13h16
(Taux d’humidité)
KA4_PC0660_LPI (sommet n◦6) 13h13
(Pression du groupe de vapeur 8)
KA4_PC0654_LPI (sommet n◦4) 13h06
(Pression du groupe de vapeur 4)
Table 2.6 – Instants de détection des défauts pour l’humidité et les pressions des groupes
de vapeur 4 et 8
En effet, ses prédécesseurs et leurs états sont représentés dans la Figure 2.41.
Figure 2.41 – Niveau 2 : Le prédécesseur du KA4_PC0660_LPI qui correspond au som-
met n◦ 6 est en défaut (sommet n◦ 4 en rouge)
De même, la procédure AdC est appliquée sur le sommetKA4_PC0654_LPI (sommet n◦ 4)
(Td=13h06) en défaut. La Figure 2.42 représente le sommet KA4_PC0654_LPI (sommet
n◦ 4) en défaut et son prédécesseur en mode nominal.
Etape 2 :
Puisque le test effectué sur le niveau 2 n’identifie pas de nouveaux sommets en dé-
faut, le graphe de la Figure 2.39 peut être simplifié en fonction des vecteurs Qij donnés
dans l’Equation 2.5.4.2. Ce graphe simplifié est représenté dans la Figure 2.43.
Les pondérations des arcs de ce graphe correspondent à une distance temporelle de détection
des défauts (voir section 2.5.4). Cette distance est obtenue à partir de la Table 2.6.
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Figure 2.42 – Niveau 3 : Prédécesseur du KA4_PC0654_LPI (sommet n◦ 4) est dans
l’état nominal (sommet n◦ 16 en jaune)
Figure 2.43 – Graphe de causalité simplifié
Ainsi, l’arc reliant la pression du groupe de vapeur 4 à l’humidité est pondéré par 10
(10 min) (13h16-13h06), l’arc reliant la pression du groupe de vapeur 8 à l’humidité est
pondéré par 3 (3 min) (13h16-13h13) et l’arc reliant la pression du groupe de vapeur 4 à la
pression du groupe de vapeur 8 est pondéré par 7 (7 min) (13h13-13h06). Ces pondérations
permettent de prioriser une cause candidate par rapport à une autre.
Etape 3 :
Dans ce graphe, nous avons 3 chemins possibles associés aux pondérations suivantes :
s6 −→ s1 : 3 ; s4 −→ s1 : 10 ; s4 −→ s6 −→ s1 : 10.
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Etape 4 :
A partir des chemins donnés à l’étape 3, nous avons deux chemins avec la même
pondération 10, le chemin indirect s4 −→ s1 : 10 et chemin direct s4 −→ s6 −→ s1.
Dans ce cas, le chemin à privilégier est s4 −→ s6 −→ s1 puisque ce dernier couvre
l’arc s6 −→ s1 ayant la plus petite pondération.
Ainsi, la cause prioritaire du défaut au niveau de l’humidité est celle correspondante
à la pression du groupe de vapeur 4. Le résultat obtenu dans cette analyse des causes est
validé par le partenaire industriel. Cette validation est consignée dans un lot de travail
WP10 (voir Chapitre 1).
2.6 Conclusion
Dans ce chapitre, nous nous sommes intéressés à la modélisation et au diagnostic des
systèmes. Ce chapitre est principalement composé de trois parties essentielles qui corres-
pondent aux méthodes de modélisation et au diagnostic.
La première partie est consacrée à la méthode basée sur le modèle. Pour cette mé-
thode, nous considérons que les équations d’état du procédé sont disponibles. A partir
de ces équations, il est possible de représenter la structure du système sous forme d’un
graphe. Ce dernier représente les variables du système ainsi que les relations les liant. La
représentation graphique de la structure du système est intuitive et, permet une analyse
simple des propriétés du système. Dans ce chapitre, nous nous sommes intéressés à la
propriété de diagnosticabilité. Cette propriété ainsi vérifiée permet le diagnostic des défauts
d’un système et la synthèse d’observateurs. Les conditions graphiques de la diagnosticabilité
sont présentées et illustrées par un exemple.
La deuxième partie concerne les méthodes basées sur les données à savoir l’inter-
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corrélation, causalité de Granger et Transfert d’entropie. Ces trois méthodes permettent
de déterminer les liens de causalité entre les différentes variables du système, leur sens et
éventuellement leur force. En déterminant ces liens de causalité, il est possible d’obtenir un
graphe de causalité du système qui permettra l’étude de ce dernier.
Une méthode combinée basée sur les données et le modèle est aussi présentée per-
mettant ainsi l’obtention d’un modèle plus précis et plus proche du système réel.
La dernière partie de ce chapitre est consacrée au diagnostic. Nous avons introduit
l’approche Top-Down et les dégradations statistiques des performances du système. Le
diagnostic est ensuite étudié à travers des tests statistiques de détection de dégradation
(test de Wald). Enfin, une analyse des causes est présentée et une application sur un procédé
de fabrication de papier illustre la procédure d’analyse de(s) cause (s) introduite en amont.
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Chapitre 3
Système tolérant aux défauts : Approche
conjointe par gestion de références et
analyse graphique
3.1 Introduction
De nos jours, les procédés industriels sont soumis à des contraintes de rendement et
de sécurité croissantes, nécessitant de ce fait l’application de commandes toujours plus
performantes. Ainsi les procédés industriels modernes sont souvent de grande dimension et
ils deviennent de plus en plus vulnérables aux défauts qui les rendent incapables de respecter
les contraintes de sécurité et de production. Cette évolution a conduit au développement
des systèmes de surveillance et de tolérance aux défauts adaptés dont l’objectif est de
fournir à tout moment des informations à l’opérateur sur le fonctionnement du système puis
d’ajuster les paramètres de la commande ou les consignes afin de corriger les comportements
anormaux observés. Plus précisément, la tolérance aux défauts permet de réduire, voire
d’annuler l’effet des défauts ayant un impact inacceptable sur la mission, la sécurité (de
l’être humain et du matériel), l’environnement et la rentabilité du système.
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La problématique de la commande tolérante aux défauts est abordée dans plusieurs travaux
de la littérature tels que Zhang and Jiang (2003); Theilliol et al. (1998); Staroswiecki and
Hoblos (2004). L’objectif principal du diagnostic des défauts est de détecter, à partir des
observations et de la connaissance du système, l’occurrence des défauts et de les localiser
(Zwingelstein (1995); Pessel et al. (2007); Ligeza and Koscielny (2008)).
En présence d’un défaut, les performances du système se dégradent et, dans certains
cas, la stabilité du système peut être affectée. L’accommodation aux défauts consiste à
modifier la commande du système pour réagir contre l’effet d’un défaut en modifiant la loi
de commande de façon à ce que la stabilité et les performances nominales du système soient
maintenues. Pour ceci, on a besoin de mesurer la capacité du système à tolérer les défauts.
De façon générale, l’analyse de la reconfigurabilité, dans le contexte de cette thèse, consiste
à définir dans quelle mesure les performances du système, et en particulier ses boucles de
régulation, peuvent assurer leurs fonctions requises en présence d’un défaut.
L’étude de la reconfigurabilité définit les possibilités et les limites de la stratégie de
commande à utiliser quand le système est soumis à un défaut. Cette étude peut être
effectuée dès la phase de conception du système. Dans les travaux de Wu et al. (2000);
Theilliol et al. (2008), cette étude est réalisée lors de la phase de conception du système de
commande. Meguetta et al. (2013) proposent de prendre en compte les contraintes de coût
au niveau de la conception du système de commande tolérant aux défauts.
Dans ce chapitre, nous nous intéressons aux conditions pour que le système, après l’occur-
rence de défauts, soit capable de maintenir un niveau de performances exigé pendant le
temps de mission du système.
La méthode proposée est basée sur l’analyse d’un modèle graphique préalablement
obtenu représentant le système. Le modèle doit intégrer l’ensemble des boucles de régu-
lations ainsi que leurs interactions. Nous allons introduire, dans un premier temps, une
représentation topologique du système basée sur des outils d’algèbre usuels. Dans un second
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temps, nous allons introduire un graphe de causalité orienté. Ce type de modèle graphique
est analysé afin de statuer sur la reconfigurabilité dans le contexte proposé dans cette thèse.
3.2 Représentation topologique du système
3.2.1 Matrice d’adjacence du système
Le modèle de causalité d’un système peut être décrit par une matrice d’adjacence notée A.
Cette matrice est constituée de 1 et de 0 indiquant respectivement l’existence ou l’absence
d’un lien entre les variables.
Une matrice dite “d’accessibilité”, notée R, peut être calculée à partir de la matrice
d’adjacence A. On dit que y est accessible par x si et seulement s’il existe un chemin de x
vers y dans le graphe de causalité et qu’y est un descendant de x. Ainsi, tout chemin dans
le graphe de causalité est représenté par un élément ’1’ dans la matrice d’accessibilité R.
Ci-après un exemple d’une matrice d’adjacence A où les paramètres Aij correspondent à
des éléments ’1’.
A =

A11 A12 · · · A1n
0 A22 · · ·
...
...
... . . .
...
0 · · · · · · Ann

Considérons une matrice d’adjacence A, avec des permutations simultanées de lignes et de
colonnes de cette matrice. Chaque bloc de la diagonale représente une partie du système
dans le sens d’ordre partiel. La partie avec le plus grand nombre ne peut pas atteindre celle
avec un plus petit nombre. Ainsi, nous obtenons une nouvelle matrice d’adjacence notée
T AT T .
La décomposition d’un système peut donc être effectuée à l’aide d’un outil matriciel en
considérant la matrice d’adjacence A ou la matrice d’accessibilité R.
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L’inconvénient de ce type de représentation réside dans le fait qu’il n’est pas intuitif
comparé à une représentation par un graphe orienté.
Nous considérons que le système global étudié est composé de plusieurs boucles de
régulation présentant des structures différentes. Ainsi, selon le concept de la commandabi-
lité, les variables de chaque boucle sont fortement connectées. Cet aspect est présent dans
la matrice d’accessibilité R comme un bloc où tous les éléments sont égaux à ’1’.
Exemple 3 Considérons le système automatisé présenté par la Figure 3.1.
La matrice d’adjacence correspondante est donnée par :
A =

0 0 0 1 0 0 0 0 0
1 0 0 0 1 0 0 0 0
1 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0

, T AT T =

0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 1 0 0 0 0 0 0 1
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 1 0 1
0 0 0 0 1 0 0 0 0

Dans cette matrice d’adjacence A, les variables sont ordonnées comme suit :
L, F1, F2, eF1 , eF2 , eL, spL, spF1 et spF2. Les variables sp, e et Xi correspondent respec-
tivement aux consignes, aux erreurs et aux sorties des boucles de régulation.
Après une permutation basique des lignes et des colonnes de cette matrice, les variables de la
matrice d’adjacence T AT T sont données comme suit : spF2 , eF2 , F2, spL, eL, spF1 , eF1 , F1 et L.
La matrice T AT T est principalement divisée en deux blocs : le premier bloc corres-
pond au débit F2 commandé par le débit FC01 et le deuxième bloc correspond à la boucle de
régulation en cascade pour la commande du niveau L.
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Figure 3.1 – Système automatisé
A partir de la matrice d’adjacence T AT T , la variable L est affectée par la boucle F2
de commande (premier bloc) à travers le débit F2 et également affectée par le débit F1 de la
boucle de commande du niveau (deuxième bloc).
Dans le but de représenter intuitivement la topologie du système, le graphe de causa-
lité est associé à la matrice d’adjacence. Ce graphe de causalité est présenté dans la
section 3.2.2. L’analyse de la solvabilité de la configuration dite “structurelle” est basée sur
l’étude du graphe de causalité du système.
3.2.2 Graphe de causalité
Dans le graphe de causalité orienté, les variables mesurées du système sont représentées par
des sommets et les relations cause/effet entre deux variables sont représentées par un arc
orienté entre les sommets correspondants. Le sommet de la source correspond à la cause
(ou le sommet parent), et le sommet de destination correspond à l’effet (ou le sommet enfant).
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Le graphe peut être obtenu en utilisant des méthodes basées sur les données et / ou
des méthodes basées sur le modèle. Toutefois, pour un système physique, le graphe orienté
est établi en utilisant également la connaissance qualitative du système et le retour d’expé-
rience. Les équations physiques associées au système ne sont généralement pas disponibles
en raison de la complexité des phénomènes physiques décrivant le comportement et la
structure du système étudié. Néanmoins, un ensemble d’informations importantes prélevées
à partir des schémas P&ID est souvent utilisé en industrie afin de consolider les modèles
obtenus.
Définition du graphe de causalité
Dans le même esprit que la définition du graphe orienté donnée en chapitre 2, notre objectif
dans ce paragraphe est de présenter la modélisation de la topologie d’un système en tenant
compte des différents types de ses variables mesurées. Pour une telle structure, on peut y
associer de façon naturelle un graphe orienté noté G(V ,A) constitué d’un ensemble non-vide
V de sommets et d’un ensemble fini A de paires ordonnées de sommets appelés arcs. La
notation G(V ,A) signifie que V et A sont respectivement des ensembles de sommets et
d’arcs dans le graphe G.
L’ensemble de sommets V est défini par V = S ∪ E ∪ O où S, E et O correspondent
respectivement à l’ensemble des consignes, l’ensemble des erreurs et l’ensemble des sorties
des boucles de régulation.
L’ensemble A = {(vi, vj) | vi ∈ V et vj ∈ V} correspond à l’ensemble des arcs qui
représentent la relation de causalité entre les éléments vi et vj de V .
Définitions et notations
Quelques définitions et notations utilisées dans la suite de ce chapitre sont rappelées ci-après.
• Un chemin p couvrant les sommets vr0 , . . . , vri est noté p = vr0 → vr1 , . . ., → vri où
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pour j = 0, 1, . . . i − 1, nous avons (vrj , vrj+1) ∈ A. Un chemin est dit “simple” s’il ne
passe pas plus d’une fois par un même sommet.
• Un cycle est un chemin de la forme vs0 → vs1 → . . . → vsi → vs0 , où les sommets
vs0 , vs1 , . . . , vsi sont distincts.
• Succ({vi}) est l’ensemble des successeurs du sommet vi, i.e. l’ensemble des sommets
vj tels qu’il existe un chemin de vi vers vj. Un successeur d’un sommet vi est dit
“direct” s’il existe un arc (vi, vj). Succd(vi) est l’ensemble des successeurs directs de vi.
• Pred({vi}) est l’ensemble de prédécesseurs de vi, i.e. l’ensemble de sommets vj tel qu’il
existe un chemin de vj vers vi. Predd(vi) est l’ensemble de prédécesseurs directs of vi.
• dist(vi, vj) représente la distance entre les deux sommets vi et vj du graphe. Cette
distance est définie comme la longueur du plus court chemin entre ces deux sommets.
• Soit S un ensemble. La cardinalité de l’ensemble S est notée card(S) et correspond au
nombre d’éléments dans cet ensemble.
• Considérons deux sous-ensembles S1 et S2 de l’ensemble S. S1\S2 représente les élé-
ments dans l’ensemble S1 qui ne sont pas dans l’ensemble S2.
3.3 Accommodation aux défauts par apprentissage itéra-
tif
Nous supposons que le système à étudier n’est défini que par son graphe de causalité associé
à sa structure. Nous supposons également que seuls les défauts d’actionneurs sont considérés
dans cette étude. L’approche intégrée de diagnostic et de tolérance au défaut se base sur les
trois étapes macroscopiques suivantes :
• Dans un premier temps, nous effectuons la détection de défaut à travers la surveillance
des KPI (cf. chapitre 2) ;
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116
Chapitre 3 : Système tolérant aux défauts : Approche conjointe par gestion de références et
analyse graphique
• Après la détection des défauts, l’analyse des causes est effectuée et le chemin de pro-
pagation du défaut est identifié (cf. chapitre 2) ;
• L’origine du défaut ainsi identifiée, l’accommodation itérative au défaut est effectuée
en-ligne en réajustant des consignes exogènes sélectionnées à travers l’analyse du graphe
de causalité pour la reconfiguration.
La Figure 3.2 représente le graphe de causalité correspondant à la matrice d’adjacence A
donnée dans l’exemple 3. Ce graphe contient les variables de consignes spL, spF1 et spF2 , les
variables d’erreurs eL, eF1 et eF2 , et les variables de sorties des boucles des régulations L, F1
et F2.
Figure 3.2 – Graphe de causalité associé à la matrice d’incidence A de l’exemple 3
Le problème de l’accommodation aux défauts, en considérant les défaillances des action-
neurs, est traité dans plusieurs travaux de la littérature Tao et al. (2001, 2002); Tang et al.
(2005); Tao et al. (2013) pour les systèmes définis par leur représentation d’état ou fonction
de transfert. Cependant, pour des raisons de complexité de modélisation, ces représen-
tations sont difficiles à obtenir dans le cas des systèmes complexes à grande dimension.
Par conséquent, aucun modèle précis pour ce type de systèmes n’est généralement disponible.
Dans ce contexte, un modèle qualitatif du système est considéré. Ce modèle représente les
relations de causalité entre les boucles de régulation constituant le système. Ce modèle
est capable de représenter, de manière intuitive, les relations entre les indicateurs de
performance de plusieurs sous-systèmes et des consignes des boucles de régulation. Cette
représentation permet d’exhiber les consignes exogènes candidates au réajustement par le
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gouverneur des références.
Pour les défauts d’actionneurs mineurs, les boucles fermées peuvent intrinsèquement
compenser les effets de ces défauts. Cependant, les défauts conduisant à la saturation
des actionneurs doivent être traités avec précaution. Ainsi, le gouverneur de références
par apprentissage itératif est, potentiellement, une solution permettant de faire face à ce
problème de saturation des actionneurs en ajustant les consignes exogènes sélectionnées de
certaines boucles de régulation. Pour des raisons de simplicité, nous considérons seulement
le cas où le système fonctionne en régime permanent. Sans perte de généralité, lorsque cette
condition est vérifiée, nous supposons que y ' y∗ où y et y∗ représentent la trajectoire de
sortie et la trajectoire de référence que le système doit suivre. Dans ce qui suit, le signal
de sortie exprime explicitement la sortie d’une boucle de régulation et la trajectoire de
référence reflète l’objectif que le système doit atteindre. Ainsi, en occurrence d’un défaut
majeur qui mène à la saturation d’un actionneur, le système ne parviendra pas à atteindre
ses performances en termes de suivi de trajectoires (Figure 3.3 ).
Figure 3.3 – Schéma de commande tolérante aux défauts adaptative
L’idée principale est de déterminer un ensemble de trajectoires de référence des consignes
exogènes sélectionnées qui permettent au système, dans des conditions défectueuses, de fonc-
tionner suivant des performances dégradées.
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3.4 Synthèse d’un gouverneur de références
Dans cette section, nous nous intéressons à la formulation d’un indice de performance pour
l’évaluation des performances du système sur différents niveaux.
3.4.1 Définition de l’indice de performance
L’indice de performance est assimilé à un LPI si l’évaluation de la performance concerne
un sous-système de bas-niveau (boucle de régulation de niveau, de débit, etc ).
À contrario, l’indice de performance est assimilé à un PPI si l’indice d’évaluation concerne
des performances liées directement à la qualité du produit, à la consommation énergétique, à
un taux de production, etc. Cette décomposition dépend fortement de l’analyse fonctionnelle
du système (voir WP04, Chapitre 1). Le résultat de l’analyse associe à chaque niveau
du système des indicateurs pour évaluer les performances économiques du système KPI
(Business), procédé/moyen de production PPI (vue macroscopique du fonctionnement du
procédé) et local (fonctionnement granulaire des sous-systèmes adjacents).
Nous considérons ici les vecteurs de mesures yl,i et cl,i qui représentent respective-
ment le signal de sortie et la consigne du ième sous-système, l’indice de performance Pl,i
peut être défini comme suit :
Pl,i(k) =
∥∥∥∥yl,i(k)− cl,i(k)cl,i(k)
∥∥∥∥
2
(3.1)
Avec :
‖ .‖2 désigne une norme l2.
L’évaluation de l’indice de performance Pl,i standardisée est effectué en-ligne et donc
instantanée, c.à.d. Pl,i est calculé à chaque instant k. Le test séquentiel du rapport de vrai-
semblance présenté dans le Chapitre 2, section 2.5.3 permet d’évaluer le bon fonctionnement
du système.
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Nous considérons qu’il y a deux régions de fonctionnement :
1) RNoml,i
def
= {pi tel que 0 ≤ Pl,i ≤ PNoml,i }
2) RDegl,i
def
= {pi tel que PNoml,i < Pl,i < P
Deg
l,i }
Ceci implique l’utilisation d’un test d’hypothèses simple afin de permettre l’identification
de la région de fonctionnement à un instant donné. Un fonctionnement instable du système
est inacceptable et requière un arrêt d’urgence. Une stratégie de tolérance au défaut par
gestion de références n’est donc pas pertinente.
L’évaluation des régions de fonctionnement revient à la formulation de deux hypo-
thèses H0 et H1 qui sont évalués à chaque instant par le test séquentiel (voir Chapitre 2,
section 2.5).
3.4.2 Méthode du gradient pour l’ajustement d’une consigne
La gestion des consignes exogènes sélectionnées par un gouverneur de références doit
permettre d’avoir, en fonctionnement dégradé, des performances les plus proches possibles
des performances requises (spécifications en fonctionnement nominal).
Ce problème peut être résolu en minimisant la fonction quadratique suivante sous
des contraintes sur le critère de performance Pl,j et la consigne cj 6= ci :
J = arg min
|cj |<clim ∧ Pl,j∈RNoml,j
E(P 2l,i(k)) (3.2)
La consigne cj(k) en mode dégradé notée cDegj (k) peut être générée d’une manière itérative
en considérant l’équation récurrente 3.3.
cDegj (k) = c
Deg
j (k − τS)− η5 (J(c
Deg
j (k − τS))) (3.3)
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où η est le pas de descente, τS est le temps de séjour permettant l’établissement du régime
permanent après un changement de valeur de consigne et 5J(cDegj (k − τS)) est la dérivée
numérique définie par l’équation suivante :
5 J(cDegj (k − τS)) =
J(k)− J(k − τS)
cDegj (k)− c
Deg
j (k − τS)
(Approximation tangente) (3.4)
Le cas d’étude proposé dans la sous-section 3.7 illustre les résultats de l’implémentation de
cette méthode.
3.5 Analyse graphique pour la tolérance au défaut
3.5.1 Graphe associé des composantes
La structure de la boucle de régulation est représentée par un sous-graphe du graphe de
causalité de l’ensemble du système. Ce sous-graphe peut ensuite être représenté par un seul
sommet dans un nouveau graphe appelé “graphe associé des composantes”.
Ce type d’abstraction permet de représenter la topologie du système global sous forme
d’interaction entre ses boucles de régulation et les consignes exogènes considérées comme
des variables de décision dans la stratégie de commande tolérante aux défauts active.
Dans le même esprit que la sous-section 3.2.2, le graphe associé des composantes est
noté GC(VC ,AC). Il est constitué d’un ensemble de sommets VC défini par VC = SP ∪ C qui
correspond respectivement à un ensemble de sommets de consignes SP et un ensemble de
sommets de composantes C correspondant aux structures de boucles de régulation.
L’ensemble C est composé de sommets de composantes ci. En se basant sur le graphe orienté
G(V , E), ces sommets ci sont associés à des sous-ensembles ci définis de la manière suivante :
ci = {vl | vl couvert par un chemin simple {ei} − {vj}, avec ei ∈ Succd(vj)}
où ei ∈ E et vj ∈ O dans le graphe G(V , E).
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L’ensemble SP peut être défini par : SP = S\{spi} avec spi ∈ ci avec S l’ensemble
des sommets de consignes dans le graphe G(V , E). L’ensemble SP peut également être défini
par : SP = VC \ C.
L’ensemble des arcs AC peut être défini par AC = {(vi, vj) | vi ∈ VC et vj ∈ VC}. Il
correspond à des arcs représentant les relations de causalité entre les éléments de VC .
À noter qu’il n’y a pas de relation de causalité d’une composante ci ∈ C vers une
consigne spi ∈ SP , i.e. les arcs (ci, spi) ne sont pas présents dans le graphe GC(VC ,AC),
puisqu’une consigne est toujours considérée comme le point d’entrée (sommet source) d’une
structure de boucle de régulation.
Remarque 2 Quand une structure de boucle de régulation cj inclut une autre boucle ci i.e.
ci ⊆ cj, dans ce cas, nous représentons dans le graphe associé des composantes GC(VC ,AC)
la structure de boucle de régulation cj qui inclut ci.
Contrairement au graphe de causalité G(V , E) qui représente les consignes, les erreurs et les
sorties des boucles de régulations, le graphe associé des composantes GC(VC ,AC) ne contient
que deux types de sommets : les consignes exogènes et les boucles de régulation. Ceci diminue
le nombre de sommets dans le graphe associé des composantes tout en gardant la structure
du système nécessaire à l’étude de l’accommodation aux défauts. Cette approche permet de
réduire la complexité du modèle.
Exemple 4 Considérons le graphe de causalité de la Figure 3.2. Les sous-ensembles de
sommets de ce graphe sont donnés par : SP = {spL, spF1, spF2}, E = {eL, eF1, eF2} et
O = {F1, F2, L} correspondant respectivement aux sous-ensembles de consignes, d’erreurs et
de sorties des boucles de régulation du système.
Dans le graphe de causalité de la Figure 3.2, nous avons principalement trois struc-
tures de boucles de régulations :
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a- Celle qui couvre les sommets spF2 et F2 ;
b- Celle qui couvre les sommets spF1 et F1 ;
c- Celle qui couvre les sommets eL, spF1, eF1, F1 et L.
A travers ces trois structures de boucles de régulation, nous remarquons que la struc-
ture de boucle de régulation c inclut la b. Dans ce cas et selon la Remarque 2, le graphe
associé des composantes contient les deux composantes a et c.
A partir de la définition du graphe associé des composantes GC(VC ,AC), ce dernier
comporte trois regroupements de boucles de régulation. Ainsi, le graphe orienté de la
Figure 3.2 est associé au graphe associé des composantes donné par la Figure 3.4.
Figure 3.4 – (a) Graphe de causalité de la Figure 3.2 et (b) Graphe de composantes associé
3.5.2 Analyse d’atteignabilité
Dans l’analyse graphique, l’atteignabilité est une condition nécessaire dans l’étude de plu-
sieurs propriétés. Une évaluation de cette propriété doit être effectuée en utilisant le graphe
associé des composantes. Cette analyse se concentre principalement sur l’atteignabilité des
composantes par les consignes exogènes. Ainsi, chaque composante ci doit être atteignable
par une ou plusieurs consignes spj, les consignes identifiées seront sélectionnées comme
candidates au réajustement par le gouverneur des références.
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Puisque les contraintes du système sont inconnues (limitations d’actionneurs, force de
couplage entre variables, ...), la stratégie de commande tolérante aux défauts active est
basée sur une commande par apprentissage itératif.
L’importance de la propriété d’atteignabilité pour les systèmes automatisés est souli-
gnée dans plusieurs travaux pour l’analyse structurelle Boukhobza (2010); Conrard et al.
(2011) et pour la tolérance aux défauts de la commande/diagnostic Staroswiecki and Hoblos
(2004).
3.5.2.1 Classification des consignes
Pour l’élaboration d’une stratégie de commande tolérante au défaut, toutes les consignes
ne sont pas candidates à la compensation d’un défaut sur une boucle de régulation cible.
Pour cette raison, nous proposons une classification des consignes dans le graphe associé des
composantes afin de déterminer, pour chaque composante ci représentant une structure de
boucle de régulation, les consignes exogènes pouvant être utilisées pour une accommodation
au défaut au niveau de la composante cible en défaut.
Ainsi, les consignes sont classées en deux catégories : “utiles” et “inutiles” .
Pour toutes les composantes ci du graphe Gc, les consignes inutiles appartenant à SP sont
groupées dans un ensemble noté Vul (ul : useless, inutiles) et défini par ce qui suit :
Vul =
{
spi ∈ SP|Pred({spi}) 6= ∅
}
.
Vul ⊆ SP est un sous-ensemble de consignes endogènes. Cela signifie qu’il y a une relation
de précédence entre ces consignes et les autres variables du système.
Pour chaque composante ci du graphe Gc, les consignes utiles appartenant à SP sont
groupées dans un ensemble noté Vuf (uf : useful, utiles) et défini par ce qui suit :
Vuf (ci) =
{
spj ∈ SP \ Vul| ∃ {spj} − {ci} chemin simple et Pred({spj}) = ∅
}
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Vuf (ci) est un sous-ensemble qui contient toutes les consignes exogènes atteignant une com-
posante cible ci. Cela signifie que ce sous-ensemble contient des consignes exogènes candidates
pour l’accommodation aux défauts au niveau de la composante cible ci.
3.5.2.2 Composantes impactées par une sélection de consignes
En sélectionnant une consigne spt dans Vuf (ci) pour agir sur la composante cible ci, il est
possible que cette consigne puisse atteindre d’autres composantes qui ne soient pas ciblées.
Ces composantes impactées par la variation de la consigne spt ∈ Vuf (ci) sont groupées dans
un ensemble noté Cimp(spt, ci) et dont les paramètres sont la consigne spt sélectionnée et la
composante cible ci. Cet ensemble est défini par :
Cimp(spt, ci) =
{
cj ∈ C couvert par un chemin simple {spt} − {ci}
}
La définition ci-dessus de l’ensemble Cimp(spt, ci) des composantes impactées par la variation
de la consigne spt peut être généralisée à un ensemble de consignes sélectionnées VSP ⊆ SP .
Ainsi, pour une composante cible ci et un ensemble de consignes sélectionnées VSP , nous
avons :
Cimp(VSP , ci) =
⋃
spt∈VSP
Cimp(spt, ci)
Ainsi, pour agir sur la composante cible ci, la variation des consignes dans l’ensemble VSP
impacte les composantes dans l’ensemble Cimp(VSP , ci). Nous proposons d’associer ces com-
posantes impactées à une fonction “coût” . Cette fonction coût peut être représentée par un
nombre défini par :
ψ(Cimp(VSP , ci)) = card
(
Cimp(VSP , ci)
)
La valeur de ψ correspond au nombre de composantes impactées par la sélection des consignes
de VSP en tenant compte de la composante cible ci.
Exemple 5 Considérons le graphe de composantes de la Figure 3.5 avec une composante
cible ci = c1.
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Figure 3.5 – Exemple d’un graphe associé des composantes
Pour la composante cible c1, nous avons : Vuf (c1) = {sp1, sp2, sp3, sp5, sp7} et
Vul = {sp4, sp6}.
Les composantes impactées par la sélection de chaque ensemble de consignes sont résumées
dans la Table 3.1.
Consignes Composantes ψ(Cimp(VSP , ci)) Chemins considérés
impactées
sp1 Cimp(sp1, c1) = {c1} 1 p1 : sp1 → c1
sp2 Cimp(sp2, c1) = {c1, c2} 2 p2 : sp2 → c2 → c1
sp3 Cimp(sp3, c1) = {c1, c3} 2 p3 : sp3 → c3 → c1
sp7 Cimp(sp4, c1) = {c1, c7} 2 p4 : sp7 → c7 → c1
sp5 Cimp(sp5, c1) = {c1, c3, c4, c5} 4
p5 : sp5 → sp4 → c4 → c3 → c1
p6 : sp5 → c5 → c4 → c3 → c1
Table 3.1 – Composantes impactées par les consignes sélectionnées
Remarque 3 Les composantes c6 et c7 ne sont pas considérées comme des composantes
impactées par la sélection des consignes spi ∈ Vuf (c1) puisqu’il n’y a aucun chemin simple
{spi}−{c6} ne couvrant pas l’arc (c1, c6) et, {spi}−{c7} ne couvrant pas l’arc (c1, c7). Ainsi,
en agissant sur la composante cible c1, les deux composantes c6 et c7 ne sont pas impactées.
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3.5.3 Diagramme de Hasse
Afin de résoudre le problème d’accommodation aux défauts, nous proposons une méthode
basée sur le diagramme de Hasse Pavan and Todeschini (2004).
Avant de définir le diagramme de Hasse utilisé pour la stratégie de choix des consignes
exogènes, quelques définitions relatives à la théorie des ensembles sont requises.
3.5.3.1 Théorie des ensembles : Définitions
Définition 9 Un ensemble partiellement ordonné (POSET : Partially ordered Set) est un
ensemble P avec une relation binaire R ⊆ P × P qui vérifie les conditions suivantes pour
x ∈ P et y ∈ P :
• Réflexivité : (x, x) ∈ R pour tout x ∈ P .
• Antisymétrie : (x, y) ∈ R et (y, x) ∈ R ⇒ x = y.
• Transitivité : (x, y) ∈ R et (y, z) ∈ R ⇒ (x, z) ∈ R.
Définition 10 Soit P = {A : A ⊆ X} correspondant à tout ensemble X. Pour x ∈ P et
y ∈ P , nous avons x 6 y si x ⊆ y.
Dans ce cas, (P,6) est un POSET pour tout sous-ensemble de X ordonné par inclusion.
3.5.3.2 Diagramme de Hasse
Un ensemble P partiellement ordonné peut être associé à un diagramme de Hasse. Ce
diagramme est un graphe orienté acyclique composé de sommets et d’arcs Okada and Gen
(1993); Pavan and Todeschini (2004). Le diagramme de Hasse est noté H(N ,L) où les deux
ensembles N et L représentent respectivement l’ensemble des sommets associés à des sous-
ensembles de X et l’ensemble des arcs qui représentent une relation ordonnée (P,6) entre
les sous-ensembles de X. Chaque arc (xi, yi) de l’ensemble L caractérise le lien entre les deux
sommets xi ∈ P et yi ∈ P . Il est à noter que ∀xi ∈ P , xi est associé à un sous-ensemble de X.
Le diagramme de Hasse peut également être considéré comme la représentation gra-
phique de la table de vérité dont les éléments sont ceux de l’ensemble P . Ainsi, les
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sommets du diagramme de Hasse correspondent aux différentes lignes de la table de vérité
correspondant aux différentes combinaisons des éléments de P .
Exemple 6 Considérons un ensemble X = {a, b, c}. L’ensemble P représente tous
les sous-ensembles de X composés de trois éléments et ordonnés par inclusion. Ainsi,
P =
{
{∅}, {a}, {b}, {c}, {a, b}, {a, c}, {b, c}, {a, b, c}
}
.
Le diagramme de Hasse H(N ,L) associé au POSET (P,6) est donné à la Figure 3.6.
Figure 3.6 – Diagramme de Hasse H(N ,L) associé au POSET (P,6)
Remarque 4 Noter que dans un diagramme de Hasse, il n’existe aucune relation de précé-
dence entre les sommets d’un même niveau horizontal ainsi que d’autres paires de sommets
telles que {a} et {c, b}.
Il est possible de faire le lien entre les sommets du diagramme de Hasse de la Figure 3.6 et la
table de vérité correspondant aux différentes combinaisons de a, b et c. Cette table de vérité
est donnée à la Table 3.2.
L’utilisation du diagramme de Hasse présente beaucoup d’avantages par rapport à l’utilisa-
tion de la table de vérité. Ces avantages peuvent être résumés dans :
• L’ordre partiel de l’ensemble P est mieux représenté avec le diagramme de Hasse ;
• À l’aide des chemins sur le diagramme de Hasse, les inclusions entre les sous-ensembles
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Sommets de H(N ,L) Table de vérité de
a b c
{∅} 0 0 0
{a} 1 0 0
{b} 0 1 0
{c} 0 0 1
{a, b} 1 1 0
{a, c} 1 0 1
{b, c} 0 1 1
{a, b, c} 1 1 1
Table 3.2 – Diagramme de Hasse/Table de vérité
sont représentées ;
• La représentation des combinaisons des éléments de P est intuitive ;
• Les combinaisons sont classées de telle sorte à ce que chaque ligne du diagramme de
Hasse contienne les combinaisons de la même cardinalité.
3.5.3.3 Diagramme de Hasse pondéré
Un graphe pondéré est un graphe dont les arcs sont associés à des indices correspondant
à des poids numériques. Ces poids peuvent correspondre à des nombres entiers ou réels
représentant une caractéristique des arcs associés.
A partir du diagramme de Hasse H(N ,L) présenté dans la sous-section 3.5.3, nous
pouvons définir un diagramme de Hasse pondéré. Ainsi, le diagramme de Hasse pondéré
est noté Hw(H,W ). Il correspond à un diagramme de Hasse H et un ensemble de poids
numériques W associés aux arcs du diagramme de Hasse H. Un poids numérique wij ∈ W
est associé à l’arc liant un sommet Ni ∈ N à un autre sommet Nj ∈ N .
Sachant que les sommets d’un diagramme de Hasse correspondent à des sélections de
consignes, les poids wij dans un diagramme de Hasse pondéré sont définis par :
wij = ψ(Cimp(Ni, ci))
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Un poids wij associé à un arc de Ni à Nj correspond donc au nombre de composantes
impactées par la sélection de consignes associée au sommet Ni.
Exemple 7 Considérons le graphe associé des composantes donné dans la Figure 3.7.
Figure 3.7 – Exemple d’un graphe associé des composantes
Scénario de défaut :
Considérons que le défaut survient au niveau de la boucle de régulation 2 associée à
la composante c2. Ce défaut est propagé jusqu’à la boucle de régulation 1 associée à la
composante c1. Cette boucle de régulation correspond donc à un indicateur de performance
KPI dégradé.
Une stratégie de commande tolérante aux défauts est adoptée pour compenser l’effet du
défaut sur la boucle de régulation 1 en ajustant les consignes sélectionnées sur les autres
boucles de régulation.
Analyse d’atteignabilité :
Dans cet exemple, la composante cible est c1. L’analyse d’atteignabilité porte donc sur
l’atteignabilité entre les consignes et la composante c1. Cette analyse est effectuée en
plusieurs étapes.
La première étape consiste à obtenir l’ensemble des consignes utiles et inutiles :
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• Vul = {sp3} ;
• Vuf (c1) = {sp1, sp2, sp4}.
Après avoir défini les consignes utiles, les ensembles de composantes impactées par
l’ajustement de ces consignes ainsi que la fonction coût représentée par ψ sont donnés par
la Table 3.3 :
Consignes Cimp(spi, c1) ψ(Cimp(spi, c1))
sp1 Cimp(sp1, c1) = {c1} 1
sp2 Cimp(sp2, c1) = {c1, c2} 2
sp4 Cimp(sp3, c1) = {c1, c2, c3, c4} 4
Table 3.3 – Composantes impactées par les consignes dans Vuf (c1) et la fonction coût
Ce système correspond au diagramme de Hasse H(N ,L) donné à la Figure 3.8.
Figure 3.8 – Diagramme de Hasse correspondant à l’exemple 7
A partir de ce diagramme de Hasse, il est possible d’obtenir le diagramme de Hasse pondéré
Hw(H,W ) en calculant les poids wij. Pour ce faire et en utilisant la Table 3.3, nous dressons
la Table 3.4 représentant les composantes impactées par la sélection des consignes associées
aux sommets de H(N ,L). Pour chaque sommet, les sélections peuvent être associées à des
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sous-ensembles VSP .
VSP associés aux sommets Cimp(VSP , c1) ψ(Cimp(VSP , c1))
{∅} {∅} 0
{sp1} {c1} 1
{sp2} {c1, c2} 2
{sp4} {c1, c2, c3, c4} 4
{sp1, sp2} {c1, c2} 2
{sp1, sp4} {c1, c2, c3, c4} 4
{sp2, sp4} {c1, c2, c3, c4} 4
{sp1, sp2, sp4} {c1, c2, c3, c4} 4
Table 3.4 – Composantes impactées
A partir de la Table 3.4, chaque arc entrant dans un sommet Ni, qui correspond à une
sélection VSP , est associé au poids wij = Cimp(VSP , c1).
Le diagramme de Hasse pondéré Hw(H,W ) correspondant est donné par la Figure 3.9.
Figure 3.9 – Diagramme de Hasse pondéré Hw(H,W )
Ce diagramme de Hasse pondéré peut être décomposé en niveaux. Le niveau 0 est donc
composé du sommet {∅}, le niveau 1 est composé de {sp1}, {sp2} et {sp4}, le niveau 2 est
composé de {sp1, sp2}, {sp2, sp4} et {sp1, sp4}, et le niveau 3 est composé de {sp1, sp2, sp4}.
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3.6 Stratégie de la tolérance au défaut adoptée
Dans cette section, nous énonçons une stratégie conjointe d’analyse graphique et de gestion
de références. Un cas d’étude est présenté dans la section 3.7.
Le diagramme de Hasse pondéré Hω, obtenu dans la section précédente, permet d’avoir
plusieurs combinaisons de consignes candidates. Dans ce diagramme, nous avons également
l’information concernant les composantes impactées par la variation de chacune des
combinaisons de consignes. La stratégie de sélection des consignes est donc basée sur le
diagramme de Hasse pondéré Hω.
Quand une boucle de régulation est en défaut et nécessite qu’on agisse dessus par
l’intermédiaire d’une ou plusieurs consignes, il faut prévoir une stratégie de sélection parmi
les consignes candidates en utilisant le diagramme de Hasse pondéré Hω. Nous rappelons
les 3 étapes de construction de ce diagramme.
Étape 1 : Identification de la composante cible
Cette première étape consiste à déterminer la composante en question (dont le PPI
est dégradé). Ainsi, le point de départ est de fixer la composante cible ci.
Étape 2 : Définition des consignes utiles
Après avoir identifié la composante cible, il faut déterminer la liste des m consignes
utiles constituant l’ensemble Vuf défini dans la section 3.5.2.1. Les consignes exogènes
spj ∈ Vuf sont des consignes candidates à la compensation du défaut impactant la
composante cible ci. Ceci est traduit par l’existence d’un chemin entre spj et ci dans le
graphe associé des composantes G.
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Étape 3 : Construction du diagramme de Hasse et diagramme de Hasse pondéré
Le diagramme de Hasse peut être construit à partir de l’ensemble des consignes utiles
spj ∈ Vuf . Ses sommets sij correspondent à toutes les combinaisons possibles entre les
consignes spj pouvant agir sur la composante cible.
Le diagramme de Hasse ainsi construit peut être pondéré. La pondération des arcs du
diagramme de Hasse dépend des composantes impactées Cimp par chacune des combinaisons
de consignes (voir 3.5.2.2).
Après l’obtention du diagramme de Hasse pondéré, la stratégie de sélection peut être
présentée. Cette dernière repose sur deux principaux traitements.
Le premier est basé sur un parcours du diagramme de Hasse pondéré de façon itérative.
Ce parcours permet de sélectionner une combinaison parmi les différents sommets sij des
différents niveaux du diagramme de Hasse pondéré en fonction des composantes de Cimp.
Une fois qu’une combinaison de consignes est choisie (premier traitement), le deuxième
traitement consiste à établir un ordre d’ajustement des consignes de la combinaison choisie.
1er traitement : Parcours du diagramme de Hasse pondéré Hω
Niveau 0
Ce premier traitement est effectué sur le diagramme de Hasse pondéré Hω. Initiale-
ment, la composante cible ci n’est pas en défaut. Dans ce cas, il n’y a pas besoin d’avoir une
sélection de consignes à ajuster. Ce qui correspond au premier sommet {∅} du diagramme
de Hasse pondéré Hω. Ainsi, le premier traitement ne s’applique pas sur ce niveau 0 du
diagramme mais à partir du niveau 1.
Quand il y a occurrence de défaut au niveau de la composante cible ci, il faut quit-
ter le niveau 0 du diagramme de Hasse pondéré (qui contient le sommet {∅}). Les arcs
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sortants de ce sommet {∅} mènent vers lesm singletons {spj} des consignes utiles candidates
dans le niveau 1.
Niveau 1
Les consignes des m singletons {spj} peuvent être ajustées dans un ordre précis. Leur
classement dépend des poids wij des arcs associés au nombre de composantes impactées
Cimp de chaque consigne spj. La consigne privilégiée est celle avec un arc entrant associé au
nombre minimal de composantes impactées. Si les poids wij de deux arcs entrants dans deux
sommets sij différents sont égaux, alors la technique d’échantillonnage aléatoire simple est
nécessaire. Par exemple, sur le diagramme de Hasse pondéré de la Figure 3.9, la consigne
privilégiée est sp1 puisque son arc entrant correspond au poids minimal 1.
A chaque ajustement d’une consigne spj, un test est effectué par le gouverneur de
références sur la composante cible ci, et plus précisément le PPI correspondant, afin de véri-
fier si cette dernière n’est plus affectée par le défaut. Si le résultat du test est négatif et que
la composante cible a besoin d’être ajustée à nouveau, une deuxième consigne est associée
à la consigne choisie pour être ajustées. Un test est également effectué après le nouvel ajus-
tement. Par exemple, sur le diagramme de Hasse pondéré de la Figure 3.9, si l’ajustement
de la consigne sp1 n’est pas suffisant, sp1 et sp2 sont toutes les deux ajustées et ainsi de suite.
Niveau i
De la même façon que le niveau 1, les combinaisons de consignes d’un niveau i sont
choisies en fonction des poids des arcs entrants wij. Un test est ensuite effectué après
chaque ajustement de consignes. Si les résultats du niveau i sont négatifs, alors les consignes
des combinaisons du niveau i + 1 sont ajustées puis testées et ainsi de suite jusqu’à
accommodation au défaut sur ci ou jusqu’au dernier nème niveau du diagramme de Hasse
pondéré. Ce dernier niveau correspond à un seul sommet sij où toutes les consignes utiles
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de Vuf sont ajustées.
2ème traitement : Ordre d’ajustement de consignes dans une même combinaison
A travers le diagramme de Hasse pondéré, des combinaisons d’une ou plusieurs consignes
sont ajustées. Quand une combinaison contient plus d’une consigne, un ordre d’ajustement
de consigne est à prévoir. Cet ordre est obtenu à travers le graphe de composantes associé
GC (voir la section 3.5.1 ).
Dans une combinaison {sp1, ps2, . . . , spi}, la consigne privilégiée est celle qui atteint
la composante cible ci à travers le chemin le plus court dans GC. Par exemple, pour le graphe
associé des composantes de la Figure 3.7, nous avons une composante cible ci = c1 et un
ensemble de consignes utiles Vuf = {sp1, sp2, sp4}. Ces trois consignes peuvent être ajustées
dans l’ordre suivant : sp1 qui est lié à la cible par un chemin de longueur 1, puis sp2 qui est
lié à la cible par un chemin de longueur 2, puis sp4 qui est lié à la cible par deux chemins
de longueur 4.
3.7 Cas d’étude : Application à un système de chauffage-
mixage
3.7.1 Présentation du système
L’objectif de l’utilisation d’un banc d’essai est de permettre la simulation du comportement
d’un système de pointe ainsi que sa commande. Les bancs d’essai sont généralement utilisés
pour des systèmes industriels.
Ainsi, nous considérons pour ce cas d’étude un système non linéaire de chauffage-
mixage composé principalement de trois cuves. Ce système est conçu avec plusieurs boucles
de régulation. L’objectif principal du système de commande correspondant consiste à
maintenir un rapport constant entre des liquides dans les trois cuves ainsi que de maintenir
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la température de ces liquides en respectant certaines exigences.
Figure 3.10 – Système de chauffage-mixage à trois cuves
Le schéma d’usine de ce système est donné à la Figure 3.10. Ce schéma représente la tuyau-
terie ainsi que l’instrumentation du système (P&ID). La cuve 1 est utilisée pour le chauffage.
La cuve 2 est dédiée au mixage des liquides provenant des cuves 1 et 2. La Figure 3.10 repré-
sente également les différents niveaux, flux de liquides, chauffages et mixeurs. Les variables
mesurables de ce système sont groupées dans la Table 3.5.
3.7.2 Représentation graphique du système
Ce système de chauffage-mixage à trois cuves et ses variables sont représentés par le
graphe de causalité orienté donné à la Figure 3.11. Ce graphe de causalité représente les
différents liens entre les consignes, les erreurs et les variables de sortie du système (débits,
températures et niveaux).
A partir du graphe de causalité orienté associé au système, les composantes associées aux
boucles de régulation peuvent être déterminées comme précisé dans la section 3.5.1. La
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Variable mesurée Unité de Désignation
mesure
L1 m Niveau de la cuve 1
L2 m Niveau de la cuve 2
L3 m Niveau de la cuve 3
Kratio - Ratio entre les flux d’entrée des liquides des cuves 1 et 3
T1
◦C Température dans la cuve 1
T2
◦C Température dans la cuve 2
Q00 l/m Débit d’entrée de la pompe 1
Q01 l/m Débit d’entrée de la pompe 1 vers la cuve 1
Q02 l/m Débit d’entrée de la pompe 1 vers la cuve 2
Q12 l/m Débit d’entrée de la cuve 1 (liquide chauffé) vers la cuve 2
Q20 l/m Débit de sortie du produit final de la cuve 2
Q30 l/m Débit de sortie de la cuve 3
Q32 l/m Débit du liquide de la cuve 2 vers la cuve 3
Q32′ l/m Débit du liquide de la cuve 2 vers la cuve 3
Table 3.5 – Sorties des boucles de régulation du cas d’étude
Table 3.6 représente chacune des boucles de régulation de ce système ainsi que les variables
qui y correspondent.
Composantes ci Variables correspondantes Composantes cj ⊂ ci
c1 {e1, spH1 , e2, H1, T1} {e2, H1}
c2 {e3, spQ02 , e4, Q02, T2} {e4, Q02}
c3 {e5, spQ01 , e6, Q01, L1} {e6, Q01}
c4 {e7, spQ12 , e8, Q12, L2} {e8, Q12}
c5 {e9, spQ03 , e10, Q03, L3} {e10, Q03}
c6 {e11, spQ32/Q32′ , e12, Q32/Q32′ , Kratio} {e12, Q32/Q32′}
c7 {e13, Q30} ——
c8 {e14, Q20} ——
Table 3.6 – Composantes ci du graphe à la Figure 3.12
Ainsi, le graphe de causalité orienté de la Figure 3.11 peut être simplifié en un graphe associé
des composantes où seules les consignes spi et les composantes ci correspondantes aux boucles
de régulation sont représentées. Le schéma simplifié est donné à la Figure 3.12.
3.7.3 Identification du diagramme de Hasse pondéré
Nous considérons que la composante en défaut est c1. L’ensemble des consignes utiles
définies dans la Section 3.5.2.1 est donné par :
Vuf =
{
spT2, spL1, spL2, spL3, spQ20, spQ30, spKratio
}
.
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Figure 3.11 – Graphe de causalité associé au système de chauffage-mixage
Pour ce système, les 7 consignes de Vuf sont associées aux ensemble Cimp(spi, c1)
donnés dans la Table 3.7. A partir de cette Table, nous obtenons le diagramme de Hasse
pondéré donné dans la Figure 3.13.
Consigne spi Cimp(spi, c1) ψ(Cimp(spi, c1))
spT2 {c1, c2} 2
spL1 {c1, c2, c3} 3
spL2 {c1, c2, c3, c4, c6} 5
spKratio {c1, c2, c3, c4, c6} 5
spL3 {c1, c2, c3, c4, c6, c7} 6
spQ20 {c1, c2, c3, c4, c5, c6} 6
spQ30 {c1, c2, c3, c4, c6, c7, c8} 7
Table 3.7 – Composantes impactées
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Figure 3.12 – Graphe associé des composantes au système de chauffage-mixage
3.7.4 Définitions des indicateurs de performance
1. Indicateurs de Performances Procédé (PPI) :
(a) Indicateurs de Performances Qualité (Température) :
∆T = T SP2 − T2;
QT =

1, |∆T | 6 0.5
1− |∆T |
3.5
, 0.5 < |∆T | 6 3.5
0, sinon;
139
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Figure 3.13 – Diagramme de Hasse pondéré associé au cas d’étude
(b) Indicateurs de Performances Qualité (Ratio) :
∆kratio = k
SP
ratio − kratio;
Qkratio =

1− |∆kratio|
kSPratio
, |∆kratio| 6 kSPratio
0, sinon;
(c) Indicateurs de Performances Production :
Qf =
Q20
QSP20
3.7.5 Modes de fonctionnement
1. Mode de fonctionnement nominal :
Les caractéristiques statistiques des différentes mesures du banc d’essai en mode de
fonctionnement nominal sont représentées par µ0 et σ0. Ces caractéristiques sont
considérées comme étant des données d’apprentissage pour l’algorithme de détection
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de défaut. Cet algorithme, présenté dans le Chapitre 2, section 2.5.3, est le test
séquentiel de vraisemblance (en anglais SPRT) pour la vérification de deux hypothèses
(binaire).
Le but de ce test est de détecter un saut de moyenne ou de variance et d’esti-
mer le temps d’occurrence du saut.
En occurrence d’un défaut, on peut considérer intuitivement deux types de changement
abrupts (sauts).
• Une déviation de la valeur moyenne nominale µ0 vers une valeur moyenne µ1, avec
un écart-type constant.
• Une augmentation de l’écart type de σ0 à σ1, avec moyenne constante.
Les paramètres µ0 et σ0 de chacune des deux situations sont supposés connus. Un
indice de performance est considéré comme étant une variable aléatoire. En mode de
fonctionnement nominal, la variance de l’indice de performance est caractérisée par σ20,
ainsi, une dégradation de l’indice de performance, dans le cas d’un saut de variance,
se caractérise par une augmentation de variance σ0 (σ1 > σ0).
• H0 : V.A de variance σ20
• H1 : V.A de variance σ21 (σ1 > σ0)
Une dégradation est détectée si
τd∑
i=1
(xi−µ0)2 = TH1(τd) et τd est le temps de détection
de la dégradation et xi est la ième observation.
TH1 est le seuil d’acceptation de l’hypothèse H1.
2. Mode de fonctionnement dégradé :
• Scénario de défaut :
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Perte d’efficacité de 50 % de capacité de chauffage de la résistance H1 .
Le défaut commence à partir de l’instant 2000.
. Graphe de causalité pour le diagnostic : Figure 3.14
Figure 3.14 – Graphe orienté associé au modèle de causalité du benchmark
. Graphe de causalité pour le diagnostic illustrant le chemin de propagation du défaut :
Figures 3.15.
3.7.6 Sélection et Ajustement des consignes
Pour des objectifs de simplification, nous reformulons le diagramme de Hasse dans la Fi-
gure 3.16 en considérons un ensemble réduit de consignes spL1, spL2, spQ20 et spKratio.
Remarque 5 La consigne spT2 est écartée de l’analyse pour la raison suivante. En effet, le
PPIT2 est défini comme étant l’erreur de poursuite qui dépend de la sortie de la température
T2 et la consigne spT2. Le choix de spT2 est trivial, néanmoins son ajustement implique le
changement des caractéristiques du produit et notamment sa température. Ceci implique le
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Figure 3.15 – Chemin de propagation du défaut {LPIH1} − {LPIT2}
non-respect des exigences du cahier des charges (continuer à produire avec la même tempé-
rature de référence).
Ainsi, en se basant sur ce diagramme de Hasse, nous appliquons les premier et deuxième
traitements de la stratégie de sélection des consignes exogènes.
Niveau 0
En ce niveau 0, aucun traitement n’est nécessaire puisque ce niveau correspond à la
phase avant occurrence du défaut.
Niveau 1
En ce niveau 1, nous nous intéressons aux consignes appartenant aux singletons du
diagramme de Hasse pondéré. Plus précisément, aux poids wij des arcs entrants dans les
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Figure 3.16 – Diagramme de Hasse pondéré simplifié
sommets associés à ces singletons.
Dans notre cas, l’ajustement des consignes du niveau 1 suit un ordre bien précis. La
première consigne à être ajustée est spL1. Cette consigne correspond à un nombre minimal
de composantes impactées c.à.d. 3 composantes.
Un test est ensuite effectué par le gouverneur de références. Le résultat de ce test est
donné par la Figure 3.17. Nous remarquons que l’ajustement de la consigne spL1 n’est pas
suffisant puisque le LPIT1 associée à la composante c1 ne permet pas une compensation du
défaut sur la composante cible c2 dont l’indicateur PPIT2 est associé. À travers l’analyse
énoncée précédemment,spL1 peut être associé à une deuxième consigne spQ20.
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(a)
(b)
(c)
Figure 3.17 – Test par rapport à la variation de spL1 : (a) Indicateur de performance
Procédé T2, (b) Indicateur de performance Local H1, (c) Consigne spL1 et la variable L1.
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Niveau 2
En ce niveau 2, nous considérons par exemple la combinaison {spL1, spQ20} puisqu’elle
représente le nombre minimal de composantes impactées 5 de ce niveau. Une gestion de la
combinaison est ensuite effectuée par le gouverneur de références. Le résultat de ce test est
donné par la Figure 3.18.
Ces deux ajustements ont permis de revenir aux spécifications fixées par le cahier de charge.
Aucun autre ajustement n’est donc nécessaire.
3.8 Conclusion
Ce chapitre a été consacré à l’étude des systèmes tolérants aux défauts. Chaque système
peut être associé à une matrice d’adjacence contenant des éléments “1” et des éléments
“0” qui représentent la causalité directe entre une paire de variables du système et son sens.
A partir de cette matrice d’adjacence, il est possible de représenter les liens de causalité
entre les différentes variables du système, c’est à dire les consignes, les erreurs et les sorties
des boucles de régulation, par un graphe de causalité orienté représentant les différents liens
entre les variables. Nous nous intéressons en particulier aux défauts survenant au niveau des
boucles de régulation. Ainsi, le graphe de causalité orienté est simplifié pour ne représenter
que les boucles de régulation ainsi que leurs consignes. Il s’agit du graphe associé des
composantes. Notre étude est principalement basée sur cette représentation du système.
Afin de compenser l’effet d’un défaut dans une boucle de régulation, il est nécessaire
d’agir sur cette dernière en ajustant une ou plusieurs consignes. Ces consignes doivent
respecter la condition graphique d’atteignabilité. Cette condition nécessite l’existence d’un
chemin dans le graphe associé des composantes qui lie la boucle de régulation en défaut et
les consignes à ajuster. Ainsi, toutes les consignes pouvant agir sue une boucle de régulation
en compensant l’effet du défaut sont regroupées dans un ensemble de consignes utiles.
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(a)
(b)
(c)
(d)
Figure 3.18 – Test par rapport à la variation de spL1 et spKratio : (a) Indicateur de perfor-
mance Procédé T2, (b) Indicateur de performance Local H1, (c) Consigne spQ20 et la variable
Q20, (d) Consigne spL1 et la variable L1.
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Après avoir déterminé les consignes utiles, un diagramme de Hasse peut être obtenu
en indiquant les combinaisons possibles des consignes à ajuster. Ce diagramme de Hasse est
ensuite pondéré où ses arcs sont associés à des indices représentant le nombre des boucles de
régulation impactées par l’ajustement d’une ou plusieurs consignes. Le diagramme de Hasse
pondéré obtenu est utilisé pour élaborer une stratégie de sélection de consignes exogènes.
Cette stratégie est présentée sous forme d’étapes et de traitement effectués sur le diagramme
de Hasse pondéré et le graphe associé des composantes. La méthode proposée est illustrée
par un cas d’étude qui est un système de chauffage mixage à trois cuves.
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Dans le contexte économique actuel de l’industrie, une performance croissante est requise
pour les systèmes industriels. Ces derniers doivent produire suivant des contraintes contrac-
tuelles et réglementaires strictes. Malheureusement, ces systèmes complexes sont sujets à
l’occurrence des défauts qui peuvent causer des pertes économiques considérables ; l’analyse
de la diagnosticabilité, le développement des approches de diagnostic et de tolérance aux
défauts sont des éléments indispensables dans l’amélioration de la sureté de fonctionnement
du système.
Ainsi, le travail de thèse, présenté dans ce document, s’articule autour de 3 aspects,
à savoir, la modélisation de causalité des systèmes, le diagnostic, l’analyse des causes et
l’accommodation aux défauts afin que le système puisse accomplir sa mission. Le premier
chapitre introduit le cadre de cette thèse. Le deuxième chapitre concerne la modélisation et
le diagnostic des systèmes complexes. Le troisième et dernier chapitre est dédié à l’analyse
des systèmes tolérant aux défauts.
Cette thèse est réalisée dans le cadre du projet européen PAPYRUS (Plug And PlaY
monitoring and control aRchitecture for optimization of large scale prodUction processeS ) en
collaboration avec des industriels et des universitaires européens (Allemagne et Finlande).
Le premier chapitre présente l’architecture et le concept de la plateforme PAPYRUS.
Plus particulièrement, le Système de Gestion d’Actifs du Procédé (PAM : Plant Asset
Management) qui est utilisé principalement pour assurer des tâches de diagnostic et d’aide à
la décision. Également, les différents objectifs du projet sont présentés en détails sous forme
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de lots de travail (Work Packages) ainsi que les différents partenaires européens chargés de
les accomplir. En dernière partie de ce chapitre, nous précisons les travaux de thèse réalisés
dans le cadre de ce projet. Ces travaux concernent principalement le Work package 4 (WP4)
et le Work package 7 (WP7) dédiés à la modélisation de causalité, au diagnostic et à la
tolérance aux défauts des systèmes complexes.
Le chapitre 2 est dédié à la modélisation et le diagnostic des systèmes complexes. La
modélisation est présentée à travers trois méthodes graphiques différentes. La première est
celle basée sur un modèle structurel. A partir des équations d’état du système, nous pouvons
représenter le système par un graphe orienté représentant la structure du système. Un
exemple d’illustration est également fourni. La deuxième méthode est basée sur les données.
Elle concerne trois approches de modélisations de la causalité. Il s’agit de l’inter-corrélation,
la causalité de Granger et le transfert d’entropie. Un exemple d’illustration est fourni pour
chacune de ces approches. La troisième méthode est basée sur l’utilisation combinée du
modèle et des données. Elle permet de représenter le système sous forme d’un graphe de
causalité à travers une matrice d’adjacence.
La propriété de diagnosticabilité est définie pour les systèmes représentés par le mo-
dèle structurel. Les conditions graphiques de cette propriété sont appliquées à un exemple
d’illustration. Le diagnostic est analysé à travers un test statistique de détection de
dégradation des performances du système, ainsi qu’une analyse des causes permettant de
définir l’origine du défaut.
Dans le chapitre 3, nous nous intéressons à l’étude des systèmes tolérants aux défauts.
Dans la première partie, nous considérons des systèmes sujets à des défauts et représentés
par un graphe de causalité obtenu à partir de la matrice d’adjacence correspondante. Ce
graphe est simplifié ensuite en un graphe de composantes associé où seules les boucles de
régulation et les consignes du système sont représentées. Le graphe de composantes associé
permet de déterminer les consignes pouvant agir sur la boucle de régulation en défaut.
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En deuxième partie, une stratégie de sélection de ces consignes est proposée en utilisant
le diagramme de Hasse puis un diagramme de Hasse pondéré par rapport à certaines
contraintes graphiques. Un cas d’étude est fourni en dernière partie du chapitre concernant
les résultats présentés pour l’analyse des systèmes tolérants aux défauts sur un système
industriel de chauffage-mixage.
Les méthodes et algorithmes proposés dans cette thèse peuvent être adaptés à plu-
sieurs applications dont l’amélioration de la sureté de fonctionnement. Cette dernière
représente un aspect pouvant améliorer les performances du système et limiter les pertes
économiques. À titre d’exemple, nous citons les processus de rationalisation et de clas-
sification des alarmes permettant leur gestion en fonction de différents critères à savoir
la non-conformité de la qualité des produits. Ces processus peuvent être améliorés en se
basant sur l’approche conjointe de diagnostic présentée dans ce manuscrit. En effet, la
priorisation des chemins de propagation des défauts (dans le graphe de causalité), l’isolation
des sommets en défaut n’impactant pas les indicateurs de performance clé constituent une
bonne approche dans la classification des alarmes.
Les outils proposés dans ce manuscrit permettront aussi une amélioration continue
des outils d’analyse fonctionnelle/dysfonctionnelle existants, par exemple l’AMDEC qui est
traditionnellement utilisés en industrie. En effet, la sévérité et la fréquence d’occurrence
(paramètres AMDEC) de certains défauts affectant la qualité des produits peuvent être
aisément réévaluées (amélioration continue des informations quantitatives des outils de
maintenance) et ainsi permettre l’amélioration des actions de maintenance préventives et
curatives.
Pour conclure, nous estimons que la modélisation, le diagnostic et la tolérance aux
défauts sont des outils importants, nécessaires et très utiles dans le domaine de la sur-
veillance des systèmes complexes à grande dimension. Ils assurent aux utilisateurs du
système de production une continuité et qualité de service (QoS) rendant un système
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robuste en présence d’un défaut.
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Résumé
Le travail de thèse, qui s’inscrit dans le cadre du projet européen PAPYRUS (Plug and Play
monitoring and control architecture for optimization of large scale production processes) du
7ème PCRD, a concerné tout d’abord la synthèse et la mise en œuvre d’une approche de
modélisation, de diagnostic et de reconfiguration originale. Celle-ci se fonde sur la génération
de graphes causaux permettant de modéliser en temps réel le comportement d’un système
complexe dans un premier temps. La cible de cette première étude a été la papeterie Stora
Enso d’Imatra en Finlande, qui était le procédé d’application du projet PAPYRUS. En
suite logique à cette première partie, une approche permettant l’accommodation du système
à certains défauts particuliers a été définie par l’ajustement des signaux de consigne de
diverses boucles de régulation.
Le manuscrit est structuré en trois parties.
Dans la première, le projet européen PAPYRUS est présenté. Le rôle de chaque partenaire
y est décrit au travers des différents « workpackages » et le travail de thèse y est positionné.
La seconde partie de la thèse a pour objectif la génération d’un modèle utile au diagnostic
en se fondant uniquement sur les différents signaux mesurés du système. Plus précisément,
un modèle causal graphique est présenté par la mise en évidence des liens de causalité entre
les différentes variables mesurées. Des analyses à base d’inter-corrélation, de transfert d’en-
tropie et du test de causalité de Granger sont effectuées. Une approche de diagnostic fondée
sur le modèle graphique ainsi obtenu est ensuite proposée en utilisant un test d’hypothèse
séquentiel.
La dernière partie est dédiée au problème d’accommodation aux défauts. Le graphe utilisé
pour établir le diagnostic du système est remanié afin de faire apparaitre les différentes
boucles de régulation du système. Une stratégie permettant la sélection de consignes in-
fluentes est alors proposée avec l’objectif d’ajuster ces dernières afin de compenser l’effet du
défaut survenu.
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