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Abstract
This article focuses on the dynamics of the different tridimensional
principal slices of the multicomplex Multibrot sets. First, we define an
equivalence relation between those slices. Then, we characterize them in
order to establish similarities between their behaviors. Finally, we see
that any multicomplex tridimensional principal slice is equivalent to a
tricomplex slice up to an affine transformation. This implies that, in the
context of tridimensional principal slices, Multibrot sets do not need to
be generalized beyond the tricomplex space.
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Introduction
The multicomplex space is one of the multiple generalizations of the complex
space [4, 14, 15]. The set of multicomplex numbers is defined, essentially, by in-
troducing more imaginary units and multicomplex addition and multiplication
are analogous to the complex operations. Thus, working with multicomplex
numbers is rather intuitive. Moreover, what makes this generalization inter-
esting is that many results and concepts known in the complex space can be
extended [5, 15, 17, 18, 21, 22].
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Here, we are mostly interested in multicomplex fractals. Indeed, some frac-
tals originally defined in the complex plane can be generalized to the multicom-
plex space [6, 7, 10, 16, 18, 23]. In particular, we are looking into multicomplex
Multibrot sets, which are a generalization of the Mandelbrot set.
Furthermore, it will be seen later on that those objects have over three
real dimensions, meaning that they do not have a graphical representation.
Therefore, we can only partially visualize them by defining principal 3D slices.
Since those fractals, and consequently their slices, are defined dynamically using
polynomial iterations, it is essential to study multicomplex dynamics in order
to understand them. The iteration of complex polynomials has been studied for
many years [2, 3, 9]. However, the iteration of multicomplex polynomials has
only been explored much more recently [11, 12, 13].
When slices have the same dynamics, they also look the same. This leads
to defining an equivalence relation between them. This article establishes that,
when it comes to principal 3D slices, any multicomplex principal 3D slice of a
Multibrot set is equivalent to at least one quadricomplex slice or directly to one
tricomplex slice up to an affine transformation. In other words, in that context,
it is not necessary to explore principal 3D slices beyond the tricomplex space.
Hence, the tricomplex space is, in a way, optimal.
The article goes as follows. In Section 1, multicomplex numbers are intro-
duced. Then, in Section 2, we define multicomplex Multibrot sets and their
principal 3D slices. In addition, we define a relation between those slices and
prove that it is an equivalence relation. In Section 3, the dynamics of those
slices are seen thoroughly. Finally, in Section 4, we show why the tricomplex
space is optimal in this context.
1 Multicomplex Numbers
1.1 Basic concepts
We present here a short summary of the concepts on multicomplex numbers
preliminary to the main results.
It is well known that a complex number is defined using two real components
and an imaginary unit i1 such that i21 = −1. Multicomplex numbers of order
n, also called n-complex numbers, are obtained by using this idea recursively.
Indeed, for any integer n ≥ 1, the set of multicomplex numbers of order n is
defined as
M(n) := {η1 + η2in : η1, η2 ∈M(n− 1)}
with i2n = −1 and M(0) := R [4, 5]. Moreover, multicomplex addition and mul-
tiplication are defined similarly to the analogous complex operations, meaning
that
(η1 + η2in) + (ζ1 + ζ2in) = (η1 + ζ1) + (η2 + ζ2)in;
(η1 + η2in)(ζ1 + ζ2in) = (η1ζ1 − η2ζ2) + (η1ζ2 + η2ζ1)in.
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Using these basic operations, we can see that any n-complex number may be
expanded to 2n terms with real coefficients [4, 14]. Each term then corresponds
to a combination of imaginary units. For example, a bicomplex number η may
be expressed as
η = η1 + η2i2 = x1 + x2i1 + x3i2 + x4i1i2
assuming that η1 = x1 +x2i1 and η2 = x3 +x4i1. Let I(n) be the set containing
the unit 1 and all combinations of {i1, i2, ..., in}. For instance, I(1) = {1, i1},
I(2) = {1, i1, i2, i1i2} and I(3) = {1, i1, i2, i3, i1i2, i1i3, i2i3, i1i2i3}. Gener-
ally, for all η ∈M(n), we have that
η =
∑
i∈I(n)
xi i
where xi ∈ R and |I(n)| = 2n. Therefore, all numbers η ∈ M(n) cannot be
represented graphically when n ≥ 2.
Notice that some units i ∈ I(n) are such that i2 = 1 with i 6= 1. Those are
called hyperbolic [19, 20]. Using combinatorics, it could be proven that I(n)
contains 2n−1 complex imaginary units and 2n−1 − 1 hyperbolic units.
It can easily be verified that (M(n),+, ·) is a commutative unitary ring.
Moreover, the setM(n) together with multicomplex addition and multiplication
by real numbers is a vector space over the field R and can be viewed as a direct
sum of complex spaces. We can also define the norm ‖·‖n of a n-complex number
as the Euclidean norm of its representation in R2n .
1.2 Idempotent representation
The last subsection gives a good general idea of what a multicomplex number
is. Nonetheless, one more concept will be necessary later on. In the n-complex
space, when n ≥ 2, there exists idempotent numbers γ, meaning that γ2 = γ.
In particular, for 1 ≤ h < n, consider
γh =
1 + ihih+1
2 and γh =
1− ihih+1
2 .
In addition, these two numbers are orthogonal, meaning that γhγh = 0.
Given an arbitrary n-complex number η = η1 + η2in, we can see that
η = (η1 − η2in−1)γn−1 + (η1 + η2in−1)γn−1.
This is called the idempotent representation of η. Using the properties of
γn−1 and γn−1, we can see that
1. (α1γn−1 +α2γn−1)+(β1γn−1 +β2γn−1) = (α1 +β1)γn−1 +(α2 +β2)γn−1;
2. (α1γn−1 + α2γn−1) · (β1γn−1 + β2γn−1) = (α1β1)γn−1 + (α2β2)γn−1;
3. (α1γn−1 + α2γn−1)p = α
p
1γn−1 + α
p
2γn−1 ∀p ∈ N.
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The idempotent components of any η ∈M(n) can also be written using the
idempotent representation. In fact, we can expand η until it is expressed with
2n−1 idempotent components. More explicitly, consider Sh such that
Sh =
{
{γ1, γ1} when h = 1,
γh · Sh−1
⋃
γh · Sh−1 otherwise.
Then, there exists 2n−1 numbers ηγ such that
η =
∑
γ∈Sn−1
ηγγ.
Under this form, all components ηγ are complex, namely ηγ ∈M(1).
Furthermore, an operation similar to the Cartesian product may be defined.
Indeed, consider two sets A,B ⊆M(n− 1). Then, we define the product ×γn−1
as
A×γn−1 B :=
{
ηγn−1 + ζγn−1 | (η, ζ) ∈ A×B
}
.
We will see in the next sections that properties and results in M(n− 1) can be
extended to M(n) using this product.
2 Generalized Mandelbrot Sets
We present here an intuitive generalization of the complex Mandelbrot set to
the multicomplex Multibrots sets.
Let Qp,c(η) = ηp + c and denote
Qmp,c(η) = (Qp,c ◦Qp,c ◦ · · · ◦Qp,c)︸ ︷︷ ︸
m times
(η).
Using the function Qp,c, we can define the classical Mandelbrot set as
M = {c ∈M(1) : {Qm2,c(0)}∞m=1 is bounded }.
We can easily modify this last definition to obtain the following more general
one.
Definition 1. Let n, p ∈ N such that p ≥ 2. The n-complex Multibrot set of
order p is defined as
Mpn =
{
c ∈M(n) : {Qmp,c(0)}∞m=1 is bounded
}
.
Complex Multibrot sets are seen in many references (see [1, 10, 11, 12, 13]
for example). Although they have been generalized up to the tricomplex space
in some of those articles, their generalization to n-complex space has not often
been seen in the literature. The specific case ofM23 is called the Metatronbrot.
Here is an interesting property of the multicomplex Multibrot sets based on the
idempotent representation.
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Theorem 1. Let n, p ∈ N such that n, p ≥ 2. We have that
Mpn =Mpn−1 ×γn−1Mpn−1.
Proof. This theorem is a generalization of results presented in [4, 5, 12].
Essentially, the result follows from the properties of the idempotent repre-
sentation. Let c = cγn−1γn−1 + cγn−1γn−1. Then, using the induction principle
on m, we can show that
Qmp,c(0) = Qmp,cγn−1 (0)γn−1 +Q
m
p,cγn−1
(0)γn−1.
Furthermore, from [14], we know that
‖η‖n =
√
‖ηγn−1‖2n−1 + ‖ηγn−1‖2n−1
2 ∀η = ηγn−1γn−1 + ηγn−1γn−1
where ‖·‖n is the Euclidean norm of a n-complex number. Thus, we know
that
{
Qmp,c(0)
}∞
m=1 remains bounded if and only if both
{
Qmp,cγn−1
(0)
}∞
m=1
and{
Qmp,cγn−1
(0)
}∞
m=1
do as well. Hence,
c ∈Mpn ⇔ (cγn−1 , cγn−1) ∈Mpn−1 ×Mpn−1,
⇔ cγn−1γn−1 + cγn−1γn−1 ∈Mpn−1 ×γn−1Mpn−1.
Corollary 1. Let n, p ∈ N such that n ≥ 2 and p ≥ 2. Consider c ∈M(n) such
that
c =
∑
γ∈Sn−1
cγγ.
We have that
c ∈Mpn ⇔ cγ ∈Mp ∀γ ∈ Sn−1.
Proof. The proof is done using the induction principle. When n = 2, we see the
proposition is true using Theorem 1. Then, assuming the proposition is true for
some value n− 1 ≥ 2, it follows from Theorem 1 that
c ∈Mpn ⇔ cγn−1 , cγn−1 ∈Mpn−1
⇔ cγ ∈Mp ∀γ ∈ Sn−1.
AsMpn is a subset of a 2n-dimensional space, it cannot be represented in a
graph when n ≥ 2. Therefore, the Multibrot sets can only be partially visualized
by extracting 3D slices. The next definitions are generalizations of definitions
in [4, 5, 10, 12, 13].
Definition 2. Let im, ik, il ∈ I(n) with im 6= ik, im 6= il and ik 6= il. We define
the following vector subspace of M(n):
T(im, ik, il) := spanR{im, ik, il}.
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Remark 1. It is important to remember that im, ik, il ∈ I(n) are not necessarily
complex imaginary units. They could be real, complex or hyperbolic units.
Remark 2. The notation spanR stands for the linear space spanned by some
vectors over the field R. Equivalently, it stands for the space of all finite linear
combinations of those vectors.
Definition 3. Let im, ik, il ∈ I(n) with im 6= ik, im 6= il and ik 6= il. We define
a principal 3D slice of the Multibrot setMpn as
T p(im, ik, il) =
{
c ∈ T(im, ik, il) :
{
Qmp,c(0)
}∞
m=1 is bounded
}
.
Remark 3. When the context is clear, we write T p instead of T p(im, ik, il).
A relation between the principal 3D slices of the Multibrot sets may be
defined. An important subspace must be presented beforehand.
Definition 4. Let im, ik, il ∈ I(n) with im 6= ik, im 6= il and ik 6= il. Then,
Itp(im, ik, il) := spanR{Qmp,c(0) : c ∈ T(im, ik, il) and m ∈ N}.
In other words, the subspace Itp(im, ik, il) is the smallest subspace of M(n)
containing all iterates Qmp,c(0) with c ∈ T(im, ik, il). This concept is used to de-
fine the following relation between principal 3D slices. In [10], the next definition
is presented specifically for the tricomplex case.
Definition 5. Let T p1 (im, ik, il) and T p2 (ir, iq, is) be two principal 3D slices of
Mpn. Consider the sets M1 = Itp(im, ik, il) and M2 = Itp(ir, iq, is). We say that
T p1 ∼ T p2 if there exists a linear bijective application ϕ : M1 → M2 such that
ϕ (T(im, ik, il)) = T(ir, iq, is) and, for all c ∈ T(im, ik, il),
(ϕ ◦Qp,c ◦ ϕ−1)(η) = Qp,ϕ(c)(η) ∀η ∈M2.
In this case, we say that T p1 and T p2 have the same dynamics.
Remark 4. To lighten the text, whenever we consider units im, ik, il ∈ I(n),
we assume that im 6= ik, im 6= il and ik 6= il. Analogously, we always assume
ir 6= iq, ir 6= is and iq 6= is when considering units ir, iq, is ∈ I(n).
In [12], the authors defined a similar but slightly different relation between
the principal 3D slices of the Multibrot sets. We believe this definition is more
accurate. Moreover, it is a generalization of Definition 3.8 presented in [10] for
the tricomplex case. To prove this statement, we will need a result from linear
algebra. It is a consequence of the rank-nullity Theorem.
Lemma 1. (See [8].) Let V,W be two vector spaces and L : V →W be a linear
application. If dim(V ) = dim(W ) <∞, then
L is injective ⇔ L is surjective ⇔ L is bijective.
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Theorem 2. When n = 3, Definition 5 is equivalent to Definition 3.8 in [10].
Proof. Consider Definition 5 assuming that n = 3. We see that there is one
main difference between both definitions:
(1) in Definition 5, we assume ϕ is such that
ϕ (T(im, ik, il)) = T(ir, iq, is);
(2) in Definition 3.8 in [10], it is rather said that
∀c2 ∈ T(ir, iq, is), ∃c1 ∈ T(im, ik, il) such that ϕ(c1) = c2.
We can prove that (1)⇔ (2).
⇒) If ϕ (T(im, ik, il)) = T(ir, iq, is), then for all c2 ∈ T(ir, iq, is), we have
directly that there exists a value c1 ∈ T(im, ik, il) such that ϕ(c1) = c2.
⇐) Now, suppose that for all c2 ∈ T(ir, iq, is), there exists c1 ∈ T(im, ik, il)
such that ϕ(c1) = c2. As ϕ is bijective, we know that ϕ−1 exists. The
previous statement can therefore be written
ϕ−1(c2) = c1 ∈ T(im, ik, il) for all c2 ∈ T(ir, iq, is),
meaning that ϕ−1 (T(ir, is, iq)) ⊆ T(im, ik, il). Moreover, we know that
the restriction of the linear application ϕ−1 to T(ir, is, iq) is injective.
Then, Lemma 1 implies that ϕ−1 forms a bijection from T(ir, is, iq) to
T(im, ik, il). Hence, we conclude that ϕ−1 (T(ir, is, iq)) = T(im, ik, il)
and, consequently, ϕ (T(im, ik, il)) = T(ir, is, iq).
Furthermore, it has been proven in [10] that this relation is an equivalence
relation in the tricomplex space. The proof of this statement can be generalized
to the multicomplex space.
Theorem 3. The relation ∼ from Definition 5 is an equivalence relation.
Proof. We need to prove that ∼ is reflexive, symmetric and transitive.
• Let T p(im, ik, il) be a principal 3D slice and consider M = Itp(im, ik, il).
It is easy to see that T p ∼ T p by using the identity application ϕ(η) = η.
• Let T p1 (im, ik, il) and T p2 (ir, iq, is) be two principal 3D slices and con-
sider the sets M1 = Itp(im, ik, il) and M2 = Itp(ir, iq, is). If T p1 ∼ T p2 ,
then there exists a bijective linear application ϕ : M1 → M2 such that
ϕ (T(im, ik, il)) = T(ir, iq, is) and, for all c1 ∈ T(im, ik, il),
(ϕ ◦Qp,c1 ◦ ϕ−1) = Qp,ϕ(c1).
Hence, we have that ϕ−1 (T(ir, is, iq)) = T(im, ik, il). In addition, let
c2 ∈ T(ir, iq, is). Using the equality above with c1 = ϕ−1(c2), we find that(
ϕ−1 ◦Qp,c2 ◦ ϕ
)
=
(
ϕ−1 ◦ (ϕ ◦Qp,ϕ−1(c2) ◦ ϕ−1) ◦ ϕ
)
= Qp,ϕ−1(c2).
Therefore, we found a suitable bijective linear application ϕ−1 to conclude
that T p2 ∼ T p1 .
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• Let T p1 (im, ik, il), T p2 (ir, iq, is) and T p3 (it, iu, iv) be three principal 3D
slices such that T p1 ∼ T2 and T p2 ∼ T p3 . In addition, consider the sets
M1 = Itp(im, ik, il), M2 = Itp(ir, iq, is) and M3 = Itp(it, iu, iv). We
know that there exists bijective linear applications ϕ1 : M1 → M2 and
ϕ2 : M2 → M3 which are conform to the hypotheses in Definition 5. Let
Φ : M1 →M3 such that Φ = ϕ2 ◦ ϕ1. We can see that
Φ (T(im, ik, il)) = ϕ2 (ϕ1 (T(im, ik, il))) ,
= ϕ2 (T(ir, iq, is)) ,
= T(it, iu, iv).
Moreover, we have that, for all c ∈ T(im, ik, il),
(Φ ◦Qp,c ◦ Φ−1) = (ϕ2 ◦ ϕ1 ◦Qp,c ◦ ϕ−11 ◦ ϕ−12 ),
= (ϕ2 ◦Qp,ϕ1(c) ◦ ϕ−12 ),
= Qp,ϕ2(ϕ1(c)) = Qp,Φ(c).
Thus, we conclude that T p1 ∼ T p3 .
3 Characterization of the 3D Slices
It is possible to determine the nature of Itp(im, ik, il). By doing this, it will
become easier to find similarities between the associated principal 3D slices.
Lemma 2. Let im, ik, il ∈ I(n). We define the following vector subspaces of
M(n):
M(im, ik, il) = spanR {im, ik, il, imikil};
S(im, ik, il) = spanR{1, im, ik, il, imik, imil, ikil, imikil}.
The subspaces M(im, ik, il) and S(im, ik, il) are closed under the addition. More-
over, we have that
1. the subspace M(1, ik, il) is closed under the multiplication;
2. the subspace S(im, ik, il) is also closed under the multiplication;
3. when p is odd, if η ∈M(im, ik, il), then ηp ∈M(im, ik, il).
Proof. As vector spaces, the closure of M(im, ik, il) and S(im, ik, il) under the
addition is obvious. The other three statements may be verified algebraically.
1. Consider η, ζ ∈M(1, ik, il) such that
η = x1 + x2ik + x3il + x4ikil and ζ = y1 + y2ik + y3il + y4ikil.
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We find that η · ζ ∈M(1, ik, il) since
η · ζ = (x1 + x2ik + x3il + x4ikil)(y1 + y2ik + y3il + y4ikil),
= x1y1 + x2y2i2k + x3y3i2l + x4y4i2ki2l
+ (x1y2 + x2y1 + x3y4i2l + x4y3i2l )ik
+ (x1y3 + x3y1 + x2y4i2k + x4y2i2k)il
+ (x2y3 + x3y2 + x1y4 + x4y1)ikil.
2. For all η, ζ ∈ S(im, ik, il), it can be shown that η ·ζ ∈ S(im, ik, il) similarly
to the previous case.
3. Now, let η ∈M(im, ik, il) such that
η = x1im + x2ik + x3il + x4imikil
and consider µ ∈M(im, ik, il) and ν ∈M(imik, imil, ikil) such that
µ = y1im+y2ik+y3il+y4imikil and ν = w1+w2imik+w3imil+w4ikil.
Notice that
η · µ = x1y1i2m + x2y2i2k + x3y3i2l + x4y4i2mi2ki2l
+ (x1y2 + x2y1 + x3y4i2l + x4y3i2l )imik
+ (x1y3 + x3y1 + x2y4i2k + x4y2i2k)imil
+ (x2y3 + x3y2 + x1y4i2m + x4y1i2m)ikil
and
η · ν = (x1w1 + x2w2i2k + x3w3i2l + x4w4i2ki2l )im
+ (x2w1 + x1w2i2m + x3w4i2l + x4w3i2mi2l )ik
+ (x3w1 + x1w3i2m + x2w4i2k + x4w2i2mi2k)il
+ (x4w1 + x1w4 + x2w3 + x3w2)imikil.
meaning that η · µ ∈ M(imik, imil, ikil) and η · ν ∈ M(im, ik, il). Using
these two arguments, we see that
η2 = η · η ∈M(imik, imil, ikil) and η3 = η · η2 ∈M(im, ik, il).
Then, it can be verified that ηp ∈ M(im, ik, il) when p is odd using the
induction principle.
Lemma 3. Let im, ik, il ∈ I(n) and consider M = Itp(im, ik, il). Then,
1. if p is even and im = 1 or ikil = ±im, then dim(M) ≥ 4;
2. if p is even but im 6= 1 and ikil 6= ±im, then dim(M) ≥ 8;
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3. if p is odd, then dim(M) ≥ 4.
Remark 5. When one of the units im, ik or il is 1, we suppose without loss of
generality that im = 1. Thus, im 6= 1 implies that none of the three units is 1.
Therefore, the three cases above cover all possible subspaces Itp(im, ik, il).
Proof. Consider the vector space M = Itp(im, ik, il). Basically, we have to find
four or eight linearly independent vectors, depending on the case considered. In
general, we have the three vectorsQp,im(0) = im, Qp,ik(0) = ik andQp,il(0) = il.
Then, we have to consider each case separately.
1. When p is even and im = 1 or ikil = ±im, consider c1 = a1ik + il with
a1 ∈ R∗. It is possible to find some a1 ∈ R∗ such that
(a1ik + il)p = x11 + x12ikil
with non-zero values x11, x12 ∈ R∗. Indeed, using the binomial Theorem,
we can calculate that
(a1ik + il)p =
p∑
j=0
(
p
j
)
aj1i
j
ki
p−j
l ,
=
p
2∑
j=0
(
p
2j
)
a2j1 (i2k)j(i2l )
p
2−j
+ ikil
p
2−1∑
j=0
(
p
2j + 1
)
a2j+11 (i2k)j(i2l )
p
2−j−1.
One may notice that these last two sums are real polynomials in a1 which
have degrees of p and p− 1 respectively. Hence, there are at most 2p− 1
values of a1 such that one of the two sums is zero. This implies that
there exists an infinite number of real values a1 such that both sums are
non-zero.
Thus, consider a1 ∈ R such that cp1 = (a1ik + il)p = x11 + x12ikil where
x11, x12 ∈ R∗ are non-zero. We have that
Q2p,c1(0) = c
p
1 + c1 = x11 + a1ik + il + x12ikil.
Because the values Qp,im(0), Qp,ik(0), Qp,il(0) and Q2p,c1(0) are four lin-
early independent vectors of M , it follows that dim(M) ≥ 4.
2. When p is even but im 6= 1 and ikil 6= ±im, consider the constant c1
above as well as c2 = a2im + ik and c3 = a3im + il where a2, a3 ∈ R∗
are such that cp2 = x21 + x22imik and c
p
3 = x31 + x32imil with non-zero
values x21, x22, x31, x32 ∈ R∗. We can make sure that such constants exist
by using a reasoning similar to the one used previously for c1. Then, we
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have that
Q2p,im(0) = ±1 + im,
Q2p,c1(0) = x11 + a1ik + il + x12ikil,
Q2p,c2(0) = x21 + a2im + ik + x22imik,
Q2p,c3(0) = x31 + a3im + il + x32imil.
Let c0 = im + ik + il. Then, we see that
Q3p,c0(0) = y1 + y2im + y3ik + y4il + y5imik + y6imil + y7ikil + y8imikil
for values yj ∈ R with y8 6= 0. Therefore, considering these last five
iterates in addition to the three iterates Qp,im(0), Qp,ik(0) and Qp,il(0),
we see that there exists at least eight linearly independent vectors in M ,
meaning that dim(M) ≥ 8.
3. When p is odd, consider c0 = im + ik + il. Using Lemma 2, It can be
computed that
Q2p,c0 = u1im + u2ik + u3il + u4imikil
with uj ∈ R and u4 6= 0. Therefore, we have found four linearly indepen-
dent vectors in M , hence dim(M) ≥ 4.
Using these lemmas, the subspace Itp(im, ik, il) can now be characterized.
Theorem 4. Let im, ik, il ∈ I(n) and M = Itp(im, ik, il). We have that
1. if p is even and im = 1 or ikil = ±im, then M = M(1, ik, il);
2. if p is even but im 6= 1 and ikil 6= ±im, then M = S(im, ik, il);
3. if p is odd, then M = M(im, ik, il).
Proof. Let M = Itp(im, ik, il).
1. Suppose that p is even. First, notice that Qp,c(0) = c ∈ M(im, ik, il)
for all c ∈ T(im, ik, il). Moreover, if im = 1 or ikil = ±im, we have
that M(im, ik, il) = M(1, ik, il), which is closed under the addition and
multiplication operations according to Lemma 2. Therefore, we can show
that Qmp,c(0) ∈M(1, ik, il) ∀m ∈ N, meaning that M ⊆M(1, ik, il).
Next, to prove that M = M(1, ik, il), we use some linear algebra con-
cepts. From Lemma 3, we know that dim(M) ≥ 4. Since we have that
M ⊆ M(1, ik, il), we see that dim(M) ≤ dim (M(1, ik, il)) = 4. Thus, it
follows that dim(M) = 4 = dim (M(1, ik, il)). SinceM is a subspace of the
vector space M(1, ik, il) and both spaces have the same finite dimension,
we conclude that M = M(1, ik, il).
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2. Suppose that p is even and im 6= 1, ikil 6= ±im. First, we see that
Qp,c(0) ∈ S(im, ik, il). Then, we find that Qmp,c(0) ∈ S(im, ik, il) ∀m ∈ N
since, according to Lemma 2, S(im, ik, il) is closed under the addition and
the multiplication, meaning that M ⊆ S(im, ik, il).
It follows that dim(M) ≤ dim(S(im, ik, il)). From Lemma 3, we know
that dim(M) ≥ 8 = dim(S(im, ik, il)). Therefore, we find that dim(M) =
dim(S(im, ik, il)). Since M ⊆ S(im, ik, il) and both spaces have the same
finite dimension, we have that M = S(im, ik, il).
3. Suppose that p is odd. Again, we have that Qp,c(0) ∈M(im, ik, il). More-
over, we know from Lemma 2 thatM(im, ik, il) is closed under the addition
and ηp ∈ M(im, ik, il) for all η ∈ M(im, ik, il). Thus, we can show that
Qmp,c(0) ∈M(im, ik, il) ∀m ∈ N, hence M ⊆M(im, ik, il).
This implies that dim(M) ≤ dim(M(im, ik, il). Again, we know from
Lemma 3 that dim(M) ≥ 4 = dim(M(im, ik, il)). Consequently, we have
that dim(M) = dim(M(im, ik, il)). Since M ⊆ M(im, ik, il), we conclude
that M = M(im, ik, il).
4 An Optimal Level of Generalization
Even though there are many ways to choose im, ik and il, Theorem 4 indicates
that Itp(im, ik, il), and consequently T p(im, ik, il), may only behave in a limited
number of ways.
This is, basically, the reason why we are able to prove that any multicomplex
principal 3D slice is equivalent to a tricomplex slice up to an affine transforma-
tion. Before presenting the complete proof, we explain here the summarized
idea.
In short, we need to find units ir, iq, is ∈ I(3) and a bijective linear applica-
tion ϕ : M1 → M2 which is conform to the hypotheses of Definition 5. Using
Theorem 4, it is fairly easy to define an appropriate application ϕ which depends
on the hypotheses regarding p and the units im, ik and il. However, the more
arduous part is then to make sure that, in all three cases presented in Theorem
4, the equality ϕ(ηp) = ϕ(η)p holds ∀η ∈ M1. Afterwards, it follows directly
that
(ϕ ◦Qp,ϕ−1(c) ◦ ϕ−1)(η) = Qp,c(η)
for all c ∈ T(ir, iq, is) and for all η ∈M2, hence the result. We will see that there
is one specific case where units ir, iq and is have to be quadricomplex. Still, in
that case, the quadricomplex principal 3D slice can be obtained by applying an
affine transformation on a tricomplex slice.
Lemma 4. Let im, ik, il ∈ I(n) and ir, iq, is ∈ I(n) such that i2m = i2r, i2k = i2q
and i2l = i2s. Moreover, consider M1 = It
p(im, ik, il) and M2 = Itp(ir, iq, is).
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1. If p is even and im = 1 or ikil = ±im, assume ir = 1 or iqis = ±ir
respectively. Then, since M1 = M(1, ik, il) and M2 = M(1, iq, is), we
define
ϕ(x1 + x2ik + x3il + x4ikil) = x1 + x2iq + x3is + x4iqis.
2. If p is even but im 6= 1 and ikil 6= ±im, assume ir 6= 1 and iqis 6= ±ir.
Since M1 = S(im, ik, il) and M2 = S(ir, iq, is), we can define
ϕ(x1 + x2im + x3ik + x4il + x5imik + x6imil + x7ikil + x8imikil)
= x1 + x2ir + x3iq + x4is + x5iriq + x6iris + x7iqis + x8iriqis.
3. If p is odd, then M1 = M(im, ik, il) and M2 = M(ir, iq, is). Thus, consider
ϕ(x1im + x2ik + x3il + x4imikil) = x1ir + x2iq + x3is + x4iriqis.
In each of these cases, ϕ is a linear bijective application such that, for all η ∈
M1, ϕ(ηp) = ϕ(η)p.
Proof. It can easily be seen that ϕ is a linear bijective application in each case.
Moreover, we know from Lemma 2 that ηp ∈ M1 for all η ∈ M1, meaning that
ϕ(ηp) is always defined. We must now prove the equation ϕ(ηp) = ϕ(η)p holds
∀η ∈M1.
1. In the first case, we can verify that ϕ(η ·ζ) = ϕ(η)ϕ(ζ) ∀η, ζ ∈M1. Indeed,
if
η = x1 + x2ik + x3il + x4ikil and ζ = y1 + y2ik + y3il + y4ikil,
then
ϕ(η) = x1 + x2iq + x3is + x4iqis and ϕ(ζ) = y1 + y2iq + y3is + y4iqis.
Since i2k = i2q and i2l = i2s ,
ϕ(η · ζ) = ϕ
(
x1y1 + x2y2i2k + x3y3i2l + x4y4i2ki2l
+ (x1y2 + x2y1 + x3y4i2l + x4y3i2l )ik
+ (x1y3 + x3y1 + x2y4i2k + x4y2i2k)il
+ (x2y3 + x3y2 + x1y4 + x4y1)ikil
)
,
= x1y1 + x2y2i2q + x3y3i2s + x4y4i2qi2s
+ (x1y2 + x2y1 + x3y4i2s + x4y3i2s)iq
+ (x1y3 + x3y1 + x2y4i2q + x4y2i2q)is
+ (x2y3 + x3y2 + x1y4 + x4y1)iqis,
= ϕ(η)ϕ(ζ).
Consequently, we find that ϕ(ηp) = ϕ(η)p.
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2. The second case is analogous to the first. Again, we verify, with more
laborious but very similar calculations, that ϕ(η · ζ) = ϕ(η)ϕ(ζ) for all
η, ζ ∈M1, hence ϕ(ηp) = ϕ(η)p.
3. The last case cannot be treated like the two first ones since the product
of two numbers η, ζ ∈ M1 is not necessarily in M1, meaning that ϕ(η · ζ)
is not always defined. Nevertheless, using the induction principle on odd
integers p ≥ 3, the same conclusion can be found.
Let η ∈ M1 such that η = x1im + x2ik + x3il + x4imikil. Then, ϕ(η) =
x1ir + x2iq + x3is + x4iriqis. When p = 3, since i2m = i2r, i2k = i2q and
i2l = i2s , we find that
ϕ(η3) = ϕ
(
(x1im + x2ik + x3il + x4imikil)3
)
,
= ϕ
(
(x31i2m + 3x1x22i2k + 3x1x23i2l + 3x1x24i2mi2ki2l + 6x2x3x4i2ki2l )im
+ (x32i2k + 3x21x2i2m + 3x2x23i2l + 3x2x24i2mi2ki2l + 6x1x3x4i2mi2l )ik
+ (x33i2l + 3x21x3i2m + 3x22x3i2k + 3x3x24i2mi2ki2l + 6x1x2x4i2mi2k)il
+ (x34i2mi2ki2l + 3x21x4i2m + 3x22x4i2k + 3x23x4i2l + 6x1x2x3)imikil
)
,
= (x31i2r + 3x1x22i2q + 3x1x23i2s + 3x1x24i2ri2qi2s + 6x2x3x4i2qi2s)ir
+ (x32i2q + 3x21x2i2r + 3x2x23i2s + 3x2x24i2ri2qi2s + 6x1x3x4i2ri2s)iq
+ (x33i2s + 3x21x3i2r + 3x22x3i2q + 3x3x24i2ri2qi2s + 6x1x2x4i2ri2q)is
+ (x34i2ri2qi2s + 3x21x4i2r + 3x22x4i2q + 3x23x4i2s + 6x1x2x3)iriqis,
= ϕ(η)3.
Now, suppose that ϕ(ηp) = ϕ(η)p for some odd integer p ≥ 3. Consider
that
ηp = y1im + y2ik + y3il + y4imikil.
Then,
ϕ(ηp) = y1ir + y2iq + y3is + y4iriqis.
We can calculate that
ηp+2 = ηp ·
(
(x21i2m + x22i2k + x23i2l + x24i2mi2ki2l ) + (2x1x2 + 2x3x4i2l )imik
+ (2x1x3 + 2x2x4i2k)imil + (2x2x3 + 2x1x4i2m)ikil
)
,
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=
(
y1(x21i2m + x22i2k + x23i2l + x24i2mi2ki2l ) + y2(2x1x2 + 2x3x4i2l )i2k
+ y3(2x1x3 + 2x2x4i2k)i2l + y4(2x2x3 + 2x1x4i2m)i2ki2l
)
im
+
(
y2(x21i2m + x22i2k + x23i2l + x24i2mi2ki2l ) + y1(2x1x2 + 2x3x4i2l )i2m
+ y4(2x1x3 + 2x2x4i2k)i2mi2l + y3(2x2x3 + 2x1x4i2m)i2l
)
ik
+
(
y3(x21i2m + x22i2k + x23i2l + x24i2mi2ki2l ) + y4(2x1x2 + 2x3x4i2l )i2mi2k
+ y1(2x1x3 + 2x2x4i2k)i2m + y2(2x2x3 + 2x1x4i2m)i2k
)
il
+
(
y4(x21i2m + x22i2k + x23i2l + x24i2mi2ki2l ) + y3(2x1x2 + 2x3x4i2l )
+ y2(2x1x3 + 2x2x4i2k) + y1(2x2x3 + 2x1x4i2m)
)
imikil.
Therefore, since i2m = i2r, i2k = i2q and i2l = i2s ,
ϕ(ηp+2) =
(
y1(x21i2r + x22i2q + x23i2s + x24i2ri2qi2s) + y2(2x1x2 + 2x3x4i2s)i2q
+ y3(2x1x3 + 2x2x4i2q)i2s + y4(2x2x3 + 2x1x4i2r)i2qi2s
)
ir
+
(
y2(x21i2r + x22i2q + x23i2s + x24i2ri2qi2s) + y1(2x1x2 + 2x3x4i2s)i2r
+ y4(2x1x3 + 2x2x4i2q)i2ri2s + y3(2x2x3 + 2x1x4i2r)i2s
)
iq
+
(
y3(x21i2r + x22i2q + x23i2s + x24i2ri2qi2s) + y4(2x1x2 + 2x3x4i2s)i2ri2q
+ y1(2x1x3 + 2x2x4i2q)i2r + y2(2x2x3 + 2x1x4i2r)i2q
)
is
+
(
y4(x21i2r + x22i2q + x23i2s + x24i2ri2qi2s) + y3(2x1x2 + 2x3x4i2s)
+ y2(2x1x3 + 2x2x4i2q) + y1(2x2x3 + 2x1x4i2r)
)
iriqis,
= ϕ(ηp) ·
(
(x21i2r + x22i2q + x23i2s + x24i2ri2qi2s) + (2x1x2 + 2x3x4i2s)iriq
+ (2x1x3 + 2x2x4i2q)iris + (2x2x3 + 2x1x4i2r)iqis
)
,
= ϕ(η)p · ϕ(η)2 = ϕ(η)p+2.
Hence, when p ≥ 3 is odd, the equation ϕ(ηp) = ϕ(η)p holds ∀η ∈M1.
Therefore, we conclude that the equality ϕ(ηp) = ϕ(η)p is valid in the three
cases presented.
Using this lemma, we would like to show that, whichever multicomplex slice
T p1 (im, ik, il) we consider, there exists a tricomplex slice T p2 (ir, iq, is) with the
same dynamics. However, there is one marginal case. Suppose p is even and
consider im = i1i2, ik = i1i3 and il = i1i4 where i1, i2, i3 and i4 are four
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basic complex imaginary units. We see that all three units are hyperbolic but
ikil 6= ±im. In I(3), there are only three hyperbolic units and they are such
that ikil = ±im, meaning that the dynamics of T p(i1i2, i1i3, i1i4) cannot be
replicated in M(3). Notice that this is only a problem when p is even since, as
seen in the previous results, the relation between ikil and im does not have an
impact the dynamics of a slice when p is odd.
Nonetheless, we can show that this particular slice, when represented in the
tridimensional space, is an octahedron just like the Perplexbrot (also called the
Airbrot) T p(1, i1i2, i1i3) found in the tricomplex space [4, 5, 11].
Lemma 5. Let im = i1i2, ik = i1i3 and il = i1i4 where i1, i2, i3 and i4 are
four basic complex imaginary units. The principal 3D slice T p(im, ik, il) is the
following regular octahedron:
T p(im, ik, il) =
{
c1i1i2 + c2i1i3 + c3i1i4 : |c1|+ |c2|+ |c3| ≤ p− 1
pp/(p−1)
}
.
Proof. Consider c = c1i1i2+c2i1i3+c3i1i4. Using the idempotent representation
(see Subsection 1.2), we can express c as
c = (c1 − c2 + c3)γ1γ2γ3 + (−c1 + c2 − c3)γ1γ2γ3,
+ (c1 + c2 − c3)γ1γ2γ3 + (−c1 − c2 + c3)γ1γ2γ3,
+ (c1 − c2 − c3)γ1γ2γ3 + (−c1 + c2 + c3)γ1γ2γ3,
+ (c1 + c2 + c3)γ1γ2γ3 + (−c1 − c2 − c3)γ1γ2γ3.
Thus, we know from Corollary 1 that
c ∈ T p(i1i2, i1i3, i1i4)⇔ c ∈Mp4 ⇔ ±c1 ± c2 ± c3 ∈Mp.
In addition, we know from [11] the intersection between a Multibrot set and the
real axis:
Mp ∩ R =
[
−21/(p−1), p− 1
pp/(p−1)
]
.
Hence, we see that
±c1 ± c2 ± c3 ∈Mp ⇔ −21/(p−1) ≤ ±c1 ± c2 ± c3 ≤ p− 1
pp/(p−1)
,
⇔ |c1|+ |c2|+ |c3| ≤ min
{
21/(p−1), p− 1
pp/(p−1)
}
.
Finally, we could verify that p−1
pp/(p−1) ≤ 21/(p−1) for all integer p ≥ 2, hence the
result.
Even though their size and center are different, since they have similar ge-
ometric shapes, we know that T p(i1i2, i1i3, i1i4) and the Perplexbrot (Airbrot)
are related to each other through an affine transformation. With this result, we
are now ready to present the main theorem.
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Theorem 5. Let T p1 (im, ik, il) be a principal 3D slice of Mpn. There always
exists a tricomplex principal 3D slice T p2 (ir, iq, is) such that T p1 ∼ T p2 up to an
affine transformation.
Proof. Let ir, iq, is ∈ I(3) such that i2m = i2r, i2k = i2q and i2l = i2s . Since there
are at least three complex imaginary and three hyperbolic units in I(3), it is
obvious that such units exist. In addition,
1. if p is even and im = 1 or ikil = ±im, assume ir = 1 or iqis = ±ir
respectively;
2. if p is even but im 6= 1 and ikil 6= ±im, assume ir 6= 1 and iqis 6= ±ir;
3. if p is odd, no additional hypothesis is necessary.
These three cases are possible in I(3) except for the case 2 when all three
units im, ik and il are hyperbolic. Indeed, there are only three hyperbolic units
in I(3) and they are such that iqis = ±ir. Thus, only in this particular case, we
have that ir, iq, is ∈ I(4) and, more specifically, we can consider the three units
ir = i1i2, iq = i1i3 and is = i1i4.
Consider the bijective linear application ϕ defined in Lemma 4 which respects
the previous hypotheses. Thus, we have that ϕ(ηp) = ϕ(η)p for all η ∈M1 and
ϕ (T(im, ik, il)) = (T(ir, iq, is)). Since ϕ is linear, for all c ∈ T(im, ik, il), we
then conclude that
(ϕ ◦Qp,c) (η) = ϕ (ηp + c) = ϕ(η)p + ϕ(c) =
(
Qp,ϕ(c) ◦ ϕ
)
(η) ∀η ∈M1,
⇔ (ϕ ◦Qp,c ◦ ϕ−1) (η) = Qp,ϕ(c)(η) ∀η ∈M2.
meaning that T p1 (im, ik, il) ∼ T p2 (ir, iq, is) according to Definition 5.
In most cases, this completes the proof since T p2 (ir, iq, is) is a tricomplex
principal 3D slice. However, in the particular case when p is even, all three
units im, ik and il are hyperbolic and ikil 6= ±im, we have that ir, iq and is are
quadricomplex. Nonetheless, we know that T p1 is equivalent to the quadricom-
plex slice T p2 (i1i2, i1i3, i1i4) which is a regular octahedron according to Lemma
5. Since the tricomplex Perplexbrot (Airbrot) is also a regular octahedron, it is
possible to apply an affine transformation on it to obtain the slice T p2 .
Conclusion
In this article, we first presented a brief overview of the multicomplex numbers.
Then, we saw that complex fractals, such as the Multibrot sets, may be extended
to the multicomplex space. Since these objects have over three dimensions, it
follows that, to visualize them, we have to choose three specific dimensions at
a time, hence the concept of 3D slices.
It is rather interesting to explore those 3D slices. However, this exploration
may seem endless since the n-complex space can always be generalized one
step further to the (n + 1)-complex space. Nonetheless, when considering the
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Figure 1: The eight principal 3D slices of the Metatronbrot M23 representing
the equivalence classes in the tricomplex case.
visualization of principal 3D slices of these fractals, Theorem 5 tells us that
there is no need to generalize beyond the tricomplex space. In this context, it
is optimal.
In future works, it will therefore be possible to look into Multibrot principal
slices specifically in the tricomplex case. In the specific case of the Metatronbrot
M23, we know already from [10] and [12] that there are only eight principal
3D slices: the Tetrabrot, the Arrowheadbrot, the Hourglassbrot, the Airbrot,
the Firebrot, the Mousebrot, the Metabrot and the Turtlebrot (see Figure 1).
Hence, for p = 2, these are the only principal 3D slices of the Mandelbrot set
generalized to the multicomplex space.
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