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Die Kosten für die Testvorbereitung. Testerz.eugung und Testdurchführung wachsen überproportional mit 
der Komplexität anwendungsspezifischer Schaltungen, und die Teststrategie sollte daher bereits in einer 
sehr frühen Phase des Schaltungsentwurfs festgelegt und berücksichtig werden. In diesem Artikel werden 
logische Grundzellen und Algorithmen zur Unterstützung des pseudo-erschöpfenden Tests vorgestellt. 
Diese Teststrategie hat den Vorteil, daß die äuße~t rechenzeitaufwendige Testmustererzeugung entfallt und 
zugleich eine vollständige Fehlererfassung auf Gatterebene garantiert ist. Die vorgestellten Grundzellen 
dienen der Zerlegung der Gesamtschaltung in erschöpfend testbare Teile, die präsentierten Algorithmen 
sollen diese Segmentierungszellen so plazieren, daß der Mehraufwand an Silizium gering bleibt. Hierzu 
wurden Varianten sogenannter "HilI-Climbing" und "Simulated-Annealing"-Verfahren entwickelt 
LEinleitung 
Komplexe digitale Schaltungen enthalten zumeist eine umfangreiche Zusatzausstattung, die für die 
wirtschaftliche Durchführung des Produktionstests notwendig ist. Diesem Test muß jeder gefertigte Chip 
unterworfen werden, da besonders bei anwendungsspezifischen SChaltungen mit einer nur geringen 
Ausbeute gerechnet werden muß und hier Fehlertoleranzverfahren nicht geeignet sind. Daher haben die 
Kosten dieses Tests großen Einfluß auf die Gesamtkosten der Schaltung. 
Die Kosten für die Testdurchftlhrung können durch den Entwurf selbsttestbarer Schaltungen drastisch 
reduzien werden. Ein erster Schritt, auch die Kosten flir die Testmusterbestimmung zu vennindern, war 
die Integration eines Prüfpfades {AnWi731, um im Testbetrieb alle Speicherelemente unmittelbar zu setzen 
und zu beobachten. In diesem Falle sind nur für das verbleibende Schaltnetz Testmuster zu bestimmen, 
aber auch dann ist die Testerzeugung höchst rechenaufwendig. Sie kann durch den Einsatz universeller 
Testmengen. durch den Zufallstest oder durch den pseudo-erschöpfenden Test umgangen werden. 
Universelle Testmengen erfordern oft großen Mehraufwand beim Entwurf. Beim Zufallstest muß für die 
konkrete Schaltungssu-uktur die Zahl der Muster bestimmt werden, auf die die Schaltung korrekt reagieren 
muß, damit Fehlerfreiheit angenommen werden kann (vergl. [Wu87aJ). Diese Zahl kann durch die 
Verwendung ungleich verteilter Zufallsmuster reduziert werden [Wu87b]. Die Integration entsprechender 
Zusatzhardware auf dem Chip ermöglicht die TestdurchfUhrung als Selbsttest (KOEN79), [Wu87c]. Mit 
dem Zufallstest wird jedoch zumeist keine vollständige Feh lererfassung garantien, so daß bei sehr hohen 
Anforderungen an die Produktqualität der Chips andere Teststrategien notwendig werden. 
Eine vollständige Fehlererfassung garantiert der erschöpfende Test, bei dem aUe möglichen Eingangs· 
belegungen aufgezählt werden, wobei jedoch die Testlänge exponentiell mit der Zahl der primären 
Eingänge wächst Dieses Problem kann in vielen Fällen durch den pseudo-erschöpfenden Test [McBo81] 
gelöst werden. Hier wird flir jeden Ausgang 0 des Schaltnetzes das minimale Teilschaltnetz Ko bestimmt, 
das alle Knoten enthält, von denen 0 abhängt., und das dann durch vollständige Aufz.ählung aller Muster· 
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kombinationen erschöpfend geteslet wird. Die Teil schaltnel:l.c Ko heißen die "Abhängigkeitskegel" der 
Ausgänge 0 (vgl. Bild I ). 
Wie beim erschöpfenden Test entfällt beim pseudo-erschöpfenden Test der Aufwand zur Testmusterbe· 
stimmung. die Zahl t der benötigten Testmuster ist ferner zumeist erheblich reduziert. Sie kann durch die 
Ungleichung 2e ~ t $: m2e. abgeschätzt werden, wobei e die maximale Anzahl an Eingängen der einzelnen 
Kegel und m dIe Anzahl der primären Ausgänge bezeichnet. Dabei hängt t nicht nur von der Zahl der 
primären Ausgänge. sondern auch von der Auswahl geeigneter Kompaktierungslechniken ab IMcCl84). 
(Aker85]. 
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Auch der pseudo-erschöpfende Test garantiert eine hohe Fehlererfassung. innerhalb der einzelnen Kegel 
werden alle kombinatorischen Fehlfunktionen erlaßt Eine besondere Behandlung erfordern jedoch Fehler. 
die ein sequentielles Verhalten hervonufen können, wie zum Beispiel untabrochene Leitungen in CMOS-
Schaltungen. Mit geeigneter Testhardware zur Erzeugung von Musterfolgen können auch aUe einfachen 
stuck.-open-Fehler innerhalb der Kegel erkannt werden [WuHe88}. Für die Gesamtschaltung bedeutet dies 
die Erkennung von entsprechenden Mehrfachfehlem. Durch Verv.oendung spezieller linear rückgekoppelter 
Schieberegister (WaMc86J. deren Rilckkopplungsfunktionen mit Mitteln der Kodierungstheorie bestimmt 
werden können . l1ßt sich der pseudo-erschöpfende Test eines Schah netzes auch als Selbsttest 
dun:hfUhren . 
Der pscudo-crschöpfende Test eines Schaltnetzes ise sinnvoll. wenn die Anzahl der Eingänge der einzelnen 
Kegel ein gewisses Limit t nicht überschreitet. Denn während in der oben erwähnten Ungleichung die 
Zahl der Kegel und damit die SChaltungsgröße höchstens linear eingehen, wIchst die Testmenge 
exponentiell mit t. Um bei einem Hochgeschwindigkeitstest die DurchfUhrungsz.eil im SekundenbeJt:ich zu 
halten. sollte t .. 20 nicht wesentlich ilberschrinen werden. Beispiel einer pseudo-erschöpfend teslbaren 
SChaltung ist der Paritäts generator TI SN54n4LS630 mh 23 EingIngen und 12 Ausgängen. Jeder 
Ausgang hängt von 10 Eingängen ab, je zwei Abhlngigk:eitskegel haben dieselben primären Eingänge und 
können somit gleichzeitig getestet werden. Ein pseudo-crschöpfender Test kann mit 6·2 10 ::z 6144 
Mustern durchgefUhn werden. wä.hrend fllr einen erschöpfenden Test 223 - 8,39.106 Muster benötigt 
wUrden . Bei Einsatz der erwähnten Kompaktierungstechniken kann die Musterzahl fUr den pseud~ 
erschöpfenden Test auf 1024 reduzien werden {Mc084]. 
Bei beliebigen Schaltnetun ist nicht gewä.hrleistet. daß die Ausgänge von einer ausreichend kleinen 
Teilmenge der Eingänge abhängen. Die Voneile des pseudo-erschöpfenden Tests können jedoch rUf 
beliebige Schaltungen genutzt werden. weM diese zu Testzwecken segmentien werden [McB081}. Dabei 
werden durch Segmentierungszellen im Testbetrieb weitere Knoten innerhalb der Schaltung als primäre 
Ein- und Ausgänge zuglnglich gemaCht. Dies sei Am Beispiel der kleinen Schaltung aus Bild 2 erläulet1. 
Ohne die eingezeichneten Segmentierungszellen besiut Knoten 13 einen Abhlngigkeitskegel mit 6 
'47 
Eingängen. Mit den Segmcntierungszellen werden die Knoten 7 und 12 zu primären Ausgängen und k1 
und k2 zu neuen Eingängen. Der Kegel von Knoten 7 besitzt die Eingänge {I. 2. 3). Knoten 12 besitzt 
(k" 4, S, 6) als Eingänge und Kn01en 13 hängt von (I, 2, 3, 4, k2) ab. 
Um die Vorteile des pseudo-erschöpfenden Tests zu erhalten, müssen an die Segmentierungszellen 
folgende Anforderungen gestellt werden: 
1) Auch sämtliche Fehler in der z.usä.tzlichen Testausstattung müssen während des pseudo-
erschöpfenden Tests erkannt werden. 
2) Da ZUsälzliche flächenbc:darf ftir die Segmentienmgszellen soll möglichst gering sein. 
3) Das Systemverhahen sollte durch die Segmentierungsz.eUen möglichst wenig beeinträchtigt werden. 
, 
6--i..~ ~ Segmentierungszelle 
Bild 2: SchalmclZ mit SegmentierungszeUen 
Die bekannten Segmentierungstec:hniken muntn manche dieser Anforderungen nur unzW"Cichend und an-
dere gar nicht. Es werden daher im folgenden neue Segmentierungszellen vorgestellt. die auf dem bekann-
ten LSSD-Prinzip beruhen. Diese Zellen können in den Logikentwurf automatisch eingefUgt werden, so 
daß garantien ist. daß die korrekte Systemfunktion der jetzt pseudo-erschöpfend testbaren Schaltung 
beibehalten wird . Um die dadurch entstehenden Zusatzkosten an Chipflache zu reduzieren. sollten 
möglichst wenig Segmentierungszellen benötigt werden. In Abschnitt 3 werden die bekannten Verfahren 
zur Plazierung solcher Zellen diskutien. und in Abschnitt 4 wird ein effizienter "Hill-Climbing" 
Algorithmus zur Segmentierung vorgestellt. der zu deutlich günstigeren Lösungen gelangt. Jedoch besteht 
bei diesem Verfahren die Gefahr suboptimaler Lösungen, die bei erhöhtem Rechenaufwand durch proba-
bilistische Methoden reduzien werden kann. Diese werden in Abschnitt 5 dargestellt Insgesamt ergibt sich 
damit ein Programmsystem, das einen LSSO-basierten Entwurf mit möglichst geringen Kosten so ergänzt, 
daß die Gesamtschaltung auf alle kombinatorischen Funktionsfehler vollständig testbar ist und die 
Korrektheit der Funktion dabei weiter gewährleistet bleibt 
2. Die Io!:ischen GrunduU.., für den pseudo-erscböpr..,den Test 
Beim pseudo-erschöpfenden Test werden im wesentlichen ftir zwei Grundfunktionen Zellen benötigt 
Zum einen müssen die Speicherzellen prtifp(adfähig sein. so daß nur das verbleibende Schaltnetz getestet 
werden muß, und zum anderen muß die Schaltung im Testbetrieb segmentierbar sein. Die klassischen 
Verfahren hierfür werden in der englischsprachigen Literatur "Level-sensitive Scan-Design" und 
"Multiplexer-Partitioning" genannt Diese werden im nllchsten Abschnitt skizzien und bewenet Darauf 
folgend wird eine neue Architektur vorgestellt, die einige signifikante Nachteile der klassischen Segmen-
tierungsmethoden vermeidet 
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1.1. Kla.ssische Partitionierungstechniken 
Die z.ahlrtichcn klassischen Verfahren des Sean Design rmden sich bereits in ÜbersichLSartikeln [McCl84j 
und Lehrbüchern (Fuji861. [McC1861, SO daß wir uns im folgenden nur auf die Prinzipien des LSSO 
beschränken. die flir das Vcrstä.ndnis der später vorgestellten Grundullen wichtig sind , Das wesentliche 
Bauelement hierfor ist das sogenannte Schieberegister-Latch, dessen Realisierung mit Transfergattem Bild 
3 u:igt. 
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Bild 3: LalCh mit Schic:bedatcneingang 
Ist der SyslcmlaJu CLK aktiv, wird an Q der Wert von 0 geladen , bei ak.tivem Tcsnakt Ader 
Schiebedateneingang SOL CLK und A dürfen sich nicht überlappen . Schaltet man hinter cin solches laIch 
cin weiteres ohne Schiebedatenemgang, das mit CLK v A gctak.k:1 wird. erhält man ein Master-Slave flip-
Flop. Will man im Systembeaicb nur die Latchfunktion nutzen, so fUgt man ein LaIch mit einem weilertn 
SchiebetalCleingang B an (Bild 4). 
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Bild 4: Pegelges1euert<s Schiebcregis1<.r-La1Oh (SRL) 
SysterOOatenausgang 
Schiebedatenausgang 
Falls im Systembetrieb Latches verwendet werden. muß man mit besonderen Entwurfsregeln garantieren, 
daß Signalwettläufe und das individuelle Zeitverhalten der verwendeten Zellen die korrekte Funktion nich! 
stÖTen. Dazu werden neben den heiden Schiebetakten A und 8 noch zwei Systemtaa:te CLK(I), Q..K(2) 
benötigt. Die Schaltung muß in zwei disjunkte Schalmetze N(1) und N(2) und zwei Mengen von Latches 
u:rIegt werden (Bild S). so daß gel,.n: 
1) Die mit CLK(I) ge1ak,.ten La1ches erI1aI1en ihn: Daten aus N(I). 
2) Die mit CLK(2) ge1ak,.,.n Latches erhalten ihn: Daten aus N(2). 
3) Das Netz N(I) erllält keine Da,.n von La1Ohes, die mit CLK(I) geuk,.t werden. 
4) Das Netz N(2) erhält keine Da,.n von La1Ches, die mit CLK(2) geuk,.t werden. 
Es fällt auf. daß die Latche.s L2 nur zu Testzwecken verwirklicht sind und keine Systemfunktion haben. 
Dieser Mehraufwand entflUlt bei einer LIIL2·-Architektur. bei der auch die L2··Latches einen 
Dateneingang und einen Eingang fUr den zugehörigen Systemtakt erhalten. Ein U·-Latch ist also mit der 
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in Bild 3 gezeigten SChaltung identisch. Bild 6 zeigt. wie diese Zellen eingesetzt werden. Offensichtlich 
müssen bei Einsatz dieser Zellen noch folgende Regeln zusätzlich erfll.Ut werden: 
5) CLK(I) und Schiebe1llk1 A S1euern die LI-La'ches. 
6) CLK(2) und Schiebe1llk1 B S1euern die U -La1Ches. 
Die Suche nach einer Partitionierung der Schaltung, die Regel 1) bis Regel 6) enlllh, entspricht einem 
einfachen graphenlheoretischen Problem. Dabei bilden die benötigten ZusWldsvariablen der LaIChes die 
Knoten V. und von einer Variablen a ist zur Variablen b eine Kante gerichtet, wenn b von a abhängt. 
Bild 7 verdeutlich, diese Umformung. 
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Bild 7: Schaltwerk und zugehöriger Abhängig.keilSgntph der Zustandsvariablen 
Nun ist eine Partitionierung der Knoten in zwei gleich große: Mengen V I und V2 gesucht, so daß alle 
Kanten von V I zu KnOien aus V2 oder umgekehn gehen, aber innerhalb von V I und V 2 keine Kanten 
verlaufen . Leider ist eine solche Pannionierung nicht immer möglich . In diesem Fall müssen zusätzlic.:he 
Latches eingeflihrt werden, wobei manche LI- oder L2·-Latches durch Doppel-laiches nach Bild 4 oder 
durch Master-Slave Alpflops ersetzt werden . Dies vergröße:n jedoch den flächenbedarf der Schaltung und 
kann zu Leistungseinbußen führen . Aus diesem Grunde sollte eine Schaltungssegmemierung zur 
Unterstützung des pseudo-erschöpfenden Tests keine zusätzlichen Abhängigk.eiten zwischen den Zu-
standsvariablen einflihren. 
Als Segmentierungshardwart: wurden Multiplex.er nach Bild 8 vorgeschlagen [McBo81). Der Einfachheit 
wegen beschränkt sich dieses Beispiel auf die vollständige Panitionierung in zwei Teile . Im Systembetrieb 
schahen sämtliche Multiplexer den I·Eingang durch und die Teilschaltnetze GI und G2 sind verbunden. 
Soll G2 getestet werden, schahen M I und M3 den O-Eingang und M2 und M4 den I-Eingang durch. 
Entsprechend kann der Test für GI durchgefühn werden. 
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Bild 8: Struktur einer Multiplexer.;egmc:ntierung 
Dieser Y"""hlag hat jedoch auch gewichtige Nachteile: 
1) Es wird ein sehr hoher zusätzlicher Verdrahtungsaufwand erforderlich, da zu einem Multiplex.er eine 
Signalleüung von einem Schaltnetzeingang hingefUhn und eine andere zu einem Schaltnetzausgang 
weggefUhn werden muß. 
2) An jedem aufzutrennenden Schaltungsknoten sind zwei Multiplexer nötig, je einer zum Setzen und zum 
Beobachten. Heide liegen hintereinander im Datenpfad und beeinträchtigen das Schaltungsverhalten. 
3) Insbesondere bei einer Panitionierung in eine größere Zahl von Schaltungen iSI eine umfangreiche 
Steuerung fUr die Multiplexer erforderlich, die nicht pseudo-erschöpfend getestet werden kann. 
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4) Ob die korrekte $ ystemfunlction der Multiplexer Mt und M2 geprUft wird. ist layoutabhängig. 
5) Die Eingänge A. B und die Ausgänge C, D sind im allgemeinen LaIches. zwischen denen durch die 
Muhiplexer neue Abhängigkeiten eingeftihn werden und deren LSSD-gemäße Auftcilung gestört wird. 
Im nächsten Abschnin beschreiben wir eine Segmenticrungstechnik. die diese Nachteile umgeht 
U. Enlw\lrf der Segmentierungszellen 
Bereits die traditionelle LSSD-Technik verfolgt das Ziel, Knoten in der Schaltung direkt zugänglich zu 
machen . Anstalt mit de r Mul tiplexer-Technik dasselbe Ziel mit einem völl ig neuen Verfahren anzusrreben, 
versuchen wir, die LSSD-Technik so zu erweitern, daß auch Knoten im Schahnetz direkt zugänglich sind, 
ohne daß dort im Systembetrieb Zustände gespeichert werden . Es sollen also die Segmenlierungszellen 51 
und 52 aus Bild 2 in den be~its vorhandenen Prüfpfad integrien werden. Eine entsprechende Zelle zeigt 
Bild 9. 
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Bild 9: Segmcntierungszelle 
Diese Zelle entspricht im wesentlichen einem Ll-Latch. und jeweils zwei von ihnen ergeben zusammen ein 
ll/L2*·Latch. Es wird in entsprechender Weise in den Prüfpfad geschaltet. 
Das Eingangssignal S legt fest. ob die Zelle im Systembetrieb den Dateneingang 0 direkt nach Q 
durchschaltet (S=I), oder ob sie als laich arbeitend an Q den vorhergehenden Wert speichert (S=O. Tl 
spem und T3 leitet) . Für S=I bleibt auch bei eingebauten Segmentierungszellen die Funktion des 
Schaltnetzes unveränden. Ist jedoch 5=0. so konfigurien sich die Zelle als nonnales Prüfpfad-Latch. 
dessen Inhalt genau wie der aller anderen Speicherelemente direkt zugänglich ist 
Die Zelle erlüUt also die geforderte Segmentierungsfunktion wie die klassische Multiplexer-Lösung. Die 
geschilderten Nachteile treten jedoch nicht auf: 
1) V_rung: 
Die Segmentierungszellen werden Teil des PrUfpfads, in dem die Zellen in beliebiger Reihenfolge 
angeordnet sein können . Es bestehen daher bei der Verdrahlung weit höhere Freiheitsgrade als bei 
der Verschalrung der Daten1eitungen nach Bild 8. 
2) Verzögerung: 
Die 5egmenrierungszelle fugt nur das Transfergatter Tl zusätzlich in den Datenpfad ein, während 
beim klassischen Verfahren zwei Multiplexer benötigt werden. 
3) Steuerung: 
Nur das Signal 5 wird zu Segmentierung auf 0 gesetzt. Im Gegensatz zur Multiplexer-Lösung 
werden alle Zellen mit demselben Signal gesteuen. 
152 
4) Fehlererfassung: 
Jeder Teil des Datenpfades von 0 nach Q Im Syslembetrieb wm1 aud im Teslmodus durchlaufen. 
Ein erschöpfender Test der Gesamlschahung te stet auch die Segmenllcrungszelle cm:hopfend. 
5) Eignung fur LSSD : 
\Vie aus Bild 8 deutlich ..... Ird, fuhn die Multlplexer -Lösung zahlreiche neue Abhängigke iten 
Iwi!<>Chen den vorhandenen Zustandsvanablcn ein und kann so eine Panllionierung der Latdes 
entsprechend der Regeln I ) bis 6) unguh ig machen . Dagegen treten beim Einbau der 
Segmentierungszellen keine neuen AbM.ngigkeilen zwischen den vorhandenen Laiches auf. 
sondern nur zwischen den Segmentierungszellen selbst. Beslehende Parti tionierungen bleiben 
somit gültig. 
Aber dennoch entslehen durch den Einbau dieser Zellen Zusalzkosten. und Ihre Anzahl sollte daher 
rninimien ..... erden. Entsprechende Aigorilhmeu werden in den nächsten Abschnitten vorgestellt. 
3. SchaJtungssq;menlierung 
Mit den beschriebenen Segmentierungszellen kann der Aufwand an ZusaLZhardw~ dm:kt durch die Zahl 
der benötigten Lau;:hes gemessen werden. Damillst folgendes Problem zu lösen: 
Problem OSS(QQIima/e S,baltuarssermaujeruar}: Gegeben sei ein Schaltnetz S und eine natürliche Zahl 
ee N . Transfonniere S durch den Einbau von Segmentierungszellen in ein Schaltnetz S' , bei dem 
jeder Ausgang von höchstens ~ Eingängen abhlingt. Dabei soll die Anzahl der Segmenlierungszellen 
minimal sein . 
Für den sukzessiven Test der Abhlingigkeitskegel der tnnsfonnierten Schaltung werden höchstens m· 2~ 
Testmuster benötigt, wenn m die Anzahl der primären Ausgänge ~zeichnet. Die Testdauer rur das 
transformierte Schaltnetz hängt also im wesentlichen von der Wahl von e ab. 
ass läßt sich als graphentheorelisches Problem auffassen. wobei der Graph G = (V, E) als Knmenmenge 
V alle primären Eingänge und alle Ganerausgänge besitzt. Zwei Knoten bilden eine gerichtete: Kante (v, w) 
e E, wenn Knoten v an einem Eingang und w am Ausgang desselben Gatters angeschlossen sind. Damit 
bilden die primären Eingänge von S die Menge ~(G) der Quellknoten von G. Die Knoten von G seien 
gemäß dem Signalfluß durchnumeriert. Der Einbau von Segmen lierungszellen in S kann als "Schneiden" 
von Knoten und Kanten in G modellien werden . Bild 10 zeigt den Graphen, der zu dem Schaltnelz aus 
Bild 2 korrespondiert, mitsamt den Schnitten. 
Bild 10: SchallnClZgraph zu Bild 2 
Wtt ordnen jedem Knoten Y E V die Anzahl der Quellknoten, von denen can Pfad zu v fUhrt, als Abhiingig-
k,eieso«rt a(v) zu. Das Schneiden eines Knotens Y E V entspricht dem Einbau einer Segmentierungszc:lle in 
einen Fanoul-Slamm. Dabei wird v durch zwei Knoten y' und v" ersetzt. Der Knoten v· hat keine Nach-
folger und seine Vorgänger sind die Vorgänger von v, der Knoten v" ist ein ZUSätzlicher Quellknoten, 
dessen Nachfolger die Nachfolger von v sind (vgl. Bild 11). 
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Bild 11: Schnitt eines Knotens 
Das Schneiden einer Kante entspricht dem Auftrennen eines Fanout-Zweigs durch eine Segmentierungs-
zelle und kann auf entsprechende Weise definien werden. Falls das Schaltnetz an jedem Fanout-Zweig 
einen Treiberbaustein besitzt, sind nur Knoten zu schneiden. Da jeder Schalmetzgraph G für Rechen-
zwecke entsprechend ergänzt werden kann, beschränken wir uns aus Gründen der Übersichtlichkeit der 
Darstellung auf das Schneiden von Knoten. Damit läßt sich das Problem ass wie folgt formulieren: 
Gegeben sei ein gerichteter, zykJenfreier Graph G = (V. E), eeN. Transformiere G durch Schneiden 
von Knoten in einen Graph G' = (V', E'), so daß a(v) ~ e für alle ve V' gilt. Die Anzahl der Schnitte 
soll minimal se in. 
Eine Transfonnation von G wird durch die Angabe der Menge der zu schneidenden Knoten vollständig 
beschrieben und OSS läßt sich durch vollständige Aufzählung aller 2 1V1 möglichen Transfonnationen von 
G exakt lösen. Um diesen ex.ponentiellen Aufwand zu venneiden. haben Robens und Lala ein 
heuristisches Vorgehen vorgeschlagen [RoLa84]. Ihre Heuristik garantien aber nicht, daß die 
Abhängigkeitswerte sämtlicher Knoten aus V' unter der Konstanten e. liegen. sondern es soll nur der 
größte Abhängigkeitswen a· := max(a(v) lve V'} flir einen Knoten in G' möglichst wenig von e. 
abweichen. Ihr Verfahren wurde an das Problem OSS angepaßt und zusätzlich zu den in Abschnitt 4 und 5 
entwickelten Methoden als Vergleichsalgorithmus implementiert. dessen Ergebnisse Tabelle 1 zeigt. 
Patashnik modifiziert das Problem OSS leicht, indem er anstelle einer minimalen Zahl von Schnitten eine 
minimale Zahl von Testmustern für den pseudo-erschöpfenden Test der resultierenden Schaltung fordert 
(OSS'). In {Pata83] zeigt er, daß OSS' NP-vollstä.ndig ist. Daher wurden für seine Behandlung als 
Heuristiken "lterative-Jmprovement" [Arch85] und "Simulated-Annealing" {McSh87] vorgeschlagen und 
auch unser Ziel war die Entwicklung effizienter Heuristiken zur Bestimmung suboptimaler Lösungen für 
oss. 
4. Ein HiU-Climbing-V.rrah...., rur Lösung voo OSS 
Das Problem OSS läßt sich als ein kombinatorisches Optimierungsproblem folgender An auffassen: 
Kombjnatorische QQtimierun~; Gegeben sei eine Menge ~ von Zuständen, eine Teilmenge~·c ~ 
zulässiger Zustände und eine Kostenfunktion k: S5 --+ R auf S5 Gesucht ist ein zulässiger 
Zustand Z e :2!;' mit minimalen Kosten, cL h. k(Z) = min[k(X)IXe :2!;'). 
Bei derartigen Optimierungsproblemen haben sich sogenannte "Hill-Climbing"-Verfahren bewährt 
{Rieh83]. Hierbei wird ein Suchbaum konstruiert, dessen Knoten den Zuständen Z entsprechen. Die 
Wurzel ist ein Anfangszustand Zo e $5, und für jeden Knoten werden alle unmittelbaren Nachfolger 
gemäß einer Erzeugungsregel als Folgezustände erzeugt. Mit einer heuristischen Funktion h: S5 ...... R 
wird entschieden. zu welchem der unmittelbaren Nachfolger weiterverzweigt wird. Das Verfahren wird 
fongesetzt , bis ein zulässiger Zustand erzeugt worden ist 
Um das Problem ass entsprechend behandeln zu können, sind die Menge der Zustände S5, der 
zulässigen Zustände $5*, die Kostenfunktion k. die Heuristik h, die Erzeugungsregel und damit auch der 
Suchbaum festzulegen. 
Men~e der Zustände $ und $*; Wie bereits erläutert wurde. wird eine Transformation des Graphen G = 
(V, E) durch Angabe der Knoten, die geschnitten werden sollen, eindeutig beschrieben. Die 
PotenlJ11enge ~(V) der Knotenmenge V wird deshalb als Zustandsmenge S5 gewählt. Der Graph, 
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der aus G durch Schneiden der Knoten in einer Teilmenge WcV entsteht. wird Im folgenden stets 
mit Gw = (Vw Ew) bezeichnet. Zulässig sind solche TCllmengen WcV. denen eine 
• 
Transfonnation in einen Graphen Gw entspricht, so daß a(v) S e für alle VE VW gilt, d. h. 
:<;.:; (WcVI""veVw : a(v)~e I. 
Kosrert{un&rjan t · $ =t R ' Die Kostenfunkton für ass spiegelt duckt den Hardware-Mehraufwand 
wider. flir jede Teilmenge WcV ist k(W) := IWI die Zahl der einzubauenden SegmemierungszeUen. 
Heuristische Funktjon h ' :$ - aVI -+ R: Zur Bewertung der Zustände wurde folgende heuristische 
Funktion h gewählt: 
h : f}J (Y) _ R 
W -. L In(a(v») 
v.v. 
a(v» e 
Gilt a(v) S e rut alle VE VW• so Ist Wein zulässiger Zustand und h wird Null gesetlt. Diese 
Funktion kann aJs eine Schätzung der Zahl der Knoten interpretiert werden. die zusätzlich zu W noch 
geschninen werden müssen, um einen zulässigen Zustand zu erreichen. 
Erzcuiufliuciel lind SlIcbbaum ' Es sei WcV eine Menge von Knoten, d h. WES!. Die unmittelbaren 
Nachfolger von W werden wie folgt bestimm!: Sei VmlR der Knoten mit der kleinsten Nummer in 
Gw. dessen Abhängigkeitswen das Limit f überschreitet. 'lf(vmm) sei die Menge der Vorgänger-
knoten von VmlR in Gw. UcV ist Folgezustand von W. genau dann. wenn U = Wu{v j , 
VE 'lf(vrnin) 1\ v t: (}(Gw) gilt. 
Damit haben also nur unzulässige Zustände einen Nachfolger im Suchbaum. Weiter schränkt diese 
Erz.eugungs~gel die Zahl der unmittelbaren Nachfolger sehr stark ein. Aber dennoch können mit dieser 
Erzeugungsregel und (j als Anfangszustand im Suchbaum alle kostenminimalen Zustände erzeugl 
werden. Bild 12 zeigt das Beispiel eines Schaltungsgraphen mit zugehörigem Suchbaum. 
2) SD ....-JI 
/ {61---.;::r~~ f\. 
{6.711 6.811 6.911 6.1011 6. 11 I 
/"- / "-{6.11.711 6.11.10 I 
Entsprechender Suchbaum. 
(6. 11. 7) und {6. 11, JO} sind zulässig. 
Schaltungsgraph G = (V. E) 
Bild 12: Schalrungsgraph und zugehöriger Segmenrierungssuchbaum flir e ; 3 
Zur Überwindung lokaler Minima der heuristischen Funktion wurde der HiIl-Climbing Algorithmus 
erweitert. Falls nach einer bestimmten Anzahl von Zustandsübergängen keine Verbesserung der 
heuristischen Funktion erzielt werden kann. wird im Suchbaum um einige Schritte zurückgegangen 
("Back-Tracking"). Falls sich der Wen der heuristischen Funktion auch dadurch nicht verbessern läßt, 
wird eine zweite Erzeugungsrcgel (Hilfsregel) angewandt 
Hjf[sreu1' Sei WcV eine Menge von Knoten, vmin E Vw der Knoten mit der kleinsten Nummer in GW, 
dessen Abhängigkeitswen das Limit e. Ubenchreitet. Amax bezeichne die Menge der Vorgänger· 
knoten von vmin mit maximalem Abhängigkeitswert. UcV ist Nachfolger von W genau dann, wenn 
UD Wu(v). ve A""" gilL 
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Der Aufwand des Verfahrens ist im schlimmsten Fall 0(IVI2). Für eine sinnvolle Schaltung beschränkt die 
gewählte Erzeugungsregel die Zahl der Folgezustände flir jeden Knoten des Suchbaums auf höchstens 
(22e.} )(€.- l). Für jeden Folgezustand kann die heuristische Funktion mit einem Aufwand von O(IVI) 
berechnet werden und nach höchstens lVI Schritten ist eine zulässige Lösung erreicht 
Der beschriebene Segmentierungsalgorithmus und ein Vergleichsalgorithmus basierend auf [RoLa84] 
wurden auf einer SUN 3/50 in PASCAL implementien. Tabelle 1 zeigt die Ergebnisse für einige 
Benchmark-SchallUngen [BrgI85J. 
t = 16 t =20 t =24 
Hill- Vergleichs- Hin- Vergleichs- Hill- Vergleichs-
Schaltung Oimbing algorithmus Oimbing algorithmus Oimbing algorithmus 
1O.c432 27 56 21 44 17 43 
1O.c499 8 20 9 32 7 28 
1O.c880 17 34 15 48 10 26 
1O.c1355 8 20 9 32 7 28 
1O.c1908 22 51 17 53 19 48 
tn.c2670 33 108 29 77 28 70 
to .c3570 90 138 68 105 49 94 
1O.c5315 62 96 46 82 35 61 
1O.c6288 96 115 65 74 36 36 
1O.c7552 \17 118 87 75 75 57 
Tabelle t: Benötigte Schnitte beim HiU-Oimbing Algorithmus und bei einem Vergleichsalgorithmus 
basierend auf {RoLa84]. 
5, Ein Simulated-Annea1ing Verlahren zur Lösung vun OSS 
Eine Alternative bei der Behandlung kombinatorischer Optimierungsprobleme sind probabilistische 
Methoden. Das sogenannte Simulated-Annealing Verfahren kommt ursprünglich aus der statistischen 
Physik und wurde erstmals von Kirkpatrick. [Kirk83] auf allgemeine kombinatorische Optimierungspro-
bleme des Schaltungsentwurfs angewandt. 
Auch bei der Simulation des Abkühlungsprozesses von erhitzten Festkörpern (z.B. beim Züchten von 
Kristallen) ist ein kombinatorisches Optimierungsproblem ru lösen. Ausgangspunkt ist ein physikalisches 
System. das eine Menge !b von Zuständen einnehmen kann. die durch die Position der Teilchen 
charakterisiert sind. Jedem Zustand Z e ~ wird. die Energie des Systems E(Z) zugeordnel Bei konstanter 
Temperatur e entspricht die Verteilung der Zustände im thermischen Gleichgewicht der Boltzmann-
Veneilung, d. h. ein Zustand Z hat das statistische Gewicht exp(-E(Z)/(kB,8», wobei kB die Boltzmann-
Konstante bezeichnet Bei abnehmender Temperatur strebt das System gegen den Zustand mit der 
niedrigsten Energie (z. B, Kristallgitter). 
Bei konstanter Temperatur kann man die Entwicklung des thennischen Gleichgewichts des Systems 
simulieren, indem von einem Systemzustand Z ausgehend ein Zustand Z zufällig erzeugt wird. Falls für 
diesen Zustand E(Z') < E(Z) gil~ wird Z zum neuen Systemzustand. Für E(Z) ~ E(Z) wird Z jedoch nur 
mit der Wahncheinlichkeit exp(-(E(Z) - E(Z)/(ks'8)) angenommen, Die Verteilung der Zustände im n-
ten Simulationsscluitt konvergiert für n--+- gegen die Boltzmann-Verteilung (Metr531, Unter "Simulated 
Annealing" versteht man die Simulation des gesamten Abkühlungsprozesses mit einer Folge (8.-+0) 
SOlcher "Meuopolisalgorithmen", 
Bei der Anwendung auf ein beliebiges Optimierungsproblem (!b, k) tritt die Kostenfunktion k::t .-+ R 
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anstelle der Energie E und StaU der Temperatur e wird ein Kontrollparameter c eingefuhrt. Für konstantes 
c wird der Übergang von einem Zustand i zu einem Zustand j mit Wahrscheinlichkeit 1 akzeptien. faUs 
damit eine Kostenverbcsserung verbunden ist. und mit Wahrscheinlichkeit cltp(-(k(j) - k(i»/c), falls kU) ~ 
k(i) gilt 
Es muß jedoch gezeigt werden , daß bei demjeweiügen kombinatorischen Optimierungsproblem die Folge 
der MCb'Opolisalgorithmen tatsächlich zu einem globalen Optimum konvergitn. Dazu präzisieren wir den 
Algorithmus anhand eines mathematischen Modells und stellen im folgenden einige Kriterien auf, um 
entSCheiden zu können, ob fUr einen fest vorgegebenen Kontrollpara.mcter c ein Metropolisalgorithmus 
konvergien und ob fllr variables c auch eine Folge solcher Algorithmen gegen cin Optimum strtbt. Die 
Folge der Zustandsübc:rglnge fUr konstantes c läßt sich als homogene Markoffkette (Xt)tE N über dem 
endlichen Zustandsrawn ~ mit Übergangsmatrix P ::: (PI) modellieren [Fell65). Dabei bezeichne Pij die 
von t unabhängige bedingte Wahrscheinlichkeit P(Xt:::j I Xt. l""i), daß sich das System zum Zeitpunkt t im 
Zustand j befindet. unter der Bedingung, daß es zum Zeitpunlc.t t- I im Zustand i war. Sei glj die 
Wahrscheinlichkeit. daß Zustand j aus Zustand i erzeugt wird und al ) : ::: min ( 1. exp{ -(k.(j)-k.(i»)/c)) die 
oben definiene Wahrscheinlichkeit. mit der der Übergang akzeptien wird. Dann gilt für die 
Übcrgangswahrscheinlich~iten Plj ::: gij"aij' 
In der statistischen Physik ist die Konvergenz zum thermischen Gleichgewicht garantiert . Diesem 
Gleichgewicht entspricht in unserem Modell eine "ergodische" Vcneilung der Zustände. 
Dtjinirion: Sei (XVtE N eine homogene Markoffkene Uber dem endlichen Zustandsraum !l. Ein Vektor 
qe (0.1 )12:1 heißt ergOOische Verteilung von (Xt)tE N ' wenn unabhängig von der Anfangs-
veneilung 
gilt. 
'V i e ~: tim p(X1""i) "" ~ 
---
Eine hinreichende Bedingung fUr die Existenz einer ergodischcn Verteilung gibt der folgende Satz. 
Satz fit.- Sei (Xt)IEN eine homogene Markoffkette Uber dem endlichen Zustandsraum ~ und 
Obergangsmatrix P. Ist (XVt.eN irreduzibel und aperiodisch. so besitzt (XI)IEN eine eindeutig 
bcstinunte ergodische Verteilung qe [O,l)l~ und diese ist stationär. d. h. es gilt q::: q . P. 
Die Voraussetzungen des Satzes sind fUr den Simulated-Annealing Algorithmus z. B. erfUllt, wenn die 
Zustände gleich verteilt erzeugt werden. d.h. wenn 
I 
VijE $ : g .. ::: -
IJ I~I 
gilt ([l....a.Aa87]). Die ergodische V crteilung ist dann du:n:h 
k(i) - kw 
exp( • ) 
c 
Vi. S : ~:­ L exp( _ k{J1- km) 
. c 
J' :l: 
gegeben, wobei kopt den optimalen Wert der Kostenfunktion bezeichne. Wie man leicht nachrechnet. 
konvergiert diese Veneilung für c-K> gegen die Gleichveneilung auf der Menge der optimalen Zustände. 
Vor der Implementierung dieses Algorithmusses mUssen für ein beliebiges kombinatorisches 
Optimierungsproblem folgende problemspezifISChe PaI1IIIleler festgelegt werden ("Cooling-Schedule"): 
der Anfangswerr CO des Konttollparame1eß. 
eine Regel zur Änderung des Kontrollparameters. 
die Unge der einzelnen Markoffltetten. 
ein Stopkri1erium. 
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[)cr Anfangswen des Kontrollpararneters kann z. B. empirisch bestimmt werden. Eine einfache Regel zur 
Ändc:rung des Kontrollparameters, die auch von [McSh87] verwendet wird. ist elr; := a ·ck_t. wobei a< 1 
eine Konstante nahe bei 1 sei. Die Länge der Markoffkc:tten kann beispielsweise von der Anzahl der akzep-
tierten Zustandsübc:rgänge abhängig gemacht werden. Der Algorithmus kann abgebrochen werden, falls 
eine vorgegebene Anzahl von Schrilten erreicht ist oder wenn die Endzustände der Markoffketten konstant 
bleiben. Weitere Möglichkeiten zum Aufbau eines "Cooling-Schedules" sind in [LaAa871 beschrieben. 
Simulated-Annealing in der oben beschriebenen Fonn wurde von McCluskey und Shperling [McSh87] 
bereits auf das Problem OSS' angewandt, wobei bei der Bestimmung des Stanwens CO und bei der 
fonnulierung des Stopkriteriums versucht wurde, problemspezifische Daten auszunutzen. 
Es lassen sich jedoch bei einer noch städeren Einbeziehung der Problemstruktur günstigere Ergebnisse 
erzielen. Dazu wird im folgenden ein alternativer Erzeugungsmechanismus vorgeschlagen. der die 
Zustände nicht mehr gleichverteilt, sondern zielorienriert erzeugt. Zunächst wird ein geeigneter, möglichst 
kleiner Zustandsraum !b dennien. Anders als beim Hill-Oimbing Algorithmus werden als Zustände k.eine 
Teilmengen der Knotenmenge V von G = (V, E), sondern bestimmte Tupel von Knoten betrachtet. und 
zwar sei Ze .z äquivalent dazu , daß folgende vier Bedingungen erfüllt sind: 
(i) Z := (zl> ' .. ,Zn) e V" fllr ein n mit I ~ n SIVl, 
(ü) Z(n) := {zl'" . ,Zn } C V ist zulässig im Sinne des HilJ-Climbing Verfahrens, 
(ili) für alle i < n ist Z(i) :"" (zl' " .,7.; I c V nicht zulässig im Sinne des Hill-Oimbing Verfahrens, 
(iv) ntr alle i = 1. ... . n- l gilt 
, 1 e 0/('1 > • 
• + • 
wobei Vi den Knoten mit der kleinsten Nummer in Gz(i) bezeichne. dessen Abhängigkeitswen das 
Lim.il e. überschreiteL 
Das bedeutet. daß ~ genau die Tupel von Knoten enthält. die mit der Erzeugungsregel des Hill-Climbing 
Algorithmus erzeugt werden können, und damit auch alle optimalen Lösungen. Die Kosten k(Z) eines 
Zustands bestimmen sich wie beim Hill-Climbing durch die Anzahl der Knoten. die geschnitten werden 
müssen (d. h. k(z" ... ,z,,) :E n). 
Für Z := (zl ..... zn) e ~ läuft der Erzeugungsmechanismus rur den Simulated-AnneaJing Algorithmus 
folgendermaßen ab: 
0) Wähle ein i e (O .... ,n-l) mit Wahrscheinlichkeit lln und setze Z' := (zl .... . zi) für i > 0 und 
Z';= 0 sonst. 
(ü) Es sei Vi der Knoten mit der kleinsten Nummer in GZ'(i) mit a(vj) ~ e.. Wähle zi+l e 'V(Vj) mit 
Wahrscheinlichkeit g(7.;+I)JDj' Dabei sei 
I 
g(z) := 
h({zl· ·· ··Zj.z)+l 
mit der heuristischen Funktion h des Hill-Oimbing Algorithmus und 
Di :c L g(z) 
_'V( ... ~ 
gewählt 
(üi) Setze Z := (z! •. .. • Zi+l) und i := i+1. 
Schritt (ü) und (iii) werden solange wiederholt. bis Z e SS erfUllt ist. 
Es ist noch zu zeigen, daß mit diesen Erzeugungsregeln die Metropolis~gorithrnen tatsächlich konver-
gieren. Dies folgt aber nach Satz 1. dessen Voraussetzungen weiterhin erfllllt bleiben, da mit diesem 
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Mechanismus alle möglichen ZustandsUbergänge mit positiver Wahrscheinlichkeit erzeugt werden können. 
die erzeugten Markoffkenen somit irreduzibel und mit den verwendeten aiJ damit auch aperiodisch 
«LaAa87]) sind. 
Das geschildene problemspezifische Verfahren hat zwei wesentliche Vorteile: 
1) Der Zustandsraum ist deutlich eingeschrlnkl. Er enth!Ut jetzt nur noch zuU.ssige Zustande. so daß 
unzulässige Zustände gar nicht in der Kostenfunktion berücksichtigt werden müssen . 
2) Die Erz.eugungsregel bewirkt. daß ausgehend von einem Zustand ein gOnstigcrer neuer Zustand mit 
höherer Wahrscheinlichkeit als t.ei Glcichveneilung erreicht wird. Dadurch werden weniger oft 
Zustände verworfen und Rechenu:it wird eingespan. 
6. Das Gesamts»tem 
Obwohl das Simulated·Anncaling Verfahren auf dem Hill·Oimbing Algorithmus aufbaut. werden heide 
Verfahren zu Verfugung gestellt . Mit relativ geringem Rechenaufwand erzeugt der Hill-Climbing 
Algorithmus bereits zufrieden stellende Lösungen. während es mehrere CPU-Stunden kostet. mir dem 
Simulated-Annealing Verfahren die Gefahr von suboptimalen Lösungen zu reduzieren . Dieser hohe 
Rechenaufwand scheint dann gerechtfertigt. wenn bei einem konlereten Entwurf die Siliziumfläche 
aufgrund der Plazierungsverfahren tatsächlich sehr knapp bemessen ist oder wenn aufgrund einer hohen 
Auflage der Schaltung die Siliziumfläche zu minimieren ist Ansonsten ist es günstiger. auf die schneller 
verfugbaren Ergebnisse des Hill-Oimbing Verfahrens zurückzugreifen. 
Das Gesamtsystem verlangt die Eingabe einer Schalrungsbeschreibung und entfernt daraus zunächst die 
Latches. FUr das verbleibende Schaltnetz kann der Anwender eines der beiden Segmentierungsvcrfahren 
wählen. Im Rahmen einer Diplomarbeit (Korn87) wurde ein Algorithmus implementiert. der für das 
segmentienc Schaltnetz eine pscudo-erschöpfende, kompaktiene Testmenge eneugt. Für die resultierende 
Schaltung werden anschließend die Systemlau:hes und die Segmentierungszcllen entspreChend den LSSD-
Regeln partitiONen und die Taktleirungen angegeben. Einen Überblick pbt Bild 13. 
SchaltWCTt ) 
~ 
Sc.halme~maktor 
Hili· Simulaltd 
ClimbiD, AnneaJiD, 
-- --TcltmUltCf'er'ZCUJUII' Partitionicrun. der Latchcl und der 
und KompUtienm, Scamentien!nasullen 
Bild U: Überblick über das Gesamtsystem 
Oie Segmentierungszellen selbst wurden im Rahmen einer weiteren Diplomarbeit [Behr88] als CMOS· 
Komplexgauer entworfen. Sie stehen als selbstentworfene GrundzeUe im Siliconcompiler GENESIL zur 
VerflJgung, so daß damit automatisch vollstlnilig teSlbare Schaltungen entworfen werden können. 
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