Essays on Economic and Policy Time Variations in Small Open Economies by Cross, Jamie
Essays on Economic and Policy Time Variations in
Small Open Economies
Jamie Cross
November 2017
A thesis submitted for the degree of Doctor of Philosophy of The Australian National
University
© Copyright by Jamie Cross 2017
All Rights Reserved
1
DECLARATION
This thesis by compilation consists of four research papers and is within the 100,000
word limit set by the ANU. The first paper (Chapter 2) is a single-authored work and
the remaining three papers are all co-authored works. Papers 2 and 3 (Chapters 3 and
4) were jointly conducted with fellow PhD candidate Aubrey Poon. The final paper
(Chapter 5) is a joint work with Aubrey Poon and two of my supervisors: Dr. Timothy
Kam and Dr. Joshua Chan. My contribution to each of Chapters 3, 4 and 5, was 50
percent. With these exceptions and where otherwise acknowledged I certify that this
thesis is my own work.
Jamie Cross Date
2
I dedicate this thesis to my family - both present and future.
3
ACKNOWLEDGMENTS
Many people have contributed greatly to the contents in this thesis. First and foremost,
I thank my supervisory panel: Dr. Timothy Kam, Dr. Joshua Chan and Dr. Chung
Tran, for their excellent guidance. On an individual level, Dr. Kam has been instru-
mental in the completion of this thesis. He has provided continuous encouragement for
me to aspire towards a standard of research and writing which I would have otherwise
considered to be out of reach. For this, I will be forever grateful. Next, Dr. Chan’s
knowledge of Bayesian econometrics has been especially instructive in the development
of all works in this thesis. His ability to decompose complex ideas into simple and
easy to understand principles is a skill that I will continue to aspire towards. Finally,
I thank Dr. Tran for his useful discussions about the interactions between fiscal and
monetary policies as well as his recommendation in having me tutor macroeconomics 2
(ECON2102).
I also owe a debt of gratitude to my fellow PhD classmates for their useful comments,
discussions and support. Individual and group discussions with Aubrey Poon, Azadeh
Abbasi-Shavazi, Chenghan Hou, Luis Uzeda and Qingyin Ma have increased the quality
of research presented in this thesis.
Finally, I thank the administrators at the Centre for Applied Macroeconomic Anal-
ysis (CAMA) – particularly Larry Liu – for allowing me to present the contents in this
thesis during their seminar series. I especially thank Professors Renee Fry-McKibbin
and Warwick McKibbin for their valuable comments in relation to the first three papers
in this thesis. Last but certainty not least, I thank Selwyn Cornish for providing useful
discussions on the history of Australian monetary policy.
4
ABSTRACT
This thesis consists of four research papers. The first three papers explore the prevalence
and significance of time variation within the Australian economy. The final paper
is distinct in that it analyzes the effects of economic and policy uncertainty on the
Canadian economy.
In the first paper (Chapter 2), I address recent concerns that Australian monetary
policy is currently less effective than in the past. To investigate this hypothesis, I
estimate a time varying structural vector autoregression (SVAR) model. The main
result is that monetary policy effectiveness has increased over the sample period, with
little evidence to support the claim of a weaker transmission mechanism since the
2007/08 global financial crisis.
In the second paper (Chapter 3 – joint with Aubrey Poon), we build on the results
in the first paper by investigating the forecasting properties of Gaussian and Student’s-t
distributed classes of time varying autoregressive models when predicting Australian
macroeconomic variables. The main result is that time varying parameters, stochastic
volatility and the Student’s-t error distribution are all important modeling features of
the data. More specifically, a VAR model with the proposed features provides the best
inflation and interest rate forecasts over the entire sample. Surprisingly, a simple rolling
window autoregressive model provides the best real GDP growth forecasts.
In the third paper (Chapter 4 – joint with Aubrey Poon), we build on the results
in the first two papers, by quantifying the impacts of international shocks in driving
Australian business cycle fluctuations. Our methodology builds on classes of Gaussian
and Student’s-t distributed, time varying panel VAR models, by proposing a fat-tailed
common stochastic volatility factor. We find an important asymmetry in the effects
of international shocks, with around 47 percent of negative and 68 percent of positive
fluctuations resulting from foreign disturbances. More generally, international shocks
have contributed to around half of all Australian business cycle fluctuations over the
past two decades.
The fourth paper (Chapter 5 – joint with Aubrey Poon, Joshua Chan and Timothy
Kam), deviates from the first three papers in that it uses Canadian data. Our objective
is to quantify the impacts of uncertainty shocks to the business cycle fluctuations of a
small open economy. Using a Bayesian-estimated structural model, we quantify which
time-varying risk – in domestic demand or supply conditions, in domestic monetary or
fiscal policy, or, in international economic and policy spillovers factors – matter for a
small open economy like Canada. Our results suggest that the historical movements
in Canadian real GDP are due largely to domestic fiscal- and monetary-policy shocks,
and, due to non-negligible time variations in the riskiness of these policy shocks.
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1 Introduction
The primary medium-term objective of the Reserve Bank of Australia (RBA) is to
maintain an inflation rate of 2–3 per cent, on average, over the course of the business
cycle (Reserve Bank of Australia, 2017b). This means that the RBA is especially con-
cerned with how a change in the cash rate – Australia’s version of the overnight bank
rate – will influence the rate of inflation. To model this relationship, it is common
to use a multivariate framework in which the inter-relationships between variables are
estimated and counter-factual policy experiments conducted – e.g., a vector autoregres-
sive (VAR) model or a dynamic stochastic general equilibrium (DSGE) model. Within
such experiments, an exogenous shock is assumed to hit the system. When the ex-
ogenous shock enters through a change in the cash rate, the propagation of this shock
throughout the system is referred to as the monetary policy transmission mechanism
(hereinafter referred to as the transmission mechanism).
The first objective of this thesis is to assess whether the transmission mechanism
has changed over the past four decades. To this end, the first paper in this thesis
(Chapter 2) estimates a time varying structural vector autoregression (SVAR) model.
Consistent with the conventional time invariant SVAR model, the time varying SVAR
provides a multivariate model through which the propagation of an exogenous change
in the cash rate, can be analyzed. In addition, the added flexibility of allowing for time
varying parameters and time varying covariance matrix, allows for two notions of effec-
tiveness to be explored. The first notion of effectiveness measures the responsiveness
of key macroeconomic indicators – inflation and real GDP growth – to a same-sized
change in the monetary policy rate. The second metric compares the degree of ex post
unexplained cash rate volatility – after accounting for systematic responses to inflation
and real GDP growth. There are three main results. First, point-wise estimates from
(generalized) impulse response functions suggest that the RBA’s ability to influence real
GDP growth and inflation has increased since the RBA adopted the current inflation
targeting regime. Second, posterior probabilities from the impulse response analysis
provide little evidence that the transmission mechanism has become less effective fol-
lowing the GFC period. Third, analysis based on the second metric shows a strong
reduction in the level of unexplained cash rate volatility since the RBA adopted the
current inflation targeting regime. In light of these results, I conclude that monetary
policy effectiveness has increased over the sample period, with little evidence to support
the claim of a weaker transmission mechanism since the 2007/08 financial crisis.
The subsequent chapters build on this chapter in various ways. First, having inves-
tigated the in-sample performance of monetary policy, the second paper in this thesis
(Chapter 3) assesses the out-of-sample properties of the transmission mechanism. The
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methodology determines whether the incorporation of time variation and fat-tailed error
distributions, into a suite of popular univariate and multivariate Gaussian distributed
models, can improve the forecast performance of key Australian macroeconomic vari-
ables: real GDP growth, CPI inflation and a short-term interest rate. The primary
results are that that time varying parameters, stochastic volatility and Student’s-t
measurement errors are all important modeling features of the data.
Next, the third paper in this thesis (Chapter 4) attempts to quantify the impacts
of intertemporal international shocks driving Australian business cycle fluctuations.
In light of the results in Chapter 2, our econometric method compares Gaussian and
Student’s-t distributed classes of time varying Bayesian panel VAR models. We provide
two methodological contributions. First, Student’s-t distributed models are found to
provide superior in-sample fit as compared to their Gaussian counterparts. Second, a
fat-tailed common stochastic volatility factor is found to be a key modeling feature.
Economically, it is capable of detecting the change in world volatility during both the
1997/98 Asian Financial Crisis and the 2007/08 Global Financial Crisis. In relation to
the research question, we find an important asymmetry in the effects of international
shocks, with around 68 percent of positive and 47 percent of negative fluctuations result-
ing from foreign disturbances. More generally, international shocks have contributed to
around half of all Australian business cycle fluctuations over the past two decades.
The objective of the final paper in this thesis (Chapter 5), is to understand which of
unexpected variations in international economic uncertainty, or domestic economic and
policy uncertainties, are the more dominant drivers of a small open economy’s business
cycle. To answer this question, we extend a version of a well-known small-open-economy
DSGE model to allow for the volatilities of the structural disturbances to change over
time. Using this model structure as a yardstick for interpretation and quantification,
we identify and account for both domestic versus international, and, market-driven ver-
sus policy-driven, sources of uncertainty shocks. There are two main results. First, we
find that there has been a broad decline in economic and policy shock uncertainty for
both the Canadian (domestic) and our representation of the U.S. (foreign) economy.
However, there has been a noticeable increase in our identified monetary- and fiscal-
policy shocks’ uncertainties leading up to and after the Great Recession period. Second,
in contrast to the closed-economy literature on the US economy, we find that uncer-
tainty accounts for a significant proportion of output fluctuations (around 17 percent).
The primary contributors are domestic fiscal- and monetary-policy-shock uncertainty
(around 8 percent each), with international uncertainty spillovers having a negligible
effect (less than one percent).
The thesis concludes by synthesizing the findings in each of the papers and providing
directions for future research.
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2 On the Effectiveness of Australian Monetary Policy
2.1 Introduction
“Interest rates have been at very low levels for some time. Yet economic growth is
below trend, the unemployment rate is relatively high and domestic inflationary
pressures are well contained. This is expected to remain the case for a time. It’s
natural then to ask whether monetary policy is less effective than in the past.” - RBA
Assistant Governor (Financial Markets) Christopher Kent (Kent, 2015, p. 1)
The primary medium-term objective of the Reserve Bank of Australia (RBA) is to
maintain an inflation rate of 2–3 per cent, on average, over the course of the business
cycle (Reserve Bank of Australia, 2017b). This means that the RBA is especially con-
cerned with how a change in the cash rate – Australia’s version of the overnight bank
rate – will influence the rate of inflation. To model this relationship, it is common
to use a multivariate model in which the inter-relationships between variables can be
estimated and counter-factual policy experiments conducted – e.g., a vector autore-
gressive (VAR) model or a dynamic stochastic general equilibrium (DSGE) model.1
Within such experiments, an exogenous shock is assumed to hit the system. When the
exogenous shock represents a change in the cash rate, the propagation of this shock is
referred to as the monetary policy transmission mechanism (hereinafter referred to as
the transmission mechanism).2
In light of the above inquiry by Kent (2015), my objective in this paper is to assess
whether the effectiveness of Australian monetary policy has recently declined. Given
that the RBA’s inflation targeting objective, a natural metric for monetary policy effec-
tiveness is to assess the RBA’s ability to meet this target (Reserve Bank of Australia,
2017b). The problem with this metric is that the phrase “medium-term” does not allow
for a precise periodic definition to be made. In this paper, I consequently define two
alternative metrics of monetary policy effectiveness.
The first metric compares the RBA’s ability to influence real GDP growth and
inflation over time. For instance, if the inflation response to a twenty-five basis point
increase in the cash rate at date t, is larger than the inflation response to a same-size
shock at another date t + s, then the conclusion under this metric is that monetary
policy is more effective during the former period. In colloquial terms, this metric has the
interpretation of the RBA getting a “bigger bang for their policy buck” or an “improved
1For related work on Australian monetary policy see, e.g, Brischetto et al. (1999); Dungey and Pagan
(2000); Dungey (2002); Dennis (2003); Leu and Sheen (2006); Nimark (2009); Liu (2010); Jääskelä and
Nimark (2011); Vespignani (2013); Dungey et al. (2014); Phan (2014), among others.
2For an extended overview of the various channels in the monetary transmission mechanism see
Mishkin (1995).
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transmission mechanism”.
Next, the second metric compares the degree of ex post unexplained cash rate volatil-
ity – after accounting for systematic responses to inflation and real GDP growth. Under
this metric, if the degree of unexplained cash rate volatility in date t, is larger than
that in date t+ s, then the conclusion is that monetary policy is more effective during
the latter period. Intuitively, this metric shows the degree to which the RBA’s policy
deviates from its stated inflation targeting objective. This is important because a key
objective associated with announcing the cash rate target is to reduce the degree of
public uncertainty in relation to the RBA’s policy stance (Battellino et al., 1997).
To conduct the analysis, I estimate a time varying, structural vector autoregression
(SVAR) model, using data across four periods of Australian economic significance: the
float of the exchange rate in 1983, the introduction of inflation-targeting in 1992, the
crisis period of 2007/08 and the current post crisis period.3 Consistent with the time
invariant SVAR models used in earlier work on Australian monetary policy, the time
varying SVAR provides a multivariate framework through which the transmission mech-
anism can be analyzed.4 In the context of this study, the advantage of the time varying
SVAR specification is twofold. First, the use of time varying parameters allows for a
comparison of the transmission mechanism over time – the first notion of effectiveness.
Second, the time varying covariance matrix allows for the identification of any ex post
unexplained cash rate volatility – the second notion of effectiveness.
The analysis provides three main results. First, point-wise estimates from (general-
ized) impulse response functions suggest that the RBA’s ability to influence real GDP
growth and inflation has increased since the RBA adopted the current inflation target-
ing regime. Second, posterior probabilities from the impulse response analysis provide
little evidence that the transmission mechanism has become less effective following the
GFC period. Third, analysis based on the second metric shows a strong reduction in
the level of unexplained cash rate volatility since the RBA adopted the current inflation
targeting regime. In light of these results, I conclude that monetary policy effectiveness
has increased over the sample period, with little evidence to support the claim of a
weaker transmission mechanism since the 2007/08 financial crisis.
The rest of the paper is structured as follows. Section 2.2 presents the key steps in
the methodology, Section 2.3 contains the results, and Section 2.4 concludes.
3The formal announcement of an explicit inflation target was made in 1996 (Reserve Bank of
Australia, 1996), however reference to a target was made in official RBA speeches from as early
as 1992/93 (Fraser, 1992, 1993a,b). For a nice historical discussion of Australian monetary policy
implementation, see Cornish (2010).
4For alternative applications of the TVP-VAR-SV model in assessing whether transmission mecha-
nisms of various economies has changed since the 1970’s, see, e.g., Cogley and Sargent (2005); Primiceri
(2005); Benati (2008); Nakajima et al. (2011); Koop et al. (2009); Poon (2017b).
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2.2 Methodology
I present the methodology used in this paper over four subsections. First, Section 2.2.1
contains the details of the reduced form time varying VAR model. Second, Section 2.2.2
contains the choice of macroeconomic variables used in the analysis. Third, Section
2.2.3 contains the identification method used to recover the structural model from the
estimated reduced form. Finally, Section 2.2.4 contains a brief discussion of why it is
necessary to deviate from the use of traditional impulse response functions.
2.2.1 A Time Varying VAR Model
The reduced form time varying VAR model – with n variables and p lags – has a
state-space representation, in which the measurement equation is:
yt = bt + B1,tyt−1 + · · ·+ Bp,tyt−p + ut, ut ∼ N (0,Σt) , (2.1)
where yt is an n× 1 vector of variables of interest, bt is an n× 1 vector of time varying
intercepts, Bi,t, i = 1, . . . , p, are n × n matrices of time varying coefficients, and ut is
an n × 1 vector of heteroscedastic disturbances, with time varying covariance matrix,
Σt.
Following Primiceri (2005), the time varying covariance matrix in Eq. (2.1) can be
factorized as:
Σt =
(
L′tD
−1
t Lt
)−1
. (2.2)
where Lt is a lower triangular matrix with ones along the main diagonal and time
varying contemporaneous interactions among the endogenous variables in the lower
portion of the matrix, and Dt is a diagonal matrix of error variances. For instance, if
n = 4, then:
Lt =

1 0 0 0
a21,t 1 0 0
a31,t a32,t 1 0
a41,t a42,t a43,t 1
 , Dt =

eh1,t 0 0 0
0 eh2,t 0 0
0 0 eh3,t 0
0 0 0 eh4,t
 .
For estimation purposes, the measurement equation can be written in the form of a
seemingly unrelated regression (SUR) model:
yt = Xtβt + ut, (2.3)
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where Xt = In ⊗
[
1 y′t−1 . . . y
′
t−p
]
and βt = vec
([
bt B1,t . . . Bp,t
]′)
.5 The
state space representation is then completed by specifying the various laws of motion
for the time varying states. To this end, let ht =
[
h1,t . . . hn,t
]′
denote the n × 1
vector of log-volatilities at date t, and at denote the m × 1 vector of time varying
contemporaneous interaction terms collected row wise from Lt, where m = n (n− 1) /2.
For instance, if n = 4, then at = [a21, a31, a32, a41,t, a42,t, a43]
′ . The laws of motion for
the time varying states at dates t = 2, . . . , T are then given by:
βt = βt−1 + νt, νt ∼ N (0,Ωβ) , (2.4)
at = at−1 + ψt, ψt ∼ N (0,Ωa) , (2.5)
ht = ht−1 + ηt, ηt ∼ N (0,Ωh) , (2.6)
where Ωβ = diag
(
ω2β1, . . . , ω
2
βk
)
, Ωa = diag (ω2a1, . . . , ω2am) and Ωh = diag (ω2h1, . . . , ω2hn),
in which all elements on the diagonal are assumed to follow independent inverse-gamma
distributions. Finally, the states are initialized as β1 ∼ N (β0,Vβ) , a1 ∼ N (a0,Va)
and h1 ∼ N (h0,Vh) where β0, a0, h0, Vβ,Va and Vh are all assumed to be known. De-
tails regarding the prior distributions and posterior simulator are deferred to Appendix
2.5.1.
2.2.2 Data
The cost associated with the increased flexibility provided by the TVP-VAR-SV model
is that overparameterization quickly becomes an issue.6 With this in mind, the choice
of a minimal set of macroeconomic variables is motivated by the general equilibrium
small-open-economy model of Alonso-Carrera and Kam (2016). These relevant variables
are: the domestic inflation rate, the real GDP growth rate, the real exchange rate, and
a short-term interest rate – taken to proxy the central banks interest rate decisions. In
line with the RBA’s current policy regime, the inflation and short-term interest rates
are respectively taken to be the consumer price index (CPI) for all commodity groups,
and the Interbank Overnight Cash Rate (cash rate). Next, real GDP is taken to be
the seasonally-adjusted, chain-volume measure of real gross domestic income, and the
real exchange rate is taken to be the Australian dollar real trade-weighted index. To
5Note that ⊗ denotes the Kronecker Product and vec (·) is a vectorization operation that takes the
intercept and the VAR coefficients and stacks them into a k × 1 vector equation by equation where
k = n (n+ 1).
6While some work on estimating large Bayesian VARs with time varying parameters has been done
– e.g., Koop and Korobilis (2013); Eisenstat et al. (2016) – estimating such models with stochastic
volatility is still an active area of research. One promising approach is the so called “compressed VAR”,
which was recently put forth by Pettenuzzo et al. (2016) in a forecasting context, however work on
identification in such models is left for future research.
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facilitate the replication of the results in this paper, details of each series are provided
in Table 2.1.
Table 2.1: Data sources
Series Name Source Series ID
Consumer price index RBA, G1 Consumer price inflation, CPI All groups, original,
2011/12=100
GCPIAG
Real GDP RBA, H1 Gross domestic product and income, GDP chain volume,
seasonally adjusted
GGDPCVGDP
Real exchange rate RBA, F11, Exchange rates, Trade-weighted index, May 1970 = 100 FXRTWI
Cash rate RBA, F1.1, Interest rates and yields – money market, Interbank
overnight cash rate
FIRMMCRI
Before estimating the model, two data transformations were made. First, the real
exchange rate and cash rate series were both transformed from a monthly to quarterly
frequency. This was done by taking the usual three month averages – i.e. January to
March, April to June, etc. Second, the CPI, real GDP and real exchange rate data
were converted from levels to growth rates. This was done by taking the quarter on
quarter percentage change – i.e., for a given level Xt, the growth rate is taken to be
gt = 100×
(
Xt
Xt−1
− 1
)
.
After making the transformations, the sample used in the analysis starts at 1980Q1
and ends at 2016Q4. This sample is chosen for two reasons. First, the initial period
is the same as important earlier contributions to the monetary policy literature and
thus allows for the results in these studies to be directly compared – e.g., Dungey
and Pagan (2000) and Liu (2010). Second, the sample spans four periods of Aus-
tralian economic significance: the float of the exchange rate in 1983, the introduction
of inflation-targeting in mid-1993, the crisis period of 2007/08 and the current, post
crisis period. Since it covers such a diverse range of periods, the sample allows for a
thorough investigation of the effectiveness of Australian monetary policy over time.
2.2.3 Identification
The model description in Section 2.2.1 allows one to estimate a reduced form TVP-
VAR-SV model. To assess the claim that monetary policy has recently become less
effective, the underlying structural model must first be identified from the estimated
reduced form.7
As in Primiceri (2005), a common method to identify the underlying SVAR model
is to use a Cholesky decomposition. The distinguishing feature of the Cholesky de-
composition is that the contemporaneous impacts of the structural shocks are assumed
7For a textbook treatment on the relationship between structural and reduced form VAR models,
see Hamilton (1994, Ch.11).
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to effect each of the variables in a cascading manner. As a result, identification by
Cholesky decomposition is only appropriate if the assumed recursive structure can be
justified with economic theory (Kilian, 2011). For instance, Kilian (2009) uses the fact
that the short-run oil supply curve is vertical, to motivate a recursive identification
strategy in distinguishing between monthly oil supply and oil demand shocks. Since
such a theoretical justification does not exist among macroeconomic variables, mone-
tary policy related SVAR models identified in this manner have been heavily criticized
(Cooley and LeRoy, 1985).
To avoid the issues associated with recursively identified models, scholars have re-
cently moved towards the use of sign restrictions (Faust, 1998; Canova and De Nicolo,
2002; Uhlig, 2005; Canova and Gambetti, 2009; Liu, 2010; Ellis et al., 2014; Poon,
2017b).8 Originally put forth by Faust (1998), sign-identified models use economic the-
ory to restrict the directional response of the variables in the model to a given structural
shock. For instance, to identify an Australian based SVAR with similar variables to
those used in this paper, Liu (2010) uses a set of sign restrictions that are implied from
a small-open-economy, dynamic stochastic general equilibrium (DSGE) model of the
Australian economy. Since these restrictions are well supported by economic theory,
in this paper I adapt the restrictions to the model in this paper. A summary of these
restrictions is presented in Table 2.2.
The primary difference between these restrictions and those in Liu (2010, p.495), is
that I use weak rather than strong inequalities. The primary advantage of this approach
is that it does not rule out the possibility that a given variable is completely non-
responsive to a given shock. Details regarding the implementation of these restrictions
are deferred to Appendix 2.5.2.
Table 2.2: Sign restrictions
pi,t y,t e,t r,t
Inflation > 0 × > 0 6 0
Real GDP growth 6 0 > 0 × 6 0
Real exchange rate growth × × > 0 ×
Cash rate × > 0 > 0 > 0
Note: The structural shocks for the inflation (pi), real GDP growth (y), real exchange
rate growth (e) and cash rate (r) equations are respectfully denoted l,t, l ∈ {pi, y, e, r}.
The inequality in a given cell (i, j), shows the directional response of the variable in
row i to a shock from the variable in column j. The signs ≥ and ≤ respectfully denote
a non-negative and non-positive restriction, while a × symbolizes the use of an agnostic
approach in which the data is able to determine the direction of the response.
Through the lens of the underlying DSGE model, the signs in Column 1 postulate
8For a critical assessment of sign restrictions see Fry and Pagan (2011).
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that a “cost push shock” will generate a contemporaneous increase in inflation and re-
duction in output growth. Note that the direction of the inflation and output responses
under this shock are distinct from the remaining three columns. This implies that
the shock is uniquely identified. Thus, while Liu (2010) finds that this shock leads to
a monetary contraction and exchange rate appreciation, I choose to remain agnostic
about the exchange rate and cash rate responses. Next, the shock in Column 2 postu-
lates that a “technology shock” – labeled as an “output (composite)” shock in Table 3
of Liu (2010, p.495) – increases both output growth and the cash rate. The unspecified
inflation and exchange rate responses are consistent with those in Liu (2010). Next,
the restrictions associated with the “exchange rate shock” in Column 3, are equivalent
to the “positive terms of trade shock” in Liu (2010). A positive terms of trade shock
results in Australian firms now exporting their goods to the foreign market. This leads
to both increased output growth and an appreciation of the exchange rate. The unspec-
ified inflation response is consistent with Liu (2010). Note that under given directional
responses, it is possible that Columns 2 and 3 will have identical signs, resulting in a
partially identified model. On the one hand, given that the objective of this study is to
assess the effectiveness of monetary policy, the unique identification of the remaining
shocks is somewhat of a superfluous task. On the other hand, if one were interested in
these shocks, then unique identification can be achieved by adopting a similar strategy
to Peersman (2005). That is, assume that the exchange rate will have greater mag-
nitude under it’s own shock as compared to the technology shock. Finally, Column 4
postulates that a contractionary monetary policy shock has a negative effect on aggre-
gate demand, thus decreasing both real GDP and inflation. I highlight the fact that
Liu (2010) did not specify any directional response in the rate of real GDP growth,
however this assumption is common in the broader monetary policy literature (Canova
and Gambetti, 2009; Ellis et al., 2014; Poon, 2017b).
2.2.4 Generalized Impulse Response Functions
As discussed in the introduction, a natural way to measure changes in monetary policy
effectiveness is to compare the response of inflation and real GDP to a same-sized change
in the cash rate at different points in the sample history. In the context of a traditional
time-invariant SVAR model, this can be accomplished through the computation of
impulse response functions (IRFs) across the sample period. The IRF from date t to
some future date t+ k, denoted IRFt+k, can be defined by:
IRFt+k = E
[
yt+k|t = δ, t+1 = · · · = t+k = 0, It
]
− E [yt+k|t = · · · = t+k = 0, It] , (2.7)
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where E [·] is the mathematical expectations operator, t is an n × 1 vector of shocks,
and It is a set of variables and identified structural shocks up to and including date t.
The first term in Eq. ((2.7)) denotes a forecast of the endogenous variables conditioned
on knowledge of the shock (i.e. t = δ), while the second term acts as a benchmark
scenario in which the forecast is made with no knowledge of the shock (i.e. t = 0). By
taking the difference between these two conditional expectations, the impulse response
function is able to pin down the degree of variation in the variables of interest that
are solely due to the shock. Thus, in the context of a monetary policy shock, the IRF
captures the properties of the model’s transmission mechanism.
In the context of this paper, a major issue when computing with the impulse response
function defined in Eq. ((2.8)), is that the coefficients and volatilities are not constant
between dates t and t + k. This means that the scale of the identified shocks over
time may be different and a direct comparison of the propagation mechanism can not
be made. To this end, I follow Koop et al. (1996) and compute generalized impulse
response functions (GIRFs). The GIRF from date t to some future date t+ k, denoted
GIRFt+k, can be defined by:
GIRFt+k = E
[
yt+k|t, It
]− E [yt+k|It] . (2.8)
The difference between the GIRF in Eq. ((2.8)) and the traditional impulse re-
sponse function in Eq. ((2.7)), is that the conditioning set in Eq. ((2.8)) only contains
information up to date t. That is, the future shocks are not zeroed-out, but instead
integrated-out. In practice this integration is conducted through the use of a Monte
Carlo procedure, details of which are deferred to Appendix 2.5.3.
2.3 Results
In this section I presents the main empirical results of the paper across two sub-sections.
In Section 2.3.1 I discuss the transmission of a same-sized monetary policy shock – the
first notion of effectiveness. Next, in 2.3.1 I discuss the the size of ex post unexplained
cash rate volatility – the second notion of effectiveness.
2.3.1 Time Variation in the Transmission Mechanism
This section discusses the first of the two notions of monetary policy effectiveness used
in this paper: the impact of a same-sized monetary policy shock at different points
in the sample history. To deliver some intuition for how the inflation and real GDP
responses evolve over the sample period, Figures 2.1 contain the full sample inflation
and real GDP GIRFs following a 100 basis point increase in the cash rate.
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Figure 2.1: Posterior median of the generalized impulse response functions for (a)
inflation and (b) real GDP growth, following a 100 basis point increases in the cash
rate.
The full sample results, show that both variables exhibit differing degrees of time
variation over the sample period. For instance, the contemporaneous inflation response
to the monetary policy shock steadily increased after both the float of the Australian
dollar in 1983, and the adoption of inflation-targeting in 1992. As in the investigation
of Liu (2010, p. 498), there is a persistent detection of a “price puzzle” across all time
periods, however this generally only lasts during the second period of the responses.
The presence of a delayed price puzzle, despite having sign restrictions on the con-
temporaneous responses of the variables, indicates that the data are strongly in favor
of such a response. Since an investigation into the causes of the price puzzle would
distract from the main thesis of the paper, I leave such an analysis to future research.
The real GDP responses are qualitatively similar but of a much larger magnitude. One
notable difference are the relatively large reductions in the size of the responses in and
around around 2000 and 2007/08. Since these periods are times of financial turmoil
– i.e. the 2000 dot-com-bubble and the 2007/08 global financial crisis – the evidence
suggests that monetary policy effectiveness tends to decrease during times of economic
crisis.
Having discussed the behavior of the responses over the sample period, I now provide
an objective measure of the difference between inflation and real GDP responses across
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the sample history. In accordance with the timing of the speech given by Kent (2015)
– highlighted in the beginning of this paper – I define the second quarter of 2015 to
be the benchmark period. Formally, I define the absolute difference between the two
impulse response functions at impulse horizon k as:
θi,t,k := |GIRFi,2015Q2+k| − |GIRFi,t+k| , (2.9)
where i denotes the variable of interest (e.g., inflation or real GDP growth) and t
denotes the comparative date (e.g., 2008Q1). Set in this manner, values above zero
imply that monetary policy was more effective in 2015 as compared to the comparative
year, and vice versa. The inflation results for selected time periods are presented in 2.2.
Figure 2.3 presents a synonymous plot for real GDP responses.
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Figure 2.2: Posterior median and 68 percent credible interval for the difference between
inflation GIRFs following a monetary policy shock across selected periods
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Figure 2.3: Posterior median and 68 percent credible interval for the difference between
real GDP GIRFs following a monetary policy shock across selected periods
Despite noticeable differences in the point-wise (median) responses, it is immediately
clear that that all credible intervals contain zero. This implies that we can not exclude
the possibility of zero probability of time variation in the transmission mechanism. In
light of this result, it is natural to ask: “what is the probability that monetary policy
became less effective over this period?”. In a Bayesian framework, this can be completed
through a Monte Carlo integration procedure that computes the relative frequency of
below zero values of (absolute) differences between two impulse response functions at
a given date. More precisely, the posterior probability that monetary policy was less
effective in 2015Q2 as compared to date t, is given by:
P (θk < 0) =
∫
Θ
p (θk|y) 1 (θk < 0) dθk, (2.10)
≈ 1
N
N∑
s=1
1
(
θ
(s)
k < 0
)
, (2.11)
where P (·) is the probability measure on the parameter space Θ, p (θk|y) is the posterior
density function of θk given the data y, 1 (·) is an indicator function andN is the number
of samples in the posterior simulation procedure – details of which are provided in
Appendix 2.5.1. The posterior probabilities for various differences are presented in Table
2.3. In general, the probability that monetary policy became less effective following the
financial crisis is quite weak. For instance, the probability that the contemporaneous
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Table 2.3: Posterior probabilities for the difference in the generalized impulse response
functions between selected time periods and 2015Q1
Date 1 quarter (%) 4 quarters(%) 8 quarters(%)
(1) Inflation response to a monetary policy shock
2006Q1 50.67 52.13 46.39
2007Q1 48.55 51.69 45.54
2008Q1 41.97 48.69 45.37
2009Q1 45.44 46.77 42.83
2010Q1 48.28 48.75 46.11
(2) Real GDP response to a monetary policy shock
2006Q1 47.87 44.00 42.93
2007Q1 45.69 45.06 43.65
2008Q1 38.46 44.55 43.56
2009Q1 43.68 44.88 40.71
2010Q1 46.58 46.68 43.95
impact of a monetary policy shock in 2015Q2 having a smaller effect than in 2008Q1, is
around 44 percent for inflation and just 38 percent for real GDP. Taking the negative of
this result implies that the probability that the contemporaneous impact of a monetary
policy shock in 2015Q2 having a larger effect than in 2008Q1, is around 56 percent for
inflation and 62 percent for real GDP. Thus, despite interesting point-wise dynamics,
the posterior probabilities provide little evidence that the transmission mechanism has
become less effective following the GFC period. Instead, there is some evidence to
support the contrary hypothesis. This suggests that Australian monetary policy is
currently facing strong opposition against external forces, the identification of which is
left for future research.
2.3.2 Time Variation in the Volatility of Monetary Policy Shocks
This section discusses the second of the two notions of monetary policy effectiveness
used in this paper: the size of ex post unexplained cash rate volatility at different points
in the sample history. To this end, Figure 2.4 shows the posterior median of the time
varying volatilities (i.e. the posterior mean of the square root of the diagonal elements
of Dt) along with a 95 percent credible interval.9 The fact that the 95 percent credible
interval does not contain zero signifies that there is at least a 95 percent probability
that the volatilities are non-zero.
9Under the assumption of normality, the 95 percent credible interval corresponds to all values within
two standard deviations from the posterior median.
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Figure 2.4: Estimated median and 95 percent credible interval of the time varying
volatilities in the (a) inflation, (b) real GDP growth, (c) real exchange rate growth and
(d) interest rate equations.
Overall, the level of unexplained cash rate volatility has decreased since adopting
inflation targeting. The relatively high degree of cash rate volatility prior to the 1990s
suggests that the RBA was focusing on other variables than those in the system (e.g.
the quantity of money in both domestic and international markets). As discussed
by the Governor of the RBA board, Glenn Stevens: “for some years exchange rate
considerations were still sometimes seen as something of a constraint in the conduct of
monetary policy. This has been progressively less the case, though, as the credibility
of the inflation target has increased” (Stevens, 2013). Thus, the results suggests that
monetary policy uncertainty has decreased, implying a more effective policy regime.
More generally, both inflation and output volatilities have a downward trend over
the sample period. The noticeable spike in inflation volatility reflects the introduction
of the goods and services tax (GST) on the 1st of July in the year 2000. The fact that
the median volatility quickly returns to trend suggests that this exogenous spike was
quickly incorporated into the underlying price level. This is consistent with Valadkhani
and Layton (2004) who find that the GST shock caused a “one-off lift” in inflation
during the September quarter of 2000 with no statistically significant effects beyond
this time period. The exchange rate and cash rate results are much more interesting.
With respect to the exchange rate, there are two large spikes: one in the mid 1980’s
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and the other in the late 2000’s. The first spike is likely due to the RBA’s decision
to move from a crawling peg of the Australian dollar to a float in 1983 along with
the subsequent period of “smoothing and testing” in foreign exchange markets (Reserve
Bank of Australia, 2017a). Next, the increased volatility in the early 2000’s is likely
due to the commencement of the resource boom along with the 2007/08 GFC.10
In summary, while the Australian economy remains subject to large degrees of exoge-
nous exchange rate volatility, output, inflation and interest rate volatility have steadily
declined since the adoption of inflation-targeting. Since the size of ex post unexplained
cash rate volatility has declined and remained constant since the adoption of inflation
targeting the sample, I conclude that this notion of monetary policy effectiveness has
increased over the sample period.
2.4 Conclusion
In light of recently voiced concerns from the RBA Assistant Governor Christopher Kent,
the objective of this paper was to investigate whether Australian monetary policy is
currently less effective than in the past. To address this question, I estimated a time
varying, structural VAR model, in which the structural disturbances were identified by
a set of theoretically consistent sign restrictions, derived from a small-open-economy
DSGE model. Through the lens of the model, effectiveness was measured in two ways.
The first notion measured the responsiveness of key macroeconomic indicators – infla-
tion and real GDP growth – to a same-sized change in the monetary policy rate. This
metric gave the interpretation of the RBA receiving a “bigger/smaller bang for their
policy buck” or an “improved/worsened monetary policy transmission mechanism”. The
second notion measured the size of ex post unexplained cash rate volatility at different
points in the sample history – often termed uncertainty in the empirical literature. In
line with the RBA’s objectives, a lower degree of unexplained volatility in the monetary
policy rate is taken to be an improvement in policy effectiveness.
First, point-wise estimates from (generalized) impulse response functions, suggest
that the responsiveness of inflation and real GDP to a same-sized monetary policy
shock, have become stronger since the RBA adopted the current inflation targeting
regime. Second, posterior probabilities from the impulse response analysis provide
little evidence that the transmission mechanism has become less effective following the
GFC period. Instead, there is some evidence to support the contrary hypothesis. Thus,
the conclusion under the first metric is that policy effectiveness has generally increased
over the sample period, with evidence that the transmission mechanism has become
10For a discussion of the resource boom and it’s effects on the Australian economy see Sheehan and
Gregory (2013).
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stronger since the GFC. Third, analysis based on the second metric shows a strong
reduction in the level of unexplained cash rate volatility since the RBA adopted the
current inflation-targeting regime. This means that the RBA has increased in its ability
to reduce the degree of public uncertainty in relation to its policy stance. Thus, the
conclusion under the second metric is that policy effectiveness has increased over the
sample period, with no evidence of increased policy uncertainty since the GFC.
2.5 Appendices
2.5.1 Prior Distributions and Posterior Simulation
To estimate the TVP-VAR-SV model I follow Koop and Korobilis (2010) and set the ini-
tial conditions of the state equations as follows: β1 ∼ N (0, 4 · Ik) , a1 ∼ N (0, 4 · Im) ,h1 ∼
N (0, 4 · In) . Next, the degree of freedom parameter priors for the inverse-gamma dis-
tributions associated with the variance terms in the (diagonal) covariance matrices for
the state equations are uniformly set to: νβ = 10 and νa = νh = 2, while the scale
parameters Sβ and Sa are set to 0.01 and Sh = 0.1.
Next, the posterior simulation procedure used in this paper is a six block Gibbs
sampling Markov chain Monte Carlo (MCMC) algorithm. To illustrate the algorithm,
let s (> 0) denote the current iteration of the chain, Y =
[
y
′
1 y
′
2 . . . y
′
T
]′
, β =[
β
′
1 β
′
2 . . . β
′
T
]′
, a =
[
a
′
1 a
′
2 . . . a
′
T
]′
and h =
[
h
′
1 h
′
2 . . . h
′
T
]′
. Pos-
terior draws are obtained by sequentially sampling from the following set of conditional
distributions:
1. p
(
β(s+1)|Y,h(s), a(s),Ω(s)β ,Ω(s)h ,Ω(s)a
)
,
2. p
(
h(s+1)|Y, β(s+1), a(s),Ω(s)β ,Ω(s)h ,Ω(s)a
)
,
3. p
(
a(s+1)|Y, β(s+1),h(s+1),Ω(s)β ,Ω(s)h ,Ω(s)a
)
,
4. p
(
Ω
(s+1)
β |Y, β(s+1),h(s+1), a(s+1),Ω(s)h ,Ω(s)a
)
,
5. p
(
Ω
(s+1)
h |Y, β(s+1),h(s+1), a(s+1),Ω(s+1)β ,Ω(s)a
)
,
6. p
(
Ω
(s+1)
a |Y, β(s+1),h(s+1), a(s+1),Ω(s+1)β ,Ω(s+1)h
)
.
In the empirical analysis, I obtain 150,000 posterior draws, discarding the first 50,000
draws as a burn-in. Before discussing how to sample from each of the conditional
distributions, I first review the mixing and convergence properties of the Markov chain.11
11For a textbook treatment on MCMC diagnostics see Hoff (2009).
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On a first run, the 20-th order sample autocorrelations across the various model
parameters were quite large. To reduce the amount of autocorrelation, the chain was
then thinned by keeping one in every ten draws. The resulting autocorrelations across
each of the the stored parameter draws are illustrated in Figure 2.5. Since all of the
correlations are either at or close to zero, I conclude that the thinned sample is com-
prised of (almost) independent draws. Next, I assess the convergence of the Markov
chain by calculating the inefficiency factors (IFs) of the retained draws.12 The IF is
the inverse of the well known relative numerical efficiency (RNE) measure developed
in Geweke (1992). Using a four percent tapered window, values of less than 20 are
regarded as satisfactory for convergence (Primiceri, 2005). Since all of the IFs in Figure
2.6 are either at or below 20, I conclude that the chain has converged to the stationary
distribution.
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Figure 2.5: 20th order sample autocorrelation for elements of matrices in the TVP-
VAR-SV model
12Inefficiency factor calculations were conducted with MATLAB code provided by Eisenstat et al.
(2016) available from Joshua Chan’s personal website: http://joshuachan.org/research.html.
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Figure 2.6: Inefficiency factors for elements of matrices in the TVP-VAR-SV model
Following Primiceri (2005), sampling from the conditional distributions of the latent
states in blocks 1 and 3 can be conducted with standard Kalman filter based algorithms
as in Frühwirth-Schnatter (1994) and Carter and Kohn (1994). Here I make use of an ef-
ficient precision sampling algorithm put forth by Chan and Jeliazkov (2009). In essence,
the increased efficiency of the precision sampling algorithm comes from exploiting the
fact that the precision matrices of the latent states are block-banded and sparse. This
means that computational savings can be made in necessary operations when solving
solving linear systems – such as taking a Cholesky decomposition, matrix multiplica-
tion and forward-backward substitution. Next, as in Primiceri (2005), sampling from
block 2 is conducted through the use of the auxiliary mixture sampler created by Kim
et al. (1998). The auxiliary mixture sampler can be viewed as a two-step procedure
that converts the non-linear measurement equation in the stochastic volatility model,
into a linear equation that is conditionally Gaussian. Since the precision matrices in
the resulting model are block banded and sparse, I again employ an efficient precision
sampling algorithm (Chan and Hsiao, 2014). Finally, under the specified conjugate
priors, blocks 4, 5 and 6 can be sampled directly from the resulting inverse-gamma dis-
tributions. For completeness, I now discuss the derivation of the conditional posterior
distribution of each block in the Gibbs sampler. In each case, I use the fact that the
posterior distribution for a parameter of interest can be obtained by working with the
kernel of the resulting product from the prior and likelihood functions.
Step 1: Sample from p (β|Y,h, a,Ωβ,Ωh,Ωa)
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To sample β, first note that Eq. (2.1) can be rewritten as:
Y = Xβ + u, u ∼ N (0,Σu) , (2.12)
whereX = diag (X1, . . . ,XT ), u =
[
u
′
1 u
′
2 . . . u
′
T
]′
and Σu = diag (Σ1, . . . ,ΣT ).
Thus, by a change of variable:
(Y |β,h, a,Ωβ,Ωh,Ωa) ∼ N (Xβ,Σu) . (2.13)
Next, rewrite Eq. (2.4) as:
Hββ = α˜β + ν, ν ∼ N (0,Σβ) , (2.14)
where α˜β =
[
β
′
0 0 . . . 0
]′
, ν =
[
ν
′
1 ν
′
2 . . . ν
′
T
]′
, Σβ = diag
(
V β Ωβ . . . Ωβ
)
and Hβ is a Tk × Tk block diagonal matrix with Ik on the main diagonal, −Ik on the
lower diagonal and 0k elsewhere. Since Hβ is a lower triangular matrix with ones along
the main diagonal, |Hβ| = 1, implying that it is invertible. Using this result, Eq. (2.14)
can be rewritten as:
β = αβ + H
−1
β ν, (2.15)
where αβ = H−1β α˜β. Thus, by a change of variable:
(β|Ωβ) ∼ N
(
αβ,
(
Hβ
′Σ−1β Hβ
)−1)
. (2.16)
Combining (2.13) and (2.16) gives the conditional posterior distribution:
p (β|Y,h,a,Ωβ ,Ωh,Ωa) ∝ p (Y |β,h,a,Ωβ ,Ωh,Ωa) p (β|Ωβ) ,
∝ exp
{
−1
2
[
(Y −Xβ) Σ−1u (Y −Xβ)
′
+ (β −αβ)
(
Hβ
′Σ−1β Hβ
)
(β −αβ)
′]}
,
∝ exp
{
−1
2
[
β
(
X′Σ−1u X + Hβ
′Σ−1β Hβ
)
β′ − 2β′
(
X′Σ−1u Y + Hβ
′Σ−1β Hβαβ
)]}
.
Thus, by standard linear regression results (see, e.g., Kroese et al. (2014, p.237-240)):
(β|y,h, a,Ωβ,Ωh,Ωa) ∼ N
(
βˆ,D−1β
)
, (2.17)
where βˆ = D−1β
(
X′Σ−1u Y + Hβ
′Σ−1β Hβαβ
)
and Dβ = H′βS
−1
β Hβ + X
′Σ−1u X.
Sampling from the distribution in (2.17) is conducted with the precision sampling
algorithm in Chan and Jeliazkov (2009). The algorithm can be implemented through
the following steps:
1. Compute the Cholesky factorization of Dβ such that Dβ = CβC
′
β, where Cβ is a
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lower triangular matrix with positive (real valued) diagonal entries;
2. Define Z =
[
Z1 . . . ZTk
]′
to be a Tk × 1 vector, where entries Zt, t =
1, . . . , Tk, denote independent and identically distributed (iid) draws from a stan-
dard normal distribution (i.e. Z iidt ∼ N (0, 1));
3. Return: β = βˆ +
(
C
′
β
)−1
Z, where E (β) = βˆ and Var (β) =
(
C
′
β
)−1
(Cβ)
−1 =(
CβC
′
β
)−1
= D−1β .
Step 2: Sample from p (h|Y, β, a,Ωβ,Ωh,Ωa)
To sample h from p (h|Y,β, a,Ωβ,Ωh,Ωa), first note that Eq. (2.1) can be rewritten
as:
y˜t = εt, εt ∼ N (0,Dt) , (2.18)
where y˜t := L
−1
t (yt −Xtβt). To see that Lt is invertible note that it is a lower triangu-
lar matrix with ones along the main diagonal, thus |Lt| = 1. Note that E [y˜t|βt,ht,at] =
0 and Var [y˜t|βt,ht,at] = Dt. This implies that the distribution of each compo-
nent in y˜t is given by y˜i,t|βt,ht,at ∼ N
(
0, ehi,t
)
, i = 1, . . . , n. Moreover, since
Corr (y˜i,t, y˜j,t) = 0 for all distinct i, j ∈ {1, . . . , n}, each of these elements can be
modeled as an independent, univariate stochastic volatility model. That is:
y˜i,t = e
hi,t
2 i,t, i,t ∼ N (0, 1) , (2.19)
hi,t = hi,t + ηi,t, ηi,t ∼ N
(
0, ω2h,i
)
, (2.20)
where Eq. (2.20) is the state equation of the i−th variable in Eq. (2.6). Combined
together, these two equations make a state space equation for the i−th variable in the
TVP-VAR-SV system.
Since Eq. (2.20) is non-linear in the latent state, neither the traditional linear
Kalman filter methods nor the precision sampling methods discussed earlier can be
applied. To overcome this difficulty, I follow Kim et al. (1998) and employ the auxiliary
mixture sampler. To this end, note that squaring and then taking the log of both sides
of Eq. (2.19) returns:
y∗i,t = hi,t + 
∗
i,t, (2.21)
where y∗i,t = log
(
y2i,t
)
and ∗i,t = log
(
2i,t
)
. In practice, it is common to set y∗i,t =
log
(
y2i,t + c
)
for some small constant c to avoid numerical problems when y2i,t is close to
zero – in this paper c = 0.0001. Note that the resulting disturbance term in Eq. (2.19)
is no longer Gaussian distributed but instead follows a logχ21 distribution. This means
that despite being linear in the log-volatility term, standard linear Gaussian state space
algorithms can not be directly applied. To overcome this difficulty, Kim et al. (1998)
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show that the moments of the logχ21 distribution can be well approximated through a
seven Gaussian mixture, in which an auxiliary random variable, denoted si,t, serves as
the mixture component indicator – hence the name of the algorithm. That is:
f
(
∗i,t
) ≈ 7∑
j=1
pi,jfN
(
∗i,t|µj − 1.2704, σ2j
)
, (2.22)
where pj = P (si,t = j), j = 1, . . . , 7, fN (·|µ, σ2) is a Gaussian density with mean µ
and variance σ2 and the values of the probabilities and moments associated with each
Gaussian distribution are given in Table 2.4.
Table 2.4: A seven component Gaussian mixture for approximation the log−χ21 dis-
tribution
Component pj µj σ2j
1 0.00730 -10.12999 5.79596
2 0.10556 -3.97281 2.61369
3 0.00002 -8.56686 5.17950
4 0.04395 2.77786 0.16735
5 0.34001 0.61942 0.64009
6 0.24566 1.79518 0.34023
7 0.25750 -1.08819 1.26261
Source: Kim et al. (1998, p. 371)
Conditional on s = (s1, . . . , sN), where si =
(
si,1 . . . si,T
)′
, the system has an
approximate linear Gaussian state space form. from which a new draw H(g+1) can be
obtained with standard linear Gaussian sampling algorithms. In this paper I follow
Chan and Hsiao (2014) and implement the efficient precision sampling based algorithm
in Chan and Jeliazkov (2009) – as discussed in the sampling of β.
To this end, note that Eq. (2.19) can be written as:
y∗i = hi + 
∗
i , 
∗
i ∼ N
(
di,Σy∗i
)
, (2.23)
where y∗i =
[
y∗i,1 y
∗
i,2 . . . y
∗
i,T
]′
, hi =
[
hi,1 hi,2 . . . hi,T
]′
, ∗i =
[
∗i,1 
∗
i,2 . . . 
∗
i,T
]′
,
di =
(
µsi,1 − 1.2704, . . . , µsi,T − 1.2704
)′ and Σy∗i = diag(σ2si,1 , . . . , σ2si,T)′, with param-
eter values for µs1 , . . . , µs1 and σ2s1 , . . . , σ
2
sT
provided in Table 2.4. Thus, by a change of
variable:
(y∗i |si,hi) ∼ N
(
hi + di,Σy∗i
)
. (2.24)
Next, rewrite Eq. (2.20) as:
hi = αhi + H
−1
h ηi, ηi ∼ N (0,Σhi) , (2.25)
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where αhi = H−1h
[
h
′
i,0 0 . . . 0
]′
, ηi =
[
η
′
i,1 η
′
i,2 . . . η
′
i,T
]′
, Σhi = diag
(
Vhi , ω
2
h,i, . . . , ω
2
h,i
)
,
and Hh is a T ×T block diagonal matrix with ones on the main diagonal, negative-ones
on the lower diagonal and zeros elsewhere. Note that since Hh is a lower triangular
matrix with ones along the main diagonal, |Hh| = 1, implying that it is invertible.
Thus, by a change of variable:
(
hi|ω2h,i
) ∼ N (αhi ,(H′hΣ−1hi Hh)−1) . (2.26)
Combining (2.24) and (2.26) gives the conditional posterior distribution:
p (hi|Y, β,a,Ωβ ,Ωh,Ωa) ∝ p (y∗i |si,hi) p
(
hi|ω2h,i
)
,
∝ exp
{
−1
2
[
(y∗i − hi + di) Σ−1y∗i (y
∗
i − hi + di)
′
+ (hi −αhi)
(
H
′
hΣ
−1
hi
Hh
)
(hi −αhi)
′]}
,
∝ exp
{
−1
2
[
hi
(
Σ−1y∗i + H
′
hΣ
−1
hi
Hh
)
h
′
i − 2h
′
i
(
(y∗i − di)′Σ−1y∗i y
∗
i + H
′
hΣ
−1
hi
Hhαhi
)]}
.
Thus, by standard linear regression results:
(hi|y, β, a,Ωβ,Ωh,Ωa) ∼ N
(
hˆi,D
−1
hi
)
, (2.27)
where hˆ = D−1hi
(
(y∗i − di)′Σ−1y∗i y∗i + H
′
hΣ
−1
hi
Hhαhi
)
and Dhi = Σ
−1
y∗i
+H
′
hΣ
−1
hi
Hh. Sam-
pling from the posterior distribution in (2.27) is conducted using the precision sampling
algorithm in block 1.
Step 3: Sample from p (a|Y, β,h,Ωβ,Ωh,Ωa)
To sample a from p (a|Y, β,h,Ωβ,Ωh,Ωa) note that Eq. (2.1) can be rewritten as:
yt = Ltεt, εt ∼ N (0,Dt) . (2.28)
Thus, by a change of variable:
(yt|βt,ht,at) ∼ N (0,Dt) .
Before proceeding, it is useful to note that expanding the right hand side of Eq.
(2.28) and doing some algebra, gives:
Ltεt = εt − Etat, (2.29)
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where:
Et =

0 0 0 0 0 0 . . . 0 0 . . . 0
−1,t 0 0 0 0 0 . . . 0 0 . . . 0
0 −1,t −2,t 0 0 0 . . . 0 0 . . . 0
0 0 0 −1,t −2,t −2,t ... ... ...
...
...
... . . . 0 0 . . . 0
0 0 0 0 0 0 . . . −1,t −2,t . . . −n−1,t

.
Stacking Eq. (2.1) over all dates t = 1, . . . , T gives:
Y = ε− Ea, (2.30)
where E = diag [E1, . . . ,ET ] . The likelihood can then be written as:
p (Y |β,h,a) ∝ exp
{
−1
2
Y
′
D−1Y
}
,
= exp
{
−1
2
(ε− Ea)′D−1(ε− Ea)
}
,
where D = diag (D1, . . . ,DT ).
Next, rewrite Eq. (2.5) as:
a = αa + H
−1
a ψ, ψ ∼ N (0,Σa) , (2.31)
where αa = H−1a
[
a
′
0 0 . . . 0
]′
, ψ =
[
ψ
′
1 ψ
′
2 . . . ψ
′
T
]′
, Σa = diag (Va,Ωa, . . . ,Ωa),
and Ha is a Tm × Tm block diagonal matrix with Im on the main diagonal, −Im on
the lower diagonal and 0m elsewhere. Note that since Ha is a lower triangular matrix
with ones along the main diagonal, |Ha| = 1, implying that it is invertible. By a change
of variable:
(a|Ωa) ∼ N
(
αa,
(
H
′
aΣ
−1
a Ha
)−1)
. (2.32)
Combining (2.28) and (2.32) gives the conditional posterior distribution:
p (a|Y, β,h,Ωβ ,Ωh,Ωa) ∝ p (Y|β,h,a,Ωβ ,Ωh,Ωa) p (a|Ωa) ,
∝ exp
{
−1
2
[
(ε− Ea)′D−1(ε− Ea) + (a−αa)
(
H
′
aΣ
−1
a Ha
)
(a−αa)
′]}
,
∝ exp
{
−1
2
[
a
′ (
E
′
D−1E + H
′
aΣ
−1
a Ha
)
a− 2a′
(
E′D−1ε+ H
′
aΣ
−1
a Haαa
)]}
.
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Thus, by standard linear regression results:
(a|Y, β,h,Ωβ,Ωh,Ωa) ∼ N
(
aˆ,D−1a
)
, (2.33)
where aˆ = D−1ai
(
E′D−1ε+ H
′
aΣ
−1
a Haαa
)
and Da = E
′
D−1E + H
′
aΣ
−1
a Ha. Sampling
from the posterior distribution in (2.33) is conducted using the precision sampling
algorithm discussed in block 1.
Step 4: Sample from p (Ωβ|Y, β,h, a,Ωh,Ωa)
First note that the elements of Ωβ are conditionally independent and we can sample
them independently. Since the inverse-gamma distribution is a conjugate prior to the
Gaussian likelihood function it is then easy to show that:
(ωβl |y,h, a,Ωh,Ωa) ∼ IG
(
νβ +
T − 1
2
, Sβ +
1
2
T∑
t=1
(βl,t − βl,t−1)2
)
, (2.34)
for l = 1, . . . , k where νβ and Sβ are known hyperparameters from the prior distribution
of ω2βl – as discussed in Section 2.2.1.
Step 5: Sample from p (Ωh|Y, β,h, a,Ωβ,Ωa)
As in block 4, it is easy to show that:
(ωhi |y, β, a,Ωβ,Ωa) ∼ IG
(
νh +
T − 1
2
, Sh +
1
2
T∑
t=2
(hi,t − hi,t−1)2
)
, (2.35)
for i = 1, . . . , n, where νh and Sh are known hyperparameters from the prior distribution
of ω2hi .
Step 6: Sample from p (Ωa|Y, β,h, a,Ωβ,Ωh)
As in block 4, it is easy to show that:
(
ωajt|y, β,h,Ωβ,Ωh
)
p ∼ IG
(
νa +
T − 1
2
, Sa +
1
2
T∑
t=2
(aj,t − aj,t−1)2
)
, (2.36)
for j = 1, . . . ,m, where νa and Sa are known hyperparameters from the prior distribu-
tion of ω2aj .
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2.5.2 Identification by Sign Restrictions
Following Rubio-Ramirez et al. (2010), the steps for drawing the time varying impact
matrix, denoted At, are as follows. Given all available information at date t:
1. Take the eigenvalue-eigenvector decomposition of the time varying covariance ma-
trix: Σt, such that: Σt = PtDtP′t, where Dt is a diagonal matrix of eigenvalues
and Pt is a matrix of corresponding (right) eigenvectors;
2. Draw a random n× n matrix K from the standard normal distribution i.e. K iid∼
N (0, 1);
3. Derive the QR decomposition of K such that K = QR where Q is an orthogonal
matrix and R is an upper triangular matrix;
4. Compute the time varying impact matrix At = PtD
1
2
t Q
′; and
5. Check that the proposed matrix satisfies the sign restrictions. If yes, keep it.
Otherwise, discard it and redraw K.
Given this contemporaneous impact matrix, the structural innovations, denoted t, can
then be obtained through the relationship: ut = Att. Generalized impulse response
functions are then obtained using the algorithm in Appendix 2.5.3.
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2.5.3 Generalized Impulse Response Functions
Following Koop et al. (1996), the Monte Carlo integration procedure used to compute
our non-linear generalized impulse response functions is outlined as follows:
1. Using the algorithm in Appendix 2.5.1, obtain a full sample of Gibbs draws;
2. Using the algorithm in Appendix 2.5.2, identify the time varying structural impact
matrix;
3. Use the Gibbs draws of the current states, , their respective covariance matrices
and state equations to simulate the future paths of each state 20 periods into the
future;
4. Use the impact matrix to recover the structural innovations based on the rela-
tionship ut = Att, where t =
[
1,t . . . n,t
]′
is a vector of structural shocks;
5. Use the simulated states in Step 3 and the structural innovations in Step 4, to
simulate an impulse response function 20 periods into the future. This vector
serves as the benchmark model: E [yt+k|It];
6. Using the the structural innovations in Step 4, define ˜i,t = t + ιi, i = 1, . . . , n,
where ιi is the i−th column of the n × n identity matrix In. Using this matrix
along with the simulated states in Step 3, simulate an impulse response function
20 periods into the future. This vector serves as the shocked model: E [yt+k|˜t, It].
For instance, a unit shock to shock y1 is given by ˜t =
[
1,t + 1 2,t . . . n2,t
]′
;
7. Derive the generalized impulse response functions by taking the difference between
the shocked model and the benchmark: E [yt+k|˜t, It] − E [yt+k|It] . Note that
different sized shocks can be analyzed by scaling the value of the non-zero entry
in each ιi.
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3 Fat tails, time varying parameters and stochastic
volatility: what matters when forecasting Australian
macroeconomic variables?
Note: This paper is an updated manuscript of the published paper Cross and Poon
(2016). All results are the same, however the introduction and conclusion have been
rewritten. I have also corrected various typos and updated the references of previously
cited working papers that are now published.
3.1 Introduction
In two seminal papers, Cogley and Sargent (2005) and Primiceri (2005) developed a
time-varying parameter vector autoregression with stochastic volatility in the variance
covariance matrix (TVP-VAR-SV).13 The TVP-VAR-SV was a catalyst for the now
voluminous literature on the identification of structural instabilities in key macroeco-
nomic indicators of various economies (Benati, 2008; Baumeister et al., 2008; Nakajima
et al., 2011; Cross, 2017; Poon, 2017b). The consensus in these studies is that the
TVP-VAR-SV model provides superior in-sample fit when compared to a traditional
fixed coefficients VAR model.
More recently, a major criticism of economic modeling has been the inability to
predict the 2007-08 Global Financial Crisis (GFC) (Ng and Wright, 2013). Since then,
two lines of literature have emerged. In the first line, scholars have started to com-
pare the ability of the TVP-VAR-SV model to predict financial and macroeconomic
variables against a range of benchmarks (D’Agostino et al., 2013; Barnett et al., 2014;
Chiu et al., 2017). For instance, D’Agostino et al. (2013) show that the TVP-VAR-SV
model provides better forecasts of key US macroeconomic indicators as compared to
a fixed coefficients VAR model. The next line of research revives the earlier work of
Geweke (1992, 1993) and Ni and Sun (2005), by incorporating Student’s-t distributed
errors into macroeconomic models (Chib and Ramamurthy, 2014; Chiu et al., 2017).
From a statistical point of view, the Student’s-t distribution can be viewed as a robus-
tification of the Gaussian distribution that places more weight on tail events. This is
important economically, as such models may be better suited in times of macroeconomic
uncertainty (e.g. the 2007/08 financial crisis).
The objective of this paper is to combine the ideas in these two lines of litera-
ture. More precisely, we investigate whether the incorporation of time variation and
13The main difference in methodology between these two papers in that Primiceri (2005) allows the
covariance terms in the covariance-variance matrix to be time varying, where as Cogley and Sargent
(2005) assume that they are fixed.
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Student’s-t distributed errors, into traditionally Gaussian, fixed coefficients multivari-
ate and univariate autoregressive models, can improve the forecast accuracy across
three key Australian macroeconomic variables: real GDP growth, inflation and a short-
term interest rate - taken to proxy the Reserve Bank of Australia’s monetary policy
rate. Specifically, the class of univariate autoregressive (AR) and multivariate vector
autoregressive (VAR) models includes the following specifications: constant parameter,
constant parameter with stochastic volatility, time varying parameter and time varying
parameter with stochastic volatility. For the VAR models, we follow Primiceri (2005)
and consider a third source of time variation via the covariance terms. By estimating
each model with both Gaussian and Student’s distributed errors, we are able to identify
any sources of improved forecast performance (i.e., time varying coefficients, stochas-
tic volatility or Student’s-t distributed errors). For completeness, we also consider the
forecast performance of regime switching and rolling-window ARs and VARs. Both of
these specifications are useful as they offer alternative ways to model time variation in
macroeconomic variables. More precisely, regime switching models allow for discrete
breaks in the data, as compared to smooth transitions implied by the TVP-VAR-SV
model (Sims and Zha, 2006). The advantage of rolling-window ARs and VARs is that
they are simpler. Any improvements in forecast ability from this model therefore have
practical significance.
Methodologically, our paper is most similar to the recent study by Chiu et al. (2017),
who investigate the forecast performance of a time varying parameter VAR with fat-tails
and stochastic volatility in forecasting US data. While this sounds similar to our expo-
sition, we emphasize that our study differs from Chiu et al. (2017) in three important
ways. First, instead of solely focusing on VARs, we also consider the forecast accuracy
of various univariate autoregressive models. This is important as a well known feature
of macroeconomic forecasting is that multivariate models have struggled to out-predict
univariate models (Nelson, 1972; Atkeson and Ohanian, 2001; Stock and Watson, 2007;
Clark and Ravazzolo, 2015). For instance , when forecasting US macroeconomic data,
Clark and Ravazzolo (2015), show that AR and VAR models with stochastic volatility
produce comparable forecast results. More precisely, they find the AR outperformed the
VAR in inflation forecasts and the VAR provided superior interest rate forecasts. The
second difference between our study and that of Chiu et al. (2017), is that we provide a
more systematic and rigorous comparison of the class of time varying VAR models. To
be specific, in their paper, Chiu et al. (2017) compare the forecast performance of their
time-varying parameter VAR with stochastic volatility and Student’s-t errors to three
alternative specifications: (1) a time-invariant parameter VAR with stochastic volatil-
ity and Gaussian errors, (2) a constant VAR with Gaussian errors and (3) a constant
VAR with Student’s-t errors errors. In our paper, we allow for all possible combi-
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nations of models with and without time-varying parameters and stochastic volatility
under both Gaussian and Student’s-t error distributions. We also offer a more complete
model comparison, in that we consider the forecast performance of regime switching
and rolling-window VAR models. This comparison is critical in establishing a clear
distinction between the forecast contributions made by each element of the respective
models. Finally, as opposed to traditional Kalman filter estimation methods, we show
how each of the time varying models can be efficiently estimated by adopting precision
sampler algorithms from Chan and Jeliazkov (2009) and Chan and Hsiao (2014).
The full sample used in our main analysis consists of quarterly data between 1969Q4
and 2014Q3. To allow for comparability of all models at various forecast horizons the
main forecast period runs from 1992Q1 to 2011Q3. Set in this manner, we replicate
the Reserve Bank of Australia’s forecasting responsibilities since adopting their infla-
tion target in 1992.14 Forecasts are conducted over one quarter, one year, two years
and three years using a pseudo out-of-sample methodology. Density forecasts are con-
structed via the predictive density and point forecasts are taken to be the mean of
the predictive density. Point forecast accuracy is measured by the mean squared fore-
cast error (MSFE), while density forecast performance is measured by the log of the
predictive likelihood (LPL).
Our analysis yields four important results. First, fat-tailed models consistently
outperform their Gaussian counterparts. Second, adding time varying parameters and
stochastic volatility improves forecast performance across all variables given a constant
benchmark - an AR model in the univariate case and a VAR in the multivariate case.
Third, Student’s-t distributed stochastic volatility models are found to generate more
accurate density forecasts as compared to all Gaussian counterparts. Taken together
these results suggest that both structural instabilities and fat-tail events are important
features when modeling Australian macroeconomic variables. Finally, when comparing
the forecast accuracy of univariate and multivariate models we find that the time varying
vector autoregression with stochastic volatility and fat-tails produces the best interest
and inflation forecasts. We also obtain the striking result that a simple rolling window
autoregression with fat-tails produces the most accurate real GDP growth forecasts,
however the time varying vector autoregression with stochastic volatility and fat-tails
produces the best interest and inflation forecasts. In relation to the Reserve Bank of
Australia’s inflation-targeting and macroeconomic stability objectives, this means that
the use of a range of models is preferable to relying on one particular model.
The rest of the paper is structured as follows. Section 3.2 contains the forecasting
14The adoption of an explicit inflation target was formally announced in 1996 in the Statement on
the Conduct of Monetary Policy Reserve Bank of Australia (1996), however reference to a target was
made in official RBA speeches from as early as 1992-93 Fraser (1992, 1993a,b). For a nice historical
discussion of Australian monetary policy implementation, see Cornish (2010).
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models. Section 3.3 contains the data and forecast metrics. Section 3.4 contains the full
sample results, section 3.5 contains the intertemporal forecasting results and section 3.6
contains the conclusion.
3.2 Models
In this section we present the forecasting models used in this study. Since AR models are
simply VAR models in which the number of variables is equal to one, we save space by
only presenting the VAR specifications. Similarly, since many of our model variants can
be viewed as restricted versions of a more general model specification, we only present
the most complex model in each class. For instance, the traditional time invariant VAR
put forth by Sims (1980) is a nested versions of the time varying parameter VAR with
stochastic volatility developed by Primiceri (2005) in which there is no time variation
within the coefficients or the covariance matrix. All of the models are estimated via
Bayesian methods. Priors and posterior simulation algorithms for each model deferred
to the Appendix.
3.2.1 Time Varying Models
The reduced form time varying VAR model – with n variables and p lags – has a
state-space representation, in which the measurement equation is:
yt = bt +
p∑
i=1
Bi,tyt−i + ut, ut ∼ N (0,Σt) , (3.1)
where yt is an n × 1 vector of variables of interest, bt is an n × 1 vector of time
varying intercepts, Bi,t, i = 1, . . . , p, are n × n matrices of time varying coefficients,
and ut is an n× 1 vector of heteroscedastic disturbances, with time varying covariance
matrix, Σt.
Following Primiceri (2005), the time varying covariance matrix in Eq. (3.1) can be
factorized as:
Σt =
(
L′tD
−1
t Lt
)−1
, (3.2)
where Lt is a lower triangular matrix with ones along the main diagonal and time
varying contemporaneous interactions among the endogenous variables in the lower
portion of the matrix, and Dt is a diagonal matrix of error variances. For instance, for
n = 3:
Lt =
 1 0 0a21,t 1 0
a31,t a32,t 1
 , Dt =
 e
h1,t 0 0
0 eh2,t 0
0 0 eh3,t
 .
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For estimation purposes, the measurement equation can be written in the form of a
seemingly unrelated regression (SUR) model:
yt = Xtβt + ut, (3.3)
where Xt = In⊗
[
1 y′t−1 . . . y
′
t−p
]
and βt = vec
([
bt B1,t . . . Bp,t
]′)
.15 The
state space representation is then completed by specifying the various laws of motion
for the time varying states. To this end, let ht =
[
h1,t . . . hn,t
]′
denote the n × 1
vector of log-volatilities at date t, and at denote the m × 1 vector of time varying
contemporaneous interaction terms collected row wise from Lt, where m = n (n− 1) /2.
For instance, if n = 4, then at = [a21, a31, a32, a41,t, a42,t, a43]
′ . The laws of motion for
the time varying states at dates t = 2, . . . , T are then given by:
βt = βt−1 + νt, νt ∼ N (0,Ωβ) , (3.4)
at = at−1 + ψt, ψt ∼ N (0,Ωa) , (3.5)
h•,t = h•,t−1 + ηt, ηt ∼ N (0,Ωh) , (3.6)
where Ωβ = diag
(
ω2β1, . . . , ω
2
βk
)
, Ωa = diag (ω2a1, . . . , ω2am) and Ωh = diag (ω2h1, . . . , ω2hn),
in which all elements on the diagonal are assumed to follow independent inverse-gamma
distributions. Finally, the states are initialized as β1 ∼ N (β0,Vβ) , a1 ∼ N (a0,Va)
and h1 ∼ N (h0,Vh) where β0, a0, h0, Vβ,Va and Vh are all assumed to be known.
Estimation details are deferred to Appendix 3.7.2.
In order to distinguish between the importance of allowing for time variation in both
the coefficients and the volatility of exogenous shocks we estimate three alternative
models. They are:
1. A constant VAR (CVAR);
2. A VAR with time varying coefficients and constant covariance matrix (TVP-
VAR); and
3. A VAR with constant coefficients and time varying covariance matrix (CVAR-
SV).
All of the above models are nested in Eq. (3.1) and can be estimated using the frame-
work described in Appendix 3.7.2. To be clear, the TVP-VAR is a nested version of the
TVP-VAR-SV model with the only difference being that the covariance-variance matrix
15Note that ⊗ denotes the Kronecker Product and vec (·) is a vectorization operation that takes the
intercept and the VAR coefficients and stacks them into a k × 1 vector equation by equation where
k = n (n+ 1).
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is constant i.e. (Σ = Σ1 = · · · = ΣT ). In this case we follow standard conventions and
set Σ ∼ IW (νΣ,SΣ). Next, the CVAR is a nested version of the TVP-VAR with the
only difference being that the parameters are not time varying i.e. β = β1 = · · · = βT .
In this case we set β ∼ N (β¯0, V¯β). Finally, the CVAR-SV model is a nested version
of the TVP-VAR-SV model with the only difference being that the parameters are not
time varying. In this case we set the same prior for β as in the case of the CVAR and
the same prior for Σt as in the TVP-VAR-SV model.
To determine the optimal lag length we first lag length, we first estimated a CVAR
model along with the data described in Section 3.3.1. The result from the Bayesian
information criterion (BIC) is that p = 2 is optimal. To facilitate a direct comparison
of the models forecast performance we consequently estimate all other models using a
lag length of two quarters. This specification also allows for direct comparison with
studies by Barnett et al. (2014), Chiu et al. (2017) and D’Agostino et al. (2013) on the
Euro Area and US economies, which also use a lag length of two quarters in specifying
their autoregressive models.
3.2.2 Regime Switching Models
Following Barnett et al. (2014), we examine the possibility of discrete shifts in the
macroeconomic time series by employing a regime switching VAR of the following form:
yt = cSt +
p∑
j=1
Aj,Styt−j + t, t ∼ N (0,ΩSt) (3.7)
where yt is a n × 1 vector of variables of interest, cSt , Aj,St and ΩStare regime de-
pendent intercepts, autoregressive coefficients and variance-covariance matrices respec-
tively. Following Chib (1998) the break dates are modeled via the latent variables St
for the VAR coefficients and Ht for the error covariance matrix. In other words, the
specification allows for M structural breaks at unspecified dates. For estimation pur-
poses Eq. (3.7) can be written in the form of a seemingly unrelated regression (SUR)
model:
yt = XtβSt + t, (3.8)
where Xt = IN ⊗ (1,y′t−1, . . . ,y′t−p) and βSt = vec([cSt , A1,St , . . . , Ap,St ]′). In the es-
timation we impose a standard Normal-Wishart prior - i.e. βSt ∼ N (β0,Vβ) and
ΩSt ∼ IW (τ,Σ), where IW (τ,Σ) is the inverse-Wishart distribution with degree of
freedom parameter τ ≥ p and positive definite scale matrix Σ.
In the most general form, the state variables are assumed to evolve independently
with their transitions governed by first-order Markov chains with M + 1 regimes, re-
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stricted transition probabilities pij = p (St = j|St−1 = i) and qij = p (Ht = j|Ht−1 = i).
The transition probability matrices are defined as:
pij, qij

> 0 if i = j,
> 0 if j = i+ 1,
= 1 if i = j = M,
= 0 otherwise.
(3.9)
For instance if M = 3 then the transition matrices are defined as:
P˜ =
 p11 0 01− p11 p22 0
0 1− p22 1
 ,
Q˜ =
 q11 0 01− q11 q22 0
0 1− q22 1
 .
Combined together Eq. (3.8) and Eq. (3.9) define a Regime-switching VAR (RS-
VAR) with non-recurrent states where transitions are allowed in a sequential manner.
This means that to move from regime 1 to regime 3, the process must pass through
regime 2. As noted by Barnett et al. (2014), this structure is not necessarily more
restrictive than a standard Markov switching model, but implies that instead of being
linked back to past states, any new regimes are given a new label. The advantage of
this formulation is that the regimes are identified by assumption and no label switching
problem exists when implementing the Gibbs sampler. It also offers a computational ad-
vantage relative to regime switching VARs with unrestricted transition probabilities by
removing the need for regime normalization which can be computationally challenging
as the number of regimes becomes larger.
To distinguish between breaks in mean and variance we estimate two versions of the
proposed model:
1. The joint switching model as set out above which allows for independent breaks
in the VAR coefficients and error covariance matrix (JSRS-VAR); and
2. An independent switching model in which the breaks in VAR coefficients and the
covariance matrix are restricted to occur jointly (ISRS-VAR).
Set in this manner, specification 2 is able to gauge the forecast performance of allowing
for different timing in variance and coefficient breaks. In each case we allow for up to
three breaks or four regimes. For notation purposes a model with 2 regimes is denoted
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RS(q) − V AR where q = 2, 3, 4. The optimal numbers of regimes for each model at
each date in the sample are chosen by maximizing the marginal likelihood via the Chib
(1995) method. A detailed description of the calculation of the marginal likelihood
for change point models can be found in Bauwens and Rombouts (2012). Estimation
details are deferred to Appendix 3.7.3.
3.2.3 Rolling-window Models
The final model is the rolling-window VAR:
yt = b +
p∑
i=1
Biyt−i + ut, ut ∼ N (0,Σ) , (3.10)
where yt is an n × 1 vector of variables of interest, b is an n × 1 intercept vector, Bi,
i = 1, . . . , p, are n×n matrices of VAR coefficients and Σ is an n×n covariance matrix.
Clearly the specification in Eq. (3.10) is much simpler than those in Eq. (3.7) and Eq.
(3.1). Consequently, any finding that this model forecasts relatively well as compared
to the more sophisticated alternatives has significant practical importance.
The priors and estimation details for this model are almost identical to the constant
VAR model nested in Eq. (3.1). The only difference is that the model parameters are
estimated using a 10-year rolling window as compared to the full sample. To ensure
comparability with the earlier specified autoregressive models, in the estimation process
we use a lag length of two.
3.2.4 Stochastic Volatility under Student’s-t Distributed Errors
In this section we show how to model stochastic volatility with Student’s-t distributed
errors for the basic VAR model. From a methodological perspective, the Student’s-t
distribution is a robustification of a Gaussian distribution which places more weight on
tail events. In fact, it is easy to show that Student’s-t distribution is a simple mixture
of a Gaussian and inverse-gamma distribution of the form:16
ut|λi,t ∼ N (0,Dt) , (3.11)
λi,t|ν ∼ IG(νi
2
,
νi
2
), (3.12)
where the diagonal matrix Dt = diag
(
λ1,te
h1,t , . . . , λn,te
hn,t
)
is complementary with the
specification in Equation (3.2) and νi denotes the degrees of freedom parameter from
16For a textbook treatment, see Koop et al. (2007, p.256).
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the Student’s-t distribution which follows a uniform distribution:
νi ∼ U(0, ν¯). (3.13)
In theory, the upper bound of the support for the degree of freedom parameter; ν¯, can
be set to any positive real number. In our empirical analysis we set ν¯ = 50. This seems
reasonable given the plots in Section 3.3.2. We highlight the non-informative nature
of the uniform prior on the degrees of freedom parameter. Also note that modeling
time varying Student’s-t distributed errors for associated AR models is equivalent to
modeling a single λi. Estimation details are deferred to Appendix 3.7.4.
3.3 Data and Forecast Metrics
3.3.1 Data
The full sample consists of quarterly data from 1969Q4 to 2014Q3. The variables of
interest are real GDP growth, inflation and a short-term interest rate – hereinafter
referred to as the interest rate. In line with the RBA’s inflation-targeting objective,
the inflation rate is taken to be the consumer price index (CPI) for all commodity
groups. Real GDP is taken to be the (seasonally adjusted) chain volume measure
of real gross domestic income and the interest rate is taken to be the 90 day Bank
Accepted Bills/Negotiable Certificates of Deposit. Both CPI and real GDP data were
sourced from the Australian Bureau of Statistics website, while the interest rate data
was sourced from the Reserve Bank of Australia website. To allow for replicability of
the results in this paper, details of each series are provided in Table 3.1.
Table 3.1: Data sources
Series Name Source Series ID
Consumer Price Index ABS, 6401.0 - Consumer Price Index, All groups CPI; Australia,
original
A2325846C
Real GDP growth ABS, 5206.0 - Australian National Accounts, Real gross domestic
income: Chain volume measures
A2304378K
Interest Rate RBA, F1.1, Interest rates and yields – money market, 3-month
BABs/NCDs
FIRMMBAB90
Before estimating the model, the following data transformations were made. First,
the cash rate series was transformed from a monthly to quarterly frequency by taking
the usual quarterly averages – i.e., January to March, April to June, etc. Next, the
CPI series was converted from levels to an annualized growth rate by taking the quarter
on quarter percentage change – i.e., for a given level Xt, the annualized growth rate is
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taken to be gt = 400× ln
(
Xt
Xt−1
)
. Finally, to get an annualized growth rate, the quarter
on quarter real GDP growth series was multiplied by four.
3.3.2 Degrees of Freedom
It is well known that the probability density function (pdf) of the Student’s-t distribu-
tion converges to the pdf of a Gaussian distribution with zero mean and unit variance
as the degree of freedom parameter goes to infinity (Kroese et al., 2014, p. 50). It is
therefore useful to plot the degree of freedom parameter for each model prior to fore-
casting. Both the univariate and multivariate inflation results are in Figure 3.1, while
the output and interest rate results are in Figures 3.2 and 3.3 respectively.
Figure 3.1: Posterior mean of the degree of freedom parameter estimation for univariate
and multivariate models for CPI Inflation
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Figure 3.2: Posterior mean of the degree of freedom parameter estimation for univariate
and multivariate models for real GDP growth
Figure 3.3: Posterior mean of the degree of freedom parameter estimation for univariate
and multivariate models for the interest rate
It is immediately clear that there exists a substantial degree of time variation in the
degrees of freedom parameter across all variables. Figure 3.1 shows that models with
both stochastic volatility and Student t errors are able to capture the structural break
in inflation following the introduction of the goods and services tax (GST) in the year
2000. Figure 3.3 shows that a similar case exists for the interest rate. In that case,
models with both stochastic volatility and Student’s-t errors are able to capture the
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2007/08 GFC. Finally, whilst Figure 3.2 shows that the degree of freedom parameters
for GDP are declining over time, the models with both stochastic volatility and Student
t errors show little evidence of time-variation in the degree of freedom parameter. This
suggests that the decline in the degree of freedom parameter for non-stochastic volatility
models is noise entering the system due to changes in volatility of the error term.
Before proceeding to the full sample results, an aggregate measure of the degrees
of freedom across all eight models with a Student’s-t distribution is provided in Figure
3.4. The mode of the degrees of freedom parameter for inflation, GDP and interest rate
models is three, twenty-nine and three respectively. Since these parameter values are
quite small, we have a prior belief that models with Student-t errors will provide more
accurate forecasts as compared to their Gaussian counterparts.
Figure 3.4: Aggregate posterior mean of the degree of freedom parameter for the interest
rate, real GDP growth and the inflation rate.
3.3.3 Forecast Metrics
In this section we present the forecast metrics along with a brief discussion of how to im-
plement the recursive out-of-sample forecasting methodology used in this paper. To this
end, let y1:t denote the data from the initial time period up until time t and yˆt+h repre-
sent the vector of h-steps-ahead forecasts of yt with h = 1, 4, 8 and 12. Density forecasts
are obtained by the predictive density: f (yˆt+h|y1:t), and point forecasts are taken to
be the mean of the predictive density: E [yt+h|y1:t], where y1:t =
[
y1 . . . yt
]′
.
To conduct the forecasting exercise we utilize predictive simulation. This begins
by estimating the model parameters using data between 1978:Q1 and 1992:Q1. We
then forecast observations between 1992:Q1 to 2011:Q3. The reason for choosing this
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period is that it replicates the central banks forecasting responsibilities since formally
adopting inflation targeting. To produce a h-step ahead forecast let t0 denote 1992:Q1.
Next, conditioning upon the model parameters up to time t0, use the MCMC draws
along with the relevant transition equations to simulate the future states up to time
t0 + h − 1. For instance, in simulating the log-volatility: hs, we use the relative state
equation and draw ηs ∼ N (0,Ωh) conditional upon hs−1 for s = t0 + 1, . . . , t0 + h− 1.
These forecasts are then averaged over all the posterior draws to produce estimates for
E [yt+h|y1:t] and f (yt+h|y1:t). The exercise is then repeated using data up to time t0 +1
and so on.
We now discuss the forecast metrics for both point and density forecasts. To this
end, let yot+h denote the observed value of the data at time t + h. The metric used to
evaluate the accuracy of the point forecasts is the mean squared forecast error (MSFE)
which is defined by:
MSFE =
1
T − h− t0 + 1
T−h∑
t=t0
(
yot+h − yt+h|t
)2
. (3.14)
In order to facilitate an easier comparison we then compute the relative mean squared
forecast errors (RMSFE) subject to a CVAR benchmark. The RMSFE is defined as
the ratio between the MSFE of a specific model and the MSFE of the CVAR. Mathe-
matically the RMSFE is defined by:
RMSFEi =
MSFEi
MSFECV AR
, (3.15)
where i denotes the model of interest. A RMSFE of less than one indicates that the
specific model outperforms the CVAR whilst a relative MSFE of greater than one
indicates inferior forecast performance.
The metric used to evaluate the density forecasts is the the predictive likelihood :
f
(
yt+h = y
o
t+h|y1:t
)
, which is the predictive density of yt+h evaluated at the observed
value yot+h. We evaluate the density forecasts using the mean score of the log of the
predictive likelihoods:
LS =
1
T − h− t0 + 1
T−h∑
t=t0
log f
(
yt+h = y
o
t+h|yo1:t
)
. (3.16)
If the actual outcome yot+h is unlikely under the density forecast then the value of the
predictive likelihood will be small, and vice-versa. When interpreting this metric a
larger value indicates better forecast performance (for a more detailed discussion of the
predictive likelihood see Geweke and Amisano (2010)). Forecast comparison is then
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completed using relative sum of the log of the predictive likelihoods (RLPL) subject to
a CVAR benchmark. The RLPL is defined as the difference between the log score of
the i-th model and the CVAR. Mathematically the RLPL for model i is defined by:
RLPLi = LSi − LSCV AR. (3.17)
Set in this manner, a model with a positive RLPL outperforms the CVAR benchmark
whereas a model with a negative RLPL fails to outperform the CVAR benchmark.
3.4 Full Sample Results
In this section we present the point and density forecast results over the entire sample.
Univariate and multivariate point forecast results are presented in Tables 3.2 and 3.3
respectively whilst Table 3.4 compares the best univariate and multivariate point fore-
casting models. Similarly, the univariate and multivariate density forecast results are
presented in Tables 3.5 and 3.6 respectively whilst a comparison of the best univariate
and multivariate density forecasting models is in Table 3.7. For presentation purposes,
all tables are deferred to Appendix 3.7.1.
3.4.1 Point Forecast Results
The results in Table 3.2 suggest that the TVP-AR-SV model improves upon the average
forecast performance of the standard AR model across all three variables. Adding
stochastic volatility is particularly useful for forecasting both interest and inflation rates,
however GDP is relatively harder to forecast. This is seen by the similar average forecast
performance of the AR and AR-SV models. Interestingly, accounting for instability in
the AR coefficients of the GDP equation is more promising. By comparing the average
forecast performance of the TVP-AR and AR models it is clear that the TVP-AR model
is preferred. The results also show that fat-tails enhances forecast performance across all
variables. This is seen by the fact that the TVP-AR-SVt model is the best forecasting
model inflation whilst the TVP-AR-t and AR-SVt models respectively provide the most
accurate GDP and interest rate forecasts. It’s also worth noting the poor performance
of regime switching models as compared to models with stochastic volatility.
The results in Table 3.3 point to similar findings for multivariate point forecasts.
In line with the univariate forecast results, when comparing the VAR and CVAR-SV
results, adding stochastic volatility is shown to enhance forecast accuracy across all
three variables. Similar to the univariate case, accounting for instability in the VAR
coefficients enhances both inflation and output forecasts whilst accounting for instability
in the shocks improves interest rate forecasts. Also in line with the univariate results,
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fat-tails are shown to enhance the forecast performance of all variables. This is seen
by the fact that models that allow for fat-tailed error distributions provide the best
forecasts across all variables. We note that the case for inflation is less clear with
the TVP-VAR-SV and TVP-VAR-SVt models producing similar forecast results. This
being said, when considering inflation results the CVAR-SVt model clearly outperforms
the CVAR-SV model. Also consistent with the univariate case, we note that relatively
poor performance of regime switching models as compared to models with stochastic
volatility.
Finally, Table 3.4 presents the results for the best point forecasting model for each
variable. These models represent our preferred models if we were to produce a best
guess of a future interest, GDP or inflation rate. Interestingly, we find that the univari-
ate AR-SVt and TVP-AR-t models produce the best interest rate and GDP forecasts
respectively. Conversely, the multivariate TVP-VAR-t model provides the most accu-
rate inflation forecasts. In summary the point forecast results suggest that modeling
of both time variation and fat-tails using both univariate and multivariate models is
important in the modeling of Australian CPI, GDP and interest rates.
3.4.2 Density Forecast Results
Unlike point forecasts which produce a single best guess estimate of the future, density
forecasts are able to account for uncertainty by providing a range for possible future
values of of GDP, inflation and interest rates. The results in Tables 3.5 and 3.6 indicate
that accounting for time variation in the model parameters and stochastic volatility
along with fat-tails enhances the forecast accuracy of all variables relative to a con-
stant, Gaussian benchmark specification. In each case the unanimity of model selection
is quite remarkable. For instance, when viewing the multivariate modeling results the
TVP-VAR-SVt produces the best interest and inflation forecasts at all forecast hori-
zons, whilst the CVAR-SV model dominates the GDP forecasts. Interestingly, when
viewing the univariate results, whilst the TVP-AR-SVt model provides the best inter-
est rate forecasts, the simple rolling window AR-t model is shown to produce the most
accurate GDP and inflation forecasts. Finally, in contrast to Sims and Zha (2006) who
find that regime switching models have good forecasting properties when considering
US macroeconomic variables, we find that when considering Australian variables such
models fail to outperform those with fat-tails and stochastic volatility.
In similar fashion with the point forecast results Table 3.7 presents a comparison of
the best density forecasting model for each variable. Since density forecasts encompass
a wider range of possible outcomes as compared to point estimates, the best density
forecasting model represents our preferred modeling choice if we were to produce a
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probabilistic based best guess of future interest, GDP growth or inflation rates. The
results show that the TVP-VAR-SVt model provides the best interest and inflation
forecasts, whilst the simple rolling window AR-t model provides the most accurate
GDP forecasts. This suggests that whilst time variation and information from other
macroeconomic variables play a key role in interest rate and inflation decisions, these
features play less of a role in accurately predicting in real GDP growth. Nonetheless, if
we had to choose a “best” model to forecast Australian macroeconomic variables, then
the results suggest that the TVP-VAR-SVt would be the correct choice.
3.5 Intertemporal Forecast Results of Autoregressive Models
As mentioned earlier, a growing body of literature has revealed that forecast perfor-
mance is often not stable over time (see, e.g. Stock and Watson (2007, 2010); Chan
et al. (2012); Chan (2013); D’Agostino et al. (2013); Barnett et al. (2014); Clark and
Ravazzolo (2015); Chan (2015b)). With this literature in mind, we investigate the
intertemporal forecast performance of time varying AR and VAR models under both
Gaussian and Student’s-t distributions over time by plotting the cumulative sums of
log predictive likelihoods. Since they do not provide the best forecasts of any variables
over any time horizons we exclude the Markov switching models from this intertemporal
analysis. The univariate and multivariate inflation results are in Figures 3.5 and 3.6,
the output results are in Figures 3.7 and 3.8 and the interest rate results are in Figures
3.9 and 3.10. For presentation purposes, all tables are deferred to Appendix 3.7.1.
Overall, from a holistic macroeconomic modeling perspective, it can be seen that
the TVP-VAR-SVt and the simple rolling window AR-t models respectively provide
the most accurate multivariate and univariate forecasts. More generally, a few patterns
in the forecast performance of all series are worth discussing. First, when comparing
Gaussian and fat-tail models, with but one exception in the interest rate forecasts, the
fat-tail models produce superior forecasts across all variables. This shows that mod-
els with fat-tails produce better forecasts as compared to their Gaussian counterparts.
Next, when comparing models with and without stochastic volatility, the models with
stochastic volatility produce superior forecasts across all variables. This shows that
models with stochastic volatility produce better forecasts as compared to their fixed
counterparts. Finally, when comparing models with and without time varying parame-
ters, the TVP-AR and TVP-VAR models consistently produce superior forecasts across
all variables.
It is also worth discussing some interesting features of the forecast performance of
individual variables. First, when looking at the inflation results, it’s noticeable that
before the year 2000 the Gaussian and fat-tail models produce similar forecasts. After
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2000 there is a divergence with fat-tail models clearly outperforming the Gaussian
counterparts. This break is likely due to the introduction of the goods and services tax
(GST). A different pattern emerges in the real GDP forecasts. Specifically, rather than
a divergence in forecast performance following 2000 there is almost no evidence of a
break with difference between the fat-tailed model and the Gaussian model remaining
relatively consistent over the majority of the sample period. A noticeable break does
occur in 2006 however, when comparing the multivariate TVP-VAR-SVt and TVP-
VAR-SV models. A similar result is found in the multivariate interest rate forecast
results in which accounting for fat-tails improves the forecast accuracy of interest rates
after the 2007/08 GFC period.
3.6 Conclusion
Our objective in this paper was to investigate whether the incorporation of time varia-
tion and Student’s-t distributed errors can improve the forecast accuracy of traditionally
Gaussian, fixed coefficients, multivariate and univariate autoregressive models, when
predicting key Australian macroeconomic variables: real GDP growth, CPI inflation
and a short-term interest rate. The class of univariate autoregressive (AR) and multi-
variate vector autoregressive (VAR) models allowed for two sources of time-variation:
(1) in the models coefficients, (2) in the variance of the shocks. For the multivariate
models, we also considered a third source of time variation through the covariance terms.
In addition to accounting for time variation within the coefficients and volatilities, all
models are estimated under both Gaussian and Student-t error distributions. From a
statistical point of view, the Student’s-t distribution can be viewed as a robustification
of the Gaussian distribution that places more weight on tail events. This is important
economically, as such models are better suited in times of macroeconomic uncertainty
(e.g. the 2007/08 financial crisis). For completeness, we also considered the forecast
performance of two alternative models: regime switching and rolling-window ARs and
VARs.
The results yield four important findings. First, fat-tailed models consistently out-
perform their Gaussian counterparts. Second, adding time varying parameters and
stochastic volatility improves forecast performance across all variables given a constant
benchmark - an AR model in the univariate case and a VAR in the multivariate case.
Third, Student’s-t distributed stochastic volatility models are found to generate more
accurate density forecasts as compared to all Gaussian counterparts. Taken together
these results suggest that both structural instabilities and fat-tail events are important
features when modeling Australian macroeconomic variables. Finally, when comparing
the forecast accuracy of univariate and multivariate models we find that the time varying
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vector autoregression with stochastic volatility and fat-tails produces the best interest
and inflation forecasts. We also obtain the striking result that a simple rolling window
autoregression with fat-tails produces the most accurate real GDP growth forecasts,
however the time varying vector autoregression with stochastic volatility and fat-tails
produces the best interest and inflation forecasts. In relation to the Reserve Bank of
Australia’s inflation-targeting and macroeconomic stability objectives, this means that
the use of a range of models is preferable to relying on one particular model.
We note that we have only provided an out of sample study of the proposed mod-
eling features. For future research it would be useful analyze the in-sample fit of these
features. This could be achieved by extending the dynamic stochastic general equilib-
rium (DSGE) model developed by Jääskelä and Nimark (2011), to allow for Student’s-t
distributed errors and stochastic volatility.
3.7 Appendices
3.7.1 Forecast Results
Figure 3.5: Cumulative sums of log predictive likelihoods for one-quarter-ahead infla-
tion forecasts relative to the autoregressive (AR) model: CPI .
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Figure 3.6: Cumulative sums of log predictive likelihoods for one-quarter-ahead infla-
tion forecasts relative to the vector autoregressive (VAR) model
Figure 3.7: Cumulative sums of log predictive likelihoods for one-quarter-ahead real
GDP growth forecasts relative to the autoregressive (AR) model
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Figure 3.8: Cumulative sums of log predictive likelihoods for one-quarter-ahead real
GDP growth forecasts relative to the vector autoregressive (VAR) model
Figure 3.9: Cumulative sums of log predictive likelihoods for one-quarter-ahead interest
rate forecasts relative to the autoregressive (AR) model
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Figure 3.10: Cumulative sums of log predictive likelihoods for one-quarter-ahead in-
terest rate forecasts relative to the vector autoregressive (VAR) model
3.7.2 Time Varying VAR with Stochastic Volatility
The choice of priors and initial conditions follows the recent study of Chan and Eisenstat
(2015) which employ Bayesian estimation of TVP-VAR-SV models using Australian
data. To this end, we let the initial conditions of the state equations take the following
forms: β1 ∼ N (0, 10 · Ik) , a1 ∼ N (0, 10 · Im) ,h1 ∼ N (0, 10 · In) . Next, the priors for
the i−th diagonals of the error covariance for the state equations are taken to be:
ωβi ∼ IG (νβi , Sβi) , i = 1, . . . , k,
ωaj ∼ IG
(
νaj ,Saj
)
, j = 1, . . . ,m, (3.18)
ωhl ∼ IG (νhi ,Shi) , l = 1, . . . , n,
where IG (ν, S) denotes the inverse-gamma distribution with degree of freedom pa-
rameter ν > 0 and scale parameter S. Specifically, we set νβ = νaj = νhi = 5. Next,
the scale parameter is set so that the prior means are 0.12, however we distinguish be-
tween VAR coefficients and intercepts by setting the prior mean to 0.012 for the former.
Finally, when considering the constant variance-covariance matrix we set νΣ = 5 and
set the scale parameter SΣ = In. Similarly, for the constant parameters we set β¯0 = 0
andV¯β = 10 · Ik.
Using these priors, posterior draws for the TVP-VAR-SV model are obtained through
a six block Gibbs sampler that cycles though:
1. p (β|y,h, a,Ωβ,Ωh,Ωa) ,
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2. p (h|y, β, a,Ωβ,Ωh,Ωa) ,
3. p (a|y, β,h,Ωβ,Ωh,Ωa) ,
4. p (Ωβ|y, β,h, a,Ωh,Ωa) ,
5. p (Ωh|y, β,h, a,Ωβ,Ωa) ,
6. p (Ωa|y, β,h, a,Ωβ,Ωh) .
All other models are nested versions and can easily be formulated by setting the variance
of a given block equal to zero. Following Primiceri (2005), sampling can be conducted
using Kalman Filter based algorithms as in Carter and Kohn (1994) and Frühwirth-
Schnatter (1994). Here we make use of an efficient estimation algorithms which exploit
the fact that the precision matrices (the inverse of the variance matrices) are sparse
(that is, they have few non-zero elements). Specifically, sampling from blocks 1,3,4,5
and 6 is completed via precision sampler techniques developed by Chan and Jeliazkov
(2009), whilst block 2 makes use of the auxiliary mixture sampler created by Kim et al.
(1998)along with a sparse algorithm put forth by Chan and Hsiao (2014).
We obtain 25,000 posterior draws, discarding the first 5000 draws to allow for conver-
gence of the Markov chain.
The full conditional distributions for each block of the Gibbs sampler are as follows:
1. Draw from (β|y,h, a,Ωβ,Ωh,Ωa) ∼ N
(
βˆ,Dβ
)
, using the precision sampler in
Chan and Jeliazkov (2009), where:
βˆ = Dβ
(
X′Σ−1y
)
, (3.19)
D−1β = H
′
βS
−1
β Hβ + X
′Σ−1X, (3.20)
where y =
[
y1 . . . yT
]′
, X = diag
[
X1 X2 . . . XT
]
, Σ = diag
[
Σ1 Σ2 . . . ΣT
]
and Hβ is a Tk × Tk first difference matrix.
2. Draw from (hi|y, β, a,Ωβ,Ωh,Ωa) ∼ N
(
hˆi, Dhi
)
, using the sampling techniques
in Chan and Hsiao (2014) , where i = 1, . . . , n and:
hˆi = DhiΣ
−1
y∗ (y
∗
i − di) , (3.21)
D−1hi = H
′
hi
S−1hi Hhi + Σ
−1
y∗ , (3.22)
wherey∗i , di and Σy∗ are defined as in Chan and Hsiao (2014) and Hhi is a T ×T
first difference matrix.
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3. Draw from (a|y, β,h,Ωβ,Ωh,Ωa) ∼ N (aˆ,D−1a ), where:
aˆ = DaE
′D−1, (3.23)
D−1a = H
′
aS
−1
a Ha + E
′D−1E, (3.24)
in which  = [1, . . . , T ]
′, E = diag [E1, . . . ,ET ], D = diag [D1, . . . ,DT ] and Ha
is a Tn× Tn first difference matrix. In case that n = 3, Et is defined as:
Et =

0 0 0 0 0 0
−1,t 0 0 0 0 0
0 −1,t −2,t 0 0 0
0 0 0 −1,t −2,t −2,t
 . (3.25)
4. Draw from (ωβi |y, β,h, a,Ωh,Ωa) ∼ IG
(
νβ +
T−1
2
, Sβi +
1
2
∑T
t=1 (βi,t − βi,t−1)2
)
,
where i = 1, . . . , Tk.
5. Draw from (ωhl |y, β,h, a,Ωβ,Ωa) ∼ IG
(
νh +
T−1
2
, Shl +
1
2
∑T
t=2 (hl,t − hl,t−1)2
)
,
where l = 1, . . . , n.
6. Draw from
(
ωajt|y, β,h, a,Ωβ,Ωh
)
p ∼ IG
(
νa +
T−1
2
, Saj +
1
2
∑T
t=2 (aj,t − aj,t−1)2
)
,
where j = 1, . . . , n (n− 1).
3.7.3 Regime Switching VAR
Posterior draws for the most complicated Markov switching VAR which allows for
independent breaks in the VAR coefficients and error covariance matrix model are
obtained through a four block Gibbs sampler that cycles though:
1. p (St|y, βSt ,ΩSt ,p) ,
2. p (βSt |y, St,ΩSt ,p) ,
3. p (ΩSt |y, St, βSt ,p) ,
4. p (p|y, St, βSt ,ΩSt) ,
where p is a vector of transition probabilities. Consistent with Barnett et al. (2014), we
set βSt ∼ N (0, 4In)), and ΩSt ∼ IW (n+ 3, In). While sampling from block 1 requires
the use of the standard two-pass procedure outlined in Kim et al. (1999, Ch. 9),
sampling blocks 2 and 3 can be efficiently completed via precision sampler techniques
developed by Chan and Jeliazkov (2009). We now describe how to sample each state
in turn:
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1. To draw from p (St|y, βSt ,ΩSt ,p) we follow the two pass procedure set in Kim
et al. (1999, Ch. 9). Specifically, the Markov property of the state variable
implies that:
f (s|y˜T , θ) = f (ST |y˜T )
T−1∏
t=1
f (St|St+1, y˜t) , (3.26)
where y˜t =
(
yt, . . . ,y−(k−1)
)
denote the series of observations available up to time t
and θ = (βSt=1, . . . , βSt=M ,ΩSt=1, . . . ,ΩSt=M) denote the collection of parameters
in each state with s = (S1, . . . , ST ). Sampling from (19) can be done in two steps:
(a) Calculate f (ST |y˜T ): Following Hamilton (1989), we perform a forward filter
for f (St|y˜t) where t = 1, . . . , T . Initialization is done by setting P (S0 = i|y˜0, θ)
equal to the unconditional probability P (S0 = i).
(b) Calculate f (St|St+1, y˜t): Following Kim et al. (1999) simulate f (St|St+1, y˜t)
backward from t = T − 1, T − 2, . . . , 2, 1 using the relationship:
f (St|St+1, y˜t) ∝ f (St+1|St) f (St|y˜t) , (3.27)
where f (St+1|St) is the transition probability and f (St|y˜t) can be derived
through the Hamilton filter. Kim et al. (1999, p. 214) show how to sample
St.
2. To draw p (βSt |y, St,ΩSt ,p) note that the likelihood function is given by:
(y˜t|βSt ,ΩSt , s) = (2pi)−
T
2
T∏
t=1
|ΩSt |−
1
2 exp
{
−1
2
(Yt −XtβSt)′Ω
−1
St (Yt −XtβSt)
}
.
(3.28)
Combining the likelihood with the prior distribution in (3) gives the conditional
posterior for βSt :
(βSt |y˜t,ΩSt , s) ∝ exp
{
−1
2
(Yt −XtβSt)′Ω
−1
St (Yt −XtβSt)
}
exp
{
−1
2
(βSt − β0)′V−1β (βSt − β0)
}
.
(3.29)
If we assume St = i, then (22) can be simplified to give the conditional posterior
for βSt=i:
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(βSt=i|y˜t,ΩSt , s) ∝ exp
{
−1
2
[
β
′
St=i
(
V−1β +
T∑
t=1
1 (St = i) X
′
tΩ
−1
St=iXt
)
βSt=i
+β
′
St=i
(
V−1β β0 +
T∑
t=1
1 (St = i) X
′
tΩ
−1
St=iYt
)]}
, (3.30)
where 1 (·) denotes the indicator function. Thus p (βSt |y, St,ΩSt ,p) ∼ N
(
βˆSt=i,DβSt=i
)
and we can use the precision sampler in Chan and Jeliazkov (2009) where:
βˆSt=i = DβSt=i
(
V−1β β0 +
T∑
t=1
1 (St = i) X
′
tΩ
−1
St=iYt
)
, (3.31)
DβSt=i =
(
V−1β +
T∑
t=1
1 (St = i) X
′
tΩ
−1
St=iXt
)−1
, (3.32)
where y =
[
y1 . . . yT
]′
, X = diag
[
X1 X2 . . . XT
]
, Σ = diag
[
Σ1 Σ2 . . . ΣT
]
and Hβ is a Tk × Tk first difference matrix.
3. Following the same steps as above it is easy to show that p (ΩSt=i|y, St, βSt ,p) ∼
IW
(
τΩSt=i ,ΣΩSt=i
)
where:
τΩSt=i = τ +
T∑
t=1
1 (St = i) , (3.33)
ΣΩSt=i = Σ +
T∑
t=1
1 (St = i) (Yt −XtβSt=i) (Yt −XtβSt=i)′ . (3.34)
4. Following Barnett et al. (2014), we set a Dirichlet distributed prior for the tran-
sition matrix:
p0ij = D (uij) , (3.35)
where D (·) is a Dirichlet distribution and uij = 15 and uij = 1 if i 6= j. This
choice of uij implies that the regimes are fairly persistent. It is then straight
forward to show that:
pij = D (uij + ηij) , (3.36)
where ηij denotes the number times regime i is followed by regime j.
Before proceeding, it is worth clarifying that the Gibbs Sampler for the independent
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switching case in which βStand ΩHtfollow distinct Markov processes is essentially the
same as the joint switching case. The major distinction is that the conditional density
f (Yt|St, y˜t−1, θ,Ht) will be different. Specifically, for generic Ht, if St = i then the
conditional density is:
f (Yt|St = i, y˜t−1, θ,Ht) = (2pi) −N2 |ΩHt |−
1
2 exp
{
−1
2
(Yt −XtβSt=i)′Ω
−1
Ht=j (Yt −XtβSt=i)
}
.
(3.37)
Similarly, for generic St, if Ht = j then the conditional density is:
f (Yt|St, y˜t−1, θ,Ht = j) = (2pi) −N2 |ΩHt=j|−
1
2 exp
{
−1
2
(Yt −XtβSt)′Ω
−1
Ht=j (Yt −XtβSt)
}
.
(3.38)
Once the conditional density f(Yt|St, y˜t−1, θ,Ht) for both St and Ht are determined,
we follow the same steps as the joint switching case. Specifically if we assume St = i
and Ht = j then one can draw from p (βSt |y, St,ΩHt ,p) ∼ N
(
βˆSt=i,DβSt=i
)
and
p (ΩHt=j|y, St, βSt ,p) ∼ IW
(
τΩHt=j ,ΣΩHt=j
)
using the precision sampler where:
DβSt=i =
(
V−1β +
T∑
t=1
1 (St = i) X
′
tΩ
−1
HtXt
)−1
, (3.39)
βˆSt=i = DβSt=i
(
V−1β β0 +
T∑
t=1
1 (St = i) X
′
tΩ
−1
HtYt
)
, (3.40)
τΩSt=i = τ +
T∑
t=1
1 (St = i) , (3.41)
ΣΩHt=j = Σ +
T∑
t=1
1 (Ht = j) (Yt −XtβSt)(Yt −XtβSt)′. (3.42)
Note that we also consider a regime switching model in which switching only occurs
in the parameters. In this case, the same simulation methods as in the joint switching
case apply to parameters, however for the variance, the steps are simplified with the
conditional posterior of Ω being standard inverse-Wishart distribution as in the time
invariant VAR.
3.7.4 Stochastic Volatility with Student’s-t Error Distribution
Posterior draws for a multivariate stochastic volatility model with Student’s-t dis-
tributed errors can be obtained by adapting the univariate framework discussed in Chan
70
and Hsiao (2014) to a multivariate setting. More precisely, the posterior simulator is a
three block Gibbs sampler that cycles though17:
1. p (h|y, λ, ν) ,
2. p (λ|y,h, ν) ,
3. p (ν|y,h, λ) .
The full conditional distributions for the i-th variable in the set containing interest,
GDP growth and inflation in each Gibbs step are as follows:
1. Draw from p (h|y, λ, ν) ∼ N
(
hˆi, Dhi
)
where:
hˆi = Dhi
(
Σ−1y∗ (y
∗
i − di)
)
, (3.43)
D−1hi = H
′
hi
S−1hi Hhi + Σ
−1
y∗ , (3.44)
where y∗i , di and Σy∗ are defined as in Chan and Hsiao (2014) and Hhi is a
T × T first difference matrix. The key difference between this step and that in
the TVP-VAR-SV model rests in the definitions of the variables.
2. To draw from p (λi,t|y, hi,t, νi) note that since λi,1, . . . , λi,T are conditionally in-
dependent of the model parameters and the data, we can sample each of them
sequentially. An application of Bayes Theorem gives:
p (λi,t|y, hi,t, νi) ∼ IG
(
1 + νi
2
,
νi + e
−hi,t
(y˜i,t)
2
2
)
. (3.45)
3. To draw from p (ν|y,h, λ) again note that the degree freedom parameters νi as-
sociated with λi are also conditionally independent. Following Chan and Hsiao
(2014) we maximize the log-density:
log (νi|λ) = Tνi
2
log
(νi
2
)
− T Γ
(νi
2
)
−
(νi
2
+ 1
) T∑
t=1
log λi,t − 0.5
T∑
t=1
λ−1i,t + c,(3.46)
17Note that for estimation of the models with Student-t errors and no stochastic volatility we only
require blocks two and three. Specifically, let: σ2i denote the time-invariant variance of each endogenous
variable, then it follows a standard inverse-gamma prior distribution: σ2i ∼ IG (ξi,Ξi) . We set the
degree of freedom hyperparameter ξi = 5 and the scale parameter Ξi to have a prior mean of 1. Since
the variance terms are independent, the same structure is followed in the univariate case.
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where c is normalizing constant and νi ∈ (0, ν¯). The first and second derivatives
are:
d log (νi|λ)
dνi
=
T
2
log
(νi
2
)
− T
2
− T
2
Ψ
(νi
2
)
− 0.5
T∑
t=1
log λi,t − 0.5
T∑
t=1
λ−1i,t ,(3.47)
d2 log (νi|λ)
dν2i
=
T
2νi
− T
4
Ψ ′
(νi
2
)
, (3.48)
where Ψ (x) = d
dx
and Ψ ′ (x) = d
dx
Ψ (x) respectively denote the digamma and
trigamma functions. Since the first and second derivatives can be evaluated
quickly, we maximize the log p(νi|λ) using Newton-Raphson method and obtain
the mode and the negative hessian evaluated at the mode denoted νˆi and Kνi re-
spectively. We then implement an independence chain Metropolis-Hastings step
with a proposal distribution given by N (νˆi, Kνi). The only restriction we place
is that draws from the Metropolis-Hastings step be greater than two (i.e. ν > 2).
Note that this technical restriction is necessary to ensure a finite variance.
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4 On the Contribution of International Shocks in Aus-
tralian Business Cycle Fluctuations
4.1 Introduction
Our objective in this paper is to quantify the proportion of Australian business cycle
fluctuations that can be attributed to domestic and foreign factors. This question has
been at the heart of Australian empirical macroeconomics for decades, yet there is little
consensus of a solution. Early estimates with recursively identified structural vector au-
toregressive (SVAR) models, suggested that international shocks from the US economy
- measured by output forecast errors over a one year period - contributed from as little
as 4 percent (Brischetto et al., 1999) up to 32 percent (Dungey, 2002). More recently,
Liu (2010) used a SVAR model, identified by a set of theoretically consistent sign re-
strictions, to show that this contribution could be as large as 50 percent. Interestingly,
by extending the representative foreign economy to a trade weighted index of G7 coun-
tries, this contribution increases to around 65 percent. A similar result is obtained by
Nimark (2009), who finds that shocks from the G7 countries are responsible for about
half of all Australian business cycle fluctuations. Related SVAR research highlighting
the importance of international shocks stemming from countries other than the US is
provided by Dungey and Fry (2003) and Fry (2004) – who highlight the importance of
including Japan – and Dungey et al. (2014) – who highlight the importance of the Euro
area. Taken together these studies highlight the importance of allowing for multiple
sources of foreign shocks when modeling Australian business cycle fluctuations.
While the inclusion of multiple economies in an SVAR model is a trivial theoretical
extension, in practice overparameterization quickly becomes an issue. To overcome
this problem, Bańbura et al. (2010) showed how to extend the Bayesian shrinkage
techniques, used in the regression analysis of De Mol et al. (2008), to estimate large
scale VAR models. While large scale VARs are a useful tool in multi-country forecasting
exercises, an important shortcoming of these models in the context of a structural multi-
country analysis is that they give no consideration to the existence of a panel dimension
in the data (i.e. cross-country variables are treated symmetrically).
With this shortcoming in mind, our econometric method builds on a class the time
varying parameter panel vector autoregressive (TVP-PVAR) model used in Canova
and Ciccarelli (2004, 2009, 2012); Canova et al. (2007, 2012), by proposing the use of
a a fat-tailed (Student’s-t) common stochastic volatility factor.18 Similar to the tradi-
tional VAR model of Sims (1980), panel VAR models provide a multivariate framework
18For a nice survey on the benefits of the panel VAR approach to alternative models, see Canova
and Ciccarelli (2013).
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through which the propagation of exogenous shocks can be analyzed. In the context of
our research question, the advantage of the panel VAR is that it allows us to capture
intra- and inter- country variable interdependencies as well as cross-sectional hetero-
geneity. Next, the time varying parameter dimension of the model is able to capture
the inter-temporal nature of Australia’s various bi-lateral trade relationships – later
discussed in Section 4.2.1. Next, the common stochastic volatility factor allows for the
possibility of volatility clustering – a phenomenon whereby large changes in observa-
tions tend to be followed by large changes and small changes are followed by small
changes – across macroeconomic shocks, which has been shown to be a key feature of
Australian business cycles at both a state and national level (see Poon (2017a) for the
former and Cross (2017) for the later). Finally, our simple extension from a Gaussian
to Student’s-t error distribution is motivated by the recent work of Cross and Poon
(2016), who show that this error distribution is critical in forecasting key Australian
macroeconomic variables. From a statistical point of view, the Student’s-t distribu-
tion can be viewed as a robustification of the Gaussian distribution that places more
weight on tail events. In the context of our research question, fat-tailed distributions
place greater weight on large fluctuations, making it more appropriate model during
times of economic uncertainty (e.g. the 1997 Asian Financial Crisis and 2007/08 Global
Financial Crisis).
Since our model has many bells and whistles, we conduct a formal Bayesian model
comparison exercise in which we compute each model’s marginal data density – which
evaluates how likely it is for the observed data to have occurred given the model – and
then compare the posterior probabilities of the models through the Bayes factor.
The main results from our analysis are summarized as follows. Methodologically,
we find that fat-tailed models provide superior in-sample fit as compared to their Gaus-
sian counterparts. More precisely, the fully time varying Panel VAR with our fat-tailed
common stochastic volatility factor generates the best in-sample fit across all mod-
els. Economically, this means that both time varying parameters and the fat-tailed
stochastic volatility factor are necessary in accurately quantifying the contribution of
international shocks in driving Australian business cycle fluctuations. From an in-
ternational business cycle perspective, the common stochastic volatility factor detects
significant exogenous shocks in and around the 1997/98 Asian Financial Crisis and the
2007/08 Global Financial Crisis, which a constant volatility model would fail to de-
tect. As for Australia specifically, we find various interesting shifts in macroeconomic
relationships over time. For instance, over the past two decades, the contribution of
international shocks stemming from South Korea are found to be diminishing, while
Japan’s contribution has been growing. We also find an important asymmetry in the
effects of international shocks, with around 68 percent of positive and 47 percent of
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negative fluctuations being a result of foreign shocks. More generally, international
shocks contributed to around half of all Australian business cycle fluctuations over the
sample period. From a policy standpoint, the fact that half of all business cycle fluc-
tuations have a foreign origin highlights important limitations of both monetary and
fiscal policies in their ability to regulate the business cycle.
The rest of the paper is structured as follows. Section 4.2 presents the key steps
in the methodology. This includes transforming the data, specifying the Gaussian and
Student’s-t distributed time varying panel VAR models and the model comparison
procedure. Section 4.3 then presents the results and Section 4.5 concludes.
4.2 Methodology
4.2.1 Data
Using quarterly data from 1995Q1 to 2013Q3, the set of countries considered in this
analysis are Australia’s five largest trading partners: China, Japan, the EU, (the Re-
public of) Korea and the US. We emphasize that the reason for limiting the analysis to
this sample and set of countries is not to avoid overparameterization, but instead due
to a lack of data availability. Nonetheless, the combined bi-lateral trade of goods and
services between these nations and Australia accounted for approximately 60% of total
Australian international trade over the sample period, making this the largest scale
study on the effects of international shocks on Australian business cycle fluctuations.19
To illustrate the importance of the individual bi-lateral trade relationships, Figure 4.1
displays the quarterly bi-lateral trade balance on goods and services between Australia
and each of these countries, from 1995Q1 to 2013Q3. This sample maximizes the
amount of common data between countries with China providing the main limitation.
19Statistics are based on historical trade and economic data available from the Australian Depart-
ment of Foreign Affairs and Trade (DFAT) website. Due to data availability, the EU proportion of the
statistics is represented by Belgium, Finland, France, Germany, Ireland, Italy, Netherlands, Sweden
and United Kingdom. Importantly, the data used in the empirical application covers all EU nations.
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Figure 4.1: Total bi-lateral merchandise trade over the sample period in constant 2013
Australian dollar prices (Source: Australian Department of Foreign Affairs and Trade
(DFAT) (2017))
It is immediately obvious that the bi-lateral trade relationships between Australia
and the respective nations exhibits substantial time variation over the sample period.
For instance while Japan has remained a top two trading partner over most of the
sample period, an exponential increases in total trade with China has seen it move
from 5th ranked in January 1995, to ranked 1st at the end of calendar year 2013.20
The dynamic nature of these bi-lateral trade relationships highlights the importance
of entertaining the possibility of significant time varying parameters and stochastic
volatility when analyzing the sources of Australian business cycle fluctuations.
The set of business cycle variables used in our main analysis are the growth rates
of real GDP, consumption, investment and the trade-balance-to-GDP-ratio. Due to
data limitations, we were unable to include employment and government expenditure
data in the analysis. More precisely, government expenditure data does not exist for
the EU. Moreover, to the best of our knowledge, open-source employment data in
not available for China. Data for China and the EU were respectively sourced from
the Federal Reserve Bank of Atlanta and The Area Wide Model (Euro Area Business
Cycle Network). All remaining data is collected from the Federal Reserve Bank of St.
Louis economic database (AKA FRED) and the International Monetary Funds (IMF)
international financial statistics.
20For details underlying the nature of the dramatic change in the Australia-China trade relationship
we refer the interested reader to Sheng and Song (2008).
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Prior to estimating the model, we made the following data transformations. First,
each of the series was converted into both real and internationally equivalent terms.
This was done by multiplying each series for the i−th country by a conversion factor,
denoted Πi. Taking the US dollar (USD) as the base currency, the conversion factor is
defined as:
Πi =
PUS
Pi
ei/USD, (4.1)
where Pi denotes the i−th countries price level as measured by the GDP deflator with
a base year of 2010 across all countries and ei/USD denotes the bilateral exchange rate
between the i−th country and the USD. Next, each of the series was standardized –
i.e. demeaned and divided by the standard deviation. Finally, the standardized series
were then converted into annualized growth rates by taking the quarter on quarter
percentage change – i.e., for a given level Xt, the annualized growth rate is taken to be
gt = 400× ln
(
Xt
Xt−1
)
.
4.2.2 The Time Varying Parameter Panel VAR Model
The time varying parameter panel vector autoregressive (TVP-PVAR) model has a
state-space representation in which the observation equation is:
Yit = cit +
p∑
j=1
Ait,jYt−j + uit, (4.2)
for dates t = 1, . . . , T , where Yit, cit and uit respectively denote G×1 vectors containing
variables of interest, intercepts and stochastic disturbances for the i−th country, i =
1, . . . N , Yt = (Y
′
1t, . . .Y
′
Nt)
′ is an NG× 1 vector which stacks the variables of interest
for each country, and Ait,j is a G×NGmatrix of time varying autoregressive coefficients
corresponding to lag j = 1, . . . , p. Note that when i = 1 the TVP-PVARmodel collapses
into a regular time varying parameter vector autoregression (TVP-VAR) of the form in
Cogley and Sargent (2001).
For estimation purposes Eq. (4.2) can be written in the form of a seemingly unre-
lated regression (SUR) model:
Yt = Xtβt + ut, (4.3)
where Xt = ING⊗
[
Y′t−1 . . . Y′t−p 1
]
, βt = vec
([
At ct
]′)
, ct =
(
c′1,t . . . c′N,t
)′
,
At =
[
A′1t . . . A
′
Nt
]′
, Ait =
[
Ait,1 . . . Ait,p
]′
and ut =
(
u′1,t . . . u
′
N,t
)′
.21
21Note that ⊗ denotes the Kronecker Product and vec (·) is a vectorization operation that takes the
NG× 1 intercept matrix: ct,j , and the NG×NG matrix of VAR coefficients: At, and the and stacks
them block by block into a NGk × 1 vector of time varying coefficients: βt, where k = NGp+ 1.
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The cost of the added flexibility in allowing for time varying coefficients is that
we now require the estimation of an additional (T − 1)NGk states. Following Canova
et al. (2007, 2012), this computational burden can be reduced by implementing a cross-
sectional parameter shrinkage procedure, which exploits the panel dimension of the
model. More precisely, βt is factorized as:
βt = Ξ1θ1,t + Ξ2θ2,t + Ξ3θ3,t + vt, (4.4)
where vt is a NGk × 1 vector of stochastic disturbances and θi,t, i = 1, 2, 3 are mutu-
ally orthogonal vectors with associated (deterministic) loading matrices Ξi which are
respectively of dimension NGk × N1 < N , NGk × N and NGk × G. Note that this
factorization has the practical advantage of reducing the computational burden from
NGk coefficients to just N1 + N + G factors which drive the coefficients. Moreover,
writing (4.4) in matrix notation and substituting the result into (4.3) gives:
Yt = Ztθt + wt, (4.5)
where Zt = XtΞ, Ξ =
[
Ξ1 Ξ2 Ξ3
]
, θt =
(
θ1,t θ2,t θ3,t
)′
and wt = ut + Xtvt.
Economically, the expression in (4.5) allows us to measure the relative importance of
world, country and variable specific factors in driving the observed data. In particular,
θ1,t is an NGk × N1 vector that captures movements in the time varying coefficient
vector that are common across both countries and variables. If N1 = 1 then θ1,t
is a scalar and the first term: XtΞ1θ1,t, can be interpreted as a common or “world
leading indicator”. Similarly, if we split the countries into small and large economies
(as in Section 4.4) then N1 = 2, and θ1,t contains elements that represent common
indicators across small and large economies. Next, θ2,t is an N × 1 vector that captures
movements in the time varying coefficient vector which are common between countries,
implying that the second term: XtΞ2θ2,t, can be interpreted as “country specific leading
indicators”. Finally, θ3,t is a G × 1 vector that captures any time varying variable
specific movements, implying that the final term: XtΞ3θ3,t can be interpreted as a
vector of “variable specific leading indicators”. Since Xt enters into the construction
of each indicator they are correlated by construction, however this correlation goes to
zero as the number of countries increases (Canova et al., 2007). Also note that if the
factorization in Eq. (4.4) is not exact (i.e. the variance of vt is non-zero), then the
error term in (4.5) contains heteroscedasticity of known form. To reduce the model
complexity we follow the common practice of imposing an exact factorization (Canova
et al., 2007; Canova and Ciccarelli, 2012, 2009; Canova et al., 2012; Carriero et al., 2016;
Poon, 2017a). To illustrate the structure of these indicators, Appendix 4.6.1 presents
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a simple two country, two variable model with a single lag.
To complete the state space specification of the TVP-PVAR model, we need to
describe the law of motion for the latent factors (i.e. θi, i = 1, 2, 3) along with their
prior distributions. To this end, we follow Canova et al. (2007, 2012) and specify the
state equations for dates t = 2, . . . , T , as:
θt = θt−1 + ηt, ηt ∼ N (0,Ω) , (4.6)
where Ω = diag (ω21, . . . , ω2m) and all elements of Ω are assumed to follow independent
inverse-gamma distributions. The states are initialized with θ1 ∼ N (θ0,Vθ) where
θ0 and Vθ are known hyperparameters. As discussed by Primiceri (2005) the random
walk specification is useful because it allows for the possibility of permanent shifts in the
relationships between macroeconomic variables. Computationally, it has the advantage
of parsimony. To enhance the readability of the paper, we defer the estimation details
to Appendix 2.5.1.
4.2.3 Adding a Common Stochastic Volatility Factor
To allow for the possibility of volatility clustering across macroeconomic shocks, we
extend the TVP-PVAR model by adding a common stochastic volatility factor (TVP-
PVAR-SV). Following Poon (2017a), this is done by assuming that:
ut ∼ N
(
0, ehtΣu
)
, (4.7)
where ut is the disturbance term in Eq. (4.5),Σu is an NG×NG covariance matrix and
eht is a latent stochastic volatility factor which is common to all countries i = 1, . . . , N .
Consistent with both Poon (2017a), and other recent studies on large Bayesian VARs
(e.g. Carriero et al. (2016) and Chan (2015a)), the state equation for the latent log-
volatility; ht, is taken to be a stationary AR (1) process:
ht = ρht−1 + ξt, ξt ∼ N
(
0, σ2h
)
, (4.8)
where |ρ| < 1. The states are initialized according to the stationary distribution of the
first-order autoregressive process: h1 ∼ N
(
h0,
σ2h
(1−ρ)2
)
, where h0 is a known hyperpa-
rameter and σ2h and ρ are drawn from their prior distributions. Note that setting ht = 0
for all dates t = 1, . . . , T returns the underlying TVP-PVAR model. Estimation details
are deferred to Appendix 4.6.2.
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4.2.4 Extension to Student’s-t Distributed Errors
To extend the Gaussian model to a Student’s-t specification (TVP-PVAR-SVt) , we
use the fact that a Student’s-t distribution can be written as a mixture of a Gaussian
and Inverse Gamma distribution of the form:22
(ut|λt) ∼ N(0, λtΣt), (4.9)
(λt|ν) ∼ IG(ν
2
,
ν
2
), (4.10)
where λt is a latent auxiliary scale mixture variable and ν denotes the degrees of freedom
parameter from the Student’s-t distribution which follows a uniform distribution:
νi ∼ U(0, ν¯). (4.11)
It is well known that the probability density function (pdf) of the Student’s-t distribu-
tion converges to the pdf of a Gaussian distribution with zero mean and unit variance
as the degree of freedom parameter goes to infinity (Kroese et al., 2014, p. 50). The
distribution therefore places more weight on the tails when ν is small. It is therefore
useful to plot the degree of freedom parameter prior to conducting the main analysis.
In theory, the upper bound of the support for the degree of freedom parameter; ν¯, can
be set to any positive real number. In our empirical analysis we set ν¯ = 50. This seems
reasonable given the results in Figure 4.2. We highlight the non-informative nature of
the uniform prior on the degrees of freedom parameter. Moreover, the fact that the
DOF parameter is not too large provides informal evidence that the assumption of a
Student’s-t distribution is supported by the data.
22For a textbook treatment, see Koop et al. (2007, p. 256).
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Figure 4.2: Degree of freedom parameter ν
Note that in models with both Student’s-t errors and stochastic volatility, we set
Σt = e
htΣu. Finally, note that the error structure for constant volatility fat-tailed
models are nested versions of the above specification in which ht = 1 for all dates
t = 1, . . . , T . Estimation details are deferred to Appendix 4.6.2.
4.2.5 Model Comparison
In this section, we give an overview of our formal Bayesian model comparison exercise in
which the Bayes factor is used to compare the in-sample fit of Gaussian and Student’s-
t classes of the PVAR model. To this end, let M := {M1, . . . ,MI} denote the set
of models that we wish to compare and Y =
[
Y 1 . . . Y T
]′
denote the vector of
observations over the full sample. The posterior probability of model Mi, denoted
p (Mi|Y ), is calculated through Bayes Theorem:
p (Mi|Y ) = p (Y |Mi) p (Mi)
p (Y )
, (4.12)
where p (Y |Mi) denotes the marginal (model) likelihood, p (Mi) denote the prior prob-
ability of the i−th model and p (Y ) denotes the marginal data density. The marginal
likelihood is calculated by integrating over the parameter space of the given model:
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p (Y |Mi) =
∫
p (Y |Mi,Θi) p (Θi|Mi) dΘi, (4.13)
where Θi represents the model-specific parameter vector while p (Y |Θi,Mi) and p (Θi|Mi)
respectively denote the likelihood function and prior density function.
Taking the ratio of the posterior probabilities of two models Mi and Mj yields the
posterior odds ratio:
p (Mi|Y )
p (Mj|Y ) =
p (Y |Mi) p (Mi)
p (Y |Mj) p (Mj) . (4.14)
To allow for a fair comparison we set equal prior probabilities to all models so that
(12) can be written as:
p (Mi|Y)
p (Mj|Y) =
p (Y|Mi)
p (Y|Mj) . (4.15)
Written in this manner, the right hand side of (4.15) is a likelihood ratio, known as
the Bayes factor. In what follows we will denote the Bayes factor between two models
Mi and Mj as BFij. Since the Bayes factor is a posterior odds ratio, it takes on a
probabilistic interpretation. For instance, if BFij = 2 then, given the data, Mi is twice
as likely as compared to Mj. More generally, Kass and Raftery (1995) suggest a useful
transformation of the Bayes factor which makes the scale equivalent to that of familiar
deviance and likelihood ratio test statistics. This transformation is obtained by taking
two times the natural logarithm of the Bayes factor. In the empirical results we report
this version of the Bayes factor.
To compute the Bayes factor we need to compute the (log) marginal likelihood of
each model. To this end, we follow Geweke and Amisano (2011) and compute the one-
step-ahead predictive likelihood for which we defer the calculation details to Appendix
4.6.3. The reason for using the one-step-ahead predictive likelihood instead of Chib’s
marginal likelihood method as in Canova et al. (2007), or the harmonic mean estimator
as in Canova and Ciccarelli (2012), is that recent work has shown that these methods can
be extremely inaccurate. Specifically, Chan and Grant (2015) show that the (modified)
harmonic mean as in Gelfand and Dey (1994) can have a substantial finite sample bias
and can thus lead to inaccurate model selection, while Frühwirth-Schnatter and Wagner
(2008) provide similar inference for Chib’s marginal likelihood method (Chib, 1995).
4.3 Results
Our presentation of the main empirical results is partitioned into three distinct themes.
First, in Section 4.3.1 we start by presenting the model comparison results for the
class of Gaussian and Student’s-t distributed models. Second, having selected the best
model, in Section 4.3.2 we discuss the economic significance of the models features.
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Third, in Section 4.3.3 we addresses our primary research question surrounding the
extent to which international shocks drive Australian business cycle fluctuations.
4.3.1 Model Comparison Results
The results for our formal Bayesian model comparison exercise are contained in Table
4.1. For each model, the Bayes factor is computed using the Gaussian TVP-PVAR
model as a benchmark. Following Kass and Raftery (1995), a log Bayes factor of
between 0 and 2 is “not worth more than a bare mention”, while values between 2 and
6 provides “positive” evidence, 6 to 10 provide “strong” evidence and greater than 10
provides “very strong” evidence in favor of Mi.
Table 4.1: Two times log marginal likelihoods and associated Bayes factors subject to
a Gaussian TVP-PVAR benchmark
Model 2 logMLi BFi,PV AR
TVP-PVAR −7148 0
TVP-PVAR-t −4539 2609
TVP-PVAR-SV −5371 1777
TVP-PVAR-SVt −4147 3001
There are two key results. First, the Bayes factors provide very strong evidence in
favor of Student’s-t distributed models in favor of their Gaussian counterparts. This
suggests that Gaussian distributed TVP-PVAR models would severely understate the
true degree of risk faced by the Australian economy in relation to the size of international
shocks. Second, the very strong evidence provided for stochastic volatility models
suggests that volatility clustering of aggregate macroeconomics shocks is a key feature
of our sample of countries.
Taken together, these results complement the out-of-sample forecasting results of
Cross and Poon (2016), who show that a Student’s-t distributed time varying param-
eter VAR with stochastic volatility provides the best out-of-sample for key Australian
macroeconomic variables when compared to it’s Gaussian counterparts. As for our re-
search question, the results show that the fat-tailed common stochastic volatility factor
is necessary in accurately quantifying the effects of inter-temporal shocks in Australian
business cycle fluctuations.
4.3.2 Significance of the Indicators
While the Bayes factor is a useful model comparison tool it provides no inference on
the statistical and economic significance of the model parameters at each date in the
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sample period. As a result, our objective in this section is to determine the significance
of the world leading indicator (WLI), country leading indicator (CLI) and the fat-tailed
stochastic volatility factor over the sample period.
Figure 4.3: Common indicator: Posterior median (blue line) and 68% credible interval
(shaded area).
The posterior median and 68% posterior credible set for the WLI are reported in
Figure 4.3. With some exceptions, e.g. the periods between 1999-2000, 2001-2005 and
2011-2014, the WLI is significant over the sample period. The insignificance of the
WLI in these periods does not imply that there were no meaningful global economic
events within these time periods but instead implies that there was no significant co-
movement across all included countries in these periods. In contrast, significant periods,
such as those in and around the 1997 Asian Financial Crisis (AFC), the 2007/08 Global
Financial Crisis (GFC) and European Debt Crisis. At first glance, the large spike during
2009 is somewhat puzzling, however a deeper investigation into the behavior of the
sample countries real GDP growth time series - presented in Figure 4.4 - provides some
evidence that this positive spike is common across most countries in the sample period.
For instance, with the exception of China, each countries real GDP growth tended to
spike up around this period, with Australia, Japan, Korea and the EU returning to
positive growth for given periods of time.
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Figure 4.4: Real GDP growth and posterior median of global and country specific
indicators
In addition to containing real GDP growth time series for each country, Figure 4.4
also provides the WLI and CLI. In line with Canova et al. (2007) the global indicator
tends to track low frequency movements in the business cycles of the respective nations,
while the country specific indicators replicate more high-frequency-type fluctuations.
For instance the the median of the CLI for China, Korea, the EU and the US do an
excellent job of tracking the real GDP growth the the respective nations. Interestingly,
with the exception of the 2010-2014 period, the Australian and Japanese CLI are mostly
zero of the sample period. The finding that the US indicator is significant in the late
1990’s up until 2002 and that the Japanese indicator displays a downward trend are
consistent with Canova et al. (2007) who study G-7 cycles over the period 1979 to
2003. Economically, the finding of a mostly insignificant indicator suggests that the
explanatory power of the indicator is a relatively weak predictor of the nations business
cycle. This result is useful because it suggests that the sources of Australian domestic
business cycle fluctuations are largely due to international factors.
Finally, the posterior median and 68 percent credible over the sample period are
displayed in Figure 4.5. There are two key results. First, from a statistical perspec-
tive, since the credible interval is above zero, we conclude that the fat-tailed common
stochastic volatility factor is statistically significant across the entire sample. Second,
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the common stochastic volatility factor is able to detect two key periods of global eco-
nomic turbulence over the past two decades. The first is the 1997 Asian Financial Crisis
(AFC) and the second is the recent 2007/08 Global Financial Crisis (GFC). While the
causes and consequences of these two crisis are beyond the scope of this paper (see e.g.
Corsetti et al. (1999) for the former and Mian and Sufi (2010) for the latter), our key
result is that the inclusion of the fat-tailed common stochastic volatility factor within
the panel VAR framework allows us to detect important structural instabilities that an
otherwise constant volatility model would fail to detect.
Figure 4.5: Fat-tailed common stochastic volatility factor: Posterior median (blue
line) and 68% credible interval (red lines).
4.3.3 Drivers of Australian Business Cycle Fluctuations
In this section we address our main research question: “What is to quantify the contri-
butions of inter-temporal shocks in Australian business cycle fluctuations over the past
two decades?”. To this end, we seek a historical decomposition of Australia’s real GDP
growth series. Unfortunately, the large set of variables in the panel VAR model makes
it difficult to find a sufficient set of constraints to identify the underlying structural
shocks. For instance, a block recursive structure is not very appealing. This is because
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we can easily envision situations where shocks are transmitted across unit within a
time period (i.e. the 2007/08 GFC period). For similar reasons, alternative strategies,
such as the one imposed in Canova et al. (2012),where shocks occurring in one country
(Germany) are allowed to feed contemporaneously on all other countries but not vice
versa are not feasible.
To overcome this issue, we therefore adopt a commonly used two stage procedure
(Canova and Ciccarelli, 2012; Ciccarelli et al., 2016). In the first stage we extract the
six CLIs and estimate a reduced form factor-augmented VAR for Australian real GDP
growth. This allows us to isolate the contributions of inter-temporal shocks stemming
from countries, as opposed to the common shocks in the WLI. More precisely, the model
is given by:
Ft = f + Ψ1Ft−1 + ηt, (4.16)
where F t is a 7×1 vector containing the six CLIs and Australian real GDP growth,
f is a 7 × 1 intercept vector, Ψ1 is a 7 × 7 coefficient matrix of AR terms and ηt is a
7× 1 vector of disturbances.
In the second stage, we identity the structural model from it’s underlying reduced
form. To this end, the models disturbances are orthogonalized through a recursive
identification procedure. In this step, the importance of each country as a trading
partner is ranked based on the respective sizes of bi-lateral trade. The indicators are
then placed in descending order - with the Australian indicator placed at the end of the
set - and Australian real GDP being the last variable. Thus, in the main specification
China’s indicator is causally prior to all other indicators, followed by the EU, Japan,
the US and Korea. Robustness checks reveals that the results are not sensitive to
this ordering. Finally, the historical decomposition of Australia’s real GDP series is
constructed from the Wold decomposition of the SVAR model.23
23For a textbook treatment, see Chapter 4 of Canova (2007).
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Figure 4.6: Australian historical decomposition
The historical decomposition presented in Figure 4.6 suggests that while there is an
astonishing amount of time variation in the effects of the shocks, idiosyncratic shocks are
the dominant driver behind Australian real GDP fluctuations. Noticeable contributions
also seem to be coming from the EU, Korea and Japan, while contributions from China
and the US are relatively modest. That being said, there is substantial time variation in
the contribution of each shock. While this time variation is important, it is also useful
to present the average contribution of each shock. To derive the average contribution of
each shock, we first use an indicator function to partition the historical decompositions
in Figure 4.6 into positive and negative Australian real GDP fluctuations over the
sample period. More precisely:
F+t = 1 (yt > 0) , (4.17)
F−t = 1 (yt < 0) , (4.18)
where Ft denotes the full set of variables used in (4.16) and yt denotes Australian
Read GDP growth. We then average the contribution of each country (as given by the
height of the bars in Figure 4.6 ) over the sample period. Since Australian CLI and
idiosyncratic shocks both stem from Australia, we aggregate them to form a domestic
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shock.
Table 4.2: Average country specific percentage contributions to positive, negative and
aggregate Australian real GDP fluctuations over the sample period
Australia China Euro Japan Korea US
Aggregate 52.26 6.08 9.57 13.76 12.93 5.40
Positive 32.24 6.79 18.76 23.77 14.28 4.15
Negative 52.91 7.80 6.58 6.51 14.92 11.29
The results are contained in Table 4.2. The results highlight several interesting fea-
tures of the Australian business cycle. First, with respect to aggregate contributions,
the greatest aggregate contributions stem from Japan (around 14 percent) and Korea
(around 13 percent), followed by the EU (around 9.5 percent), with China and the US
contributing relatively less over the entire sample (around 6 and 5.4 percent respec-
tively). To gain a deeper insight into these contributions, note that Figure 4.6 shows
that most of the Korean influence occurs around the 1997/98 AFC, and has had little
influence in the most recent decade. In line with it’s role of consistently being one of
Australia’s top two trading partners, contributions from Japan have been consistently
important since the turn of the century.
Second, despite the relatively small aggregate contributions from the US, it is the
second largest contribution to negative shocks over the sample period. Thus, our model
is consistent with the maxim that “when the US sneezes, Australia catches a cold”.
Third, to answer our primary research question, note that by summing the aggre-
gate contributions of all international shocks we get a model specific proxy for the
contribution of “rest of the world” shocks which amount to approximately 48 percent.
Thus, international shocks have contributed to around half of all Australian business
cycle fluctuations over the sample period. In relation to the literature, this result is
closest to Nimark (2009) who estimated that the contribution of international shocks
to Australian GDP fluctuations stemming from international shocks - as defined by a
trade weighted index of G7 countries - is approximately 50 per cent. That being said,
it is important to note that the average positive and negative contributions of the inter-
national shocks reveal an important asymmetry. More precisely, around two-thirds of
positive Australian business cycle fluctuations come from foreign nations, as compared
to roughly half of negative movements. From a policy standpoint, the fact that half of
all business cycle fluctuations have a foreign origin highlights important limitations of
both monetary and fiscal policies in their ability to regulate the business cycle.
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4.4 Robustness
In addition to assessing the baseline models discussed in section, we also considered
two additional specifications of the factors within the TVP-PVAR-SVt model. First, we
address the question: “Are business cycles of the selected countries similar on a regional
or country size basis?”. Such a question is not only interesting in its own right, but is
also necessary when addressing our main research question. As discussed by Canova
et al. (2007), if regional business cycles deviate from rest of the world cycles, then failing
to account for this feature – through the inclusion of only one world indicator – may
spuriously generate significant country specific indicators because of omitted variable
bias. The same logic can also be transferred to models which fail to incorporate an
indicator capable of capturing distinct cycles for small and large economies. Next, we
consider a version of the benchmark model with no variable specific indicators (i.e. a
TVP-PVAR-SVt model with only a common indicator and country specific indicators).
To assess the significance of modeling regional cycles, we partition the set of coun-
tries by continent (i.e. Asia, Europe, The Americas and Oceania). Since we already
have country specific indicators for the EU, the US and Australia, this grouping only
requires regional indicators for Asian countries (i.e. China, Japan and Korea). The
(2 times log) marginal likelihoods and associated Bayes factor of this model subject to
the one common factor model benchmark are found to be −4149 and −2 respectively.
Thus, given the data, there is no evidence of significant regional business cycles over
the sample period. This result is in contrast to the full sample study of Canova et al.
(2007) who show that regional indicators improve the in-sample fit of the one com-
mon factor model for G7 countries over the sample 1980-2003. That being said, they
show that when the sample is cut into two sub-samples: one from 1980-1991 and one
from 1992-2003, then the regional indicator and single world indicator provide similar
in-sample fit, which is consistent with our result. Our finding is also consistent with
Kose et al. (2003) who use a sample of 76 countries to show that, with the exception of
the North American region, regional business cycles do not play an important role in
explaining aggregate world economic volatility.
Next, to assess the significance of modeling distinct common behavior between small
and large economies, we partition the set of countries by size - with Australia and Korea
constituting the set of small open economies. We highlight the fact that this set up
increases the dimension of the common factor θ1,t to a 2 × 1 vector. The (2 times
log) marginal likelihoods and associated Bayes factor of this model subject to the one
common factor model benchmark are found to be −4264 and −117 respectively. Thus,
given the data, there is no evidence to support the notion of distinct cycles for the small
and large open economies in our sample.
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Finally, a restricted version of the benchmark model with no variable specific in-
dicators (i.e. a TVP-PVAR-SVt model with only a common indicator and country
specific indicators). The marginal likelihood for this model was found to be −4127,
implying a Bayes factor of 20. Thus, strong evidence is provided for the more parsimo-
nious model and in the empirical analysis we use the TVP-PVAR-SVt with no variable
specific indicators.
4.5 Conclusion
Our objective in this paper was to quantify the proportion of Australian business cy-
cle fluctuations that can be attributed to international shocks stemming from its five
largest trading partners: China, Japan, The EU, The US and The Republic of Korea.
Motivated by the recent results from alternative studies on the Australian economy,
we proposed the use of a time varying parameter panel VAR model, with a fat-tail
stochastic volatility factor. Similar to traditional VAR models, panel VAR models pro-
vide a multivariate framework through which the propagation of exogenous shocks can
be analyzed. In the context of our research question, the advantage of the panel VAR
framework is that it allowed us to capture intra- and inter- country variable interde-
pendencies as well as cross-sectional heterogeneity. Next, the time varying parameter
dimension of the model was able to capture the inter-temporal nature of Australia’s
various bi-lateral trade relationships. Finally, the common stochastic volatility factor
allowed for the possibility of volatility clustering across macroeconomic shocks, while
the Student’s-t distribution can be viewed as a robustification of the Gaussian distribu-
tion that places more weight on tail events. Since our proposed model has many bells
and whistles, we conducted a formal Bayesian model comparison exercise in which we
first computed each model’s marginal data density and then used the Bayes factor to
compare the posterior probabilities of the models likelihood.
The model comparison exercise provided two methodological contributions. First,
the class of Student’s-t distributed models was found to provide superior in-sample fit
as compared to it’s Gaussian counterpart. Second, both time varying parameters and a
fat-tailed common stochastic volatility factor were shown to be key features of the data.
Economically, the fat-tailed common stochastic volatility factor captured the increased
economic volatility during both the 1997/98 Asian Financial Crisis and the 2007/08
Global Financial Crisis.
Using the model we found various changes in the influence of each trading partner
over the past two decades. For instance Korea’s influence was found to be diminishing
while Japan’s has been growing. We also found an important business cycle asymmetry,
with around two-thirds of all positive and half of all negative fluctuations being a result
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of foreign shocks. More generally, we found that roughly half of all Australian business
cycle fluctuations can be attributed to international shocks.
From a policy standpoint, the fact that half of all business cycle fluctuations have
a foreign origin highlights important limitations of both monetary and fiscal policies
in their ability to regulate the business cycle. To further address this issue, we intend
to investigate the role that time varying international shocks have on household and
investment decisions. This can be done by extending the foreign sector of the small
open economy DSGE models of Nimark (2009) or Liu (2010) to incorporate Student’s-t
distributed errors and stochastic volatility.
4.6 Appendices
4.6.1 A Simple TVP-PVAR Model
In this appendix we illustrate the structure of the indexes: θt, and loading matrices:
Ξ, used in the TVP-PVAR model. To this end, we present a simple two country:
G = 2, two variable:N = 2, model with just one lag: p = 1. This specification has the
advantage of keeping the notation to a minimum without losing any of the important
characteristics of the model.
At a given date t, let yit and xit denote two distinct variables for country i, where
i = 1, 2. From Eq. (4.2) we have:

y1t
x1t
y2t
x2t

︸ ︷︷ ︸
Yt
=

a11,t a12,t a13,t a14,t
a21,t a22,t a23,t a24,t
a31,t a32,t a33,t a34,t
a41,t a42,t a43,t a44,t

︸ ︷︷ ︸
A1,t

y1t−1
x1t−1
y2t−1
x2t−1

︸ ︷︷ ︸
Yt−1
+

c
(1,y)
t
c
(1,x)
t
c
(2,y)
t
c
(2,x)
t

︸ ︷︷ ︸
ct
+

u
(1,y)
t
u
(1,x)
t
u
(2,y)
t
u
(2,x)
t

︸ ︷︷ ︸
ut
. (4.19)
Let Xt = I(4×4) ⊗
[
Y′t−1 1
]
and βt = vec([A1,t, ct]) denote the 20 × 1 vector of
the models time varying parameters. Then, the factorization in Eq. (4.4) is:
βt =

1
1
...
1

︸ ︷︷ ︸
Ξ1
θ1t +

ι1 0
ι1 0
0 ι2
0 ι2

︸ ︷︷ ︸
Ξ2
θ2t +

ι3 0
0 ι4
ι3 0
0 ι4

︸ ︷︷ ︸
Ξ3
θ3t, (4.20)
where ι1 = [1, 1, 0, 0, 0]′, ι2 = [0, 0, 1, 1, 0]′, ι3 = [1, 0, 1, 0, 0]′ and ι4 = [0, 1, 0, 1, 0]′. Note
that Ξ1 is a 20 × 1 vector, while Ξ2 and Ξ3 are respectively 20 × 2 matrices. Finally,
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the complete model in Eq. (4.5) is:

y1t
x1t
y2t
x2t

︸ ︷︷ ︸
Yt
=

Z1,t
Z1,t
Z1,t
Z1,t

︸ ︷︷ ︸
XtΞ1
θ1t +

Z12,t 0
Z12,t 0
0 Z22,t
0 Z22,t

︸ ︷︷ ︸
XtΞ2
θ2t +

Z13,t 0
0 Z13,t
Z23,t 0
0 Z23,t

︸ ︷︷ ︸
XtΞ3
θ3t + ut, (4.21)
where Xt = I(2×2) ⊗
[
Y′t−1 1
]
implying that Z1,t = y1t−1 + x1t−1 + y2t−1 + x2t−1 + 1,
Z12,t = y
1
t−1 + x
1
t−1, Z22,t = y2t−1 + x2t−1, Z13,t = y1t−1 + y2t−1 and Z23,t = x1t−1 + x2t−1.
4.6.2 Markov Chain Monte Carlo Algorithm
In this appendix we present the prior distributions and estimation details of the Markov
chain Monte Carlo (MCMC) algorithm for the TVP-PVAR-SVt model. We emphasize
that all alternative models considered in this paper are nested versions of this model
and can thus be estimated by straightforward modifications of the MCMC procedure.
First, the prior distributions for the time-varying parameters and common stochastic
volatility factor are taken from Poon (2017). To be explicit: Σu ∼ IW (z1, Q1), σ2h ∼
G (w1, S1), ω2i ∼ IG (w0, S0) for i = 1, . . . ,m and ρ ∼ N (µρ, Vp) 1 (|ρ| < 1) where
1 (·) denotes the indicator function. Finally, the hyperparameters for each of the prior
distributions are set as follows: z1 = NG+ 5, Q1 = 5ING, θ0 = 0, Vθ = 10ING, µρ = 0,
h0 = 0, Vρ = 1, w0 = w1 = 5, S0 = (.01)2 × (w0 − 1) and S1 = .01.
Next, let Y = (Y 1, . . . ,Y T )′, θ = (θ1, . . . ,θT )′, h = (h1, . . . ,hT )′ and λ =
(λ1, . . . , λT )
′. The posterior draws are obtained through a seven-block Metropolis-
within-Gibbs sampler that sequentially samples each variable from their respective full
conditional distribution:
1. Draw from p (θ | Y,λ, ν,h,Σu,Ω, ρ, σ2h)
2. Draw from p (Σu | Y,θ,λ, ν,h,Ω, ρ, σ2h)
3. Draw from p (Ω | Y,θ,λ, ν,Σu,h, ρ, σ2h)
4. Draw from p (h | Y,θ,λ, ν,Σu,Ω, ρ, σ2h)
5. Draw from p (λ | Y,θ, ν,Σu,h,θ,Ω, ρ, σ2h)
6. Draw from p (ν | Y,θ,λ,Σu,h,Ω, ρ, σ2h)
7. Draw from p (ρ | Y,θ,λ, ν,Σu,h,Ω, σ2h)
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8. Draw from p (σ2h | Y,θ,λ, ν,Σu,h,Ω, ρ)
In the analysis, we obtain 35,000 posterior draws, discarding the first 15,000 draws to
allow for convergence of the Markov chain to its stationary distribution. Under the
previously defined conjugate priors, Steps 2, 3, 5 and 8 can be directly sampled from
their resulting posterior distributions. Next, following Canova et al. (2007, 2012), the
latent states in Step 1 can be sampled using standard Kalman filter based algorithms
as in Chib and Greenberg (1995). In this paper we instead follow Poon (2017a) and
make use of an efficient precision sampling algorithm as in Chan and Jeliazkov (2009).
In essence, the increased efficiency of the precision sampling algorithm comes from ex-
ploiting the fact that the precision matrices of the latent states are block-banded and
sparse. This means that computational savings can be made in necessary operations
when solving solving linear systems – such as taking a Cholesky decomposition, matrix
multiplication and forward-backward substitution. Next, Step 4 involves a non-linear
non-Gaussian measurement equation and the standard linear Kalman filter can not be
applied. To overcome this issue we again follow Poon (2017b) and make use of the aux-
iliary mixture sampler developed by Kim et al. (1998) along with an efficient algorithm
put forth by Chan and Hsiao (2014). In essence, the auxiliary mixture sampler uses a
seven-Gaussian mixture to convert the non-linear measurement equation in the stochas-
tic volatility model, into a linear equation that is conditionally Gaussian. Finally, the
full conditional distributions in Steps 5 and 7 result in non-standard distributions. Sam-
pling is therefore conducted through distinct independence-chain Metropolis-Hastings
Algorithms adapted from the univariate models of Chan and Hsiao (2014). For com-
pleteness, we now walk through each step. For completeness, we now discuss the deriva-
tion of the conditional posterior distribution of each block in the Gibbs sampler. In
each case, we use the fact that the posterior distribution for a parameter of interest,
denoted γ, can be obtained by working with the kernel of the resulting product from
the prior and likelihood functions.
Step 1: Sample from p (θ | Y,λ, ν,h,Σu,Ω, ρ, σ2h)
To sample θ, first note that Eq.(4.5) can be rewritten as:
Y = Zθ + u, u ∼ N(0,Σ), (4.22)
where Z = diag (Z1, . . . ,ZT ), u =
[
u
′
1 u
′
2 . . . u
′
T
]′
,and Σ = diag
(
λ1e
h1Σu1, . . . , λT e
hTΣuT
)
.
By a change of variable:
Y ∼ N (Zθ,Σ) . (4.23)
Next, rewrite Eq. (4.6) as:
Hθθ = α˜θ + η, η ∼ N (0,Sθ) , (4.24)
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where α˜θ =
[
θ
′
0 0 . . . 0
]
, η = (η1, . . . ,ηT )′, Sθ = diag(Vθ,Ω, . . . ,Ω) and Hθ is a
Tm×Tm block diagonal matrix, where m = N1 +N+G, with Im on the main diagonal,
−Im on the lower diagonal and 0m elsewhere. Since Hθ is a lower triangular matrix
with ones along the main diagonal, |Hθ| = 1, implying that it is invertible. Using this
result, Eq. (4.24) can be rewritten as:
θ = αθ + H
−1η, (4.25)
where αθ = H−1θ θ˜0. By a change of variable:
θ|Ω ∼ N
(
αθ,
(
H
′
θS
−1
θ Hθ
)−1)
. (4.26)
Combining (4.23) and (4.26) gives the conditional posterior distribution:
p
(
θ | Y,λ, ν,h,Σu,Ω, ρ, σ2h
) ∝ p (Y | θ,λ, ν,h,Σu,Ω, ρ, σ2h) p (θ|Ω) ,
∝ exp
{
−1
2
[
(Y − Zθ) Σ−1 (Y − Zθ)′ + (θ −αθ)
(
H
′
θS
−1
θ Hθ
)
(θ −αθ)
′]}
,
∝ exp
{
−1
2
[
θ
(
Z′Σ−1Z + H
′
θS
−1
θ Hθ
)
θ′ − 2θ′
(
Z′Σ−1Y + H
′
θS
−1
θ Hθαθ
)]}
.
Thus, by standard linear regression results (Kroese et al., 2014, p.237-240):
(
θ | Y,λ, ν,h,Σu,Ω, ρ, σ2h
) ∼ N (θˆ, Σˆ−1) , (4.27)
where θˆ = Σˆ−1
(
Z′Σ−1Y + H
′
θS
−1
θ Hθαθ
)
. and Dβ = Z′Σ−1Z + H
′
θS
−1
θ Hθ. Sampling
from this distribution is conducted with the precision sampling algorithm in Chan and
Jeliazkov (2009).
Step 2: Sample fromp (Σu | Y,θ,λ, ν,h,Ω, ρ, σ2h)
To sample Σu, combine the inverse-Wishart prior distribution with the Gaussian
likelihood function. Since this is a conjugate distribution it is easy to show that:
(
Σu|Y,θ,λ, ν,h, σ2h,Ω, ρ
) ∼ IW (z1 + T, T∑
t=1
(Yt − Ztθt)(Yt − Ztθt)′
λteht
+Q1
)
,
(4.28)
where z1 and Q1 are known hyperparameters from the prior distribution of Σu.
Step 3: Sample fromp (Ω | Y,θ,λ, ν,Σu,h, ρ, σ2h)
To sample Ω, first note that the diagonal elements are conditionally independent.
Thus, we can sample them one at a time. Moreover, since the inverse-gamma dis-
tribution is a conjugate prior to the Gaussian likelihood function, it is easy to show
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that:
(ω2i |y,θ,λ, ν,Ω,h, σ2h,Σu) ∼ IG
(
T−1
2
+ ω0,
∑T
t=2(θ
i
t−θit−1)2
2
+ S0
)
, (4.29)
for i = 1, . . . ,m, where ω0 and S0 are (identical) known hyperparameters from the prior
distribution of ω2i .
Step 4: Sample fromp (h | Y,θ,λ, ν,Σu,Ω, ρ, σ2h)
To sample h, we follow Poon (2017a) and apply the auxiliary mixture sampler from
Kim et al. (1998) along with the precision sampler from Chan and Hsiao (2014). To
this end, note that that the measurement equation in Eq. (4.5) can be written as:
(
λ
1
2
t P
)−1
(Yt − Ztθt) = e 12htt, t ∼ N (0, In) , (4.30)
where P is the (lower) Choleski factor of Σu. Squaring both sides of Eq. (4.30) and
taking the (natural) logarithm gives the log-linear equation:
y∗t = ιNGht + 
∗
t , (4.31)
where y∗t = ln
(((
λ
1
2
t P
)−1
(Yt −XtΞθt)
)2)
, ιNG is a NG × 1 unit vector and ∗t =[
ln
(
21,t
)
. . . ln
(
2n,t
) ]′
. In practice, it is common to set add some small constant;
c, to y∗t to avoid numerical problems when y∗t is close to zero – in this paper, we set
c = 0.0001. Note that the resulting disturbance term in Eq. (4.31) is no longer
Gaussian distributed but instead follows a logχ21 distribution. This means that despite
being linear in the log-volatility term, standard linear Gaussian state space algorithms
can not be directly applied. To overcome this difficulty, Kim et al. (1998) show that the
moments of the logχ21 distribution can be well approximated through a seven Gaussian
mixture, in which an auxiliary random variable, denoted st, serves as the mixture
component indicator – hence the name of the algorithm. That is:
f (∗t ) ≈
7∑
j=1
pjfN
(
∗t |µj − 1.2704, σ2j
)
, (4.32)
where pj = P (st = j), j = 1, . . . , 7, fN (·|µ, σ2) is a Gaussian density with mean µ
and variance σ2 and the values of the probabilities and moments associated with each
Gaussian distribution are given in Table 2.4 – presented in the Appendix of Chapter 2.
In summary, given the vector of mixture component indicators; s =
[
s1 . . . sT
]′
,
and parameter values in Table 2.4, the state space model in Eq. (4.31) and Eq. (4.8)
is linear and conditionally Gaussian, thus standard sampling methods can be used.
96
Instead of adopting traditional Kalman filter based algorithms, we follow Poon (2017a)
and implement the efficient precision sampling based algorithm in Chan and Jeliazkov
(2009); Chan and Hsiao (2014).
To summarize, define y∗ = (y∗1, . . . ,y∗T )
′, h = (h1, ..., hT )′ is a T × 1 and ∗ =
(∗1, . . . 
∗
t )
′. Stacking the measurement equation in Eq. (4.31) over dates t = 1, . . . , T
gives:
y∗ = Xhh + ∗, (4.33)
where Xh = IT ⊗ ιNG and ∗ ∼ N(ds,Σ∗y) where ds = (µs1 , . . . ,µsT )′ and Σy∗ =
diag(σs1 , . . . ,σsT ) in which µst =
(
µs1t − 1.2704, . . . , µsnt − 1.2704
)
and σst =
(
σ2
s1t
, . . . , σ2snt
)
.
Thus, by a change of variable:
(y∗i |si,hi) ∼ N
(
hi + di,Σy∗i
)
. (4.34)
To complete the state space representation, stack the state equation for the log
stochastic volatility factor in Eq. (4.8) over all dates t = 1, . . . , T to get:
h = αh + H
−1
h ξ, ξ ∼ N(0,Φ), (4.35)
where αh = H−1h
(
h0 0 . . . 0
)′
, Φ = diag
(
σ2h
(1−ρ2) , σ
2
h, . . . , σ
2
h
)
and:
Hh =

1 0 0 · · · 0
−ρ 1 0 · · · ...
0 −ρ 1 . . . 0
... . . . . . . 0
0 · · · 0 −ρ 1

.
By a change of variable:
(h | Φ, h0) ∼ N
(
αh,
(
H′hΦ
−1Hh
)−1)
. (4.36)
Finally, combining (4.34) and (4.36) gives the conditional posterior distribution:
(
h|Y,θ,λ, ν,Ω,Σu, σ2h, ρ
) ∼ N (hˆ,K−1h ) , (4.37)
where hˆ = K−1h (H
′
hΦ
−1Hhαh + X′hΣ
−1
y∗ (y
∗ − ds)) and Kh = H′hΦ−1Hh + X′hΣ−1y∗Xh.
As in step 1 sampling from this distribution is conducted with the precision sampling
algorithm in Chan and Jeliazkov (2009).
Step 5: Sample fromp (λ | Y,θ, ν,Σu,h,θ,Ω, ρ, σ2h)
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To sample λ, first note that given the data and the model parameters, λ1, . . . , λT are
conditionally independent. Thus, we can sample each of them one at a time. Moreover,
given the conjugate inverse-gamma prior it is easy to show that:
(
λt | Y,θ, ν,h,θ,Ω, ρ, σ2h
) ∼ IG(ν +NG
2
,
ν + (yt − Ztθt)′
(
ehtΣu
)−1
(yt − Ztθt)
2
)
,
(4.38)
where ν is the degree of freedom parameter.
Step 6: Sample fromp (ν | Y,θ,λ,Σu,h,Ω, ρ, σ2h)
To sample ν, first combine Eq. (4.9) and Eq. (4.10) to get the log-density log p(ν|λ):
log p(ν|λ) = Tν
2
log(ν/2)− T log Γ(ν/2)−
(ν
2
+ 1
) T∑
t=1
λt − ν
2
T∑
t=1
λ−1t + c2, (4.39)
for 0 < ν < ν¯, where c2 is a normalization constant. Following Chan and Hsiao (2014)
sampling from this distribution can be accomplished through an independence-chain
Metropolis-Hastings step. More precisely, given the log-density log p(ν|λ), (ν|λ) ∼
N(νˆ, K−1ν ), where νˆ is the mode and Kν is the negative Hessian evaluated at the mode.
To implement this step, note that the derivatives from Eq. (4.39) have the following
forms:
d log p(ν|λ)
dν
=
T
2
log
(ν
2
)
+
T
2
− T
2
Ψ
(ν
2
)
− 1
2
T∑
t=1
λt − 1
2
T∑
t=1
λ−1t , (4.40)
d2 log p(ν|λ)
dν2
=
T
2ν
− T
4
Ψ′
(ν
2
)
, (4.41)
where Ψ(x) = d
dx
log Γ(x) and Ψ′(x) = d
dx
Ψ(x) respectively denote the digamma and
trigamma functions. The modes of these functions are then evaluated using the Newton-
Raphson method.
Step 7: Sample fromp (ρ | Y,θ,λ, ν,Σu,h,Ω, σ2h)
To sample ρ, first note that combining the prior with Eq. (4.8) gives:
(
ρ|y,θ,λ, ν,Ω,h, σ2h,Σu
) ∝ p(ρ)g(ρ)exp{− 1
2σ2h
T∑
t=2
(ht − ρht−1)2
}
, (4.42)
where g(ρ) = (1−ρ2) 12 exp(− 1
2σ2h
(1−ρ2)(h1−h0)2) and p(ρ) is a truncated normal. Since
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this conditional distribution is non-standard, we follow Chan and Hsiao (2014) and im-
plement an independence-chain Metropolis-Hastings step with a truncated normal dis-
tribution. More precisely, ρ ∼ N(ρˆ,Dρ)1(|ρ| < 1), where Dρ =
(
Vρ + X
′
ρXρ/σ
2
h
)−1 and
ρˆ = Dρ
(
V −1ρ µρ + X
′
ρzρ/σ
2
h
)
, in which Xρ = (h1, ..., hT−1)
′ and zρ = (h2, ..., hT )
′. Then,
given the current draw ρd, a proposal draw ρc is accepted with probability min
{
1, g(ρ
c)
g(ρd)
}
,
otherwise the Markov chain stays at the current draw.
Step 8: Sample fromp (σ2h | Y,θ,λ, ν,Σu,h,Ω, ρ)
Finally, to sample σ2h, note that under the inverse-gamma prior, we have:
(
σ2h|y,θ,λ, ν,Ω,h, σ2h,Σu
) ∼ IG(w1 + T
2
, S1 + [(1− ρ)2(h1)2 +
T∑
t=2
(ht − ρht−1)2]/2
)
,
(4.43)
where w1 and S1 are known hyperparameters.
4.6.3 Model Comparison
In this appendix we discuss how to compute the marginal likelihood using the one-step-
ahead predictive likelihood. To this end, let Yot denote a vector of observed variables
up to date t. Following Geweke and Amisano (2011), the one step ahead predictive
likelihood for model Mi, given data up to date t− 1, is given by:
p
(
Yt|Yot−1,Mi
)
=
∫
p
(
Yt|Yot−1,Mi,Θi
)
p (Θi|Mi) dΘi, (4.44)
where t = 1 is evaluated by:
p (Yo1|Mi) =
∫
p (Yo1) p (Θi|Mi) dΘi, (4.45)
which is entirely driven by the marginal data density: p (Yo1). Armed with this value, we
then approximate p
(
Yt|Yot−1,Mi
)
for dates t = 2, . . . , T by the Monte Carlo average:
̂p
(
Yt|Yot−1,Mi
)
= R−1
R∑
r=1
p
(
Yt|Yot−1,Mi,Θ(r)i,t−1
)
, (4.46)
where
{
Θ
(r)
i,t−1
}R
r=1
is a sequence of draws from the Metropolis-Hastings within Gibbs
sampler described in Appendix 4.6.2.
Finally, to see how the predictive likelihood is related to the Bayes factor, note that
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the marginal likelihood of the model Mi is given by:
p (YoT |Mi) =
T∏
t=1
̂p
(
Yt|Yot−1,Mi
)
. (4.47)
Thus, the Bayes factor between models Mi and Mj is:
BFi,j =
T∏
t=1
̂p
(
Yt|Yot−1,Mi
)
̂p
(
Yt|Yot−1,Mj
) . (4.48)
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5 Economic, Fiscal- or Monetary-policy Uncertainty
Shocks: What Matters for a Small Open Economy?
5.1 Introduction
There has been a recent surge of interest in identifying and measuring time-variations
in the riskiness of underlying shocks to a macroeconomy (Bloom et al., 2007; Bloom,
2009; Born and Pfeifer, 2014; Caggiano et al., 2014; Fernández-Villaverde et al., 2015;
Baker et al., 2016). The notion of time variation in the riskiness or volatility of shocks
is commonly referred to as uncertainty shocks in the literature. However, the analyses
in this literature tend to focus on the U.S. economy and are silent on the dimension of
international economic and policy spillovers.
Purpose and contribution. For small open economies, policy makers are often con-
cerned about external versus internal sources of shocks and uncertainties, and whether
their conduct of policy itself may contribute to economic uncertainty. We seek to ad-
dress this policy-relevant question from the point of view of an estimated model. To
the best of our knowledge, our open-economy contribution to the structural macroe-
conometric uncertainty shocks literature is a first.
In this paper, we ask: How much do uncertainty shocks contribute to the business
cycle fluctuations of a small open economy? In particular, we decompose and quantify
which time-varying risk—in domestic demand or supply conditions, in domestic mone-
tary or fiscal policy, or, in international economic and policy spillovers factors—matter
for a small open economy.
The empirical literature on macroeconomic and policy uncertainty shocks go about
measuring this notion in two ways. In the first method, one may interpret economic
uncertainty shocks from the perspective of statistical measures of exogenous economic
and/or policy volatility constructed directly from observed data (Caggiano et al., 2014;
Baker et al., 2016).24 In the second, one may take a slight more structured approach
from the point of view of an economic model and treat as “structural” the statistical
processes governing time-varying riskiness in economic and policy shocks (Bloom et al.,
2007; Bloom, 2009; Born and Pfeifer, 2014; Fernández-Villaverde et al., 2015).
We take the second approach of posing an explicit theoretical interpretation for
what is a demand, a supply, or a fiscal- and a monetary-policy shock—and their dis-
tributional heteroscedasticity processes—as part of an equilibrium theory. This allows
us to avoid well-known problems of weak identification of impulse dynamics in less
24 Commonly used measures are the Chicago Board Options Exchange Market Volatility Index (i.e.,
the VIX) and the Economic Policy Uncertainty (EPU) index of Baker et al. (2016).
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theoretically-constrained statistical models (see, e.g., Yao et al., 2017, and the cited
references therein). By construction, we will have well-defined (or identified) notions of
domestic-versus-foreign economic and policy shocks. We will use Canada as an example
small open economy in our analysis.
Results. Our main results are as follows. First, we identify considerable time-varying
volatilities in domestic technology, fiscal-policy and monetary-policy shocks. The same
holds for the exogenous block representing the foreign economy, in terms of foreign
inflation, output-growth, and nominal interest rate shocks. Specifically, we find that
there has been a broad decline in economic and policy shock uncertainty for both the
Canadian (domestic) and our representation of the U.S. (foreign) economy. However,
there has been a noticeable increase in our identified monetary- and fiscal-policy shocks’
uncertainties leading up to and after the Great Recession period (2008-2013). Second,
we find that a substantial degree of output fluctuation in the Canadian economy can be
attributed to domestic fiscal- and monetary-policy shocks (around 80%). International
spillovers playing a smaller role (around 10%). When we further decompose the sources
of these shocks to uncover the component due to time-varying volatility of the shocks,
we find that uncertainty accounts for a significant proportion of output fluctuations
(around 17%), in which the primary contributors are domestic fiscal- and monetary-
policy shock uncertainty (around 8% each).
Related literature. In terms of empirical methods, the paper closest to ours is Jus-
tiniano and Primiceri (2008). The authors consider a medium-scale DSGE framework
(see, e.g., Del Negro et al., 2007; Smets and Wouters, 2003; Christiano et al., 2005)
and augment the structural shocks with time-varying volatility in the distributions of
the shocks. Using this framework to explore the potential causes of the Great Modera-
tion, they conclude that reductions in the volatility of investment-specific technological
shocks were a key driver of the reduction in real GDP volatility (see also, Fernández-
Villaverde and Rubio-Ramírez, 2007; Bloom et al., 2007, for similar conclusions).25
25In following Justiniano and Primiceri (2008), the shock-uncertainty (i.e., stochastic-volatility) com-
ponents can be estimated along with the rest of the structural model using full-information Bayesian
methods on a conditionally linear Gaussian state-space representation. However, to facilitate this
computationally tractable method, one trades-off with accuracy of model solution and likelihood ap-
proximation. In our approach, as in Justiniano and Primiceri (2008), we solve the model to first-order
accuracy by a standard perturbation method. We then approximate the originally non-linear and non-
Gaussian conditional density of structural shocks by a mixture of Gaussian processes (Kim et al., 1998).
Alternatively, one may prefer to trade-off estimation and computational speed in return for model accu-
racy: This can be done by solving the model using higher-order approximations of equilibrium policies,
evaluating the non-Gaussian data likelihood of a resulting non-linear state-space representation and
constructing the model’s posterior density by sequential Monte Carlo. This latter method is costly,
and as a result, researchers tend to use an incomplete-information approach to estimate the model
(see, e.g., Fernández-Villaverde et al., 2011; Born and Pfeifer, 2014; Fernández-Villaverde et al., 2015):
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More recently, research has moved beyond the role of the investment channel by
investigating the role of domestic (monetary and fiscal) policy in shaping the business
cycle. For instance Mumtaz and Zanetti (2013) find that monetary-policy uncertainty
has a negligible effect on real GDP (approximately 0.15%). A similar result which also
encompasses the effects of fiscal-policy uncertainty is found by Born and Pfeifer (2014).
Interestingly, when exploring a zero lower bound environment, Fernández-Villaverde
et al. (2015) find that fiscal uncertainty shocks may decrease real GDP by around
1.5%. Our work here complements this literature by asking how important are time-
varying riskiness in fiscal- and monetary-policy shocks for a small open economy, and
how they vary over the recent history of a small open economy.
Our research is also related to recent research on the effects of international spillovers.
For example, Mumtaz and Theodoridis (2017) employ a dynamic factor model with
stochastic volatility to show that cross-country uncertainty spillovers have real effects
among eleven OECD countries. Faccini et al. (2016) show that U.S. government spend-
ing has a significant spillover effect on its major trading partners. Our research com-
plements both of these papers from the point of view of a small open economy.
Finally, our paper is also closely related to the literature on monetary policy eval-
uation using structural small open-economy models. For instance Lubik and Schorfheide
(2007) consider whether the monetary authorities of four small open economies—Australia,
Canada, New Zealand and the UK—respond to variations in nominal exchange rates.
These behavioral responses are expanded upon by Kam et al. (2009) who identify
institutionally-defined policy preferences to comment on the similarities and differences
of policy design across Australia, Canada and New Zealand. Finally, a similar analysis
is conducted by Justiniano and Preston (2010b) who explore the optimal monetary pol-
icy design of the same three small open economies when the policy maker is faced with
parameter uncertainty. The difference between parameter uncertainty and macroeco-
nomic uncertainty is as follows: The former refers to the degree of spread or impre-
cision in the 95% credible interval of the estimated parameters posterior distribution,
whereas the latter refers to time variation in volatilities of the distributions of structural
shocks. Thus, in addition to allowing for parameter uncertainty, our framework offers
an additional dimension of uncertainty through which small-open-economy fiscal- and
monetary-policy behavior can be empirically assessed.
The authors would separately estimate the stochastic volatility (SV) processes, and then estimate the
rest of the structural parameters of the DSGE conditioning on the estimated (SV) block. The second
stage estimation is usually done using a partial-information method of simulated moments.
In our application, we think there is not much lost in terms of accuracy, since the decision problems
faced by agents in our small open economy example is away —theoretically and in the observed
Canadian data—from crucial sources of nonlinear dynamics like the zero lower bound on nominal
interest. Hence, we conduct our analyses using the methods similar to Justiniano and Primiceri
(2008).
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The outline of the paper is as follows. Section 5.2 and 5.4 respectively explain the
model and it’s associated solution method. Section 5.5 outlines the Bayesian estimation
procedure. Section 5.6 presents the results and Section 5.7 concludes.
5.2 Model
The small-open-economy model is a version of Alonso-Carrera and Kam (2016), which
in turn, is an incomplete-markets generalization of the complete-markets model of Gali
and Monacelli (2005) or Justiniano and Preston (2010a). We extend this model to
include fiscal policy and stochastic volatility in economic and policy shocks.
5.2.1 Representative Household
The small open economy is populated by a continuum of identical households. Follow-
ing McCallum and Nelson (1999) and Benigno and Thoenissen (2008), each household
has access to a pair of non-state-contingent domestic and foreign money bonds, de-
noted Bt and B∗t , which are respectively denominated in Home and Foreign currency.
More precisely, if st denotes the t−history of aggregate macroeconomic shocks, then
Bt+1 (st) and B∗t+1 (st) respectively denote currency specific unit claims (e.g., one dol-
lar) conditional on st.26 Thus, letting rt and r∗t respectively denote the domestic and
foreign nominal interest rates, the date t cost of each bond in domestic currency terms
are given by (1 + rt)
−1 and St (st) (1 + r∗t )
−1, where St (st) is the nominal exchange
rate expressed as domestic currency per unit of foreign currency. In what follows we
reduce the notation on endogenous (random) variables by suppressing the arguments.
More precisely, we define X t := X t (st), where the function s 7→ X t (st) is vector-
valued, consisting of endogenous (i.e., equilibrium-determined) functions. For instance,
B∗t+1 (st) is written more compactly as B∗t+1.
Each household faces the budget constraint:
PtCt +
Bt+1
Rt
+
StB
∗
t+1
(1 + r∗t )
≤ (1− τW,t)WtNt +Bt + StB∗t + PtΘt, (5.1)
where Pt is the domestic consumer price index, Ct is a CES composite index of home
and foreign produced consumption goods later defined in (5.7), Rt is the domestic
(gross) nominal return on money holdings, τW,t is the marginal labor income tax rate,
Wt is the per hour nominal wage rate, Nt is the number of hours of labor supplied and
Θ ≡ ∫
[0,1]
Θ(i)di is the total number of dividend payment received from ownership of all
differentiated-product firms indexed by i ∈ [0, 1]. The budget constraint (5.1) requires
26We will summarize what st comprises later in Section 5.3.
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that the nominal value of consumption and new asset purchases must be feasibly fi-
nanced by post-tax labor income, current holdings of Home and Foreign money claims,
and profits from firm ownership.
Household preferences are represented by the total discounted expected utility cri-
terion:
E0
{ ∞∑
t=0
δtU(Ct, Nt)
}
, δt :=
β(Cat−1/At−1)δt−1, for t > 01 for t = 0 (5.2)
where Et := E{·|st} is the linear expectations operator conditional on realized public
information (st) at the beginning of date t, At is realized total factor productivity
(technology), Cat /At is (detrended) average consumption across households, and, δt is
an endogenous discount factor.27 We assume an additively separable utility function of
the form:
U(C,N) :=
C1−ρ
1− ρ − ψ
(
A1−ρt
) N1+ϕ
1 + ϕ
,
where ρ > 0 is the intertemporal elasticity of substitution, ϕ > 0 is the inverse of the
Frisch elasticity of labor supply and ψ > 0 is a scale parameter. As in Fernández-
Villaverde et al. (2015), the presence of technology in the utility function (i.e., At)
ensures the existence of a balanced-growth path. Following Ferrero et al. (2010), the
endogenous discount factor takes the following parametric form:
β(Cat /At) =
β¯
1 + ζ [ln (Cat /At)− ϑ)]
; β¯ ∈ (0, 1). (5.3)
We will parametrize ϕ > 0 and ζ so that the endogenous discount factor has a negligible
effect on the dynamics of the model, but they will matter enough to ensure the existence
of a unique nonstochastic steady-state equilibrium.
The representative household chooses an optimal plan {Ct, Nt, Bt, B∗t }t∈N to max-
imize (5.2) subject to (5.1), taking the average level of consumption, nominal prices,
policy rates and initial bonds holdings—i.e., {Cat , Pt,Wt, St, rt, r∗t }t∈N , B0 and B∗0—as
given. The first-order conditions of this problem at each date t and state st are char-
27The Uzawa (1968)-style endogenous discount factor function, β : R+ → (0, 1), ensures that the
model exhibits a unique non-stochastic steady state in the presence of incomplete markets and inter-
national borrowing and lending. For a survey on different approaches to introducing a deterministic
steady state into small open economy models see Schmitt-Grohé and Uribe (2003).
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acterized by the functionals:
A1−ρt ψN
ϕ
t C
ρ
t = (1− τW,t)
Wt
Pt
, (5.4)
C−ρt = RtEt
{
β (Cat /At)
(
Pt
Pt+1
)
C−ρt+1
}
, (5.5)
C−ρt = (1 + r
∗
t )Et
{
β (Cat /At)
(
P ∗t Qt+1
P ∗t+1Qt
)
C−ρt+1
}
, (5.6)
where the aggregate level of consumption is a CES composite index of home and foreign
produced consumption goods:
Ct =
[
(1− γ)1/η
(
C
η−1
η
H,t
)
+ γ1/η
(
C
η−1
η
F,t
)] η
η−1
, γ ∈ (0, 1), (5.7)
in which η > 0 is the elasticity of substitution between home and foreign goods. Fur-
thermore, these Home and Foreign index goods are Dixit-Stiglitz aggregates over a
continuum of differentiated varieties:
Cn,t =
[∫
[0,1]
[Cn,t(i)]
n−1
n di
] n
n−1
,
where n ∈ {H,F} and n > 1 is the elasticity of substitution between types of differ-
entiated domestic or foreign goods. Thus, at a given date t, the household faces an
associated an expenditure minimization problem, in which they are required to choose
varieties of Home and Foreign goods, conditional on their current prices PH,t and PF,t.
Solving this problem, the optimal consumption demand of each type of good is:
CH,t = (1− γ)
(
PH,t
Pt
)−η
Ct, CF,t = γ
(
PF,t
Pt
)−η
Ct,
where substitution of these demand functions into (5.7) yields the consumer price index:
Pt =
[
(1− γ)P 1−ηH,t + γP 1−ηF,t
] 1
1−η . (5.8)
Finally, given choices CH,t and CF,t, the household chooses varieties Cn,t(i), conditional
on prices Pn,t(i), to minimize the expenditure function:∫
[0,1]
Pn,t(i)Cn,t(i)di+ Pn,t
{
Cn,t −
[∫
[0,1]
[Cn,t(i)]
n−1
n di
] n
n−1
}
.
Solving this problem results in the demand functions and associated aggregate price
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levels:
Cn,t (i) =
(
Pn,t (i)
Pn,t
)−n
Cn,t, (5.9)
Pn,t =
(∫ 1
0
Pn,t (i)
1−n di
) 1
1−n
. (5.10)
for all i ∈ [0, 1] and n ∈ {H,F}.
5.2.2 Firm
As in Gali and Monacelli (2005), the production side of the economy consists of a
continuum of retail firms i ∈ [0, 1], each of whom produce a differentiated product
which is sold to the domestic government as well as domestic and foreign households,
according to the demand schedule:
YH,t+s(i) =
(
PH,t+s(i)
PH,t+s
)−H
YH,t+s, YH,t+s := CH,t+s +GH,t+s + C
∗
H,t+s, (5.11)
where PH,t is the domestic-goods producer price index, YH,t is the aggregate level of
domestic production, CH,t and C∗H,t respectively denote total levels of domestic and
foreign consumption expenditure on home produced goods and expenditure, GH,t is to
total level of government expenditure at any t, s ∈ N. For simplicity, we assume that
the Home government only consumes Home goods. Production is linear in labor input
Nt(i):
YH,t(i) = AtNt(i), (5.12)
where At is a labor-augmenting productivity term (later defined in (5.27)). Cost mini-
mization with respect to labor input implies that:
Wt = MCtAt, (5.13)
where MCt is the nominal marginal cost (i.e., the shadow value of, or Lagrange multi-
plier on, the firm’s technology constraint).
Since firms compete in monopolistically competitive environment, they must also
decide the price to charge for their variety of good. Following Rotemberg (1982), we
assume that each firm faces a convex price-adjustment cost:
AC
(
PH,t+s(i)
PH,t+s−1(i)
, YH,t+s(i)
)
:=
$
2
(
PH,t+s(i)
PH,t+s−Π(i)
− Π
)2
× YH,t+s(i),
where Π is gross CPI inflation along a deterministic balanced-growth path (i.e., the
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monetary authority’s inflation target). The parameter $ controls the degree of price
stickiness. If $ = 0 then prices are fully flexible. Thus, a larger $, implies more
stickiness in pricing.
The decision problem for each firm i ∈ [0, 1] is given by:
Θt(i) = max{PH,t+s(i)}s∈N
{
Et
∞∑
s=0
Dt
[
PH,t+s(i)
PH,t+s
YH,t+s(i)− Wt+s
PH,t+s
Nt+s(i)
−AC
(
PH,t+s(i)
PH,t+s−1(i)
, YH,t+s(i)
)]
: (5.11), (5.12). and (5.13)
}
,
where Dt = δt+s UC(Ct+s,Nt+s)UC(Ct,Nt) is the stochastic discount factor. The first-order conditions
for this problem at every date t ∈ N and state st, imply that firm i’s optimal pricing
strategy satisfies:
0 = (1− H)YH,t(i)
PH,t
− MCt
PH,t
∂YH,t(i)
∂PH,t(i)
−
∂AC
(
PH,t(i)
PH,t−1(i)
, YH,t(i)
)
∂PH,t(i)
− β(Cat /At)Et
UC(Ct+1, Nt+1)UC(Ct, Nt)
∂AC
(
PH,t+1(i)
PH,t(i)
, YH,t+1(i)
)
∂PH,t(i)
 ,
(5.14)
where
∂YH,t(i)
∂PH,t(i)
= −H
(
PH,t(i)
PH,t
)−H−1( 1
PH,t
)
YH,t,
and,
∂AC
(
PH,t(i)
PH,t−1(i)
, YH,t(i)
)
∂PH,t(i)
=
$
2
AC
(
PH,t(i)
PH,t−1(i), YH,t(i)
)
1
YH,t(i)
∂YH,t(i)
∂PH,t(i)
−$
(
PH,t(i)
PH,t−1(i)
− 1
)
1
PH,t−1(i)
YH,t(i)
.
The first term on the right hand side of (5.14) is the current real marginal revenue to
the firm with respect to its own price variation. The second term is the real marginal
cost associated with the marginal variation in labor hiring, as a consequence of the
pricing variation’s effect on the demand for firm i’s output. The third and fourth term,
respectively, give current and (expected) future marginal effects of the pricing strategy
variation on the firm’s profit via the price-adjustment cost terms.
5.2.3 Market Clearing
There are three types of Walrasian markets in our environment: A continuum of do-
mestic labor markets, a continuum of internationally traded goods market, and the
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international asset markets trading in non-state-contingent money claims. We consider
each in turn.
First, under the assumption that labor is assumed immobile across countries, the
domestic labor market has to clear in a competitive equilibrium. Equating labor supply
(5.4) and demand (5.13) gives:
A1−ρt ψN
ϕ
t C
ρ
t = (1− τW,t)mcH,tAtpH,t (5.15)
where we have defined pH,t =
PH,t
Pt
and mcH,t = MCtPH,t .
Second, goods market clearing for each variety of good i ∈ [0, 1], accounting for the
resource cost of price adjustments, yields the condition:[
1− $
2
(
PH,t(i)
PH,t−1(i)
− Π
)2]
YH,t(i) = CH,t(i) +GH,t(i) + C
∗
H,t(i)
=
(
PH,t(i)
PH,t
)−H
YH,t
=
(
PH,t(i)
PH,t
)−H [
(1− γ)
(
PH,t
Pt
)−η
(Ct +Gt)
+γ
(
PH,t(i)
StP ∗F,t
)−F (
P ∗F,t
P ∗t
)−η
C∗t
]
,
(5.16)
where the second equality utilizes the derived demand for good i, by Home consumers
and government, and also by Foreigners. The third equality is derived from the demands
for Home index goods by the same agents, which embed the assumption that Foreign
and Home agents have symmetric preference representations.
Let us define an aggregate Home output index:
Yt =
[∫ 1
0
Y
(H−1)/H
H,t (i)di
]H/(H−1)
. (5.17)
The aggregate goods market clearing condition is
[
1− (ΠH,t − Π)2
]
Yt = YH,t ≡ (pH,t)−η [(1− γ)(Ct +Gt) + γQηtC∗t ] . (5.18)
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5.2.4 Government Behavior and Policy Shock Processes
We close the model by describing monetary and fiscal policies as following simple policy
rules. The monetary authority follows a conventional Taylor-type rule:
Rt
R
=
Rt−1
R
φR Πt
Π
(1−φR)φΠ Yt
Y At
(1−φR)φY
exp {σR,tεR,t} , ετW ,t ∼ N (0, 1), (5.19)
where φR ∈ [0, 1) models the degree of interest-rate smoothing behavior, while φΠ > 0
and φY ≥ 0 respectfully model the monetary authority’s response to CPI inflation
(Πt := Pt/Pt−1) and contemporaneous output Yt (to be defined later). Terms in the
denominators without a subscript denote steady-state levels or rates of their respective
variables in the numerator. As in Primiceri (2005), the structural shock εR,t captures
“non-systematic monetary policy”, interpretable as “policy mistakes”, as well as any
policy actions that are left unexplained by the model. The time varying volatility
term σR,t, thus allows for time-varying uncertainty in the likelihood of non-systematic
monetary policy. For instance, institutional changes such as the change from monetary
to inflation targeting may result in a lower value for σR,t.
For simplicity, we follow Fernández-Villaverde et al. (2015) and assume that the fiscal
authority does not accumulate a stock of debt, so the government budget constraint is
always balanced:
Gt = τ
W
t
WtNt
PH,t
. (5.20)
Following Fernández-Villaverde et al. (2015), the (labor) income tax rate is modeled as
a mean-reverting tax smoothing rule:
τW,t−τW = αW (τW,t−1 − τW )+φW,Y
(
Yt
Yt−1
− 1
)
+exp {στW ,t} ετW ,t ετW ,t ∼ N (0, 1),
(5.21)
in which τW is the steady state labor tax rate, αW ∈ [0, 1) is a stationary autoregressive
coefficient and φW,Y > 0 is a feedback effect from the current state of the business
cycle. As was the case in the Taylor rule, ετW ,t captures unanticipated changes to fiscal
policy. This component can be thought of as exogenous political changes arising in
the implementation of fiscal policy. The time-varying volatility term στW ,t specified in
(5.32) captures riskiness in these non-systematic fiscal policy shocks.
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5.2.5 Competitive Equilibrium
Asset pricing. The requirement of zero profitable arbitrage in equilibrium is given
by the equality between the Euler functionals (5.5) and (5.6). This can be rewritten as:
RtEt
{
β (Cat /At)
(
Pt
Pt+1
)
C−ρt+1
}
= Et
{
β (Cat /At)
(
Qt+1
Qt
)
C−ρt+1R˜
∗
t+1
}
, (5.22)
which implies uncovered interest parity (UIP) condition. Since the process for R˜∗t is
(exogenously) given as an AR(1)-SV model, this asset pricing condition will exhibit an
exogenous time-varying risk component.
Phillips curve. We restrict attention to a symmetric equilibrium: All firms i ∈ [0, 1]
will choose a pricing strategy such that at each date t and state st, PH,t(i) = PH,t.
Denote ΠH,t := PH,t/PH,t−1. After some algebra, the firms’ optimal pricing condition
(5.14) implies an equilibrium “Phillips curve” functional equation:
ΠH,t(ΠH,t − Π)− H
2
(ΠH,t − Π)2 =
β(Cat /At)Et
{
C−ρt+1
C−ρt
(ΠH,t+1 − Π) ΠH,t+1 · YH,t+1
YH,t
}
+
H
$
[
mcH,t − H − 1
H
]
.
(5.23)
This is an expectations-augmented Phillips curve. Also, the greater is the cost of
prices adjustment, $ →∞, the gap between expected discounted next-period marginal
(profit) value of inflation and current marginal value of inflation goes to zero. That is,
prices are expected not to change very much (i.e., are not sensitive to real marginal cost
deviations) the more costly is price adjustment. The greater is the elasticity of demand,
H → +∞, the more positive and sensitive is the response of current inflation to real
marginal cost (limiting case of perfect competition) deviation. Note that (H−1)/H is the
inverse of a monopolist’s static optimal markup, which depends on the firm’s demand
elasticity H .
Useful identities. From the CPI index (5.8), we can derive the Home final goods
price index relative to the CPI index as:
pH,t :=
PH,t
Pt
=
[
1− γ (Qt)1−η
1− γ
] 1
1−η
, (5.24)
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where we have used the definitions PF,t/Pt = StP ∗t /Pt =: Qt. As a corollary, we have
that pH,t/pH,t−1 = (PH,t/PH,t−1)/(Pt/Pt−1), which implies:
Πt =
ΠH,t
pH,t/pH,t−1
= ΠH,t ×
[
1− γ (Qt−1)1−η
1− γ (Qt)1−η
] 1
1−η
. (5.25)
Aggregating (5.12) up, we have
YH,t = AtNt. (5.26)
Given these identities, a recursive competitive equilibrium is defined as follows:
Given policies (5.19) and (5.21), a recursive competitive equilibrium is a system
of allocation functions st 7→ (Ct, Nt, Gt, YH,t,mcH,t) (st), and pricing functions st 7→
(ΠH,t, pH,t,Πt, Qt)(st), such that: Households optimize: (5.4), (5.5), (5.6), Cat = Ct,
(5.24) and (5.25);
• Firms optimize: (5.13), (5.23) and (5.26);
• Markets clear (given agents optimize): (5.15) and (5.18);
• Government budget constraint holds: (5.20); and limt→∞ δtRtEt
{
C−ρt+1Π
−1
t+1Bt+1
}
=
limt→∞ δtEt
{
C−ρt+1Qt+1R˜
∗
t+1B
∗
t+1
}
= 0, for each date t ∈ N and state st.
Since the labor augmenting technology process At has a unit root, consumption, labor,
government expenditure and output all evolve along the stochastic growth path. Thus,
before solving the model, we first need to solve for the competitive equilibrium in terms
of stationary allocation and pricing functions. To do so, we define stationary functions
by taking the ratio X˜t = Xt/At, where X ∈ {C,N,G, Y }. The characterization of
Definition 5.2.5 in stationary terms is provided in Appendix 5.8.2.
5.3 Exogenous Stochastic Processes
Domestic monetary- and fiscal-policy shock. We have already alluded to two
sources of exogenous structural shocks acting through domestic monetary and fiscal
policy, respectively, in (5.19) and (5.21). Their statistical model will be given below.
Before getting there, we will complete the description of the rest of the exogenous shock
processes that shift the model economy.
Domestic technology shock. Following Fernández-Villaverde et al. (2015), we as-
sume that the labor-augmenting productivity At follows a random walk with drift:
ln(At) = gA + ln(At−1) + σA,tεA,t, εA,t ∼ N (0, 1), (5.27)
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where gA is the growth rate of the economy along the balanced growth path. The fact
that (5.27) has time varying volatility means that the degree of uncertainty about the
future path of domestic economic growth is permitted to change over the course of the
business cycle.
The rest of the world. We assume that the rest of the world can be modeled as
the limit of a large closed economy. Thus, C∗t = Y ∗t is the rest of the world’s output.
The rest of the world is assumed to follow a recursively identified first-order VAR-SV
process:
Z∗t = βZ
∗
t−1 + wt, wt ∼ N (0,ΣZ,t) (5.28)
where Z∗t := [∆ ln (Y ∗t ) , pi∗t , i∗t ]′, comprises (de-meaned) percentage growth in foreign
real GDP, foreign inflation rate, and, foreign nominal interest rate. The stochastic
variance-covariance matrix is defined by ΣZ,t =
(
L′F−1t L
)−1, where
L =
 1 0 0σpi∗,Y ∗ 1 0
σi∗,Y ∗ σi∗,pi∗ 1
 , and, Ft =
 σ
2
Y ∗,t 0 0
0 σ2pi∗,t 0
0 0 σ2i∗,t
 . (5.29)
As is standard in the VAR literature, interest-rate (i.e., monetary policy) shocks are
assumed to be independent of any other innovations, however the ordering of the non-
policy block is somewhat arbitrary (see, e.g., Primiceri, 2005).28
5.3.1 Structural Shocks and Uncertainty Shocks
Let u˜t denote an 6× 1 vector collecting all the policy and economic disturbances—i.e.,
the structural shocks:
u˜t = Σ
1/2
t εt, εt ∼ N (0, I6), (5.30)
where I6 is a (6× 6) identity matrix,
Σt =
[
Ft 0(3×3)
0(3×3) Dt
]
, and, Dt =
 σ
2
A,t 0 0
0 σ2R,t 0
0 0 σ2τW ,t
 . (5.31)
Note that when we abuse notation and write Σ1/2t , it is understood that Σt is a diag-
onal matrix. Each element of the stochastic volatilities, Σt, evolves according to the
stochastic process:
log σi,t = log σi,t−1 + νi,t, νi,t ∼ N
(
0, ω2i
)
, (5.32)
28For robustness we ensured that the results are not subject to ordering effects.
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for i ∈ I := {A,R, τW , Y ∗, pi∗, i∗}.29 Denote the collection of variance parameters as
ω = {ωi}i∈I .
We can make two observations: First, the vector of states relevant to agent decisions
is st =
(
Bt, B
∗
t , At, στW,tετW ,t, σR,tεR,t,Z
∗
t
)
. Second, from (5.30) and (5.32), we can see
that there are two sources of variations in structural shocks, u˜t. For each shock i, one
source of innovation, εi,t ∈ εt, is a Gaussian shock to the policy or economic variable
itself—a mean structural shock. Another component of innovation, νi,t, is uncertainty
shock, which renders a permanent shock to the riskiness of the distribution of each
u˜i,t ∈ u˜t.
5.4 Solution Method and Observables
From a stationarized version of Definition 5.2.5, its implied deterministic steady-state
equilibrium is computed by the steps listed in Appendix 5.8.3. Following Justiniano
and Primiceri (2008), the model’s recursive competitive equilibrium conditions are ap-
proximated by a perturbation method which is accurate to first-order. We then use
a standard rational expectations equilibrium (REE) algorithm to find the stable REE
solution, represented as a conditionally linear and Gaussian state-space system, and
map observed data to it as
xt+1 = Aθxt + Bθu˜t,
yot = H
oyt, (5.33)
where xt is a vector of all endogenous variables in the system, yot is a vector of ob-
servables, and, Ho is the linear observation equation. In our empirical application, the
vector of observables is given by:
yot = (∆ log Yt, logRt, log τW,t,∆ log Y
∗
t , pi
∗
t , i
∗
t ) ,
where ∆ logXt denotes the first difference logXt − logXt−1, Yt denotes the level of
real GDP per capita in the SOE, Rt is the domestic gross nominal interest rate, τW,t
is the marginal labor tax rate, Y ∗t is the international level of real GDP per capita,
pi∗t is the foreign inflation rate, and, i∗t is the foreign interest rate. Data sources and
transformations of each series used in the empirical analysis are provided in Appendix
5.8.1.
In summary, the implied econometric model is jointly given by equations (5.27),
29The reason for modeling the stochastic processes (5.32) in logarithms, is to ensure that the random
levels of the standard deviations, σi,t, remain positive almost everywhere, except on measure-zero
events.
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(5.28), (5.29), (5.30), (5.31), (5.32), and, (5.33).
5.5 Bayesian Estimation
We now outline a method for evaluating the non-analytical posterior joint distribution
of the implied econometric model given observed data.30 To obtain posterior draws for
the model’s structural parameters (θ,ω2) and the time varying volatilities
(
{Σt}Tt=1
)
,
our estimation procedure uses a four-step Metropolis-within-Gibbs algorithm. In the
first step, given ω2 and {Σt}Tt=1, the model’s microeconomic parameters θ are drawn
(updated) through a random walk Metropolis-Hastings algorithm as in Schorfheide
(2000). Next, the structural shocks {u˜}Tt=1 are simulated using the efficient disturbance
smoother developed by Durbin and Koopman (2002). Drawing the time-varying volatil-
ities requires the combination of two procedures: In the first step, we apply the auxiliary
mixture sampler of Kim et al. (1998) to approximate the underlying non-linear, non-
Gaussian state-space representation as a mixture of linear Gaussian models.31 Following
this, the volatilities Σt can then be sampled with standard linear Gaussian methods as
in Carter and Kohn (1994). However, here we make use of an efficient algorithm by
Chan and Hsiao (2014) which takes advantage of the fact that the precision matrices
of the underlying state space model are both block-banded and sparse. Conditional on
the above blocks, the posterior distributions of the remaining parameters, (ω2), have
analytical Inverse Gamma density representations. This Gibbs-sampling with condi-
tional blocking method is known to induce the correct posterior density of the model’s
parameters (θ,ω2) (see Stroud et al., 2003; Del Negro and Primiceri, 2015).
5.5.1 Priors
The prior distributions, mean and standard deviations of each parameter in the DSGE-
SV model are provided in Table 5.1. The associated posterior estimates will be discussed
in the next section. The prior means and distributions of the domestic economies DSGE
parameters follow from Justiniano and Preston (2010a). This includes setting H = 8 -
which implies a steady state markup of 14 percent.32
Consistent with the literature, the Rotemberg price stickiness parameter is centered
at a mean of 60, which translates to the standard Calvo price stickiness probability of
30This is similar to the method used in Justiniano and Primiceri (2008), with the exception of the
penultimate step where we utilize a more efficient smoother to construct a sequence of stochastic
volatilities conditional on other estimated blocks in the Gibbs sampler. More details are presented in
Appendix 5.8.4.
31The stochastic-volatility components of the model renders nonlinearity and non-Gaussian (χ2)
distributions in its state-space representation, which can be approximated as a log-linear Gaussian
mixture process.
32To see this, note that the percentage markup is given by HH−1 − 1.
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0.75 (e.g., Gali and Monacelli (2005)), while the steady state discount factor β¯ = 0.99
and the parameters in the endogenous discount factor function (5.3) are set to ϕ = 1.27
and ϑ = 1−6. Next, to the best of our knowledge there are no studies that estimate a
similar tax rule for the Canadian economy. For this reason the mean response is set
to unity, however we use a relatively large variance to express our uncertainty about
the true value of the parameter. In practice we found that gA was not well identified
by the data. Following Fernández-Villaverde et al. (2015), we therefore set gA = 0.005
which implies a steady state growth rate of technology to 2 percent per annum. Finally,
the priors for the AR coefficients and covariance terms in the foreign VAR-SV model
are respectively given by truncated and unrestricted Gaussian priors. The prior means
were obtained by estimating a VAR-SV model on US data and then taking the posterior
means as our prior means in the DSGE-SV model.33
5.6 Estimation Results
We will address our main question on the accounting of macroeconomic and policy shock
uncertainty on a small open economy’s real GDP growth in Section 5.6.3 below. Readers
interested in the economic conclusions may go directly there from here. Otherwise, we
will discuss the model estimation results here.
In Section 5.6.1 we first discuss the structural parameter estimates, and then we
comment on the stochastic-volatility estimates in Section 5.6.2. In Section 5.6.3, we
then takes up our primary research question by way of historical decompositions (i.e.,
an accounting of sources of volatility shocks) over the sample period.
5.6.1 Structural Parameter Estimates
The prior density functions and marginal posterior density estimates for all micro and
exogenous VAR-SV parameters in the DSGE-SV model are displayed in Figure 5.1.
For ease of comparison, the mean and standard-deviation statistics of these posterior
densities of the parameters are reported alongside their corresponding prior densities’
statistics in Table 5.1. We have tested to ensure that the posteriors plotted in Fig-
ure 5.1 represent an ergodic distribution of the parameter Markov chain (induced by
our Metropolis-within-Gibbs sampler). In the interest of brevity, these convergence
diagnostics are summarized in our online appendix.
33We note that the support of each parameter’s density is in line with appropriate restrictions
from the economic theory. For instance, the autoregressive term in the labor augmenting technology
equation follows a beta distribution on the unit interval. This strategy is also applied in setting the
priors for the foreign economies VAR-SV model. In that case, note that the Gaussian priors for the
autoregressive terms in the VAR-SV model are truncated at ±1.
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Table 5.1: Prior and posterior densities for the baseline model with stochastic volatility
Parameter Description(a) Family(b) Prior Mean Prior Std. Post. Mean(c) Post. Std.(c)
ρ Intertemporal ES N 1.00 0.10 1.00 0.01
η Elasticity H-F Goods N 0.90 0.10 0.90 0.01
$ Price-stickiness N 60.00 0.10 60.01 0.11
φR MP, Smoothing B 0.90 0.10 0.98 0.00
φY MP, Output N 0.25 0.10 0.27 0.01
φΠ MP, Inflation N 1.80 0.10 1.79 0.01
φW FP Output N 1.00 0.10 1.00 0.01
αW FP, Smoothing B 0.4 0.10 0.39 0.01
ρA TFP, Smoothing B 0.60 0.10 0.60 0.01
ρ(Y ∗,Y ∗) VAR-SV, AR TN 0.01 0.10 0.00 0.01
ρ(Y ∗,pi∗) VAR-SV, AR TN 0 0.10 0.01 0.01
ρ(Y ∗,i∗) VAR-SV, AR TN 0.00 0.10 0.00 0.01
ρ(pi∗,Y ∗) VAR-SV, AR TN 0.05 0.10 0.00 0.01
ρ(pi∗,pi∗) VAR-SV, AR TN 0.09 0.10 0.05 0.01
ρ(pi∗,i∗) VAR-SV, AR TN 0.00 0.10 0.09 0.01
ρ(i∗,Y ∗) VAR-SV, AR TN 0.00 0.10 0.13 0.01
ρ(i∗,pi∗) VAR-SV, AR TN 0.04 0.10 0.00 0.01
ρ(i∗,i∗) VAR-SV, AR TN 0.13 0.10 0.03 0.01
σ(pi∗,Y ∗) VAR-SV, SV N -0.01 0.10 -0.01 0.01
σ(i∗,Y ∗) VAR-SV, SV N -0.03 0.10 -0.03 0.01
σ(i∗,pi∗) VAR-SV, SV N 0.03 0.10 0.03 0.01
• (a) MP (or FP) stands for Monetary (or Fiscal) Policy rule. TFP denotes Total Factor Produc-
tivity. AR denotes autoregressive coefficient and COV denotes covariance.
• (b) B stands for Beta, N Normal and TN Truncated Normal.
• (c) Posterior moments are generated from a thinned sample of 1,000,000 MCMC draws in which
we save 1 in 50 draws after a 50,000 draw burn-in. Convergence diagnostics are presented in
presented in Appendix 5.8.6.
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Figure 5.1: Parameter identification: Prior and posterior parameter densities.
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5.6.2 Behavior of Shock Uncertainties
Now we examine the economic significance of allowing for time varying volatilities in
each of the shocks. Figure 5.2 displays the posterior mean of the estimated stochastic
volatilities over the sample period.
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Figure 5.2: Estimated uncertainty: (σi,t)i∈{A,R,τW ,Y ∗,i∗,pi∗}
The initial decline in volatility across most variables following 1980 is consistent
with both DSGE and VAR evidence on the Great moderation period (Primiceri, 2005;
Justiniano and Primiceri, 2008). The results for the US shocks are qualitatively similar
to those found in VAR studies (Primiceri, 2005; Mumtaz and Zanetti, 2013). One
difference is the result that US monetary policy and output volatility remain high
following the initial spike in the mid 1990s, where as the VAR evidence in Mumtaz and
Zanetti (2013) suggests that volatility declines after 2001 and then spikes again in post
GFC period - as is the case of the domestic gross interest rate presented here. Aside
from the difference in sample size, one possible explanation for this differences is the
fact that Mumtaz and Zanetti (2013) utilize a time-varying-parameter VAR-SV model,
compared to our DSGE model which implies a constant-parameter VAR-SV reduced
form. We note that the choice of a VAR-SV for the foreign economy is in line with the
wider literature. For instance, the use of a constant VAR-SV model is in line with those
results presented in Primiceri (2005) who show that a VAR with tight prior variance
on the coefficients provides a better fit to US data as compared to a more flexible time
varying parameter VAR-SV model.
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With respect to the domestic economy, there is a steady decline in Canadian output
volatility. The domestic gross interest rate volatility is more interesting. After the
initial decline, there are then three distinct periods of increased volatility. The first
spike in 1991 coincides with the adoption of inflation targeting, while next subsequent
spikes in 2000 and 2008 correspond with the two US recessions. While Canada did not
go through a recession in 2000, the increase in domestic gross interests rate volatility
is in line with the strong bank rate movements at the time. Finally, the fluctuations in
labor tax volatility are similar to those seen in the domestic gross interest rate volatility.
Aside from the higher overall magnitude of the labor tax volatility, the main difference
is the steady increase since the mid 1990s.
5.6.3 Volatility Shock Accounting
We address the main question in the paper here by decomposing and quantifying which
time-varying risk—in domestic demand or supply conditions, in domestic monetary or
fiscal policy, or, in international economic and policy spillovers factors—matter for a
small open economy.
To this end, historical decompositions of real GDP growth are constructed as follows:
First, using the draws from the posterior distribution the model parameters, we obtain
a simulated sample {u˜t}Tt=2 of (compound) structural shocks—defined in (5.30) and
(5.32)—which contains i.i.d. and stochastic-volatility components, for each type of
shock i ∈ I.
Second, we simulate the path of real GDP growth, using the Wold representation of
the VAR representation of the theoretical model; i.e., given yo1, and {u˜t}Tt=2, we have:
yot (i) = H
o
[
(Aθ)
t−1y1 +
t−2∑
j=0
(Aθ)
jBθSiu˜t−j
]
, ∀t > 1
where Si selects a particular structural shock u˜i,t−j ∈ u˜t−j.
Third, we construct historical decomposition statistics, {HDn,t (i) : i ∈ I}Tt=2, which
account for the contribution to each date-t observable variable, yon,t, by the cumulative
effect of the structural shock i, i.e., u˜i, from the beginning of the sample period until
date t. The accounting formula for this is:
HDn,t (i) :=
∣∣yon,t (i)∣∣∑
i∈I
∣∣yon,t (i)∣∣ . (5.34)
Note that we define this statistic in terms of absolute sizes or magnitudes of contribu-
tions, since we are not per se interested in the directions or net effects of these shocks.
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A rough cut. We plot the historical decomposition statistics defined by (5.34) for
each combined structural shock u˜i, i ∈ I, in Figure 5.3. (Note that this is a coarser
analysis for now as each combined shock contains variations from an i.i.d. shocks
component and an stochastic-volatility shock component.) Each shock i has a unique
color-coded patch in the figure. From Figure 5.3, we can deduce that domestic shocks
have contributed to majority of the output fluctuations over the sample period. On
average, international spillovers have contributed to around five percent of domestic real
GDP fluctuations, with the majority of contributions stemming from foreign output
shocks. In contrast, domestic policy shocks have contributed around 90 percent of all
output fluctuations with monetary policy having particularly pronounced impacts in
the mid-1980s. Interestingly, the contribution of the shocks seems to reach a stable
share after the introduction of inflation targeting in 1991.
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Figure 5.3: Historical decomposition by combined structural shocks (u˜)
A finer cut. To analyze the relative contribution of uncertainty shocks, we further
decompose the contribution of the two stochastic elements of the structural shocks
u˜t—i.e., changes in the i.i.d. innovations (εt) versus changes in the riskiness of struc-
tural shocks (Σt). More precisely, given u˜i,t from u˜t, we can square the definition (5.30)
and take logarithms on both sides to obtain:
log(u˜2i,t) = log(σ
2
i,t) + log(ε
2
i,t). (5.35)
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We can then define the (absolute) proportion of log(u˜2i,t) explained by the stochastic
volatility component as:
ξi,t =
| log(σ2i,t)|
| log(u˜2i,t)|
. (5.36)
What this refined measure tell us is as follows: A larger magnitude of ξi,t implies that
the distributional riskiness of a particular shock i is more important in accounting for
the variations in the compound structural shock i, i.e., u˜i,t. (The complement of this
statistic, which accounts for the share of the i.i.d. component, can be readily deduced
as well.)
We present a refinement of the statistics (5.34) using (5.36), and its complement, for
each shock i across the sample periods t, in Figure 5.4. Figure 5.4 is basically Figure 5.3
decomposed further using the formula (5.36). Recall from Figure 5.3, we learned that
monetary- and fiscal-policy shocks account for most of the variations in the Canadian
data’s real GDP growth. Now, in Figure 5.4 we further deduce that these policy shocks
are largely accounted for by their respective i.i.d. components, εR,t and ετW ,t.
However, there is also non-negligible contributions to real GDP growth by fiscal and
monetary policy-shock uncertainties.
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Figure 5.4: Historical decomposition by uncertainty shocks (σi,t)
In Figure 5.5 we plot the contributions of the stochastic volatility to variations in
Canadian real GDP directly. The contribution of uncertainty shocks, averaged over the
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data sample, is around 17 percent, with fiscal- and monetary-policy-shock uncertainty
explaining most of the effects. This result is much larger than closed-economy studies on
the US economy. For instance Mumtaz and Zanetti (2013) find that monetary-policy-
shock uncertainty has a negligible effect on US real GDP (approximately 0.15 percent).
A similar result which also encompasses the effects of fiscal-policy-shock uncertainty is
found by Born and Pfeifer (2014). Interestingly, when exploring a zero lower bound
environment, Fernández-Villaverde et al. (2015) find that fiscal uncertainty shocks may
decrease real GDP by around 1.5 percent.
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Figure 5.5: Historical decomposition by IID (i,t) and uncertainty shocks (σi,t)
In summary, our results suggest that the historical movements in Canadian real
GDP is due largely to domestic fiscal- and monetary-policy shocks, and, due to non-
negligible time variations in the riskiness of these policy shocks.
5.7 Conclusion
In this paper, our main goal was to understand which of unexpected variations in
international economic uncertainty, or domestic economic and policy uncertainties, are
the more dominant drivers of a small open economy’s business cycle.
To answer this question, we extended a version of a well-known small-open-economy
DSGE model to allow for the volatilities of the structural disturbances to change over
time. Using this model structure as a yardstick for interpretation and quantification,
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we identified and accounted for both domestic versus international, and, market-driven
versus policy-driven, sources of uncertainty shocks.
First, we identify considerable time-varying volatilities in both domestic and foreign
shock processes. Specifically, we find that there has been a broad decline in economic
and policy shock uncertainty for both the Canadian (domestic) and our representation
of the U.S. (foreign) economy. However, there has been a noticeable increase in our
identified monetary- and fiscal-policy shocks’ uncertainties leading up to and after the
Great Recession period.
Finally, in contrast to the closed-economy literature on the US economy, we found
that uncertainty accounts for a significant proportion of output fluctuations (around
17 percent). The primary contributors are domestic fiscal- and monetary-policy-shock
uncertainty (around 8 percent each), with international uncertainty spillovers having
a negligible effect (less than one percent). While the former result is new, the latter
result is complementary to the existing DSGE literature examining the Canada/US
relationship.
5.8 Appendix
5.8.1 Data
Domestic macroeconomic variables. Canadian real GDP, CPI and nominal interest
rate data were sourced from the FRED Database maintained by the St.Louis Fed (series
NAEXKP01CAQ189S, CANCPIALLQINMEI and RSTCB01CAQ156N respectively).
Real GDP growth and inflation were, respectively, calculated as the log-difference of
the real GDP and CPI series, while the nominal interest rate was converted to a gross
real interest rate through the Fisher relation and enters the model in logs.
Foreign macroeconomic variables. US real GDP, CPI and nominal interest rate
data were sourced from the FRED Database maintained by the St.Louis Fed (series
GDPC1, CPALTT01USQ661S and FEDFUNDS respectively). Real GDP growth and
inflation were respectively calculated as the log-difference of the real GDP and CPI
series (and demeaned), while the annualized nominal interest rate was converted to a
quarterly rate by dividing the demeaned logged series by 400.
Labor income tax rates. Following Born and Pfeifer (2014) and Fernández-Villaverde
et al. (2015), our approach to calculating an average labor income tax rate follows the
works of Mendoza et al. (1994), Jones (2002), and Leeper et al. (2010). For com-
pleteness, we list the details of this two-step procedure. In the first instance, average
personal income tax is computed as:
τp =
PIT
WS + PI +RI + CP +NFI
, (5.37)
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where PIT denotes the level of (aggregate) personal income tax, WS is income from
wage and salaries, PI is property income, RI is rental income, CP is corporation profits
and NFI is income from non-farm entities. Next, given (5.37), the average labor tax
rates are computed as:
τl =
τpWS + SS
CE
, (5.38)
where SS is the total Social Security benefits and CE is the Compensation for Em-
ployees. All data was sourced from the Canadian National Statistical Agency (Tables:
380-0072 and 380-0074). We note that the average labor tax rate enters the model in
logs. The resulting series are plotted Figure 5.6.
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Figure 5.6: Observed data
5.8.2 Stationary RCE characterization
We transform the necessary conditions from Definition 5.2.5 into stationary form as
follows, where a variable with a “tilde” denotes a stationarized ratio between its original
level and the level of domestic total factor productivity, i.e., X˜t := Xt/At.
Household optimal portfolio choices:
C˜−ρt = RtEt
{
β
(
C˜t
) C˜−ρt+1
Πt+1
exp [gA + σAεA,t+1]
−ρ
}
, (5.39)
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C˜−ρt = Et
{
R˜∗t+1β
(
C˜t
) C˜−ρt+1Qt+1
Qt
exp [gA + σAεA,t+1]
−ρ
}
. (5.40)
Firm optimal pricing and hiring:
ΠH,t(ΠH,t − Π)− H
2
(ΠH,t − Π)2 = H
θ
[
mcH,t − H − 1
H
]
+ β(C˜at )Et
{
C˜−ρt+1
C˜−ρt
(ΠH,t+1 − Π) ΠH,t+1 · Y˜H,t+1
Y˜H,t
exp [gA + σAεA,t+1]
1−ρ
}
, (5.41)
Y˜H,t = Nt. (5.42)
Labor market and goods market clearing:
ψNϕt C˜
ρ
t = (1− τW,t)mcH,tpH,t (5.43)[
1− (ΠH,t − Π)2
]
Y˜t = Y˜H,t ≡ (pH,t)−η
[
(1− γ)(C˜t + G˜t) + γQηt C˜∗t
]
. (5.44)
Government budget constraint:
G˜t = τ
W
t mcH,tY˜H,t, (5.45)
Identities:
pH,t =
[
1− γ (Qt)1−η
1− γ
] 1
1−η
, (5.46)
Πt = ΠH,t × pH,t−1
pH,t
. (5.47)
Note that mcH,t := MCt/PH,t, Nt, pH,t := PH,t/Pt, Qt, Πt and ΠH,t are already station-
ary variables, as are Rt, R˜∗t and τW,t.
Given the exogenous stochastic process st, and policy behaviors, (5.19), (5.21), and
stochastic volatility processes, (5.28), (5.30) and (5.32), the system above character-
izes a bounded stochastic process for allocation {C˜t, Nt, G˜t, Y˜H,t,mcH,t}t∈N and pricing
functions {ΠH,t, pH,t,Πt, Qt}t∈N.
5.8.3 Steady State and Model Calibrations
In this section we describe the model’s non-stochastic steady state (hereinafter we will
refer to this as the unique “steady state”). It is easy to check that the steady state
results in an under identified system. Thus, to get a unique solution, we need to use a
combination moment matching to first-order observable (i.e., long-run) data as well as
calibration. In what follows, we denote a variable without explicit time subscript as its
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steady state point.
First, given the data’s long-run foreign-output and consumption shares, respectively,
C˜∗/Y˜ := Y˜ ∗/Y˜ and C˜/Y˜ , we estimate (pin down) the share γ, from matching the first
moment using (5.44).
Next, Equation (5.41), implies that the steady state marginal cost is given bymcH =
(H − 1)/H . Thus, given parameter estimates (ρ, ϕ) we can choose ψ in (5.43) to
calibrate the proportion of hours worked to N = 0.33. Equation (5.42) then implies
that Y˜H = 0.33, and from the first equality of (5.44), we will have that Y = 0.33.
Given the steady state output, associated foreign output, government expenditure and
consumption levels are derived from first moment statistics in the respective time series.
The government expenditure value is then used in (5.45) to pin down the steady state
marginal tax rate.
Next, we normalize the steady state real exchange rate to unity (i.e. Q = 1). From
(5.46), this implies that pH = 1, and from (5.47), we will also have Π = ΠH . To pin
down the steady state level of inflation we first pin down both domestic and foreign real
gross interest rates (i.e., R and R∗ by making use of first moment statistics from their
respective time series data. More precisely, using quarterly data on Canada’s bank rate
we set R = 1.06 . Similarly, using quarterly data on the federal funds rate and US CPI
inflation rates, the steady state international nominal interest and inflation rates are
respectively set to i∗ = 1.213 and pi∗ = 0.733. Using the well known Fisher relationship,
these values imply a real gross international interest rate of R∗ = 1.004765. Using these
two results along with the steady state domestic and foreign Euler conditions (5.39)
and (5.40), implies that Π = R
R∗ . Similarly, (5.40) implies that δ =
gA
R∗ , conditional
on gA. These values can then be used to solve for the steady state value of ζ in the
endogenous discount factor (where ϑ ≈ 0 is a calibrated value).
Despite the above condition suggests various micro-parameters cannot be separately
identified from either the steady state conditions or first-moment statistics of the data.
Hence, there are some parameters we will have to estimate directly (or if not iden-
tified well, then calibrate). These include the model’s micro-level parameters, policy
parameters, and, the parameters of the exogenous stochastic processes:
• Micro parameters: (ρ, η, β¯, ϕ, ϑ)
• TFP: gA
• Monetary Policy Rule: (φR, φΠ, φY )
• Fiscal (tax smoothing) rule: (αW , φW,Y ).
• Domestic SV shocks: (σA,t, σR,t, στW,t , ω2A,t, ω2R,t, ω2τW ,t)
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• VAR-SV global shocks: (β, σpi∗,Y ∗ , σi∗,Y ∗ , σi∗,pi∗ , σ2Y ∗,t, σ2pi∗,t, σ2i∗,t, ω2Y ∗,t, ω2pi∗,t, ω2i∗,t)
5.8.4 DSGE Model with Heteroscedastic Disturbances
To fix ideas, we begin with the standard linear DSGE framework and discuss its
Bayesian estimation problem. To draw from the posterior distribution of the DSGE
model’s parameters of this standard model—i.e., the model without stochastic volatil-
ity—we can follow the algorithm set out in Appendix A of Justiniano and Primiceri
(2008).
Let the vector θ(g) denote the saved draw of all parameters of the baseline DSGE
model at iteration g. Using Dynare (version 4.4.3), the first-order Taylor approximation
of the stationary RCE conditions has a linear Gaussian state-space representation:
yot = H
oxt, (5.48)
xt = A
(
θ(g)
)
xt−1 + B
(
θ(g)
)
ut, (5.49)
where yot is a NY × 1 vector of observable variables, xt is a Nx × 1 vector of en-
dogenous/state variables in log-deviation from the deterministic steady state, Ho is a
NY × Nx selection matrix that maps the data to their model counterpart, A
(
θ(g)
)
and B
(
θ(g)
)
are respectively Nx × Nx and Nx × Nu matrices that contain (implicit)
cross-equation restrictions involving the model’s deep parameters, and ut ∼ N (0,Σ) is
a Nu × 1 vector of (independent) structural shocks.
Since the posterior distribution of the DSGE models parameters does not belong to
a standard class of distributions, we follow the now standard practice of implementing
a random walk Metropolis- Hastings (RW-MH) MCMC procedure through which a new
candidate parameter vector; θ(c), is drawn from a proposal density, and accepted with
probability:
α = min
{
1,
L (Y|θ(c)) p (θ(c))
L (Y|θ(g)) p (θ(g))
}
, (5.50)
where Y := {yot}Tt=1 is the matrix of data, L
(
Y|θ(i)) is the model likelihood and
p
(
θ(i)
)
is the prior distribution where i ∈ {c, g}.34 If θ(c) is accepted then θ(g+1) = θ(c),
otherwise θ(g+1) = θ(g).
5.8.5 DSGE Model with Heteroscedastic Disturbances
As discussed in Appendix B of Justiniano and Primiceri (2008), when the structural
shocks exhibit heteroscedastic disturbances in the form of latent stochastic volatilities,
34For a textbook treatment of the RW-MH algorithm in DSGE models see Chapter 4 of Herbst and
Schorfheide (2015).
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then the above algorithm must be modified from a Metropolis MCMC to a Metropolis
within Gibbs MCMC algorithm. To this end, Eq. (5.49) is augmented as:
xt = A
(
θ(g)
)
xt−1 + B
(
θ(g)
)
u˜t, (5.51)
where xt, A
(
θ(g)
)
and B
(
θ(g)
)
are as defined in the previous section and u˜t is a Nu×1
vector of structural shocks with a time-varying covariance matrix, Nu = card(I) and
I is defined as the finite set of structural shock indexes in the paper. Let each of the
structural shocks be indexed by i, the associated i stochastic volatilities are modeled
as a non-linear state space model with measurement and state equations respectively
defined by a random-walk-plus-noise model:
u˜i,t = σi,tεi,t, (5.52)
log σi,t = log σi,t−1 + vi,t, (5.53)
where εi,t ∼ N (0, 1) and vi,t ∼ N (0, ω2i ) for i = 1, . . . , Nu. In what follows we sim-
plify the notation by letting u˜ = (u˜1, . . . , u˜T ) , hi,t = log σi,t, hi = (hi,1, . . . , hi,T )
′,
H = (h1, . . . ,hNu), and ω =
(
ω21, . . . , ω
2
Nu
)
. To illustrate the Metropolis within Gibbs
MCMC algorithm, let θ(g),H(g) and ω(g) denote the last saved draw of all parameters
of the baseline DSGE model, stochastic volatilities and associated parameters. Estima-
tion of the DSGE model parameters, stochastic volatilities and associated parameters
in iteration g + 1 involves the following five steps.
Step 1: Draw the structural shocks
In order to get a draw of the stochastic volatilities we must first obtain a sample
of the structural shocks, u˜(g+1), associated with the approximate solution of the model
(5.51). This is completed with the efficient disturbance simulation smoother as devel-
oped by Durbin and Koopman (2002).
Step 2: Draw the stochastic volatilities
Armed with the draw u˜(g+1), the associated stochastic volatilities can be estimated
with the two stage auxiliary mixture sampling approach developed by Kim et al. (1998).
In the first stage, equation (5) can be made linear in ht by first squaring both sides and
then taking the logarithm:
u˜∗i,t = 2hi,t + ε˜
∗
i,t, (5.54)
where u˜∗t = log
(
u˜2i,t
)
, h = log σt and ε˜∗i,t = log
(
ε2i,t
)
. In practice u˜∗t = log
(
u˜2i,t + c1
)
where c1 is a small constant that makes the estimation procedure more robust - in
practice it is common to set c1 = 0.0001. After this transformation, Eq. (5.54) and
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Eq. (5.53) define a linear state space model. The problem now is that the innovations
in the transformed measurement equation follow a log−χ21 distribution, which means
that standard estimation algorithms for linear Gaussian state space models can not be
directly applied.
The second step of the auxiliary mixture sampler, Kim et al. (1998) show that the
moments of the logχ21 distribution can be well approximated through a seven Gaussian
mixture, in which an auxiliary random variable, denoted si,t, serves as the mixture
component indicator – hence the name of the algorithm. That is:
f
(
∗i,t
) ≈ 7∑
j=1
pi,jfN
(
∗i,t|µj − 1.2704, σ2j
)
, (5.55)
where pj = P (si,t = j), j = 1, . . . , 7, fN (·|µ, σ2) is a Gaussian density with mean µ
and variance σ2 and the values of the probabilities and moments associated with each
Gaussian distribution are given in Table 2.4 – presented in the Appendix of Chapter 2.
Note that the Gaussian mixture does not have any unknown parameters. Thus,
conditional on s(g) = (s1, . . . , sNu), where si = (s1, . . . , sT )
′, the system has an approxi-
mate linear Gaussian state space form, from which a new draw H(g+1) can be obtained
with standard linear Gaussian sampling algorithms. In our application H(g+1) are ef-
ficiently sampled with the precision-sampling based algorithm explained in Chan and
Hsiao (2014).
Step 3: Draw the indicators of the mixture approximation
Given the draws u˜(g+1) and H(g+1), the components of the auxiliary mixture com-
ponent indicator: s(g+1)i,t , can be independently sampled from the following seven point
discrete distribution:
Pr
(
s
(g+1)
i,t = j|u˜(g+1)i,t , h(g+1)i,t
)
=
1
ct
pjf
(
ε˜∗i,t|2h(g+1)i,t +mj − 1.2704, r2j
)
, (5.56)
where ct =
∑7
j=1 pjf
(
ε˜∗i,t|2h(g+1)i,t +mj − 1.2704, r2j
)
is a normalization constant.
Step 4: Draw the associated parameters of the stochastic volatilities
Having generated u˜(g+1) and H(g+1), elements of the vector ω(g+1) can be sampled
with the usual Normal inverse-Gamma distributions. For instance, under the conjugate
prior ω2i ∼ IG
(
νω2i , Sω2i
)
, the independent variances of the state equations in (6), can
be sampled from:
(
ω2
(g+1)
i |u˜(g+1)i,t , h(g+1)i,t
)
∼ IG
(
νω2i +
T − 1
2
, Sω2i +
T∑
t=2
(ht − ht−1)2
)
. (5.57)
Step 5: Draw the DSGE parameters
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Finally, as in the baseline model, the DSGE model parameters are sampled using
a random walk Metropolis MCMC procedure in which the new candidate parameter
vector θ(c) is drawn from a proposal density. Since the model now includes stochastic
volatility the likelihood ratio must be adjusted such that θ(c) is now accepted with
probability:
α = min
{
1,
L (Y|θ(c),H(g+1)) p (θ(c))
L (Y|θ(g),H(g+1)) p (θ(g))
}
(5.58)
where Y is the matrix of data, L (Y|θ(j),H(g+1)) is the model likelihood and p (θ(j)) is
the prior distribution where i ∈ {c, g}. If θ(c) is accepted then θ(g+1) = θ(c), otherwise
θ(g+1) = θ(g).
5.8.6 Convergence Diagnostics
To assess convergence of the Markov chain to its ergodic distribution we conduct both
formal and informal diagnostic checks. All test statistics were computed with a thinned
sample of 106 MCMC draws in which 1 in 50 draws was stored after a 50,000 draw
burn-in. As an informal check Figures 5.7 and 5.8 show the stored MCMC draws of the
DSGE micro-parameters after thinning the chain. Since the draws resemble a white
noise process, there is informal evidence to support the hypothesis that the draws are
in fact independent. Next, Figure 5.9 shows the inefficiency factors (IFs) for both the
DSGE micro-parameters and the log-volatilities. The IF is the inverse of the well known
relative numerical efficiency (RNE) measure of Geweke (1992). In each case, the IFs
are computed by comparing the first 10% of draws to the final 50%. For interpretation
purposes IFs of approximately 20 or less are indicative of convergence. Overall, the
evidence suggests that the Markov chains for each parameter have converged to their
stationary distributions.
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Figure 5.7: Markov chain of DSGE micro parameters
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Figure 5.8: Markov chain of DSGE exogenous-processes’ parameters
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Figure 5.9: Parameter Markov chain convergence statistics. The top panel reports the
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6 Conclusion
6.1 Main Findings
In this thesis, I had two objectives. First, to shed light on the prevalence and significance
of time variation within the Australian macroeconomy. Second, to construct a structural
model of international uncertainty spillovers from large to small open economies. The
first question was addressed in Chapters 2, 3 and 4. The second question was addressed
in Chapter 5. The main findings from each of these chapters are now discussed in turn.
Chapter 2 began by examining the effectiveness of monetary policy over four decades
of Australian economic significance: the float of the exchange rate in 1983, the intro-
duction of inflation-targeting in mid-1993, the Global Financial Crisis of 2007-2008 and
the current post crisis period. To detect intertemporal differences in the transmission
mechanism and the volatility of exogenous macroeconomic shocks, I employed a time
varying, structural vector autoregression (SVAR) model. There were three main results.
First, while the Australian economy remains subject to large degrees of exogenous ex-
change rate volatility, real GDP, CPI inflation and cash rate volatility have steadily
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declined over the sample period. Second, point-wise estimates from (generalized) im-
pulse response functions suggest that the inflation response to a monetary policy shock
are currently weaker as compared to the GFC period, however the output responses
are stronger. Third, the estimated model’s posterior probabilities provide little evi-
dence of a weaker transmission mechanism following the GFC. In light of these results,
I concluded that monetary policy effectiveness has increased over the sample period,
with little evidence to support the claim of a weaker transmission mechanism since
the 2007/08 financial crisis. In fact, in the case of real GDP there is relatively strong
evidence to support the contrary hypothesis.
Chapter 3 then built on the in-sample analysis of the first paper by assessing the
time varying VAR models ability to forecast key Australian macroeconomic variables:
real GDP growth, CPI inflation and a short-term interest rate. The model was com-
pared to many popular models in the forecasting literature. This included univariate
time varying AR models, time invariant AR and VAR models, regime switching models,
rolling-window models and a class of Student’s-t distributed time varying VAR models.
There were four important results. First, fat-tailed models consistently outperformed
their Gaussian counterparts. Second, adding time varying parameters and stochastic
volatility improved the forecast performance across all variables given a constant bench-
mark - an AR model in the univariate case and a VAR in the multivariate case. Third,
Student’s-t distributed stochastic volatility models are found to generate more accurate
density forecasts as compared to all Gaussian counterparts. Taken together, these re-
sults suggest that both structural instabilities and fat-tail events are important features
when modeling Australian macroeconomic variables. Finally, when comparing the fore-
cast accuracy of univariate and multivariate models we find that the time varying vector
autoregression with stochastic volatility and fat-tails produces the best interest and in-
flation forecasts. We also obtained the striking result that a simple rolling window
autoregression with fat-tails produces the most accurate real GDP growth forecasts,
however the time varying vector autoregression with stochastic volatility and fat-tails
produces the best interest and inflation forecasts. In relation to the Reserve Bank of
Australia’s inflation-targeting and macroeconomic stability objectives, this means that
the use of a range of models is preferable to relying on one particular model.
Chapter 4 then built on the previous two papers by identifying and quantifying
the impacts of international shocks in driving Australian business cycle fluctuations.
The foreign countries of interest were Australia’s five largest trading partners namely:
China, The United States of America, the European Union, Japan and the Republic of
Korea. In order to capture any changes within country and variable specific dynamics
or cross-country interdependencies, the baseline econometric model was a time vary-
ing parameter panel VAR. In light of the results in the second paper, we augmented
134
the error structure by adopting a Student’s-t distributed, common stochastic volatil-
ity factor. A formal Bayesian model comparison exercise provided two methodological
contributions. First, the class of Student’s-t distributed models was found to provide
superior in-sample fit as compared to it’s Gaussian counterpart. Second, both time
varying parameters and a fat-tailed common stochastic volatility factor were shown
to be key features of the data. Economically, the Student’s-t distributed, common
stochastic volatility factor captured the increased economic volatility during both the
1997/98 Asian Financial Crisis and the 2007/08 Global Financial Crisis. The answer
to our main research question was that international shocks contributed towards half
of all Australian business cycle fluctuations over the past two decades. More generally,
we found various changes in the influence of each trading partner over the past two
decades. For instance Korea’s influence was found to be diminishing while Japan’s has
been growing. We also found an important business cycle asymmetry, with around two-
thirds of all positive and half of all negative fluctuations being a result of foreign shocks.
From a policy standpoint, the fact that half of all business cycle fluctuations have a
foreign origin highlights important limitations of both monetary and fiscal policies in
their ability to regulate the business cycle.
Taken together, the key results of these three papers are that while there has been
no systematic changes in the effectiveness of monetary policy, the Australian economy
is subject to time varying international shocks which are better described by Student-
t distributions as apposed to their Gaussian counterparts. The primary consequence
of this result is that, in the context of the Australian macroeconomy, traditional fixed
coefficient Gaussian distributed VAR models are misspecified. Instead, modelers should
incorporate both time variation and Student-t distributions into their models error
specifications. Moreover, the result that half of Australian business cycle fluctuations
stem from international economies suggests that models of the Australian economy
should endeavor to include more than one trading partner. From a policy standpoint
the results have two implications. First, the result that the Australian economy is
subject to time varying fat-tailed innovations suggests that the use of discretionary
policy may be superior to fixed policy rules. Second, the result that half of all business
cycle fluctuations have a foreign origin highlights the limitations of both monetary and
fiscal policies in their ability to regulate the business cycle.
Finally, the objective of Chapter 5 was to understand which of unexpected variations
in international economic uncertainty, or domestic economic and policy uncertainties,
were the more dominant drivers of a small open economy’s business cycle. To answer
this question, we extended a version of a well-known small-open-economy DSGE model
to allow for the volatilities of the structural disturbances to change over time. Using
this model structure as a yardstick for interpretation and quantification, we identified
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and accounted for both domestic versus international, and, market-driven versus policy-
driven, sources of uncertainty shocks. There were two main results. First, we found that
there has been a broad decline in economic and policy shock uncertainty for both the
Canadian (domestic) and our representation of the U.S. (foreign) economy. However,
there has been a noticeable increase in our identified monetary- and fiscal-policy shocks’
uncertainties leading up to and after the Great Recession period. Second, in contrast to
the closed-economy literature on the US economy, we found that uncertainty accounts
for a significant proportion of output fluctuations (around 17 percent). The primary
contributors are domestic fiscal- and monetary- policy-shock uncertainty (around 8
percent each), with international uncertainty spillovers having a negligible effect (less
than one percent). While the former result is new, the latter result is complementary
to the existing DSGE literature examining the Canada/US relationship.
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6.2 Future Research
While the results presented in this thesis are consistent with current state of the art
estimation methods, many interesting questions remain unanswered. In what follows,
I discuss what I consider to be three main avenues of further investigation: Australian
monetary policy, forecasting with non-Gaussian models and DSGE estimation methods.
Australian Monetary Policy
The results in Chapter 2 highlight three directions of future research. First, from
a policy perspective, the fact that economic growth is below trend, yet monetary pol-
icy is more effective in this dimension, suggests that Australian monetary policy is
currently facing strong opposition against external forces, the identification of which
is critical. Second, a deeper analysis of the large degree of exchange rate volatility is
required. Third, despite it’s flexibility, the scope of the TVP-VAR-SV model is limited
to aggregate macroeconomic effects, and can not identify the specific channels of the
transmission mechanism or different sectoral impacts of the time varying international
shocks identified in this paper. One way to address these issues is to build on the struc-
tural framework in Chapter 5. More precisely, by adding capital and financial markets,
the model could then be used to investigate the prevalence and significance of time vari-
ation within the various channels of the monetary policy transmission mechanism: the
inter-temporal substitution channel, the exchange rate channel, the cash flow channel,
the wealth/assets channel and the credit channel.
Forecasting with non-Gaussian models
Chapter 3 has compared the out-of-sample properties of Gaussian and Student’s-t
distributions. Further analysis investigating the in-sample and out-of-sample properties
of alternative heavy-tailed distributions, such as double exponential distributions, would
better establish the data generating process underlying Australian macroeconomic data.
It would also be useful to develop a test that is capable of determining whether a
Gaussian or Student’s-t distribution is more appropriate for both in- and out-of- sample
modeling. Since a Student’s-t distribution can be written as a Gaussian mixture, one
possible method in tackling this problem would be to determine periods where this
mixture collapses to a degenerate case.
Non-linear Estimation Methods
In its current state, the DSGE model employed in Chapter 5 uses a linear approxima-
tion to estimate the underlying non-linear structure. Future research surrounding the
estimation of the non-linear structure is therefore required. The main computational
difficulty in this endeavor rests in the inherent irregular likelihood in such models. I can
envisage two methods to meet this requirements: Approximate Bayesian computation
(ABC) and Particle Markov chain Monte Carlo (PMCMC) methods.
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First, ABC is a relatively new method developed in population genetics. In its
simplest form, the ABC algorithm can be viewed as a three step procedure. First,
sample a set of parameters from the prior distribution. Second, use the parameters
in the model to simulate a sample of data. Third, use a user-defined distance metric
to determine whether the distance between the actual and simulated samples is less
than some tolerance. If so, keep the set of parameters as a candidate set. Otherwise,
discard and propose a new set of parameters. Thus, so long as the model is capable
of producing data under a given parametrization, then ABC can be performed. The
difficulty in directly applying ABC methods to DSGE models rests in the choice of prior,
distance metric and tolerance level. Each of these elements requires the development
of theoretical foundations.
Second, PMCMC methods were originally developed in statistics and have recently
been applied in machine learning. Like the traditional MCMC methods used in this
thesis, PMCMC methods exploit the Markov chain Monte Carlo procedure to sample
the parameters of interest. The key difference is the introduction of the particle filter
to evaluate the non-linear likelihood function. In short, the particle filter is a sequential
importance sampling (SIS) algorithm that employs a resampling step to mitigate de-
generacy related issues. On the surface, given their close relation to MCMC methods,
using PMCMC methods in a DSGE framework seems like a logical next step in the
estimation of such models.
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