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Mixed boundary value problems of mathematical physics may be formulated in a 
number of ways. Of interest is the numerical solution of those problems formulated 
as singular integral equations of Cauchy type. A variational technique is proposed 
for those equations defined over the real line, i.e., 
ag(x)+b 
s 
3o g(t) dr fl cu 
-rn 1-x s 
K(x, t) g(t)dt = f(x), --m <x<w, 
II --u 
where a=O, b= 1, and g, K, and f oJZ*( --m, co). Exploiting the basic property 
of the Hilbert transform, &‘“; i.e., X(X’(d))= -4, an enriched space, 
V,E U2( - co, co) is constructed consisting of the Chapeau functions and their 
images under the Hilbert transform. It is shown that besides being invariant under 
X’, VE is also complete in U2( - 00, co). The solution g is bounded at the endpoints 
and is approximated in V, by a truncated Fourier expansion. The Fourier 
coefftcients are computed on orthonormalization of the images of the basis elements 
of V,. The technique for the dominant equation and its extension to the complete 
equation is described. Convergence and the rate of convergence are established. 
0 1989 Academic Press, Inc. 
I. INTRODUCTION 
Cauchy-type singular integral equations are of interest in the solution of 
many problems of fracture mechanics, fluid dynamics, statistical mechanics, 
and electromagnetism. The equation of interest is 
og(x)+ifI g dt + 1 j' K(x, t) g(t) dt =f(x), -c<x<c, (1.1) 
c -c 
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where a, b, K, and fare Holder continuous functions in each independent 
variable on [ - c, c]; and the singular integral in ( 1.1) is a principal-valued 
integral, i.e., 
f 
(’ g(t) -dt E lim 
-<t-x (1.2) 
The solution g is sought in the class of functions that are Holder con- 
tinuous on any closed interval interior to (-c, c) and integrable at the 
endpoints -c and c. A complete treatment of the analytical methods for 
the solution of these equations is given in the monographs by Gakhov [2] 
and Muskhelishvilli [6]. A closed form solution to a Cauchy-type singular 
integral equation is not always attainable. Carleman-Vekua regularization 
does transform the equation to a Fredholm integral equation of the second 
kind; but, due to the complexity of the resulting kernel, researchers have 
been investigating direct numerical methods. 
Direct numerical methods are of comparatively recent origin. These 
methods explicitly incorporate the “correct” singular behavior of the 
solution into a sequence of approximations. The solution g is expressed as 
the product of a weight function w  and a function 4 which is continuous 
and bounded on [ - c, c]: 
and 
g(x) = 4x)4(x) (1.3) 
w(x) E (1 - x)z( 1 + X)” (1.4) 
with - 1 < Re(cl), Re(jI) < 1. 
Attention is then directed to the approximation of 4. The resulting 
polynomial-based numerical methods may be classified as Galerkin type, 
collocation or quadrature-collocation-type schemes. A detailed survey of 
these techniques for finite domains is given by Golberg [S] as well as the 
more recent review by Venturino [8]. Besides the numerous polynomial- 
based schemes, there has been the investigation of rational function 
approximations for similar equations by Driscoll and Srivastav [ 11. 
Although considerable literature exists for the numerical solution of 
Cauchy-type singular integral equations defined over finite domains, the 
similar equations for the real line have received scant review. 
A variational technique is proposed within for those equations defined 
over the real line, i.e., 
ay(x)+kf;wgdx+jm K(x, t) g(t) dt =fb), --co <x<m, (1.5) 
cc 
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where a - 0, b s 1, and g, K, fe 9’*( - co, 00). Utilizing the basic property 
of the Hilbert transform 
S(W4)) = -43 (1.6) 
an enriched space V, c 9*( - co, co) is constructed. V, consists of linear 
combinations of the chapeau functions and their images under the Hilbert 
transform. It is shown that besides being invariant under X, V, is also 
complete in 9*( - co, co). The solution g is bounded at the endpoints and 
may be approximated directly in V, by a truncated Fourier expansion. The 
Fourier coefficients are computed on orthonormalization of the images of 
the basis elements of V,. The technique for the dominant equation and its 
extension to the complete equation is described. Convergence and the rate 
of convergence are established. 
II. MATHEMATICAL PRELIMINARIES 
2.1. The Singular Behavior of the Solution 
The following singular integral equation of index 1, 
;fEdr+l” - W, t) g(t)dt=f(x), -cn<x<<, (2.1.1) 
-cc 
is studied. The singular behavior of the solution g at the endpoints is of 
prime importance. To access the order of singularity at the endpoints, the 
solution of the corresponding homogneous dominant equation; i.e., 
ag(x) +; f-1 2 dt = 0, -~<<<<, (2.1.2) 
is constructed for the case a=O, b z 1. This equation may be reduced to 
solving the Hilbert problem for the upper-half plane. Under a conformal 
mapping, the problem is restated as the standard Riemann problem; i.e., 
@I+= - a+ ib 
( > a G-7 
(2.1.3) 
where the sectionally holomorphic function @ satisfies 
@-(z)3-D+(Z)sF(z). (2.1.4) 
On consideration of the Riemann problem for a semi-circle (cf. Gakhov 
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[2]), it becomes clear that x(z) = CA’), where for index 1; i.e., a = 0, b z 1, 
it follows that x(z) = w(z) = 1 and so, 
f?(X) = w(x) d(x) = 4(x). (2.1.5) 
Numerically, it is evident that all approximations will be made directly 
to g. 
2.2. The Enriched Space: V, 
The proposed variational technique approximates directly to g while 
implicitly incorporating the elementary property of the Hilbert transform, 
To obtain the latter, approximations to g are made in the enriched space 
v,= P&2,13 -@P, , , ) which is evidently invariant under z?‘“. The space 2 I 
P <, 2,, is spanned by the “hat” functions defined over some given sequence 
of nodes. The infinite sequence of nodes { ti};= --n is given on the interval 
(- 1, 1). The sequence is constructed so that the endpoints - 1 and 1 are 
cluster points for the given sequence. In addition, the mesh size is required 
to be bounded from above and below. With a well-defined mesh, the 
resulting basis functions, dK are given by: 
1 t--k-, -. 
Ikl+l rk-5k-I’ 
for [E Etk- ,, Ll 
1 5k+l-f -. 
Ikl + 1 <k+l -&’ for TV Ctk, L+,l (2.2.1) 
0, otherwise. 
Here, the sequence of nodes {rk} is the image of the set of nodes {t,) 
under the conformal mapping 
r(t)=ln s . [ 1 (2.2.2) 
It is easily seen that the image of the “hat” functions under the Hilbert 
transform is given by 
$k(l) = JfY4k(X)), (2.2.3) 
where 
1 
“@)=n(lkl+ 1) 
t-5k tk+l-l 
&-&-i $5 -5k kfl 
(2.2.4) 
409/139/l-2 
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The enriched space V, is spanned by the {dk} and {ek}. It is evident that 
for the variational technique to be robust V, must be complete in Z2. 
THEOREM 2.1. The set V,= ({fj,}, {tjk}) is a complete set in Y2. 
Proof: It is sullicient to show completeness for a subset of V,; and so, 
attention is restricted to the set of functions {tik}. The set of Hermite 
polynomials span Y2( - co, co). Instead of proving the nonexistence of a 
function f E Y’( - cc, co) f not identically zero, such that all of its projec- 
tions on the set #k are zero, it is sufficient to prove the same statement for 
the Hermite polynomials. Once the polynomial is fixed, it has at most a 
finite number of real zeros. Let r,,, be the largest positive zero. In (r,,,,, CO), 
the polynomial say P, has a well defined sign, assume it is positive. Thus if 
k* is the first index such that tk, > rM the scalar product of P, with $k+ i 
is clearly positive and thus a contradiction. 
Finally, a couple of elementary lemmas are stated for future reference. 
Their proof is easily obtained via elementary integration (cf. Gradsteyn and 
Ryzyhk C41). 
LEMMA 2.1. Let {c$~} sJ.Y2( - CO, CO) be defined us in (2.2.1). Given Y2 
with the usual inner product ( ., . ), it follows that 
for i=j, 
(4i9 4jj> s 
1 
6(/il+l)((il+2)(“+‘-“)’ 
for i,j=i+ 1, 
0, for Ii-j1 > 1. 
LEMMA 2.2. Let (d,}, {1+5~} E T2( - 00, co) be defined as in (2.2.1) and 
(2.2.4), respectively. Given 3” with the usual inner product, it follows that 
where 
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and 
+25t-(5-~)~ln(y-t) 
i 
For the inner product ($;, $j), it is clear that since II/,, Il/j~ Y2 Gauss- 
Hermite quadrature will be sufficient to evaluate these inner products within 
double precision accuracy. 
III. THE VARIATIONAL METHOD 
3.1. The Dominant Equation 
The structure of the variational technique is best described through a 
thorough consideration of the dominant singular integral equation, 
1 cc s(t) 
; p,-$t=f(x), 5 -co<x<r;o. (3.1.1) 
The unknown function is expressed as a linear combination of elementary 
functions which comprise the enriched space I’,, i.e., 
4(x)= f akmkb). 
k=l 
(3.1.2) 
The functions wk are defined so as to ensure that their images under the 
Hilbert transform form an orthogonal set. Explicitly, the ok are defined as 
w 4kfl= -$k+,- F (bk+l>~n)% 
II= -1 
4k+ I 
W4kc2= kfl- 4 
(3.1.3) 
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for k=O, 1,2, . . . . Here, the functions qk are the images of the ok under 2. 
It is noted that all of the inner products are given in Lemmas 2.1 and 2.2 
with the exception of ($i, tij); these are computed in double precision 
accuracy via Gauss-Hermite quadrature. In the preceding paragraphs, it 
was pointed out that the ok were constructed so as to ensure that their 
images would form an orthogonal basis for V,. Indeed, it is easily seen that 
4k-2 
1]4k-1=&k- c <4-k, ?n> q” 
n= -1 
4k- 1 
q4k=$-k- 1 <ti-krh)qn 
“= --I 
q4k+l=dk+l- 2 (dk+l,h)~n 
“= -1 
rl -+k+l- 4k+2- 
(3.1.4) 
for k=O, 1,2, . . . . These recursive formulae form the Gram-Schmidt 
orthogonalization process. On substitution of (3.1.2) into the singular 
integral equation (3.1.1), it follows that 
(dN)= i ai( f ai(li=j (3.1.5) 
i= -1 i= -I 
From the orthogonality of the vi, it is clear that 
and so, the ai are bounded. The solution of the singular integral equation 
has been reduced to the problem of computing the ai. The ai are linear 
combinations of (S, 4k) and (f, tik) for k = 0, 1,2, . . . . which may be com- 
puted using Gauss-Hermite quadrature. Note, no other numerical work is 
required, i.e., the solution of a linear algebraic system and the interpolation 
of the solution as is required in the case of the well known quadrature- 
collocation schemes for the singular integral equations defined over 
[ - 1, 1 ] have been eliminated. 
It is not possible to express in closed form the formulae for the 
aforementioned inner products since the vi are evaluated recursively. 
However, it is possible to outline an algorithm which would compute the 
vi. Before proceeding, an ordering is defined over the #i and tii by the set S, 
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where an element of S is denoted by S(i), i = 1, 2, . . . . 4N + 2. S(i) are 
functions defined in the program and are referred to through labels. For 
practical implementation, an array, A (i, j) i, i = 0, 1, . . . . 4N + 2 is construc- 
ted in the following way. The 0th row of A contains the labels pertaining to 
the vector S(i). The row by row generation of A will be such that the upper 
triangular part will contain the projections of each vi upon the 
corresponding S(k). Indeed, note, each qk is constructed by using only the 
first k - 1 elements in S. To each row in the matrix, there corresponds a 
unique g,. For this reason, the 0th column pertains to the qk. The main 
diagonal will contain the expressions for the 2-norms squared of the qk. 
Below the diagonal the components of the uk are expressed in terms of the 
function S(i), which is what is sought. To this end, calculations begin with 
the inner products of the functions in S arranged in the upper triangular 
part of the matrix: 
Ati, j) = (S(i), S(j) > for 1 <i<j,<4N+2. (3.1.7) 
Inductively, it can be shown that 
(ylk, S(n)) = (S(k), S(n)) - ‘2’ (S(k)’ “n:‘;-‘S(n)’ (3.1.8) 
In= -1 m 
and so 
(1) 
k- ’ A(m, k) A(m, n) 
A(k,n)=A(k,n)- 1 
Ah m) 
for k<n. (3.1.9) 
m=l 
In a similar fashion, it follows that 
,,k = S(k) - ‘f’ A(m,k) f S(n) A(m - 1, n). 
m=l 4mmL 
(3.1.10) 
Whereupon interchanging the summation signs, (3.1.10) may be rewritten 
as 
k-l 
vk=W)- c S(n) 1 
k~’ A(m-l,n)A(m,k)+A(n-l)A(n,k) 
Ah m) Ahn) ’ 
(3.1.11) 
n=l Wl=tZ+1 
from which 
(2) Nk,n)= 1 
k- ’ A(m - 1, n) A(m, k) + A(n - 1, n) A(n, k) 
(3.1.12) 
m=n AM, m) A(n, n) 
for k > n. Finally, the elements along the main diagonal are given by 
ll’lk1)2 = (S(k), l]k) - ‘f’ (S(k)’ 1,-,‘;;-’ ‘,‘, (3.1.13) 
m=l m 
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from which it follows from (1) and (2) that 
The algorithm then proceeds by alternating steps (l), (2), and (3) until the 
array is generated. Illustratively, the procedure is defined in Table I. 
3.2. The Complete Equation 
Although complicated by the additional regular term, the extension of 
the variational technique for the complete singular integral equation 
is relatively straightforward. As is the case for the dominant equation, the 
solution is expressed as a linear combination of the oi defined in 
Eqs. (3.1.2) and (3.1.3). On substitution of (3.1.2) into (3.2.1), (3.2.1) lends 
itself to 
$~ai~i+~ai~~~k(X,t)wi(t)d~=/(x), -cY3<<<<. (3.2.2) 
I I 
Let 
Fi(X) = Jrn k(X, t) ai dt, (3.2.3) 
-00 
Fi E P’*( - co, co), and so from the Fourier theory Fi may be approximated 
by 
Fi(x) N C kQVj(x)~ (3.2.4) 
where 
k,E (F,(X) vi(X)) -I”, v~(x) ,“, k(xy t)wi(t)dtdx. (3.2.5) 
Substituting these expressions into (3.2.1) it follows that 
Interchanging the order of summation, Eq. (3.2.6) may then be written as 
(3.2.7) 
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From the orthogonality of the vi, the ai may be determined by simply 
solving the resulting linear system 
uj+Caikii= (f,qj), j=O, 1, . . . . 4N+2. (3.2.8) 
Unlike the dominant equation, it is quite clear that a considerable amount 
of numerical work must be performed. As such, for this method to be 
competitive, the investigation of efficient schemes for the evaluation of 
multiple integrals should be conducted. 
IV. CONVERGENCE 
In this section, convergence and the rate of convergence are established 
for the proposed algorithm. First of all, the former is guaranteed by the 
Lebesque dominated convergence theorem, as follows. 
THEOREM 4.1. Let {f”} and {kN} E Y*( - co, co) such that f” -f and 
kN + k uniformly us N + co then 4” --+ 4 uniformly us N + co (i.e., the 
variational method converges). 
Proof The claim follows immediately from the previous work of 
Stewart [7] and Linz [S]. 
In order to estimate the rate of convergence, two preliminary results are 
stated and are proven. 
LEMMA 4.1. Let (qj} E .Y*( - 00, co) be defined us in (3.1.4). Given A?* 
with the usual inner product and the resulting induced norm, it follows that: 
(i) lhkfj I( -Lo(l/(k+ 1))for j= -l,O, 1,2, . . . . k=O, 1,2, 
(ii) IlW4k + j 11 N O(l/(k+ 1))for j= -LO, 1, . . . . k=O, 1,2. 
Proof: (i) By the orthogonalization process, it follows from Parseval’s 
theorem that 
Ihll*+~ Ih vnl ll~rzl12= IIWNI’ 
n 
from which the claim is immediate. 
(ii) The result will follow from an induction argument. For wk and 
qk the claim follows from the very definition and Lemmas 2.1 and 2.2. If the 
claim is true for every n <k, then from the definition of w, 
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From the inductive hypothesis and on replacing the finite sums by their 
series. it follows that 
lb 
and similarly in the other cases. 
The authors remark that perhaps in the previous estimate that they have 
been a bit pessimistic; and, consequently the following result will give a 
lower bound for the rate of convergence. 
THEOREM 4.2. The variational method is at worst linearly convergent. 
Proof. The remainder of the approximate solution can be expressed as 
fj-qp= f aimi, 
i=N+I 
from which the 2-norm of the error squared is given by 
IId .#Nl12 6 c anak%? ok 6 c anakllmnII I/mkll 
and so. 
114 - ~“I/’ N O(N-*). 
V. CONCLUDING REMARKS 
The proposed variational technique is computationally more complex 
than the Gauss-Hermite quadrature-collocation scheme. The algorithmic 
complexities of the variational technique allow for the flexibility in the 
choice of interpolation nodes. For those problems in which the derivatives 
of the solution have inherent singularities on the real line, the variational 
technique will be well suited. In addition, unlike other available methods, 
the proposed algorithm will result in a global solution which as noted 
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earlier eliminates the need for the extrapolation of data. The variational 
technique is a viable alternative for those equations defined over the real 
line. 
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