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ABSTRACT 
Let A be an n X n complex-valued matrix, all of whose principal minors are 
distinct from zero. Then there exists a complex diagonal matrix D, such that the 
spectrum of AD is a given set u = (hi,. . . , &} in C. Th e number of different matrices 
D is at most n!. 
1. INTRODUCTION 
Inverse eigenvalue problems arise often in applied mathematics, and they 
are treated by many authors. An excellent survey on this subject is given in 
the first chapter of [4]. Consult also [8, 91 for the continuous problems, and 
[2, 31 for the matrix versions. Let A be a fixed n X n complex-valued matrix. 
Denote by (I a set of n complex numbers {A,, . . . , A,,}. The most common 
inverse eigenvalue problems are the two following problems: 
(i) find a diagonal complex-valued matrix D such that the spectrum of 
A + D is a given set a; 
(ii) find a diagonal complex-valued matrix D such that the spectrum of 
AD is a given set u. 
The first problem is called the inverse additive eigenvalue problem, and the 
second one the inverse multiplicative eigenvalue problem. The two problems 
are the discrete analogs of the following inverse eigenvalue problems: 
(i’) find a “potential” g( ) x such that the operator I ( y) = - y” + g(x) y, 
with the appropriate boundary conditions, possesses a prescribed spectrum; 
(ii’) find a “density” p(x) such that the operator I ( y) = - y”/p(x), with 
the appropriate boundary conditions, possesses a prescribed spectrum. 
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In most applications, one assumes that A is a symmetric positive definite 
matrix, and the given spectrum (I= {hi,. . .,A,,} is real and non-negative. 
Then one looks for a real non-negative solution D. In this case, it is easy to 
see that the eigenvalues hi,. .., & have to satisfy certain compatibility 
conditions depending on A, so that a real (non-negative) solution should 
exist. There exist some sufficient conditions on u which ensure the existence 
of a real non-negative solution (cf. [2], [3], [6], and [lo]). 
It was shown by the author [l] that the inverse additive eigenvalue 
problem is always solvable in the form (i). Furthermore, the number of the 
matrix solutions D is finite. In this paper, we show that the inverse multip- 
licative eigenvalue problem is always solvable in the form (ii) if all the 
principal minors of A are distinct from zero. The number of different 
solutions is at most n!. This is shown by proving the corresponding results on 
the solvability of certain polynomial equations. 
In conclusion, we remark that, for specific A and u, one can find out 
whether the inverse eigenvalue problem (i) or (ii) has a real solution by 
solving numerically the appropriate polynomial equations. 
2. THE MAIN RESULT 
Let A = (a& be a fixed n X n complex-valued matrix. Denote by D the 
diagonal matrix diag { zr,. . . , z,,}. We also will denote by z the complex- 
valued vector (zr, . . . ,z,,). Let A = (Xi,. . . , A,,) be the prescribed eigenvalues of 
AD. Denote by o,(A), . . . , u,(h) the n elementary symmetric polynomials in 
A r, . . . , A,. The existence of a matrix D such that the spectrum of AD is the 
set {Xi,. . . ,A,} is equivalent to the solvability of n polynomial equations 
c k=l,...,n. (2.1) 
I< iI<... <ik<tl 
Here A il,***?jk 
(* 4 
is the principal minor of A, which consists of ii,. . . , fk rows 
and colu!&: ‘2 is clear that the system (2.1) is not always solvable. For 
example, if the determinant of A vanishes, then u,(X) = 0. Another example is 
a matrix with zero diagonal, i.e. aji = 0, j = 1,. . . , n. Then the trace of AD is 
equal to zero, which means that u,(A) = 0. We are looking for conditions on 
the principal minors of A which would imply the solvability of (2.1). Since all 
principal minors of A are somehow related to each other, let us consider a 
slightly more general case. 
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Let f(z) be a multilinear polynomial of degree k(1 < k < n), 
We call f nondegenerate if ail... jr; #O for any sequence 1 < ii < . 3 . < jk < n. 
The system of n polynomials + = ( fi, . . . ,f,) is called multilinear if fk (z) is a 
multilinear polynomial of kth degree, k = 1,. . , ,n. If, in addition, each fk is 
nondegenerate, then + is called a multilinear nondegenerate system. In fact, 
we may view the system $ as a polynomial map of C” into itself: 
By (I, we denote a special multilinear nondegenerate map 
u(~)=(ul(z),...,u,(~)). (2.4) 
In what follows, we need the following result. 
LEMMA 1. Let G = (fi,. . . ,fJ b e a multilinear map of C” into C”. lf + is 
nondegenerate, then the inverse image of the origin is only the origin itself, 
Proof. The proof is by induction. For n = 1, it is trivial. Consider fn(z). 
This is a multilinear nondegenerate function of order n. So fn (z) = uz, * * . zn, 
where a # 0. The assumption fn (z) = 0 implies that ,zk = 0 for some 1 < k < n. 
Using the induction assumption, we obtain that zi = . 1 * = z, _ 1 = z,, 1 = . . . 
=zn=o. n 
Consider the complex space C”. A point in C” is a vector z= (zi, . . . ,z,). If 
we split each coordinate zk into xk + iy, with real xk and yk, k = 1,. . . , n, then 
we obtain a real point (xi, yi,. . . ,x,, y,,) in R’“. For simplicity, we shall 
identify C” with R2” when it is necessary, and no ambiguity will arise. 
We now compactify R2” by adding one point at infinity. It is well known 
that (Rzn, co) is topologically equivalent to the 2n-dimensional sphere. In- 
deed, let S2” be a unit sphere in R2”+‘, with the center at the point 
(O,...,O,l): 
XIX=(x1,...,x2n+l). 5 Xk2+(X2n+1-1)2=1 
k=l 
(2.5) 
To each point in R2”, x=(x1,. . .,x2,, ,O), corresponds one point 5 on S2”. 
Namely, 5 is the intersection point between S2” and the line joining x and 
(0, * *. , 0,l). Thus to the infinity point 00 there corresponds the top point 
(0, * *. , 0,2). This shows the topological equivalence of (R2”, co) and S2”. We 
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shall identify (R2”, co) = (C”, cc) with S2n, and no ambiguity will arise. 
Let + be a multilinear nondegenerate map of C” into C”. We extend + to 
be a map from (C”, co) to (C”, co) by defining ~(00) = cc. We denote this 
map by 4. 
LEMMA 2. Let $ bena multilinear nor&generate map of C” into C”. 
Then the extended map + of (Cn, co) into (C”, CO) is a continuous map. 
Proof. It is enough 
sequence z@) = (@I, 
to show that +J is continuous at co. That is, for any 




Assume on the contrary that there exists a sequence {z(“)}, satisfying the 
condition (2.6), such that 
i: Ifk(z(“))12 < R.
k=l 
(2.8) 
Let { cm) = z@)/(ZI= ll~im)12)1/2, m = 1,2,. . . . Obviously, 
5’“’ = (_p, . . . ) p), k~l[~~m)\2=1, m=1,2 ,.... (2.9) 
Using the multilinearity of each 4, we obtain 
Combining the assumptions (2.6) and (2.8), we conclude that A({(“))+0 as 
m-cc. 
Since the sequence { [ +)} is bounded, we can pick up a convergent 
subsequence { { (9)) such that {@+‘-+{ = (I i,. , .,{,,). The condition (2.9) 
implies that X~=,l{~12= 1, i.e. {#O. Thus we, obtain a nonzero point { such 
that ~(1) =O. This contradicts Lemma 1. So + is continuous at cc. The proof 
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of the lemma is complete. 1 
Since (C”, co) is topologically equivalent to Szn, WC have extended a 
multilinear nondegenerate map + to a continuous map + of S2” into itself. 
We are now in a position to use the concept of the degree of a map. We 
denote the degree of a continuous map 0 of Sk into itself by deg0. For the 
definition and the basic properties of the degree of a map, consult, for 
example, [5, Chapter 6, Sec. 141. 
THEOREM 1. _ Let $I be a multilinear non&generate map of C” into itself. 
Then the map C$ maps S2” onto itself. Moreover, 
degi= n!. (2.10) 
Proof. We first show that the map i is homotopic to 6, where the map u 
is defined by (2.4). Let 8 (t) be a continuous path on a complex plane for 
0 < t < 1, such that 6 (0) = 0 and S (1) = 1. Consider a multilinear map of C” 
into C”: 
+(t)=S(t)++[1-8((t)]& 
So ~(0) = u and +(l) =+. Recall that + = ( fi,. . . ,f,) and 
fkb)= lx ai~...I;zi,* * . zfk> k=l,...,?Z. 
l< iI<... <S<n 
(2.11) 
(2.12) 
Thus $(t) = (fib, t), . . . ,f, (G t)), where 
fk(+= x 
l< iI<.,. <jk<n 
k=l,...,n. 
(2.13) 
In order that G(t) should be nondegenerate for 0 < t < 1, we have to choose 
the path 6 (t), such that 
(2.14) 
for 0 < t < 1 whenever aif., ,6 # 1. Since ait.. ,ik # 0, such a path 8 (t) exists. So 
$(t) is a multilinear nondegenerate map depending continuously on t for 
0 G t 4 1, such that +(O) = u and $(l) = +. Using the same arguments as in the 
proof of Lemma 2, we can easily prove that +(t,z) is a continuous map from 
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LO, 1,l x s 2n into S2”. Thus the extended map i(t) proves the homotopy of 6 
to up. Since r$ and 6 are of the same homotopy type, in order to prove (2.10), 
it is enough to show that 
deg& = n!. (2.15) 
The symmetric map (I is a very convenient map. It is quite obvious that u 
maps C” onto C”. Indeed, the equation 
o&r,-,z,)=w,, k=l,...,n, (2.16) 
is always solvable, and { zr, . . . , zn} is the set of all roots of the equation 
Sn- WlS n-l+ w2sn--2+ *. * + (- l)nwn=O. (2.17) 
Furthermore, if (z,, . . . , x,) is a solution of (2.16), then all the solutions of 
(2.16) are of the form 
(2.18) 
where r=(rr,..., r,,) runs over the symmetric group S, of all permutations of 
the set {l,..., n}. Thus the number of distinct solutions of the system (2.16) 
varies from 1 up to n!. Using the fact that 
G(cc)=cc, (2.19) 
we see that the equation 
6 ( P) = 5, p>s E S2n> (2.20) 
is always solvable. The set of all solutions is 
( PyLu,7 ’ * -4&L YES”, (2.21) 
where (~~,...,p,,k) is a solution of (2.20). For convenience, we agree that, if 
P = ( I*l,. *. 9 pJ=oo, then pi=*** =p,=co. 
Now choose { such that the solution p = ( pl,. . . ,p,,) would satisfy the 
condition 
c_Li#!-!‘kk, j,k=l,..., n, j#k. (2.22) 
This can always be done. For example, let 5 = G( p), where p satisfies the 
condition (2.22). In that case, the number of distinct solutions of (2.20) is 
exactly n!. It is easy to check, using the properties of the map u, that, in 
some neighborhood of each point py = ( pyl,. , . ,pJ, 8 is a local 
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homeomorphism. Therefore, the local degree degy of 6 in that neigh- 
borhood of pY is 2 1. 
Since u(z) was analytic in zi, . . . ,z,, it follows that a(x) is a pseudocon- 
formal map. Therefore, i?(z) preserves the orientation of S2n, which shows 
that the local degree of 15 is always positive. (Using the Cauchy-Riemann 
equations, one can prove directly that the map u: R2”+R2” has a non- 
negative Jacobian.) Thus the local degree of 6 in the neighborhood of pY is 
equal to 1. As the degree of 6 is the sum of all the local degrees, we obtain 
degG= x degy= x l=n!. 
yes, YE% 
This proves (2.10). It is left to show that $ is an onto map. 
Suppose that 5 $?$( S “‘). Then it is well known that 4 is homotopic to a 
trivi$ map, i.e., one which maps S2” onto one point in S2”. In that case, 
deg $ = 0, which contradicts (2.10). The proof of the theorem is complete. n 
We now state our main result. 
THEOREM 2. Let $=(fi,..., fn) be (I multilinear nondegenerate map. 
Then + mups C” onto C”. Moreover, the inverse image e-‘(z) consists of at 
most n! points. That is, the system of n polynomial equations 
fk(Z 1,. . . J”) = q, k=l,...,n, (2.23) 
where fk is a multilinear nondegenerate function of degree k, is always 
solvable for any complex vector w =(w,,. . .,w,,). The number of distinct 
solutions is at most n!. 
Proof. Byn the definition of i, we have G(C) = +(C”) and i( co) = co. By 
Theorem 1, + maps (C”, 00) onto (C”, co). Thus 9 maps C” onto C”. This 
demonstrates the solvability of the system (2.23). Denote by d+ the Jacobian 
of the map +. As + maps C” onto C”, d$ is a nontrivial polynomial in z. Let 
D be the set of all points for which d@(z) =O. Clearly, D is a closed set of 
measure zero. Furthermore, Lemma 2 implies that +(D) is a closed set. We 
show first that, if a point { in C” is not in +(D), then +-l(l) consists of 
exactly n! distinct points. It is quite clear that +-l(l) consists of a finite 
number of points. Otherwise, we would have a sequence of distinct points 
{l@)} such that +({ @I) = 5. By L emma 2, this sequence is bounded. Let P co) 
be a cluster point of the sequence { 5 @)}. Obviously, ~(1 (‘I) = 5 and d+( { co)) 
= 0. But this contradicts 5 E+(D). So 4 - ‘({) consists of q distinct points 
5 (1) , . . . ,I (9). Choose a small enough neighborhood Vr of { such that 4 - ‘( Vs) 
consists of q disjoint open sets Vi,. . . , V9, 5’“~ V+ and 4 maps I$ univalently 
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onto Vs for i=l,..., 9. So i-‘(V,)= uy_iVj. As in the proof of Theorem 1, 
the snalyticity of $ implies thtt the local degree of 9 at y is 1. Denote by 
deg$(S (i)) the local degree of + at Vt. Thus 
deg& = ,$ degi({(i)) = 9. 
From (2.10), we deduce that 9= n!. Now, we show that, if { E+(D), the 
inverse image of $-l(l) consists of at most n! distinct points. First note that 
+ -‘({) is an algebraic set. (For the definition and the basic properties of the 
algebraic sets, consult, for example, [7, Chapter 21.) Therefore, 9 - ‘(1) is a 
finite union of the distinct varieties U i, . . , , Uq, Lemma 2 implies that each Ui 
is a compact set in C”. Thus the dimension of each Vi is zero, i.e. U. = { { (f)}, 
i’l,... ,9. This means that +-l(l) consists of 9 distinct points 5 ti5 , . . . , { (9). 
We claim that there exists an open neighborhood Vs of 5 such that + -‘( Vs) 
consists of 9 disjoint open sets V,, . . . , V4 and 5 (i) E Vi for i = 1,. . . ,9. 
Assume to the contrary that this is not true. Let B (r) be an open ball of a 
radius r, whose center is at l. Assume that, for a sequence rjmJ+O, 
+ - ‘(B ( rcmJ)) contains an open connected set W,,,, such that 5 (‘) and 5 (2) lie 
in W,,,. So there exists a path z@“)(t) = (zi”‘)( t), . . . ,zAm’ (t)), such that 
(2.24) 
(2.25) 
and $(z’“‘( t)) c B (r(,,,)). Suppose that S,“)# <i2). We can assume that S{‘)= 0, 
{i”’ = 1. So for 0 < a < 1, there exist t@)(a) such that 
Izpyt(yu))( = a. (2.26) 
From Lemma 2, we deduce that the sequence zcm)(t) is uniformly 
bounded. So we can pick up a subsequence such that 
z(~)(t(~++z(a)= (21(u) , . . . ,z,, (a)). By the definition of #“j(t), we have 
+(a)) = 5, lz1(a)l= a, (2.27) 
for any 0 < a < 1. This contradicts the fact that G-‘(l) consists of a finite 
number of points. So for a small enough r, +-i(B(r)) consists of 9 open 
disjoint sets V,, . . . , V’,suchthat{(i)~y.LetobeapointsuchthatwEB(r) 
and o@+(D). Such an w exists, since +(D) is of zero measure. So G-‘(W) n Vi 
is not empty for i= 1,. . ., 9. But we have already shown that (p-‘(o) has 
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exactly n! distinct points. This shows that q < n!. The proof of the theorem is 
complete. n 
Using Theorem 2, we obtain 
THEOREM 3. Let A be an n X n complex-valued matrix. Let u 
= {h 1,. . . ,A,,} be an arbitrary set of n complex numbers. If all principal 
minors of A are distinct from zero, then there exists a diagonal complex- 
valued matrix D, such that the spectrum of AD is the set (I. Moreover, the 
number of different matrices D is at most n!. 
3. SCHUR MATRIX FUNCTIONS 
As in [l] we generalize Theorem 3 to inverse eigenvalue problems 
involving Schur matrix functions. Let G be a subgroup of s,, , the symmetric 
group of degree n, and let x be a character over the unit circle ]z] = 1 in C. 
That is, x is a multiplicative homomorphism of G into the unitary group 
/z] = 1. The Schur matrix function d: associated with G and x is a function 
on n x n complex-valued matrices whose value for the matrix A = (aii); is 
defined by the formula 
d:(A)= szGX(a) fi ais(i)* 
i=l 
(3.1) 
Define the generalized characteristic roots A,, . , , ,A,, of the matrix A 
associated with the function dz as the roots of the polynomial 
d;(hZ-A)=O, (3.2) 
where I is the unit matrix of order n. 
Let a=(ai,..., qJbeasubsetof ~={l,...,n}.Thatis,l<a,<az... 
<a,< n. Denote by (Y’=((Y;,..., ~$0 the complementry set of a in 9Z. That 
is,(y’n(Y=0,(Y’U(X=~.Wealsoassumethatl<cu;<...<cr;,(n.ByG, 
we shall denote the following subgroup of G: 
G,={6)SEG,6(ai)=ai,i=1 ,..., k}. (3.3) 
That is, G, leaves the set (Y fixed. As G contains the identity element e, G, is 
not empty. We assume that G, = G. Let QI # Q belong to 3. Let A = (a& 
be an n x n complex-valued matrix. We define the principal minor A (a) with 
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respect to G and x to be 
A(4 = 2 XV) fi %+x,P (3.4) 
6EG,. i=l 
Thus if G = S, and x(S) = sgn6, then A (a) is the principal minor 
A oi,...rok 
( 1 
. If G = 5, and x(6) = 1, then A (a) is the permanent principal 
oi, * * * > “k 
minor. Let D = diag{ zr, . . . , zn}. Clearly 
Let Z(a) be the length of the sequence (Y. According to (3.4) we have 
d,G(hZ-A)=Xn+ 2 ( x A(a))(-I)*X”-‘. (3.6) 
k-1 l(a)=& 
From (3.5), (3.6) and Theorem 2 we deduce a general version of Theorem 3. 
THEOREM 4. Let A be an n x n complex-valued matrix. Let u = (A,, . . . , A,) 
be an arbitrary set of n complex numbers. Zf all principal minors of A with 
respect to the given subgroup G and character x are distinct from zero, then 
there exists a diagonal complex-valued matrix D such that the set of 
generalized eigenvalues (3.2) is the set O. Moreover, the number of different 
matrices D is at most n!. 
The author wishes to thank Professor Hans Samelson for simplifying some 
of his arguments, and the referee for his remarks. 
Note added in proof. Very recently the author became aware of an 
unpublished manuscript of Jon Folkman, On stabilizing matrices by simple 
row operations, 1965, Memorandum RM-4698-PR, The Rand Corporation, in 
which he also proves the existence part of Theorem 3. 
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