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Introduction
The stability of systems governed by time-periodic differential equations is important to various fields of science and engineering. For instance, recent literature has described applications in high-speed milling ͓1-5͔, quantum mechanics, structures under oscillating loads, and rotating helicopter blades ͓6͔.
Some of the methods available for stability analysis are Hill's method ͓7-9͔, Floquet theory ͓10-16͔, and perturbation ͓7,17,18͔. Sinha and Wu ͓19͔, Sinha ͓20͔, Sinha et al. ͓21-23͔, Butcher et al. ͓24͔, Ma et al. ͓25, 26͔, Bueler et al. ͓27͔, and Szabo and Butcher ͓28͔ have used Chebyshev polynomials to analyze the stability and control of time-periodic systems. The effect of time delay on control stability has been examined by Yang and Wu ͓6͔, Horng and Chou ͓29͔, and Chung and Sun ͓30͔, who studied the effect of a time delay on structural dynamics.
The delayed damped Mathieu equation ͑DDME͒ provides a representative system with both a time delay and parametric excitation. Mathieu ͓31͔ used this equation, without the time-delay and damping terms, to study the oscillations of an elliptic membrane. Bellman and Cooke ͓32͔ and Bhatt and Hsu ͓33͔ both made attempts to lay out the criteria for stability using the D-subdivision ͓34͔ method combined with the theorem of Pontryagin ͓35͔. Insperger and Stépán have used an analytical and semidiscretization approach, which is applicable to a combination of problems with finite and functional time delays, to examine the stability of the DDME ͓36-38͔.
The use of orthogonal polynomials to solve systems with parametric excitation and no time delay has been adopted by many authors. For instance, Chang et al. ͓39͔ studied the response of linear dynamic systems. Sinha and Chou ͓40͔ and Sinha et al. ͓13͔ used orthogonal polynomials to investigate the behavior of timeperiodic differential equations. Orthogonal polynomials are used because they decouple the successive solutions, as presented in Ref. ͓41͔ , which will increase the rate of convergence, thereby making the process less computationally expensive. In this paper, interpolated orthogonal polynomials are used to determine the stability of a system with both parametric excitation and time delayed feedback.
The present work describes two different temporal finite element analysis approaches that can be used to ascertain the stability behavior of both linear autonomous and nonautonomous systems with a single time delay ͑see previous work in Refs. ͓4͔ and ͓42-46͔͒. In particular, this paper examines the stability of the DDME using temporal finite element analysis. A set of orthogonal polynomials, constrained for C 1 continuity, are used to obtain a discrete linear map that closely approximates the exact solution. Characteristic multipliers of the map, which are obtained from the finite-dimensional monodromy operator that closely approximates the actual infinite-dimensional system, are then used to determine the stable and unstable parameter domains.
Two different approaches are used to formulate dynamic maps that describe the system evolution: ͑i͒ a multiple element method is described that divides the minimum time period of the system into a finite number of temporal elements. An approximate solution is then obtained for a single period as a linear combination of interpolated polynomials. This technique employs cubic polynomials as trial functions to approximate the exact solution. Asymptotic convergence of the approximated solution to the exact solution is obtained by increasing the number of elements that discretize the time domain. This approach is called h-convergence as in spatial finite element analysis. ͑ii͒ A single-element method that utilizes a linear combination of higher-order orthogonal polynomials, coupled with C 1 continuity, is applied in the second approach. These polynomials approximate the exact solution by utilizing a single temporal element. Asymptotic convergence of the approximated solution to the exact solution is obtained by increas-
Bifurcations
This section provides an overview of Floquet theory for time periodic systems prior to discussing the additional considerations for time periodic systems with a time delay. In general, a linear periodic ordinary differential equation can be written as
where X ជ ͑t͒ is an n-dimensional state vector, and the matrix A͑t͒ is a time-periodic coefficient with a period T. Equation ͑2͒ has a fundamental set of n-linearly independent solutions, x i , where i =1,2, . . . ,n. This implies that the states one period into the future, x i ͑t + T͒, must be a linear combination of states at the current time x i ͑t͒. This relationship can be written as
where ͑T͒ is a n ϫ n Floquet transition matrix ͓47͔. Eigenvalues of the Floquet transition matrix ͑ m , m =1,2, . . . ,n͒, also known as characteristic multipliers, are unique for a given system and can be calculated from
The form of the mth characteristic multiplier is m = e m T , which relates the asymptotic stability behavior in the discrete time domain to the asymptotic stability behavior in the continuous time domain with the characteristic exponent m . The system is asymptotically stable if all characteristic multipliers ͑ m ͒ are in a modulus of less than unity. Depending on the manner in which the characteristic multiplier leaves the unit circle, one can characterize the loss of stability from three distinct routes: The stability analysis of a time-periodic system is closely related to the same system with an introduction of a time delay. For instance, consider the following delay oscillator:
where is the delay. As in the time-periodic case, the form of the solution can be written as X ជ = p ជ͑t͒e t . However, a primary difference exists between the monodromy operator of Eq. ͑5͒ and the Floquet transition matrix of Eq. ͑2͒. For instance, Ref. ͓48͔ notes that the time periodic system will have a finite-dimensional Floquet transition matrix, but the delay oscillator system will have an infinite-dimensional monodromy operator. Also, in contrast to the classical time-periodic case, the time-delayed system will have an infinite number of characteristic multipliers. The resulting criteria for asymptotic stability now requires the infinite number of characteristic multipliers to have a modulus of Ͻ1; this criteria is analogous to requiring the infinite number of characteristic exponents to be negative and real. The infinite-dimensional monodromy operator is problematic from the analyst point of view since it prohibits a closed-formed solution. In spite of this problem, one can approach this problem from a practical standpoint, by constructing a finite-dimensional monodromy operator that closely approximates the stability characteristics of the infinite-dimensional monodromy operator. This is the underlying approach followed throughout this paper. Although the presented approach can still be used to produce a monodromy operator matrix of higher and higher dimensions, it is surmised that this is an unnecessary task since the asymptotic stability behavior is observed to be accurately captured by relatively smaller-dimensional matrix representations of the infinitedimensional monodromy operator.
Multiple Element Dynamic Map (h-Version)
Systems governed by time-delay differential equations do not have a closed-form solution ͓49,50͔. In order to predict their behavior, an approximation to exact solution is required. Temporal finite element analysis ͑TFEA͒ is a technique to examine the dynamic behavior of a system with a single time delay, such as the delayed damped Mathieu equation. After formulating a finitedimensional dynamic map, which is an approximation to the infinite-dimensional monodromy matrix, the characteristic multipliers of the map are used to determine the system stability.
The stability behavior of Eq. ͑1͒ is investigated by dividing a period of the system T =2 / into a finite number of elements. The approximate solution, within the jth element, can then be written as
where i ͓ j ͑t͔͒ are the cubic Hermite polynomials, or trial functions defined in Eq. ͑7͒ and j ͑t͒ is the local time within the jth element of the nth period. A specific benefit of the chosen trial functions is their end conditions; this allows one to match the velocity and displacement at interelement nodes and reduce the number of coefficients required in the multiple element monodromy operator of Sec. 4.1. The trial function expressions are
The time for each element is t j = T / E, and E is the number of elements into which the period T is divided. Substitution of the approximate solution into Eq. ͑1͒ gives an error e rr ͑t͒
where a ji n−1 represents the coefficients of the assumed solution from the previous period.
The next step requires weighting the approximation error and setting the result of the residual error to zero. This gives two equations per element to solve for the coefficients ͑a ji ͒. The purpose of weighting the residual error ͑e rr ͒ is to select from an infinite number of possible solutions ͑− ϱ Ͻa ij Ͻ + ϱ ͒, a best solution as close as possible to the exact solution. The resulting residual error is
where the following weighting functions were applied:
Coefficients from the first two trial functions represent the velocity and displacement at the beginning of each element. These coefficients can be used to relate the states at the beginning of the current period to the states at the end of previous period by
͑11͒
The continuity condition of Eq. ͑11͒ holds true for coefficients at the beginning and end of each element. Coefficients of the assumed solution can be related to those of the previous period by arranging Eqs. ͑9͒ and ͑11͒ into a monodromy operator matrix of size ͑2E +2͒ ϫ ͑2E +2͒. The expression for two elements can be written as 
͑12͒
where
takes the form of a discrete linear map that can be written as
where Q = A −1 B is the monodromy operator. The coefficients of the assumed solution, which have been written in vector form a ជ n , represent the velocity and displacement at discrete points in time. This provides a dynamic map over a single time delay.
Map Stability From Characteristic Multipliers.
Characteristic multipliers of the transition matrix Q determine the stability of the governing equation based on whether they reside within the unit circle ͑see Sec. 3͒. The system is stable for a given set of parameters ͑␦ , ⑀ , , b͒ if all the characteristic multipliers have modulus Ͻ1. In Fig. 1͑a͒ , a solid line represents the stability boundary ͉͑ ͉ =1͒ for a given parameter combination of ␦ and ⑀. The period of Eq. ͑1͒ is 2, = 0.1, and b = 0.01. The stable region has eigenvalues with a magnitude of Ͻ1, and the region marked unstable has eigenvalues with a magnitude Ͼ1. Varying ⑀ from 0 − 1 while keeping ␦ at a constant value of 1.04 provides a transcritical bifurcation ͑see Fig. 1͑b͒͒ . A flip bifurcation is observed when ⑀ is held at a constant of 1 and while ␦ is varied from 0.4-0.7 ͑see Fig. 1͑c͒͒ .
Single-Element Dynamic Map (p-Version)
Although the h-version approach can obtain convergence by simply increasing the number of elements, a dramatic increase in computational time often experienced for a larger number of elements ͑i.e., additional computations are required for the increased matrix size͒. Therefore, the approach described in Sec. 4 was augmented by increasing the order of approximating polynomials while using a single element. The revised approximate solution becomes
where s is the total number of higher-order interpolated polynomials i ͓͑t͔͒. The interpolating polynomials, described in Sec. 5.2, are of order p, where
Substitution of the approximate solution ͑Eq. ͑16͒͒, into Eq. ͑1͒ leads to a nonzero error e rr ͑t͒
As in the h-version, the integral of weighted error is set to zero; however, this now provides s equations linear in the coefficients of the assumed solution since the weighting functions ͕ i ͓͑t͔͖͒ were chosen to be the same as interpolated polynomials 
where t j , the integration time for the single element, is equal to the minimal time period T. The coefficients from the first two trial functions on the first element represent the velocity and displacement at the start of each period. They can be related to the states at the end of the previous period by
͑21͒
Since initial and final states of the system can be specified in terms of a single polynomial coefficient, a simplistic mapping to the next period can be written with the unity matrix and the identity matrix.
The coefficients of the assumed solution can be related to those of the previous period by arranging Eqs. ͑20͒ and ͑21͒ into a monodromy operator matrix of size s ϫ s. The expression can be written as P 11 P 12 P 13 . . . P 1s−1 P 1s
͑22͒
A discrete linear map, described by Eq. ͑22͒, can be written as
where the monodromy operator Q can be found from the pseudoinverse Q = ͓͑A T A͒ −1 A T ͔B. Alternatively, although this problem was not experienced for the system under study, the matrix pseudo inverse could result in numerical difficulties and other methods of matrix decomposition may be necessary.
Stability.
As discussed in Sec. 4.1, the condition for asymptotic stability ͑see Figs. 2 and 3͒ is that the characteristic multipliers ͑ i ͒ of the transition matrix Q should satisfy the following condition:
where i =1,2, . . .s. Figure 2 represents the stability boundaries ͉͑ ͉ =1͒ of delayed Mathieu equation for different values of . The region enclosed by stability boundary for a given is stable ͉͑ ͉ Ͻ 1͒ and vice versa. In both cases ⑀ = 0, period equals time delay ϭ 2, and convergence was obtained using seventh order polynomials. Figure 3 is a three-dimensional graphical representation of stablility in ͑b , ␦ , ⑀͒ parameter space. The region enclosed within the surface is stable, and the surface ͉͑ ͉ =1͒ represents the transition from stable to unstable region. Here = 0.2, time delay =2, and =1.
Interpolated Polynomials.
For convergence of a secondorder differential system, the trial functions or interpolated polynomials, must satisfy at least two conditions: C 0 continuity and a complete polynomial of the first degree ͓53͔. Completeness is ensured by increasing the degree of the polynomials while preserving C 0 continuity. The single-element approach requires an element that exceeds a minimal C 0 continuity condition ͑i.e., an element with C 1 continuity to obtain better convergence͒. To derive the polynomials with C 1 continuity, each polynomial and its derivatives were interpolated at interelement nodes. This requires two boundary conditions at each interelement node.
The interpolated polynomials obey the following relationships on the local time interval of 0 Ն / t j Ն 1:
where is an interpolated polynomial. Polynomials are of order ͑p͒, which is related to the total number of polynomials by p = s − 1. Cubic Hermite polynomials, Eq. ͑7͒, represent a set of the lowest-degree polynomials with C 1 continuity. As an example, the expressions for a set of fifth order interpolating polynomials are given in the Appendix.
Figures 4͑a͒ and 4͑b͒ represent the displacement and velocity constraints in local time, respectively, for fifth-order interpolated polynomials ͑p =5,s =6͒. The local time is divided into three nodes, which include two boundary nodes and one intermittent node. The sum of displacement and velocity at each node is 1. Constraining interpolated polynomials in this fashion helps maintain completeness, C 1 continuity, and orthogonality.
Monodromy Operator Period
The delayed damped Mathieu equation is a second-order differential equation with a periodic coefficient and a time-delay term proportional to b. The coefficient ␦ + ⑀ cos͑t͒ is the aforementioned time-periodic function with a period of T p =2 / and provides the constant time delay. In the stability investigations of the previous sections, the time delay has been set equal to the period of the time-periodic coefficient. When considering the correct time interval for computing the monodromy operator, this gives rise to an interesting question. For instance, should the Floquet matrix, or monodromy operator Q, be computed over the period of the time delay or over a period of the time-periodic coefficient? Therefore, the following three cases are noteworthy: ͑i͒ the time delay is equal to the periodic coefficient period = T p ; ͑ii͒ the time delay is less than the periodic coefficient period Ͻ T p ; and ͑iii͒ the time delay is greater than the periodic coefficient period Ͼ T p .
Since the case of the equivalent periods, = T p , has already been discussed, the remaining question is how to handle the last two cases. Therefore, the case of Ͼ T p is examined in Fig. 5 by computing the monodromy operator over the delay period =2 and the periodic coefficient period T p = 2. When numerical simulation is used to study points of disagreement, the results show the stability boundaries computed for a period of T = 2 are correct. However, based solely on this result, one cannot conclude whether using the minimal period or always using the periodic coefficient period, T p =2 / , is correct. The answer to this question is clarified by examining the case of Ͻ T p ͑see Fig. 6͒ . When numerical simulation is used to study points of disagreement, it is found that the correct stability boundaries are obtained when the monodromy operator is computed over a period of T =4. This reveals that the Floquet matrix should be computed over the periodic coefficient period. This conclusion is in direct agreement with the results presented by Insperger and Stépán ͓52͔.
Damped Mathieu Equation (DME)
This section considers a special case of the DDME, the damped Mathieu equation, which is obtained by setting b = 0 in the previous studies. Here, a single-element monodromy operator is formed from the application of higher-order polynomials. The equation of interest is
Substitution of the assumed solution, Eq. ͑16͒, into Eq. ͑28͒, leads to a nonzero error e rr ͑t͒
Applying the Galerkin residual method ͑see Sec. 5͒, we have
͑30͒
Once again, the continuity condition, given in Eq. ͑21͒, is implied to relate the coefficients at the beginning and end of each period. 
͑31͒
where N ii is given by Eq. ͑23͒. A discrete linear map, described by Eq. ͑31͒, can be written as
where Q = ͓͑A T A͒ −1 A T ͔B. For stability, all characteristic multipliers of the transition matrix ͑Q͒ should have magnitude of Ͻ1 for a given combination of ␦, , ⑀. In Fig. 7 , a solid line indicates the stability boundary of damped Mathieu Eq. ͑28͒ for = 0.1 and dotted line for = 0.2. The period of Eq. ͑28͒ is 2, and convergence was obtained using ninth-order polynomials.
Floquet Transition Matrix.
As one might expect, the Floquet transition matrix for the DME should be related to Eq. ͑31͒. To illustrate this, the pseudo inverse of Eq. ͑31͒ is taken to arrive at the following revised equation form: 
ͬ ͑34͒
Once the Floquet transition matrix is found, stability is determined from the eigenvalues of this matrix ͑see Sec. 3 for details͒.
Error Analysis
The error analysis accounts for the discretization error and assumes all other forms of error are absent. Discretization error is caused by using a finite number of trial functions ͓͑t͔͒ and a discrete set of coefficients a i in the assumed solution to approximate the exact solution for x͓͑t͔͒.
The completeness and continuity are two minimum conditions required to closely approximate the second-order system with a linear combination of trial functions. The measured energy error provides a metric for closeness, where 
͑35͒
and
and D is the differential operator for the governing differential equation ͑1͒. In physical applications, the expression E͓͑t͔͒D͕E͓͑t͔͖͒, or similarly x͓͑t͔͒D͕x͓͑t͔͖͒, generally correspond to energy density. The polynomial solutions will converge as p approaches infinity ͓53͔. It can be shown that the eigenvalues converge at the same rate as the global energy, ͑i.e., the rate of convergence of global energy is of the order of O͑E 2͑p−m+1͒ ͒, where 2m is the order of governing differential equation, p is the polynomial order, and E is the number of time elements͒. This is because in physical systems, the eigenvalue is either the global energy or the ratio of global potential energy to global kinetic energy ͓53͔.
Extrapolation is one of the most common methods to estimate convergence ͓51͔. The assumption underlying this method is that a solution is always available at each refinement step. This paper discusses two different approaches to extrapolate convergence. Two-point extrapolation. As already discussed, eigenvalues have the same rate of convergence as global energy ͓53͔. Therefore convergence of an approximated eigenvalue to exact eigenvalue is one criterion for minimization of error. The exponential extrapolation can be written as
where est is an extrapolated eigenvalue, a is an unknown constant, and p is the polynomial order. Initially, to solve for a, est is the eigenvalue corresponding to the maximum eigenvalue gradient at a low polynomial order. Figure 8 represents a particular case of delayed Mathieu equation ͑1͒ where = 0.2, period is 2 and = 1. Third-order interpolated polynomials are used to predict Ϸ 15.83 corresponding to the maximum gradient. Therefore, in a two-point extrapolation, est = 15.83. The corresponding exact eigenvalue ext is found using Euler time marching ͑simulation͒. The system was simulated using the same values of parameters ͑␦ , ⑀ , b͒ corresponding to maximum eigenvalue gradient, and the Floquet transition matrix ͑͒ was computed looking back one time period. The maximum eigenvalue of is ͑ ext ͒.
Three-point extrapolation. This approach ͓51,54͔ requires a three-element solution corresponding to polynomial order p , p − 1, and p − 2. The exact solution of ʈx͑t͒ʈ 2 can be estimated by solving
where ʈx͑t͒ʈ 2 represents the energy form of x͑t͒ and p is the polynomial order. Considering eigenvalues ͑͒ have the same rate of convergence as global energy, Eq. ͑39͒ can be rewritten as 2 − p
where is the exact eigenvalue calculated from a time-marching algorithm. Once is known p can be calculated using ͑40͒.
Both two-and three-point extrapolation techniques were found to have close agreement with the predicted eigenvalues. In Fig. 9 , dots represent the three-point extrapolation technique and the dotted line with circles indicates the two-point extrapolation whereas the solid line depicts the true eigenvalue as computed from Euler 
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Transactions of the ASME simulation. Although complete convergence to the true solution is possible only when p approaches infinity, an optimum value of p is selected based on an error tolerance.
Summary and Conclusions
This paper investigates the effect of a single time delay and a periodic coefficient on the stability of the delayed damped Mathieu equation. Stability behavior is investigated using two different techniques: a single-element ͑p-version͒ time finite element method; and a multiple-element ͑h-version͒ temporal finite element method. In both cases, the exact solution is approximated with a set of interpolated polynomials. The stability of the system is determined by the characteristic multipliers of the discrete linear map. The latter approach uses only one temporal element, but obtains convergence with a set of higher-order orthogonal polynomials. On the other hand, the h-version uses cubic polynomials and an increasing number of elements to ensure convergence. The rate of convergence of the p-version was found to be very quick-a more rapid convergence is obtained when p is increased as compared to increasing the number of elements in h-version. However, due to symbolic manipulation, the p-version becomes more complicated and computationally expensive as the polynomial order is increased beyond a certain value. Results obtained from both approaches were verified using time domain simulation. The developed temporal finite element approach is shown to be a powerful and flexible approach to the solution of equations with a periodic coefficient and a single time delay.
In planned future work, both p-and h-versions can be combined to form a more versatile hp-version of the temporal finite element method for delay equations. 
