Sharing location traces with context-aware service providers has privacy implications. Location-privacy preserving mechanisms, such as obfuscation, anonymization and cryptographic primitives, have been shown to have impractical utility/privacy tradeoff. Another solution for enhancing user privacy is to minimize data sharing by executing the tasks conventionally carried out at the service providers' end on the users' smartphones. Although the data volume shared with the untrusted entities is significantly reduced, executing computationally demanding server-side tasks on resource-constrained smartphones is often impracticable. To this end, we propose a novel perspective on lowering the computational complexity by treating spatiotemporal trajectories as space-time signals. Lowering the data dimensionality facilitates offloading the computational tasks onto the digital-signal processors and the usage of the nonblocking signal-processing pipelines. While focusing on the task of user mobility modeling, we achieve the following results in comparison to the state of the art techniques: (i) mobility models with precision and recall greater than 80%, (ii) reduction in computational complexity by a factor of 2.5, and (iii) reduction in power consumption by a factor of 0.5. Using real-world mobility datasets, we demonstrate the suitability of our technique to function on smartphones.
I. INTRODUCTION
A large amount of geolocation data is being ubiquitously collected, due to the advent of location-based services (LBS) and the pervasive nature of smartphones. The personally identifiable information (PII) of users extracted from this data is crucial from the service providers perspective for offering personalized services. However, when users share their location traces with third-party service providers, it exposes them to several privacy risks. Simple heuristics can be applied by curious adversaries to derive PII for blackmailing or stalking purposes. Recent regulations such as the EU General Data Protection Regulation (GDPR) 1 , however, have placed stringent data acquisition and retention policies. GDPR lays out strict clauses for service providers, regarding the localization of computations and storage at the user's end whenever possible. Therefore, user privacy consideration will be a key factor to determine the success and adoption of context-aware services in the coming years.
Orthogonal to the location-privacy preserving approaches such as spatial cloaking [5] , k-anonymity [4] and cryptographic primitives [3] , a drastic privacy-preserving approach is to deploy the learning models directly on user's smartphones to train on their data without having to send it to the cloud. An example of this approach is Google federated learning [10] . This model reverses the client/server relationship by enforcing the service providers to query for the required data from the model present on the user smartphone. Finally, the query response can be processed in a trusted computing environment as illustrated in our previous work [8] . Judicious scheduling in such systems ensures that learning occurs only when the device is completely idle [10] . Thus, computational complexity and power consumption are the main concerns in making such a system practical.
In this paper, we adopt this approach of restricting the mobility modeling task on the user's smartphone. Such a system is made feasible by treating spatiotemporal trajectories as signals. To this end, we leverage the following key properties of spatiotemporal signals: (i) lower data magnitudes due to the reduced dimensionality (ii) compressed representation, as the information is concentrated in a few spectral coefficients, and (iii) the ability to offload computationally intensive tasks to the digital-signal processors (DSPs) present in many smartphones.
Traditionally, a mobility model is represented in terms of a directed graph, where the nodes correspond to the user's regions of interest (ROIs) and the edges correspond to the representative paths between the ROIs, weighted by the respective transition probabilities. Mobility modeling task is therefore composed of computing the ROIs, representative paths and the transition probabilities. The current techniques used to perform the above tasks rely on an individual's behavioral parameters representing their mobility dynamics. However, these parameters act as side channels that can be used by malicious adversaries to infer an extended view of the whereabouts of a user appearing in an anonymous trajectory [11] . Commonly used parameters such as minimum time period and maximum distance between two location coordinates can be used to de-anonymize aggregated spatiotemporal data [17] . We eliminate the dependence on the rigid parameters to minimize the privacy leakage and implement the proposed approach on a DSP chip to practically demonstrate the advantages. Our contributions in this context are as follows:
• We present Capstone, a technique to construct a user mobility model using space-time signals. We divide our contributions in three distinct parts: (i) translating the noisy and non-uniformly sampled GPS trajectories into a continuous space-time signal, (ii) establishing a systematic relationship between the fundamental components of human mobility and the temporal-spectral units of the space-time signal, and (iii) a signal processing pipeline to extract user mobility model. • We highlight the privacy leakage in the existing techniques stemming from the parameter reliance through experimental evaluation and demonstrate the effectiveness of Capstone in addressing this drawback. • Finally, by using real-world mobility datasets, we show that Capstone achieves higher precision, lower complexity and reduction in power consumption as compared to the existing techniques, demonstrating its suitability to function on smartphones. We describe the privacy model and the problem statement in Section II and Section III. The three key contributions of Capstone are presented in Section IV, V and VI. The privacy risks stemming from behavioral parameters and the evaluation results are discussed in Section VII and Section VIII. Finally, we present the related work in Section IX and conclude our paper in Section X.
II. PRIVACY AND ATTACK MODEL
Our work focuses on privacy concerns associated with user mobility data, aggregated at the LBS provider's end. LBS are typically divided into two types: continuous and sporadic, depending on the exposure of user locations [13] . In our case, we consider a continuous location exposure-based service, where the provider is assumed to be a passive adversary (i.e. honest-but-curious). We focus on converting such a continuous case, wherein the adversary can track users over time and space into a sporadic case, where a user explicitly grants location access to the adversary, only at discrete time instances. Thus, the adversary will know the geographical distribution of users over a considered region, but not their exhaustive movements. Therefore, by constructing the mobility model locally, our approach adopts a privacy by design principle, i.e., only sharing a summary/sketch of movements that is sufficient to use the service.
III. PROBLEM STATEMENT
The key idea behind our work is: computation on spatiotemporal data using signal processing has inherent complexity and privacy benefits. To this end, the central problem is construction of mobility models using the space-time signals in order to process and store user data locally. Hereafter, we split this main problem statement into three sub-problems for clarity and set forth the requirements and challenges associated with each problem.
Problem 1: Mobility Signal Generation. Given a trajectory T u of an individual u, a temporally ordered sequence of tuples, such that, T u = (l 1 ,t 1 ), (l 2 ,t 2 )...(l n ,t n ) , where l i = (lat i , lon i ), the latitude-longitude coordinate pair and t, the timestamp such that t i+1 > t i , translate T u into a 2-D signal S u (t), modeled as a function of changing distance with respect to time. Requirements and Challenges. (i) Constructing a continuous graph from the noisy and non-uniformly sampled location trajectories, (ii) preserving all the key knowledge contained in the trajectory samples, and (iii) retaining the spatial locality between the discretized points.
Problem 2: Signal Interpretation. Given a user's spatiotemporal signal S u (t), interpret and model the distinct signal elements in the temporal domain, i.e. local maxima/minima, rising/falling edges and static signal component with respect to human mobility behaviors.
Requirement and Challenge. In order to facilitate interdomain switching, attach and validate a semantic meaning to each of the above signal components.
Problem 3: Mobility Modeling. Given the signal S u (t) and the valid interpretation of each element, construct the user's mobility model in terms of a graph G u (ROI, Tr), where ROI = {ROI 1 , ROI 2 ...ROI n } is the set of all the regions of interests belonging to u and Tr = {(R 12 , p 12 ), (R 23 , p 23 )...} is the set of tuples where R i j and p i j denotes the representative path and the transition probability from ROI i to ROI j .
Requirement and Challenge. To extract all the distinct ROIs and the transitions without relying on any behavioral parameters to eliminate privacy leakage.
IV. FROM TRAJECTORIES TO SIGNALS
In this section we address Problem 1, i.e., translating the noisy GPS trajectories into a continuous signal, that can be processed.
A. Preprocessing
The imperfections in the geolocation sensors and network failures often result in noisy and non-uniformly sampled trajectory points. Therefore, to make the scheme robust, we first filter and de-noise the incoming location traces (see Figure 3 ). Since the noise is not symmetrically distributed, applying averaging and median techniques does not solve this problem. Additionally, the noisy components reside at high frequencies and do not contain any sharp pulses, hence we apply a standard convolution-based low-pass filter. Next, we employ semivariance interpolation to obtain uniformly sampled location points. This interpolation scheme uses a moving average construction and conceals the incoming data about the spatial variance of the past trajectory points.
B. Space Discretization
The filtering and interpolation results in uniformly sampled de-noised trajectories. The next step is space discretization, for which we rely on the Google S2 Library. 2 It performs a hierarchical decomposition of the earth sphere into compact cells and superimposes a spatial region/point on to one of the cells. Each cell is represented by exactly the same area and provides sufficient resolution for indexing the geographic features. In short, the library operates by first enclosing the earth in a cube. It then projects the spatial region onto the face of the cube, builds a quad-tree on each face and selects the quad-tree cell that contains the projection of that region. In the first step, the point c = (lat, lon) in Figure 1 is transformed into (x, y, z) after projecting it on the cube. As the cells on the cube have different sizes when mapped back to the sphere, a non-linear transform is performed, i.e., (u, v) is transformed to (s,t) before discretizing the point by superimposing it on the grid and retrieving the respective Cell ID. The resulting spatiotemporal signal can be denoted as
, where c i is the Cell ID and t i the timestamp. The Cell IDs ensure that, each of the discrete point connects to the other to obtain a continuous graph, thus preserving the spatial locality between the individual points. 
V. SIGNAL INTERPRETATION
In this section, we address Problem 2, i.e., interpreting the distinct signal elements. A periodic signal S(t) is typically represented as S(t + n.T ) for all time t and the periodic component T , where n.T is the period of the signal. Although, human mobility is characterized by distinct regularity [14] , the space-time signal S(t) is not perfectly periodic. As the mobility patterns do not have the same mean periods, S(t) can be considered as almost periodic [16] and represented as S(t) = S(t + n.T (t)), where the fundamental period T , can change over time. It has two main components: (i) a static element and, (ii) rising/falling edges as seen in Figure 2b . In this work, the static element is treated as a reference, that corresponds to the user's basecamp. We refer to the basecamp as a place having maximum user time occupancy (typically the home or work place). It is represented in the time domain as Mo(S(t)), i.e., simply the Mode value of the signal, that correlates with the most frequent location in the user's trajectory.
This reference signal is accompanied with local maxima and minima. The user movements revolve around this reference with an element of deviation. This is viewed as the presence of basic noise with a general mean. A user's ROI visit, thus corresponds to the local maxima/minima present in the signal and their amplitude correlates to the distance from the basecamp (or another ROI). A set of distinct ROIs can thus be obtained by selecting only the maxima/minima with distinct amplitudes. The maxima/minima significantly deviate from the noise and the reference element, and therefore are distinctly identifiable. A ROI visit can be expressed in terms of the local maxima at time t m as given in Equation 1. Here, t m − t e and t m + t e correspond to ROI visit outset and end times.
Each maxima/minima can be decomposed into its constituents: (i) rising/falling edge, and (ii) local static element. It can be represented as R edge + LS static + F edge , where R edge and F edge , the rising and the falling edges correspond to the transition component and LS static , the local static element maps to the user's ROI. A ROI visit can therefore be represented as Visit = Tr + ROI. With respect to the spatial region, Tr (transition) contains the knowledge of the trajectory traversed between the ROIs. Whereas, the ROI holds the information regarding the spatial extent of the region of interest.
VI. MOBILITY MODELING
In this Section, we address Problem 3, i.e., mobility modeling and describe Capstone's system design and implementation. A mobility model consists of three main components: (i) ROIs, (ii) representative paths, and (iii) transition probabilities. Once all the ROIs are computed, the process of obtaining the representative paths and the probabilities is detailed in our previous work [2] , [9] . Constructing a representative path is essentially a procedure to efficiently extract the set of Cell IDs that best describes the trajectory between the two ROIs. The transition probabilities can be computed by using mobility Markov chains [9] .
Following the discussion in Section V, it is evident that the problem of constructing the mobility model, is essentially detecting the local maxima and minima (henceforth referred to as a 'peak') contained in the signal. This step is followed by isolating a peak into its constituents i.e., the set of cells associated with the ROI and the set of cells constituting the representative transition path. The latter is provided as an input to our technique [2] that extracts the path from this set. The system should be able to heuristically compute the following components upon which we base our design: 1) peak start and end positions, to determine the ROI visit entry and end times; 2) peak height, through which the distance travelled from the basecamp is calculated; 3) peak width, to compute the total area and time spent at a given location; 4) peak separation into travel time and stay time.
The step after discretizing the continuous signal (location traces) is curve fitting. As the peak shapes are not identical throughout the signal, a predefined, shape-dependent curve fitting could not be used to fit a curve to the cell IDs. We observed that the peak shapes differ according to the nature of the visited place. This does not affect the transition component of the peak, rather the cap (local static signal) of the peak representing the actual region. The peak shapes observed in the considered datasets can be represented in terms of convolution functions, i.e., rectangular * Gaussian or rectangular * Lorentzian or triangular * Gaussian function. We do not make any assumptions regarding the shapes and perform a non-linear iterative-curve fitting with selectable peakshape models. The curve fitting is applied to the whole signal, ensuring that the actual peak parameters are not distorted during the subsequent processing steps. This step is crucial as it facilitates measurement of the slope to isolate the peak into its components (ROI+representative path). Furthermore, it is also necessary to accurately estimate the ROI area and the visit duration. The iterative fitting ensures that the peaks do not shift or are missed, which might result in inaccurate cell ID retrieval of user movements.
An elementary technique for peak detection is to take the first differential of the points whose peaks have a downward going zero-crossing at the peak maximum. However, the peaks can also lie below the basecamp that can be viewed as valleys. In this case, the upward-going zero-crossings are checked, and the local minima is accounted for, instead of the maxima. The presence of white noise might result in false positives, leading to failure in obtaining the correct ROIs and estimating accurately the repeated visits. It can also alter the derived features of the peak. To address this, we apply a mean filter and smooth the first derivative prior to checking for the upward/downwardgoing zero-crossings. Smoothing and differentiation can result in degrading the signal-to-noise ratio, which disturbs the peak shape and hence the peak entry and end times. This is addressed by comparing the successive peaks against the previous peaks, as no two peaks will be overlapped or directly adjacent to one another. Next, we pass the signal through the visit-detection and mobility modeling module depicted in Figure 4 . Here, we perform the baseline correction, peak-shape detection and isolation. The baseline correction is performed to remove the background noise and to make the peaks distinct. As our goal is to estimate the ROIs without mobility parameters, we do not perform flat-or quadratic-baseline corrections because such methods assume a complete view of the signal. We instead keep track of the standard deviation of the incoming points and analyze the points that deviate from the moving mean and the previous degree of standard deviation. This sets the baseline that works irrespective of the peak shape. Furthermore, we need to correctly determine the peak shapes to accurately estimate the location, distance and time spent at the ROI. The peak shape is detected by taking the successive derivatives, as different peak shapes have distinct derivative shapes. For the peaks associated with human movements, the accidence point coincides with the maximum of the first derivative, and it corresponds with the zero crossing point in the second derivative. If Equation 2 is satisfied, we consider the signal as a peak.
This process is not precisely instantaneous as we miss the peak by one d(t), but this delayed detection compensates for false positives in the noisy data. Each Visit is separated into its constituent components by monitoring the average rate of change of slope. Upon arriving at a ROI, either the slope changes to zero or to an infinitesimally small value, as compared to the slope associated with the transition path component for some arbitrary slope m ∈ R. The two parts are separable, depending on the average rate of change of the slope along the maxima or minima, such that Tr = Visit | δ S(t) δt = m and ROI = Visit | δ S(t) δt = m. Once the cells belonging to the ROI are extracted, the remaining cells of the visit belong to the rising edge and the falling edge. In order to construct the representative path connecting the ROI, we rely on [2] . Our technique captures the practical nature of human mobility, by considering the fact that, users can move between two ROIs through different paths. We finally extract the best possible path amongst several options to represent the most significant trajectory of the user.
The positions where the slope changes also identifies the ROI entry and exit instants and are used to compute the area. Computing the zero-crossing in the first derivative gives the signal peak-point, irrespective of the signal type, hence the location of this point is an estimation of the mean visit time of the ROI. We attain the values of peak start and end in the process of peak-shape detection, i.e, the first derivative detects the time of the peak start and the second derivative gives the time of peak. This process finds the cells corresponding to the individual ROI of a user and the cells associated with the transition path component. A mobility model is thus formulated by linking all the distinct ROI's, the representative paths and the transition probabilities. The transition probabilities are estimated based on a mobility Markov chain (MMC) model which accounts for the state-transition matrix as described in [9] .
VII. BEHAVIORAL PARAMETERS AND PRIVACY LEAKAGE
A key advantage of Capstone is the independence from the user behavioral parameters. Given a user's spatial trajectory, the ROI discovery problem in the conventional setting is formalized as finding all the distinct ROIs, where each ROI i is a three-item tuple (lat i , lon i , r i ), where r i is the radius of the region (assuming circular clusters). Here, the maximum distance (Max dist ) and the minimum time (Min time ) between two spatiotemporal points are bounded by fixed thresholds before assigning them to a particular cluster. These clusters are then merged, depending on certain other parameters such as minimum number of points in a cluster (Min points ) or minimum visits (Min visit ).
These parameters are measures of individual mobility dynamics [11] . Therefore, in a situation where the adversary requests a data provider for aggregated/sparse mobility data, a knowledge of these parameters can increase the background knowledge to carry about membership inference attacks. Parameters such as radius of gyration, mobility entropy and average number of visits of an individual, have been shown to de-anonymize users from aggregated databases [17] . A recent work to estimate privacy risk of individuals based on the individual mobility features show that several parameters such as the maximum distance/time between locations, total distance traversed per day, number of distinct locations and others increase an individual's risk of identification against location sequence construction attacks, home and work place attacks, location probability attacks, etc. [11] . Therefore, we argue that a technique to extract user mobility models even from sparse data without relying on user's mobility parameters is beneficial.
VIII. EVALUATION AND DISCUSSION
In this section, we evaluate Capstone's effectiveness in mobility modeling and its operational efficiency on smartphones based on the implementation of the proposed technique on a DSP chip. We perform the privacy analysis, by quantifying the accuracy and risk of two popular attacks performed on the user's exposed locations. The evaluations are performed using the Nokia dataset [7] , the Geolife dataset [19] and an additional dataset annotated with the ground truth. The ground truth dataset is collected by providing a mobile application to one of the co-authors of this paper, that logs the latitude, longitude, and timestamp of the GPS coordinates. These datasets contain geospatial trajectories of more than 370 users, collected in 
A. Visit Consistency
Here, we perform a qualitative evaluation by using the mobility datasets to guarantee consistency of the discovered ROIs using metrics derived in published works based on the same datasets [15] .
The task of ROI extraction is synonymous with unsupervised clustering. Therefore, we first validate our results by relying on the knowledge about the data and the properties of ROI visits. To this end, we use the properties derived by Thomason et al. [15] , which hold for a majority of the Nokia dataset users. They comprise of: (i) A typical user makes an average of 2 to 15 distinct ROI visits a day, (ii) a visit does not exceed a period of 2 days, (iii) a user spends 60% of the time at the ROI and not more than 40% traveling to the location. Our results (see Table I ) corroborate these properties.
A drawback of our approach is its high sensitivity to even small stoppages occurring on the path, due to which unintentional delays can be classified as ROIs, e.g., a bus stop on the way of an intentional destination. Furthermore, we do not rely on the Min visit parameter, which classifies even a single visit as a ROI and results in some false positives. Thus, although our technique might result in some false positives, it ensures that none of the ROIs are filtered out either based on the dataset duration or the mobility behavior. The additional outliers occur due to property (iii) which does not hold for bus/metro/train stops.
B. ROI Accuracy
Next, we perform quantitative analysis using the dataset annotated with the ground truth and compare our results with three popular time-space-density-based clustering algorithms commonly used for ROI extraction.
We consider Density Joinable Cluster (DJ Cluster) [20] , Density Time Cluster (DT Cluster) [6] and ZOI Detect [9] . DJ Cluster computes ROIs based on the number of points within a certain radius and merges the clusters if they share at least one common point. The points are also clustered together if they satisfy the Min speed bound. DT Cluster aggregates points lying within predetermined spatiotemporal bounds. These clusters are then treated as valid ROIs. ZOI Detect follows a similar strategy as DT cluster but relies on an additional parameter Min visit as a threshold and merges the clusters upon intersection.
For the ground-truth comparison, the 34 ROIs of the considered subject were selected with a clear definition: 'any place where the subject visited with an intentional purpose'. These regions include places such as cafeterias, restaurants, bus/train/metro stops, sports arenas, bookstores, office and work places, and excursions. The ground-truth evaluation was performed by computing the precision, recall and accuracy. As the set of true negatives is infinite (ROIs not visited by the user and not discovered by the algorithm), Accuracy = We see that DT Cluster and ZOI Detect have a very high precision and low recall and accuracy (see Figure 5a ). This indicates that these techniques detect a large number of ROIs that are not contained in the true ROI set. This is clearly due to the spatiotemporal bounds being too rigid, which results in considering arbitrary clusters as ROIs. DJ cluster, however, has higher recall and low precision. Here, we see that the Min speed eliminates the occurrences of false negatives, whereas, the Min points creates high number of false positives. Increasing the Min points can address such occurrences, as it requires a higher density of points, thus creating only valid ROIs. In case of Capstone, we have a few false positives due to the high sensitivity and only three false negatives. The false negatives are the transportation stops where the user does not have to wait due to planned time synchronization, resulting in a constant average slope.
To better understand the parameter influence, we consider four different parameter sets for the values of Min time and Max dist as seen in Figure 5a . We see that the parameter Min visit always correctly classifies a region as a ROI, thus leading to high precision rates. We can also see that larger values of Max dist results in higher precision and recall in DT Cluster. Max dist , thus plays a vital role in determining precision, compared to Min time parameter in the considered dataset. These results also highlight the importance of selecting the parameter space which is challenging to determine a-priori.
To present qualitative results we evaluate the Nokia and Geolife dataset. In the absence of ground truth, choosing relevant metrics for comparison is a challenging problem. To address this, we explore the number of ROIs discovered as it directly influences the accuracy of the technique. A lower number may signify the merging of multiple ROIs leading to the loss of information, such as the total area and the time of entry and exit from the respective ROI. Whereas, a large number indicates a higher number of false positives. We first show the results for the Nokia dataset in Figure 5b and the Geolife dataset in Figure 5c . DJ Cluster and DT Cluster detect a significantly high number of ROIs, not typical for an average user. In case of DJ Cluster, we find that the parameter Min points creates a large number of ROIs. However, we argue that if the sampling rate of the dataset is high, the Min speed could play an important role in further increasing the number of clusters. Whereas, in DT Cluster Min time parameter results in a higher frequency of visit separations increasing the total number ROIs. We see that the number of ROIs discovered by ZOI Detect is lower than DT and DJ Cluster. This is due to the merging of individual clusters upon intersection, in addition to extracting the most frequent clusters governed by the Min visit parameter. In general, if the parameters satisfy cluster merging, multiple clusters merge and form a large ROI; ROI division occurs if this bound is missed by even an infinitesimal small value. This results in the fluctuation of the number of ROIs solely due to the parameters. We cannot validate the accuracy of the ROIs detected by Capstone in this case, however, we observe a consistency between the distance and the ROI number. We also do not observe an alarming number of ROIs.
C. Complexity and Power Consumption
Next, we evaluate and compare the techniques with respect to their computational complexity and power consumption. We implement Capstone, DJ Cluster, DT Cluster and K-means (as a reference) on a TI OMAP-L138 C6000 DSP+ARM Processor (Figure 6a ) present in many smartphones. 3 The Dual-Core SoC contains an ARM9 general purpose processor (GPP) and a C674x DSP core. As the performance and scaling is also dependent on the actual implementation of the algorithms, we do not optimize any techniques and derive only the asymptotic performance.
We benchmark the performance at various dataset sizes and consider the average time after 10 runs on each dataset size (see Figure 6b ). We see that, capstone reduces the runtime latency as compared to the rest by a factor of approximately 2.5. The key reasoning behind the performance is: (i) the stackable non-blocking signal-processing pipelines, these pipelines to the DSP architecture, (iii) efficient execution of all the filtering and peak-detection stages by utilizing the five multiply-add-accumulate units (MAC) in parallel, and (iv) space-transformation which facilitates carrying out all the operations on integers rather than 3-dimensional floating points. The performance of K-means rapidly deteriorates as the execution depends on the disk IO bound, and continually paging the RAM to access the distance array dramatically increases the runtime. Similarly, the agglomerative/hierarchical clustering techniques suffer through the same drawback. An additional drawback of such algorithms is due to the fact that they operate in several steps [1] . This is done, by first clustering the points in the temporal domain and consequently in spatial domain, or by extracting locations that span large areas and dissecting them into smaller regions in the second iteration over the dataset. This results in increased time and computational complexity, hindering the possibility of operating them in realtime scenarios on resource-constrained devices. Next, we compare the power consumption at various dataset sizes as shown in Table III . The power drawn by a process can be categorized in to baseline and active power. The former includes the static power (leakage), phase-locked loop, oscillator power and various subsystem components that cannot be turned off through the on-chip power management module. Active power is the consumption due to the active parts of the SoC, which is dependent upon the frequency, utilization, read/write balance and switching (GPP-DSP). We consider the total power as the sum of these individual power consumptions measured using the TI's EnergyTrace tool. 4 Capstone; inherently a DSP implementation draws a higher baseline power as compared to the GPP implantation of the clustering techniques. This is due to the power consumed in configuring the DSP chip and setting up the shared memory pool, the message queue between the GPP and the DSP and the real-time operating system (RTOS). We clearly see in the results that, as the dataset size increases the power consumption of the clustering techniques rapidly escalates. However, the DSP implementation leverages the efficient power management capabilities of the RTOS that uses the chip power-efficiently, while still providing high performance.
In order to theoretically compute the complexity bounds, we consider a total of n coordinate points from which the ROIs have to be extracted. We assume k unknown ROIs, as we do not have a-priori knowledge on the number of clusters that will be detected. In the case of space-time-density based clustering techniques, there are multiple blocking steps involved. For each coordinate assignment to a stay region, the Euclidian the neighboring points. Once the stay region is estimated, the centroid of the region is computed. This step has an overall complexity of O(kn). The next step involves iterative merging of clusters based on distance bounds and is characterized by a complexity of O(∑ k−1 i=0 (k − 1) 2 ). Scalar product of both the steps measures the total complexity. In case of Capstone, the preprocessing and peak-detection steps, the low-pass filtering, curve fitting, and the mean filtering contribute to a complexity of O(2n); and the differentiation and baseline corrections contribute to O((2n) 2 ), which results in a total complexity of n 2 . We can consider the operations as a n × n scalar matrix C multiplying a scaler vector v of length n; these operations result in a total of n 2 multiplications and n(n − 1) additions. These multiplications and additions are parallelly executed across the five MAC units in a non-blocking fashion contributing to the runtime improvement.
D. Privacy Analysis
The privacy by design approach cannot rely on measures such as differential privacy to perform privacy analysis, unlike the data concealing approaches. We follow the methodology specified by Shokri et al. [13] involving construction of a schedule consisting of an application, a LPPM (location privacy preserving mechanism), an attack and the evaluation metric. In our case, an application can be any continuous exposure LBS at the user's end and our LPPM is the minimization of the exposed locations via on-board processing. We consider two commonly used attacks: (i) location-sequence attack, and (2) re-identification attack. The success of these attacks depends on the adversary's prior knowledge, i.e. access to some traces of users or public information such as visited locations. Finally the user's privacy is quantified in terms of the correctness/incorrectness of the attacks by using the Locationprivacy and mobility meter 5 and privacy-lib. 6 In case of a privacy by design based system, we can clearly see (Figure 7b ) that by minimizing the locations shared with the third party services, we lower the adversaries prior knowledge, hence the risk of the attacks resulting in an increased user privacy as stated in [13] . Furthermore, by not relying on behavioral parameters, we lower the adversaries background knowledge contributing to enhanced user privacy as depicted in Figure 7a . Here, we consider three parameters for evaluation: (i)Max dist , (ii)Min time , and (iii)Min visit . We do not take service utility in to account as we assume a system based on a trusted computing environment, which does not compromise on service utility [8] . However, in case of techniques such as obfuscations or anonymization, pseudo-locations are used for the last hop, in which case the accuracy depends on the amount of distortion added to the user's true location.
IX. RELATED WORK
Several solutions have been proposed to address the privacy issues in the context of LBS, including spatial cloaking [5] , k-anonymity [4] and cryptographic primitives [3] . Such techniques account for the optimization of the privacy/utility trade-off, where utility is often quantified in terms of the accuracy of the disclosed location traces [13] . However, such measures are still inefficient in deriving user mobility models with practically usable tradeoff [18] . Another category of solutions investigate data concealment, for example, Laplace perturbation, which encodes the trajectories with their Fourier transform coefficients [12] . However, data concealing and aggregation techniques are also exploitable due to the regularity and uniqueness of human mobility as shown by Xu et al. [17] . We emphasize here that, we do not perform the space transformation (dimensionality reduction) as a means to encode the data in a format which directly preserves privacy. Instead, we simply leverage it to lower the computational complexity and power consumption.
X. CONCLUSION
The paradigm shift towards cloud computing has encouraged LBS providers to deploy their infrastructure on untrusted cloud providers which has created several privacy and confidentiality issues. In order to address these issues and facilitate the trend of on-board processing at the user's end, we have proposed a novel perspective on spatiotemporal computation by treating trajectories as space-time signals. We have leveraged the properties of these signals to reduce the computational complexity and power consumption. We have presented Capstone, that illustrates this approach on mobility modeling task and shows that, not only do the signals preserve all the key knowledge contained in the trajectories but also formulate the mobility models with a high accuracy. We have evaluated in depth the proposed technique by first analyzing it only from the signal processing perspective, and then verifying whether it satisfies already proven measures of human mobility. Our validation achieves precision and recall rates exceeding 80% and achieves results on par with the conventional clustering approaches. We have performed the complexity and power consumption analysis by implementing Capstone on a DSP chip commonly present in many smartphones.
