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Summary
We have characterized Zip4 (a.k.a. Spo22), a meiosis-
specific protein essential for chromosome synapsis
in budding yeast. In the absence of Zip4, the synapto-
nemal complex protein Zip1 fails to polymerize along
chromosomes. Zip2 and Zip3 are previously character-
ized components of the synapsis initiation complex.
Zip4 forms a functional unit with Zip2 that is distinct
from Zip3. Zip2 and Zip4 are mutually dependent for
their chromosomal localization; in polycomplexes,
the pattern of Zip2/Zip4 localization is distinct from
that of Zip3. Crossing-over is decreased in the zip4
mutant (as in zip1, zip2, and zip3); the remaining cross-
overs are largely dependent on a parallel pathway
utilizingMms4. zip4 displays a novel phenotype: nega-
tive crossover interference, meaning that crossovers
tend to cluster. This clustering depends on Zip1. Our
results suggest an interaction between crossover
pathways such that a protein (Zip1) acting in one path-
way influences the distribution of crossovers pro-
moted by a parallel (Mms4-dependent) pathway.
Introduction
In most eukaryotes, including S. cerevisiae, a meiosis-
specific chromosomal structure called the synaptone-
mal complex (SC) is formed during meiotic prophase
(Roeder, 1997). The SC is a proteinaceous structure
that tethers a pair of homologous chromosomes along
their lengths and plays a central role in recombination
and homolog segregation. In the context of the SC,
each pair of sister chromatids is assembled into a dense
core called a lateral element. Two lateral elements corre-
sponding to homologs are held together by the central
region of the SC.
In budding yeast, Zip1 is a component of the SC
central region (Sym et al., 1993). Zip1 is known to form
a dimer consisting of a coiled-coil domain flanked by
globular domains, and two Zip1 dimers lying head-to-
head span the width of the SC (Dong and Roeder,
2000). In the zip1mutant, the cores of homologous chro-
mosomes are farther apart than in wild-type, except at
a few sites of intimate connection called axial associa-
tions (Sym et al., 1993). The formation of axial associa-
tions depends on recombination proteins, suggesting
*Correspondence: shirleen.roeder@yale.eduthat these connections mark the sites of recombination
events (Rockmill et al., 1995).
Formation of the SC depends on a protein complex re-
ferred to as the synapsis initiation complex (SIC) (Fung
et al., 2004). Zip2 and Zip3 are two known components
of the SIC (Chua and Roeder, 1998; Agarwal and Roeder,
2000). Zip1 starts to polymerize at sites where Zip2 and
Zip3 are already present (Chua and Roeder, 1998; Agar-
wal and Roeder, 2000). In the zip1 mutant, Zip2 localizes
to axial associations, suggesting that axial associations
correspond to the sites of synapsis initiation (Chua and
Roeder, 1998). The mechanism by which SICs trigger the
formation of the SC remains to be elucidated.
SC morphogenesis and meiotic recombination are in-
timately connected. Recombination is initiated by pro-
grammed DNA double-strand breaks (DSBs) that are
generated early in meiotic prophase. The topoisomerase
II-like Spo11 protein is thought to catalyze this reaction
with the aid of other proteins (reviewed by Keeney,
2001). Once DSBs are formed, a series of reactions leads
to the formation of two types of recombinants, cross-
overs (COs) and noncrossovers (NCOs). All recombina-
tion events involve strand exchange, which can lead to
gene conversion. COs, but not NCOs, give rise to chro-
matin bridges between homologs that ensure proper
segregation at the first meiotic division. In S. cerevisiae,
every pair of chromosomes undergoes at least one CO in
nearly every nucleus, and homolog nondisjunction rarely
occurs.
Several observations suggest that SICs mark the sites
of COs. First, SIC proteins have been demonstrated to
interact and/or colocalize with Msh4 and Msh5, two pro-
teins that promote crossing-over and have been shown
to bind recombination intermediates in vitro (Hollings-
worth et al., 1995; Novak et al., 2001; Snowden et al.,
2004). Second, deletion of ZIP2 or ZIP3 reduces CO fre-
quency, but not DSB formation or gene conversion
(Chua and Roeder, 1998; Agarwal and Roeder, 2000).
Third, an increase in CO frequency in the absence of
the yeast RecQ homolog, Sgs1, is associated with a cor-
responding increase in the number of SICs (Rockmill
et al., 2003). Finally, the distribution of Zip2 foci parallels
the distribution of COs in several aspects (Fung et al.,
2004). In a number of organisms, a one-to-one corre-
spondence between synapsis initiation sites and late
nodules (which are believed to mark the sites of COs)
has been observed (e.g., Zickler et al., 1992).
CO formation promotes proper homolog disjunction,
but it does not guarantee it. Several reports in yeast, flies,
and humans suggest that homolog disjunction fails to
occur when COs are not properly positioned (reviewed
by Lamb et al., 2005). During normal yeast meiosis,
even the smallest chromosome undergoes 2–3 COs.
The distribution of COs is regulated such that two COs
do not occur close to each other—a phenomenon known
as positive CO interference. This regulation appears to
be important for homolog segregation because mutation
of the meiosis-specific TAM1/NDJ1 gene reduces CO
interference and elevates nondisjunction, despite
a wild-type CO frequency (Chua and Roeder, 1997).
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scure. Many models of CO interference assume that
a CO triggers prohibition of additional COs, and this
prohibition is transmitted bidirectionally along the chro-
mosome in a time-dependent manner. Prohibition is
described differently in different models: e.g., as a con-
formational chain reaction where a chromosomal com-
ponent allosterically blocks recombination (Kaback
et al., 1999), or as polymerization of a recombination in-
hibitor (King and Mortimer, 1990). In another model, axial
stress on meiotic bivalents is a driving force for the com-
mitment to crossing-over (Zickler and Kleckner, 1999).
CO commitment relieves stress, thus discouraging CO
commitment nearby. The counting model suggests that
two COs are separated by a fixed number of NCOs
(reviewed by Stahl et al., 2004); this may be accom-
plished through formation of a cluster of recombination
intermediates in which only one intermediate is desig-
nated to become a CO.
Although the SC was once thought to play a role in in-
terference, recent observations suggest that CO loca-
tion is determined independently of SC formation.
SICs in yeast display interference, suggesting that part
or all of CO interference is imposed before the SC starts
to form (Fung et al., 2004). NCOs form with normal timing
and at wild-type frequency in zip1 and zip2, although CO
formation is strongly blocked, suggesting that the CO/
NCO decision is not defective in these mutants (Bo¨rner
et al., 2004).
Here, we report on a meiotic gene, ZIP4, that encodes
a component of the SIC. The zip4mutant shows delayed
meiotic progression, reduced spore viability, and de-
creased CO formation, all of which can be explained
by its defect in SC formation. Our data indicate that
Zip4 functions together with Zip2 in a unit that is genet-
ically and cytologically distinct from Zip3. We suggest
that the Zip2/Zip4 unit serves as a key factor for synap-
sis initiation by associating with the Zip1 protein differ-
ently than Zip3 and in such a manner as to promote po-
lymerization of Zip1 along chromosomes. Interestingly,
zip4 shows a unique phenotype that distinguishes it
from zip1: zip4 shows negative CO interference, indicat-
ing that COs tend to occur close together. Moreover, we
show that this negative interference depends on Zip1.
The influence of the Zip1 protein on CO distribution in
zip4 sheds light on the regulation of CO distribution
and the role of SC proteins in this process.
Results
Isolation and Disruption of ZIP4
In a screen for transposon insertions that generate in-
frame lacZ fusion genes, a strain (M76) carrying a fusion
gene expressed specifically in meiotic cells was identi-
fied (Ross-Macdonald et al., 1999). The open reading
frame (ORF) immediately adjacent to lacZ in M76 was
designated YIL073c in the course of yeast genome se-
quencing. YIL073c encodes a protein that is 975 amino
acids in length and is also known as SPO22 (http://
www.yeastgenome.org). Gene expression analysis
with DNA microarrays identified YIL073c as one of the
early meiotic genes, expressed at the same time as
genes involved in genetic recombination and SC forma-
tion (Primig et al., 2000). In this study, we show that thegene product of YIL073c, hereafter referred to as Zip4, is
a component of the SIC.
Meiotic Progression Is Delayed in zip4
To assess meiotic nuclear division in the zip4 null
mutant, whole cells were monitored at different time
points after the transfer to sporulation medium (SPM)
by staining with a DNA binding dye, DAPI. In zip4, mei-
otic division is delayed by 10–20 hr compared to wild-
type (Figure 1A). This delay is eliminated completely by
the introduction of the spo11 mutation (Figure 1A), indi-
cating that the delay in zip4 is caused by a defect in
meiotic recombination and/or SC formation (Bailis and
Roeder, 2000).
Homolog Nondisjunction Is Elevated in zip4
The zip4 null mutant sporulates in various strain back-
grounds, although at reduced levels (see the Supple-
mental Data available with this article online). Spore
viability in zip4 is reduced to 59.3% in the BR2495 strain
background (Rockmill and Roeder, 1990) and is reduced
further to 35.2% in a strain congenic with SK1 (Sym and
Roeder, 1994). In both zip4 strains, the number of viable
spores per ascus is nonrandom, with the majority of asci
containing zero, two, or four viable spores (82% of
tetrads in BR2495 and 88% in the SK1 congenic strain).
This pattern is indicative of homolog nondisjunction
at meiosis I (Ross-Macdonald and Roeder, 1994; Sym
and Roeder, 1994).
To confirm the occurrence of homolog nondisjunction
in zip4, tetrads were analyzed from a diploid in which the
centromere of one chromosome III is marked with URA3
and the other is marked with TRP1. If two spores in a tet-
rad are dead due to nondisjunction of chromosome III at
meiosis I, the remaining two viable spores should carry
both chromosomes III; hence, both spores should be
Ura+ Trp+. Among 233 tetrads with 2 viable spores, 31
(13%) contained 2 Ura+ Trp+ spores, providing direct
evidence for chromosome III nondisjunction at meiosis
I. In addition, 176 (76%) tetrads with 2 viable spores con-
tained 2 sister spores (carrying the same CEN3 marker),
indicative of meiosis I nondisjunction of chromosomes
other than III.
Crossing-Over, but Not Gene Conversion,
Is Reduced in zip4
Meiosis I nondisjunction is often observed in mutants
that are defective in crossing-over (e.g., zip1 and
msh4; Ross-Macdonald and Roeder, 1994; Sym and
Roeder, 1994). To assess the effect of zip4 deletion on
CO formation, map distances were measured by tetrad
analysis in five intervals on two different chromosomes
(CEN3-MAT and CEN3-HIS4 on chromosome III, and
CAN1-URA3, URA3-HOM3, and HOM3-TRP2 on chro-
mosome V). Among four-spore viable tetrads, the CO
frequency in zip4 is reduced, on average, 2.2-fold; the
magnitude of the decrease ranges from 1.1- to 3.1-fold
(Table 1), depending on the interval tested.
The CO frequency in zip4 was also measured physi-
cally by using a diploid strain containing one linear and
one circular copy of chromosome III (Figures 1B and
1C) (Game et al., 1989). This assay measures crossing-
over along the entire length of chromosome III for the en-
tire cell population. In zip4, CO formation is delayed by
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combination in zip4
(A) Cells from a wild-type BR1919 diploid
(open circles) and isogenic zip4 (closed trian-
gles), spo11 (open squares), and spo11 zip4
(closed squares) strains were introduced
into SPM and then harvested and stained
with DAPI at the time points indicated. The
graph shows the percentage of cells that
had completed one or both nuclear divisions
at each time point. Open and closed arrows
indicate the times when cells that had under-
gone meiotic division reached half of the final
level in wild-type and zip4, respectively.
(B–D) Physical monitoring of reciprocal re-
combination (see Experimental Procedures)
in strains congenic with the BR1919 diploid.
In (B), the appearance of CO products in
wild-type and zip4 was monitored. L, linear
chromosome III; R1, dimeric CO product;
R2, trimeric CO product. (C) The physical
recombinants in (B) were quantitated for
wild-type (open circles) and zip4 (closed
triangles) at each time point and plotted as a percentage of total DNA. For quantitation, the signals from bands R1 and R2 were measured
and expressed as the percentage of the total signal (R1 + R2 + L). (D) Final levels of physical recombinants were quantitated in wild-type,
zip1, zip4, zip1 zip4, zip4 mms4, and mms4. Error bars indicate standard deviations.
(E) Meiotic gene conversion in wild-type BR2495 (open symbols) and an isogenic zip4 strain (closed symbols) was measured at three loci, HIS4
(circles), LEU2 (squares), and THR1 (triangles), by monitoring prototroph formation at each time point. The graphs represent the averages of
three time courses.w20 hr, as determined by comparing the times when the
level of recombinants reaches 50% of the final level. The
amount of CO product is reduced 4- to 5-fold in zip4
compared to wild-type (83% of total DNA in wild-type
versus 18% in zip4, at 70 hr), similar to what is observed
for zip1 (Figure 1D). Deletion of both ZIP1 and ZIP4 does
not further reduce crossing-over (Figure 1D), suggesting
that the two genes function in the same CO pathway.
To determine whether the overall level of recombina-
tion (including both NCOs and COs) is reduced in thezip4 mutant, the rate of meiotic gene conversion was
measured in cells introduced into SPM and then returned
to growth medium at various time points (Figure 1E). For
all three pairs of heteroalleles tested, the timing of com-
mitment to gene conversion is indistinguishable be-
tween wild-type and zip4, indicating that meiotic DSBs
are formed on time in the absence of the Zip4 protein.
At late times, the rates of conversion in zip4 are at wild-
type or slightly higher than wild-type levels. Thus, cross-
ing-over is specifically reduced in zip4.Table 1. Tetrad Analysis
Strains Interval PD TT NPD Total cM Fold Decrease NPDexp NPD Ratio Prob.
Wild-type MAT-CEN3 285 179 3 467 21 12 0.3 0.05
CEN3-HIS4 218 237 13 468 34 25 0.5 0.05
CAN1-URA3a 570 983 51 1604 40 160 0.3 0.05
URA3-HOM3a 471 1012 110 1593 52 187 0.6 0.05
HOM3-TRP2a 1079 445 7 1290 16 20 0.3 0.05
zip4 MAT-CEN3 375 129 13 517 20 1.1 4.9 2.7 0.05
CEN3-HIS4 378 121 5 504 15 2.3 4.4 1.1 0.76
CAN1-URA3 519 153 9 681 15 2.7 5.1 1.8 0.08
URA3-HOM3 497 161 12 670 17 3.1 5.8 2.1 0.05
HOM3-TRP2 537 91 3 631 9 1.8 1.8 1.6 0.38
zip1 CAN1-URA3a 1038 290 9 1337 13 3.1 9.3 1.0 0.97
URA3-HOM3a 832 459 29 1320 24 2.2 26.0 1.1 0.67
HOM3-TRP2a 1047 234 9 1290 11 1.5 6.1 1.4 0.23
zip1 zip4 CAN1-URA3 582 152 4 738 12 3.3 4.6 0.9 0.79
URA3-HOM3 470 244 16 730 23 2.3 14.0 1.2 0.49
HOM3-TRP2 601 111 0 712 8 2.0 2.4 ND NA
An NPD ratio for the HOM3-TRP2 interval in zip1 zip4 was not determined because no NPDs were observed. PD, parental ditype; TT, tetratype;
NPD, nonparental ditype. NPDexp, numbers of NPDs expected in the absence of interference; Fold Decrease, fold decrease in the recombination
frequency (cM) compared to wild-type; NPD Ratio, the number of NPDs observed relative to the number of NPDs expected; Prob., probability
that the difference between the number of NPDs observed and the number expected in the absence of interference is attributable to chance (see
Experimental Procedures). The decreases in recombination frequencies in mutants are all statistically significant (as assessed by the chi-square
method), except for MAT-CEN3 in zip4. Map distances for the MAT-CEN3 and CEN3-HIS4 intervals were measured in the BR2495 strain back-
ground. Map distances for the CAN1-URA3, URA3-HOM3, and HOM3-TRP2 intervals were measured in strains congenic with SK1. ND, not de-
termined (see above); NA, not applicable.
a Data for these intervals were taken from Sym and Roeder (1994).
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(A–N) Meiotic chromosomes from a wild-type
BR1919 diploid and an isogenic zip4 strain
were surface spread and then stained with
(A, D, G, and J) anti-Zip1 and (B, E, H, and
K) anti-Red1 antibodies and with (C, F, I,
and L) DAPI. (M) A merged image of (J) and
(K). At least 50 early nuclei and 50 late nuclei
were examined for both wild-type and mu-
tant. (N) A subset of chromosomes with
well-defined axial associations selected
from zip4 spreads. Red1-stained images are
shown on the top row; the same images
stained for both Red1 (red) and Zip1 (green)
are shown in the bottom row. Arrows in (K) in-
dicate axial associations. The arrowhead
in (J) indicates a polycomplex. Half-arrows
in (M) indicate axial associations with Zip1
localization. In wild-type, spreads with un-
condensed chromosomes (as evidenced by
DAPI staining) were classified as ‘‘early,’’
and those with condensed, sausage-like
DAPI-stained chromosomes were classified
as ‘‘late.’’ In zip4, spreads with discontinuous
Red1 staining were classified as early, and
spreads with continuous Red1 staining were
classified as late. The scale bars are 1 mm.COs in zip4 Depend on Mms4
The Mms4-Mus81 endonuclease is required for the for-
mation of a subset of COs that are distinct from those
dependent on Zip1 (de los Santos et al., 2003; Argueso
et al., 2004). To confirm that the COs that remain in
zip4 depend on Mms4-Mus81, COs were measured in
a zip4 mms4 double mutant (Figure 1D). COs were re-
duced 2- to 3-fold compared to zip4 and 5- to 6-fold
compared to mms4, consistent with the idea that Zip4
and Mms4 affect different CO pathways.
Zip1 Localizes to Chromosomes as Foci but Fails
to Elongate in zip4
To determine the effect of the zip4 null mutation on SC
formation, meiotic chromosomes were surface spread
and immunostained with antibodies to Red1 and Zip1
(Figure 2). Red1 staining marks the core of each chromo-
some, while Zip1 staining indicates the extent of chro-
mosome synapsis (Sym et al., 1993; Smith and Roeder,
1997).In wild-type, Red1 and Zip1 both start to localize as
foci on chromosomes during early zygotene (Figures
2A and 2B). Red1 remains somewhat discontinuous
throughout prophase I (Figure 2E), while Zip1 foci elon-
gate until Zip1 extends along the entire length of each
homolog pair (Figure 2D; Smith and Roeder, 1997). At
this stage, chromosome condensation is evident by
staining with DAPI (Figure 2F). In the BR1919 diploid
strain background (Rockmill and Roeder, 1990), fully
condensed and synapsed chromosomes (i.e., pachy-
tene chromosomes) are best observed 14–16 hr after
transferring cells to SPM.
In zip4, Red1 and Zip1 initially localize as foci, similar in
appearance and timing to wild-type (Figures 2G and 2H).
Later, when chromosomes are maximally condensed,
Red1 stains continuously along the entire axis of each
chromosome (Figure 2K) (similar to zip1). This continu-
ous staining is due to accumulation of Red1 caused by
delayed meiotic progression (Chua and Roeder, 1998).
However, Zip1 staining remains punctate, and the
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813Figure 3. Localization of Zip4 to Chromo-
somes
(A–F) Costaining of Zip4 and Zip1 in (A–C)
early prophase and in (D–F) pachytene. Mei-
otic spreads from a wild-type strain carrying
Zip4-HA were stained with (A and D) anti-
Zip1 and (B and E) anti-HA antibodies. (C)
and (F) are merged images. (D–F) Costaining
of Zip4 and Zip1 at pachytene.
(G–L) Costaining of Zip4 with SIC compo-
nents. Meiotic chromosomes from a wild-
type strain carrying (G–I) Zip4-HA and a
wild-type strain carrying both (J–L) Zip4-
HA and Zip3-GFP were stained with (H and
K) anti-HA antibody and (G) anti-Zip2 or (J)
anti-GFP antibodies. (I) and (L) show merged
images.
(M–R) Cytological dependency. Meiotic chro-
mosomes from zip2 strains carrying either (M)
Zip3-myc or (O) Zip4-HA, zip3 strains carrying
either (N) Zip2-GFP or (R) Zip4-HA, and zip4
strains carrying either (Q) Zip2-GFP or (P)
Zip3-GFP were stained with anti-GFP or
anti-HA antibodies to test for localization of
SIC proteins in the absence of another SIC
component. For each combination of anti-
bodies and each strain background, at least
50 nuclei were examined. The scale bar is
2 mm.
All experiments were carried out in the
BR1919 diploid strain background.number of foci do not change significantly (Figures 2G
and 2J). Even after 45 hr in SPM, no linear stretches of
Zip1 are seen, indicating a defect in synapsis.
In zip4 nuclei in which Red1 staining is continuous, it is
apparent that the axes of homologous chromosomes
are connected at axial associations (Figure 2K, arrows;
Figure 2N, top row). Zip1 foci are often observed at these
sites (Figure 2M, half-arrows; Figure 2N, bottom row);
85% (50/59) of the well-defined axial associations con-
tained a Zip1 focus. Zip1 is also found in polycomplexes
(PCs) (Figure 2J), which are aggregates of SC proteins
that are unassociated with chromatin and are observed
in many mutants that fail to form SCs efficiently (Loidl
et al., 1994). These observations are consistent with an
essential role for Zip4 in SC assembly.
Localization of Zip4 to Chromosomes
To test for localization of Zip4 to chromosomes, Zip4
was tagged with the hemagglutinin (HA) epitope (see
Experimental Procedures). Using a diploid homozygousfor ZIP4-HA, chromosome spreads were carried out and
stained with anti-HA and anti-Zip1 antibodies to study
the timing of Zip4 localization.
Zip4 first localizes to chromosomes as foci in early
zygotene, when Zip1 localizes only as foci or when it
has just started to elongate; short linear stretches of
Zip1 almost always overlap with at least one Zip4 signal
(Figures 3A–3C). In spreads that contain longer Zip1
stretches, the Zip4 signal remains punctate, but the num-
ber and intensity of Zip4 foci are increased. When Zip1 is
localized along the entire length of each chromosome
(i.e., at pachytene), 566 4 Zip4 foci are detected (Figures
3D–3F). A Zip4 signal is not detected on chromosomes in
the spo11 mutant (data not shown), indicating that Zip4
localization is dependent on DSB formation.
To determine whether Zip4 acts at sites of synapsis
initiation, chromosome spreads from wild-type cells
were stained for Zip2 and Zip4 (Figures 3G–3I; see
Experimental Procedures). Zip4 foci almost completely
colocalize with Zip2: 92% 6 6% of Zip2 foci contain
Developmental Cell
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(A) Representative staining patterns of SIC proteins in polycomplexes from a spo11 mutant. Chromosome spreads from a spo11 strain carrying
Zip4-HA and Zip3-GFP were stained with anti-GFP antibody (green) and anti-Zip1 (red, top left) or anti-HA (red, bottom left) antibodies. The two
panels on the right show merged images. The scale bar is 1 mm.
(B) Representative staining patterns of SIC proteins in polycomplexes from spo11 mutants lacking one of the SIC components. Chromosome
spreads from zip2 spo11 (left and middle) or zip3 spo11 (right) were stained for Zip3 (left) or Zip4 (middle and right). The scale bar is 1 mm.
(C) A diagram showing the localization pattern of Zip1, Zip2, Zip3, and Zip4 at PCs in spo11 and in spo11 mutants that lack one of the SIC com-
ponents. The spotted area indicates where each protein localizes with respect to the body of the PC (ovals). NA, not applicable. At least 50 well-
stained polycomplexes were analyzed per strain; in any given mutant, all nuclei showed essentially the same SIC staining pattern.
(D) Meiotic nuclear division was monitored in single (open squares and dashed lines: blue, zip1; green, zip3) and double (closed circles: red, zip2
zip4; green, zip2 zip3; blue, zip3 zip4) mutants of Zip/SIC mutants and wild-type (black, open circles). All experiments were carried out in the
BR1919 diploid strain background.Zip4, and 91% 6 5% of Zip4 foci contain Zip2. Zip2 and
Zip3 have been shown to colocalize almost completely
(Agarwal and Roeder, 2000). Consistent with this ob-
servation, Zip3 and Zip4 also colocalize very well (Fig-
ures 3J–3L): 89% 6 5% of Zip3 foci contain Zip4, and
90% 6 4% of Zip4 foci contain Zip3.
Taken together with the requirement for Zip4 for Zip1
polymerization, the colocalization data indicate that
Zip4 is a component of the SIC.
Zip4 Localization Is Dependent on Zip3
and Interdependent with Zip2
The relationships between SIC proteins were explored
by examining protein localization in mutants (Figures
3M–3R). Zip3 localizes to chromosomes in both the
zip2 and zip4 mutants (Figures 3M and 3P), but chromo-
somal localization of both Zip2 and Zip4 is at least par-
tially dependent on Zip3 (Figures 3N and 3R) (Agarwal
and Roeder, 2000). On the other hand, Zip2 localization
and Zip4 localization are mutually dependent (Figures
3O and 3Q). These results suggest that Zip2 and Zip4
work as a functional unit, and that Zip3 is required for
its stable association with chromosomes.
The Capping Configuration at Polycomplexes
Requires Zip2 and Zip4, but Not Zip3
As described above, PCs are often observed in mutants
that are defective in SC formation. Notably, PCs are notrandom aggregates of SC proteins, but, rather, they are
ordered structures with Zip1 dimers arranged head-to-
head as they are in SCs (Dong and Roeder, 2000). Inter-
estingly, Zip4 localizes to opposite ends of the PC in
a spo11 mutant (Figure 4A), as is the case for Zip2
(Chua and Roeder, 1998). This ‘‘capping’’ pattern is dif-
ferent from that exhibited by Zip3, which also localizes
to the body of the PC at a significant level (Figure 4A).
To determine the genetic requirements for capping,
the localization of SIC proteins was analyzed in spo11
mutants lacking one of the SIC components (Figures
4B and 4C). In the absence of either Zip2 or Zip4, the re-
maining SIC proteins still localize to PCs; however, the
capping pattern is lost, and the SIC proteins localize
throughout the body of the PC. On the other hand, the
absence of Zip3 does not alter the localization pattern
of Zip2 or Zip4. Thus, capping depends on Zip2 and
Zip4, but not Zip3. Similarly, in the SPO11 background,
capping is observed in zip3, but not in zip2 or zip4 (Fig-
ures 3M–3R), indicating that the Zip2/Zip4 requirement
for capping is not limited to the spo11 mutant.
Zip2 andZip4, but Not Zip3, Are in the SameEpistasis
Group
The cytological data indicate that Zip2 and Zip4 function
together in a unit that is distinct from Zip3. To gain
insight into the relationships between genes, meiotic
nuclear division was assessed in various single and
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Tetrads Used
for Analysis Selection HIS4-CEN3 CEN3-MAT CAN1-URA3 URA3-HOM3 HOM3-TRP2
4 s.v. None 15 20
4 s.v. HIS4-CEN3 NA 20
4 s.v. CEN3-MAT 15 NA
4 s.v. None 15 17 9
4 s.v. CAN1-URA3 NA 22 11
4 s.v. URA3-HOM3 16 NA 9
4 s.v. HOM3-TRP2 20 16 NA
4 s.v.a None 14 15 12 15 11
1–3 s.v.a None 13 14 11 10 7
Recombination frequencies (cM) were calculated for the total population (indicated as ‘‘None’’ under Selection) and in subpopulations that had
undergone recombination (i.e., were either TT or NPD in the intervals indicated under Selection. The numbers of TT and NPD tetrads used for this
analysis are indicated in Table 1. Recombination frequencies for tetrads containing fewer than 4 viable spores are based on 936 spores for the
HIS4-CEN3 and CEN3-MAT intervals and 2235 spores for the CAN1-URA3, URA3-HOM3, and HOM3-TRP2 intervals. Map distances in selected
subpopulations are not significantly different from those in the total population (p > 0.05). Map distances calculated by using tetrads with four
viable spores are not significantly different from those calculated by using tetrads with fewer than four viable spores (p > 0.05). s.v., spores viable
per tetrad. NA, not applicable.
a Spores were treated as random spores to calculate recombination frequencies (see Experimental Procedures).double mutants (Figure 4D). Cells from the zip2 zip4 dou-
ble mutant progress through meiosis fairly well after
a delay. However, the majority of cells from zip2 zip3
and zip3 zip4 fail to undergo the first meiotic division,
and the limited nuclear division that does occur is signif-
icantly delayed compared to what is seen with zip2 zip4.
Thus, Zip2/Zip4 function together, while Zip3 functions
in a pathway that is distinct from Zip2/Zip4, to promote
meiotic progression.
zip4 Shows Negative Interference
The zip1 mutant has been reported to abolish CO inter-
ference (Sym and Roeder, 1994). CO interference can be
measured as the nonparental ditype (NPD) ratio, which
is the number of four-strand double COs observed di-
vided by the number of those expected in the absence
of interference. In wild-type (i.e., in a situation where
positive interference is imposed), double COs are ob-
served less frequently than expected for a random dis-
tribution (i.e., the NPD ratio is less than one). An NPD
ratio of one (e.g., in zip1) is indicative of no interference.
To test if the zip4 mutation affects CO distribution, CO
interference was measured for the HIS4-CEN3 and
CEN3-MAT intervals on chromosome III in the BR2495
strain background (Table 1). In wild-type, NPD ratios
are significantly less than one for both intervals. The
NPD ratio in the HIS4-CEN3 interval for zip4 is close to
one, indicating loss of positive interference. However,
the NPD ratio in the CEN3-MAT interval for zip4 (2.7) is
much greater than one (p < 0.05). NPD ratios higher
than one are indicative of negative interference.
To compare NPD ratios between zip1 and zip4, inter-
ference was assayed in the SK1 congenic strain used
to study interference in zip1 (Sym and Roeder, 1994). In-
terference was measured for three intervals on chromo-
some V (CAN1-URA3, URA3-HOM3, and HOM3-TRP2).
While NPD ratios in zip1 are very close to one (Table 1;
Sym and Roeder, 1994), zip4 shows NPD ratios higher
than one in all three intervals. The sum of NPDs ob-
served for all three chromosome V intervals is signifi-
cantly different from the sum of the NPDs expected
(p = 6.23 1024). The NPD ratio for the URA3-HOM3 inter-val is significantly different from one (p < 0.05, Table 1).
For the CAN1-URA3 interval, the probability of the NPD
ratio being different from one by chance is only 0.08.
The difference is not statistically significant in the HOM3-
TRP2 interval, perhaps due to limited sample size.
As an alternative method of assessing the statistical
significance of negative interference values, standard er-
rors were calculated by using the Stahl Laboratory Online
Tools (http://groik.com/stahl/) (Table S1, see the Supple-
mental Data). In this case, three of the five intervals
examined, including the CAN1-URA3 interval on chro-
mosome V, had NPD ratios significantly greater than one.
Test for Variation in Recombination Frequency
in the zip4 Cell Population
Negative interference can result when a small subpopu-
lation of cells undergoes a higher rate of recombination
than the rest of the population (Sa¨ll and Bengtsson,
1989). To see if this is the case in zip4, map distances
were analyzed in subpopulations that underwent recom-
bination in at least one of the intervals tested (Table 2).
Recombination frequencies in the subpopulations are
indistinguishable from those of the total population, pro-
viding no evidence for a population effect.
Only tetrads containing four viable spores were used
to calculate map distances; this population may repre-
sent cells that underwent higher levels of recombination
than the population at large. To test this possibility, re-
combination frequencies in four-spore viable asci were
compared to those in tetrads with fewer than four viable
spores, by treating progeny as random spores (Table 2).
The frequencies of recombinant spores in four-spore
viable tetrads are not significantly different from the
frequencies derived from tetrads containing fewer than
four viable spores, suggesting that our tetrad analysis
does not misrepresent the population at large.
Negative Interference in zip4 Is Dependent on Zip1
The zip1 mutant does not show negative interference.
However, negative interference is observed in zip4, in
which there is limited localization of Zip1 to chromo-
somes, raising the possibility that negative interference
Developmental Cell
816is caused by aberrantly localized Zip1. If this is the case,
then deletion of ZIP1 should eliminate negative interfer-
ence in zip4. To investigate this possibility, CO interfer-
ence in a zip1 zip4double mutant was measured for three
chromosome V intervals. NPD ratios are much lower in
zip1 zip4 compared to zip4 and are close to the values
observed for zip1 (Table 1). These data suggest that
negative interference in zip4 is mediated by Zip1.
Discussion
Zip4 Is a New Component of the SIC
Several observations indicate that Zip4 is a component
of the SIC. First, Zip4 shows extensive colocalization
on chromosomes with the previously identified SIC
components, Zip2 and Zip3. Second, few or no linear
stretches of Zip1 are observed in the zip4 mutant; ho-
mologous chromosomes are intimately associated
only at axial associations, where punctate Zip1 staining
is observed. In addition, many other aspects of the zip4
mutant phenotype are shared by the zip1, zip2, and zip3
mutants: (1) crossing-over, but not gene conversion, is
decreased; (2) homolog nondisjunction is increased,
and spore viability therefore is reduced; and (3) nuclear
division is delayed in a Spo11-dependent manner. zip4
defects in crossing-over, sporulation, and chromosome
segregation have been reported previously (Rabitsch
et al., 2001; Perry et al., 2005).
Several observations indicate that Zip2 and Zip4 func-
tion as a unit that is distinct from Zip3. First, zip2 and
zip4 are in a different epistasis group from zip3 with re-
spect to meiotic progression. Second, localization of the
Zip2 and Zip4 proteins to chromosomes is mutually
dependent, but Zip3 localizes independently of Zip2
and Zip4. Zip2 and Zip4 may interact with each other
to form a complex prior to their localization to chromo-
somes. Third, Zip2 and Zip4 cap the ends of PCs
(Chua and Roeder, 1998; this work), in contrast to
Zip3, which is distributed throughout the PC. Zip1
coiled-coil dimers are known to lie in parallel within
PCs (Dong and Roeder, 2000). Thus, the capping pattern
exhibited by Zip2/Zip4 indicates that this complex inter-
acts with specific regions of the PC, possibly represent-
ing a specific domain of the Zip1 protein. Moreover, the
fact that the capping pattern is lost in the absence of
either Zip2 or Zip4 suggests that the specificity of this
interaction requires both proteins. Perhaps Zip3’s inter-
action with Zip1 is less specific or involves a different
domain of Zip1.
How do SICs promote SC formation? Because the
zip2 and zip4 mutants show more severe defects in SC
formation than zip3, we believe that the Zip2/Zip4 com-
plex is the key factor for synapsis initiation. Zip3 nor-
mally loads onto chromosomes in advance of Zip2, but
there is some Zip2 localization and some Zip1 polymer-
ization in the absence of Zip3 (Agarwal and Roeder,
2000). Perhaps Zip3 serves to stabilize the Zip2/Zip4
complex on chromosomes and/or to influence its distri-
bution along chromosomes. Alternatively, or in addition,
Zip3 may serve to bridge the association between Zip2/
Zip4 and Zip1. The localization pattern of Zip3 in PCs is
consistent with this idea: Zip3 localizes to the body of
the PC (where Zip1 is located) as well as to the caps
(where Zip2/Zip4 are located).Based on sequence analyses, Perry et al. (2005) have
speculated that SICs promote synapsis by promoting
ubiquitination (or possibly sumoylation) of chromo-
somal proteins. Zip3 shows sequence similarity to E3
ubiquitin ligases. Zip2 and Zip3 contain WD40 and tetra-
tricopeptide repeats, respectively, similar to compo-
nents of the APC ubiquitin ligation complex.
The zip4 Mutant Displays Negative Interference
One aspect of the zip4 mutant phenotype that distin-
guishes it from zip1 is that zip4 has NPD ratios higher
than one, indicating negative interference. Negative in-
terference, by definition, means that COs tend to occur
closer together than expected for a random distribution.
We have also found that negative interference in the
zip4 mutant depends on the Zip1 protein. The simplest
explanation of this result is that COs cluster at the sites
of the Zip1 patches on chromosomes. We propose that
synapsed (i.e., Zip1-containing) regions are more likely
to undergo crossing-over than unsynapsed regions. In
this case, the small patches of Zip1 present on chromo-
somes in zip4 would favor crossing-over at restricted
sites, while unsynapsed regions would undergo little or
no crossing-over. Note that the presence or absence
of Zip1 in zip4 does not affect the frequency of COs,
just their distribution. Zip1 foci may favor crossing-
over simply by holding homologs together (at certain
sites) in a stable configuration, thus facilitating the ac-
tion of recombination enzymes.
The notion that short Zip1 stretches can lead to nega-
tive interference may explain the heretofore puzzling
phenotype of the zip1-NM2 nonnull allele (Tung and
Roeder, 1998). This mutant Zip1 protein localizes to
chromosomes as dots with rarely observed Zip1 linear
stretches, and one of two intervals examined displayed
negative interference. It is noteworthy that none of sev-
eral other zip1 nonnull alleles analyzed showed any sign
of negative interference or dotty localization of Zip1
(Tung and Roeder, 1998).
The phenotype of the zip3 mutant is consistent with
the notion that the punctate Zip1 staining observed in
zip4 is responsible for negative interference. The defect
in synapsis in zip3 is less severe than in zip4, and the pat-
tern of Zip1 localization is very different. Whereas Zip1
localizes to foci in zip4, Zip1 localizes to a limited number
of linear stretches in zip3 (Agarwal and Roeder, 2000), as
if some chromosomes are fully synapsed but others have
not initiated synapsis. The zip3 mutant does not exhibit
negative interference (J. Fung, personal communication)
in either of two chromosome III intervals examined,
which together span the HIS4-CEN3 interval in which
strong negative interference is observed in zip4.
In eukaryotic organisms not amenable to tetrad anal-
ysis, there have been a number of reports of ‘‘apparent’’
negative interference, based on a higher than expected
frequency of gametes with a recombinant configuration
of markers in two adjacent intervals (e.g., Green, 1975;
Sinclair, 1975; Søgaard, 1977). However, those events
were in fact interpreted as being due to conversion of
the central marker (with no CO in either flanking interval)
(e.g., Green, 1975; Sinclair, 1975; von Wettstein et al.,
1984). Gene conversion is not the case for zip4 because
NPDs only arise when there are two CO events, each of
which involves a different pair of nonsister chromatids.
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817Furthermore, only tetrads that displayed 2:2 segregation
of the pertinent markers were used for analysis.
Negative interference can result when a subset of the
population undergoes a higher rate of recombination
than the remainder of cells in the population (Sa¨ll and
Bengtsson, 1989). This effect becomes obvious when:
(1) the subpopulation with the higher rate of recombina-
tion is small, and (2) the difference in recombination
rates between the two subpopulations is large. Such
an explanation for negative interference was suggested
by Nabeshima et al. (2004) to account for the behavior of
C. elegans strains carrying the him-3 (me80) nonnull mu-
tation. (The HIM-3 protein is a component of the chro-
mosome axis [Zetka et al., 1999]). In him-3 (me80), there
is a higher than expected frequency of double COs in ad-
jacent intervals; the SC is formed to a significant extent,
but it is incomplete and somewhat discontinuous. Since
the SC is a prerequisite for CO formation in C. elegans
(MacQueen et al., 2002), the authors proposed that chro-
mosomes that engage in some degree of SC formation
are competent to undergo crossing-over, whereas chro-
mosomes that fail to synapse fail to cross over. If differ-
ent chromosomes and/or regions of chromosomes are
synapsed in different cells, resulting in heterogeneity in
CO frequencies within the population, this could lead
to negative interference.
Our analysis (Table 2) rules out the possibility that
a subset of the population undergoes more recombina-
tion than the rest of the population, at least on a chromo-
some-wide basis. Cells selected for crossing-over in one
interval show no increase in recombination in the other
intervals on the same chromosome. Nevertheless, there
could exist heterogeneity within the population with re-
spect to the presence or absence of a Zip1 focus in a par-
ticular marked interval, with cells containing a Zip1 focus
undergoing a higher than average rate of recombination.
The frequency of NPD tetrads expected in a marked in-
terval is calculated based on the observed frequency
of tetratype (TT) tetrads (an approximate measure of
the frequency of single COs). Tetrad analysis only re-
veals the frequency of TTs in the total population. If
a fraction of cells (those lacking a Zip1 focus) undergoes
less frequent CO events, then this will reduce both the
observed frequency of TTs and the expected number
of NPDs, which could, in turn, inflate the NPD ratio.
Regardless of the extent to which the high NPD ratios
observed in zip4 reflect heterogeneity within the popula-
tion, the fact remains that COs are nonrandomly distrib-
uted within individual cells. COs are clustered in certain
regions, while the intervening regions undergo relatively
low rates of crossing-over.
Evidence for Interaction between CO Pathways
Genetic analysis indicates that at least two different
mechanisms of CO formation operate during meiosis
in S. cerevisiae. One pathway depends on Zip (Zip1,
Zip2, Zip3, and Zip4) and Msh (Msh4, Msh5) proteins
as well as on Mer3, ExoI, and Mlh1 (reviewed by Naka-
gawa et al., 1999 and Argueso et al., 2004; also see ref-
erences within). The number of COs in this so-called Zip/
Msh-dependent CO pathway corresponds approxi-
mately to the number of SICs observed cytologically
(Chua and Roeder, 1998; Agarwal and Roeder, 2000;
Novak et al., 2001). Another pathway requires Mms4and Mus81 and generates fewer COs than the Zip/
Msh-dependent pathway (de los Santos et al., 2003).
Consistent with this notion, crossing-over is reduced
to a greater extent in the zip4 mms4 double mutant
than in the corresponding single mutants. A residual
level of crossing-over (w10% of wild-type) is observed
in zip4 mms4, consistent with results reported previ-
ously for the mms4 msh5 double mutant (de los Santos
et al., 2003; Argueso et al., 2004). These observations
suggest the existence of a third crossover pathway
that can act in the mutants, though perhaps not in
wild-type (Argueso et al., 2004).
COs found in zip/msh mutants do not display positive
CO interference (as measured by NPD ratios) (Sym and
Roeder, 1994; Nakagawa and Ogawa, 1999; Novak
et al., 2001; Argueso et al., 2004). In contrast, mutations
affecting the Mms4/Mus81-dependent pathway have lit-
tle or no effect on interference (de los Santos et al., 2003;
Argueso et al., 2004). These observations suggest that
only Zip/Msh-dependent COs are subject to interfer-
ence, while Mms4/Mus81-dependent COs are free of in-
terference.
Observations made in other organisms support the
notion that budding yeast undergoes both interfering
and noninterfering COs. COs formed during meiosis in
S. pombe are completely dependent on Mus81/Eme1
(the S. pombe homolog of S. cerevisiae Mus81/Mms4),
and there is no CO interference in this organism (re-
viewed by Egel, 1995 and Hollingsworth and Brill,
2004). In contrast, COs in C. elegans are completely de-
pendent on HIM-14 (the Msh4 homolog) (Zalevsky et al.,
1999), and interference in worms is much stronger than in
yeast. According to this view, budding yeast displays in-
termediate levels of interference because it undergoes
a mixture of interfering and noninterfering COs (reviewed
by Villeneuve and Hillers, 2001 and Stahl et al., 2004).
Our data suggest that the zip4mutation alters interfer-
ence for two different reasons. First, zip4 (which is in the
same epistasis group as zip1 vis a vis crossing-over)
knocks out the Zip/Msh-dependent CO pathway, thus
eliminating those COs that normally exhibit interference.
Second, the zip4 mutation influences the distribution of
the remaining COs, those that are largely dependent on
Mms4/Mus81, through the action of Zip1 and its focal lo-
calization along chromosomes. The first effect would be
sufficient to abolish positive CO interference (similar to
zip1). The second effect imposes negative CO interfer-
ence. Thus, the zip4 phenotype suggests an unexpected
interaction between CO pathways such that proteins
(e.g., Zip1) that normally act in one pathway can influ-
ence the distribution of COs affected by the alternative
pathway.
Experimental Procedures
Plasmids, Disruptions, and Strains
Genotypes of yeast strains are given in Table S2. Information on
plasmids, gene disruptions, and protein tagging are described in
Supplemental Experimental Procedures. Strains used in each exper-
iment are also indicated in Supplemental Experimental Procedures.
Physical Recombination Assays
Single colonies were innoculated into 10 ml YPAD (Sherman et al.,
1986) and grown for 24 hr. Cells were then washed with water and
resuspended in 70 ml SPM (2% potassium acetate). Southern blot
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818analysis of whole chromosomes was carried out as described by
Game et al. (1989), and the probe for chromosome III was prepared
as described by Agarwal and Roeder (2000). To compare CO
amounts in different strains, measurements from the following num-
bers of experiments were averaged: wild-type, 3; zip1, 3; zip4, 7; zip1
zip4, 3; zip4mms4, 4;mms4, 2. CO products were quantitated by us-
ing ImageQuant software (Amersham Biosciences).
Cytology
Meiotic chromosome spreads, staining, and imaging were carried
out as described by Agarwal and Roeder (2000), by using the Nikon
E800 microscope and IPLab Spectrum software (Scanalytics, Inc.).
Antibodies used are described in Supplemental Experimental Pro-
cedures. For each experiment, spreads were repeated at least ten
times. For Zip4 foci quantitation in wild-type, 21 nuclei were scored.
For colocalization analysis between SIC components, spreads that
contained more than 45 foci for both SIC components were ana-
lyzed. The numbers of nuclei scored for Zip2/Zip4 colocalization
and Zip3/Zip4 colocalization were 19 and 17, respectively.
Genetic Analysis
Spore viability of zip4 in the BR2495 strain background and in the
SK1 congenic strain background is based on dissection of 1176
and 3579 tetrads, respectively. Tetrad analysis and interference
measurements were carried out as described previously (Sym and
Roeder, 1994). For interference analysis, the number of NPDs ex-
pected was derived by applying the formula of Papazian (1952):
NPD = 1⁄2 (1 2 TT 2 [1 2 3TT/2]
2/3). The ratio of NPDs observed to
NPDs expected was then compared by using a chi-square test as
described previously (Sym and Roeder, 1994). To analyze the varia-
tion in recombination frequencies within different subpopulations of
zip4 cells (Table 2), the same data set used to analyze CO frequen-
cies and interference (Table 1) was used. To calculate map distances
from tetrads containing fewer than four viable spores, progeny were
treated as random spores, and the percentage of recombinants
among them was obtained. For comparison, tetrads containing
four viable spores were reanalyzed by using the same method.
Supplemental Data
Supplemental Data include Supplemental Results, Supplemental Ex-
perimental Procedures, and two tables and are available at http://
www.developmentalcell.com/cgi/content/full/10/6/809/DC1/.
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