It is shown that stable, large amplitude, spatially coherent solutions of the nonlinear Schrödinger equation can be excited by a weak forcing composed of an oscillation and a standing wave with a slowly varying frequency. The excitation involves autoresonant transition from a growing amplitude, uniform state to spatially modulated solution approaching the soliton, as the frequency increases in time.
(Received 5 June 1998) It is shown that stable, large amplitude, spatially coherent solutions of the nonlinear Schrödinger equation can be excited by a weak forcing composed of an oscillation and a standing wave with a slowly varying frequency. The excitation involves autoresonant transition from a growing amplitude, uniform state to spatially modulated solution approaching the soliton, as the frequency increases in time. The ac-driven, damped nonlinear Schrödinger equation (NLSE) ic t 1 c xx 1 jcj 2 c 2iGc 1 f, where f͑t͒ ´exp͑iLt͒ was proposed originally [1] as a model describing dipolar excitations in one-dimensional condensates. Later this equation was used in other applications, including ferromagnets in rotating magnetic fields [2] , long Josephson junctions in ac fields [3] , and rf-driven plasmas [4] . Among a variety of solutions of driven NLSE, the simplest are stationary, phase-locked states c a͑x͒ exp͑iLt͒, where a͑x͒ satisfies a xx 2 La 1 jaj 2 a 2iGa 1´. The existence and stability of these solutions were addressed previously [1, 5, 6] . In the present work, we suggest a simple way of adiabatic excitation (from zero) of the phase-locked states by slowly varying a single parameter, i.e., by chirping the frequency of the forcing. The proposed scheme is based on imposing the periodic boundary condition c͑x, t͒ c͑x 1 L, t͒ and spatially modulating the amplitude of the driving force. In particular, we shall study the case f͑x, t͒ ͑x͒ exp͓iw͑t͔͒, where L͑t͒ w t is a slow function of time,´͑x͒ ϵ´0 1´1 cos͑k 0 x͒, and k 0 2p͞L.
Our approach to controlling the nonlinear wave excitation process is based on the autoresonance effect, which reflects a natural tendency of the nonlinear system to preserve, under certain conditions, the resonance with external perturbations despite variation of the system's parameters. Applications of this idea to Korteweg-de Vries, sineGordon, and other nonlinear wave systems exist in the literature [7, 8] . Recently, the autoresonance was also studied in the context of generating spatially modulated NLSE solutions [9] . However, the proposed scheme required a special choice of initial and boundary conditions, as well as space and time variation of parameters of the driver. Instead, in the present work, we formulate an initial value problem, vary the frequency of the driver only, and include a weak dissipation in our analysis.
We shall use vanishing initial conditions and view the driver as a perturbation. In this case, the initial evolution of our solution comprises a linear wave excitation problem. Since the driver is a combination of an oscillation and a standing wave with slowly varying frequencies, one expects this linear excitation to be effective at times when one of the driver components passes the resonance with a linear NLSE wave. The linear dispersion relation of the dissipationless NLSE is v 1 k 2 0, and, therefore, the resonances with´0 or´1 components of the driver are expected when L ഠ 0 or L ഠ 2k 2 0 , respectively. Suppose L is increasing in time and one passes L 0 resonance first (this is the scenario of our excitation scheme). We illustrate such a case in Fig. 1 , showing jcj found numerically by a standard spectral method [10] . The driving frequency was curve a in the same figure represents D obtained by adding a small dissipation, G 0.005 (the smoothed slow evolution of jcj max was the same with and without dissipation).
One can see that, beyond t t 1 , the phases of the solutions are locked to that of the driver, and both jcj and D oscillate around slowly varying averaged values. Finally, in Fig. 3 , we show a part of the evolution ͑245 , t , 5͒ in the same example as the dissipative case in Fig. 2 , but with´1 0, i.e., when the driver is a purely temporal oscillation. One can see the portion of the flat solution, as in Fig. 1 . Nevertheless, jcj does not exhibit stationary spatial profile beyond t 2 , but transforms into a breather-like solution. The following theory explains these results.
We proceed by discussing the flat, phase-locked parts of the solutions in Figs. 1-3. By writing c A͑x, t͒ 3 exp͕i͓w͑t͒ 1 F͑x, t͔͖͒, Im͑A, F͒ 0, NLSE yields
The autoresonance is destroyed at t ഠ 230 due to the modulational instability.
Assuming an almost flat solution of (1) and using the periodicity condition, we expand A and F in the Fourier series and leave only the spatially independent parts and small first spatial harmonics in the expansions:
and 1͞2 cos u. Note that H͑I, u͒ has the characteristic form of single resonance Hamiltonian (expressed in terms of the action-angle variables) in a nonlinear resonance problem [11] . It is known that, by varying L͑t͒, this dynamical problem may exhibit temporal autoresonance [12] , provided one starts from a sufficiently small I and passes the linear resonance L 0 in time. In autoresonance, the angle u ͑ F 0 ͒ remains locked near u 0͑mod 2p͒, while the action of the oscillator (and therefore, A 0 ) self-adjusts to preserve the approximate nonlinear resonance condition A 2 0 I ഠ L͑t͒ despite the variation of L. Also, both I and u perform slow autoresonant oscillations around the smooth averages with characteristic frequency of O͑´1 ͞2 ͒. This dynamical analog explains the excitation of the flat, phase-locked solutions of NLSE seen in Figs. 1-3 at times t 1 , t , t 2 ഠ 230.
The evolution in all our examples enters a new stage when the driving frequency passes (at t t 2 ) the value L 
Next, we define the slow quasisteady state
and write the solutions of (4) in the form
2L͒. The latter can be recognized as describing the modulational instability of the flat solution [13] . In the G 0 case, the instability condition is k 2 0 2 2L , 0, i.e., for increasing L, one expects a modulationally unstable behavior beyond t t 2 , where
Nevertheless, we see the onset and evolution of this instability in Fig. 3 only. In this case´1 0 and A 1 F 1 0 during the excitation of the flat state [see Eq. (5)]. Therefore, starting t t 2 , the instability develops from numerical noise (or small initial conditions, if applied). Beyond t 2 , the resonance is destroyed and a new damped, breather-like state is observed. In contrast, if´1 fi 0, Eq. (5) predicts a significant increase of A 1 (and F 1 in the dissipative case) as one approaches the instability threshold ͑L ! 1 2 k 2 0 ͒, and one may expect violation of our linearized analysis and a different nonlinear evolution, as seen in Figs. 1 and 2 . We must use a fully nonlinear treatment of the driven modulated wave in analyzing this case.
Our new physical picture is based on interpreting the solution of (1) at any given time as being a slightly perturbed solution of the same system of equations, but with the time derivatives, the forcing term, and the dissipation set to zero. In other words, we write A ഠ r, F ഠ f, where r and f satisfy rf xx 1 2r x f x 0 ,
with L͑t͒ fixed at a given time. Equation (6) describes a two degrees of freedom Hamiltonian problem, where one interprets x as "time," while r and f are the polar coordinates of a quasiparticle moving in the central force potential well V eff ͑r͒ 2 2 ͞r 2 ͒ 1 V eff ͑r͒ are conserved (in x). We focus on oscillating solutions of the problem and introduce the canonical action-angle variables ͑J, Q͒ and ͑M, j͒, where the first pair describes purely "radial" oscillations [14] of the quasiparticle, while the second is associated with the azimuthal motion. Since the pair of actions ͕J, M͖ is conserved, one can use it or, alternatively, the pair ͕E, M͖ for labeling the solutions of (6). Then, the desired solutions of system (1) are approximated by A͑x, t͒ ഠ r͓E͑t͒, M͑t͒, Q͑x, t͔͒ and F͑x, t͒ ഠ f͓E͑t͒, M͑t͒, Q͑x, t͒, j͑x, t͔͒, where the "energy" E and the "angular momentum" M are slowly varying in time. The goal is to find the temporal evolution of these labeling parameters. We shall use our recent theory [9] in solving this problem, but, first, give a qualitative description of the results in Fig. 1 in terms of our dynamical analog.
We view the evolution in Fig. 1 as reflecting a continuous, slow (in real time) change of almost "radial" ͑M ഠ 0͒ oscillatory motion of the quasiparticle in the central force potential V eff ͑r, L͒. We notice that the driving termś cos F and´sin F in (1), if added on the right-hand sides of our dynamical system (6), can be interpreted as representing an additional "uniform" driving force of strength ´0 1´1 cos͑k 0 x͒ and pointing in the f 0 direction in the "plane" of motion. The resonance of the quasiparticle with this force plays an important role as the potential V eff evolves in time. We illustrate this evolution in Fig. 4 , showing V eff for different values of L͑t͒. Curve a in the figure corresponds to a negative value L 21.5. Initially, at t t 0 , the quasiparticle is located at the bottom of this potential well and has zero energy E and angular momentum M. A simple calculation shows that for L , 0, the natural wave number (recall, x plays the role of "time" in the dynamical problem) of small "radial" oscillations of the quasiparticle at the bottom of the well is 2jLj. Then, since k 0 . 2jLj in the initial excitation stage ͑t 0 , t , t 1 ͒, the component´1 cos͑k 0 x͒ of the driving force is out of resonance. Consequently, the actions J and M are nearly conserved and the particle remains at the bottom ͑J ഠ 0͒ of the potential well (the open circle on curve a). As the result, the amplitude A ഠ r remains small for L , 0. At t t 1 , L becomes positive. This affects the form of the potential V eff , and the new form is represented by curves b and c ͑L 0.8, 2͒ in Fig. 4 . Now the minimum of the potential is negative and moves to increasing radii, r r 0 L 1͞2 ͑t͒. At the same time, the natural "wave number" of small "radial" oscillations at the bottom of the potential well is again 2L. Therefore, the driving force´1 cos͑k 0 x͒ is still nonresonant, as long as 2L , k central symmetry, and forcing the quasiparticle to remain at the azimuthal angle f 0 continuously, as it moves to larger "radii." Finally, as the frequency L passes (at t t 2 ) the value of 1 2 k 2 0 , the wave number k 0 of the driver crosses the resonance with the natural wave number of small "radial" oscillations near the bottom of V eff and one efficiently excites these oscillations. Beyond the linear resonance, the system enters the spatial autoresonance regime, i.e., the state when, for t . t 2 , the nonlinear wave number K ϵ ≠E͑J, M͒͞≠J remains nearly the same as that of the driving modulation ͑k 0 ͒, despite the variation of the system's parameters. Since K depends on L͑t͒ parametrically, the labeling parameters E and/or M must vary in time in order to satisfy the autoresonance condition K͑E, M, L͒ ഠ k 0 . One finds (see below) that M remains small, so only the "energy" E departs from the minimum value in the potential well and the dynamical system develops "radial" oscillations of increasing amplitude [the motion shown by thick solid lines on the potentials d ͑L 3.75͒ and e ͑L 5.5͒ in Fig. 4 ]. The corresponding NLSE solution assumes a phase-locked, spatially modulated form. Finally, as one further increases the driving frequency L, the system approaches the separatrix of the "radial" oscillations, meaning the emergence of the soliton solution. This completes the qualitative picture of the excitation process seen in Fig. 1 . Next, we explain the observed stability of this process.
We shall neglect the dissipation, for simplicity, in studying the stability issue. Then, the problem reduces to a particular case of a more general stability theory [9] for driven, phase-locked, standing wave solutions of NLSE. We describe our temporal evolution problem via Whitham's [15] averaged variational principle d R L dt 0, where L is the Lagrangian of the original driven problem, averaged over the fast angular variable (the canonical angle Q of the "radial" oscillations of the quasiparticle in our application). This Lagrangian depends on slow variables and parameters only; i.e., L L ͓E, M, j, m; L͑t͔͒, where m ϵ Q 2 k 0 x is the phase mismatch of the spatial oscillations. When L is known, the variations with respect to E, M, j, and m yield evolution equations for the slow independent variables. We shall use L derived in [9] , neglect the time variation of L in studying the stability, assume the existence of a phase-locked steady state E, m 0, M 0, j 0, and add perturbations dE, dM, dm, and dj. Then linearized variational equations for the perturbed variables are [16] K
k 0 ͑J LE dE t 1 J LL dj tt ͒ 2͑´0a 0 2´1a 1 ͒dj , where J͑E, L͒ is the action of purely "radial" ͑M 0͒ oscillations, ͗· · ·͘ denotes the averaging over Q, ͑· · ·͒ represents evaluation at E E and M 0, while a 0,1 are the zero and first harmonic coefficients (both real) in the Fourier expansion of r r͑Q͒. System (7) 0 a 0 2´1a 1 . 0 throughout the excitation process, requiring a sufficiently large value of´0. This is the necessary condition for having a continuous double phase locking, j ഠ 0 and m ഠ 0, in our system. Our calculations also show that sufficiently weak dissipation in the problem does not destroy the autoresonance.
In conclusion, we have described the excitation and control of phase-locked, spatially modulated solutions of NLSE by using two-component autoresonant forcing. We have presented a simple dynamical analog associated with the problem and studied the stability of the proposed excitation scheme via averaged variational principle. It seems promising to apply similar ideas to driven systems for which NLSE is a small amplitude approximation. Experimental observation of autoresonantly excited nonlinear waves also comprises a challenging goal for future studies.
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