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Abstract This work presents an adaptive architecture
that performs online learning and faces catastrophic
forgetting issues by means of episodic memories and
prediction-error driven memory consolidation. In line
with evidences from the cognitive science and neuro-
science, memories are retained depending on their con-
gruency with the prior knowledge stored in the system.
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This is estimated in terms of prediction error resulting
from a generative model.
Moreover, this AI system is transferred onto an in-
novative application in the horticulture industry: the
learning and transfer of greenhouse models. This work
presents a model trained on data recorded from research
facilities and transferred to a production greenhouse.
Keywords Adaptive models · deep recurrent neural
networks · episodic memory · memory consolidation ·
greenhouse model · model of hydroponic tomato crop
1 Introduction
Adaptivity is about adjusting behaviours or beliefs to
achieve novel objectives or to respond to unexpected
circumstances. Of crucial importance for biological sys-
tems, adaptivity is one of the most challenging capa-
bilities to implement in artificial systems. In order to
address this quest, developmental robotics takes inspi-
ration from models of human development and from
principles of brain functioning. [2,22]. Indeed, infant
brains are continuously exposed to rich and novel sen-
sorimotor experience while morphological and environ-
mental conditions are changing. As an example, a mo-
tor skill acquired at a certain point in time – e.g. sitting
up, manipulating toys – needs to be re-adapted as the
proportion of growing body parts change and as other
capabilities emerge.
The scientific community converges on considering
the somatosensory cortex of the human brain as playing
a role in the implementation of adaptive body represen-
tations [18]. These representations are formed along the
rich sensorimotor information the individual is exposed
to, while interacting with its surroundings [23,15]. Ev-
idences suggest that experienced sensorimotor contin-
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gencies and action-effect regularities are stored in the
brain, allowing later processes of anticipation of senso-
rimotor activity. This has been shown to be crucial for
adaptive behaviours, perception [31,14], motor control
[1,50], language [21], memory [8,13] and many other
cognitive functions [17,33,36], and has inspired a wide
range of computational models for artificial systems [40,
4,29,7,37,35,12]. However, despite the promising re-
sults in robotics and AI, a number of challenges still
remain open. Among these, there is the question about
how adaptivity can be leveraged in lifelong learning sys-
tems. Although there is an increasing understanding of
how biological systems balance the integration of new
knowledge while retaining past experience, an imple-
mentation of such strategies in artificial systems is still
arduous.
In mammals, memory is composed of multiple sys-
tems supported by different structures in the brain [45].
One of these systems, i.e. episodic memory, is crucial
for adaptive behaviours, as well as for other cognitive
functions such as planning, decision-making and imagi-
nation [28]. Memory traces are stabilised in the brain af-
ter their initial acquisition through memory consolida-
tion [48]. Consolidation occurs at different levels in the
brain, including a faster, synaptic (hippocampal) level
and a slower, more stable (neocortical) system level.
System consolidation seems to be driven by the hip-
pocampus, which reorganises its stored temporal and
labile memories into more stable traces in the neocortex
[46]. The rate of consolidation seems to be influenced
also by the congruency between prior knowledge and
the information that is going to be stored [49]. Recent
studies suggest that if the information to be learned is
consistent with prior knowledge, neocortical consolida-
tion can be more rapid [24,46]. In other words, the way
memory is updated seems to be dependent on the extent
new information is likely to be formed [9,41,42]. More-
over, consolidated memories are not static imprints of
past experiences, but are rather malleable and can be
updated or reconsolidated [10,32,43,19]. A key com-
ponent of this process seems to be the capability of
the brain to evaluate a prediction error, or a surprise
signal, which would be necessary for destabilising and
reconsolidating memories. Evidences suggest also that
formation and consolidation of long-term memories are
supported by sleep, where experienced events are likely
to be reactivated [3]. The rate of memory consolidation
is also clearly dependent on the developmental stage of
the individual, as infants show weaker retention of ex-
perience compared to adults, reflecting a tendency of
the brain to save new learning at that age [16]. Among
the aforementioned factors, stress and other emotional
conditions can impact episodic memories and memory
consolidation [38,47].
The present work brings a twofold contribution to
this special issue. Firstly, it advances the state-of-the-
art on continual learning in artificial systems. In par-
ticular, it proposes an online learning framework imple-
menting an episodic memory system, in which memo-
ries are retained according to their congruency with the
prior knowledge stored in the system. This congruency
is estimated in terms of prediction error resulting from
a generative model.
Secondly, it demonstrates that the paradigms of de-
velopmental robotics and of brain-inspired computa-
tional modelling are mature enough to be transferred
from laboratories to innovative applications. In partic-
ular, we apply this research in an application for the
horticulture: the transfer of climate models, which are
designed to protect the plants and increase the crop
yield, from research to production greenhouse facilities.
1.1 AI Transfer: adaptive greenhouse models
Continual learning, i.e. the capability of a learning sys-
tem to continually acquire, refine and transfer knowl-
edge and skills throughout its lifespan, has represented
a long standing challenge in machine learning and neu-
ral network research [30]. Training neural networks in
an online and prolonged fashion without caution typ-
ically rises catastrophic forgetting issues [25]. Catas-
trophic forgetting describes the overwriting of previ-
ously learned knowledge that occurs when a model is
being updated with new information. Researchers have
been trying to tackle this issue through different strate-
gies [5,39,20]. Approaches to prevent catastrophic for-
getting include consolidating past knowledge initially
present in a short-term memory system into a long-
term memory one [26], or employing an episodic mem-
ory system [25] that maintains a subset of previously
experienced training samples and replays them, along
with the new samples, to the networks during the train-
ing. This paper adopts a mixed approach which uses
episodic memory replay and prediction-error driven con-
solidation to tackle online learning in deep recurrent
neural networks. Importantly, this work aims at trans-
ferring this AI strategy onto an application for the in-
novative greenhouses industry.
Greenhouses are complex systems comprising tech-
nical and biological elements. Similarly to robots, their
state can be measured and modified through control
actions, for instance on the internal climate conditions.
Modelling the mappings between different sensors and
between control actions and resulting measurements al-
lows to anticipate the effects of an intervention upon the
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greenhouse conditions, to better plan further control
actions and, ultimately, to increase crop yield. Several
studies can be found in the horticulture literature show-
ing that neural networks can model different processes
occurring in a greenhouses, including internal climate
[11] and yield [6,34]. However, adaptive models have
received little attention [44], despite their potential im-
pact in several applications in the field.
The capability to adapt can facilitate the transfer of
models from research facilities to the production green-
houses. In a preliminary study [27], we showed that
a learning architecture characterised by deep recurrent
neural networks and an episodic memory system can en-
able the portability of greenhouse models. The model
exposed to a big amount of data recorded from a re-
search greenhouse can be transferred to a production fa-
cility, requiring less amount of data from the new green-
house setup. This approach can have a high impact on
the greenhouse industry, as it would allow to design
and train optimal models at research greenhouses and
quickly re-adapt them to different production facilities
and crops.
Here, we extend our previous study [27] by intro-
ducing a more efficient memory consolidation strategy
and by analysis different aspects of the architecture. As
in the previous work, we train a computational model
for estimating the transpiration and photosynthesis of a
hydroponic tomato crop by using measurements of the
climate. The models are trained and tested using data
from two greenhouses in Berlin, Germany. Thereafter,
the adaptive model is fed with data from a production
greenhouse in southern Germany, near Stuttgart, where
other tomato varieties were grown under different irri-
gation and climate strategies.
2 Methodology
The computational model adopted here consists of a
deep neural network, in part composed by Long Short-
Term Memory (LSTM) layers, characterised by two out-
puts – transpiration and photosynthesis – and a time
series (of fixed in length) of six sensor values as in-
puts. In particular, climate data (air temperature, rela-
tive humidity, solar radiation, CO2 concentration) and
temperature of two leaves are used as sensor data. The
model is used to predict transpiration and photosynthe-
sis rates from the sequence of sensor data. Anticipating
these information allows better control of the climate
and, consequently, an increase of the yield. This part is
however not covered by this study.
The samples have been pre-recorded from three dif-
ferent greenhouses (hereon, GH1, GH2 and GH3), with
a rate of one multi-sensors measurement every 5 min-
utes. GH1 and GH2 are research greenhouses located
in Berlin. Recordings have been carried out during sev-
eral years: 2011 to 2014 for GH1, and 2015 to 2016
for GH2. GH3 is a production greenhouse located near
Stuttgart, Germany. Data from 2018 was obtained for
this greenhouse. In order to simulate an online stream-
ing of data, the learning algorithm is incrementally fed
with data sequentially extracted from these datasets.
The experiment is designed to simulate a model being
trained over 5 years at GH1, then transferred one year
to GH2, and finally to GH3.
We test two models, whose structures are depicted
in Figure 2. In both models the inputs consist of fixed-
length time series of six sensors data (air temperature,
relative humidity, solar radiation, CO2 concentration,
temperature on leaf 1, temperature on leaf 2). In par-
ticular, the first model (M1) takes as input a window
of 288 subsequent samples from the six sensors, corre-
sponding to one full day of recordings, given that sam-
ples are captured every 5 minutes. The second model
(M2) takes as input a window of 576 subsequent 6D
samples, corresponding to two full days of recordings.
Output consists of a 2D vector representing the tran-
spiration and photosynthesis rates recorded at the same
instant when the time window ends.
Datasets are prepared so that input-output training
samples can be sequentially extracted, to simulate an
online learning process. For both models, the first train-
ing phase includes 5 cultivation years (2011 to 2014)
from GH1. Subsequent phases include cultivation year
2015 (GH2), 2016 (GH2) and lastly the commercial
greenhouse GH3 regarding cultivation year 2018. In all
cases the time series are truncated during the winter
production pauses.
For model M1, this results in 26197 training sam-
ples from GH1 (2011 to 2014) exposed sequentially to
the learning process. After all samples are covered, the
model is exposed to 7079 samples from GH2, (2015) and
to 5566 samples from GH2 (2016). Finally, the model
is exposed to 1153 samples from GH3 (2018). Hereon,
this experiment will be named as experiment 1. During
each of these training phases, performance of the learn-
ing system is estimated by computing the mean squared
error (MSE) on test datasets extracted from the corre-
sponding greenhouse. In particular, test datasets con-
sist of 1377 samples (1/20th of the GH1 training dataset
size) for GH1, 372 samples for GH2 (2015), 292 samples
for GH2 (206) and finally 60 samples for GH3.
In another experiment, hereon named experiment
2, model M2 is trained and tested on smaller datasets,
defined by wider input windows (two days, or 576 sam-
ples). In particular, M2 is exposed, in sequence, to 24949
4 Guido Schillaci et al.
Fig. 1 An illustration showing the steps of the experiment and how the content of the memory changes over time. Note that
the control arrows are shown just for illustration. No greenhouse control is performed in this study.
Fig. 2 Models M1 (left) and M2. Inputs of M1 consisted of
one day (288 samples) of six sensory recordings. Inputs of M2
consisted of Two days (576 samples) of six sensory recordings.
Question marks denote batch size.
training samples (tested on 1311 samples) from GH1,
to 6831 training samples (tested on 359 samples) from
GH2 (2015) and to 5431 training samples (tested on 285
samples) from GH2 (2016), and finally to 1096 training
samples (tested on 57 samples) from GH3 (2018). Test
data are not included in the training sets.
Model updates are performed on batches of 32 sub-
sequent samples. As discussed above, in order to reduce
catastrophic forgetting issues, an episodic memory sys-
tem is employed, which replays samples together with
the current batch when updating the model’s weights.
Samples observed over time are stored into an episodic
memory and retained following a prediction-error driven
consolidation scheme. In particular, a mechanism that
chooses which samples to maintain in the episodic mem-
ory based on their expected contribution to the learning
progress is employed. Each memory element consists of
an input-output mapping, i.e. a fixed-length time se-
ries (of one day, or 288 samples, for model M1, or of
two days, or 576, for model M2) of 6D vectors as in-
put and a 2D vector (transpiration and photosynthe-
sis) as output. A memory element is also characterised
by a prediction error – i.e. how the models guess about
this stored experience deviates from the actual mea-
sured value1 – and by an expected learning progress –
i.e. estimated as the absolute value of derivative of two
subsequent prediction errors. After each training itera-
tion, all the memory elements are re-iterated and the
associated derivative of the prediction error is updated.
We test two consolidation strategies. The first strat-
egy, hereon named discard high LP, tends to consolidate
memory elements that produced little variations in the
prediction error. This is performed by discarding, at ev-
ery memory update, the element characterised by the
highest absolute value of the derivative of the prediction
error (an estimate of the expected contribution to the
learning progress) and by replacing it with the most
recently observed sample. A second strategy, hereon
named discard low LP, tends to consolidate memory
elements that produced big variations in the prediction
error, likely to impact more on the learning progress
during the next training iteration. In particular, it dis-
cards the memory element characterised by the smallest
variation in the prediction error. This strategy is more
in line with the literature reviewed at the beginning of
this paper, and we expect it to outperform the other
strategy.
We test the architecture also in a third configuration
where no episodic memory system is present.
1 A prediction error is calculated as follows. A memory el-
ement, containing both input and output observations, is se-
lected. The input part is fed into the computational model to
produce a predicted 2D output. Prediction error is calculated
as the Euclidean distance between the 2D prediction and the
actual 2D output stored in the memory element.
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Fig. 3 The mean squared error over time of the first experi-
ment (model M1, only one day of observations as input). First
plot: no episodic memory system is employed. Second plot:
system with episodic memory and discard high LP consolida-
tion strategy. Third plot: system with episodic memory and
discard low LP consolidation strategy.
3 Results
As expected, results show that a system equipped with
the episodic memory presents a better balance between
plasticity and stability when it is transferred between
different conditions, as compared to a system that is
not equipped with an episodic memory.
Figures 3 and 4 show the mean squared error over
time of models M1 and M2, respectively, computed on
the four test datasets (GH1: green curve; GH2 (2015):
red curve; GH2 (2016): purple curve; GH3 (2018): blue
curve). Figures show the performances of the model
when being updated in an online fashion under three
different conditions: no episodic memory system is em-
ployed (first plots of Figure 3 and 4); a discard high LP
Fig. 4 The mean squared error over time of the second ex-
periment (model M2, two days of observations as input). First
plot: no episodic memory system is employed. Second plot:
system with episodic memory and discard high LP consolida-
tion strategy. Third plot: system with episodic memory and
discard low LP consolidation strategy.
consolidation strategy is employed (central plots in Fig-
ures 3 and 4); a discard low LP memory consolidation
strategy is employed (bottom plots in Figures 3 and 4).
Each curve and shaded area represent the statistics of
each experiment (means and standard deviations), as
five runs per experiment have been carried out.
Plots can be read as follows. Horizontal axis repre-
sents time, in particuar the iteration in which MSE has
been estimated2. From time 0 to the iteration marked
with the red vertical dashed line, the model is exposed
to data recorded from GH1. From the iteration marked
with the red line to the purple one, the model is exposed
2 Model update is performed every time a 32-batch of sam-
ples is observed. MSE is not computed at every model update,
but rather with a slower pace, i.e. every four model updates.
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to data from GH2 (2015). From the iteration marked
with the purple line to the blue one, the model is ex-
posed to data recorded from GH2 (2016). Finally, from
the instant marked with the blue line until the end, the
model is exposed to data recorded from the production
greenhouse GH3 (2018).
Figures 3 and 4 show that not employing any episodic
memory system produces big fluctuations in the MSE
curves, likely due to catastrophic forgetting issues. A
sudden worsening in the model performance can be
observed when training datasets are switched (see the
peaks in the MSE near the vertical lines), showing the
poor adaptive capabilities of the model under this con-
figuration. On the contrary, employing an episodic mem-
ory system produces a more stable learning progress
(see second and third plots in Figures 3 and 4). As
expected, the discard low LP memory consolidation
strategy outperforms the other methods. The model
under this configuration shows more stability despite
the changes in the training distributions. The discard
high LP strategy, in fact, seemingly over-consolidates
past and, perhaps, not much informative experiences
(see later comment about the variance of the stored
episodic memories). This can be noticed in Figures 5
and 6, which illustrate the content of the episodic mem-
ory over time for experiment 1 and 2, respectively. In
particular, the plots show how many elements from
GH1 (green), GH2 (red) and GH3 (blue) have been
stored in the memory over time3. As evident from the
figures, the discard low LP strategy fills the memory
with new samples faster than the other strategy. Re-
playing more recent samples during the model update
is likely to increase the plasticity of the system. In fact,
smaller peaks in the MSE in the discard low LP plots
can be observed when the distribution changes. More-
over, the discard low LP strategy ensures that a higher
variance in the values stored in the memory is main-
tained over time, as compared to the discard high LP
strategy. This can be seen from Figures 7. We believe
that this is providing a good balance between stability
and plasticity of the model.
Finally, it is important to highlight that a princi-
pal component analysis (PCA) carried out on all the
datasets (first two components shown in Figure 8), and
estimated on 8 dimensions – i.e. six sensors data, and
transpiration and photosynthesis – shows a partial over-
lap between datasets. GH2 and GH3 data seems to be in
part represented by GH1 data. As evident from Figures
3 and 4, the MSE curve for GH3 test data (blue curve)
3 The maximum size of the memory is set to 500 elements
in all the experiments (vertical axis in the plots). Memory is
filled up with any observed sample, until it is full. Thereafter,
the chosen consolidation strategy is applied.
Fig. 5 Content of the episodic memory over time (horizon-
tal axis) for experiment 1. Colours represent the greenhouse
(GH1: green, GH2: red, GH3: blue) each element of position
y (from 0 to 499, where 500 is the memory size) belongs to.
Fig. 6 Content of the episodic memory over time (horizon-
tal axis) for experiment 2. Colours represent the greenhouse
(GH1: green, GH2: red, GH3: blue) each element of position
y (from 0 to 499, where 500 is memory size) belongs to.
Fig. 7 The variance of the content of the memory over time
(shown only transpiration and photosynthesis) for experiment
1 (top) and experiment 2 (bottom).
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Fig. 8 Principal component analysis of all datasets.
during the first learning phase – i.e. where data from
GH1 are used – shows a steeper descent compared to
the others, although no data from GH3 is being learned
by the network, yet. In practical terms, this can be ex-
plained by GH1 and GH2 being of the same construc-
tion and location, while GH3 is bigger and subject to
different meteorological conditions. Additionally, GH1
was used to test a number of climate control strate-
gies, resulting in a broader range of conditions being
reflected in the data. We believe that more heteroge-
neous datasets would have emphasised the advantages
of using the proposed approach in terms of adaptiv-
ity. Nonetheless, despite the similarity of the datasets,
the proposed memory consolidation strategies clearly
demonstrate to produce stable learning systems.
4 Conclusions
This paper presented an architecture in which episodic
memory replay and prediction-error driven consolida-
tion are used to tackle online learning in deep recurrent
neural networks. Inspired by evidences in cognitive sci-
ences and neuroscience, memories are retained depend-
ing on their congruency with the prior knowledge stored
in the system. This congruency is estimated in terms
of prediction error resulting from a generative model, a
deep recurrent neural network. This approach produces
a good balance between stability and plasticity in the
model.
Importantly, this work aimed also at transferring
this AI strategy onto an application for the greenhouse
industry, i.e. the transfer of climate models from re-
search facilities to production greenhouses. This techni-
cal possibility can greatly increase the value of research-
generated data, which could then be supplied in addi-
tion to neural models for direct use in the industry. We
show that the system exposed to data recorded from
a research greenhouse can be transferred to a produc-
tion facility, without facing the need to re-train on a
big amount of data from the new setup, a process that
is costly and involves a high risk of damaging the crop.
This demonstrates that the paradigms of develop-
mental robotics and of brain-inspired computational
modelling are mature enough to be transferred from
laboratories to innovative applications.
Author contributions
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