Bioregions are an important concept in biogeography, and are key to our understanding of biodiversity patterns across the world. The use of networks in biogeography to produce bioregions is a relatively novel approach that has been proposed to improve upon current methods. However, it remains unclear if they may be used in place of current methods and/or offer additional biogeographic insights. We compared two network methods to detect bioregions (modularity and map equation) with the conventional distance-based clustering method. We also explored the relationship between network and biodiversity metrics. For the analysis we used two datasets of iconic Australian plant groups at a continental scale, Acacia and eucalypts, as example groups. The modularity method detected fewer large bioregions produced the most succinct bioregionalisation for both plant groups corresponding to Australian biomes, while map equation detected many small bioregions including interzones at a natural scale of one. The clustering method was less sensitive than network methods in detecting bioregions. The network metric called participation coefficient from both network partition methods identified interzones or transition zones between bioregions. Furthermore, another network metric (betweenness) was highly correlated to richness and endemism. We conclude that the application of networks to biogeography offers a number of advantages and provides novel insights. More specifically, our study showed that these network partition methods were more efficient than the clustering method for bioregionalisation of continental-scale data in: 1) the identification of bioregions and 2) the quantification of biogeographic transition zones using the participation coefficient metric. The use of network methods and especially the participation coefficient metric adds to bioregionalisation by identifying transition zones which could be useful for conservation purposes and identifying biodiversity hotspots.
Introduction
Biodiversity is being lost at an increasing rate, and conservation is more critical than ever before (Butchart et al. 2010) . Biogeography -the study of taxa distributed across space and time -is emerging as key field in informing current conservation efforts (Whittaker et al. 2005) . Its methods are important in identifying biodiversity hotspots, regions with rare and endemic taxa and bioregions, i.e. geographic areas which contain similar taxa. By highlighting these important areas and communities, this information helps design reserves which can protect biodiversity more efficiently.
Current methods in biogeography use presence datasets, either from collected specimens or range distributions, to assign taxa to grid cells. From these grid cells several measures of biodiversity can be calculated, such as richness (the total number of taxa within the cell), weighted endemism (WE) (the summed inverse range of all taxa, generally species, in a cell) and corrected weighted endemism (CWE) (the averaged inverse range of all taxa in a cell (Laffan et al. 2016) ). This approach is used to identify biodiversity hotspots (Nagalingum et al. 2014, Daru and le Roux 2015) . However, these measures are susceptible to sampling biases, as well collected regions tend to contain higher numbers of taxa, and conversely poorly collected taxa will tend to have smaller ranges and so contribute more weight towards WE and CWE (Schmidt-Lebuhn et al. 2012) .
Clustering analyses have been commonly used to identify biogeographical regions and are still widely used today (Milligan and Cooper 1987 , Gonzalez-Orozco et al. 2014b , Ebach et al. 2015 . In the WPGMA (weighted pair-group method using arithmetic averages) clustering algorithm used in the Biodiverse software package (Laffan et al. 2010) , a distance or turnover metric compares the composition of taxa between cells to create a similarity tree or dendrogram, with cells that are grouped within the same branch being more similar. This dendrogram can then be split at the first n number of branches to produce bioregions. Three commonly used similarity metrics include the Jaccard, Sorenson and Beta Simpson, and each have their advantages (Laffan et al. 2016) . When two cells are tied in their similarity to a growing cluster according to a chosen metric, the algorithm selects one of the cells at random and the clustering will be different each time it is run. To avoid this a tiebreaker can be used, which selects one of the cells that maximizes or minimizes a second score, such as CWE (Gonzalez-Orozco et al. 2013) . Hence the bioregions produced are not robust, as a different choice of metric, tiebreaker or split could change the result.
Recently, network methods have been applied to detect bioregions as an alternative to clustering methods (Carstensen and Olesen 2009 , Thébault 2013 , Vilhena and Antonelli 2015 . In this approach the network is bipartite, with two sets of nodes; locations and taxa, with the taxa linked to locations in which they are present. Two nodes of the same type are not permitted to have a link between them. One commonly used network method is Netcarto. Netcarto is a method that finds the best network partition by optimizing the modularity metric (Newman and Girvan 2004 ) using a simulated annealing (SA) algorithm (Guimera and Amaral 2005) . From here on, we will refer to it as modularity SA method. The modularity SA method has been used in several studies to delineate biogeographical regions (Carstensen and Olesen 2009 , Carstensen et al. 2012 , 2013a , Thébault 2013 , Dalsgaard et al. 2014 ). This method is also widely used to detect modules or communities (i.e. groups of nodes) in ecological networks (Olesen et al. 2007 , Encinas-Viso et al. 2016 ) and other biological networks (e.g. metabolic networks) (Sales-Pardo et al. 2007) .
The modularity SA method has proved useful in detecting bioregions (also called biogeographical modules, i.e. clusters of areas and species that are associated with each other (Carstensen et al. 2012 (Carstensen et al. , 2013a ) and it has been mainly applied to the bioregionalisation of archipelagos (Carstensen and Olesen 2009 , Carstensen et al. 2012 , Dalsgaard et al. 2014 , Kougioumoutzis et al. 2014 . For example, Carstensen et al. (2012) have used the modularity SA method to understand the processes driving the assembly of island bird communities in Wallacea (Indonesia) and the West Indies (Caribbean). Vilhena and Antonelli (2015) have recently proposed using a new network method to identify bioregions from taxon presence data. They utilized the map equation (ME) algorithm (Rosvall and Bergstrom 2008) , and found it to outperform clustering methods using a dataset of all American plants in identifying the generally recognized biomes of the United States. They also applied ME on a worldwide dataset of amphibians, and found it to be successful. ME is a method based upon the 'flow' of information through the network (Rosvall and Bergstrom 2008) , in contrast modularity SA method is a purely topological (and unsupervised) method that focuses on the structure of the network (Sales-Pardo et al. 2007 ). The ME and modularity SA (implemented in Quanbimo (Dormann and Strauss 2014) ) methods can both incorporate edge weights into the analysis. This could potentially be useful in adding taxon range and phylogenetic information into the network.
The application of networks to biogeographical studies is relatively novel, and it is still unclear whether they provide a superior bioregionalisation to the currently used clustering techniques. More importantly, we ask: which network method (modularity SA or ME) is better for bioregionalisation? And, what additional insights could network methods provide to bioregionalisation analysis, especially for continental-scale data? Herein, we present a comparison of three methods for identifying bioregions -clustering, ME and modularity SA -in large, continental datasets of two Australian plant groups, the Acacia and eucalypts (Eucalyptus, Corymbia and Angophora). The comparison of the network methods was done without considering any weights for the links (i.e. using unweighted networks). We also examined the correlations between several network metrics and conventional biodiversity metrics (richness, weighted endemism (WE) and corrected weighted endemism (CWE)) using a principal component analysis (PCA). Network surrogates for endemism were also further explored using a range-weighted network and analysed with ME.
Material and methods

Sample datasets
In this study we have applied each of the methods to two species level datasets of Australian plants, the genus Acacia (Mishler et al. 2014 ) and the eucalypts (Eucalyptus, Corymbia and Angophora) (unpublished). These contained a total of 132 295 and 209 396 records, with 508 and 684 species, respectively. These datasets were chosen as they both have continental coverage and a large number of collections, which are ideal for these biogeographical analyses. These datasets were transformed using the Australian Albers equal area projection (EPSG-3577).
Clustering methods
We used Biodiverse (Laffan et al. 2010 ), a software package designed for biogeographic studies, to calculate a turnover matrix using the Simpson's Beta (b sim ) metric (also called S2) at 100  100 km grid cell sizes. Simpson's Beta metric best accounts for cases where cells contain different numbers of species (Tuomisto 2010) . The b sim value between a pair of cells i and j is given by
where a is the number of species common to both cells, b is the number found in i but not j, and c is the number found in j but not i. A low value of b sim (low turnover) means a large number of taxa are shared between the cells. The clustering was conducted using the b sim turnover matrix in Biodiverse, which uses the WPGMA (weighted pair-group method using arithmetic averages) algorithm. To guarantee a reproducible solution, CWE was chosen to be maximized in the event of a tiebreaker (Gonzalez-Orozco et al. 2013) .
Modularity SA
The degree of modularity M in a particular partition of a network is defined by
where N M is the number of modules, L is the number of links in the network, l s is the number of links between nodes in module s, and d s is the sum of the degrees of the nodes in module s. This equation follows the rationale that a good partition of a network must have many within-module links and few between-module links, while a partition in which the whole network is a module, or every node is a module has M  0. The modularity SA method uses a stochastic simulated annealing procedure to find a partition that maximizes this value of M. In the simulated annealing, a new partition is accepted according to the cost (C   M) with the probability p
where C i is the cost of the previous partition, C f is the cost of the new partition and T is the computation temperature, which starts high and iteratively decreases according to T′  cT, where c is the cooling factor. At each step, there is also an iteration factor that determines how much of the partition can be altered (Guimera and Amaral 2005) . After the simulated annealing is complete, the algorithm runs a randomization test in which it generates a random network with the same connectivity distribution as the original network and calculates the modularity.
This test can be used to determine if the modular structure of the original network is significant or not (Guimera et al. 2004 ). The modularity SA method implemented in the program Netcarto (Guimera and Amaral 2005) also calculates two metrics per node: participation coefficient (PC) and within-module degree (WMD), which are based upon the partitioning of the network. PC measures the degree to which 142 a node is connected to other modules. The PC of a node, P i , is given by
where k is is the number of links of node i to nodes in module s, and k i is the total degree of node i. The more links a node has to different modules, the higher the PC of the node will be. The WMD of a node, z i , is given by
where k i is the number of links of node i to other nodes in its module, s, k s is the average of k over all nodes in s, and σ k s is the standard deviation of k in s. In this study, the WMD has been calculated only over the location nodes, according to Carstensen et al. (2013b) . This measures the number of links a node has to its own module, compared with all other nodes in the module (Guimera et al. 2004) . The modularity SA analysis was run using the program NetCarto (Guimera and Amaral 2005) using an initial temperature T i  5.0, a cooling factor c  0.95 and an iteration factor of 1.0, as these parameters lead to a partition with the highest modularity score. For both datasets 100 randomizations were used to test the significance of the bioregionalisation using the randomization test (Guimera and Amaral 2005) .
Map equation
The map equation (ME) algorithm (Rosvall and Bergstrom 2008, Rosvall et al. 2009 ) detects clusters or groups of nodes using a random walker, which randomly travels along links in the network. The network is then partitioned in an iterative procedure which attempts to minimize the length of a code which describes the movements of the walker (Rosvall and Bergstrom 2008) . This method allows the links to be weighted, the links with higher weighting being wider and more likely to be traveled through compared with links of a smaller weight. The algorithm can also be applied hierarchically, in which it attempts to find submodules within the modules. The ME output also provides a flow measure, which measures how important a particular node is to the overall connectivity of the network (Bohlin et al. 2014) . In this study, the ME algorithm as implemented in Infomap code (Rosvall and Bergstrom 2008) 168 was run with 100 000 iterations to ensure the ergodic solution had been found (Bohlin et al. 2014) , as an undirected network using the two-level algorithm. The multilevel algorithm (i.e. to find sub-modules in the network) was also explored, but little hierarchical structure was found. In each of these 100 000 iterations the ME algorithm is applied, and at the end the iteration with the shortest code-length is output. Other settings in the algorithm were left at the default. We also calculated the PC and WMD metrics using the network partitions of ME to compare them with the modularity SA partitions as these metrics are independent of the network partition method used.
Network creation, measures and visualization
To construct the networks, the presence data was exported from Biodiverse, and an R script was used to generate the adjacency matrix of the location-species bipartite network (R Core Team), as described in Vilhena and Antonelli (2015) . The biodiversity metrics (richness, weighted endemism (WE) and corrected weighted endemism (CWE)) were calculated in Biodiverse, and the network centrality metrics (which estimates the importance of nodes in the network) betweenness, closeness, eigenvector centrality and alpha centrality were calculated using the R package igraph (Csardi and Nepusz 2006) . The networks were visualized in the software Gephi using the Force Atlas 3D network layout (Bastian et al. 2009 ). All other plotting was done in R using ggplot2 (Wickham 2009 ). Furthermore, a PCA was conducted on the location nodes, using the R package vegan (Oksanen et al. 2015) , to explore potential relationships between biodiversity and network metrics (including PC and WMD). We used the estimated biodiversity and network metrics from each network (i.e. the Acacia and eucalypts biogeographical networks) to do the PCA. We also included the calculated network metrics of a range-weighted network for both plant groups to test the importance of range in the correlation between biodiversity and network metrics. The analysis of range-weighted networks was done with map equation where the links between nodes were weighted by range (i.e. the number of location nodes a taxon occurs in; see Supplementary material Appendix 1 for more details). We also explored the hierarchical structure of the networks and the multiple network scales using an analysis of multiscale community detection (Schaub et al. 2012) . The analysis did not show any strong multiscale network structure for the two study groups (Supplementary material Appendix 1).
Data deposition
The Acacia data is available from the Dryad Digital Repository: < http://dx.doi.org/10.5061/dryad.33kn3 > and the eucalypt data is available as supporting information in Gonzalez-Orozco et al. (2014b) .
Results
Modularity randomization test and map equation partition
We found that the Acacia and eucalypt biogeographical networks were highly modular. More specifically, the observed modularity of the Acacia (M  0.55, zscore  253.3, p  0.0001) and the eucalypts (M  0.63, zscore  244.4, p  0.0001) networks were highly significant. The map equation analyses show that the best partitions (i.e. shortest description length) for Acacia and eucalypts are described by codelength  9.765 and codelength  8.487 bits, respectively.
Bioregions
The bioregions produced for each of the three methods are displayed in Fig. 1 for the Acacia and eucalypts datasets. For the Acacia dataset, all three methods produce a similar pattern; a south-west (Fig. 1C, region 1 ) and Euronotian cluster (Fig. 1C, region 2) (bioregion nomenclature following Gonzalez-Orozco et al. 2014a) , in addition to an Eremeansouth (Fig. 1C, region 3) , Eremean-north (Fig. 1C, region  4 ) and a monsoonal zone (Fig. 1C, region 5) . The network methods also identified a southern bioregion (Fig. 1C, region  6 ), which did not appear in the clustering analysis. The ME produced more bioregions than the modularity SA method (see regions 7 and 9, Fig. 1B ). These extra regions appear at the edges between bioregions (interzones), both geographically and within the network. On the PC heat-map overlayed with the bioregion borders in Fig. 2 , the additional bioregions inferred by the map equation (Fig. 2A , regions 7 and 9) are in locations of high PC. This is also evident from their locations on the network in Fig. 1B , and suggests that these may be important interzone regions. The bioregion borders in the clustering analysis (Fig. 1A) generally also lie within the regions of high PC in both the ME and modularity SA heatmaps ( Fig. 2A, B) , with the exception of the south-east being split into a core southern region (Fig. 1A, region 2b ) and a northern region (Fig. 1A , region 2a) with greater PC. Although the species composition in Fig. 1A (region 2a) is a mix of Euronotian, arid and monsoonal species (relatively high PC), the clustering analysis identified it as a different cluster rather than grouping it into either one of these three regions. A different species composition generated a different bioregion in the clustering analysis.
The results are similar for the eucalypts dataset, with each method producing a similar bioregionalisation; a southeast (Fig. 1Z, region 2 ) and south-west (Fig. 1Z , region 1) region, an arid (Fig. 1Z, region 3 ) and monsoonal zone (Fig. 1Z, region 4) , with Queensland (Fig. 1Z , region 5) also being identified as a bioregion. The two network methods produced similar results with the map equation identifying several interzones (Fig. 1Y, regions 6, 7, 8, 9 , 10). The PC heat-map (Fig. 2) confirmed this, with these interzone regions from the map equation located in high PC areas. The bioregions from the clustering analysis (Fig. 1X ) also appear to have borders that mostly overlap along regions of high PC in the network heatmaps (Fig. 2X, Y) , particularly in the north-east, and the three southwestern clusters appear to be approximately distributed in a core region (Fig. 1X , region 1) with two zones with higher PC (Fig. 1X,  regions 6, 7) .
Relationships between biodiversity and network metrics
A PCA analysis was conducted using several network centrality and biodiversity metrics for the Acacia and eucalypts networks (Fig. 3) . The first two components explained 70% and 69% of the variance for Acacia and eucalypts, respectively (see Supplementary material Appendix 1, Table 1, 5). As expected, in both datasets a one to one correlation was found between ME flow and richness, and ME flow in the range weighted network and weighted-endemism. Betweenness was identified as a potential estimator of endemism because it was highly correlated with weighted endemism (WE) (r  0.79) and richness (r  0.78), along with within-module degree (WMD) (r  0.75) (Supplementary material Appendix 1, Fig. A2, A6 ). Other network centrality metrics investigated (alpha-centrality, eigen-centrality and closeness) did not appear to have a significant correlation to any of the biodiversity metrics investigated here (Supplementary material Appendix 1, Fig. A1-A8 ). 
Discussion
Bioregionalisation of Acacia and the eucalypts
The bioregionalisation of Acacia and the eucalypts have been previously studied (Gonzalez-Orozco et al. 2013 , 2014b . Gonzalez-Orozco et al. (2013) conducted a similar clustering analysis to produce the bioregionalisation shown in Fig.  4A . They found their results to be mostly congruent with a previous bioregionalisation of Australian flora by Crisp et al. (2004) (Fig. 4C) , with the exception of their identification of a northern Eremean zone. This zone was also identified in our analysis by all three methods (Fig. 1A , B, C, region 4), which suggests that within Acacia, this floristic zone is distinct. However, the network methods showed that this zone has very high participation coefficient (PC) (Fig. 2A, B) (i.e. the region contains species with many connections or geographical overlaps with other bioregions), which is likely due to taxa from the monsoonal (Fig. 1A , B, C, region 5) and Arid zones ( Fig. 1 A, B , C, region 3) extending into this region. This suggests that for Acacia this northern Eremean zone may actually be a large scale interzone between the monsoonal tropics and the arid center. The same could also be true of the southern bioregion (Fig. 1B, C, region 6) , which is also identified as a bioregion with a high PC.
A similar clustering study of the eucalypts was conducted by Gonzalez-Orozco et al (2014b) . Their bioregionalisation (Fig. 4B) correlates well with our own clustering analysis (Fig. 1X) with the exception of a southern Eremean zone, which in our case was split into two regions (Fig.1X, regions  6 and 7) . This zone did not appear in the modularity SA analysis (Fig. 1Z) , with the south-western zone instead extending further east and past Adelaide (south Australia), while in the results of the map equation, this region could be potentially reconstructed by combining regions 6 and 7 of Fig. 1Y . These two ME zones also have high PC (Fig. 2X, Y) , potentially showing transition zones. These results suggest that the southern Eremean is a large interzone for the eucalypts, with species mixing between the arid center, south-west and south-east bioregions.
In both plant groups, the analyses clearly show that each bioregion detected by the three methods more or less correspond to a specific Australian biome (Crisp et al. 2004 ) and the transitions zones detected by the PC metric correspond to areas of changes of biomes. Transition zones between different biomes correspond to changes in climatic and soil conditions (Bui et al. 2014 , Gonzalez-Orozco et al. 2013 , 2014a . For example, the transition zone between the southern-eastern temperate and the monsoonal tropics (see Fig. 4 ) seems to be highly driven by changes in annual mean temperature and precipitation seasonality (Gonzalez-Orozco et al. 2013) . Bui et al. (2014) also showed that high pH soils in the Eremean south (more specifically at the Nullarbor Plain and Eyre Peninsula) correlate with the presence of several Acacia species (anceps clade). This area was detected as a separate bioregion (Fig. 1B6, C6 ) with high PC (Fig. 2A6, B6 ) in both network methods. This highlights that the network methods are more sensitive than the conventional clustering in defining bioregions and more importantly, identifying transition zones.
Utility of network approaches for bioregionalisation
Undeniably, clustering methods have been shown to be a successful approach (Kreft and Jetz 2010, Schmidt-Lebuhn et , Gonzalez-Orozco et al. 2013 . However, network methods seem to be very efficient at detecting bioregions and providing new insights (Carstensen et al. 2012 , 2013a , Thébault 2013 , Vilhena and Antonelli 2015 , Economo et al. 2015 . Vilhena and Antonelli (2015) recently found that the map equation (ME) method performs better than clustering methods when compared to well-accepted biogeographic breaks; Wallace's and Weber's line for the amphibian dataset, and the American biomes for the dataset of American plants.
Although delineations of Australian biomes and phytogeographical regions have been previously performed (Crisp et al. 2004 , Ebach et al. 2015 , our datasets only reflected a single plant group and so are not directly comparable. Nevertheless, it is clear that in both of the datasets tested and at the natural scale of one, modularity SA detected fewer large modules showing more concise bioregions. More importantly, one of the main advantages of the modularity SA method, implemented in Netcarto, is that it evaluates the importance of the different nodes in terms of network connectivity within and between modules through the calculation of WMD and PC. We calculated these metrics for ME as well and found that the PC metric can detect efficient boundaries or interzones between bioregions, which is an important problem that the conventional clustering method could not properly resolve (Vilhena and Antonelli 2015) . It is important to highlight that PC and WMD are calculated by Netcarto, however they are independent metrics that could be applied to any network partition method, as we did here with ME. ME could detect some of those interzones as bioregions according to the values of PC in the region. Thus, the ME method detected a larger number of small bioregions, which also include those 'interzone bioregions' at the network scale studied (i.e. natural scale of one). We think that for our two data sets the modularity SA method is more informative than map equation at the continental-scale because bioregions detected by the modularity SA method corresponds better with the Australian biomes and phytogeographical regions described by Crisp et al. (2004) . Interestingly, the estimated PC values using the ME partition overlaps pretty well with those from the modularity SA analysis. This shows that both network methods are relatively good at outlining the transition zones. Finally, the clustering method produced bioregions that expanded along regions of high PC, or produced new bioregions (clusters) within these locations. Thus, for the two datasets tested the modularity SA appears to produce the best bioregionalisation.
Our study showed that network centrality metrics are poor estimators of biodiversity metrics. However, betweenness (i.e. quantifies the number of times a node acts as a bridge along the shortest path between two other nodes) and within-module degree (WMD) seem to be a good proxy for richness and weighted endemism (WE). On one hand, this is expected since nodes with high betweenness values tend to have high degree (high number of connections or links), which means for a 'location' node to have a high number of species present or for a 'species' node to have a high number of locations (i.e. species with large ranges). On the other hand, high WMD values indicate nodes with a high number of connections within a module or bioregion. Thus, WMD is a measure of the relative number of species associated with the module that occur at a particular location. This means that WMD shows to what extent endemic taxa are present within a module and hence it is highly correlated with WE and CWE. We think these network metrics (betweenness and WMD) could be used as indirect estimators of richness and endemism in biogeographical studies. Clustering analysis is fast and convenient and has also been widely used and validated as a biogeographic tool. However, there are many choices that need to be made when using this approach, which affect the final bioregionalisation. It also currently lacks the ability to group taxa within bioregions, which is one of the most notable advantages of the network methods (Carstensen et al. 2012 , Economo et al. 2015 . Our results highlight the usefulness of the PC metric, which to our knowledge for the first time can quantitatively identify transition zones, and describe the soft edges between bioregions where their taxa mix. We think both network methods outperform clustering methods in the detection of biodiversity hotspots because they are more precise and efficient at detecting bioregions and quantifying species turnover across large geographical scales. This is obviously important to highlight areas of conservation interest and in the design of conservations areas.
The network-scale problem
Network community-detection methods, such as modularity-based methods or map equation tend to suffer from a resolution limit (i.e. a scale that determines a minimum size below which communities cannot be detected) (Fortunato and Barthélemy 2007 , Lancichinetti and Fortunato 2009 , Kawamoto and Rosvall 2015 . Specifically, the resolution limit depends on the total number of links in the system for modularity and on the number of links between modules for the map equation (Kawamoto and Rosvall 2015) . In the case of the two continental-scale data sets studied here we found that there is not a specific network scale that defines the number of communities for both network methods (Supplementary material Appendix 1). More specifically, in the case of modularity at a natural scale of one, there were fewer large modules. However, at the same scale map equation detected many small modules (Supplementary material Appendix 1). Although, we do not find a specific network scale that stands out for any of the methods, different results could be expected when using other data sets. For example, map equation could detect a more instructive scale for the bioregionalisation of other taxa. We recommend evaluating the network scale problem when applying and comparing network community-detection algorithms.
Conclusions
We conclude that network methods, particularly in conjunction with PC, improve current methods of bioregionalisation for continental-scale data and ultimately our understanding of biodiversity. Our network bioregionalisation analysis of Acacia and eucalypts have confirmed the general outcomes of previous studies (Crisp et al. 2004 , Gonzalez-Orozco et al. 2013 , 2014b , but more importantly, it has generated new insights about Australian biodiversity patterns. Future directions in the application of network methods to biogeography should include the possibility of considering evolutionary history (i.e. phylogenetic information) (Rosauer et al. 2009 ) to better reflect spatial patterns of biodiversity.
