Inferring the localness of people is to classify people who are local residents in a city from people who visit the city by analyzing online check-in points that are contributed by online users. This information is critical for the urban planning, user profiling, and localized recommendation systems. Supervised learning approaches have been developed to infer the location of people in a city by assuming the availability of high-quality training datasets with complete geotemporal information. In this article, we develop an unsupervised model to accurately identify local people in a city by using the incomplete online check-in data that are publicly available. In particular, we develop an incomplete geotemporal expectation maximization (IGT-EM) scheme, which incorporates a set of hidden variables to represent the localness of people and a set of estimation parameters to represent the likelihood of venues to attract local and nonlocal people, respectively. Our solution can accurately classify local people from nonlocal nones without requiring any training data. We also implement a parallel IGT-EM algorithm by leveraging the computing power of a graphic processing unit (GPU) that consists of 2,496 cores. In the evaluation, we compare our new approach with the existing solutions through four real-world case studies using data from the New York City, Chicago, Boston, and Washington, DC. The results show that our approach can identify the local people and significantly outperform the compared baselines in estimation accuracy and execution time.
INTRODUCTION
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Along with this trend, an important problem is to infer the localness of people, where the goal is to classify people who are local residents in a city from people who visit the city by analyzing online check-in points that are contributed by online users. Solving this problem will allow for (i) inferring different activity/mobility patterns of local and nonlocal people in a city, and (ii) identifying the venues that are more likely to attract local or nonlocal people, respectively. Such information is critical for many locationbased applications, such as ads targeted for local business [Provost et al. 2009; Ahmed et al. 2011] , urban planning [Ratti et al. 2006; Gonzalez et al. 2008] , and localized news recommendations [White et al. 2009; Bennett et al. 2012] .
A city may have a record of its local residents through census. However, online checkin data are distinct from census data in several ways. First, the census data is typically not publicly available or just includes some aggregated statistics and thus cannot be used for the location-based applications mentioned earlier. Second, the census data does not include the venues that individuals visit in their daily lives and hence is not helpful in understanding the activity/mobility patterns or identifying hot spots visited by local/nonlocal people in a city. Third, many people do not put their real names and home locations in their profiles on LBSN services, making it difficult (if not impossible) to map their LBSN accounts to the census information.
Supervised learning approaches have been developed to infer the location of people in a city by assuming the availability of high-quality training datasets with complete geotemporal information [Li et al. 2012b; Backstrom et al. 2010; Cheng et al. 2010 Cheng et al. , 2011 Li et al. 2012a] . However, such assumption does not always hold in practice for a couple of reasons. First, many people do not feel comfortable to upload their localness or home location information to the online services for privacy concerns [Ma et al. 2013] . Second, many LBSNs do not share all of their collected data with the general public [Zhang and Chow 2015] . Therefore, only a portion of the user's check-in points are available for analysis, and we refer to such data as geotemporal incomplete data. In particular, we define "incomplete geotemporal check-in point data" in this article to be the check-in traces that users share on LBSNs.
A few technical challenges exist to solve the problem of localness inference. First, the online check-in trace is incomplete and sparse: we cannot expect a person to check in at every place in the city (e.g., he or she either forgets to check in or intentionally chooses not to do so due to privacy concerns). Second, the collected data is "noisy": both local people and nonlocal visitors can check in at the same venue. There is no clear difference between the check-in points provided by different groups of people.
In this article, we develop an unsupervised learning approach to find local people in a city (Figure 1 ). In particular, we develop an incomplete geotemporal expectation maximization (IGT-EM) scheme, which incorporates a set of hidden variables to represent the localness of people and a set of estimation parameters to represent the likelihood of venues to attract local and nonlocal people, respectively. Our solution can identify the localness of people without prior knowledge on the people and the venues they visited. Additionally, we implement a parallel IGT-EM algorithm by leveraging the computing power of a graphic processing unit (GPU) that consists of 2,496 cores. In the evaluation, we compared our new approach with the existing solutions through four real-world case studies using data from New York City, Chicago, Boston, and Washington DC. The results showed that our approach can identify the local people and significantly outperform the compared baselines in estimation accuracy and execution time.
We summarize the main contributions of this article as follows:
-In this article, we address the problem of inferring the localness of people using an unsupervised approach based on incomplete geotemporal data. -We develop a new approach to identify the local people without the prior knowledge on the people and the venues they visited (Section 4). -We implement a parallel IGT-EM scheme that can run on GPU processors and demonstrate that the parallel algorithm runs a few orders of magnitude faster than its sequential counterpart (Section 5). -We evaluate the estimation accuracy and execution time of the IGT-EM scheme through four real-world case studies using data from Foursquare. The IGT-EM scheme is shown to significantly outperform the compared baselines in identifying the localness of people (Section 6).
A preliminary version of this work was published in Huang and Wang [2016a] . This article significantly expands our previous work and makes new contributions from the following aspects. First, we developed a scalable framework of IGT-EM to implement our proposed scheme on a parallel platform (i.e., GPU), which can efficiently handle big data and is more suitable for large-scale online social network applications (Section 5). Second, we performed a set of experiments on a new dataset collected from the largest city in the United States (New York) and further evaluated the robustness and efficiency of our scheme in more real-world scenarios (Section 6). Third, we studied the performance of the IGT-EM scheme with respect to a set of key parameters in our model: the threshold for time length of check-in trace, the number of check-in points, and the density of the dataset. The new results verified the robustness of our model over different dimensions of the problem (Section 6). Finally, we also investigated the convergence of the IGT-EM scheme and presented the results of the convergence analysis of IGT-EM over different datasets (Section 6).
RELATED WORK
With the proliferation of the online social media and networks, some seminal work explores social network for user profiling [Lampe et al. 2007; Pfeil et al. 2009; Golbeck 2009 ]. For example, Lampe et al. explored the relationship between profile structure and the number of friends to decide which profile elements are most likely to predict the friendship links on Facebook [Lampe et al. 2007] . Pfei et al. investigated the age differences and similarities in the use of the MySapce to explore potential differences in social capital among older people and teenagers [Pfeil et al. 2009 ]. Golbeck investigated features of profile similarity and their relationship to the user's trust by isolating profile features beyond the overall similarity and examined their solution on FilmTrust [Golbeck 2009 ]. However, none of the preceding works studied the problem of inferring the localness of people in a city. In contrast, this article focuses on the problem of identifying local people by using the incomplete geotemporal online social media data from a city.
Prior works exist on the topic of mining the location of people in a city from their online check-in data [Li et al. 2012b; Backstrom et al. 2010; Cheng et al. 2010 Cheng et al. , 2011 Li et al. 2012a; Jurgens 2013] . For example, Cheng et al. developed a statistical model to estimate the location of Twitter users by analyzing the key phrases used in tweets [Cheng et al. 2010 [Cheng et al. , 2011 . They used a set of location-related phrases to train their model and associate those phrases with locations. Backstrom et al. estimated the location of a user by exploring the relationship between geography and friendship on online social networks [Backstrom et al. 2010 ]. Jurgens et al. developed a framework to infer locations of users by studying their spatial correlations and using a small number of ground truth locations as the initiation of its algorithm [Jurgens 2013 ]. Li et al. developed a novel analytical model to predict user's home location from leveraging the information from both social network and user-generated data [Li et al. 2012b] . They further extended their model to handle cases where users have multiple home locations [Li et al. 2012a ]. However, the preceding solutions all need sufficient training data to build up their models and generate accurate estimation results and hence are all supervised learning approaches. On the contrary, this article takes an unsupervised learning approach to infer the localness of people without prior knowledge on the people and the venues they visited.
A category of location-based recommendation systems also bear a resemblance to our work [Yin et al. 2013; Chen et al. 2015; Park et al. 2007; Ramaswamy et al. 2009; Kodama et al. 2009 ]. For example, Yin et al. built a recommendation system that offers a particular user a set of venues or events by considering the user's personal interest and local preference [Yin et al. 2013] . Furthermore, Chen et al. developed a pointof-interest (POI) recommendation system to find the top-K location category-based POI recommendation by considering the information coverage in the recommendation process [Chen et al. 2015] . Park et al. developed a recommendation system for venues by exploring the visitor's profile information (e.g., location, age, or cuisine preferences) [Park et al. 2007 ]. Ramaswamy et al. proposed a location recommendation system that leverages a user's social affinity [Ramaswamy et al. 2009 ]. Kodama et al. designed an approach to recommend items to a user by taking into account his current location and preferences [Kodama et al. 2009 ]. In contrast, we focus on solving the problem of inferring the localness of people using LBSN data, which could be used in many recommendation systems, such as the ones discussed earlier.
MODEL
In this section, we describe the model we used to infer the localness of people in a city using incomplete geotemporal data. Let us consider an LBSN application where a set of users U 1 , U 2 , . . . , U Y generate check-in points in a set of venues V 1 , V 2 , . . . , V X in a city. Let V i represent the i th venue and U j represent the j th user. We introduce a hidden variable Z for each user to indicate the localness of that user. For example, Z j = 1 when the user U j is local and Z j = 0 if he or she is not. We also define a check-in matrix V U : V U i, j = 1 indicates that the user U j checks in at venue V i and V U i, j = 0 otherwise.
We define the time length of a user's check-in trace as the time difference between the earliest and latest check-in points contributed by the user in the dataset. It varies from one person to another. We further define a time vector T , and the element t j is the time length of the check-in trace from user U j . In this article, we explicitly consider both venue and time information and formulate an optimization problem to estimate the localness of people.
We then define a i as the local attractiveness of a venue V i . Formally a i is given by
We define a k i as the local attractiveness of V i to attract local people whose time length of check-in trace lasts for k days. Formally, a k i is given by a
Therefore,
where 
Following the Bayes theorem, we can obtain the relation between b 
where l represents the probability that a randomly chosen user is local. Therefore, we can formulate the problem of identifying local people using incomplete geotemporal data studied as a constraint maximum likelihood estimation (MLE) problem: given only the check-in matrix V U and time vector T , our goal is to compute the following:
SOLUTION
In this section, we solve the problem of local people identification formulated in Section 3 by developing an IGT-EM algorithm.
Background
Expectation maximization (EM) is a commonly used optimization technique for the MLE problem where the model contains hidden variables that cannot be directly observed from the data. Specifically, it contains two steps:
M-step:
We solve the localness inference problem by developing an IGT-EM scheme. Specifically, the observed data X in our problem is the check-in matrix V U and the time period vector T . The estimation parameter vector is defined as θ = (b 
where V U i, j = 1 when user U j visits venue V i and 0 otherwise. The β k i are defined as follows:
(10)
Incomplete Geotemporal Expectation Maximization
We can derive the E-step as follows:
Note that in the Q function, the estimation parameters are represented by β k i, j , which is defined in Equation (10) To drive the M-step, we set partial derivatives of Q(θ |θ (n) ) given by Equation (11) with respect to θ to 0 to get the optimal θ * . Specifically, we get the solutions of
= 0, and
The optimal estimation of the parameters for the next iteration (i.e., (b
, and (l) (n+1) ) are as follows:
where SW k i is the group of users who check in at venue U i and the time length of their check-in points is k days in a city. U is the set of all users. The E-and M-steps of the IGT-EM scheme are shown in Figure 2 .
PARALLEL IGT-EM
To further improve computing performance, we design a parallel implementation of the IGT-EM scheme on a GPU that uses the Compute Unified Device Architecture (CUDA) programming model [NVIDIA 2008] . The GPU has emerged as a new computing platform for many compute-intensive applications. CUDA is a parallel programming model invented by NVIDIA. In CUDA, a kernel is defined as a grid of thread blocks, and a thread of execution is the smallest unit in the parallelization. In the parallelization process, each node (called a thread node) will take care of a part of the whole computation task, and users need to specify a set of kernels to parallelize the computation task.
In this work, we implement a parallel version of the IGT-EM scheme on a GPU platform to improve its computation efficiency for large-scale datasets. Although there exist prior studies on parallel implementation of the EM algorithm, several challenges exist to implement parallel IGT-EM: (i) the memory of graphics cards is limited, so we need to design efficient strategies to handle the large-scale datasets from the LBSN on the GPU, and (ii) we need to design a mechanism to distribute the computation task of various estimation parameters and hidden variables of IGT-EM to different threads in an efficient way. To address these challenges, we designed the parallel IGT-EM based on the MLE model developed in this article and optimized our implementation using the following techniques: (i) we set the variables used in each thread as local variables instead of global variables given the fact that it costs more time to access global memory than local memory, and (ii) we replaced the original conditional branch in the implementation of IGT-EM algorithm with direct index in the corresponding arrays, which helps optimize the control flow and reduce the waiting time of threads. The preceding optimization leads to significant execution time improvement achieved by IGT-EM, as shown in the next section. We summarize the parallel IGT-EM scheme in Algorithm 1. CUDA Kernel of E-Step: 6:
for Each j ∈ U do 7:
computation of j → one thread 8:
compute Pr(z j = 1|X j , θ (n) ) 9: end for 10:
CUDA Kernel of M-Step: 11:
for Each i ∈ V do 12:
computation of i → one thread 13:
end for 15: until θ (n) and θ (n−1) converge
EVALUATION
In this section, we conduct experiments to study the performance of IGT-EM compared to a set of state-of-the-art baselines through four real-world case studies using data collected from Foursquare. We show that the IGT-EM scheme can classify local people from nonlocal people more accurately and efficiently than the compared baselines.
Experimental Setups

Dataset Statistics.
In this work, we study the performance of our proposed scheme using data traces collected from Foursquare, a widely used LBSN. In the evaluation, we selected four data traces from cities in the United States with user home location information available:
1 New York, Chicago, Washington, DC, and Boston. Figure 3 shows the venue maps of the four cities.
2 Figures 4 and 5 further show the distributions of check-in points per venue (density) and per users (frequency) in the four datasets, respectively. In these figures, we can observe that the check-in points of the datasets are "incomplete" in the sense that check-in points at many venues are sparse and that many users check in at venues with a low frequency. The statistics of the four data traces are summarized in Table I . We designed a few data preprocessing steps to generate the inputs to the IGT-EM scheme:
-Generating check-in matrix: We generate the V U matrix by examining which user checks in at which venue. For example, if user U j makes a check-in point at venue V i , we set the element V i U j in V U to 1 and 0 otherwise. -Generating time vector: For simplicity, we divide all users into two sets based on the time length of their check-in trace. For example, if the time length of a user's checkin points (i.e., the time difference between the earliest and latest check-in points) is larger than a predefined threshold (we used 10 days in our experiment), we set the corresponding element t j in vector T as 1. Otherwise, we set the t j as 0.
The preceding preprocessing steps generated all of the inputs (i.e., V U matrix and T vector) that are needed for the IGT-EM scheme.
Evaluation of Our Scheme
6.2.1. Baselines. We compared the IGT-EM scheme to the following state-of-the-art techniques:
-Regular-EM: This uses a basic EM approach (that does not consider the time length of check-in trace) to solve the problem of inferring the localness of people [Wang et al. 2012] . Particularly, the input to the regular-EM algorithm is only venue-user matrix V U and does not consider time vector T in the estimation model. -MLP: This is a supervised learning scheme that leverages the location information of a user's online friends to infer the locations of the target user [Li et al. 2012a ].
In particular, it estimates a user's location by taking average of home coordinates of people who have an online social connection with the user. -FM: This is another supervised learning approach that solves the problem by leveraging the home locations of the people who have a similar venue visit pattern as the target users [Backstrom et al. 2010 ]. -FL: This argues the MLP approach by explicitly considering the social tie strength between users [McGee et al. 2013 ]. -HLI: This develops a machine learning approach that estimates a user's location by assuming that users who have check-in points during the evening in a city are more likely to be local users [Hu et al. 2015 ]. -LP: This presents an algorithm that leverages the geographic distribution of an individual's ego network (i.e., social network in one-hop) to infer his or her locations [Jurgens 2013 ]. In particular, it estimates the location of a user by taking the average of home coordinates of his or her online social friends in the ego network. -Voting: This decides the localness of a user by assuming that local people visit more venues than nonlocal people.
Results.
In the evaluation, we use the home location of users as the ground truth information to decide whether a user is local or not. For example, if the user's home location is X miles away from the center of the city, the user is considered to be local. We also changed the value of X in our experiments to study the performance of our scheme and other baselines. One should note that we only used the ground truth information for the evaluation purpose and did not use it as the input to our IGT-EM scheme. Figure 6 shows the results of IGT-EM and other baselines in the New York City dataset. IGT-EM is observed to clearly outperform the compared baselines: it classifies local people from nonlocal people with smallest false positives and false negatives. It also has a more accurate estimation on how attractive a venue is for local people compared to other schemes. For example, IGT-EM outperforms the best baseline by 12% and 8% on accuracy and F1-measure, respectively. We also observe that the performance gain of IGT-EM is consistent when we change the values of X. Figure 7 shows the results of the Chicago data trace. Similar results are observed: IGT-EM continues to outperform all baselines in both inferring the localness of people and the estimation error on the local attractiveness of venues. The results of the Washington, DC, and Boston data traces are shown in Figures 8 and 9 , respectively. In these two figures, similar evaluation results can be observed: IGT-EM is the best-performed scheme over all evaluation metrics. The preceding results show that IGT-EM can effectively identify the localness of people in a city and achieves significant performance gains compared to state-of-the-art techniques.
To investigate the effect of check-in time length (the time difference between the earliest and latest check-in points of a user) threshold that we used to generate the time vector T , we studied the performance of our proposed IGT-EM scheme by varying the threshold of check-in time length (i.e., 6 days, 8 days, 10 days, 12 days, 14 days, and 16 days). In particular, IGT-EM-t represents the corresponding IGT-EM scheme with t days as the check-in time length threshold value. The evaluation results on all data traces are presented in Figure 10 . We observe that the performance of the IGT-EM scheme is robust to the values of t in the evaluated range. The reason is that the ratio of nonlocal to local users in the evaluated threshold range (i.e., 6 to 16 days) is relatively stable (i.e., 2 to 1.8), which leads to the insensitiveness of the IGT-EM scheme to the check-in length threshold.
We further investigate the scalability of the IGT-EM scheme in several different dimensions. We first compared the performance of IGT-EM scheme on four cities to different numbers of check-in points (i.e., New York City, Chicago, Washington, DC, and Boston). The results are reported in Figure 11 . We can observe that the performance of IGT-EM improves as the number of check-in points increases. The reason is intuitive: more check-in points provide more evidence for IGT-EM to accurately infer the localness of the users. Furthermore, we also investigate the effect of check-in point density (number of check-in points per venue) and frequency (number of check-in points per user) on the performance of the IGT-EM scheme. The results are reported in Figures 12  and 13 , respectively. In particular, we choose the city with the largest number of checkin points (New York City) and the city with the smallest number of check-in points (Boston) in our datasets as two typical examples in the reported results. We observe that the performance of IGT-EM in general improves as the number of check-in points per venue and per user increases, respectively.
We also investigated the convergence of the IGT-EM scheme on the four data traces; the results are presented in Figure 14 . The figure shows the negative likelihood function with respect to the number of iterations of the IGT-EM scheme. We observe that the IGT-EM scheme converges quickly on all data traces. Finally, we evaluate the efficiency of the parallel IGT-EM implementation discussed in Section 5. We implement the parallel IGT-EM on a computer with an NVIDIA GeForce GPU (2,496 cores and 1.25GHZ for each core, 4GB memory). We compare the parallel IGT-EM with all baselines discussed earlier. We run the sequential IGI-EM (i.e., the IGT-EM scheme without parallel implementation) and other baselines on a regular lab computer (4 cores and 2GHZ for each core, 8GB memory). Table II presents the execution time required by all algorithms on four data traces. We observe that the parallel IGT-EM runs several orders of magnitude faster than the sequential IGT-EM and other baselines. The performance gain is more significant on the New York trace since it has more users, venues and check-in points. The efficiency of the parallel IGT-EM is achieved by leveraging the computation powers from thousands of cores in the GPU. Figure 15 shows the execution time of the parallel IGT-EM with respect to varying numbers of threads (cores). Observe that the execution time drops quickly as the number of cores increases (i.e., more computational tasks in the parallel IGT-EM run in parallel). We also examined the estimation performance of the parallel IGT-EM: the results are exactly the same as the ones shown in Figures 6 through 9. The reason is straightforward: the parallel IGT-EM is just a parallel implementation of the same IGT-EM algorithm we discussed in Section 4. We simply distribute the computation task of estimation parameters and hidden variables to different threads on different GPU cores, which should not affect the estimation performance (as verified by our experiments).
DISCUSSION AND FUTURE WORK
In this article, we developed an unsupervised learning framework to infer the localness of people in a city using incomplete geotemporal data. Some directions exist for future work.
We investigated the binary case on the localness of people: a person is either local or nonlocal. We also demonstrated that our scheme is insensitive to the distance threshold used to decide whether a person is local or not. However, it might also be interesting to know the exact distance between the user's home location and the center of the city. Our current MLE framework can be extended to solve such a problem [Wang et al. 2014a ]. In our next step, we plan to extend the binary hidden variable that represents the localness of a person to a continuous variable that could represent the exact distance between the person's home location and the center of the city. The key challenge would be how to develop the likelihood function of the MLE problem that could generate a close-loop solution.
The four datasets used in the experiments were collected from large cities in the United States (New York, Chicago, Washington, DC, and Boston). It would be interesting to study the performance of our method in small cities. We expect that the performance of IGT-EM will be affected by the following factors in small cities: (i) there are fewer numbers of users and venues in small cities, so the IGT-EM algorithm is expected to converge faster, and (ii) small cities may have a different distribution of check-in points per venue and per user from large cities, which will affect the estimation accuracy of the IGT-EM scheme as well. Unfortunately, we do not have sufficient data from small cities in our current datasets to rigorously evaluate the performance of our model. Therefore, we leave this as an important direction to investigate further in a future study.
Our work also bears a resemblance to the works that estimate the locations of people by exploring the textual information from social media. For example, Cheng et al. developed a statistical model to estimate the location of Twitter users by analyzing the key phrases used in tweets [Cheng et al. 2010 . We can integrate the textual information into our IGT-EM scheme and further improve its estimation performance by exploring the content of a user's texts. For example, a user might use words or languages that are specific to a city (e.g., local dialect) in the comments that he or she submits together with the check-in points at the visited venues. In such context, our model could be extended to incorporate the textual features as additional latent variables to characterize the localness of users. We expect that this extension will further improve the estimation accuracy of our scheme.
The inputs to the IGT-EM scheme (i.e., V U matrix and T vector) can be readily obtained from location-based online social network services. This minimal requirement on prior/external knowledge makes the proposed method robust and generally applicable to different application scenarios Huang and Wang 2016b; . However, we might still be able to improve the performance of IGT-EM if additional information about users and venues is known to the application. For example, knowing some of a venue's local attractiveness a priori (e.g., the Statue of Liberty is more likely to attract tourists than local people), we can initialize the IGT-EM scheme with a better start point (compared to a random start point). This will greatly expedite the convergence process of the EM algorithm and improve the response time of IGT-EM in large cities. The key challenge is how to incorporate the additional information into the proposed model without sacrificing the rigidity of the analytical framework. The authors are actively working on the preceding extensions.
In summary, this work solves the problem of identifying the local people in a city by using incomplete online check-in points from location-based online social network services. We developed an IGT-EM scheme that classifies local people from nonlocal ones under a rigorous analytical framework. We also developed a parallel implementation of IGT-EM based on a GPU with 2,496 cores to improve computing performance. We studied the performance of our new approach through four real-world case studies using data from Foursquare. We demonstrated that our approach can accurately identify the local people in a city and can significantly outperform other state-of-the-art baselines. The results of our work are important because they can directly contribute to many crowdsourcing-based smart city applications where training data is difficult or expensive to obtain.
