Abstract-The article provides an overview of different approaches to the methods of conflict analysis that are inspired by the model of Zdzisław Pawlak. In the first part of the paper, Pawlak's original model is described. In the second part, the model proposed by Skowron and Deja is discussed. In the third part, the model proposed by the authors is presented.
I. INTRODUCTION
I N THE paper issues related to the problem of conflict analysis are considered. In 1984 Zdzisław Pawlak proposed a simple and intuitive model of conflict analysis. This model allows the relations between the units involved in the conflict to be defined and enables the conflict situation to be visualized and coalitions to be identified. In the model, the concept of agents was introduced and it is a multi-agent system, although it has nothing in common with the definition of the multi-agent systems that are known from the literature [9] , [13] , [37] . The first articles about this model were written by Pawlak and Skowron [18] , [19] , [20] , [21] , [22] , [23] , [24] , [25] , [38] . However, the intensive development of solutions to these problems occurred after Pawlak's death and was, in some sense, the realization of his intentions. The extensions of the model that were proposed allow for the analysis of conflicts in different situations as well as for numerous applications in real life situations. Some of these approaches stem from attempts to find solutions to real situations and the effects of different solutions to conflict. In this study, both the original conflict model of Pawlak as well as a review of the directions of its development are presented.
II. PAWLAK'S CONFLICT MODEL
Conflicts are inscribed in human nature and they have been with us since the dawn of history. Conflict analysis plays an important role in government, politics, business, lawsuits, disputes, negotiations, military operations, labor-management and others. In 1984, in the paper [18] , a model to describe the complicated structure of conflict in a simple way was proposed by Zdzisław Pawlak. This issue was further developed by Pawlak in the papers [19] , [20] , [21] , [22] , [23] , [24] . During the period in which Pawlak was interested in the issue of conflict, some other models of conflict situations were discussed in [1] , [8] , [10] , [12] , [15] , [36] . Pawlak predicted that rough and fuzzy sets are the perfect candidates for modeling conflict situations in the presence of uncertainty, but at that time, not very much had been done in this area.
In the proposed model, the parties involved in the conflict are called agents. Depending on the type of conflict situation, that is considered, agents can be individuals, groups of individuals, institutions, companies, countries, etc. Each agent expresses his opinion about some discussed issue by assigning one of three values: −1 means, that an agent is against, 0 neutral toward the issue 1 means favorable. Knowledge about conflict situation is written in the form of table, in which rows are labeled by agents, and columns are labeled by discussed issues. The entries of the table are the values that were uniquely assigned to each agent and an issue. Each entry represents opinion of agent about issue. This type of table is an example of an information system S = (U, A), that definition can be found in the literature [16] , [17] . In the case of the Pawlak's conflict model elements of the universe U are agents, A is a set of issues, and the set of values of a ∈ A is equal V a = {−1, 0, 1}. The value a(x), where x ∈ U, a ∈ A is opinion of agent x about issue a. For each a ∈ A function φ a : U × U → {−1, 0, 1} is defined:
Then over U × U three relations are defined: R Directly from the definition indicates that the alliance relation is
a is an equivalence relation. Each equivalence class of alliance relation R + a is called coalition on a. In order to evaluate views between agents x and y with respect to the set of issues B ⊆ A a function of distance between agents ρ *
In the definition of the function of distance between agents it is assumed that distance between agents that are in conflict is greater than distance between agents which are neutral. The function of distance between agents for the set of all issues B = A is written in short as ρ. Now we can in a more general way than before, without reference to specific issues, define the relations between agents. A pair x, y ∈ U is said to be:
Set X ⊆ U is a coalition if for every x, y ∈ X, R + (x, y) and x = y. Coalitions defined in this way does not have to be pairwise disjoint, which was shown in Example 2.1.
Each agent has the strength, that is expressed in the form of non-negative real number µ : U → [0, ∞). The strength µ(x) of agent x can represent economic or military power of a given agent. Each agent distributes his forces against his enemies according to a chosen strategy and knowledge of the situation. A strategy is defined as a function λ : U × U → [0, ∞) that assigns a non-negative real number to each pair of agents x, y. This number expresses how much strength the agent x directed against the agent y. It is reasonable to assume that for every x, y:
where E x is the set of all enemies of x, i.e., E x = {y ∈ U : ρ(x, y) > 0.5}. The first condition indicates that the strength directed by x against agents who are allied with x or neutral to x is zero. The second condition ensures that the sum of all the forces led by the x against their enemies may not exceed the strength of agent x. Of course, the choice of strategy is essential in the case, which agents will win in a conflict situation, and which will lose. Pawlak has defined a particularly important strategy, in which each agent has enough strength to destroy all of his enemies. A strategy of intimidation is a strategy λ that fulfills the conditions:
The strategy of intimidation is unfavorable for all of the agents involved in the conflict, since its realization will cause that all agents will destroy each other. The relationship of each agent to a specific issue is presented in Table I . As can be seen Egypt, Palestinian and Syria are allied on issue a, Jordan and Saudi Arabia are neutral to this issue whereas, Israel and Egypt, Israel and Palestinian, and Israel and Syria are in conflict about this issue. This can be easily illustrated by a graph. Figure 1 shows a graphical representation of the conflict situation. Agents are represented by circles in the figure. When a pair of agents is in conflict about the issue a, the circles representing the agents are linked. When agents are allied no this issue, the circles representing the agents are connected by dotted line.
The value of the function of the distance between agents is calculated for each pair of agents. These values are given in Table II . Now a graphical representation of a conflict situation, that takes into account all issues being considered by agents, is presented in Figure 2 . As before when a pair of agents is in conflict, the circles representing the agents are linked. When agents are allied, the circles representing the agents are connected by dotted line. Neutral agents are not present in this conflict situation. In order to find coalitions, all cliques should be identified in the graph. So the subset of vertices such that every two vertices are connected by dotted line is determined. There are two coalitions in the Middle East conflict {1, 6} and {2, 3, 4, 5}. The model of conflict analysis that was proposed by Pawlak allows to make advanced analysis of relations between agents and provides guidance that help to decide about strategy. Presented mathematical model is a simple way to illustrate the basic properties of conflicts.
The concepts described above were pursued by many authors [2] , [3] , [4] , [5] , [6] , [7] , [11] , [14] , [32] , [33] , [34] , [35] , [38] , [39] , [44] , [45] , [46] , [47] , [48] , [49] , [50] , [51] . Some of these proposals are briefly described below.
III. CONFLICT MODEL PROPOSED BY SKOWRON AND DEJA
Around 1996, Skowron and Deja proposed conflict model [2] , which is an enhancement of the Pawlak model. This concept is described in the papers [3] , [4] , [5] , [6] , [38] , [7] . Motivation to propose a new model was that, as the authors noted, in the Pawlak model a set of the attribute's values may be too limited in many real situations. Moreover, the assumption that the issues the agents vote represent the issues each agent takes care of causing that the model can be applied in very few real situations. In addition, the reason for the conflict cannot be determined because views on the issues to vote are consequences of the decision taken, based on the local issues, the current state and some background knowledge that are the real cause of the conflict. The main aim of a new model is to define and analyse causes of conflict. It was assumed that the conflict between agents is the consequence of the limited resources which are available to agents in a situation. If the number of resources is insufficient to attain agents' goals it often comes into the conflicts. In the proposed model, the fact was taken into consideration that any agent is describing the situation in its own way. The manner of understanding the same world by each agent can be completely different. A reflection of this assumption in the mathematical model is that for each agent a separate information system is assigned. It was assumed that the sets of attributes of different agents are pairwise disjoint.
Let Ag be a set of agents involved in conflict. Knowledge about the views of agent ag ∈ Ag on conflict situation is represented in an information system S ag = (U ag , A ag ), where U ag -is a set of local states and A ag -is a set of attributes. It was assumed that the sets of attributes of different agents are pairwise disjoint
For each information system a target function e ag : U ag → [0, 1], that determines a subjective evaluation score to each state, is defined. The target function is used to determine the subset of local states, which are accepted by the agent with a fixed threshold value. A set of target states is T ag = {s ∈ U ag : e ag (s) > µ ag }, where µ ag is a level of acceptance, chosen subjectively by the agent ag. The set of target states in this model are presented in the form of Boolean formula.
Conflict is described by a situation and constraints. A situation S is any element of the Cartesian product S Ag = ag∈Ag U * ag , where U * ag is a set of all possible local states of the agent ag. Constraints come from the bound on the number of resources and describe some dependencies among local states of agents. Constraints restrict the set of possible situations to admissible situations and are described by Boolean formulas.
The situations are evaluated. The score assigned to each situation can reflect the agents preferences (subjective states evaluation) or the expert judgement -who takes into account the global good. In the second evaluation method, a quality function q : S Ag → [0, 1] is defined. The set of situations satisfying a given level of quality t is defined by Score Ag (t) = {S ∈ S Ag : q(S) ≥ t}.
Boolean formula that describes the set Score Ag (t) is determined. Assessment of the situation expressed by preferences of the agents is defined by the global preference function p : S Ag → R, p(S) = F e ag1 (s 1 ), . . . , e agn (s n ) , where S = (s 1 , . . . , s n ) and n = card{Ag}. Aggregation function F may be chosen in many different ways. Boolean formula that describes the set of all preferred situations is also determined.
The multi-agent system, with local states for each agent defined and the global situations satisfying constraints, will be called the system with constraints and is denoted by M Ag . In such systems, conflict can be defined on several levels. Three types of conflicts are distinguished
• local conflict -that arises from the low level of subjective evaluation of the current state, • global conflict (based on an expert evaluation) -indicates the existence of a situation which is not preferable for the global good, • global conflict (based on agents preferences) -indicates that the current situation is not preferred by most of the agents. The concepts of conflict, that are defined above, are the basis for investigation of the most fundamental problem -the possibility to achieve the consensus. In this model, the solution of conflict is searched on various levels: local and global, subjective and objective. In all cases, this is accomplished by determining the conjunction of Boolean formulas that describe appropriate conditions. IV. CONFLICT MODEL PROPOSED BY WAKULICZ-DEJA AND PRZYBYŁA-KASPEREK Around 2009, Wakulicz-Deja and Przybyła-Kasperek proposed conflict model, which is also an extension of the Pawlak model. This concept is described in the papers [26] , [27] , [28] , [29] , [30] , [31] , [40] , [41] , [42] , [43] . Motivation to propose a new model was that, the authors wanted to use conflict model for making decisions based on dispersed knowledge that is stored in many local decision tables. These tables are given in advance and collected by different units for example in different medical centers. It is not assumed that the sets of conditional attributes or the universe of different local decision tables are disjoint or equal. In the situation that is described above the Pawlak model can not be directly applied, because we are dealing with a set of decision tables -not just one information system. The Skowron -Deja model can not be applied, because in order to resolve conflicts the Boolean reasoning is used there and the algorithm has exponential pessimistic execution time. The identification of constraints in the considered dispersed situation is not possible. In addition, the assumption that the sets of conditional attributes of all decision tables must be disjoint is not fulfilled.
The main assumptions that were adopted in the proposed model are that knowledge is stored in several decision tables. There are a set of resource agents, one agent has access to one decision table. The resource agents, that are similar, in some specified sense, are combined into a group. In the process of groups creating elements of conflict analysis and negotiation are used. System has a hierarchical structure. For each group of agents a superordinate agent is defined -a synthesis agent. The synthesis agent has access to knowledge that is the result of the process of inference that is carried out by the resource agents that belong to its subordinate group. Based on local decisions taken by synthesis agents, global decisions are generated using certain fusion methods and methods of conflict analysis.
Different approaches to creating a system's structure were proposed: from a very simple solution to a more complex method of creating groups of agents. Below, a brief overview of the proposed approaches was presented.
The first approach was proposed in the papers [40] , [41] , [42] . In these articles definitions of resource agents and synthesis agents are given, and the hierarchical structure of the system was established. We call ag in Ag a resource agent if it has access to the resources that are represented by a decision table D ag := (U ag , A ag , d ag ), where U ag is "the universe"; A ag is a set of conditional attributes, and V a ag is a set of attribute a values that contain the special signs * and ?. The equation a(x) = * for some x ∈ U ag means that for an object x, the value of attribute a has no influence on the value of the decision attribute, while the equation a(x) =? means that the value of attribute a for object x is unknown; d ag is referred to as a decision attribute and V d ag is called the value set of d ag . The only condition that must be satisfied by decision tables of agents is the occurrence of the same decision attributes in all of the decision tables of the agents. In this first approach it was assumed that resource agents taking decisions on the basis of common conditional attributes form a group of agents called a cluster. For each cluster that contains at least two resource agents, a superordinate agent is defined, which is called a synthesis agent as. By a dispersed system we mean W SD Ag = Ag, {D ag : ag ∈ Ag}, As, δ , where Ag is a finite set of resource agents; {D ag : ag ∈ Ag} is a set of decision tables of resource agents; As is a finite set of synthesis agents, δ : As → 2
Ag is a injective function which each synthesis agent assign a cluster. A significant problem that must be solved when making decisions based on dispersed knowledge has identified -inconsistencies of knowledge may occur within the clusters. This problem stems from the fact that there are no assumptions about the relation between the sets of the conditional attributes of different resource agents in the system. We understand an inconsistency of knowledge to be a situation in which conflicting decisions are made on the basis of two different decision tables that have common conditional attributes and for the same values for the common attributes using logical implications. The process of generating the common knowledge (an aggregated decision table) for each cluster was proposed that was named as the process for the elimina- 194 PROCEEDINGS OF THE FEDCSIS. GDAŃSK, 2016 tion of inconsistencies in the knowledge. This method consists in constructing new objects that are based on the relevant objects from the decision tables of the resource agents that belong to one cluster. The aggregated objects are created by combining only those relevant objects for which the values of the decision attribute and common conditional attributes are equal. Based on the aggregated decision tables the values of decisions with the highest support of synthesis agents are selected. Global decisions are taken using the DBSCAN algorithm. The second approach was proposed in the papers [26] , [27] , [43] . The same methods as in the first approach are used, however, additionally the decision tables of the resource agents are subjected to a certain transformation. In the paper [43] , the method of editing and condensing were used on the decision tables of the resource agents. In the paper [26] , based on the decision tables of the resource agents decision rules, using rough set theory, are generated. Then, in a single cluster, these rules are aggregated. In the article [27] , from each decision tables of the resource agents unnecessary attributes are removed.
The third approach was proposed in the papers [28] , [30] . The main modification, compared to the first approach, was conducted within the process of creating a system's structure. In the previous approaches a dispersed system has a static structure (created once, for all test objects), and this time a dynamic structure is used (created separately for each test object). The aim of this approach is to identify homogeneous groups of resource agents. The agents who agree on the classification into the decision classes for a test object will be combined in a group. The modified definitions of relations of friendship and conflict as well as the method for determining the intensity of the conflict, which were introduced by Pawlak, are used. Relations between agents are defined by their views for the classification of the test object to the decision classes. In the first step of the process of clusters creating for each resource agent ag i a vector of probabilities that reflects the classification of the test object is generated. Then, based on this vector, the vector of ranks [r i,1 (x), . . . , r i,c (x)], where c = card{V d } is generated. We define the function φ x vj for the test object x and each value of the decision attribute
where ag i , ag k ∈ Ag. We also define the intensity of conflict between agents using a function of the distance between agents. We define the distance between agents ρ x for the test object x:
where ag i , ag k ∈ Ag. We say that agents ag i , ag k ∈ Ag are in a friendship relation due to the object x, which is written R + (ag i , ag k ), if and only if ρ x (ag i , ag k ) < 0.5. Agents ag i , ag k ∈ Ag are in a conflict relation due to the object x, which is written R − (ag i , ag k ), if and only if ρ x (ag i , ag k ) ≥ 0.5. Then, the groups of agents who are in agreement about the classification to the decision classes of the test object are defined. Two different approaches to combining agents in the friendship relations into one cluster were considered.
In the paper [30] the approach is proposed in which disjoint clusters of resource agents remaining in the friendship relations are created. The process of clusters creating in this approach is very similar to the hierarchical agglomerate clustering method and proceeds as follows. Initially, each resource agent is treated as a separate cluster. These two steps are performed until the stop condition, which is given in the first step, is met. 1) One pair of different clusters is selected (in the very first step a pair of different resource agents) for which the distance reaches a minimum value. If the selected value of the distance is less than 0.5, then agents from the selected pair of clusters are combined into one new cluster. Otherwise, the clustering process is terminated. 2) After defining a new cluster, the value of the distance between the clusters are recalculated. The following method for recalculating the value of the distance is used. Let ρ
, let D i be a cluster formed from the merger of two clusters D i = D i,1 ∪D i,2 and let it be given a cluster
In the paper [28] the approach is proposed in which not disjoint clusters are created. The cluster due to the classification of object x is the maximum, due to the inclusion relation, subset of resource agents X ⊆ Ag such that ∀ agi,ag k ∈X R + (ag i , ag k ). Thus, the cluster is the maximum, due to inclusion relation, set of resource agents that remain in the friendship relation due to the object x.
In both approaches, the same definition of dispersed system is used. By a dispersed decision-making system with dynamically generated clusters, we mean W SD dyn Ag = Ag, {D ag : ag ∈ Ag}, {As x : x is a classified object}, {δ x : x is a classified object} where Ag is a finite set of resource agents; {D ag : ag ∈ Ag} is a set of decision tables of the resource agents; As x is a finite set of synthesis agents defined for the clusters that are dynamically generated for test object x, δ x : As x → 2
Ag is an injective function that each synthesis agent assigns to the cluster that is generated due to classification of object x.
Also in both approaches the method of elimination of inconsistencies in the knowledge and the DBSCAN algorithm, that were proposed in the first approach, are used.
The fourth approach was proposed in the paper [29] . In this approach a dynamic structure is also used, but the process of clusters creating is more extensive and as a consequence the clusters are more complex and better reconstructed and illustrate the views of the agents on the classification. The main differences between this approach and the previous approach are as follows. Now, three types of relations between agents are defined: friendship, neutrality and conflict (previously, only two types were used). The clustering process consists of two stages (previously, only one stage process was used). In the first step initial groups are created, it contains agents in friendship relation. In the second stage, a negotiation stage, agents which are in neutrality relation are attached to the existing groups. In order to define the intensity of conflict between agents two function are used: the distance function between agents (was used in the previous approach) and a generalized distance function. The process of clusters creating is as follows. At first the distance between agents ρ x is defined. Definitions of the relations between agents are modeled on the definitions that were given by Pawlak. Let p be a real number that belongs to the interval [0, 0.5). We say that agents ag i , ag k ∈ Ag are in a friendship relation due to the object x, which is written R + (ag i , ag k ), if and only if ρ x (ag i , ag k ) < 0.5 − p. Agents ag i , ag k ∈ Ag are in a conflict relation due to the object x, which is written R − (ag i , ag k ), if and only if ρ x (ag i , ag k ) > 0.5 + p. Agents ag i , ag k ∈ Ag are in a neutrality relation due to the object x, which is written R 0 (ag i , ag k ), if and only if 0.5 − p ≤ ρ x (ag i , ag k ) ≤ 0.5 + p. The first step in the process of creating clusters is to define the initial cluster. The initial cluster due to the classification of object x is the maximum, due to the inclusion relation, subset of resource agents X ⊆ Ag such that ∀ agi,ag k ∈X R + (ag i , ag k ). After the first stage of clustering we obtain a set of initial clusters and a set of agents which are not included in any cluster. In this second group of agents there are agents which remained undecided. So those which are in neutrality relation with agents belonging to some initial clusters. In the second step, the negotiation stage, this agents play a key role. As it is known the goal of negotiation process is to reach a compromise by accepting some concessions by the parties involved in a conflict situation. In the negotiation process, the intensity of the conflict is determined by using the generalized distance function. This definition assumes that during the negotiation, agents put the greatest emphasis on compatibility of ranks assigned to the decisions with the highest ranks. That is the decisions that are most significant for the agent. Compatibility of ranks assigned to less meaningful decision is omitted. We define the function φ x G for test object x; φ
where ag i , ag j ∈ Ag and Sign i,j ⊆ V d is the set of significant decision values for the pair of agents ag i , ag j . We also define the generalized distance between agents ρ where X, Y ⊆ Ag. As can be easily seen, the value of the generalized distance function for two sets of agents X and Y is equal to the average value of the function φ x G for each pair of agents ag, ag ′ that belong to the set X ∪ Y . For each agent which is not attached to any cluster we calculate the value of generalized distance function for this agent and every initial cluster. Then the agent is included to all initial clusters, for which the generalized distance does not exceed a certain threshold, which is set by the system's user. Also agents without coalition, for which the value does not exceed the threshold, are combined into a new cluster. We do not connect agents who are in conflict relation in one cluster. After completion of the second stage of the process of clustering we get the final form of clusters. Then the method of elimination of inconsistencies in the knowledge and the DBSCAN algorithm, that were proposed in the first approach, are used.
The fifth approach was proposed in the paper [31] . In this paper, a method of creating clusters is the same as in the previous approach but when the global decisions are taken the agents' weights are additionally calculated. Different methods of calculating the strength of a cluster was proposed:
• with respect to the number of component agents, • with respect to the decisiveness of agents, • with respect to the number of component agents and the decisiveness of agents, • with respect to the decisiveness-based cluster strength. Further work is carried out on the development of a dispersed system. The authors propose another approach in order to achieve a better efficiency of the system and always find inspiration in the work of Pawlak. The relations as well as the method for determining the intensity of a conflict between agents that were proposed by Pawlak are always the basis of the entire system.
V. SUMMARY
In this article, the conflict analysis model that was proposed by Pawlak has been described. The aim of the study was to show the main extensions of this model that have been proposed in the literature. Pawlak's model is simple, intuitive and very useful in the analysis of the complex nature of conflicts. The model has many applications and is inspiration for developing new approaches.
