The classification decision process is repeated continuously using a sliding window of the flow's most recent N packets. The work left a critical question of how to automate the identification of appropriate sub-flows for training. In this paper we propose a novel approach for sub-flows identification and selection using ML clustering algorithms. We evaluate our approach using accuracy, model build time, classification speed and physical resource consumption metrics.
I. INTRODUCTION
Real-time traffic classification has potential to solve difficult network management problems for ISPs and their equipment vendors. Traffic classification may be a core part of automated intrusion detection systems, denial of service attacks detection, trigger automated re-allocation of network resources for priority customers, or identify the use of network resources that contravenes the operator's terms of service.
Commonly deployed IP traffic classification techniques often involve direct inspection of each packet's header and/or payload. Yet the efficacy of such techniques is diminishing. For example, customers are beginning to obfuscate packet contents through encryption, and government privacy regulations may constrain the ability of third parties to lawfully inspect packet payloads. Furthermore, tracking even minor syntactic changes in an application's payload format requires regular updates to all classifier instances around the network.
The research community has responded with the use of Machine Learning (ML) techniques to classify IP traffic (such as [2] [3] [4] [5] [1] [6] ). ML approaches utilise statistical patterns in externally observable features of the traffic (numerical attribute calculated over multiple packets of the same flow, such as mean packet lengths, standard deviations of interpacket arrival times, and so on.). This side-steps the need to interpret packet contents but requires multiple packets from a single flow to be seen before classification can occur.
A subset of this area is the application of ML algorithms to practical, real-time IP traffic classification. Timeliness, continuity and processing overheads of the traffic classification process become significant issues. For example, real-time traffic classifiers should reach their decisions well before a traffic flow has finished, and continue to reach the same decision throughout the lifetime of a flow (even if the start of a flow has been missed).
Timely classification is essential if the network intends to react to the presence or otherwise of particular classes of traffic. This implies a classification decision reached after seeing only a finite subset of packets belonging to each flow. Continuous classification has two benefits. First, a classifier can be useful as soon as it starts -it will function properly even when started (or restarted) whilst hundreds of flows were already active through a network monitoring point. Second, a malicious application cannot avoiding detection simply by adopting the statistical characteristics of a trusted application early in the flow's lifetime. This implies that the classification process regularly repeats itself over new subsets of each flow's packets passing the classifier.
A key challenge for continuous classification is the fact that many applications change their statistical properties over time. In [1] we demonstrated the utility of a ML classifier with two unique characteristics: We train the classifier on multiple short sub-flows -each sub-flow is a fragment of N consecutive packets taken from different points within the original application flow's lifetime, and the classification decision process is repeated continuously on a sliding window of the most recent N packets seen by the classifier.
Our prior work left a crucial question unanswered -how to automate the identification of appropriate sub-flows for training such continuous ML classifiers. In this new paper we propose and demonstrate an automated approach based on the use of clustering ML techniques to choose appropriate, representative sub-flows, from which effective ML-based traffic classifiers may be trained.
Our proposal is illustrated using the Expectation Maximisation (EM) algorithm [7] for automated selection of subflows, and the Naive Bayes supervised learning ML algorithm for subsequent traffic classification. We utilise a hypothetical classification scenario where an online game application needs to be identified. We evaluate our proposed approach using evaluation metrics that consist of accuracy and computational performance.
Our paper is organised as following. Section II introduces some background on machine learning and its application in IP traffic classification. It then reviews related work, states the problem statement of our work, and introduces our proposal.
This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the ICC 2008 proceedings.
Section III illustrates our proposal using an experimental approach with our results and analysis. Our paper is concluded in section IV with some remarks and future work.
II. PROBLEM STATEMENT AND OUR PROPOSAL

A. Machine learning for IP traffic classification
ML classification algorithms assume that a 'class' of traffic can be identified using statistical analysis of traffic features. They can utilise either unsupervised (clustering) or supervised learning (classification) approaches. Supervised learning involves learning from a set of pre-classified examples to classify unseen examples. It consists of two stages -training the ML algorithm to associate sets of features with known traffic classes (creating rules), and testing (also known as classifying) -applying the learnt rules to classify unknown traffic.
In contrast, clustering techniques are not provided with pre-defined classes; instead, they discover natural clusters (groups) in the data using internalised heuristics. It groups instances with similar properties (defined by a specific distance measuring approach, e.g. Euclidean space) into clusters.
Two metrics often used to evaluate ML classification algorithms are Recall and Precision. If a classifier is trained to identify members of class X:
• Recall: Percentage of members of class X correctly classified as belonging to class X.
• Precision: Percentage of those instances that truly have class X, among all those classified as class X. Both metrics range from 0 (poor) to 100% (optimal).
B. Related work
In 2004 McGregor et al. [2] introduced an IP traffic flows clustering approach using the EM algorithm, Roughan et al. [8] proposed to use the nearest neighbours, linear discriminate analysis and quadratic discriminant analysis algorithms to map different network applications to predetermined QoS traffic classes. In 2005 Zander et al. [4] proposed an approach for identifying different applications using AutoClass [9] , which is an unsupervised Bayesian classifier, using the EM algorithm to determine the best clusters set from the training data. Moore and Zuev [3] proposed to apply the supervised Naive Bayes technique to categorise Internet traffic by application. In 2006 Bernaille et al. [6] proposed a technique using Simple KMeans algorithm that classified different types of TCP-based applications using the first five packets of the traffic flow. Park et al. [10] made use of feature selection technique based on Genetic Algorithm. Early 2007 Erman et al. [5] addressed the challenge of traffic classification at the core of the network, where the available information about the flows and their contributors might be limited. Crotti et al. [11] proposed a flow classification mechanism based on a structure called protocol fingerprints which express the traffic properties in a compact way and used an algorithm based on normalised thresholds for flow classification. Erman et al. [12] proposed a semi-supervised traffic classification approach which combines unsupervised and supervised methods. Other works focus on comparisons of different ML based techniques, such as [13] and [14] .
These are significant works with promising and inspiring results that show the great potential of ML-based IP traffic classification. However, most of the works (such as [3] [8] [4] [2] [13] ) focused on the efficacy of different ML algorithms when applied to entire datasets of IP traffic -which would be great applications for off-line traffic analysis or network forensic but not suitable for timely traffic classification.
Some ( [6] [10] and [11] ) have explored the performance of ML classifiers that utilise only the first few packets of a flow to enable timely classification. However, these approaches cannot cope with missing the initial packets of the traffic flows [1] .
In [1] we have explored techniques for timely and continuous classification of traffic flows using a small sliding window across time, without needing to see the initial packets of a flow. In [15] we extended the work to address the directionality of using bi-directional flows for traffic classification. In [16] the performance characteristics of the fully built Automated Network Games Enhancement Layer system is presented, which employs our real-time traffic classification method proposed in [1] and [15] .
C. The problem
In [1] and [15] the goal is to reduce the number of packets (N) that must pass the monitoring point before classification can be achieved to reduce the time taken to detect the traffic of interest. N reflects the lower bound on the time allowed for classifying a flow. Re-calculating features over a sliding window of N packets requires to buffer only the most recent N packets (so we can remove the effect of the Nth most recent packet when we receive a new packet on the same flow). Also, application flow statistics often change during the lifetime of a flow. Training on multiple sub-flows allows the classifier to properly identify an application regardless of where within a flow the classifier begins capturing packets.
The approach can be summarised in three steps:
1) Sub-flow identification: Extract two or more sub-flows from every flow that represents the class of traffic one wishes to identify in the future. 2) Sub-flow selection: Examination of sub-flows to select sub-flows that best represent significant statistical changes within the full-flow lifetime (e.g. the start and middle of the flow). 3) Building classification model: Train the ML classifier with the combination of these sub-flows instances rather than the original full flows.
In [1] and [15] a manual process based on domain knowledge has been used for Step 1 and 2. However, training a classifier for optimal recognition of a new application may require entirely different choices of sub-flows. Ideally we would like to avoid having to manually inspect and identify the optimal set of sub-flows for each application of interest.
D. Our proposal
To facilitate an automated approach to Step 1 of sub-flow identification, we propose an algorithm to identify sub-flows. We then propose a novel approach of utilising clustering ML algorithms to automate Step 2 for representative sub-flows selection.
1)
Step 1: The purpose of this step is to find possible sub-flows to train the classifier. It can be done manually based on domain knowledge of an expert for well-understood traffic statistical properties, e.g. the initial handshake of a SMTP connection may look quite different to the traffic while transferring the body of each email, hence sub-flows can be taken at the beginning and middle of the flow. However, for a new application the step should be done automatically. The only crucial requirement is that the step must cover all possible phases of the application's flows during their lifetime.
Automated identification of sub-flows may be achieved as follows. Pick a window size N and step fraction S. Starting at packet 0, slide across the training dataset in steps of N/S packets, creating sub-flows of N consecutive packets each. The choices of N and S involve trade-offs between classification timeliness, classification accuracy and processing overhead.
2)
Step 2: Training the classifier using all sub-flows identified in Step 1 may require great processing overhead. Subflow selection is a crucial step to minimise the load on the classifier, both during training and actual classification. Also, the sub-flows selected for training should create a classifier model that ensures consistent classification as captured flows pass through a deployed traffic classifier.
This step lends itself to automation through the use of clustering ML techniques. An unsupervised clustering algorithm identifies 'natural' clusters amongst the initial set of sub-flows from Step 1, from which we then select a set of sub-flows representing key statistical characteristics of the full-flow.
In some algorithms (e.g. the EM algorithm) we can specify the desired number of clusters (and hence the number of representative sub-flows used for training -e.g. one per cluster) or leave it for the algorithm to find the optimal natural number of clusters. The choice of the number of clusters involve tradeoffs between the clustering time in Step 2, model training time in Step 3, classification speed, and classification accuracy of the built classification model.
III. AN EXPERIMENTAL ILLUSTRATION OF OUR PROPOSAL
To illustrate our proposal we construct the following scenario: a real-time Naive Bayes classifier must accurately identify Wolfenstein Enemy Territory (ET) [17] traffic mixed in amongst unrelated, interfering traffic. ET is a highly interactive online game representative of applications whose traffic characteristics can change significantly over the lifetime of each flow. Active game flows normally are long live, which serve as perfect examples of traffic that needs continuous classification over the flow's lifetime.
We compare the performance of three classification model: Full-flow model, Found-SubFlows (Found-SFs) model and Selected-SubFlows (Selected-SFs) model.
• Full-flow: Classifier is trained using traditional approach of full-flow based features. One flow results in one instance for training.
• Found-SFs: Classifier is trained using sub-flow based features. One flow results in multiple instances based on the number of sub-flows identified in Step 1.
• Selected-SFs: Classifier is trained using sub-flow based features. One flow results in multiple instances based on the number of representative sub-flows identified in Step 2 using a ML clustering algorithm. Our evaluation metrics include Accuracy (Recall and Precision) and Computational performance. Computational performance describes four additional metrics: model build time, clustering time, classification speed and computer resources usage. Model build time refers to the CPU time (in seconds) required to train a classifier on a given dataset (Step 3). Clustering time refers to the CPU time (in seconds) required for the clustering process (Step 2). Classification speed describes the number of classification that can be performed in each second. Computer resource usage refers to the memory and CPU usage for training and classification.
A. The machine learning algorithms
We demonstrate our proposal using the Naive Bayes supervised algorithm for classification, and the EM [7] clustering algorithm for automated sub-flow selection, with WEKA implementation [18] .
Naive Bayes is a well-understood supervised-learning algorithm whose classification approach is based on probabilistic knowledge [19] . Evaluation of our proposal with other ML algorithms is the subject of current, ongoing work.
The EM algorithm assigns a data point to each cluster with a certain probability. The algorithm starts with initial guesses for the parameters for each cluster, uses them to calculate the cluster probabilities for each instance, uses these probabilities to re-estimate the parameters, and repeats until convergence [20] . EM has been used to cluster IP traffic flows in previous works, such as [2] and [4] .
B. The construction of dataset, flows and features
To show the effectiveness of our proposed approach we used different datasets for training and testing our classifiers. The ET traffic consisted of two separate month-long traces collected during May and September 2005 at a public ET server in Australia. Interfering (non-ET) traffic are selected from two 24-hour periods from the University of Twente on February 6th and 7th 2004. Though being from different data traces inter-flow traffic characteristics are preserved. The construction of training and testing datasets is the same as described in [1] .
Traffic flows are bidirectional streams of packets between a given pair of hosts. Flow definition and timeout are used as described in [1] . We trained and classified the classifier using the following features, calculated separately in the client to server and server to client directions: Inter-packet arrival interval, Inter-packet length variation and IP packet length; all with minimum, maximum, mean and standard deviation values.
C. Some statistical properties of ET traffic
Consistent with many other online first-person shooter games, ET traffic seen at a server can exhibit three different phases: clients probing the server, clients connecting to the server and clients actually playing a game on the server [21] . Figure 1 shows the variation of ET flow's features over these phases in the Server to Client direction. It partially illustrates this variation of an ET flow's characteristics as a scatter plot of two features -Standard Deviation versus Mean of packet length -calculated with N = 25 across 1000 samples of the May dataset. 
D. The selection of tunable parameters
• N: Similar to [1] we use N = 25 packets (approximately 0.5 second collection time during active game-play) for timely traffic classification.
• Sub-flow identification:
In this paper, Step 1 is not fully automated. We divided the full-flow into two phases, 'game starting' and 'game playing', and selected 10 sub-flows for each phase. Let M be the number of packets from the beginning of each flow in the dataset. Sub-flows for 'game starting' started at M = 0, increasing by steps of 10 packets. Subflows for 'game playing' phase started at M = 2000 and increased by steps of 1000 packets. This step resulted in 19 different sub-flows starting at different points of the full-flow lifetime. Instances of these sub-flows are fed to the EM Clustering ML for Step 2 process.
• Sub-flows selection:
The EM algorithm finds 8 'natural' clusters of sub-flows from the 19 sub-flows input. From this we obtained eight representative sub-flows (the sub-flows that contributes the most to the cluster) and trained and tested our Naive Bayes classifier. We also use EM to select 2 to 7 representative sub-flows to construct another 6 SelectedSFs models for comparison.
E. Results and analysis
The sliding window starts from the M th packet. We chose M = 0 to 90 with a step of 10 packets and M = 1000 to 9000 with a step of 1000 packets. To calculate features' values of each test instance, we make sure all selected flows having more than N+M packets. 1) Accuracy: Figure 2 shows the Recall for each of the models for all M values. The results are illustrated using boxplot tool provided by R project [22] . The black line in the box indicates the median; the bottom and top of the box indicates the 25 th and 75 th percentile, respectively. The vertical lines drawn from the box are whiskers. The upper cap is the largest observation that is ≤ to the 75 th percentile + 1.5*IQR (interquartile range -essentially the length of the box). The lower cap is the smallest observation that is ≥ the 25 th percentile -1.5*IQR. Any observations beyond the caps are drawn as individual points, they indicate outliers [23] .
Similar to the results seen in [1] , Full-flow model results in very low Recall when classifying traffic using the sliding window. With the Selected-SFs model, while using 2 clusters resulted in a very low Recall (median of 16%), the use of ≥ 3 clusters produces greater than 96% Recall. The eight natural clusters resulted in the maximum Recall, with a median of 98.9%. It also improved slightly as the number of clusters increased. This makes sense as the more sub-flows we use to train the classifier, the better we cover all possible phases of the application's flows during their lifetime. However, there might be a possible optimal point, over which introducing more sub-flows just introduces more noise into the system, and leads to sub-optimal performance in terms of Recall. From our experimental results, Found-SFs model results in a slightly lower median Recall, of 98.2%. Our results show that that manual selection of sub-flows for training is not necessary in the general case. Using all subflows also lead to sub-optimal accuracy results. The natural clusters selected by the EM algorithm results in good Accuracy performance. The use of 3 to 8 clusters seems to produce compatible results in terms of Accuracy.
2) Computational performance: While some models have comparable performance in terms of achievable accuracy, computational performance can be used to select the better model. This evaluation metric is important considering realtime classification of potentially thousands of simultaneous traffic flows.
Our tests were performed on the Swinburne Supercomputer Dell Power Edge 1950 [24] with 2 quad-core Clovertown processors at 2.33 GHz and 16GB RAM. The operating system is CentOS 5 Linux. Each job is submitted into a batch queue for execution. Statistical processing performance of each job is monitored for analysis. Figure 4 compares the normalised build time for each of the model. A value of 1 represents the slowest build time (310 seconds on our test platform). For Selected-SFs model, the less number of clusters used, the faster time in constructing classification model. It is important to note that the number of clusters normally is proportional to the number of instances used for training. However, it might not always be the case, depending on which representative sub-flows being chosen. Practical flows might have different lengths, which lead to sub-flows further at the later part of flows' lifetime having less instances than sub-flows at the earlier part of the flows' lifetime. Full-flow model has the highest model build time as it contains more training instances. Flows used for training are defined as in [1] without any constraints on minimum flow length, while Selected-SFs model requires minimum flow length of N packets for training. Using the same flow length requirement for Full-flow model is subject to our current, ongoing work.
While there are differences in the build time for different model, there were little separation in the classification speed. Figure 5 shows the normalised classification speed for the Figure 6 shows the normalised memory usage for the models while performing 10 times cross validation [20] of their training dataset. A value of 1 represents the most memory consumption (372MB on our test platform). Though all models consume quite low memory resources, Full-flow model consumes the most resources, followed by the Found-SFs model. For Selected-SFs models, the less number of clusters seems to consume less memory resources. These results suggest that in general our Selected-SFs models (using ≥ 3 clusters) are better than the traditional Fullflow and Found-SFs models in terms of model build time and physical resources usage; and comparable with the two models in terms of classification speed.
One limitation of our current experimental approach is the slow clustering time using the EM algorithm. Figure 7 shows the normalised clustering time for different number of clusters. A value of 1 represents the longest time (24607 seconds on our test platform). (Please note that Full-flow and Found-SFs models do not require clustering time overhead.) Except the case of 8 clusters (which is the optimal number of clusters selected by the EM algorithm), the greater number of clusters is specified, the longer the clustering algorithm takes in terms of CPU time. This can be improved by using smaller number of training instances rather than using all available instances like we did with this test. The trade-offs between the quality of the produced clusters and the number of instances used for training and clustering time is subject to our future work. IV. CONCLUSION AND FUTURE WORK In this paper we extend our previous work on training with multiple sub-flows [1] to include the idea of using unsupervised ML for automated sub-flows selection. This extension is significant for the deployment of the previously proposed approach to classify new applications of interest. We have presented the evaluation results of our approach comparing to the traditional Full-flow training and the use of all identified sub-flows without a selection method.
Our results suggest that our proposed approach has the potential to select the optimal number of representative sub-flows for training, that takes into account the trade-offs between accuracy and computational performance. One limitation of our approach is the long time taken in the clustering process using the EM algorithm. We plan to overcome this limitation by using different clustering algorithms, and investigating the possibility of using a smaller number of representative training instances.
The application of our proposed method on other Internet applications and the trade-offs in selecting parameters such as the classification window size (N) and forwarding step (S) are subjects to our future work.
