Urban Multi-Object Tracking in the Context of Hybrid Environment Models by Dyckmanns, Helgo
Urbane Multiobjektverfolgung im Kontext
hybrider Umfeldmodelle
Von der Fakulta¨t fu¨r Elektrotechnik, Informationstechnik, Physik
der Technischen Universita¨t Carolo-Wilhelmina zu Braunschweig
zur Erlangung der Wu¨rde
eines Doktor-Ingenieurs (Dr.-Ing.)
genehmigte Dissertation
von
Helgo Dyckmanns
aus Schwerte
eingereicht am: 3. Mai 2013
mu¨ndlichen Pru¨fung am: 9. Januar 2014
Referenten: Prof. Dr.-Ing. Maurer
Prof. Dr.-Ing. Stiller
2013

III
Danksagung
Professor Dr.-Ing. Markus Maurer danke ich fu¨r die wissenschaftliche Betreuung meiner Ar-
beit. Des Weiteren danke ich Professor Dr.-Ing. Christoph Stiller fu¨r die U¨bernahme der
Berichterstattung und Professor Dr.-Ing. Jo¨rg Scho¨bel fu¨r die U¨bernahme des Pru¨fungsvor-
sitzes.
Richard Matthaei mo¨chte ich fu¨r die intensiven wissenschaftlichen Diskussionen danken. Be-
sonderer Dank gilt Dr.-Ing. Bernd Lichte der mich seit der Diplomarbeit und wa¨hrend des
Promotionsvorhabens als Mentor fachlich und perso¨nlich unterstu¨tzt hat. Richard Colmorn
danke ich fu¨r die intensiven Diskussionen insbesondere zu Strukturierung und Darstellung
meiner Arbeit.
Norbert Ho¨ver, Martin Mu¨hlenberg und Brigitte Krause danke ich fu¨r die organisatorische
Unterstu¨tzung bei der Durchfu¨hrung meines Promotionsvorhabens.
Helgo Dyckmanns

VInhaltsverzeichnis
Danksagung III
Symbolverzeichnis VIII
Kurzfassung X
Abstract XI
1 Einleitung 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Herausforderungen fu¨r die objektbasierte maschinelle Umfeldwahrnehmung in
urbaner Umgebung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Technische Ziele der objektbasierten maschinellen Umfeldwahrnehmung in ur-
baner Umgebung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Ziele und Gliederung der Arbeit . . . . . . . . . . . . . . . . . . . . . . . . . 5
2 Stand der Forschung und Stand der Technik 7
2.1 Allgemeine Forschungsaktivita¨ten: Aktive Sicherheitssysteme im urbanen Um-
feld . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1.1 Europa¨ische Forschungsaktivita¨ten . . . . . . . . . . . . . . . . . . . 8
2.1.2 Japanische Forschungsaktivita¨ten . . . . . . . . . . . . . . . . . . . . 10
2.1.3 Deutsche Forschungsaktivita¨ten . . . . . . . . . . . . . . . . . . . . . 11
2.1.4 Trends in den Forschungsaktivita¨ten und abgeleitetes Fazit . . . . . . 12
2.2 Wahrnehmungs-Grundlagen und Filter-Verfahren . . . . . . . . . . . . . . . 12
2.2.1 Begriﬄichkeiten . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.2 Laserscanner . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.3 Partikelfilter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2.4 Kalman-Filter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2.5 Interacting-Multi-Model-Filter zur Multiobjektverfolgung . . . . . . . 27
2.3 Stand der Technik: Maschinelle Umfeldwahrnehmung in urbaner Umgebung . 30
2.3.1 Erweiterungen des Interacting-Multi-Model-Filters (IMM) . . . . . . 30
2.3.2 Hybride Umfeldmodelle: Fusion von objekt- und gitterbasierter Dar-
stellung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.3.3 Verwendung von digitalem Kartenmaterial zur Verbesserung des Sze-
nenversta¨ndnisses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.3.4 Gu¨te- und Konsistenzkriterien zur Bewertung des Objekttrackings . . 41
2.3.5 Grenzen des Stands der Technik und der abgeleitete Forschungsbedarf 42
2.4 Technische Zielsetzung und Randbedingungen dieser Arbeit . . . . . . . . . . 43
VI Inhaltsverzeichnis
3 Entwicklungsmethodik und Gu¨tekriterien 45
3.1 Begriffsdefinition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.2 Entwicklungsmethodik . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.3 Gu¨tekriterien zur Bewertung von Algorithmen zur Objektverfolgung . . . . . 48
3.3.1 Abgeleitete Anforderungen an die Bewertung . . . . . . . . . . . . . . 48
3.3.2 Ansa¨tze aus der Steuerungs- und Regelungstechnik . . . . . . . . . . 49
3.3.3 Erweiterte Gu¨tekriterien zur Bewertung der Zustandsunsicherheit im
urbanen Umfeld . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.4 Diskussion der Entwicklungsmethodik und Gu¨tekriterien . . . . . . . . . . . 52
4 Technischer Lo¨sungsansatz: Urbanes Objekttracking im Kontext hybrider Um-
feldmodelle 54
4.1 Verwendetes hybrides Umfeldmodell . . . . . . . . . . . . . . . . . . . . . . . 55
4.1.1 Bewegungsklassifikation . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.1.2 Gitterbasiertes Umfeldmodell . . . . . . . . . . . . . . . . . . . . . . 56
4.1.3 Objektbasiertes Umfeldmodell . . . . . . . . . . . . . . . . . . . . . . 58
4.1.4 Graphenbasiertes Umfeldmodell . . . . . . . . . . . . . . . . . . . . . 60
4.2 Messmodell und daraus abgeleitetes Objektmodell . . . . . . . . . . . . . . . 61
4.2.1 Technische Anforderungen . . . . . . . . . . . . . . . . . . . . . . . . 61
4.2.2 Messmodell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.2.3 Objektmodell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.2.4 Zustandsvektor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.2.5 Sensormodell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.2.6 Zusa¨tzliche Design-Parameter des Interacting-Multi-Model-Filters . . 73
4.2.7 Dynamikmodelle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.2.8 Nachtra¨gliche Konturscha¨tzung . . . . . . . . . . . . . . . . . . . . . 78
4.2.9 Objekthypotheseninitialisierung . . . . . . . . . . . . . . . . . . . . . 81
4.2.10 Fazit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.3 Fusion von objekt- und gitterbasierten Darstellungsformen . . . . . . . . . . 83
4.3.1 Problembeschreibung und abgeleitete Anforderungen . . . . . . . . . 83
4.3.2 Lo¨sungsansatz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.3.3 Diskussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.4 Fusion von objekt- und graphenbasierten Darstellungsformen . . . . . . . . . 87
4.4.1 Problembeschreibung und abgeleitete Anforderungen . . . . . . . . . 87
4.4.2 Lo¨sungsansatz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.4.3 Diskussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
4.5 Fazit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
Inhaltsverzeichnis VII
5 Experimentelle Validierung des technischen Lo¨sungsansatzes 101
5.1 Versuchsaufbau und -technik . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.2 Evaluierung des Objekttracking-Systemes . . . . . . . . . . . . . . . . . . . . 103
5.2.1 Positions- und Geschwindigkeitsscha¨tzung . . . . . . . . . . . . . . . 103
5.2.2 Nachtra¨gliche Konturscha¨tzung . . . . . . . . . . . . . . . . . . . . . 106
5.2.3 Folgeverhalten der Zustandsscha¨tzung bei Vollbremsung der Objekt-
hypothese . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
5.2.4 Einsatz im realen Straßenverkehr . . . . . . . . . . . . . . . . . . . . 113
5.2.5 Fazit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
5.3 Fusion von objekt- und graphenbasierten Darstellungsformen . . . . . . . . . 116
5.3.1 Konformes Verhalten bezu¨glich der Straßenverkehrsordnung . . . . . 116
5.3.2 Nicht konformes Verhalten bezu¨glich der Straßenverkehrsordnung . . 126
5.3.3 Fazit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
5.4 Fusion von objekt- und gitterbasierten Darstellungsformen: Initialisierungs-
verhalten . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
5.5 Ressourcenbedarf des Algorithmus . . . . . . . . . . . . . . . . . . . . . . . . 137
5.6 Anwendungsbeispiel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
5.7 Fazit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
6 Zusammenfassung und Ausblick 142
Literatur 146
VIII
Symbolverzeichnis
Konventionen
(nach Bar-Shalom u. a. 2011)
Zusta¨nde im Allgemeinen Vektoren:
kleine Buchstaben z. B.: x
gescha¨tzte Zusta¨nde im Allgemeinen Vektoren:
kleine Buchstaben undˆ z. B.: xˆ
Weitere Konventionen
Skalare kleine Buchstaben z. B.: a
Vektoren kleine Buchstaben z. B.: x
Matrizen große Buchstaben z. B.: P
Skalare
(Abschnittsu¨bergreifend verwendete)
r gemessene radiale Entfernung (Bestandteil des Messvektors)
φ gemessener Winkel (Bestandteil des Messvektors)
a gemessene Amplitude
x x-Position (Bestandteil des Zustandsvektors)
y y-Position (Bestandteil des Zustandsvektors)
vx x-Geschwindigkeit (Bestandteil des Zustandsvektors)
vy y-Geschwindigkeit (Bestandteil des Zustandsvektors)
d Durchmesser (zeitlich konstanter Parameter des Zustandsvektors,
vgl. Abschnitt 4.2)
ψ Lagewinkel (Bestandteil des erweiterten Zustandsvektors)
w Breite (zeitlich konstanter Parameter des Zustandsvektors)
l La¨nge (zeitlich konstanter Parameter des Zustandsvektors)
µij U¨bergangswahrscheinlichkeit, Wechsel vom Zustand i in den Zustand j
Symbolverzeichnis IX
Vektoren
(Abschnittsu¨bergreifend verwendete)
x Zustandsvektor
z Messvektor
Matrizen
(Abschnittsu¨bergreifend verwendete)
F Zustandsu¨bergangsmatrix
P Zustandskovarianzmatrix
Q Prozesskovarianzmatrix
R Messkovarianzmatrix
H Messmatrix
S Innovationskovarianzmatrix
W Kalman-Filtermatrix
Pij Die a priori zu bestimmende U¨bergangsmatrix
von Modell i nach Modell j
Abku¨rzungen
(Abschnittsu¨bergreifend verwendete)
AIMM Active Interacting Multi Model (-Filter)
EKF Extended Kalman Filter
IMM Interacting Multi Model (-Filter)
LIDAR Light Detection and Ranging
NEES Normalisiertes Fehlerquadrat
(Normalized Estimation Error Squared)
NIS Normalisiertes Quadrat der Innovation
(Normalized Innovation Squared)
RADAR Radio Detection and Ranging
RMSE Mittelwert der Wurzel des quadratischen Fehlers
(Root Mean Square Error)
ZA Zeitliche Abdeckung
XKurzfassung
Durch die zunehmende Urbanisierung und die verha¨ltnisma¨ßig hohe Anzahl von Unfa¨llen mit
Personenscha¨den in Kreuzungsbereichen gibt es einen wachsenden Bedarf an maschinellen
Wahrnehmungssystemen fu¨r das urbane Umfeld. Die Wahrnehmung von bewegten Objekten
in urbanen Umgebungen stellt Sensorik und weiterverarbeitende Algorithmen vor erweiterte
Herausforderungen. Tracking-Algorithmen mu¨ssen gleichzeitig eine Vielzahl von Objekthy-
pothesen stabil verfolgen und dabei sowohl La¨ngs- als auch Querverkehr beherrschen. Bisher
verfu¨gbare Seriensysteme sind auf La¨ngsverkehr und eine eingeschra¨nkte Anzahl an Ob-
jekthypothesen optimiert. Realisierungen in aktuellen Forschungsbeitra¨gen nutzen zum Teil
aufwa¨ndige Sensorsetups und fusionieren diese beispielsweise in objekt-, gitter- und gra-
phenbasierten Darstellungsformen. Zur Verbesserung des Szenenversta¨ndnisses werden diese
Darstellungsformen anschließend typischerweise zu einem Umfeldmodell kombiniert.
Im Rahmen dieser Arbeit wird auf aufwa¨ndige Sensorsetups verzichtet. Stattdessen wird
eine konkrete Realisierung eines maschinellen Wahrnehmungssystems fu¨r das urbane Umfeld
mittels eines seriennahen Laserscanners analysiert. Hierfu¨r wird eine strukturelle Erweite-
rung des sogenannten Interacting-Multi-Modell-Filters um Fusionen mit graphen- und git-
terbasierten Darstellungsformen erarbeitet, die die Unsicherheit der Zustandsscha¨tzung in
Kreuzungsbereichen minimiert. Die Eigenschaften der neuartigen Erweiterung zum Active-
Interacting-Multi-Modell-Filters (AIMM) werden anschließend anhand realer Messdaten va-
lidiert.
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Abstract
Increasing urbanization results in a higher risk of accidents at intersections. This makes it
necessary to improve machine perception systems in urban environments. The perception
of moving objects in urban environments poses new challenges for sensors and tracking al-
gorithms. Tracking algorithms must estimate the movement of a large number of objects
simultaneously while taking into account longitudinal as well as crossing traffic. The systems
currently available are only able to handle motorway traffic and a limited number of objects.
In order to extend the application area of machine perception systems, several ongoing rese-
arch projects attempt to use sophisticated sensor setups and fuse the data into object-, grid-
and graph-based representations. These representations are combinded to a single model of
the environment, which is necessary to transfer the output to application scenarios.
Aiming at closing this gap, the work presented in this thesis analyzes a concrete realization
of a machine perception system for urban environments using a close-to-production laser
scanner. An extension of the interacting multi model filter is used to minimize the uncertainty
of state estimation in urban crossroads so that graph and grid-based forms of representation
can be merged. Finally, the active interacting multi model filter (AIMM) is evaluated by
using real sensor data.
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11 Einleitung
1.1 Motivation
In Europa verloren im Jahr 2009 mehr als 35.000 Menschen bei Verkehrsunfa¨llen ihr Leben,
zudem wurden mehr als 1,5 Millionen Menschen verletzt (vgl. Com 2010). Die Europa¨ische
Union hat sich daher erneut das Ziel gesetzt, die Zahl der Verkehrstoten in Europa bis zum
Jahr 2020 zu halbieren. Dieses Ziel wurde zuvor bereits fu¨r das Jahr 2010 definiert, jedoch
nicht erreicht (siehe Com 2010). Abbildung 1.1 zeigt die Daten des statistischen Bundes-
amtes, wonach die Gesamtzahl der Unfa¨lle mit Personenscha¨den im Zeitraum zwischen den
Jahren 1991 und 2010 um ca. 25% zuru¨ckgegangen ist. Hierbei ist der Ru¨ckgang außerorts
jedoch mit u¨ber 30% ho¨her als innerorts mit knapp 20%. Weitere Auswertungen dieser Daten
ergeben, dass sich im Jahr 2009 ca. 70% aller Unfa¨lle mit Personenschaden innerorts ereignet
haben. Im Jahr 1991 betrug dieser Anteil noch ca. 64% und ist seit dem kontinuierlich ange-
stiegen. Zu vergleichbaren Ergebnissen kommt zum einen eine detaillierte Auswertung von
Unfalldatenbanken im Rahmen des o¨ffentlich gefo¨rderten Projektes Intersafe2 (vgl. Knaup
u. a. 2009), zum anderen eine Auswertung in Meitinger (2008). Ursachen fu¨r Unfa¨lle in Ort-
schaften sind z. B. Fehlbewertungen der Situation durch den Fahrer und Unaufmerksamkeit
des Fahrers. Weitere Ursachen von Unfa¨llen mit Personenscha¨den sind nicht angepasste Ge-
schwindigkeit, zu geringer Abstand und Umwelteinflu¨sse, wie z. B. Gla¨tte. Innerorts bietet
sich somit ein großes Wirkfeld mit wachsendem Potenzial, um das langfristige Ziel der Re-
duzierung von Unfa¨llen mit Personenscha¨den zu erreichen.
Ein merklicher Beitrag zur Verringerung der Unfallzahlen und damit zur Erreichung dieses
Zieles soll durch aktive Sicherheitssysteme geleistet werden. Aktive Sicherheitssysteme ko¨n-
nen, durch eine maschinelle Umfeldwahrnehmung und eine Situationsinterpretation, prinzipi-
ell bereits eingreifen bevor u¨berhaupt eine kritische Situation entsteht und somit Unfallfolgen
mindern oder sogar Unfa¨lle verhindern (vgl. Reif 2009, S. 291 ff.). Dadurch unterscheiden sich
diese Systeme von passiven Sicherheitssystemen wie z. B. Airbags. Weitere Beitra¨ge zur Ver-
ringerung der Zahl der Verletzten und Verkehrstoten im Falle eines Unfalls sollen durch die
Verbesserung der passiven Sicherheit und die Automatisierung der Unfallmeldung geliefert
2 1 Einleitung
werden. Fahrerassistenzsysteme unterstu¨tzen und entlasten den Fahrer bei der Fahraufgabe
oder u¨bernehmen Teilaufgaben. Mittels unterschiedlicher Sensoren erfassen diese Systeme
den Zustand des Fahrzeuges und/oder der Umgebung. Durch das so gebildete Szenenver-
sta¨ndnis erho¨hen diese Systeme den Fahrkomfort, indem sie den Fahrer darin unterstu¨tzen,
das Fahrzeug zu fu¨hren. Andere Systeme warnen den Fahrer vor einer gefa¨hrlichen Situation
oder entscha¨rfen die Situation durch einen Eingriff in die Fahrzeugaktorik.
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Bild 1.1: Entwicklung der Unfallzahlen (Unfa¨lle mit Personenscha¨den) in Deutschland in den
Jahren 1991 (Basis) - 2010 1.
Durch die zunehmende Urbanisierung und das hohe Potenzial, speziell bei der Verringerung
von Unfa¨llen mit Personenscha¨den, ist die Bedeutung komplexer urbaner Einsatzumgebungen
fu¨r Fahrerassistenzsysteme unvera¨ndert hoch. Basis eines jeden den Fahrer in kritischen
Situationen unterstu¨tzenden Fahrerassistenzsystems ist eine maschinelle Umfeldwahrneh-
mung. Mittels der maschinellen Wahrnehmung erstellen diese Systeme ein Umfeldmodell.
Nach Ma¨hlisch (2009) ist das Umfeldmodell eine symbolische Ebene zwischen der maschi-
nellen Umfelderfassung mittels Sensoren und den auf der Interpretation des Umfeldmodells
basierenden Handlungen des Fahrzeuges. Es beinhaltet Modelle u¨ber den Zustand des eige-
nen Fahrzeuges sowie die Zusta¨nde der Umgebung. Fahrerassistenzsysteme haben bisher in
gut strukturierten Umgebungen (statisch beim Einparken, klare Struktur auf der Autobahn)
Einzug in die Serienproduktion gehalten. Ein weiteres Voranschreiten der Fahrerassistenz,
1Datenquelle: Statistisches Bundesamt, Wiesbaden: Verkehrsunfa¨lle, Unfallentwicklung im Straßenverkehr,
2011.
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beispielsweise auch in die, fu¨r den Fahrer besonders gefa¨hrlichen Kreuzungssituationen in
der Stadt, ist bisher an den Einschra¨nkungen durch die maschinelle Umfeldwahrnehmung
(vgl. Effertz 2008) gescheitert.
1.2 Herausforderungen fu¨r die objektbasierte maschinelle
Umfeldwahrnehmung in urbaner Umgebung
Die Umfeldwahrnehmung in urbanen Umgebungen stellt Sensorik und weiterverarbeiten-
de Algorithmen vor neue Herausforderungen, wie beispielsweise das gleichzeitige Verfolgen
einer Vielzahl von Verkehrsteilnehmern ohne die, z. B. auf der Autobahn u¨bliche einheit-
liche Bewegungsrichtung (vgl. Leonard u. a. 2008, Rauskolb u. a. 2008 und Roessler 2010).
Daru¨ber hinaus ist in Kreuzungssituationen die Zeitspanne zwischen dem Eintritt eines Ob-
jektes in den Sensorsichtbereich und einer im Extremfall mo¨glichen Kollision sehr kurz. So
ergibt sich fu¨r eine Situation, in der sich zwei Objekte in La¨ngsrichtung mit jeweils 54km
h
na¨hern, unter der Annahme, dass sich die Objekte gegenseitig in 75m Entfernung detektie-
ren, eine Zeitspanne von 2,5s bis zu einer mo¨glichen Kollision. Im Kreuzungsbereich besteht
außerdem die Herausforderung, dass unterschiedliche Arten von Verkehrsteilnehmern mit
verschiedenen Konturformen zu beru¨cksichtigen sind. Hierbei liegt eine besondere Herausfor-
derung in der Tatsache, dass nicht nur PKW, LKW und Motorra¨der, sondern zusa¨tzlich z. B.
auch Fahrradfahrer oder Fußga¨nger zu beru¨cksichtigen sind. Außerdem wird verlangt die in
Kreuzungssituationen auftretende Querdynamik (abbiegender Verkehr) und die La¨ngsdyna-
mik (beschleunigender oder bremsender Verkehr) der Verkehrsteilnehmer zu beru¨cksichtigen.
Hierbei ist zu beachten, dass die auftretende Dynamik beispielsweise bei PKW in Kreuzungs-
bereichen mit 4,5 m
s2
(vgl. Schimmelpfennig u. Nackenhorst 1985) deutlich ho¨her ist, als mit
ca. 2m
s2
z. B. fu¨r ein Komfortsystem auf der Autobahn.
Im urbanen Umfeld wird die maschinelle Wahrnehmung vor eine Vielzahl neuer Herausfor-
derungen gestellt. Relevant sind im Kontext dieser Arbeit vor allem die wechselnde Querdy-
namik, der Umgang mit La¨ngs- und Querverkehr und die unterschiedlichen Verkehrsteilneh-
mer.
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1.3 Technische Ziele der objektbasierten maschinellen
Umfeldwahrnehmung in urbaner Umgebung
Die technischen Ziele eines objektbasierten maschinelles Wahrnehmungssystems im urbanen
Umfeld und die daraus an das System entstehenden Anforderungen werden im Folgenden
dargestellt:
• O¨ffnungswinkel: Es besteht der Anspruch, dass der O¨ffnungswinkel der Sensorik mo¨g-
lichst nahezu 180◦ betra¨gt, um auch Querverkehr rechtzeitig zu detektieren.
• Reichweite: Um den Fahrer auch beim Linksabbiegen mit ungefa¨hr 50km
h
rechtzeitig
vor einem herannahenden Fahrzeug (im Extremfall ebenfalls 50km
h
) zu warnen, wird
eine minimale Reichweite des Sensors von ca. 80m postuliert (nach Roessler 2010). Dies
reicht aus, um bei einer Anna¨herung an eine Kreuzung genug Zeit fu¨r Warn- und Inter-
ventionsstrategien zur Verfu¨gung zu stellen. Berechnungen im Rahmen von Intersafe2
setzen fu¨r die eingesetzte Sensorik Reichweiten von 77m fu¨r die beiden oben vorgestell-
ten Szenarien (INT 2011) voraus. Da sich Verkehrsteilnehmer im Kreuzungsbereich
ha¨ufig sehr nahe kommen, ist eine minimale Reichweite von mo¨glichst 0m wu¨nschens-
wert.
• Detektionsfa¨higkeit: Die eingesetzte maschinelle Umfeldwahrnehmung hat das Ziel,
sowohl La¨ngs- als auch Querverkehr zu detektieren und dabei eine Vielzahl von Ver-
kehrsteilnehmern unterschiedlicher Gattungen (PKW, LKW, Radfahrer, Fußga¨nger) zu
beru¨cksichtigen. Außerdem ist es das Ziel, die durch Verdeckung bzw. Teilverdeckung
und Perspektivwechsel entstehenden Einflu¨sse zu beru¨cksichtigen.
• Verfu¨gbare Informationen: Es ist das Ziel der maschinellen Umfeldwahrnehmung,
Informationen u¨ber Geschwindigkeit, Position, Ausdehnung und nach Mo¨glichkeit den
Lagewinkel der Objekthypothesen zu liefern. Dies wird fu¨r La¨ngs- und Quer- und
fu¨r abbiegenden Verkehr gefordert. Ferner besteht das Ziel, die Algorithmen robust
gegenu¨ber Perspektivwechseln zu gestalten. Perspektivwechsel treten u¨blicherweise bei
Abbiegevorga¨ngen und damit besonders in Kreuzungsbereichen auf.
• Detektionslatenz und Echtzeitfa¨higkeit: Das eingesetzte maschinelle Wahrneh-
mungssystem hat das Ziel, dass Sensor und verarbeitende Algorithmen mo¨glichst schnell
stabile Informationen u¨ber den Zustand eines Objektes liefern sollen. Vor allem fu¨r eine
aus der Sicht nachfolgender Algorithmen rechtzeitige Erkennung von Querverkehr ist
dies entscheidend. Fu¨r eine erstmalige stabile Scha¨tzung von Position und Geschwin-
digkeit beno¨tigt ein Tracking-Algorithmus, abha¨ngig von der eingesetzten Sensorik, ca.
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2-4 Messzyklen. Multipliziert mit der Zykluszeit des Sensors ergibt sich hieraus die so-
genannte Detektionslatenz. Im urbanen Umfeld ist diese Zeitspanne von der konkreten
Applikation abha¨ngig. Fu¨r diese Arbeit wird als Ziel definiert, die Detektionslatenz zu
minimieren. Ein weiteres Ziel ist die Echtzeitfa¨higkeit der Algorithmen. Diese wird in
diesem Zusammenhang wie folgt definiert: Es wird verlangt, dass die Algorithmen fu¨r
alle Objekte innerhalb eines Sensormesszyklus zu berechnen sind.
• Messrichtigkeit: Um auch in 80m Entfernung noch eine fahrspurgenaue Positions-
scha¨tzung durchzufu¨hren, sind eine Winkelrichtigkeit von mindestens 1◦ und eine Ent-
fernungsrichtigkeit von mindestens 1m notwendig.
1.4 Ziele und Gliederung der Arbeit
Im Kapitel Stand der Forschung und Technik (Kapitel 2) werden ausgewa¨hlte natio-
nale und internationale Forschungsprojekte und deren Zielsetzung im Bereich der aktiven
Sicherheitssysteme, vor allem mit Bezug zum urbanen Umfeld, erla¨utert. Die vorgestellten
Systeme beno¨tigen eine ihren Anforderungen entsprechende Umfeldwahrnehmung. Anhand
einiger Beispiele wird der Stand der Technik in der maschinellen Umfeldwahrnehmung fu¨r
das urbane Umfeld analysiert. Hieraus werden die Ziele dieser Arbeit motiviert. Der Fokus
liegt dabei (wie in der gesamten Arbeit) prima¨r auf laserbasierten Systemen.
Im Kapitel Methoden und Gu¨tekriterien (Kapitel 3) wird eine Entwicklungsum-
gebung fu¨r die objektbasierte, maschinelle Umfeldwahrnehmung von modernen Fahreras-
sistenzsystemen diskutiert. Zum einen werden die Vorteile der Kombination von modell-
basierter und auf Messdaten basierender Entwicklung aufgezeigt. Zum anderen wird eine
Toolkette vorgestellt, die es ermo¨glicht, diese Kombination effektiv zu nutzen und dabei ei-
ne Referenzier- und Bewertbarkeit der Algorithmen zu ermo¨glichen. Zur Referenzierung und
Bewertung sind objektive Gu¨tekriterien notwendig. Daher wird in diesem Kapitel ein Ansatz
fu¨r Gu¨tekriterien zur Bewertung von Objekttracking-Algorithmen diskutiert.
Lo¨sungsansa¨tze zum U¨berwinden der im Kapitel Stand der Technik identifizierten tech-
nischen Grenzen werden im Kapitel Technischer Lo¨sungsansatz: Urbanes Objekt-
tracking im Kontext hybrider Umfeldmodelle (Kapitel 4) erla¨utert. Hierfu¨r werden
Zustands- und Dynamikmodelle erarbeitet und ein Verfahren zur nachtra¨glichen Kontur-
scha¨tzung vorgestellt. U¨berdies wird eine strukturelle Erweiterung zum Active-Interacting-
Multi-Model-Filter (AIMM) mit einer Anbindung von Hintergrundinformationen zur Ver-
besserung der Modellierung der Querdynamik von abbiegenden Objekten analysiert. Zudem
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wird ein Verfahren beschrieben, das Informationen u¨ber das Verhalten vorheriger Objekthy-
pothesen zur beschleunigten Initialisierung von Objekten nutzt.
Die Experimentelle Validierung des technischen Lo¨sungsansatzes (Kapitel 5)
zeigt Eigenschaften, Vorteile und Grenzen der vorgestellten Verfahren auf. Hierzu werden
die in Kapitel 3 vorgestellten Gu¨tekriterien auf reale Mess- und Referenzdaten angewendet.
Die Evaluierung der Algorithmen erfolgt hierbei einerseits im Pru¨fgela¨nde und andererseits
im realen Straßenverkehr.
Schlussbemerkungen und Ausblick (Kapitel 6) liefert eine Zusammenfassung der
zentralen Thesen dieser Arbeit und gibt einen Ausblick auf weiterfu¨hrende Fragestellungen,
die in dieser Arbeit aufgeworfen werden.
72 Stand der Forschung und Stand der
Technik
Fu¨r die Beschreibung des aktuellen Standes der Technik werden zuna¨chst ausgewa¨hlte inter-
nationale Forschungsaktivita¨ten zum Thema aktive Sicherheits- bzw. Fahrerassistenzsysteme
im urbanen Umfeld vorgestellt (siehe Abschnitt 2.1). Anhand deren grundlegender Ziele und
Ideen werden allgemeine Trends in diesem Bereich aufgezeigt. Anschließend werden einige
fu¨r das Versta¨ndnis des Kapitels notwendige Grundlagen erla¨utert (siehe Abschnitt 2.2, die-
ser Abschnitt kann nach Bild 2.1 von mit den Grundlagen vertrauten Lesern ausgelassen
werden). Im weiteren Verlauf werden technische Realisierungen und Ansa¨tze aus aktuellen
Forschungsaktivita¨ten zum Themen Objekttracking bzw. Zustandsscha¨tzung im urbanen
Umfeld vorgestellt (siehe Abschnitt 2.3). Diese werden anschließend diskutiert und weiter-
fu¨hrender Forschungsbedarf identifiziert.
2 2 1
2.2
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Bild 2.1: Grafische Darstellung der Gliederung von Kapitel 2
2.1 Allgemeine Forschungsaktivita¨ten: Aktive
Sicherheitssysteme im urbanen Umfeld
Eine Auswahl japanischer, deutscher und europa¨ischer Forschungsprojekte, rund um akti-
ve Sicherheitssysteme im urbanen Umfeld, wird im Folgenden vorgestellt und diskutiert.
Anschließend werden die Trends dieser Forschungsaktivita¨ten resu¨miert (vgl. Bild 2.2).
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2.1 
2.1.1 
2.1.2 
2.1.3 
Bild 2.2: Grafische Darstellung der Gliederung von Kapitel 2.1
2.1.1 Europa¨ische Forschungsaktivita¨ten
Zurzeit bescha¨ftigen sich zahlreiche o¨ffentlich gefo¨rderte Forschungsaktivita¨ten mit aktiven
Sicherheitssystemen fu¨r das urbane Umfeld. Eine Auswahl international gefo¨rderter For-
schungsprojekte mit besonderem Bezug zu dieser Arbeit (Intersafe2, GENEVA, SAFESPOT
und InterActive) wird im Folgenden erla¨utert.
Cooperative Intersection Safety (Intersafe2)
Das Projekt Intersafe21 bescha¨ftigt sich mit dem Thema kooperative Kreuzungssicherheit
und ist ein von der EU gefo¨rdertes Projekt aus dem ’Seventh Framework Programme’.
Ziel von Intersafe2 war es, einen Kreuzungsassistenten zu entwickeln, der es an Kreuzun-
gen ermo¨glicht, die Anzahl der Unfa¨lle mit Personenscha¨den nennenswert zu reduzieren.
Dieses System warnt den Fahrer vor qualifizierten Rotlicht- und Stoppschildversto¨ßen und
fernerhin vor Unfa¨llen mit Objekten. Hierbei werden neben den in den Versuchsfahrzeugen
verbauten Sensoren, ebenfalls Ortungssysteme und Navigationskarten genutzt. Zudem wer-
den Car2Car-Kommunikation zwischen verschiedenen Fahrzeugen und Car2Infrastructure-
Kommunikation zwischen ebenfalls mit Sensoren ausgestatteten Kreuzungen eingesetzt. Das
Projekt war auf 36 Monate ausgelegt und endete im Mai 2011. Das im Kontext dieser Ar-
beit vorgestellte maschinelle Wahrnehmungssystem ist unter anderem im Rahmen von In-
tersafe2 eingesetzt und getestet worden. Fu¨r den Kontext dieser Arbeit ist hauptsa¨chlich
der in Intersafe2 verfolgte Ansatz, verschiedene Datenquellen (Navigationsdaten, Car2X-
Kommunikation und On-Board-Sensorik) zu einem Umfeldmodell fu¨r urbane Umgebungen
zu fusionieren, relevant.
Galileo / EGNOS Enhanced Driver Assistance (GENEVA)
Das von der EU im Rahmen des ’Seventh Framework Programme’ gefo¨rderte Projekt GE-
NEVA2 bescha¨ftigt sich mit der Entwicklung eines Kreuzungsassistenten (’UrbanAssist’),
der auf ga¨ngigen Satelliten-Ortungssystemen basiert. Dieser Kreuzungsassistent unterstu¨tzt
1Quelle: www.intersafe-2.eu, abgerufen am 04.11.2011
2Quelle: www.geneva-fp7.eu, abgerufen am 04.11.2011
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den Fahrer beim Linksabbiegen und warnt ihn vor dem unbeabsichtigten U¨berfahren ei-
ner Stopplinie. Um den Fahrer in komplexen Kreuzungssituationen zu unterstu¨tzen, beno¨ti-
gen beide Funktionen ein genaues Umfeldmodell. Dieses wird aus einer Fusion aus Car2X-
Kommunikation, Navigationsdaten und On-Board-Sensorik generiert. Fu¨r die Fusion dieser
Daten und einer darauf aufbauenden Funktion sind hochgenaue Ortungslo¨sungen notwendig.
Diese sind bisher nur mit aufwa¨ndigen Koppelnavigationssystemen mo¨glich. Im Projekt GE-
NEVA wurde daher bis Ende 2011 eine hochgenaue und kostengu¨nstige Ortungslo¨sung auf
Basis der Fusion eines ga¨ngigen Satelliten-Ortungssystems und im Fahrzeug serienma¨ßig ver-
bauter Intertialsensorik entwickelt. Zugleich stehen Algorithmen zur Bewertung der aktuellen
Positions- und Navigationskartengu¨te im Fokus des Projektes. Diese sind notwendig, um die
oben beschriebenen Funktionen auf die aktuelle Datengu¨te anzupassen und Fehlauslo¨sungen
zu vermeiden. Das im Kontext dieser Arbeit vorgestellte maschinelle Wahrnehmungssystem
ist ebenfalls im Rahmen von GENEVA eingesetzt worden. Ausschlaggebend fu¨r die vorlie-
gende Arbeit ist der in GENEVA verfolgte Ansatz, gu¨nstige und genaue Ortungslo¨sungen
zu realisieren. Zusa¨tzlich sind Algorithmen zur Bewertung der Gu¨te von Position und Navi-
gationskarten relevant.
Cooperative vehicles and road infrastructure for road safety (SAFESPOT)
Das im Rahmen des ’Sixth Framework Programme’ der EU gefo¨rderte Projekt SAFESPOT3
bescha¨ftigte sich bis zum Jahr 2010 mit einem Fahrerassistenzsystem, dessen Umfeldmodell
aus der Fusion von Daten aus Car2Infrastructure-Kommunikation, Car2Car-Kommunikation
und On-Board-Sensorik generiert wird. Ziel des Projektes war hierbei unter anderem die
Entwicklung von Algorithmen zur Fusion dieser Daten. Hierfu¨r wurde unter dem Namen
Local Dynamic Map (LDM) ein Umfeldmodell entwickelt, das aus unterschiedlichen Ab-
straktionsebenen besteht. Daru¨ber hinaus wurde ein Kreuzungsassistent realisiert, der den
Fahrer, auf Basis des oben beschriebenen Umfeldmodells, fru¨hzeitig vor Kollisionen mit an-
deren Verkehrsteilnehmern warnt und ihm so die Mo¨glichkeit gibt, rechtzeitig zu reagieren.
Hierzu geho¨rt unter anderem auch das Erkennen von z. B. Fußga¨ngern oder Radfahrern.
Weitere Situationen sind das Erkennen von Verkehrszeichen, die Warnung vor herannahen-
den Wegerechtsfahrzeugen, das Warnen vor stark bremsenden Verkehrsteilnehmern und das
Sichtbarmachen nicht einsehbarer Verkehrssituationen. Relevant fu¨r diese Arbeit ist der in
SAFESPOT verfolgte Ansatz eines navigationskartenbasierten Umfeldmodells mit mehreren
Abstraktionsebenen.
3Quelle: www.safespot-eu.org, abgerufen am 04.11.2011
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Accident avoidance by active intervention for Intelligent Vehicles (interactIVe)
Das von der EU im Rahmen des ’Seventh Framework Programme’ gefo¨rderte Projekt in-
teractIVe4 bescha¨ftigt sich bis Mitte 2014 mit einer einheitlichen Architektur fu¨r aktive
Sicherheitssysteme und tritt damit die direkte Nachfolge des Projektes Preventive safety ap-
plications and technologies (PReVENT) an. Ziel des Projektes ist es, unno¨tige Redundanzen
zu beseitigen und eine Architektur zu schaffen, auf der verschiedene Funktionen realisiert
werden. Dies bedeutet unter anderem auch, dass es das Ziel ist, die Daten verschiedener
On-Board-Sensoren in einem einheitlichen Umfeldmodell zu fusionieren. Dieses einheitliche
Umfeldmodell ist die Basis fu¨r die verschiedenen Funktionsauspra¨gungen. Diese Vereinheit-
lichung wird die Kosten solcher Sicherheitssysteme deutlich senken und einen Einsatz auch
unterhalb der Oberklasse mo¨glich werden lassen. Dabei stehen drei Funktionen im Fokus:
Fahrerunterstu¨tzung, Minderung von Unfallfolgen (Collision Mitigation) und Unfallvermei-
dung (Collision Avoidance). Fu¨r diese Arbeit ist speziell der in interactIVe verfolgte Ansatz
der Fusion verschiedener Datenquellen in einem einheitlichen Umfeldmodell relevant. Dieses
Umfeldmodell bildet die Basis fu¨r verschiedene Funktionsauspra¨gungen.
2.1.2 Japanische Forschungsaktivita¨ten
Wa¨hrend die Zahl der Verkehrsunfa¨lle mit Personenscha¨den in vielen hoch motorisierten
La¨ndern seit 1970 deutlich zuru¨ckgegangen ist (z. B. Deutschland - 25%, USA -15%) ist die
Anzahl in Japan nahezu konstant geblieben (+3%)5. Das Risiko, bei einem Verkehrsunfall
verletzt zu werden, ist in Japan pro Fahrzeugkilometer 2-3-mal ho¨her als in Deutschland oder
den USA (Quelle: IRTAD (International Road Traffic and Accident Database), 103 Unfa¨lle
mit Personenscha¨den pro 100 Millionen Fahrzeugkilometer in Japan, 48,5 in Deutschland
und 34,9 in den USA, Stand 2008). Daher stehen aktive Sicherheitssysteme in Japan im
Fokus zahlreicher o¨ffentlich gefo¨rderter Forschungsvorhaben.
Das Projekt AHS (Smartway)6 gefo¨rdert durch das MLIT (Mininstry of Land, Infrastruc-
ture and Transport) ist ein auf Car2Infrastructure-Kommunikation basierendes System, das
sich aktuell in Feldtests befindet und fu¨r ein Mautsystem eingesetzt wird. Das System ist
prima¨r auf Autobahnen installiert. Es warnt vor Stauenden, unterstu¨tzt beim Einfa¨deln auf
die Autobahn und bietet daru¨ber hinaus Bezahlfunktionen fu¨r die Maut und das Tanken.
Das System basiert auf an den Straßen installierten DSRC-Barken (Dedicted Short Range
Communication). Die Funkfrequenz liegt bei 5,8GHz. 2008 waren 26 Millionen Systeme an
4Quelle: www.interactive-ip.eu, abgerufen am 04.11.2011
5Quelle: internationaltransportforum.org/irtadpublic/pdf/10IrtadReport.pdf, abgerufen am 04.11.2011
6Quelle: wiki.fot-net.eu/index.php?title=Smartway, abgerufen am 15.03.2012
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Japans Straßen installiert.
Das Vorhaben DSSS (Driving Safety Support System)7, gefo¨rdert durch die National Police
Agency und Universal Traffic Managment Society (UTMS), ist ein auf Car2Infrastructure-
Kommunikation basierendes System, das sich aktuell in Feldtests befindet. Das System wird
unter anderem in Kreuzungsbereichen eingesetzt. Es warnt vor Stopp- und Rotlichtversto¨ßen,
Stauenden und Kollisionen mit anderen Verkehrsteilnehmern (auch Fußga¨ngern). Es basiert
auf Infrarotbarken, die entlang der Straßen angebracht werden.
Das Projekt ASV (Advanced Safety Vehicle)8 ist ein durch das MLIT (Ministry of Land,
Infrastructure and Transport) gefo¨rdertes Projekt, das sich aktuell in der vierten Phase
befindet. Ziel ist hier die Entwicklung einer infrastrukturunabha¨ngigen Warnung, unter an-
derem in Kreuzungsbereichen. Hierfu¨r wird Car2Car-Kommunikation eingesetzt, intelligente
Infrastruktur wird nicht genutzt. Als Funkstandard wird DSRC (Dedicted Short Range Com-
munication) verwendet.
Haupttrend in japanischen Forschungsaktivita¨ten ist derzeit die Untersuchung kommunika-
tionsbasierter Fahrerassistenzsysteme. Hierbei werden neben Systemen, die eine intelligente
Infrastruktur beno¨tigen (Untersuchungen in großen Feldtests), auch Systeme mit direkter
Kommunikation zwischen den Verkehrsteilnehmern untersucht. Beide Ansa¨tze adressieren
unter anderem auch urbane Kreuzungssituationen.
2.1.3 Deutsche Forschungsaktivita¨ten
Das Projekt Aktiv9 bescha¨ftigte sich bis Mitte 2010 im Projekt Aktive Sicherheit unter ande-
rem mit Assistenzsystemen fu¨r Kreuzungssituationen. Adressiert werden hierbei drei Szena-
rien: Querverkehr, Linksabbiegen und Auffahrunfa¨lle an Lichtsignalanlagen. Hierbei werden
sowohl On-Board als auch kommunikationsbasierte Technologien eingesetzt. Die Kommuni-
kation zwischen den Verkehrsteilnehmern basierte hierbei auf dem Funkstandard 802.11p. Die
prototypische Realisierung der Querverkehrsassitenz basiert hierbei auf kommunikationsba-
sierten Technologien. Fu¨r das Linksabbiege- und das Ampelassistenzsystem wird eine Fusion
aus Car2X-Kommunikation und On-Board-Sensoren (Je nach Versuchstra¨ger verschiedene
Kombinationen aus Radar, Lidar und Stereo-Kamera) verwendet.
7Quelle: www.utms.or.jp/english/system/dsss.html, abgerufen am 15.03.2012
8Quelle: www.iatss.or.jp/pdf/research/27/27-2-11.pdf, abgerufen am 15.03.2012
9Quelle: www.aktiv-online.de, abgerufen am 25.02.2013
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2.1.4 Trends in den Forschungsaktivita¨ten und abgeleitetes Fazit
Der Blick auf die Projekte Intersafe2, SAFESPOT, DSSS, ASV und Aktiv zeigt, dass das
Voranschreiten der Fahrerassistenz in urbanen und damit komplexen Umgebungen im Fokus
zahlreicher, o¨ffentlich gefo¨rderter Forschungsprojekte steht. Des Weiteren zeigen die beispiel-
haft aufgefu¨hrten Projekte, dass aufwa¨ndige Umfeldmodelle no¨tig sind, um den Herausfor-
derungen der urbanen Umwelt gewachsen zu sein. Hierfu¨r werden vor allem Fusionen aus
On-Board-Sensorik, Navigationsdaten und Car2X-Kommunikation in aktuellen Forschungs-
vorhaben untersucht. Daher beno¨tigen diese Verfahren eine hochgenaue Ortungslo¨sung und
Algorithmen zur Bewertung von aktueller Karten- und Ortungsqualita¨t. Diese sind nach
aktuellem Stand der Technik nur durch aufwa¨ndige satellitengestu¨tzte Koppelnavigations-
systeme mo¨glich. Das Projekt GENEVA bescha¨ftigt sich daher damit, solche Ortungslo¨sun-
gen in Zukunft deutlich gu¨nstiger und mit heute schon im Fahrzeug serienma¨ßig verbauten
Komponenten zu realisieren. Bei der On-Board-Sensorik werden Fusionen verschiedener Sen-
soren eingesetzt. Um die Gesamtsysteme gu¨nstiger zu machen, strebt das Projekt interactIVe
eine gemeinsame Architektur an, auf der verschiedene Fahrerassistenzsysteme realisiert wer-
den. Dieses Vorgehen soll vermeiden, dass Systeme Sensoren exklusiv verwenden und somit
Sensoren redundant verbaut werden. Ziel ist es, ein einheitliches Umfeldmodell, das auf der
Fusion mehrerer Datenquellen basiert, zu erzeugen, und dieses verschiedenen Funktionen zur
Verfu¨gung zu stellen. Somit wird es zunehmend wichtiger, Algorithmen zu entwickeln, die
ein generisches Umfeldmodell erzeugen und es so ermo¨glichen, dieses fu¨r eine Vielzahl von
Funktionen nutzbar zu machen.
2.2 Wahrnehmungs-Grundlagen und Filter-Verfahren
In diesem Kapitel werden einige allgemeine, fu¨r das Versta¨ndnis des Abschnitts 2.3 notwendi-
ge Grundlagen bezu¨glich der verwendeten Sensortechnologie (Abschnitt 2.2.2) und eine Aus-
wahl verbreiteter Tracking-Verfahren vorgestellt. Mit den Partikelfiltern (Abschnitt 2.2.3),
den Kalman-Filtern (Abschnitt 2.2.4) und dessen Erweiterungen (Abschnitt 2.2.5) werden
die ga¨ngigsten, fu¨r diese Arbeit relevanten, Verfahren theoretisch vorgestellt (vgl. Bild 2.3).
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Bild 2.3: Grafische Darstellung der Gliederung von Kapitel 2.2
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Projekt Gegenstand Ziel
Intersafe2 Kreuzungsassistenz Validierung Umfeldmodell: Fusion Navigations-
daten, Car2X-Kommunikation und On-Board-
Sensorik
SAFESPOT Kreuzungsassistenz Validierung Umfeldmodell: Fusion Navigations-
daten, Car2X-Kommunikation und On-Board-
Sensorik
DSSS Kreuzungsassistenz Feldtest: Car2Infrastructure-Kommunikation
ASV Kreuzungsassistenz Validierung: Car2Car-Kommunikation
GENEVA Ortungssysteme Validierung: kostengu¨nstige Ortungslo¨sung
Kreuzungsassistenz
interactIVe Systemarchitektur Validierung: einheitlisches Umfeldmodell
AHS Autobahnen Feldtest: Car2Infrastructure-Kommunikation
Aktiv - Kreuzungsassistenz Validierung Umfeldmodell: Fusion Navigations-
Kreuzungsassistenz daten, Car2X-Kommunikation und On-Board-
Sensorik
Tabelle 2.1: Tabellarische U¨bersicht japanischer und europa¨ischer Forschungsaktivita¨ten.
2.2.1 Begriﬄichkeiten
Allgemein wird bei der maschinellen Umfeldwahrnehmung im automobilen Umfeld zwischen
aktiver (z. B. Laser, Radar, Ultraschall) und passiver (z. B. Kamerasysteme) Sensorik unter-
schieden. Wa¨hrend der Mensch das Fahrzeugumfeld vor allem mit den Augen wahrnimmt,
hat sich in der maschinellen Umfeldwahrnehmung eine Mischung aus aktiver und passi-
ver Sensorik etabliert. Jedoch sind die bisher verfu¨gbaren Systeme, meist bestehend aus
Radar- und/oder Kamerasystemen fu¨r unstrukturierte Umgebungen nur bedingt geeignet
und vor allem fu¨r den Einsatz in La¨ngsverkehrsszenarien optimiert. So haben die verfu¨gba-
ren Kamerasysteme nur einen eingeschra¨nkten O¨ffnungswinkel, wa¨hrend die Radarsysteme
technologiebedingt merkliche Schwa¨chen bei der Detektion tangentialer Geschwindigkeiten
aufweisen. Somit ist es mit den bestehenden Systemen nur sehr eingeschra¨nkt mo¨glich, bei-
spielsweise kreuzenden Querverkehr mit der erforderlichen Qualita¨t wahrzunehmen. Neben
der Weiterentwicklung der bestehenden Technologien hinsichtlich der bekannten Schwa¨chen,
stehen Laserscanner mit großem O¨ffnungswinkel im Fokus aktueller Forschungsaktivita¨ten
(vgl. Fu¨rstenberg u. Dietmayer 2004, Boehlau u. a. 2009). Diese bieten mit ihrer Eigenschaft,
Informationen u¨ber die Kontur des Umfeldes zu liefern, vielversprechendes Potenzial fu¨r die
Herausforderungen der Umfeldwahrnehmung in unstrukturierten Umgebungen. So ermo¨gli-
chen es unter anderem Laserscanner auf Grund ihres großen O¨ffnungswinkels La¨ngs- und
Querverkehr zu detektieren. Die Bestimmung von Ausdehnung, Position und Dynamikda-
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ten (Zustandshypothesenmodelle) der im Sensorsichtbereich befindlichen Verkehrsteilnehmer
(Objekte), ist eine der zentralen Herausforderungen der maschinellen Umfeldwahrnehmung
im urbanen Umfeld. Die Erzeugung dieser Zustandsmodelle aus einem Strom von Messda-
ten wird Objekttracking genannt. Die hierfu¨r zu bestimmenden Modelle und verwendeten
Begriﬄichkeiten werden in Abbildung 2.4 beschrieben und im Folgenden erla¨utert:
• Basismerkmale und komplexere Merkmale. Nach Ma¨hlisch (2009) wird zwischen
Basismerkmalen und komplexeren Merkmalen unterschieden. Zur Unterscheidung wer-
den die Basismerkmale im Folgenden als die durch den Sensor gemessenen Rohdaten
bezeichnet. Die durch die Segmentierung entstehenden komplexeren Merkmale werden
als segmentierte Rohdaten bezeichnet. Die durch die Transformationsvorschrift des
Messmodells entstehenden und im Umfeldmodell verwendeten komplexen Merkmale
werden im Folgenden als Merkmale bezeichnet.
• Das Messmodell u¨berfu¨hrt die segmentierten Rohdaten in den im Umfeldmodell
verwendeten Merkmalsraum.
• Das Dynamikmodell pra¨diziert aus einem bekannten Zustand den na¨chsten erwar-
teten Zustand.
• Das Sensormodell stellt den Zusammenhang zwischen Zustandsvektor und Merkmals-
bzw. Messvektor dar. Es beschreibt damit die Transformation aus dem Zustands- in
den Merkmalsraum.
Im Allgemeinen wird beim Objekttracking zwischen drei Unsicherheitsdoma¨nen (vgl. Ma¨h-
lisch 2009) unterschieden:
• Detektions-/Existenzunsicherheit: Zufa¨llige Messfehler und physikalisch bedingtes
Messrauschen fu¨hren zu Unsicherheiten in der Existenz eines Objektes. Daher werden
in einem maschinellen Umfeldmodell nur Objekthypothesen abgebildet. Ob hinter ei-
ner Objekthypothese ein reales Objekt existiert, ist mit Unsicherheiten behaftet. Mes-
sungen werden z. B. fa¨lschlicherweise vom Boden und nicht von einem tatsa¨chlichen
Objekt verursacht. In diesem Fall wird eine Objekthypothese fehlerhaft an einer Stelle
vermutet, an der real nur der Boden existiert. Andersherum ist es mo¨glich, dass ein
real existierendes Objekt z. B. auf Grund seiner Oberfla¨chenbeschaffenheit von einem
Sensor nicht gemessen wird. In diesem Fall wu¨rde das real existierende Objekt im ma-
schinell erstellten Umfeldmodell nicht beru¨cksichtigt, also zu keiner Objekthypothese
fu¨hren.
2.2 Wahrnehmungs-Grundlagen und Filter-Verfahren 15
Messmodell 
Dynamik-
modell 
Seg. 
Rohdaten 
Innovation 
Segmentierung 
Umfeldmodell 
Sensor-
modell 
Merkmale 
Erw.  
Zustand 
Zustand 
- 
K
o
rr
e
k
tu
rf
u
n
k
ti
o
n
 
Erw.  
Merkmale 
Sensor 
Rohdaten 
Bild 2.4: Schematische Darstellung der verschiedenen Modelle bei der Umfeldmodellierung
durch einen rekursiven Filterprozess (nach Effertz 2009).
• Zustandsunsicherheit: Zufa¨llige Messfehler und physikalisch bedingtes Messrauschen
fu¨hren auch zu Unsicherheiten in der Zustandsscha¨tzung der Objekthypothesen. So de-
tektieren z. B. Entfernungsmessungen auf Grund des Messrauschens unvermeidlich eine
im Vergleich zur wahren Entfernung gro¨ßere oder kleinere Distanz. Dies fu¨hrt zu einer
Unsicherheit in der Entfernungsscha¨tzung. Ferner fu¨hren Fehler in den Modellbildun-
gen zu Unsicherheiten in der Zustandsscha¨tzung (Prozessunsicherheit). Diese treten
auf, wenn z. B. das zur Modellierung der Objektbewegung eingesetzte Dynamikmodell
nicht mit der tatsa¨chlichen Bewegung des Objektes u¨bereinstimmt.
• Assoziationsunsicherheit: Zuordnungsfehler zwischen Objekthypothesen und Mes-
sungen fu¨hren zu einer Unsichrheit in der Assoziation. Zwei Arten von Fehlern sind
hierbei mo¨glich: Eine Messung wird fa¨lschlicherweise nicht der zugeho¨rigen Objekt-
hypothese zugeordnet oder eine Messung wird fa¨lschlicherweise einer anderen als der
verursachenden Objekthypothese zugeordnet. Fehler bei der Assoziation verletzten die
Annahmen der meisten Filter-Verfahren und wirken sich daher stark auf die Qualita¨t
des maschinell erstellten Umfeldmodells aus.
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Nach DIN ISO 5725-1:1994 werden im Kontext von Messverfahren- und ergebnissen fol-
gende fu¨r diese Arbeit relevante Begriffe verwendet:
• Pra¨zision: Beschreibt die Streuung der Messwerte, ist aber unabha¨ngig von der Ent-
fernung der Messwerte zum wahren Wert (zufa¨llige Abweichungskomponente).
• Richtigkeit: Beschreibt, wie nahe die gemittelten Messwerte einer großen Stichprobe
beim wahren Wert (bzw. der Referenz) liegen (systematische Abweichungskomponen-
te).
• Genauigkeit: Eine hohe Genauigkeit liegt vor, wenn sowohl eine hohe Pra¨zision als
auch eine hohe Richtigkeit festgestellt werden kann.
2.2.2 Laserscanner
Die Lidar-Technologie (Light Detection and Ranging) hat in der Automotive-Forschung zu-
letzt weite Verbreitung gefunden (vgl. Klose 2008, Rauskolb u. a. 2008, Darms 2008, Leonard
u. a. 2008, Petrovskaya u. Thrun 2008, Effertz 2009 und Wille u. a. 2010). Lidar-Systeme ver-
wenden in der Regel Laserimpulse im nicht-sichtbaren Infrarotspektrum (ca. 900nm) (vgl.
Skutek 2006, Boehlau u. a. 2009). Die Systeme basieren in der Regel auf der sogenannten
Lidar-Laufzeit-Messung. Hierbei wird ein Laserpuls von einer Sendeeinheit ausgesendet. Die
von einem Objekt zuru¨ckgestreuten Pulse werden durch eine Empfangseinheit ausgewertet.
Eine schematische Darstellung des durch die Empfangseinheit detektierten Ru¨ckstreusignals
zeigt Abbildung 2.5. Das Ru¨ckstreusignal entha¨lt neben der Streuung an einem Objekt auch
noch die Streuung an der Abschlussscheibe. Diese wird z. B. bei dem Laserscanner Hella
IDIS 2.0 als Basis fu¨r die Laufzeit- und damit fu¨r die Entfernungsscha¨tzung genutzt (vgl.
Boehlau u. a. 2009). Die bei Laserscannern eingesetzte Rohsignalverarbeitung bildet nicht
den Schwerpunkt dieser Arbeit, daher werden die Grundideen im Folgenden nur kurz be-
schrieben: Das Signal wird zuna¨chst diskretisiert. Anschließend wird aus der Auswertung
der Laufzeit, in Relation zur bekannten Lichtgeschwindigkeit, die Entfernung des Objektes
bestimmt. Hierbei ergibt sich die Entfernung r in Abha¨ngigkeit von der Laufzeit des Lichtes
tl und Ausbreitungsgeschwindigkeit des Lichtes c wie folgt:
r =
c ∗ tl
2
(2.1)
Die Messung eines Laserscanners besteht u¨blicherweise aus einer Entfernung r und einem
Winkel φ in einem Polarkoordinatensystem. Je nach Art des Sensors gibt es noch zusa¨tz-
2.2 Wahrnehmungs-Grundlagen und Filter-Verfahren 17
Amplitude
m
Abschlussscheibe Zielobjekt
r
Bild 2.5: Schematische Darstellung des diskretisierten Ru¨ckstreusignals eines Laserscanners
und der aus der bekannten Lichtgeschwindigkeit resultierenden Entfernungsscha¨t-
zung.
liche Informationen z. B. u¨ber die Intensita¨t des reflektierten Pulses (Amplitude a). Der
Vorteil eines Lidar-Systems liegt in der Praxis unter anderem in der im Vergleich zu Radar-
Systemen besseren Winkelauflo¨sung. U¨berdies liefern Lidar-Systeme, im Gegensatz zu Ra-
darsensoren, Informationen u¨ber die Kontur eines Objektes. In das Fahrzeug-Design inte-
grierte Lidar-Systeme erreichen im Automotive-Umfeld eine Reichweite von ca. 200m und
einen O¨ffnungswinkel von maximal 180◦. Nachteilig ist die eingeschra¨nkte Leistungsfa¨hig-
keit bei schlechtem Wetter. Vor allem bei Gischt und Nebel ist die maximale Reichweite
von Lasersensoren eingeschra¨nkt. Außerdem ist das Geschwindigkeitssignal, welches z. B.
bei Radar-Sensoren u¨ber den Doppler-Effekt direkt gemessen wird, bei den ha¨ufig verwende-
ten Lidar-Laufzeit-Systemen nur indirekt, z. B. u¨ber die Differentiation des Abstandssignals,
bestimmbar. Weiterhin kommt es, je nach Betrachtungswinkel, zu Totalreflexion von La-
serpulsen an Oberfla¨chen. Objekte sind unter diesen Bedingungen fu¨r einen Laserscanner
nahezu unsichtbar.
Ein Lidar-Sensor besteht aus mindestens einem Laser als Sender und mindestens einer
Empfangsdiode. Bei der Lidar-Technologie wird zwischen Multi-Beam-Lasern und Laser-
scannern unterschieden. Bei Multi-Beam-Lasern gibt es im Allgemeinen fu¨r jeden Kanal
einen Sender und eine Empfangseinheit. Multi-Beam-Laser haben in der Praxis mit z. B.
16◦ einen eingeschra¨nkten Winkelbereich und sind daher fu¨r den Einsatz im Kreuzungsbe-
reich ungeeignet. Beim Laserscanner gibt es oft nur eine Sende- und eine Empfangseinheit,
die u¨ber das scannende Prinzip einen großen Bereich abtastet. Der mechanische Aufbau der
Laserscanner ist auf Grund des scannenden Prinzips aufwa¨ndiger als der des Multi-Beam-
Lasers. Dafu¨r ist es theoretisch mo¨glich, mit einem Laserscanner einen Winkelbereich von
360◦ abzudecken. Seriennahe Laserscanner erreichen auf Grund von Einschra¨nkungen bei
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der Fahrzeugintegration einen O¨ffnungswinkel von nahezu 180◦ und sind daher fu¨r den Ein-
satz im Kreuzungsbereich geeignet. Zu unterscheiden sind Einebenen-Laserscanner mit einer
vertikalen Winkelauflo¨sung von z. B. 3◦ und Mehrebenen-Laserscanner mit z. B. vier Ebe-
nen mit einer vertikalen Winkelauflo¨sung von jeweils 0,25◦. Im Rahmen dieser Arbeit wird
der Lidar-Laufzeit-Scanner IDIS 2.0 der Firma Hella fu¨r die experimentelle Validierung der
Algorithmen verwendet (vgl. Boehlau u. a. 2009). Dieser verfu¨gt u¨ber einen horizontalen
Winkelbereich von 161◦ unterteilt in 161 Kana¨le mit je 1◦ O¨ffnungswinkel. Der vertikale
O¨ffnungswinkel dieses Einebenen-Laserscanners betra¨gt 3◦.
Genauigkeit der radialen Positionsscha¨tzung
Die Pra¨zision (mittlere Streuung bei mehreren Messungen eines stationa¨ren Zieles) des ver-
wendeten Laserscanners wird mit ±0,1m angegeben, die Richtigkeit mit ±0,5m (vgl. Boehlau
u. a. 2009). Letztere (∆r
2
= 0, 47m) resultiert aus der in Abbildung 2.5 schematisch darge-
stellten Diskretisierung des Ru¨ckstreusignals mittels eines A/D-Wandlers und einer Frequenz
von 160MHz.
∆r =
c ∗∆tl
2
(2.2)
=
c
2
∗ 1
160MHz
(2.3)
= 0, 9375m (2.4)
Tests im Rahmen des Projekts Intersafe2 ergaben bei einem dynamischen Objekt einen mitt-
leren Fehler von nahezu 0m bei der radialen Entfernungsscha¨tzung. Die Standardabweichung
ist hierbei 0,5m (INT 2011).
Genauigkeit der horizontalen Positionsscha¨tzung
Nach Ka¨mpchen (2007) ist die horizontale Positionsscha¨tzung eines mit einem Laserscan-
ner vermessenen Objektes mit Unsicherheiten behaftet (wie z. B. in der in Abbildung 2.6
beschriebenen Situation). Dies resultiert aus der diskreten Winkelauflo¨sung (∆α) und dem
Kanalo¨ffnungswinkel (β) des Laserscanners. Unter Beru¨cksichtigung der radialen Entfernung
ergibt sich daraus die Genauigkeit der horizontalen Positionsscha¨tzung. In der in Abbildung
2.6 dargestellten Situation wird ein Objekt von vier Laserstrahlen vermessen. Zu sehen ist,
dass die Strahlen nicht exakt die tatsa¨chliche Kontur des Objektes beschreiben. Der Bias der
Winkelmessung ergibt sich wie folgt, hierbei ist λ ∈ [0, 1] die U¨berlappung zwischen Strahl
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Bild 2.6: Schematische Darstellung der Detektion eines Objektes in vier Kana¨len und der
daraus resultierenden Unsicherheit in der lateralen Positionsscha¨tzung.
und Fahrzeug (Herleitung: vgl. Ka¨mpchen 2007):
µα(∆α, β, λ = 0, 5) =
1
2
∆α (2.5)
Die Varianz der Winkelmessung ergibt sich zu (Herleitung: vgl. Ka¨mpchen 2007):
σ2α(∆α, β, λ) =
1
12
∆α2 (2.6)
Beide Fehler sind also von der Winkelauflo¨sung des Laserscanners (∆α) abha¨ngig.
Erho¨hung der Unsicherheit der radialen Entfernungscha¨tzung durch Kantenfehler und
den Aspektwinkel
Durch die aus dem vertikalen O¨ffnungswinkel von ϕ = 3◦ und dem horizontalen O¨ffnungs-
winkel von 1◦ resultierende fla¨chige Ausbreitung des Laserstrahls treten bei Reflexionen an
Objekten Messunsicherheiten in der Entfernung r auf. Die Messunsicherheit schwankt da-
her in Abha¨ngigkeit von der Perspektive (Aspektwinkel α) und der Entfernung r. Dieser
Effekt tritt aufgrund der fla¨chigen Strahlausbreitung in zwei Dimensionen, na¨mlich sowohl
in der Horizontalen als auch in der Vertikalen, auf. Der Zusammenhang ist in Abbildung 2.7
beispielhaft fu¨r eine Dimension dargestellt. Die Unsicherheit entsteht, da die Messung auf
Grund der Strahlaufweitung keinerlei Ru¨ckschluss u¨ber die tatsa¨chliche Lage des Reflexions-
zentrums innerhalb des Strahls zula¨sst. Dies tritt hauptsa¨chlich auf, wenn die Objektkante
nicht orthogonal zur Strahlrichtung ausgerichtet ist. So ko¨nnte sich in Abbildung 2.7 an
dem mit r gekennzeichneten Rand des Sensorkegels ein dominanter Retroreflektor befinden.
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Bild 2.7: Schematische Darstellung des Aspektwinkels bei der Beobachtung eines Objektes,
das nicht orthogonal zur Strahlrichtung orientiert ist.
Genauso ko¨nnte das Reflexionszentrum im Extremfall aber auch an der anderen Seite des
Sensorkegels liegen. Diese Unsicherheit la¨sst sich mathematisch wie folgt beschreiben:
σr = 2 · r ∗ sin(ϕ
2
) ∗ sin(α)
sin(pi
2
− ϕ− ϕ
2
− α) (2.7)
wenn α >> ϕ vereinfacht sich dies na¨herungsweise zu:
σr ≈ 2 · r · sin(ϕ
2
) · tan(α) (2.8)
mit: Aspektwinkel α, Entfernung r und dem vertikalen Kanalo¨ffnungswinkel ϕ. Weitere Quel-
len von Messunsicherheiten sind Spru¨nge oder Kanten in der vermessenen Objektkontur,
diese Zusammenha¨nge werden z. B. in Stahn (2010) detailliert untersucht.
2.2.3 Partikelfilter
Das Partikelfilter ist ein bekanntes und im Bereich der Robotik ha¨ufig verwendetes Filter
zur Zustandsscha¨tzung linearer und nichtlinearer Systeme. Die Wahrscheinlichkeitsdichte-
funktion wird bei den Partikelfiltern durch NS Zustandsvektoren (gewichtete Partikel) ap-
proximiert (vgl. Isard u. Blake 1998 und Ristic u. a. 2004). Auf jedes Partikel werden hierbei
unterschiedliche Objekt- und Dynamikmodelle angewendet. Daher hat dieses Verfahren den
Vorteil, dass es keinerlei Einschra¨nkungen bezu¨glich der Verwendung nichtlinearer Model-
le unterliegt. Jedes Partikel repra¨sentiert hierbei eine Hypothese des Objektzustandes. Das
Partikelfilter arbeitet rekursiv, in einem ersten Schritt werden die Partikel auf einen neuen
Messzeitpunkt pra¨diziert, und in einem zweiten Schritt werden die jeweiligen Gewichte der
Partikel angepasst. Dieses Vorgehen wird als Sequential Importance Sampling (SIS) bezeich-
net und bildet die Grundlagen vieler Partikelfilter.
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Zu beachten ist bei den Partikelfiltern, dass die Anzahl der Partikel (NS) mit wachsender
Nichtlinearita¨t und zunehmender Dimensionalita¨t des Zustandsvektors stark ansteigt. Der
Rechenaufwand ist gerade bei multidimensionalen Zustandsra¨umen sehr hoch (vgl. Hoff-
mann 2007). Lindl (2008) zeigt, dass fu¨r die stabile Verfolgung von Fahrzeugen mittels eines
Laserscanners 400-800 Partikel pro Objekthypothese notwendig sind und kommt daher zu
dem Schluss, dass Partikelfilter fu¨r die Multiobjektverfolgung von Fahrzeugen nach aktuel-
lem Stand der Technik nicht echtzeitfa¨hig sind. Auf die Verwendung von Partikelfiltern wird
daher im Rahmen dieser Arbeit verzichtet.
2.2.4 Kalman-Filter
Das Kalman-Filter ist seit 1960 (vgl. Kalman 1960) ein bekanntes und im Bereich der ma-
schinellen Umfeldwahrnehmung in der Automobilindustrie ha¨ufig verwendetes Filter zur
Zustandsscha¨tzung. Ziel ist die Scha¨tzung des Mittelwertes xˆ(k) und der zugeho¨rigen Ko-
varianzmatrix P(k) des Zustandes aus einer Messreihe z(k). Der grundlegende Ablauf des
Kalman-Filters basiert auf folgenden drei Schritten:
• Pra¨diktion: Im ersten Schritt wird die aktuelle Zustandshypothese auf einen zuku¨nf-
tigen Zeitpunkt pra¨diziert. Hierfu¨r werden die Historie und physikalische Gesetzma¨ßig-
keiten genutzt. Letztgenannte werden in sogenannten Dynamikmodellen abgebildet.
• Assoziation: In einem zweiten Schritt stellt die Assoziation einen Zusammenhang
zwischen einer Beobachtung (Messung) und einer pra¨dizierten Objekthypothese (Pra¨-
diktion) her.
• Innovation/Korrektur: Im dritten Schritt wird eine neue Zustandshypothese anhand
der Differenz aus Pra¨diktion und Messung gescha¨tzt.
Da es die Grundlage der in dieser Arbeit vorgestellten Ansa¨tze bildet, wird die Funktions-
weise des diskreten Kalman-Filters mit konstanter Abtastzeit T im Folgenden detaillierter
beschrieben. Hierbei sei xˆ(k) := xˆ(tk) und z(k) := z(tk), mit tk = t0 + k · T . Mit Hil-
fe des Dynamikmodells werden die einzelnen Wahrscheinlichkeitsverteilungen pra¨diziert und
durch das Prozessrauschen u¨berlagert (Ppre(xˆpre(k)|z(k))). Im Innovationsschritt werden die
pra¨dizierten Wahrscheinlichkeitsverteilungen durch die eingebrachten Messungen (z(k + 1))
korrigiert (P(xˆ(k + 1)|z(k + 1))).
Beim Kalman-Filter ist die Modellbildung von wesentlicher Bedeutung. Modelle werden
beno¨tigt, um stochastische Messfehler und unvermeidliches, physikalisch bedingtes Messrau-
schen zu kompensieren. Im Falle eines linearen Dynamikmodells, weißer Rauschgro¨ßen und
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einer linearen Messfunktion bildet das Kalman-Filter eine optimale Lo¨sung oben genannter
Problemstellung. Die physikalischen Eigenschaften der Messung werden mit einem Messmo-
dell und einem zusa¨tzlichen additiven Messrauschen modelliert. Das Filter ist optimal, wenn
Initialisierungsfehler und die verschiedenen Rauschterme unkorreliert und weiß sind. Fu¨r die
mathematische Beschreibung des diskreten Kalman-Filters (Bar-Shalom u. a. 2001, S. 200
ff.) ergibt sich daraus Folgendes:
Zu jedem Zeitpunkt k sei die Historie in der Zustandshypothese xˆ(k) und der Kovari-
anzmatrix P(k) abgebildet. Im Pra¨diktionsschritt wird die pra¨dizierte Zustandshypothese
xˆpre und die zugeho¨rige pra¨dizierte Kovarianzmatrix Ppre berechnet. xˆpre ergibt sich aus der
Multiplikation der Zustandsmatrix F mit dem aktuellen Zustand xˆ unter Beru¨cksichtigung
des Prozessrauschens v (hierbei sei E[v] = 0, E[v,v′] = Q und v somit erwartungswertfrei
mit der Prozesskovarianzmatrix Q):
xˆpre(k + 1|k) = F · xˆ(k|k) + v (2.9)
Der Zustandshypothesenvektor xˆ besteht hierbei beispielsweise aus folgenden Komponenten
(x, y - Position, vx,vy - Geschwindigkeit und d - Durchmesser (zeitlich konstanter Parameter,
vgl. Abschnitt 4.2)):
xˆ =

x
y
vx
vy
d
 (2.10)
Die Zustandsmatrix F(T ) beschreibt das Modell fu¨r die Vera¨nderung der Zustandshypothese
zwischen zwei Zeitschritten. U¨blich ist hier z. B. die Annahme der Fortsetzung der bisherigen
Bewegung mit gleicher Geschwindigkeit (konstantes Geschwindigkeitsmodell), T sei hierbei
die Zykluszeit des Sensors. Fu¨r das Bewegungsmodell gelten hierbei folgende Gleichungen:
xpre(k + 1|k) = x(k|k) + T · vx(k|k) (2.11)
ypre(k + 1|k) = y(k|k) + T · vy(k|k) (2.12)
vx,pre(k + 1|k) = vx(k|k) (2.13)
vy,pre(k + 1|k) = vy(k|k) (2.14)
dpre(k + 1|k) = d(k|k) (2.15)
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Daraus ergibt sich fu¨r die Zustandsmatrix F(T ):
F(T ) =

1 0 T 0 0
0 1 0 T 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
 (2.16)
Im Folgenden sei die Abtastzeit T als konstant angenommen, die Zustandsmatrix F(T ) wird
daher als unvera¨nderlich angenommen und als Zustandsmatrix F bezeichnet. Die Modellun-
sicherheit des Modells mit konstanter Geschwindigkeit wird mit der Prozesskovarianzmatrix
Q(T ), vereinfacht als Q bezeichnet beschrieben:
Q =

1
4
T 4σ2ax 0
1
2
T 3σ2ax 0 0
0 1
4
T 4σ2ay 0
1
2
T 3σ2ay 0
1
2
T 3σ2ax 0 T
2σ2ax 0 0
0 1
2
T 3σ2ay 0 T
2σ2ay 0
0 0 0 0 T 2σ2d
 (2.17)
Der fu¨r diese Pra¨diktion erwartete Fehler (Kovarianzmatrix Ppre) ergibt sich aus der Mul-
tiplikation mit der Zustandsmatrix F zuzu¨glich der Addition mit der Modellunsicherheit
(Prozesskovarianzmatrix Q):
Ppre(k + 1|k) = F ·P(k|k) · FT + Q (2.18)
der Messvektor z sei im Folgenden beispielhaft definiert:
z =
 xy
d
 (2.19)
Somit ergibt sich folgender Zusammenhang zwischen Zustandsraum und Messraum, dieser
wird in der Messmatrix H beschrieben:
H =
 1 0 0 0 00 1 0 0 0
0 0 0 0 1
 (2.20)
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Unter Beru¨cksichtigung des Messrauschens w (hierbei sei E[w] = 0, E[w,w′] = R und w
somit erwartungswertfrei mit der Messkovarianzmatrix R) beschreibt die Messmatrix H die
Abha¨ngigkeit zwischen dem Zustandsyhpothesenvektor xˆpre und dem Messhypothesenvektor
zˆpre. Dieser Zusammenhang wird auch als Sensormodell bezeichnet:
zˆpre(k + 1|k) = H · xˆpre(k + 1|k) + w (2.21)
Die Unsicherheiten der Messung sind dabei wie folgt in der Messkovarianzmatrix R beschrie-
ben:
R =
 σ
2
x 0 0
0 σ2y 0
0 0 σ2d
 (2.22)
Dies ergibt die Scha¨tzung der zugeho¨rigen Kovarianzmatrix Ppre unter der Annahme, der in
Messkovarianzmatrix R beschriebenen Messunsicherheiten. Hierbei sei S die Innovationsko-
varianzmatrix und W die Kalman-Filtermatrix:
S(k + 1) = H ·Ppre(k + 1|k) ·HT + R (2.23)
W(k + 1|k) = Ppre(k + 1|k) ·HT · (S−1(k + 1)) (2.24)
P(k + 1|k + 1) = Ppre(k + 1|k)−W(k + 1|k) · S(k + 1) ·W(k + 1|k)T (2.25)
Abschließend wird die aktuelle Zustandshypothese xˆ im Korrektorschritt gescha¨tzt, ν(k+ 1)
sei hierbei der Innovationsvektor:
ν(k + 1) = z(k + 1)− zpre(k + 1|k) (2.26)
xˆ(k + 1|k + 1) = xˆpre(k + 1|k) + W(k + 1|k) · ν(k + 1) (2.27)
Das Kalman-Filter verlangt, dass die Dynamik- und die Sensormodelle linear sind. Diese Be-
dingung ist jedoch in der Praxis ha¨ufig nicht erfu¨llt. Sowohl die Dynamikmodelle, wie z. B.
Modelle fu¨r Kurvenfahrten, als auch die Transformation der in Polarkoordinaten gemessenen
Sensordaten weisen Nichtlinearita¨ten auf. Die Beru¨cksichtigung von Nichtlinearita¨ten fu¨hren
zu Erweiterungen des Kalman-Filters. Dies sind das Extended-Kalman-Filter (EKF) und das
Unconstrained-Kalman-Filter (UKF). Hierbei werden die nichtlinearen Funktionen um den
Scha¨tzwert linearisiert. Das EKF beruht auf einer Taylor-Na¨herung 1. Ordnung wohingegen
das UKF auf einem Modell der Fehlerfortpflanzung basiert, das die Kovarianzmatrix und den
Mittelwert bis zur dritten Stufe der Taylor-Reihe approximiert. Das EKF ist komplizierter
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zu implementieren als das UKF, da beim EKF die Jacobi-Matrizen zur Bestimmung der 1.
Taylor-Na¨herung berechnet werden. Dies resultiert in einer etwas geringeren Richtigkeit der
Ergebnisse des EKF im Vergleich mit dem UKF im Falle starker Nichtlinearita¨t. Dafu¨r ist
der Rechenaufwand des EKF geringer als der des UKF (vgl. Lindl 2008). Lindl (2008) zeigt,
dass das UKF dem EKF in der Scha¨tzgenauigkeit fu¨r die im Automobilbereich relevanten
Szenarien nur minimal u¨berlegen ist. Die fu¨r die Berechnung beno¨tigte Zeit verdoppelt sich
jedoch. Da die Echtzeitfa¨higkeit trotz einer Vielzahl von Objekthypothesen vorausgesetzt
wird, wird im weiteren Verlauf dieser Arbeit das Extended-Kalman-Filter als Kompromiss
zwischen Scha¨tzgenauigkeit und Rechenaufwand verwendet.
Beim EKF wird die Zustandsu¨bergangsmatrix F um den Zustand xˆ(k) linearisiert. Die
Messmatrix H ergibt sich aus der Linearisierung um den pra¨dizierten Zustand xˆpre(k|k− 1):
xˆpre(k + 1|k) = f [k, xˆ(k|k)] (2.28)
zpre(k + 1|k) = h[k + 1, xˆpre(k + 1|k)] (2.29)
Hierfu¨r wird die Jacobi-Matrix Jf gebildet. Dabei seien xˆ = (x1, x2, ..., xn) die Koordinaten
im Urbildraum und f1, f2, ..., fn die Komponentenfunktionen:
Jf =

∂f1
∂x1
∂f1
∂x2
· · · ∂f1
∂xn
...
...
. . .
...
∂fn
∂x1
∂fn
∂x2
· · · ∂fn
∂xn
 =

∇fT1
...
∇fTn
 (2.30)
Mittels der Hesse-Matrix Hf (2. Ableitung einer Vektorfunktion) ist auch eine Linearisierung
2. Ordnung mo¨glich. Bei der Na¨herung des Extended-Kalman-Filters sind nach Stu¨ker (2004)
zwei Fehlerquellen zu beachten:
1. Trunction Error: Es wird nur die erste Ableitung beru¨cksichtigt, Terme ho¨herer Ord-
nung werden vernachla¨ssigt.
2. Base Point Error: Die Linearisierung erfolgt um den Scha¨tzwert und nicht um den
wahren Wert. Die Linearisierung entha¨lt daher Scha¨tzfehler.
Im Kontext dieser Arbeit wird ein Kalman-Filter zur Zustandsscha¨tzung genutzt. Auf Grund
von Nichtlinearita¨ten wird eine Erweiterung des Kalman-Filters verwendet. Da die Echtzeit-
fa¨higkeit gerade bei einer Vielzahl von Objekthypothesen gefordert wird, ist das Extended-
Kalman-Filter ein geeigneter Kompromiss zwischen Scha¨tzgenauigkeit und Rechenaufwand.
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Bild 2.8: Flussdiagramm des Extended-Kalman-Filters (1. Ordnung) nach Bar-Shalom u. Li
(1993)
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2.2.5 Interacting-Multi-Model-Filter zur Multiobjektverfolgung
Multi-Modell-Filter bestehen aus mehreren, parallel arbeitenden Filtern mit Optimierungen
fu¨r unterschiedliche Bewegungsmodelle. Sie lo¨sen damit das in der automobilen Umfeldwahr-
nehmung ha¨ufig auftretende Problem, dass unimodale Filter mit nur einem Bewegungsmodell
wechselnde dynamische Bewegungen prinzipbedingt nur unzureichend abbilden. Es werden
drei Arten von Multi-Modell-Scha¨tzern unterschieden (vgl. Bar-Shalom u. a. 2001, S. 421
ff.). Diese unterscheiden sich in den Algorithmen der Interaktion der einzelnen Filter. Eine
optimale Interaktion ist auf Grund der mit jedem Zeitschritt exponentiell steigenden Kom-
binationsmo¨glichkeiten und des damit einhergehenden Rechenaufwandes nicht echtzeitfa¨hig.
Daher haben sich sogenannte suboptimale Verfahren etabliert. Diese verwerfen gezielt Kom-
binationsmo¨glichkeiten aus der Vergangenheit und sind daher echtzeitfa¨hig:
• Static-Multiple-Model-Filter (SMM): Bei dieser Filtergattung findet keine In-
teraktion zwischen den verschiedenen Filtern statt. Jedes Filter nutzt seinen letzten
Zustand fu¨r eine neue Iteration. Das Filter konvergiert mit der Zeit gegen jenes Filter,
das dem tatsa¨chlichen Modus am na¨chsten kommt.
• Generalized-Pseudo-Baysian-Filter (GPB): Dieses Filter betrachtet nur die U¨ber-
ga¨nge des letzten Zeitschritts. Alle Filter werden zu einem einzigen Zustand kombiniert.
Dieser Zustand bildet die Basis aller Filter fu¨r eine neue Iteration.
• Interacting-Multi-Model-Filter (IMM): Bei dieser Filtergattung wird der U¨ber-
gang zwischen den verschiedenen Filtern als Markov-Kette modelliert. In jedem Filter-
schritt wird fu¨r jedes Modell ein neuer Zustand aus der Kombination der Zusta¨nde aller
Filter gebildet. Jedes Filter geht also mit einem kombinierten Zustand in die na¨chste
Iteration.
Bar-Shalom u. a. (2001, S. 421 ff.) zeigen, dass das IMM-Filter eine effiziente Form zur Verrin-
gerung der Interaktionsmo¨glichkeiten darstellt, die Modelle interagieren hierbei u¨ber Modell-
wahrscheinlichkeiten miteinander. Die Entscheidung, welches Bewegungsmodell zur aktuell
beobachteten Objekthypothese passt, wird auf spa¨tere Messzyklen vertagt. Der Rechenauf-
wand steigt hierbei linear mit der Anzahl der betrachteten Modelle. Algorithmisch liegt dem
IMM der im Folgenden beschriebene Ablauf zu Grunde (vgl. Bar-Shalom u. a. 2001, S. 454).
Zuna¨chst wird die U¨bergangswahrscheinlichkeit µij(k− 1), dass sich die Objekthypothese in
Zustand i befindet und in den Zustand j wechselt berechnet:
µij(k − 1) = Pij · µi(k − 1)
Cj(k − 1) (2.31)
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mit
Cj(k − 1) =
r∑
i=1
Pij · µi(k − 1) (2.32)
Daraus ergeben sich fu¨r die Interaktion der Zustandshypothesen (vgl. Bild 2.9) und der
zugeho¨rigen Kovarianzmatrizen fu¨r die na¨chste Iteration folgende Zusammenha¨nge:
xˆ0j(k − 1|k − 1) =
r∑
i=1
µij(k − 1) · xˆi(k − 1|k − 1) (2.33)
P0j(k − 1|k − 1) =
r∑
i=1
µij(k − 1) · {Pi(k − 1|k − 1)
+ [xˆi(k − 1|k − 1)− xˆ0j(k − 1|k − 1)]
· [xˆi(k − 1|k − 1)− xˆ0j(k − 1|k − 1)]T} (2.34)
Die Zustandshypothese xˆ0j(k− 1|k− 1) und die zugeho¨rige Zustandskovarianzmatrix P0j(k−
1|k − 1) werden auf den na¨chsten Zeitschritt pra¨diziert (xˆ0j,pre(k|k − 1) und P0j,pre(k|k − 1)).
Anschließend wird der, aus dem klassischen Kalman-Filter, bekannte Schritt der Innovation
durchlaufen. Die Modellwahrscheinlichkeiten µi berechnen sich dabei folgendermaßen:
µi =
λi(k) · Ci(k − 1)
C
(2.35)
(2.36)
mit
C =
r∑
j=1
λj(k) · Cj(k − 1) (2.37)
λi(k) =
exp[
−d2i (k)
2
]√
(2 · pi)M · det[Si(k)]
(2.38)
und
d2 = νT · S−1 · ν (2.39)
S(k) = H ·P(k|k − 1) ·HT + R (2.40)
ν(k) = z(k)−H · xˆ(k|k − 1) (2.41)
hierbei sei
xˆi - Zustandshypothese im Modell i,
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Pi - Kovarianzmatrix im Modell i,
Pij - die a-priori zu bestimmende U¨bergangsmatrix von Modell i nach Modell j,
µi - Wahrscheinlichkeit, dass sich die Objekthypothese im Modell i befindet,
µij - U¨bergangswahrscheinlichkeit, Wechsel vom Modell i in das Modell j.
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Bild 2.9: Flussdiagramm des Interacting-Multi-Model-Filters nach Bar-Shalom u. a. (2001,
S. 454)
Zur Ausgabe werden die verschiedenen Zusta¨nde in der Mischphase zu einer Ausgabe-
Zustandshypothese kombiniert (vgl. Bild 2.9). Diese Ausgabe-Zustandshypothese hat kei-
nerlei Ru¨ckwirkungen auf folgende Zustandshypothesenscha¨tzungen. Hierbei existieren zwei
Mo¨glichkeiten der Kombination: Ausgabe der Zustandshypothese mit der gro¨ßten Modell-
wahrscheinlichkeit oder Ausgabe einer anhand der Modellwahrscheinlichkeiten aus allen
Zustandshypothesen kombinierten Zustandshypothese. Das Interacting-Multi-Model-Filter
wird in dieser Arbeit als Lo¨sungsansatz fu¨r das ha¨ufig auftretende Problem, dass Filter mit
nur einem Bewegungsmodell wechselnde dynamische Bewegungen prinzipbedingt nur un-
zureichend abbilden, verwendet. Das IMM-Filter verfu¨gt im Vergleich zu den unimodalen
Filtern u¨ber zwei zusa¨tzliche a-priori (vgl. Bar-Shalom u. a. 2011, S. 28) zu bestimmende Pa-
rameter: Die Auswahl der Modelle und Pij - die U¨bergangsmatrix von Modell i nach Modell
j.
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2.3 Stand der Technik: Maschinelle Umfeldwahrnehmung
in urbaner Umgebung
Basis aller in Kapitel 2.1 vorgestellten Fahrerassistenzsysteme und Forschungsaktivita¨ten
zur Verringerung der Unfallzahlen in komplexen urbanen Szenarien ist eine maschinelle Um-
feldwahrnehmung. Hierbei spielt die im Fahrzeug integrierte Sensorik neben anderen Infor-
mationsquellen eine zentrale Rolle. Dieses Kapitel beschreibt den Stand der Technik zum
Objekttracking in urbanen Kreuzungsbereichen. Bild 2.10 zeigt, wie die verschiedenen Ar-
gumentationsstra¨nge in Abschnitt 2.3.5 zusammengefasst werden.
2.3 
2.3.1 
2.3.2 
2.3.3 
2.3.5 
2.3.4 
Bild 2.10: Grafische Darstellung der Gliederung von Kapitel 2.3
2.3.1 Erweiterungen des Interacting-Multi-Model-Filters (IMM)
Zahlreiche Arbeiten widmen sich der Wahl der zusa¨tzlichen Design-Parameter des Interacting-
Multi-Model-Filters (IMM). Diese bescha¨ftigen sich mit der A-Priori-Wahl und der Online-
Anpassung der U¨bergangsmatrix und der Modellsa¨tze und werden im Folgenden beschrieben:
A-priori-Adaption der U¨bergangsmatrix u¨ber einen Szenarienkatalog
Scha¨fer (2003), Ka¨mpchen u. a. (2004), Weiß, K. (2006) und Ka¨mpchen (2007) beschreiben
einen Ansatz zur Nutzung eines IMM-Filters in hochdynamischen Stop & Go-Szenarien.
Hierbei wird auf die Parametrisierung des IMM-Filters eingegangen (vgl. Scha¨fer 2003). Im
Fokus steht die Auswahl der eingesetzten Modelle, wofu¨r ein Signifikanztest durchgefu¨hrt
wird. Ziel dieses Tests ist es, anhand eines a-priori bekannten Satzes von Beispielszenarien
eine Auswahl von Modellen zu finden, die mo¨glichst unterschiedlich sind. Dies verhindert
Mehrdeutigkeiten und steigert so die Qualita¨t der Objekthypothesenverfolgung. Die U¨ber-
gangsmatrix wird in diesem Beitrag aus einer Auswertung der a-priori bekannten Szenarien
und der darin enthaltenen Modellwechsel bestimmt. Zwei Ansa¨tze zur verbesserten Initiali-
sierung bei der Verwendung von Sensoren, die nicht direkt die Geschwindigkeit messen (wie
z. B. Laserscanner), beschreibt Weiß, K. (2006). Auf Autobahnszenarien wird eine Initia-
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lisierung der Objekthypothesen mit der eigenen Geschwindigkeit vorgeschlagen, aber auch
deren Grenzen in kritischen Situationen (Objekt steht und daher ergibt sich eine Notbrems-
situation) aufgezeigt. Alternativ wird eine Multi-Modell-Initialisierung mit dem Generalized-
Pseudo-Baysian-Filter (GPB) vorgeschlagen. Hierbei werden drei unterschiedliche Geschwin-
digkeitshypothesen initialisiert. Nach den ersten beiden Messungen wird aus diesen anhand
der Modellwahrscheinlichkeiten eine Zustandshypothese gebildet. Das GBP-Filter wird nach
diesen zwei Messungen verworfen und nur die gemeinsame Zustandshypothese fu¨r die weite-
ren Filterschritte (mittels IMM) genutzt. Fu¨r meine Arbeit ist der Ansatz, die U¨bergangs-
wahrscheinlichkeiten anhand eines vordefinierten Szenarienkatalogs zu bestimmen, relevant.
Zudem wird eine verbesserte Objektdetektion durch die Initialisierung der Objekthypothese
mit der eigenen Geschwindigkeit (Lo¨sungsansatz fu¨r Autobahnszenarien) vorgeschlagen.
Adaptive U¨bergangsmatrix
Burlet u. a. (2006) beschreibt ein IMM-Filter zur Verfolgung von Fußga¨ngern. Hierfu¨r wer-
den acht sternfo¨rmig angeordnete Bewegungsmodelle verwendet. Der vorgestellte Ansatz
bescha¨ftigt sich mit der Problematik, dass es a-priori nur schwer mo¨glich ist, die U¨ber-
gangswahrscheinlichkeiten zwischen den verschiedenen Modellen zu bestimmen. Daher wird
folgendes Verfahren vorgestellt: Basierend auf den Messwerten, werden die der zuletzt be-
stimmten Trajektorie am na¨chsten gelegenen Modelle mit einem ho¨heren Gewicht versehen.
Gegenteiliges geschieht fu¨r die der Trajektorie abgewandten Modelle. Fu¨r meine Arbeit ist
der Ansatz, die U¨bergangswahrscheinlichkeiten anhand des bisherigen Trajektorienverlaufs
zu bestimmen, relevant. Vom aktuellen Bewegungsmodell abgewandte Bewegungsmodelle
sind demnach unwahrscheinlicher als benachbarte.
IMM mit variabler Dynamikmodellauswahl
Zhang u. a. (2008) stellt ein auf Extended-Kalman-Filtern (EKF) basierendes IMM-Filter
vor. Das in diesem Ansatz vorgestellte IMM-Filter verfu¨gt hierbei u¨ber eine variable Struk-
tur, die abha¨ngig von Informationen u¨ber den Fahrbahnverlauf, die Modellauswahl zur Lauf-
zeit beeinflusst. In diesem IMM-Filter werden nicht immer alle verfu¨gbaren Modelle parallel
genutzt. In Abha¨ngigkeit vom Fahrbahnverlauf wird gezielt der Satz von Modellen ausge-
wa¨hlt, der am besten zur aktuellen Situation passt. So wird auf einer geraden Straße ein Satz
von Modellen ohne ein Modell fu¨r eine Kurvenfahrt ausgewa¨hlt, dies a¨ndert sich sobald der
Straßenverlauf kurvig wird. Dies verringert den beno¨tigten Rechenaufwand und verbessert
die Gu¨te der Zustandsscha¨tzung. Relevant fu¨r meine Arbeit ist der Ansatz, den aktuellen
Satz der Dynamikmodelle an die durch die Sensorik erkannte Situation anzupassen.
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IMM mit Bayes’schem Netz zur Adaption der U¨bergangsmatrix
Schubert u. Wanielik (2009), Schubert u. Wanielik (2011) und Schubert (2011) stellen einen
Ansatz zur globalen Adaption der U¨bergangsmatrix im IMM-Filter vor, hierfu¨r wird ein
Bayes’sches Netz genutzt, um mit Unsicherheiten behaftete Information abzubilden. Dies hat
den Vorteil, dass zusa¨tzliche Informationen verwendet werden, falls diese vorhanden sind. Ist
keine zusa¨tzliche Information vorhanden, funktioniert das IMM-Filter in seiner urspru¨ngli-
chen Form. Diese Erweiterung wird Meta-Modell-Filter (MMF) genannt. Beispielhaft wird
dies an der Erkennung von Fahrbahnmarkierungen (durchgezogen, unterbrochen) demons-
triert. Aus diesen wird auf die Wahrscheinlichkeit eines Fahrstreifenwechsels im Kontext einer
Adaptive Cruise Control Umgebung geschlossen. Hierbei werden drei Fa¨lle adressiert: Fahr-
streifenwechsel nach links, Fahrstreifenwechsel nach rechts und Fahrt geradeaus im bisheri-
gen Fahrstreifen. Als Dynamikmodelle im IMM-Filter werden hierfu¨r Modelle mit konstanter
Gierrate und konstanter Beschleunigung verwendet. Das Dynamikmodell fu¨r den Fahrstrei-
fenwechsel basiert auf der Annahme einer konstanten Gierrate. Als denkbare Erweiterungen
des vorgestellten Ansatzes wird unter anderem die Mo¨glichkeit der Beru¨cksichtigung von Na-
vigationskartendaten genannt. Der vorgestellte Ansatz stellt eine Erweiterung des klassischen
IMM-Filters bezu¨glich der Nutzung zusa¨tzlicher Informationen dar. Der zusa¨tzliche Rechen-
aufwand des Ansatzes ist begrenzt und ermo¨glicht eine Berechnung in Echtzeit. Fu¨r diese
Arbeit ist der Ansatz, die U¨bergangswahrscheinlichkeiten anhand eines Meta-Modell-Filters
online an die Situation anzupassen, relevant. Hierfu¨r wird ein Bayes’sches Netz vorgeschla-
gen, das die Anpassung anhand von Sensorinformationen durchfu¨hrt.
Fazit: Erho¨hte Wahrscheinlichkeit la¨ngs- und querdynamischer Mano¨ver in
Kreuzungsbereichen
Unimodale Ansa¨tze, wie z. B. das Extended-Kalman-Filter, sind den in urbanen Kreuzungs-
bereichen ha¨ufig auftretenden Mano¨vern mit wechselnder La¨ngs- und/oder Querdynamik
unter Beru¨cksichtigung der aktuell durch Sensoren verfu¨gbaren Qualita¨t nicht gewachsen.
Daher haben sich Ansa¨tze auf Basis des IMM-Filters zur Lo¨sung dieses Problems etabliert
(vgl. Hautaniemi u. Saarinen 2001, Musicki u. a. 2004 und Burlet u. a. 2006). Problema-
tisch bei den IMM-Filtern ist jedoch, dass eine einfache Erho¨hung der Modellanzahl nicht
zwangsla¨ufig zu einer Verbesserung der Genauigkeit der Zustandsscha¨tzung fu¨hrt. Insbeson-
dere die a-priori zu bestimmende U¨bergangsmatrix, die die U¨bergangswahrscheinlichkeiten
zwischen den verschiedenen Modellen beschreibt, stellt eine große Herausforderung dar. Die
U¨bergangswahrscheinlichkeiten zwischen den verschiedenen Modellen sind, je nach Ort und
Situation, stark unterschiedlich und ko¨nnen a-priori nahezu unmo¨glich fu¨r jede erdenkliche
Situation korrekt angegeben werden. So ist z. B. auf einer geraden Strecke ohne Abzweigung
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ein U¨bergang in ein Abbiegemano¨ver a¨ußerst unwahrscheinlich, direkt vor einer Kreuzung
hingegen ist der U¨bergang in ein Abbiegemano¨ver wahrscheinlicher. Scha¨fer (2003), Ka¨mp-
chen u. a. (2004), Weiß, K. (2006) und Ka¨mpchen (2007) versuchen die U¨bergangsmatrix u¨ber
einen a-priori bekannten Szenarienkatalog zu adaptieren. Zhang u. a. (2008) (vgl. Abschnitt
2.3.1) versucht das Problem durch eine gezielte Auswahl, an die Situation angepasster Sets
von Dynamikmodellen zu lo¨sen, ignoriert damit aber die Orts- und Situationsabha¨ngigkeit
der U¨bergangsmatrix.
Schubert u. Wanielik (2009) (vgl. Abschnitt 2.3.1) beeinflusst die problematische Wahl
der U¨bergangsmatrix wa¨hrend der Laufzeit u¨ber ein Bayes’sches Netz. Hierfu¨r wird ein Ka-
merasystem zur Erkennung der Fahrstreifenmarkierungen eingesetzt. Problematisch bei der
Anwendung im urbanen Umfeld ist hierbei, dass aktuell kein seriennahes Kamerasystem zur
Verfu¨gung steht, das es ermo¨glicht, im Kreuzungsbereich mit ausreichender Reichweite und
mit ausreichendem O¨ffnungswinkel Fahrstreifenmarkierungen zu detektieren. Zugleich adap-
tiert das in Schubert u. Wanielik (2009) vorgestellte Meta-Modell-Filter eine gemeinsame
U¨bergangsmatrix fu¨r alle Objekthypothesen. Dieses Vorgehen sto¨ßt in urbanen Kreuzungs-
szenarien jedoch an Grenzen. So ist es zum Beispiel denkbar, dass eine Objekthypothese
kurz vor einer Kreuzung nur die Mo¨glichkeit hat geradeaus zu fahren, demnach ist ein U¨ber-
gang in eines der Abbiegemodelle unwahrscheinlich. Im gleichen Augenblick befindet sich
eine weitere Objekthypothese auf dem Fahrstreifen fu¨r das Linksabbiegen, dadurch ist ein
U¨bergang in das Modell fu¨r das Linksabbiegen wahrscheinlich. Die Angabe einer einzelnen
U¨bergangsmatrix, die beiden Situationen gerecht wird, ist nicht mo¨glich. Daher wird eine
individuelle Situations- und Ortsadaption der U¨bergangsmatrix fu¨r jede Objekthypothese
notwendig. Da es keiner der bisher bekannten Ansa¨tze schafft, die Orts- und Situationsab-
ha¨ngigkeit der U¨bergangswahrscheinlichkeiten allgemeingu¨ltig zu lo¨sen, besteht zu diesem
Punkt ein Forschungsbedarf.
2.3.2 Hybride Umfeldmodelle: Fusion von objekt- und gitterbasierter
Darstellung
Im Fokus zahlreicher Aktivita¨ten stehen Ansa¨tze zur getrennten Darstellung von beweglichen
Objekthypothesen (objektbasierte Darstellung), Daten aus Navigationskarten (graphenba-
sierte Darstellung) und stationa¨rer Randbebauung (gitterbasierte Darstellung). Das aus der
Kombination dieser unterschiedlichen Darstellungen resultierende Umfeldmodell wird als hy-
brides Umfeldmodell bezeichnet.
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Burlet u. a. (2008) und Baig u. a. (2009) zeigt ein Verfahren, das eine fla¨chige Darstel-
lung der Umgebung (lokale Karte) erstellt und eine Positionierung auf dieser ermo¨glicht.
Diese Karte wird genutzt, um bewegliche Objekthypothesen zu erkennen und zu verfolgen.
Fu¨r das Objekttracking wird ein IMM-Filter um eine Multi-Hypothesen-Assoziation erwei-
tert. Hierbei werden bei der Assoziation von Messungen und vorherigen Zusta¨nden mehrere
Zuordnungs-Hypothesen betrachtet. Im IMM-Filter werden 16 Kalman-Filter parallel be-
trachtet. Die Bewegungsmodelle sind hierbei sternfo¨rmig angeordnet und repra¨sentieren je
eine konstante Bewegung in einer Richtung. Die U¨bergangsmatrix wird hierbei online an-
gepasst. Hierfu¨r werden die Modelle, die sich nahe an der bisher beobachteten Trajektorie
befinden, ho¨her gewichtet als die weit davon entfernten Modelle. Zur Erkennung der be-
weglichen Objekthypothesen wird eine Kombination aus einem widerspruchsbasierten und
einem sogenannten Track-Before-Detect Ansatz verfolgt. Hierfu¨r werden in einer Belegtkarte
die Ergebnisse alle bisher detektierten mit den aktuellen Sensordaten verglichen und nach
Widerspru¨chen gesucht. In einer Dynamikkarte werden Informationen u¨ber fru¨her verfolg-
te bewegliche Objekthypothesen gespeichert. Relevant fu¨r diese Arbeit ist die vorgestellte
Trennung von beweglichen Objekthypothesen und stationa¨rer Randbebauung mittels einer
Kombination aus einem Track-Before-Detect- und einem widerspruchsbasiertem Verfahren.
Rauskolb u. a. (2008), Klose (2008) und Effertz (2009) beschreiben ein hybrides Umfeld-
modell fu¨r das urbane Umfeld. Es wird ein Verfahren genutzt, das Randbebauung, Straßen
und stationa¨re Hindernisse in sogenannten ortsbasierten Karten beschreibt. Objekthypothe-
sen werden in objektbasierten Karten abgebildet. Effertz (2009) beschreibt die Umsetzung
des Objekthypothesentrackings und der ortsbasierten Karte. Um eine gleichzeitige Kontur-
scha¨tzung fu¨r Randbebauung und Objekte zu realisieren, werden die Objekthypothesen u¨ber
Polygonzu¨ge beschrieben. Dies ermo¨glicht es, eine Vielzahl verschiedener Konturformen zu
modellieren. Dieser Ansatz wird in Ohl u. Maurer (2011a) und Ohl u. Maurer (2011b) wei-
terverfolgt und optimiert. Es werden zwei unterschiedliche Bewegungsmodelle genutzt: kon-
stante Kurvenfahrt und ein Modell fu¨r einen stationa¨ren Zustand. Um die Objekthypothesen
zu plausibilisieren, wird eine Ho¨hen- bzw. Befahrbarkeitskarte eingesetzt. Diese ermo¨glicht
es, Objekthypothesen, die z. B. von Bodenechos verursacht worden sind, von solchen zu un-
terscheiden, die von realen beweglichen Objekten stammen. Relevant fu¨r diese Arbeit ist die
Verwaltung von stationa¨rer Randbebauung in ortsbasierten- und die Verwaltung von beweg-
lichen Objekthypothesen in objektbasierten-Karten.
Darms (2008) beschreibt ein hybrides Umfeldmodell fu¨r das urbane Umfeld. Hierbei wer-
den stationa¨re Objekthypothesen und bewegliche Objekthypothesen getrennt. Stationa¨re
Objekthypothesen werden in einer gitterbasierten Darstellung abgelegt, bewegliche Objekt-
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hypothesen werden in Objektlisten verwaltet. Die Trennung erfolgt u¨ber einen Abgleich von
Navigationskartendaten und der gitterbasierten Darstellung. Objekthypothesen, die sich in
einem ansonsten befahrbaren Raum befinden, werden als beweglich klassifiziert. Relevant fu¨r
diese Arbeit ist die Trennung von beweglichen Objekthypothesen und stationa¨rer Randbe-
bauung anhand von Navigationskartendaten.
Leonard u. a. (2008) nutzen ein hybrides Umfeldmodell fu¨r die Modellierung des urba-
nen Umfelds. Es wird eine gitterbasierte Darstellung fu¨r langsame Objekte und stationa¨re
Hindernisse aufgebaut. Hierfu¨r werden verschiedene Laserscanner genutzt. Schnell bewegte
Objekte werden in Objektlisten verwaltet und mittels eines IMM-Filters verfolgt. Fu¨r die
Detektion der schnell bewegten Objekthypothesen werden Radar-Sensoren eingesetzt. Eine
Fusion aus Radar- und Lasersensoren findet nicht statt, daher werden langsame Objekthy-
pothesen bei diesem Ansatz nicht von stationa¨ren unterschieden. Relevant fu¨r diese Arbeit
ist die Trennung von beweglichen Objekthypothesen und stationa¨rer Randbebauung anhand
verschiedener Sensoren. Laserscanner fu¨llen eine gitterbasierte Darstellung, Radarsensoren
fu¨llen eine objektbasierte Darstellung fu¨r schnell bewegte Objekthypothesen.
Petrovskaya u. Thrun (2008) stellen ein hybrides Umfeldmodell fu¨r die urbane Umfeld-
wahrnehmung vor. Fu¨r das Objekttracking werden bewegliche Objekthypothesen mit ei-
nem rechteckigen Konturmodell approximiert. Bei A¨nderungen der Kontur durch Perspek-
tivwechsel wird ein Positionsoffset des Referenzpunktes gescha¨tzt. Fu¨r die Zustandshypothe-
senscha¨tzung wird eine Kombination aus Partikel- und Extended-Kalman-Filter, das Rao-
Blackwellized-Partikel-Filter (RBPF), genutzt. Die Idee besteht darin, die mit der Dimensio-
nalita¨t des Zustandsvektor exponentiell ansteigende Anzahl Partikel NS zu begrenzen, indem
der Zustandsvektor geteilt wird. Position und Geschwindigkeit werden mittels eines Parti-
kelfilters gescha¨tzt. Konturinformationen und der Positionsoffset des Referenzpunktes bei
Perspektivwechseln werden mit Hilfe eines Extended-Kalman-Filters gescha¨tzt. Stationa¨re
Randbebauung wird in einer gitterbasierten Darstellung abgelegt. Relevant fu¨r diese Arbeit
ist der Einsatz eines aufwa¨ndigen Objekttracking-Verfahrens in urbaner Umgebung. Dies ist
durch die Verringerung der Anzahl der Objekthypothesen in der objektbasierten Darstellung
mo¨glich. Realisiert wird dies durch eine Trennung von beweglichen Objekthypothesen und
stationa¨rer Randbebauung.
Wang u. Thorpe (2002) und Wang (2004) beschreiben einen Ansatz zur Erkennung und
Verfolgung beweglicher Objekthypothesen (Detection and Tracking of Moving Objects (DAT-
MO)). Fu¨r die Erkennung der beweglichen Objekte wird folgender Ansatz vorgestellt: Alle
Daten werden in einer fla¨chigen Darstellung gespeichert und jeder neue Scan wird anschlie-
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ßend mit der Historie verglichen. Treten Widerspru¨che auf, so ist dies ein Hinweis auf Be-
wegung in der betrachteten Szenerie. Zusa¨tzlich werden Informationen u¨ber bisher gesehene
Objekthypothesen in einer weiteren Gitterstruktur gespeichert. Die Annahme ist hierbei,
dass an Stellen, an denen zuvor bewegte Objekthypothesen detektiert wurden, die Wahr-
scheinlichkeit weiterer beweglicher Objekthypothesen erho¨ht ist. Relevant fu¨r diese Arbeit
ist die Trennung von beweglichen Objekthypothesen und stationa¨rer Randbebauung an-
hand einer Kombination aus einem widerspruchsbasierten Ansatz und einer gitterbasierten
Bewegungs-Historie.
Wille u. a. (2010) stellen das im Rahmen des Projekts Stadtpilot eingesetzte Umfeldmodell
vor. Fu¨r die Erkennung von stationa¨ren Frei- und Belegtbereichen wird eine gitterbasierte
Darstellungsform verwendet. Fu¨r bewegliche Objekte wird eine objektbasierte Darstellungs-
form gewa¨hlt. Des Weiteren wird ein graphenbasiertes Umfeldmodell zur Bahnplanung und
zur Verbesserung des Szenenversta¨ndnisses eingesetzt. Die fu¨r das graphenbasierte Umfeld-
modell beno¨tigte genaue Ortung wird u¨ber ein satellitengestu¨tztes Koppelnavigationssystem
realisiert. Relevant fu¨r diese Arbeit ist die Verwendung eines graphenbasierten Umfeldmo-
dells fu¨r die Verbesserung des Szenenversta¨ndnisses.
Bouzouraa u. Hofmann (2010) und Bouzouraa u. Hofmann (2011) stellen ein Verfahren
zur Fusion von Objekttracking und einer widerspruchsbasierten Gitterstruktur dar. Die Ob-
jekthypothesen werden aus dem Tracking mit den in den Zellen gespeicherten Dynamikinfor-
mationen assoziiert und gegenseitig korrigiert. Hierfu¨r werden die Gitterzellen anhand eines
Geschwindigkeitsvektors in jedem Schritt pra¨diziert. Insgesamt entsteht so eine objektbasier-
te Darstellung der beweglichen Verkehrsteilnehmer und eine gitterbasierte Darstellung der
belegten und freien Bereiche. Fu¨r das Objekttracking wird eine Global-Nearest-Neighbour-
Assoziation (GNN) mit einem Multi-Hypothesen-Tracking (MHT) verwendet. Relevant fu¨r
diese Arbeit ist die Multiobjektverfolgung von beweglichen Objekthypothesen in einer git-
terbasierten Struktur. Realisiert wird dies durch das Verschieben der einer Objekthypothese
zugeordneten Gitterzellen.
Fazit: Objektmodelle unter der Beru¨cksichtigung hybrider Umfeldmodelle
Hybride Umfeldmodelle stehen seit der Urban Challenge im Jahre 2007 im Fokus zahlreicher
Forschungsaktivita¨ten im Bereich der automobilen, maschinellen Umfeldmodellierung. Die
in Effertz (2008), Rauskolb u. a. (2008) und Ohl u. Maurer (2011b) beschriebenen Ansa¨tze
beno¨tigen Objekt- und Dynamikmodelle, die sowohl ausgedehnte und stationa¨re Struktu-
ren (Randbebauung) als auch bewegliche Fahrzeuge beherrschen. Die Weiterentwicklung der
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z. B. in Burlet u. a. (2008), Darms (2008), Leonard u. a. (2008), Klose (2008), Petrovskaya
u. Thrun (2008) und Baig u. a. (2009) beschriebenen Algorithmen bietet die weitergehende
Mo¨glichkeit der konsequenten Trennung von beweglichen Objekthypothesen und stationa¨rer
Randbebauung : Stationa¨re Randbebauung wird bei diesen Ansa¨tzen in einer gitterbasier-
ten Darstellung abgebildet, bewegliche Objekthypothesen werden in einer objektbasierten
Darstellung abgelegt. Dies verringert die Anzahl der Objekthypothesen in der objektbasier-
ten Darstellung und schafft so die Mo¨glichkeit, im urbanen Umfeld aufwa¨ndigere Multi-
Hypothesen-Verfahren in Echtzeit anzuwenden. Daru¨ber hinaus wird es mo¨glich, Modelle
gezielt fu¨r bewegliche Objekte zu entwickeln. Bisher werden hierfu¨r vor allem rechteckige
Boxen als Approximation genutzt (vgl. Petrovskaya u. Thrun 2008). Abbildungen 2.11 und
2.12 zeigen, dass das ha¨ufig verwendete rechteckige Objektmodell selbst fu¨r die Gattung der
PKW keine allgemeingu¨ltige Approximation darstellt. Wird zusa¨tzlich die Vielzahl anderer
in Kreuzungsbereichen auftretender Verkehrsteilnehmer bedacht (LKW, Busse, Radfahrer,
Fußga¨nger), so zeigt dies weitere Grenzen bei der Allgemeingu¨ltigkeit dieser Approximation
auf.
Hybride Umfeldmodelle werden im Allgemeinen in einer High-Level-Fusion zu einem kon-
sistenten Umfeldmodell fusioniert. Dies fu¨hrt zu einem Umfeldmodell, das hohen Anforde-
rungen, wie z. B. beim automatischen Fahren, genu¨gt. Beispielhaft ist eine solche High-Level-
Fusion in Abbildung 2.13 (blaue Pfeile) schematisch dargestellt. Die in Abbildung 2.13 (rote
Pfeile) gezeigte Mo¨glichkeit einer Low-Level-Fusion der verschiedenen Darstellungsformen
ist bisher nicht ausfu¨hrlich thematisiert worden. Entsprechend besteht ein Forschungsbedarf.
Bild 2.11: Abbildung eines VW Golfs
aus der Vogelperspektive im
Vergleich zu einer rechtecki-
gen Konturapproximation.
Bild 2.12: Abbildung eines VW Passats
aus der Vogelperspektive im
Vergleich zu einer rechtecki-
gen Konturapproximation.
Damit ergibt sich fu¨r, im Kontext hybrider Umfeldmodelle, eingesetzte Objektmodelle
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folgender Forschungsbedarf: Objektmodelle mu¨ssen im Kontext des verwendeten hybriden
Umfeldmodells nicht mehr in der Lage sein, unstrukturierte Randbebauung zu modellieren
und werden daher fu¨r typische bewegliche Objekthypothesen optimiert. Die Trennung von
beweglichen Objekthypothesen und stationa¨rer Randbebauung verringert die Anzahl der
Objekthypothesen im objektbasierten Umfeldmodell. Dies ermo¨glicht den Einsatz aufwa¨n-
digerer Multi-Modell-Verfahren.
Fazit: Sensorsetup
Aktuell gibt es im Serieneinsatz kein maschinelles Wahrnehmungssystem, das geeignet ist
in Kreuzungsbereichen La¨ngs- und Querverkehr zu verfolgen. Im Serieneinsatz befindliche
Sensorik ist bezu¨glich O¨ffnungswinkel und Einbauposition auf La¨ngsverkehr optimiert und
somit nur sehr eingeschra¨nkt in der Lage, Querverkehr zu verfolgen (siehe Abschnitt 2.2.1).
Bisherige Forschungsbeitra¨ge (vgl. Klose 2008, Rauskolb u. a. 2008, Darms 2008, Leonard
u. a. 2008, Petrovskaya u. Thrun 2008, Effertz 2009 und Wille u. a. 2010) zum Multiob-
jekttracking im urbanen Umfeld verwenden aufwa¨ndige Fusionen aus zahlreichen Sensoren
(verwendet werden hierbei unterschiedlichste Kombinationen aus Laser-, Kamera- und Ra-
darsensoren) zur Lo¨sung der Problemstellung. Roessler (2010) verwendet eine Fusion aus
zwei Laserscannern und einer Kamera zur Realisierung eines Kreuzungsassistenten. Durch
die Vielzahl der Sensoren sind diese vorgestellten Ansa¨tze wirtschaftlich fu¨r eine Entwicklung
der Systeme in Richtung Serieneinsatz nur schwer realisierbar. Ferner beno¨tigen die bisher
eingesetzten Laserscanner, die u¨ber bis zu 64 Ebenen verfu¨gen, unter anderem Bauraum auf
dem Fahrzeugdach und sind daher auch aus Designgru¨nden nicht fu¨r einen Serieneinsatz im
automobilen Umfeld geeignet. Bisher in der Forschung eingesetzte Sensorsetups, zur maschi-
nellen Umfeldwahrnehmung im urbanen Umfeld, bestehen aus einer Vielzahl aufwa¨ndiger
und visuell nicht serientauglicher Sensoren. Am Markt verfu¨gbare Seriensensorik ist nach
aktuellem Stand der Technik fu¨r La¨ngsverkehr optimiert. Daher besteht ein Forschungsbe-
darf bezu¨glich der urbanen Multiobjektverfolgung von La¨ngs- und Querverkehr mittels eines
seriennahen, in das Fahrzeug-Design integrierbaren Sensors.
2.3.3 Verwendung von digitalem Kartenmaterial zur Verbesserung des
Szenenversta¨ndnisses
Kapitel 2.1 hat ausgewa¨hlte Forschungsprojekte vorgestellt, welche Navigationskartendaten
zu einer Verbesserung des Szenarienversta¨ndnisses nutzen. Einige Ansa¨tze werden im Fol-
genden diskutiert:
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Knaup u. Homeier (2010) beschreibt ein graphenbasiertes Umfeldmodell zur verbesserten
Szeneninterpretation (als Roadgraph bezeichnet). Es fusioniert verschiedene Quellen wie Na-
vigationsdaten, Sensordaten und Daten aus C2X-Kommunikation in einem Modell. Dieses
besteht aus Kanten und Knoten. Kanten repra¨sentieren Fahrstreifen, Knoten repra¨sentieren
Kreuzungspunkte. Die Objekte der verschiedenen Quellen werden diesen Kanten zugeordnet
(Map-Matching). Die Kanten enthalten dabei detaillierte Informationen wie z. B. Informa-
tionen u¨ber Verkehrsschilder, Tempolimits, Straßennamen, Lichtsignalanlagen, Abbiegemo¨g-
lichkeiten und erwartete Geschwindigkeiten. Homeier u. Wolf (2011) beschreibt einen Ansatz
zur High-Level-Fusion von Objekten aus verschiedenen Quellen (in das Fahrzeug integrier-
te Sensorik und Infrastruktur-Sensorik) in einem graphenbasierten Umfeldmodell. Durch
die Zuordnung der Objekte zu den Kanten des graphenbasierten Umfeldmodells entsteht
die Mo¨glichkeit, Objekthypothesen mit a-priori Informationen aus Navigationskartendaten
zu kombinieren und so z. B. die Pra¨diktion vor der Assoziation zu beeinflussen. Relevant
im Kontext dieser Arbeit ist der Ansatz, graphenbasierte Umfeldmodelle um dynamische
Informationen wie z. B. bewegliche Objekthypothesen anzureichern und das gewonnene Sze-
nenversta¨ndnis fu¨r eine High-Level-Fusion der Daten zu nutzen.
Roessler (2010) beschreibt ein Assistenzsystem fu¨r Kreuzungen. Der Schwerpunkt dieses
Systems liegt hierbei hauptsa¨chlich auf der Generierung eines Szenarienversta¨ndnisses und
der darauf basierenden Bewertung des Risikos der jeweiligen Situation. Fu¨r das Objekt-
tracking wird ein IMM-Filter mit drei Dynamikmodellen verwendet: Stillstand, Bewegung
mit konstanter Geschwindigkeit und Bewegung mit konstanter Beschleunigung. Fu¨r den Auf-
bau eines Szenarienversta¨ndnisses wird ein graphenbasiertes Umfeldmodell, bestehend aus
Kanten und Knoten, genutzt. Dieses wird zur Bewertung von Fahrer- und Objektintention
und damit zur Bewertung des Risikopotenzials der Situation genutzt. Hierfu¨r werden Objekt-
hypothesen den Kanten zugeordnet und ein Konfliktgraph mit mo¨glichen Kollisionspunkten
ermittelt. Relevant im Kontext dieser Arbeit ist der Ansatz, graphenbasierte Umfeldmodelle
zur Verbesserung der Situationsinterpretation einzusetzen.
Ke u. a. (2000) leisten in einer Simulation einen Beitrag zur Betrachtung alternativer
Objekttracking-Methoden. Betrachtet wird das Objekthypothesen-Tracking unter der Einbe-
ziehung zusa¨tzlicher Informationen u¨ber den Straßenverlauf. Verglichen wird ein IMM-Filter
mit einem Kalman-Filter, dessen Prozessrauschen an den Straßenverlauf angepasst wird.
U¨berdies wird ein Kalman-Filter vorgestellt und in den Vergleich einbezogen, indem die
Ausrichtung der Objekthypothese entlang der Fahrbahn korrigiert wird. Außerdem wird ein
Hidden-Markov-Modell (HMM) unter der Einbeziehung zusa¨tzlicher Informationen vorge-
stellt. Es wird gezeigt, dass zusa¨tzliche Informationen die Ergebnisse des Trackings, gemes-
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sen an der Wurzel des quadratischen Fehlers, verbessern. Relevant im Kontext dieser Arbeit
ist der Ansatz, Informationen aus graphenbasierten Umfeldmodellen in der Multiobjektver-
folgung zu nutzen.
Fazit: Beru¨cksichtigung von Navigationskartendaten zur Minimierung der
Zustandsunsicherheit in der Multiobjektverfolgung
Die in Abschnitt 2.1 beschriebenen und in Abschnitt 2.1.4 rekapitulierten Forschungspro-
jekte zeigen einen Trend zur High-Level-Fusion von Daten aus der Sensorik, den Navigati-
onskarten und den Daten aus C2X-Kommunikation auf. Begu¨nstigt wird dieser Trend durch
immer genauere Navigationskarten und verbesserte Mo¨glichkeiten zur Positionsbestimmung
im urbanen Umfeld. Die durch eine Positionierung auf den Navigationskarten entstehende
zusa¨tzliche Informationsbasis schafft neue Mo¨glichkeiten und wird bei den beschriebenen
Ansa¨tzen (vgl. Knaup u. Homeier 2010, Roessler 2010 und Homeier u. Wolf 2011) mittels
eines graphenbasierten Umfeldmodells ausdru¨cklich zur Verbesserung des Szenarienversta¨nd-
nisses eingesetzt. Nur wenige Beitra¨ge (z. B. Ke u. a. 2000) widmen sich einer Low-Level-
Fusion von Navigationskartendaten und Objekttracking-Algorithmen. Bezu¨glich der Low-
Level-Fusion von graphenbasierten Umfeldmodellen und den Objekttracking-Algorithmen
zur Minimierung der Zustandsunsicherheit der Objekthypothesen (vgl. Bild 2.13) besteht
ein Forschungsbedarf.
Bewegungsklassifikation 
Gitterbasierte 
Darstellung 
Objektbasierte 
Darstellung 
Sensordaten 
Umfeldmodell 
stationär beweglich 
Navigations- 
kartendaten 
Graphenbasierte 
Darstellung 
Bild 2.13: Beispielhafte schematische Darstellung eines hybriden Umfeldmodells. Die blauen
Pfeile beschreiben die Mo¨glichkeit einer High-Level-Fusion, die roten Pfeile die
Mo¨glichkeit einer Low-Level-Fusion.
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2.3.4 Gu¨te- und Konsistenzkriterien zur Bewertung des
Objekttrackings
Zur Bewertung von Objekttracking-Algorithmen sind objektive Gu¨te- und Konsistenzkri-
terien notwendig. Grundsa¨tzlich wird zwischen Kriterien, die eine Referenz beno¨tigen und
Kriterien, die ohne eine solche auskommen, unterschieden. Bei den Kriterien, die eine Refe-
renz beno¨tigen, liegt die Herausforderung in der Entwicklung von Referenzierungskonzepten
fu¨r komplexe, urbane Kreuzungsszenarien. Im Folgenden wird ein U¨berblick u¨ber bei der Be-
wertung von Multiobjektverfolgungs-Algorithmen anerkannte Gu¨te- und Konsistenzkriterien
gegeben. Folgende Kriterien beno¨tigen hierfu¨r Referenzdaten:
• Normalisiertes Fehlerquadrat (NEES): Test, der Daten einer Referenz beno¨tigt
(vgl. Bar-Shalom u. a. 2001, S. 489, dort als Normalized Estimation Error Squared
bezeichnet).
NEES = xˆTP−1k|kxˆ (2.42)
= (xREFk − xˆk|k)TP−1k|k(xREFk − xˆk|k) (2.43)
• Zeitliche Abdeckung (ZA): Beschreibt nach Lindl (2008) den Prozentsatz der Zeit,
in der das Objekt λ verfolgt werden konnte. tλ sei hierbei die Zeit, in der die Objekt-
hypothese verfolgt wurde und lλ seine Lebensdauer.
ZA =
∑
λ tλ∑
λ lλ
(2.44)
• Mittelwert der Wurzel des quadratischen Fehlers (RMSE): Beschreibt die
Wurzel aus der mittleren quadratischen Abweichung der Scha¨tzung der Ortskoordina-
ten von einer Referenz (vgl. Bar-Shalom u. a. 2011, S. 1010, dort als Root Mean Square
Error bezeichnet).
RMSE =
1
N
N∑
i=1
√
(xi − xREFi )2 + (yi − yREFi )2
2
(2.45)
Auf Grund der nicht immer verfu¨gbaren Referenz (der Begriff der Referenz in diesem Zusam-
menhang wird in Abschnitt 3.1 erla¨utert) haben sich auch Gu¨tekriterien etabliert, die ohne
eine Referenz auskommen. Da diese Verfahren keine Referenz beno¨tigen, besteht außerdem
die Mo¨glichkeit, diese Kriterien online zu berechnen und zu u¨berwachen:
• Normalisiertes Quadrat der Innovation (NIS): Test, der ohne die Daten einer
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Referenz auskommt (vgl. Bar-Shalom u. a. 2001, S. 236, dort als Normalized Innovation
Squared bezeichnet):
NIS = νS−1ν (2.46)
= (z−Hxˆk|k−1)T (HPk|k−1HT + R)−1(z−Hxˆk|k−1) (2.47)
Dieser Test ist fu¨r Filter mit gemischter Verteilung nicht anwendbar (z. B. IMM-Filter),
da hier multiple Innovationsvektoren (νj) verwendet werden. Alternativ wird hier z.
B. das normalisierte Fehlerquadrat (NEES) verwendet. Dieser Konsistenztest beno¨tigt
dann allerdings eine Referenz und ist nicht mehr online-fa¨hig.
Fazit: Bewertung von Objekttracking Ansa¨tzen
Die objektive Bewertung gewinnt, unter der Beru¨cksichtigung der Entwicklung der Assis-
tenzsysteme von den Komfort- zu den Sicherheitssystemen, zunehmend an Bedeutung. Je
sicherheitskritischer die Eingriffe der Systeme in die Fahrzeugaktorik werden, desto mehr
ru¨ckt in den Vordergrund, zu bewerten, wie gut die Systeme ihren Anforderungen gerecht
werden. Erst der konsequente Vergleich der Algorithmen mit einer Referenz ermo¨glicht es,
Gu¨tekriterien zu definieren und verschiedene Algorithmen miteinander zu vergleichen. Dies
macht es mo¨glich, den subjektiven Expertenblick durch objektiv bewertbare und reprodu-
zierbare Kriterien zu ersetzen. Die mit den aus der Literatur bekannten Konsistenztests
(vgl. Bar-Shalom u. a. 2001, S. 236, Stu¨ker 2004, Lindl 2008 und Ma¨hlisch 2009) bewertbare
Konsistenz der Algorithmen ist infolge notwendig, aber nicht hinreichend. Neben den ver-
schiedenen Formen der Gu¨temaße fu¨r quadratische Abweichungen zwischen Scha¨tzung und
Referenz sind weiterhin Gu¨tekriterien zur Bewertung von dynamischen Vorga¨ngen notwen-
dig. Allgemein anerkannte Gu¨tekriterien zur Bewertung solcher Vorga¨nge haben sich bisher
nicht etabliert, daher besteht ein Forschungsbedarf.
2.3.5 Grenzen des Stands der Technik und der abgeleitete
Forschungsbedarf
Wird der in Abschnitt 2.3 vorgestellte Stand der Technik zum Objekttracking im urbanen
Umfeld betrachtet, so la¨sst sich daraus zusammenfassend folgender Forschungsbedarf iden-
tifizieren:
• Bisherige in der Forschung verwendete Sensorsetups zur maschinellen Umfeldwahrneh-
mung im urbanen Kontext bestehen aus einer Vielzahl aufwa¨ndiger und visuell nicht se-
rientauglicher Sensoren. Am Markt verfu¨gbare Seriensensorik ist nach aktuellem Stand
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der Technik nicht in der Lage, Querverkehr zu detektieren. Bei der Realisierung einer
maschinellen Umfeldwahrnehmung im urbanen Umfeld mittels eines Sensors, der be-
zu¨glich Eigenschaften und Kostenstruktur seriennah ist, besteht Forschungsbedarf.
• Hybride Umfeldmodelle schaffen die Mo¨glichkeit, Algorithmen zur Low-Level- und zur
High-Level-Fusion von objekt- mit gitter- und graphenbasierten Darstellungsformen zu
entwickeln. Bezu¨glich der Low-Level-Fusion besteht Forschungsbedarf.
• Keine der bisher bekannten Lo¨sungen schafft es, die Orts- und Situationsabha¨ngigkeit
der U¨bergangswahrscheinlichkeiten des IMM-Filters allgemeingu¨ltig zu lo¨sen. Bezu¨g-
lich der Adaption der U¨bergangsmatrix zur Laufzeit besteht Forschungsbedarf. Zu-
dem besteht bezu¨glich der Beru¨cksichtigung wechselnder querdynamischer Mano¨ver in
Kreuzungsbereichen Forschungsbedarf.
2.4 Technische Zielsetzung und Randbedingungen dieser
Arbeit
Prima¨re Zielsetzung dieser Arbeit ist es, mit einem festverbauten Laserscanner, der bezu¨g-
lich seiner Bauform, der Fahrzeugintegration und der Hardware-Kosten das konzeptionelle
Potenzial hat, mittelfristig serientauglich zu werden, eine maschinelle Multiobjektverfolgung
fu¨r das urbane Umfeld zu realisieren. Hierfu¨r werden die im Kontext hybrider Umfeldmo-
delle existierenden graphen- und gitterbasierten Darstellungsformen als zusa¨tzliche Infor-
mationen zur Minimierung der Zustandsunsicherheit in der objektbasierten Umfeldmodel-
lierung genutzt. Vor allem die Beru¨cksichtigung von Querdynamik ist in bisherigen Ansa¨t-
zen nur unzureichend adressiert worden. Da diese in Kreuzungsbereichen mit einer erho¨hten
Wahrscheinlichkeit auftritt, steht insbesondere die Minimierung der Zustandsunsicherheit bei
querdynamischen Vorga¨ngen im Kreuzungsbereich im Fokus dieser Arbeit. Die Ziele dieser
Arbeit werden in Tabelle 2.2 dargestellt.
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Abs. Gegenstand Grenzen des Stands der Ziel dieser Arbeit
Technik
2.3.1 querdynamische Vor- a-priori notwendig: Stochastische situationsabha¨ngige
ga¨nge in Kreuzungs- Bestimmung der Anpassung zur
bereichen U¨bergangsmatrizen Laufzeit
2.3.2 Fusion objekt- und Beschra¨nkung auf High- Low-Level-Fusion
gitterbasierter Dar- Level-Fusion zur Verbesserung
stellungen des Szenenversta¨ndnisses
2.3.2 Sensorsetup Realisierung bisher mit Verwendung eines
aufwa¨ndigen und serien- einzelnen seriennahen
untauglichen Sensorsetups Laserscanners
2.3.3 Fusion objekt- und Beschra¨nkung auf High- Low-Level-Fusion
graphenbasierter Dar- Level-Fusion zur Verbesserung
stellungen des Szenenversta¨ndnisses
2.3.4 Gu¨tekriterien Beschra¨nkung auf Be- Bewertung dyn-
wertung von Abweichungen und amischer Vorga¨nge
Konsistenztests
Tabelle 2.2: Tabellarische U¨bersicht des Standes der Technik und der abgeleiteten Ziele dieser
Arbeit.
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3 Entwicklungsmethodik und
Gu¨tekriterien
Sowohl Objekttracking-Algorithmen als auch Sensoren befinden sich zum Teil seit mehreren
Produktgenerationen im Serieneinsatz. Neben der Erschließung neuer Einsatzgebiete, wie
z. B. des urbanen Umfeldes, gewinnt zunehmend der Aspekt der Leistungssteigerung bzw.
Verbesserung von Sensoren und Algorithmen an Bedeutung. Eine Leistungssteigerung ist
jedoch nur nachweisbar, wenn zuvor, anhand anerkannter Gu¨tekriterien, eine Verbesserung
aufgezeigt wird. In Abschnitt 3.1 wird ein U¨berblick u¨ber die Anforderungen und Begriﬄich-
keiten zur Messdatenerhebung gegeben. Anschließend werden zuna¨chst Anforderungen an
ein Entwicklungskonzept gestellt (Abschnitt 3.2). Daraufhin wird ein Konzept vorgestellt,
das eine Bewertung der Algorithmen anhand der zuvor definierten Kriterien von der modell-
basierten Entwicklung bis zur Implementierung auf der Zielumgebung unterstu¨tzt. Abschnitt
3.3 stellt verschiedene Gu¨tekriterien vor und wa¨hlt einen Satz aussagekra¨ftiger Kriterien aus,
die im Weiteren die Basis der experimentellen Validierung bilden. In Abschnitt 3.4 werden
die Ergebnisse dargestellt und diskutiert (vgl. Bild 3.1).
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Bild 3.1: Grafische Darstellung der Gliederung von Kapitel 3
3.1 Begriffsdefinition
Die Anforderungen und Begriﬄichkeiten der Datenerhebung in der empirischen Wissenschaft
werden im Folgenden erla¨utert:
Objektivita¨t: Die erhobenen Daten werden weder von der durchfu¨hrenden Person, noch
von der eingesetzten Methodik bzw. Technik inhaltlich verfa¨lscht bzw. manipuliert. Die Da-
tenerhebung ist somit objektiv.
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Reliabilita¨t: Findet die Datenerhebung zu einem anderen Zeitpunkt unter gleichen Be-
dingungen statt, so fu¨hrt dies zu vergleichbaren Ergebnissen. Die Messungen sind reprodu-
zierbar.
Validita¨t: Die eingesetzte Datenerhebungsmethode ist zur Erhebung der Daten geeignet.
Zugleich sind die erhobenen Daten geeignet, um die Arbeitshypothese falsifizieren bzw. va-
lidieren zu ko¨nnen. Die erhobenen Daten sind somit belastbar.
Referenz: Bei der Betrachtung der Referenz ist zwischen simulierten und realen Mess-
daten zu unterscheiden. Fu¨r die simulierten Daten liegt mit den wahren Trajektorien der
Objekte (Ground-Truth) eine geeignete Referenz vor. Problematischer ist die Referenzierung
fu¨r reale Messdaten (vgl. z. B. Brahmi 2013): Gerade fu¨r komplexe Szenarien ist die vollsta¨n-
dige Referenzierung der Umgebung aufwa¨ndig und nach aktuellem Stand der Technik nicht
realisierbar. Die Entwicklung von Referenzsensorik fu¨r urbane Szenarien bleibt Gegenstand
weiterer Forschungsaktivita¨ten. Im Rahmen dieser Arbeit wird daher auf eine vollsta¨ndige
Referenzierung der Szenerie verzichtet. Im Rahmen der technischen Mo¨glichkeiten werden
nur das Ego-Fahrzeug und ein Objekt referenziert. Fu¨r die Generierung der Referenzdaten
beno¨tigen das Objekt und ebenso das Ego-Fahrzeug ein System zur Bestimmung von Po-
sition, Geschwindigkeit und Ausrichtung. Zur Referenzierung der bewegten Fahrzeuge wird
ein satellitengestu¨tztes Koppelnavigationssystem der Firma Oxford Technical Solutions Li-
mited (oxts) genutzt. Es handelt sich um das System mit der Bezeichnung RT3002 mit den
in Tabelle 3.1 beschriebenen technischen Daten. Die Ausgaben dieses Sensors sind mit Hilfe
eines Kalman-Filters (Eingangsgro¨ßen: Satellitendaten, Inertialkreisel, Odometer) gescha¨tzt.
Problematisch sind hierbei zwei Aspekte: Das eingesetzte System und a¨hnliche Produkte
basieren auf dem Global Positioning System (GPS). Gerade innerorts gibt es ha¨ufig nur eine
eingeschra¨nkte oder gar keine Verfu¨gbarkeit. Zusa¨tzlich sind GPS-Fehler in der Regel nicht
normalverteilt, die Angabe einer Pra¨zision in einer σ-Region ist daher ha¨ufig falsch und so-
mit kritisch zu hinterfragen. Ist kein GPS-Empfang vorhanden, so werden die Ausgaben nur
noch durch die Inertialkreisel und das Odometer gestu¨tzt. Hierbei ist anzumerken, dass die
im eingesetzten System verwendeten Komponenten nur als durchschnittlich anzusehen sind.
Ein Einsatz in Regionen mit GPS-Unterbrechung ist daher besonders kritisch zu betrachten.
Daher wird das Referenzsystem im Kontext dieser Arbeit nur unter freiem Himmel einge-
setzt; auf einen Einsatz in Gebieten mit GPS-Abschattung wird verzichtet. Unter freiem
Himmel liefert das System eine Richtigkeit, die laut Datenblatt um den Faktor 10-25 ho¨her
liegt als die Richtigkeit der verwendeten und zu bewertenden Lasersensorik samt nachgela-
gerter Algorithmen. Das System bildet damit eine geeignete Referenz, liefert allerdings auf
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Grund von Unsicherheiten nicht die wahre Trajektorie der Objekte (Ground-Truth).
Richtigkeit oxts RT3002
· der Position bis zu 2cm (1σ)
· der Geschwindigkeit 0,05km
h
(mittlerer quadratischer Fehler)
· der Beschleunigung (Bias) 10mm
s2
(1σ)
· des Wank- und Nickwinkels 0,03◦ (1σ)
· des Gierwinkels 0,1◦ (1σ)
· des Schwimmwinkels 0,15◦ (1σ)
Tabelle 3.1: Technische Daten des satellitengestu¨tzten Koppelnavigationssystemes RT3002
der Firma Oxford Technical Solutions Limited (oxts).
3.2 Entwicklungsmethodik
Der Entwicklungsprozess von Fahrerassistenzsystemen beginnt bei Automobilherstellern u¨b-
licherweise mit der Identifikation der relevanten Szenarien durch die Analyse von Unfallda-
tenbanken. Diese Szenarien werden genutzt, um Anforderungen an das System zu definieren.
Um den Entwicklungsprozess von der Unfallforschung in das Zielsystem Fahrzeug begleiten
zu ko¨nnen, werden folgende Anforderungen an ein Konzept gestellt: Es wird verlangt, aus Un-
fallanalysen abgeleitete Szenarien mit einer hohen Reliabilita¨t zu simulieren. Dies ermo¨glicht
eine gezielte Darstellung der fu¨r die Algorithmen-Entwicklung notwendigen Szenarien. Des
Weiteren besteht der Anspruch, die simulierten Messdaten durch die mit dem Versuchstra¨ger
aufgezeichneten Messdaten zu ersetzen. Hierfu¨r werden reale Sensormessdaten erhoben. Um
die Algorithmen zu vergleichen und zu bewerten, ist eine hohe Validita¨t und Reliabilita¨t
der erhobenen Daten notwendig. Hierfu¨r wird gefordert, dass fu¨r reale und fu¨r simulierte
Szenarien eine objektive und belastbare Referenz zur Verfu¨gung steht.
Das Konzept des Lo¨sungsansatzes erlaubt es, simulierte und reale Messdaten mit derselben
Auswertealgorithmik zu bewerten. Der Aufbau wird in Bild 3.2 skizziert. Bild 3.2 zeigt drei
Mo¨glichkeiten auf, um von der Sensordatenerzeugung zu einer Auswertung gegenu¨ber einer
Referenz zu gelangen: Eine modellbasierte Variante und zwei auf realen Messdaten basieren-
de Varianten (Online- und Oﬄine-Betrieb der Algorithmen). Basierend auf den generierten
Sensordaten werden die Tracking-Algorithmen modellbasiert entwickelt und validiert. Die
Auswertelogik vergleicht die durch die Algorithmen generierten Gro¨ßen mit der Referenz.
Daru¨ber hinaus werden die Algorithmen mit realen Messdaten validiert und weiterentwickelt.
Dies hat den Vorteil, dass die Datengrundlage nun nicht mehr auf vereinfachten Modellan-
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Bild 3.2: Eingesetzte Entwicklungstoolkette
nahmen basiert. Der Nachteil liegt allerdings in der nur noch eingeschra¨nkten Mo¨glichkeit,
Mano¨ver exakt zu planen und zu reproduzieren. Ferner ist die Erzeugung exakter Referenz-
daten im urbanen Umfeld nach aktuellem Stand der Technik nur eingeschra¨nkt darstellbar
(vgl. Abschnitt 3.1).
3.3 Gu¨tekriterien zur Bewertung von Algorithmen zur
Objektverfolgung
Die Bewertung von Algorithmen anhand objektiver und reproduzierbarer Gu¨tekriterien ist
ein wichtiger Bestandteil der Entwicklungs- und Weiterentwicklungsprozesse.
3.3.1 Abgeleitete Anforderungen an die Bewertung
Die Wahl der Gu¨tekriterien ist eine Herausforderung bei der Bewertung von Tracking-
Algorithmen. Im weiteren Verlauf dieser Arbeit stehen die Bewertung und Optimierung
von Zustandsunsicherheiten im Fokus. Daher werden Gu¨tekriterien, die eine Bewertung der
Zustandsunsicherheit ermo¨glichen, im Weiteren detaillierter diskutiert. An die Kriterien zur
Bewertung der Zustandsscha¨tzung und -unsicherheit von Tracking-Algorithmen bestehen
folgende Forderungen:
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• Detektionslatenz: An die Gu¨tekriterien besteht der Anspruch, eine Bewertung der
Detektionslatenz zu ermo¨glichen. Hierbei sind hauptsa¨chlich die zum Teil kontra¨ren
Anforderungen an die Dauer und das U¨berschwingen zu beru¨cksichtigen (vgl. Ka¨mp-
chen 2007). Als Detektionslatenz eines Objektes wird die Zeit von der ersten Messung
des realen Objektes bis zur ersten Zustandsscha¨tzung bewertet.
• Totzeit: Unter der Totzeit wird die Zeit verstanden, die bei einer bereits verfolgten
Objekthypothese vergeht, bis sich eine A¨nderung beispielsweise der Dynamik des realen
Objektes in der Zustandshypothesenscha¨tzung auswirkt.
• Richtigkeit der Zustandsscha¨tzung: Von den Gu¨tekriterien wird verlangt, die Rich-
tigkeit der Zustandsscha¨tzung (Abweichung von der Referenz) zu bewerten.
• Unsicherheiten: Es wird vorausgesetzt, dass die Pra¨zision, mit der Zusta¨nde ge-
scha¨tzt werden, in die Bewertung durch die Gu¨tekriterien einfließen.
• Gewichtung der Zusta¨nde: Je nach Relevanz besteht der Anspruch, dass die Gu¨-
tekriterien eine unterschiedliche Gewichtung der verschiedenen Zusta¨nde ermo¨glichen
(z. B. Geschwindigkeit und Position oder aber Position in x- und y-Richtung).
• Echtzeitfa¨higkeit: An die Gu¨tekriterien besteht die Forderung, eine Bewertung der
Echtzeitfa¨higkeit der Algorithmen zu ermo¨glichen. Algorithmen werden in diesem Zu-
sammenhang als echtzeitfa¨hig bezeichnet, wenn sie auf der Zielplattform innerhalb
eines Sensorzyklus fu¨r alle Objekte zu berechnen sind.
In der Steuerungs- und Regelungstechnik finden sich einige, anerkannte und zum Teil genorm-
te Gu¨tekriterien, die die obigen Anforderungen teilweise erfu¨llen. Daher werden diese Ansa¨tze
im Folgenden erla¨utert (Abschnitt 3.3.2). In Abschnitt 4.4.2 werden die zuvor vorgestellten
Kriterien auf ihre Eignung zur Bewertung der maschinellen Wahrnehmung in urbanen Szena-
rien mittels Lasersensorik gepru¨ft und Erweiterungen vorgestellt. Erga¨nzt durch die aus der
Literatur bekannten Gu¨tekriterien zur Bewertung maschineller Umfeldwahrnehmung (vor-
gestellt in Abschnitt 2.3.4), wird ein erweiterter Satz von Gu¨tekriterien zur Bewertung von
Zustandsscha¨tzungen vorgeschlagen.
3.3.2 Ansa¨tze aus der Steuerungs- und Regelungstechnik
Das Kalman-Filter kann als optimale Lo¨sung des Beobachter-Entwurf-Problemes aufgefasst
werden. Es handelt sich um eine Lo¨sung der Ricatti-Gleichung (Optimaler Beobachter).
Hierbei wird der quadratische Fehler minimiert (verlaufsoptimal und verbrauchsoptimal).
Betrachtet man den Vorgang aus stochastischer Sicht, so wird der Einfluss der Rauschterme
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minimiert (Messrauschen, Prozessrauschen). Diese Interpretation legt eine Verwendung aus
der Regelungstechnik bekannter Gu¨temaße zur Bewertung von dynamischen Vorga¨ngen wie
z. B. Sprungantworten nah. Das Internationale Elektrotechnische Wo¨rterbuch - Teil 351:
Leittechnik (IEC 60050-351:2006) definiert hierfu¨r folgende Begriﬄichkeiten und allgemein
anerkannte Gu¨temaße zur Bewertung dynamischer Vorga¨nge (vgl. Abbildung 3.3):
• Wert im Beharrungszustand: Zustand bei konstanten Eingangsgro¨ßen ( ∆x∞).
• Sollwert: Gewu¨nschter Wert der Regelgro¨ße (xd).
• U¨berschwingweite: Die gro¨ßte voru¨bergehende Abweichung der Ausgangsgro¨ße vom
Sollwert. U¨blicherweise in Prozent ausgedru¨ckt (xm).
• Toleranzbereich: Definierter Toleranzbereich, der die Basis zur Bestimmung von An-
und Ausregelzeit bildet (2 ·∆xs).
• Anregelzeit: Zeit, die die Regelgro¨ße nach einer sprungartigen A¨nderung beno¨tigt,
um zum ersten Mal in den Toleranzbereich einzutreten (Tcr).
• Ausregelzeit Tcs: Zeit, die die Regelgro¨ße nach einer sprungartigen A¨nderung beno¨-
tigt, um in den Toleranzbereich einzutreten und dort dauerhaft zu verbleiben.
• Totzeit Tt: Zeit, die die Regelgro¨ße nach einer sprungartigen A¨nderung beno¨tigt, um
zu antworten.
Weitere anerkannte Gu¨tekriterien der Steuerungs- und Regelungstechnik finden sich in der
Fachliteratur wieder, z. B. Lunze (2006, S. 277 ff.) und Lutz u. Wendt (2005, S. 446 ff.):
• Betragskriterium bewertet den Betrag der Regelabweichung:
Jabs =
∫ ∞
0
|x(t)− x(∞)| dt (3.1)
JITAE =
∫ ∞
0
|x(t)− x(∞)| · t · dt (3.2)
Dieses Betragskriterium bewertet den Betrag der Regelabweichung gewichtet mit dem
zeitlichen Verlauf.
• Quadratisches Gu¨tekriterium bewertet die quadratische Differenz zwischen Soll-
und Istwert:
J =
∫ ∞
0
(x(t)− xd)2 dt (3.3)
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Bild 3.3: Schematische Darstellung der Begriﬄichkeiten einer typischen Sprungantwort nach
IEC 60050-351:2006
Jsqr =
∫ ∞
0
(x(t)− x(∞))2 dt (3.4)
Das quadratische Gu¨tekriterium bewertet die quadratische Differenz zwischen dem
Wert im Beharrungszustand und dem Istwert.
• Gu¨tekriterium LQ-Regler bewertet neben dem Einfluss der Regelgro¨ße (verlaufs-
optimal) auch den Einfluss der Stellgro¨ße (verbrauchsoptimal). Die Gewichtsverteilung
zwischen den beiden Gro¨ßen wird hierbei durch die Matrizen R und Q bestimmt:
J(x0, u(t)) =
∫ ∞
0
(
xT (t)Qx(t) + uT (t)Ru(t)
)
dt (3.5)
3.3.3 Erweiterte Gu¨tekriterien zur Bewertung der Zustandsunsicherheit
im urbanen Umfeld
Fu¨r die experimentelle Validierung der Genauigkeit der Zustandsscha¨tzung im Kontext dieser
Arbeit werden folgende Algorithmen verwendet:
• Normalisiertes Fehlerquadrat (NEES): Konsistenztest, der Daten einer Referenz
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beno¨tigt. Hierbei wird die Unsicherheit der Scha¨tzung in der Bewertung beru¨cksichtigt:
NEES = xˆTPk|k−1xˆ (3.6)
= (xREFk − xˆk|k)TP−1k|k(xREFk − xˆk|k) (3.7)
• Mittelwert der Wurzel des quadratischen Fehlers (RMSE): Beschreibt die
Wurzel aus der mittleren quadratischen Abweichung der Scha¨tzung von einer Referenz
(vgl. Bar-Shalom u. a. 2011, S. 1010):
RMSE =
1
N
N∑
i=1
√
(xi − xREFi )2 + (yi − yREFi )2 + (zi − zREFi )2
3
(3.8)
• Anregelzeit der Detektion Tcr, auch als Latenz der Objekthypothese (Laten-
cy of the System Track (LT)) oder als Objektdetektionslatenz bezeichnet:
Zeit von der ersten Detektion bis zu dem Zeitpunkt, an dem die Zustandsscha¨tzung
der Objekthypothese das erste Mal in den Toleranzbereich eintritt. Hierbei wird der
Toleranzbereich 2 ·∆xs verwendet.
• Ausregelzeit der Detektion Tcs: Zeit von der ersten Detektion bis zu dem Zeitpunkt,
an dem die Zustandsscha¨tzung der Objekthypothese einen Toleranzbereich nicht wieder
verla¨sst. Hierbei wird der Toleranzbereich 2 ·∆xs verwendet.
• Totzeit, auch als Latenz der Zustandsscha¨tzung bezeichnet Tt: Zeit, die die
eingeschwungene Zustandsscha¨tzung beno¨tigt, um einer sprungartigen A¨nderung zu
antworten.
• Echtzeitfa¨higkeit: Die Algorithmen werden als echtzeitfa¨hig bezeichnet, wenn sie auf
der Zielplattform innerhalb eines Sensorzyklus (in dieser Arbeit: 60 ms) zu berechnen
sind.
3.4 Diskussion der Entwicklungsmethodik und
Gu¨tekriterien
Die Toolkette unterstu¨tzt den schrittweisen Entwicklungsprozess von der Unfallforschung
u¨ber das Modell bis zur Funktionalita¨t im realen Fahrzeug. Fu¨r den Entwicklungsprozess
relevante Szenarien werden entweder den Datenbanken und Ergebnissen der Unfallforschung
entnommen oder gema¨ß der Anforderungen selbst erstellt. Dies ermo¨glicht es, das subjektive
Expertenwissen eines Entwicklers durch objektive und reproduzierbare Kriterien zu ersetzen
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und sichert die Objektivita¨t und Reliabilita¨t der Bewertung.
Problematisch bleibt hierbei jedoch die Referenzierung der realen Szenarien. Wa¨hrend
beispielsweise der Aufwand fu¨r die Referenzierung eines Szenarios fu¨r die Entwicklung eines
ACC-Systems mit der Beobachtung der Bewegung von zwei bis drei Objekten noch u¨ber-
schaubar ist, steigt dieser fu¨r die innersta¨dtische Umfeldwahrnehmung merklich an. Zum
Teil steht geeignete Referenzsensorik zum aktuellen Zeitpunkt nicht zur Verfu¨gung, teilwei-
se ist der notwendige Aufwand enorm. Dies ha¨ngt zum einen mit der großen Anzahl von
Verkehrsteilnehmern unterschiedlichster Gattungen (Fahrzeuge, Fußga¨nger, Radfahrer, Mo-
torradfahrer) und zum anderen mit den zahlreichen anderen Objekten in den Sichtbereichen
der Sensoren (Ha¨user, Bu¨sche, Schilder, Lichtsignalanlagen, etc.) zusammen. Mittelfristig
liegt die Herausforderung in der Entwicklung geeigneter Referenzsensorik fu¨r die komplette
Referenzierung solcher Szenarien. Kurzfristig wird es darum gehen, mit vorhandener Sen-
sorik die fu¨r die Bewertung der Funktion relevanten Informationen aus der Umgebung zu
referenzieren und somit eine objektive Bewertung der Algorithmen zu ermo¨glichen.
Auf Grund der heterogenen Sensorlandschaft bei den aktiven Sensoren ist es nahezu un-
mo¨glich, Algorithmen unabha¨ngig von der Sensorik in realen Szenarien zu bewerten. Ent-
scheidend ist daher die Bewertung des Gesamtsystems der maschinellen Umfelderfassung
(bestehend aus Sensorik und nachgelagerten Algorithmen). Die Performance aktiver Sen-
sorik weist starke Abha¨ngigkeiten von der detaillierten Auspra¨gung der Szenarien (z. B.
Lagewinkel der Objekte) und der physikalischen Oberfla¨cheneigenschaften der Objekte auf.
U¨berdies ist die Sensorperformance mitunter von Umwelteinflu¨ssen abha¨ngig, diese geho¨ren
folglich zur Bewertung. Dies wirkt sich auf Grund der erho¨hten Anzahl von Parametern ne-
gativ auf Objektivita¨t und Reliabilita¨t von Messdatenerhebungen und deren Auswertungen
aus.
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4 Technischer Lo¨sungsansatz: Urbanes
Objekttracking im Kontext hybrider
Umfeldmodelle
Der Einsatz maschineller Wahrnehmungssysteme in urbanen Umgebungen stellt hohe An-
forderungen an Sensorik und Algorithmen. Die Anforderungen an das System stehen im
Konflikt zu den durch die Sensorik lieferbaren Informationen, die Gu¨te des Systemes im
Konflikt zur verfu¨gbaren Rechenzeit. Um dennoch den Anforderungen komplexer Einsatz-
gebiete (wie zum Beispiel des urbanen Umfeldes) gerecht zu werden, stehen aktuell unter
anderem hybride Umfeldmodelle im Fokus zahlreicher Forschungsaktivita¨ten (vgl. Abschnitt
2.3.2 und 2.3.3). Hybride Umfeldmodelle schaffen auch fu¨r den Schwerpunkt dieser Arbeit,
das Objekttracking, neue Mo¨glichkeiten und Potenziale. Diese werden in diesem Kapitel iden-
tifiziert und beschrieben. Zuvor werden die Grundlagen hybrider Umfeldmodelle (Abschnitt
4.1) und ihrer einzelnen Module (Abschnitt 4.1.4 bis 4.1.1) beschrieben, um die Erweiterun-
gen des Objekttrackings zu motivieren (vgl. Bild 4.1).
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Bild 4.1: Grafische Darstellung der Gliederung von Kapitel 4
4.1 Verwendetes hybrides Umfeldmodell 55
4.1 Verwendetes hybrides Umfeldmodell
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Bild 4.2: Grafische Darstellung der Gliederung von Kapitel 4.1
Hybride Umfeldmodelle sind eine relativ junge Beschreibungsform fu¨r maschinelle Wahrneh-
mungssysteme im automobilen Kontext (vgl. Effertz 2009). Die grundlegende Idee besteht
darin, die Vorteile verschiedener Beschreibungsformen zu fusionieren. Die eingesetzte Ge-
samtarchitektur, von der Sensordatenerfassung bis zur Funktion des Systemes, wird in Bild
4.3 schematisch dargestellt (vgl. Knaup u. a. 2009). Die eingehenden Sensordaten werden
zuna¨chst in einer Bewegungsklassifikation separiert. Die als stationa¨r klassifizierten Daten
werden in einer fu¨r stationa¨re Umgebungen optimierten gitterbasierten Darstellungsform
verwaltet. Die als beweglich klassifizierten Daten werden in einer fu¨r bewegliche Objekte op-
timierten objektbasierten Darstellungsform verwaltet. In der graphenbasierten Darstellung
werden A-Priori-Informationen aus Navigationskarten verarbeitet. Außerdem werden dort
die, aus der gitter- und der objektbasierten Darstellungsform, anfallenden Umfeldbeschrei-
bungen unter Einbeziehung der A-Priori-Navigationskartendaten interpretiert. Alle drei Be-
schreibungsmodelle zusammen werden als hybrides Umfeldmodell bezeichnet und bilden eine
konsistente, maschinelle Beschreibung des Umfeldes.
Bild 4.4 zeigt die drei Bestandteile des eingesetzten hybriden Umfeldmodelles am Beispiel
einer T-Kreuzung u¨ber einem rektifizierten Luftbild. Die gitterbasierte Darstellung wird
hierbei beispielhaft fu¨r die Darstellung unstrukturierter stationa¨rer Randbebauung genutzt
(in der Darstellung wird hierbei zwischen den Hypothesen, dass der Bereich nicht befahrbar
ist (rot) und dass der Bereich befahrbar ist (gru¨n) unterschieden). In diesem Beispiel ist
ein Ausschnitt einer ortsfesten Gitterstruktur abgebildet. Zudem wird eine objektbasierte
Darstellungsform fu¨r die Repra¨sentation beweglicher Objekthypothesen genutzt. Abgebildet
ist eine Objekthypothese (cyan blau). Das graphenbasierte Umfeldmodell (gelb) stellt die
Verknu¨pfungen (Knoten) der einzelnen Fahrstreifen (Kanten) der T-Kreuzung dar.
56 4 Technischer Lo¨sungsansatz: Urbanes Objekttracking im Kontext hybrider Umfeldmodelle
Bewegungsklassifikation 
Gitterbasierte 
Darstellung 
Objektbasierte 
Darstellung 
Sensordaten 
Umfeldmodell 
stationär beweglich 
Navigations- 
kartendaten 
Graphenbasierte 
Darstellung 
Bild 4.3: Schematische Darstellung des verwendeten Umfeldmodelles nach Knaup u. a. 2009.
4.1.1 Bewegungsklassifikation
Gitterbasierte Darstellungsformen sind vornehmlich fu¨r stationa¨re Umgebungen geeignet,
dynamische Vorga¨nge werden nur unscharf abgebildet (vgl. Canas u. Matellan 2006). Ob-
jektbasierte Darstellungsformen hingegen sind vor allem geeignet, um dynamische Objekt-
hypothesen darzustellen. Dies macht eine Zuweisung der eingehenden Sensordaten zu den
verschiedenen Darstellungsformen notwendig. Nach Matthaei u. a. (2011b) und Matthaei
u. a. (2011c) wird eine Objekthypothese hierbei als beweglich klassifiziert, wenn sie im Be-
obachtungszeitraum schon einmal als bewegt detektiert worden ist. Das heißt konkret, dass
zuvor bewegte und beispielsweise an der Ampel gestoppte sowie aktuell fahrende Fahrzeu-
ge als beweglich eingestuft werden. Die schon vor dem Beginn der Beobachtung auf einem
Parkplatz abgestellten Fahrzeuge, Ha¨user und Ba¨ume werden als stationa¨r eingestuft (vgl.
Matthaei u. a. 2011b und Matthaei u. a. 2011c). Durch die Bewegungsklassifikation erfolgt
die Zuweisung zu der objektbasierten (bewegliche Objekthypothesen) und der gitterbasierten
(stationa¨re Randbebauungshypothesen) Darstellung (vgl. Bild 4.3).
4.1.2 Gitterbasiertes Umfeldmodell
Gitterbasierte Umfeldmodelle sind eine verbreitete Beschreibungsform fu¨r stationa¨re Um-
gebungen. Hierbei wird eine Ebene z. B. in zweidimensionale Zellen unterteilt. Ein z. B.
in Ohl u. a. (2011) beschriebenes Konzept ermo¨glicht es, mehrere Ebenen gitterbasierter
Umfeldmodelle (Layer) parallel zu betreiben und gegebenenfalls zu fusionieren. Die meisten
gitterbasierten Umfeldmodelle sind fu¨r die Beschreibung oder die Verwaltung dynamischer
Vorgange ungeeignet (vgl. Canas u. Matellan 2006). Dynamische Bewegungen sorgen fu¨r un-
scharfe Verwischungen innerhalb der Gitterstruktur. Daher werden bewegte Objekte in der
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Bild 4.4: Beispielhafte Darstellung des verwendeten hybriden Umfeldmodelles u¨ber einem
rektifizierten Luftbild 1.
dieser Arbeit zu Grunde liegenden Architektur durch eine, fu¨r bewegte Objekthypothesen
optimierte, objektbasierte Beschreibungsform verwaltet.
Bild 4.5 zeigt die Anwendung eines gitterbasierten Umfeldmodelles fu¨r eine frei-belegt
Darstellung. Schematisch ist hier die Entstehung fu¨r einen Strahlsensor (z. B. einen La-
serscanner) dargestellt. Oben rechts wird beispielhaft ein reales Objekt durch den Sensor
detektiert. Bis zur Objekthypothese werden die Zellen mit einer Frei-Information und die
von der Objekthypothese belegten Zellen werden mit einer Belegt-Information aktualisiert.
So entsteht im gitterbasierten Umfeldmodell eine maschinelle Repra¨sentation des Umfeldes
in freien und belegten Zellen.
Bild 4.6 zeigt eine zusa¨tzliche Ebene der gitterbasierten Darstellung. Nach Matthaei u. a.
(2011a) werden Geschwindigkeitsinformationen in einem gitterbasierten Umfeldmodell ak-
kumuliert. Die grundlegende Idee besteht darin, Geschwindigkeiten bisher gesehener Ob-
jekthypothesen zu verwalten und so eine Geschwindigkeitshistorie der in der Vergangenheit
detektierten Objekthypothesen zu erhalten. Dabei werden nach Matthaei u. a. (2011a) in
Zellen, die auf der Fahrspur einer Objekthypothese liegen, der Geschwindigkeitsvektor und
ein Maß fu¨r die Verla¨sslichkeit der Information gespeichert, diese wird beispielsweise bei
1Kartengrundlage: Orthophotomosaik 1000 der Stadt Wolfsburg, Gescha¨ftsbereich IT - 15-3 GIS, 2008.
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belegt frei 
Sensor 
Bild 4.5: Schematische frei-belegt-Darstellung in einem gitterbasierten Umfeldmodell fu¨r
einen strahlbasierten Sensor (z. B. Laserscanner, vgl. Ohl u. a. 2011).
Bild 4.6: Schematische Darstellung einer gitterbasierten Akkumulation der Geschwindigkeit
einer detektierten Objekthypothese.
Laserscannern zur Objektinitialisierung genutzt (vgl. Abschnitt 4.3).
4.1.3 Objektbasiertes Umfeldmodell
Im Folgenden wird ein Extended-Kalman-Filter zur Zustandsscha¨tzung der Objekthypothe-
sen verwendet (vgl. Abschnitt 2.2.4). Die Wahl der beim Extended-Kalman-Filter zu bestim-
menden Design-Parameter und Modelle wird in Abschnitt 2.2.1 beschrieben.
Durch die Bewegungsklassifikation wird die Anzahl der Objekthypothesen im Tracking
verringert. Dies ermo¨glicht auch im urbanen Umfeld den echtzeitfa¨higen Einsatz aufwa¨ndi-
gerer und damit rechenintensiverer Filterverfahren. Da unimodale Filter die verschiedenen,
ha¨ufig wechselnden Dynamiksituationen im urbanen Umfeld nicht abbilden ko¨nnen, werden
in diesem Kontext Multi-Modell-Filter eingesetzt (vgl. Abschnitt 2.2.5). Fu¨r die konkrete
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Umsetzung werden drei Dynamikmodelle genutzt. Ein Modell konstanter Geschwindigkeit
und zwei Modelle konstanter Kurvenfahrt (Links- und Rechtsabbiegen). Die Synchronita¨t
der einzelnen Modelle wird u¨ber Synchronisationspunkte sichergestellt: Der Objektinitiali-
sierung und der Objekteliminierung. Aus Messungen werden nur neue Objekthypothesen
initialisiert, wenn die Messung zuvor in keinem der Modelle assoziiert wurde. Objekthypo-
thesen werden nur aus dem Umfeldmodell entfernt, wenn die Objekthypothese in allen drei
Umfeldmodellen zur Entfernung markiert worden ist.
Zur Assoziation wird ein Global-Nearest-Neighbour-Verfahren gewa¨hlt (vgl. Karlsson 2002,
Blackman 2004, Darms 2007 und Kapp 2007). Dies ist auf Grund des im Vergleich zu den
Objektabsta¨nden geringen Messrauschens des eingesetzten Sensors ausreichend. Es bietet
somit einen Kompromiss zwischen dem notwendigen Aufwand und den erzielten Ergebnissen
(vgl. Stu¨ker 2004 und Kapp 2007).
Segmentierung im Kontext hybrider Umfeldmodelle
Dieser Abschnitt beschreibt ein Verfahren zur Gruppierung von Laserpunktwolken in Seg-
mente bzw. Cluster. Dies ist notwendig, da Lasersensoren bei ausgedehnten Zielen mehrere
Messungen pro realem Objekt liefern. Nachfolgende Algorithmen beno¨tigen zur Scha¨tzung
der Ausdehnung des Objektes jedoch die Informationen, welche Messungen diesem Objekt
zugeordnet sind. Verfahren, die dieses leisten, werden Segmentierung genannt und stellen
einen wichtigen Schritt der Vorverarbeitung von Laserscannerdaten dar. Aufgabe der Seg-
mentierung ist es, alle Beobachtungen, die von einem realen Objekt verursacht worden sind,
zusammenzufassen und Beobachtungen, die von unterschiedlichen realen Objekten verur-
sacht worden sind, zu trennen (vgl. Dietmayer u. a. 2001 und Doth 2009). Im urbanen Umfeld
treten bei der Segmentierung von Messungen strahlbasierter Sensoren, die keine Information
u¨ber die Geschwindigkeit liefern, Mehrdeutigkeiten auf. Dies ist z. B. bei Laserscannern der
Fall. Eine beispielhafte Situation wird in Bild 4.7 dargestellt. Eine Objekthypothese bewegt
sich hier dicht an einer stationa¨ren Objekthypothese vorbei. Klassische Segmentierungsver-
fahren, die lediglich auf einer Analyse der Sensordaten des aktuellen Messzykluses basieren,
ko¨nnen diese Situation prinzipbedingt nicht auflo¨sen.
Zur Auflo¨sung der in Bild 4.7 beschriebenen Mehrdeutigkeit schla¨gt Matthaei u. a. (2011a)
eine Segmentierung vor, die Informationen aus einer gitterbasierten Geschwindigkeitshisto-
rie (vgl. Bild 4.6) in die Entscheidungsfindung mit einbezieht. Die Idee besteht darin, neben
dem Abstand weitere Merkmale, wie z. B. die in einer gitterbasierten Darstellung akkumulier-
ten Geschwindigkeiten fu¨r die Segmentierungsentscheidung zu nutzen, um Mehrdeutigkeiten
60 4 Technischer Lo¨sungsansatz: Urbanes Objekttracking im Kontext hybrider Umfeldmodelle
Bild 4.7: Schematische Darstellung einer Situation, die durch eine rein abstandsbasierte Seg-
mentierung von Entfernungs-Messungen nicht aufgelo¨st wird.
aufzulo¨sen und auf diese Weise Situationen, wie in Bild 4.7 dargestellt, korrekt zu segmen-
tieren. Dieser in Matthaei u. a. (2011a) vorgestellte Ansatz wird im Rahmen dieser Arbeit
verwendet.
4.1.4 Graphenbasiertes Umfeldmodell
Knaup u. a. (2009), Knaup u. Homeier (2010) und Homeier u. Wolf (2011) interpretieren
ein graphenbasierten Umfeldmodell als eine fahrstreifen-genaue Beschreibungsform fu¨r A-
Priori-Informationen aus Navigationskartendaten. Das graphenbasierte Umfeldmodell stellt
die Information aus Navigationsdaten in Form von Knoten und Kanten dar. Kanten und
Knoten enthalten hierbei zusa¨tzliche Attribute, dies sind z. B. Daten aus Verkehrsza¨hlun-
gen, die zula¨ssige Ho¨chstgeschwindigkeit, geltende Verkehrsregeln, Fahrstreifenbreite und die
Position von Schildern oder Lichtsignalanlagen. Beispielhaft ist in Bild 4.8 eine T-Kreuzung
im graphenbasierten Umfeldmodell schematisch dargestellt.
Kreuzung 
Kante 
Knoten 
Bild 4.8: Schematische Darstellung einer Kreuzung in einem graphenbasierten Umfeldmodell.
4.2 Messmodell und daraus abgeleitetes Objektmodell 61
Das graphenbasierte Umfeldmodell wird vor allem zur Verbesserung des Szenenversta¨nd-
nisses verwendet (vgl. Knaup u. a. 2009, Knaup u. Homeier 2010, Homeier u. Wolf 2011).
Die im graphenbasierten Umfeldmodell vorhandenen, A-Priori-Informationen werden um zu-
sa¨tzliche dynamische Informationen aus den Sensordaten erga¨nzt.
4.2 Messmodell und daraus abgeleitetes Objektmodell
Mess- und Objektmodelle werden im Kontext hybrider Umfeldmodelle mit vera¨nderten An-
forderungen konfrontiert (vgl. Abschnitt 4.2.1). Zusa¨tzlich weist das Messmodell Abha¨ngig-
keiten bezu¨glich der verwendeten Sensorik und deren Eigenschaften auf. Dies macht es not-
wendig, speziell auf die Sensorik (Abschnitt 2.2.2) und die Anforderungen (Abschnitt 4.2.1)
abgestimmte Mess-, Objekt- und Sensormodelle (Abschnitte 4.2.2 bis 4.2.5) zu entwickeln.
Die Abschnitte 4.2.6 bis 4.2.9 beschreiben die zusa¨tzlichen Design-Parameter des Interacting-
Multi-Model Filters, die verwendeten Dynamikmodelle, die nachtra¨gliche Konturscha¨tzung
und die Objekthypotheseninitialisierung (vgl. Bild 4.9).
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Bild 4.9: Grafische Darstellung der Gliederung von Kapitel 4.2
4.2.1 Technische Anforderungen
Durch das urbane Umfeld und den Einsatz im Kontext eines hybriden Umfeldmodelles wer-
den an Mess- und Objektmodelle folgende Anforderungen gestellt:
• Im Gegensatz zu den z. B. in Rauskolb u. a. (2008), Effertz (2009) und Ohl u. Maurer
(2011b) vorgestellten Ansa¨tzen sind im, in dieser Arbeit verwendeten, hybriden Um-
feldmodell keine Objektmodelle fu¨r unstrukturierte Randbebauung mehr vorzuhalten.
Es besteht daher die Mo¨glichkeit, das Objektmodell fu¨r bewegliche Objekte zu opti-
mieren (vgl. Abschnitt 2.3.2).
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• An Mess- und Objektmodelle besteht die Forderung, La¨ngs- und Querverkehr zu be-
herrschen.
• Im urbanen Umfeld sind eine Vielzahl verschiedener Verkehrsteilnehmer vertreten, an
die Mess- und Objektmodelle besteht daher der Anspruch, fu¨r unterschiedliche Ver-
kehrsteilnehmer (z. B. LKW, PKW, Busse und Radfahrer) geeignet zu sein.
• Wie in Abschnitt 2.3.2 anhand zweier Bilder motiviert, weisen auch Verkehrsteilneh-
mer gleicher Gattung, z. B. PKW, stark unterschiedliche Konturformen auf. Von Mess-
und Objektmodellen wird verlangt, fu¨r unterschiedliche Konturformen geeignet zu sein.
• Auf Grund der geringen Reaktionszeiten im urbanen Umfeld wird von den Objektmo-
dellen verlangt, eine geringe Latenz der Filter zu unterstu¨tzen. Ka¨mpchen (2007) unter-
scheidet hierbei zwischen Objektdetektionslatenz (Zeitspanne von der ersten Messung
bis zur Initialisierung einer Objekthypothese) und der Latenz der Zustandsscha¨tzung
(Zeitspanne zwischen der ersten Messung einer Zustandsa¨nderung bis zur A¨nderung in
der Zustandsscha¨tzung).
4.2.2 Messmodell
Das Messmodell u¨berfu¨hrt die segmentierten Rohdaten (aus den Basismerkmalen (Rohda-
ten) durch die Segmentierung entstehende komplexere Merkmale) in die im Umfeldmodell
genutzten Merkmale (vgl. Abschnitt 2.2.1). Das Messmodell ist von den Eigenschaften der zu
Grunde liegenden Sensorik abha¨ngig. Daher kann das hier vorgeschlagene Messmodell nicht
ohne weitergehende Untersuchungen auf andere Sensoren mit einem a¨hnlichen Messprinzip
oder auf Sensoren mit einem anderen Messprinzip angewandt werden. Der eingesetzte Sensor
misst Winkel und Entfernungen. Zur Bestimmung der abstrahierten Merkmale wird zuna¨chst
der durch die Objekthypothese belegte Winkelbereich ermittelt. Dieser wird durch die ein-
gesetzte Sensorik mit einer hohen Gu¨te bestimmt und durch die begrenzenden Winkel links
und rechts beschrieben (vgl. Bild 4.10). Des Weiteren wird die dichteste Entfernung der Ob-
jekthypothese bestimmt, hierbei wird aus allen Entfernungsscha¨tzungen, die zwischen dem
linken und dem rechten Winkel liegen, die minimale Entfernung bestimmt (vgl. Bild 4.10).
Eine laterale Bewegung des Objektes resultiert somit in einer Verschiebung des belegten
Winkelsegments, eine longitudinale Bewegung resultiert in einer A¨nderung der Entfernung.
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Bild 4.10: Beschreibung des verwendeten Messmodelles
Fu¨r Fahrzeuge basiert die Scha¨tzung der Entfernung in den meisten Fa¨llen auf durch
Retroreflektoren verursachten Reflexionen an den Fahrzeugecken. Dies ist darauf zuru¨ckzu-
fu¨hren, dass Retroreflektoren auch Laserstrahlen besonders gut reflektieren. Des Weiteren
sind Retroreflektoren gesetzlich vorgeschrieben und daher an jedem Fahrzeug vorhanden.
Laut Straßenverkehrs-Zulassungs-Ordnung (StVZO) sind in Deutschland nach §53 im Heck-
bereich des Fahrzeuges mindestens zwei rote Retroreflektoren vorgeschrieben. Diese du¨rfen
nicht mehr als 400mm von der a¨ußeren Fahrzeugkontur und nicht mehr als 900mm von
der Fahrbahnebene entfernt angebracht sein. Fu¨r Schluss- und Bremsleuchten gilt zusa¨tzlich
noch, dass diese nicht tiefer als 350mm u¨ber der Fahrbahnebene angebracht werden du¨rfen.
Nach §51 sind auch im vorderen Bereich Begrenzungsleuchten und Scheinwerfer vorgeschrie-
ben. Auch diese du¨rfen nicht mehr als 400mm von der a¨ußeren Fahrzeugkontur entfernt ange-
bracht werden. Fu¨r andere Verkehrsteilnehmer gelten zusa¨tzlich noch erga¨nzende Vorschrif-
ten. Ka¨mpchen (2007) konnte zeigen, dass Messungen von Retroreflektoren (Kennzeichen
und Reflektoren der Fahrzeugbeleuchtung) bei Lasersensorik geeigneter als andere Messun-
gen sind, um z. B. den Lagewinkel eines Fahrzeuges zu scha¨tzen. Dies kann auch theoretisch
motiviert werden: Abschnitt 2.2.2 beschreibt die Unsicherheit des Reflexionsursprunges beim
Auftreffen des Laserstrahles auf eine nicht orthogonal zum Sensor ausgerichtete Fla¨che. Be-
findet sich auf dieser Fla¨che ein Retroreflektor, so wird mit einer erho¨hten Wahrscheinlichkeit
davon ausgegangen, dass sich dort der Reflexionsursprung befindet (Entscheidung anhand
der Amplitude der Reflexion (vgl. Abschnitt 4.2.2)). Auch die begrenzenden Winkel sind
gut und stabil zu erkennen, da hier bei Fahrzeugen Reflektoren angebracht sind, die von
Laserscannern besonders gut und stabil detektiert werden. Das vorgeschlagene Messmodell
hat daru¨ber hinaus den Vorteil, dass keinerlei Modellannahmen u¨ber die Kontur oder Klasse
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des Objektes, bzw. Fallunterscheidungen bezu¨glich der Ansicht (Quer- oder La¨ngsverkehr)
notwendig sind. Auf das fru¨hzeitige und mo¨glicherweise fehleranfa¨llige Einbringen von Mo-
dellwissen wird somit verzichtet. Fu¨r den Fall, dass sich zwei Seiten im Sichtbereich des
Sensors befinden (vgl. Bild 4.10, linkes Beispiel) wird eine Detektion des rechten Winkels
vorgenommen. Wird ein rechter Winkel detektiert, so wird nur die dem Sensor zugewandte
Seite betrachtet. Dies vereinfacht die Objektmodellierung und verhindert auf einfache und ro-
buste Weise eine Vera¨nderung des Schwerpunktes und damit auch der Geschwindigkeit durch
einen Perspektivwechsel. Fu¨r die Detektion des Winkels werden ausgehend vom Punkt mit
der geringsten Entfernung u¨ber Ausgleichsgeraden zwei Vektoren a und b gebildet (vgl. Bild
4.11). Mit Hilfe des Skalarproduktes ergibt sich damit:
α = ∠ (a,b) = arccos
(
a · b
‖a‖‖b‖
)
(4.1)
Durch einen Vergleich von α mit einem oberen und einem unteren Schwellwert wird ein rech-
b
a
Bild 4.11: Detektion des rechten Winkels bei einer Objekthypothese mit zwei Seiten (L-
Ansicht) im Sichtbereich des Sensors.
ter Winkel ermittelt. Eine Verwendung der Information u¨ber die zweite Seite erscheint nicht
sinnvoll, da auf Grund der Strahlaufweitung (1◦) und der Totalreflexion in der Praxis bei
Fahrzeugen nur maximal eine Entfernungscha¨tzung von dieser Seite stammt. Ferner springt
diese Entfernungscha¨tzung auf Grund von Kantenfehlern (vgl. Abschnitt 2.2.2) merklich. Da
diese Fehler nicht stochastischen Ursprungs sind und sich auch nur sehr eingeschra¨nkt pra¨di-
zieren lassen, wu¨rde diese Eigenschaft des Sensors im weiteren Verlauf des Filterprozesses zu
inkonsistenten Zusta¨nden fu¨hren. Beim vorgestellten Messmodell resultiert eine laterale Be-
wegung des Objektes in einer Verschiebung des belegten Winkelsegmentes, eine longitudinale
Bewegung resultiert in einer A¨nderung der gescha¨tzten Entfernung. Aus dem vorgestellten
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Messmodell ergibt sich folgender Messvektor (z):
z =
 αleftαright
r
 (4.2)
Messrauschen
Das Messrauschen beschreibt die Unsicherheit der Messung. Abschnitt 2.2.2 motiviert theo-
retisch, dass die Messunsicherheit unter anderem von der Situation abha¨ngig ist. Somit
ist das konkrete Messrauschen unbekannt und wird daher anhand zusa¨tzlicher Merkmale
abgescha¨tzt. Die Feststellung in Ka¨mpchen (2007), dass insbesondere Messungen, die von
Retroreflektoren verursacht sind, sich als besonders zuverla¨ssig erweisen, wird hierfu¨r wei-
terentwickelt. Die Idee besteht darin, dass eine Messung mit einer großen Amplitude mit
hoher Wahrscheinlichkeit von einem Retroreflektor verursacht worden ist (vgl. Abschnitt
4.2.2). Eine solche Messung geht mit einem ho¨heren Vertrauen in den Filterprozess ein, als
eine Messung mit einer kleinen Amplitude. Der U¨bergang ist hierbei fließend, es findet eine
Adaption u¨ber einen nichtlinearen Zusammenhang statt. Hierfu¨r wird zuna¨chst der maxi-
male Fehler durch den Aspektwinkel (vgl. Abschnitt 2.2.2) abgescha¨tzt. Anschließend wird,
aus Messreihen motiviert, ein maximaler Aspektwinkel von 80◦ angenommen, bei gro¨ßeren
Winkeln setzt erwartungsgema¨ß Totalreflexion ein.
∆r ≈ 150m ∗ 2 · sin(1
◦
2
) ∗ tan(80◦) ≈ 14, 85m (4.3)
Damit dieser Wert innerhalb der 2σ Region liegt wird σmaxr = 7,5m als obere Abscha¨tzung
des maximalen Fehlers gewa¨hlt. Fu¨r einen orthogonal zum Sensor ausgerichteten Retroreflek-
tor betra¨gt die minimale Unsicherheit σminr = 0,47m (vgl. Abschnitt 2.2.2). Diese resultiert
durch den Informationsverlust bei der Diskretisierung. Die Amplitudeninformation des Sen-
sors nimmt Werte zwischen a ∈ [0, 15] mit a ∈ N an. Damit ergibt sich fu¨r die Abscha¨tzung
von σr = f(a) unter der Vermeidung einer Division durch 0 der in Bild 4.12 dargestellte
nichtlineare Zusammenhang. Da notwendige Merkmale zur pra¨zisen Bestimmung der Mes-
sunsicherheit, wie z. B. die gemessene Echopulsbreite, vom eingesetzten Sensorsystem nicht
zur Verfu¨gung gestellt werden, erfolgt lediglich eine Abscha¨tzung:
σr =
σmaxr
(a+ 1)
(4.4)
σα,left und σα,right ergeben sich gema¨ß Abschnitt 2.2.2 wie folgt:
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Bild 4.12: Abgescha¨tzter Zusammenhang zwischen Unsicherheit der Entfernungscha¨tzung
des Sensors und der gemessenen Amplitude bei einem Aspektwinkel von 80◦.
σα =
√
1
12
1◦ (4.5)
4.2.3 Objektmodell
In diesem Abschnitt wird ein Objektmodell vorgestellt, welches auf dem in Abschnitt 4.2
vorgestellten Messmodell und den Eigenschaften der eingesetzten Sensorik basiert. Objekt-
modelle werden notwendig, sobald die Ausdehnung der Objekte deutlich gro¨ßer als der Ab-
stand zwischen den Objekten wird. Da z. B. PKW mit einer La¨nge von etwa 5m ha¨ufig in
einem Abstand kleiner 1m aneinander vorbeifahren, sind Objektmodelle fu¨r die urbane Um-
feldwahrnehmung erforderlich. Objektmodelle beschreiben beispielsweise ein reales Fahrzeug
in abstrakten Zustandsgro¨ßen (z. B. Position, Geschwindigkeit und Ausdehnung). Durch das
Messmodell wird ein belegtes Winkelsegment ausgedru¨ckt (vgl. 4.2.2). Die Objekthypothesen
werden durch einen Mittelpunkt (x, y) und den Durchmesser (d) dargestellt. Der Parameter
d ist hierbei immer der orthogonale Durchmesser des durch die Objekthypothese belegten
Winkelsegmentes, auf eine Ausrichtungsscha¨tzung wird zu diesem Zeitpunkt verzichtet. Die
Vorteile des vorgestellten Objektmodelles liegen in der geringen Komplexita¨t. Weiterhin ist
dieses Modell fu¨r La¨ngs- und fu¨r Querverkehr geeignet, somit wird auf eine fru¨hzeitige und
eventuell fehleranfa¨llige Fallunterscheidung verzichtet (vgl. Bild 4.10). Ein weiterer Vorteil
liegt darin, dass auf die Annahme, Fahrzeuge seien rechteckig, verzichtet wird (vgl. Bild 4.10,
linkes Beispiel). Zudem ist der Zustandsvektor u¨ber den gesamten Sensorsichtbereich beob-
achtbar (die Definition der Beobachtbarkeit findet sich z. B. in Stu¨ker 2004). Die laterale
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Geschwindigkeit eines Objektes bzgl. des Ego-Fahrzeuges ergibt sich im Filterprozess u¨ber
die Winkela¨nderung des belegten Segmentes. Die longitudinale Geschwindigkeitskomponente
ergibt sich aus der A¨nderung der Entfernung. Aus dem vorgestellten Objektmodell ergibt
sich fu¨r die geometrische Beschreibung der Objekthypothese folgender Teil des Objektzu-
standsvektors:
• Position x, y des Schwerpunktes der Kante
• Breite d
Zustandsraum
x, y
d
vx, vy
Bild 4.13: Beschreibung des verwendeten Objektmodelles
Beispiele und Grenzen
Bild 4.14 analysiert die Eigenschaften des Objektmodelles anhand einiger Beispielszenarien.
Fu¨r La¨ngs- und Querverkehr repra¨sentiert das vereinfachte Objektmodell eine Seite der tat-
sa¨chlichen Kontur des Objektes (vgl. Bild 4.14, oben links und oben rechts). Fu¨r abbiegenden
Verkehr hingegen repra¨sentiert das vereinfachte Objektmodell nicht die Kontur des Objektes
(vgl. Bild 4.14, unten links und unten rechts). Eine U¨bereinstimmung wird erst durch die
in Abschnitt 4.2.8 vorgestellte, nachtra¨gliche Konturscha¨tzung hergestellt. Wa¨hrend eines
Abbiegevorgangs fu¨hrt dies zu einer Verschiebung des Referenzpunktes der Objekthypothese
auf der tatsa¨chlichen Objektkontur und damit zu einem Fehler in der Geschwindigkeitsscha¨t-
zung. Dieser Fehler la¨sst sich beispielsweise fu¨r einen PKW wie folgt abscha¨tzen: Bei einem
PKW (La¨nge: 5m, Breite: 2m) wandert der Referenzpunkt der Objekthypothese beim Ab-
biegevorgang um ca. 2,5m. Bei einer durchschnittlichen Dauer eines Abbiegevorgangs von 3s
ergibt sich der systematische Fehler der Geschwindigkeitsscha¨tzung damit zu 0, 8m
s
.
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Bild 4.14: Darstellung des Objektmodelles in Beispielszenarien.
4.2.4 Zustandsvektor
Bei der Wahl des Zustandsvektors sind neben den in Abschnitt 4.2.1 formulierten Anfor-
derungen auch die Eigenschaften des Messverfahrens zu beru¨cksichtigen. Als rein distanz-
messendes Verfahren liefert ein Laserscanner keine Mo¨glichkeit die Geschwindigkeit oder die
Beschleunigung direkt zu messen. Im Modell wird daher zuna¨chst an einem Simulations-
beispiel untersucht, welche Auswirkungen die Verwendung der Beschleunigungskomponente
bei einem distanzmessenden Sensor im Zustandsvektor des Kalman-Filters hat. Es wird die
Hypothese untersucht, dass eine zusa¨tzliche Scha¨tzung der Beschleunigung bei einem rein
distanzmessenden Verfahren zu einer Verla¨ngerung der Detektionslatenz und der Totzeit des
Filters fu¨hrt. Einer geringen Detektionslatenz, bzw. Totzeit kommt auf Grund der geringen
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Zeitspannen und der hohen Dynamik im urbanen Umfeld eine besondere Bedeutung zu. Hier-
fu¨r wird ein einfaches eindimensionales Beispiel genutzt. Modelliert wird ein Sensor, der in
eine Raumrichtung Distanzwerte liefert. Diese werden verrauscht und diskretisiert. Anschlie-
ßend werden die Zustandsgro¨ßen mit Hilfe des Kalman-Filters gescha¨tzt und die tatsa¨chlichen
Bewegungsdaten des Objektes mit den Ergebnissen des Filters verglichen. Hierbei werden
zwei Szenarien untersucht:
• Szenario 1: Das Objekt bewegt sich mit konstanter Geschwindigkeit.
• Szenario 2: Das Objekt beschleunigt gleichfo¨rmig.
Es werden die folgenden zwei Filter miteinander verglichen:
• Filter A entha¨lt im Zustandsvektor keine Beschleunigung. Die Beschleunigung wird als
additiver Rauschterm (a = 1m
s2
) im Prozessrauschen beru¨cksichtigt. Es wird ein Ge-
schwindigkeitsmodell mit konstanter Geschwindigkeit verwendet. (Continuous White
Noise Acceleration Model, nach Bar-Shalom u. a. 2011, S. 43 ff.).
• Filter B entha¨lt die Beschleunigung im Zustandsvektor. Es wird ein Dynamikmodell
unter der Annahme einer konstanten Beschleunigung verwendet. (Continuous Wiener
Process Acceleration Model, nach Bar-Shalom u. a. 2011, S. 44 ff.).
Simulationszeit tmax = 5s
Messwertdiskretisierung discr = 0,1m
Zykluszeit des Sensors T = 0.06s
Standardabweichung des Sensors σd = 0,3m
Initialisierungsgeschwindigkeit des Objektes v0 = 10
m
s
Initialisierungsposition des Objektes x0 = 5m
Tabelle 4.1: Allgemeine Annahmen der Simulation.
Varianz des Messrauschens σ2r = 0,1m
2
Varianz des Prozessrauschens σ2q = 8
(
m
s2
)2
Tabelle 4.2: Annahmen fu¨r Filter A.
Szenario 1 ist also auf Filter A abgestimmt, Szenario 2 auf Filter B. Fu¨r die Simulation
werden hierbei die in Tabelle 4.1 beschriebenen allgemeinen Annahmen getroffen. Fu¨r Filter
A (Zustandsvektor: [x, v]T ) werden die in Tabelle 4.2 beschriebenen Annahmen getroffen:
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Zur Zustandshypothesen-Initialisierung wird die Methode zur Initialisierung aus einer Di-
stanzmessung nach Bar-Shalom u. a. (2011, S. 155 ff.) verwendet, die Geschwindigkeit wird
somit mit 0m
s
und folgender Kovarianzmatrix initialisiert (hierbei wird nach Bar-Shalom u. a.
(2011, S. 155) eine Standardabweichung gewa¨hlt, die der halben anzunehmenden Ho¨chstge-
schwindigkeit entspricht (vmax = 70
km
h
≈ 20m
s
)).
P(0|0) =
(
1 0
0 100
)
(4.6)
Fu¨r Filter B (Zustandsvektor: [x, v, a]T ) werden die in Tabelle 4.3 beschriebenen Annahmen
Varianz des Messrauschens σ2r = 0,1m
2
Varianz des Prozessrauschens σ2q = 1
(
m
s2
)2
Tabelle 4.3: Annahmen fu¨r Filter B.
getroffen: Die Geschwindigkeit mit 0m
s
, die initiale Unsicherheit der Geschwindigkeitsscha¨t-
zung ergibt sich aus vmax = 70
km
h
≈ 20m
s
, fu¨r die initiale Unsicherheit der Beschleunigungs-
scha¨tzung wird amax = 10
m
s2
angenommen:
P(0|0) =
 1 0 00 100 0
0 0 25
 (4.7)
Bild 4.15 und Bild 4.16 zeigen, dass das Filter mit einem Zustandsvektor ohne Beschleuni-
gung sowohl im Szenario 1 (Bewegung mit konstanter Geschwindigkeit) als auch im Szenario
2 (beschleunigte Bewegung) eine geringere Detektionslatenz hat. Sowohl fu¨r ein beschleunig-
tes Objekt (Szenario 2) als auch fu¨r ein Objekt mit konstanter Geschwindigkeit (Szenario 1),
zeigt ein Filter mit einem Zustandsvektor ohne Beschleunigung und einem konstanten Ge-
schwindigkeitsmodell ein verbessertes Einschwingverhalten. Dieses stellt fu¨r die innersta¨dti-
sche Umfeldwahrnehmung ein entscheidendes Kriterium dar. Daher wird ein Zustandsvektor
ohne Beschleunigung gewa¨hlt. Dies la¨sst sich auch theoretisch motivieren: So werden fu¨r
Filter A (Modell ohne Beschleunigung) zwei Entfernungsmessungen beno¨tigt, um eine Ge-
schwindigkeit zu scha¨tzen. Mit der dritten Messung wird diese erste Scha¨tzung besta¨tigt und
die Zustandshypothese wird ausgegeben. Fu¨r Filter B (Modell mit Beschleunigung) werden
drei Messungen beno¨tigt, um eine erste Scha¨tzung der Beschleunigung vorzunehmen. Mit
der vierten Messung wird die erste Scha¨tzung besta¨tigt, und die Zustandshypothese wird
ausgegeben.
4.2 Messmodell und daraus abgeleitetes Objektmodell 71
0 1 2 3 4 5-5
0
5
10
15
Simulationszeit [s]
O
b j e
k t
g e
s c
h w
i n
d i
g k
e
i t  
[ m
/ s
]
 
 
Filter A
Filter B
Bild 4.15: Geschwindigkeitsscha¨tzung Soll/Ist: Szenario 1 (das Objekt bewegt sich mit kon-
stanter Geschwindigkeit), Vergleich zwischen Filter A (entha¨lt im Zustandsvektor
keine Beschleunigung) und Filter B (entha¨lt die Beschleunigung im Zustandsvek-
tor)
Durch die im Vergleich zum Zustandsvektor mit Beschleunigung verringerte Dimension des
Zustandsvektors ergibt sich ein geringerer Ressourcenbedarf. Unter anderem werden in den
Kalman-Filtern die Kovarianzmatrizen fu¨r die Zustandsunsicherheit verwaltet und zyklisch
neu berechnet. Der Aufwand fu¨r diese Matrix-Operationen skaliert quadratisch mit der Di-
mension des Zustandsvektors und hat damit erheblichen Einfluss auf den Ressourcenbedarf
des Algorithmus.
4.2.5 Sensormodell
Das Sensormodell bildet den mathematischen Zusammenhang zwischen Zustands- und Mess-
vektor (vgl. Bild 2.4). Es bildet somit die Transformationsvorschrift aus dem Zustandsraum
in den Messraum. Der Zustands- und der Messvektor seien durch x und z wie folgt beschrie-
ben:
x =

x
y
d
vx
vy
 (4.8)
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Bild 4.16: Geschwindigkeitsscha¨tzung Soll/Ist: Szenario 2 (das Objekt beschleunigt gleich-
fo¨rmig), Vergleich zwischen Filter A (entha¨lt im Zustandsvektor keine Beschleu-
nigung) und Filter B (entha¨lt die Beschleunigung im Zustandsvektor)
z =
 αleftαright
r
 (4.9)
Damit ergibt sich fu¨r das Sensormodell folgender Zusammenhang:
xleft = x (4.10)
yleft = y +
d
2
(4.11)
xright = x (4.12)
yright = y − d
2
(4.13)
αleft = arcsin
 yleft√
(x2 + y2left)
 (4.14)
αright = arcsin
 yright√
(x2 + y2right)
 (4.15)
r = min
(√
(x2 + y2r)
)
, yr ∈
{
y − d
2
, y +
d
2
}
⊂ R (4.16)
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4.2.6 Zusa¨tzliche Design-Parameter des
Interacting-Multi-Model-Filters
Das IMM-Filter beno¨tigt die Bestimmung zweier zusa¨tzlicher Design-Parameter : Den Satz
an Dynamikmodellen und die U¨bergangswahrscheinlichkeiten zwischen den verschiedenen
Dynamikmodellen. Die a priori Bestimmung einer einzigen, allgemeingu¨ltigen U¨bergangsma-
trix Pij ist - wie bereits im Abschnitt 2.3.1 motiviert - fu¨r urbane Szenarien nicht mo¨glich.
Vielmehr bedarf es einer Anpassung der U¨bergangsmatrix zur Laufzeit. Dies ist notwendig,
weil die U¨bergangswahrscheinlichkeiten eine starke Situationsabha¨ngigkeit aufweisen. Befin-
det sich das Objekt z. B. in der Stadt auf einer Straße ohne Einmu¨ndungen, ist ein Wechsel
in eines der Abbiegemodelle merklich unwahrscheinlicher als z. B. innerhalb einer Kreuzung.
Diese Situationsabha¨ngigkeit ist im klassischen IMM-Filter nicht beru¨cksichtigt (vgl. Kapi-
tel 2.3.1). Aus der Literatur bekannte Ansa¨tze, die eine Anpassung der U¨bergangsmatrix zur
Laufzeit ermo¨glichen, schaffen es bisher nicht, die Situationsabha¨ngigkeit im urbanen Umfeld
allgemeingu¨ltig zu behandeln (vgl. Kapitel 2.3.1). Daher wird zuna¨chst a priori eine U¨ber-
gangsmatrix bestimmt, die versucht einen Kompromiss zwischen allen mo¨glichen Situationen
zu bilden. Die U¨bergangsmatrix Pij wird wie folgt bestimmt:
Pij =
 0.8 0.1 0.10.19 0.8 0.01
0.19 0.01 0.8
 (4.17)
Da diese Lo¨sung fu¨r die dieser Arbeit zugrundeliegende Aufgabenstellung nicht angemessen
ist, wird in Abschnitt 4.4 ein neuartiger Lo¨sungsansatz beschrieben. Dieser ermo¨glicht eine
allgemeingu¨ltige, situationsabha¨ngige Anpassung der U¨bergangsmatrix zur Laufzeit unter
der Nutzung einer zusa¨tzlichen Information aus einem graphenbasierten Umfeldmodell.
4.2.7 Dynamikmodelle
Das Dynamikmodell pra¨diziert aus einem bekannten Zustand den na¨chsten erwarteten Zu-
stand. Ein Ziel dieser Arbeit ist die Erho¨hung der Pra¨zision bei querdynamischen Bewegun-
gen der Objekthypothesen. Daher werden Dynamikmodelle fu¨r Linksabbiegen, Rechtsabbie-
gen und Geradeausfahren gewa¨hlt. Fu¨r alle Modelle wird ein Modell ohne Beschleunigung
angenommen, Geschwindigkeitsa¨nderungen werden als Modellunsicherheiten mittels des Pro-
zessrauschens Q modelliert (Continuous White Noise Acceleration Model, vgl. Bar-Shalom
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u. a. 2011, S. 43 ff.):
Q =

1
4
T 4σ2ax 0
1
2
T 3σ2ax 0 0
0 1
4
T 4σ2ay 0
1
2
T 3σ2ay 0
1
2
T 3σ2ax 0 T
2σ2ax 0 0
0 1
2
T 3σ2ay 0 T
2σ2ay 0
0 0 0 0 T 2σ2d
 (4.18)
Fu¨r das Modell der Geradeausfahrt mit konstanter Geschwindigkeit ergeben sich damit fol-
gende Zusammenha¨nge, T sei hierbei die Zykluszeit des Systems:
xpre(k + 1|k) = x(k|k) + T · vx(k|k) (4.19)
ypre(k + 1|k) = y(k|k) + T · vy(k|k) (4.20)
vx,pre(k + 1|k) = vx(k|k) (4.21)
vy,pre(k + 1|k) = vy(k|k) (4.22)
dpre(k + 1|k) = d(k|k) (4.23)
Daraus ergibt sich fu¨r die Zustandsu¨bergangsmatrix F:
F =

1 0 T 0 0
0 1 0 T 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
 (4.24)
Die Abbiegevorga¨nge in Kreuzungsbereichen werden auf Grund der niedrigen Geschwindig-
keiten als Fahrt auf einer Kreisbahn mit konstanter Geschwindigkeit modelliert. Der Kreis
hat einen Radius R, Geschwindigkeitsa¨nderungen der Objekthypothese werden mittels des
Prozessrauschens modelliert.
Fu¨r das Modell mit konstanter Geschwindigkeit ’Linksabbiegen’ ergeben sich damit fol-
gende Zusammenha¨nge, R sei hierbei der Radius der zu durchfahrenden Kurve:
xpre(k + 1|k) = x(k|k) + T · vx(k|k) · cos(T · v
R
)− T · vy(k|k) · sin(T · v
R
) (4.25)
ypre(k + 1|k) = y(k|k) + T · vx(k|k) · sin(T · v
R
) + T · vy(k|k) · cos(T · v
R
) (4.26)
vx,pre(k + 1|k) = vx(k|k) · cos(T · v
R
)− vy(k|k) · sin(T · v
R
) (4.27)
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Bild 4.17: Grafische Beschreibung des Dynamikmodelles fu¨r die Kurvenfahrt auf einer Kreis-
bahn mit konstanter Geschwindigkeit.
vy,pre(k + 1|k) = vx(k|k) · sin(T · v
R
) + vy(k|k) · cos(T · v
R
) (4.28)
dpre(k + 1|k) = d(k|k) (4.29)
Daraus ergibt sich fu¨r die Zustandsu¨bergangsmatrix F:
F =

1 0 T · cos(T ·v
R
) −T · sin(T ·v
R
) 0
0 1 T · sin(T ·v
R
) T · cos(T ·v
R
) 0
0 0 cos(T ·v
R
) − sin(T ·v
R
) 0
0 0 sin(T ·v
R
) cos(T ·v
R
) 0
0 0 0 0 1
 (4.30)
Fu¨r das Modell mit konstanter Geschwindigkeit ’Rechtsabbiegen’ ergeben sich damit folgende
Zusammenha¨nge, R sei hierbei der Radius der zu durchfahrenden Kurve, T die Zykluszeit
des Systems:
xpre(k + 1|k) = x(k|k)− T · vx(k|k) · cos(T · v
R
) + T · vy(k|k) · sin(T · v
R
) (4.31)
ypre(k + 1|k) = y(k|k)− T · vx(k|k) · sin(T · v
R
)− T · vy(k|k) · cos(T · v
R
) (4.32)
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vx,pre(k + 1|k) = −vx(k|k) · cos(T · v
R
) + vy(k|k) · sin(T · v
R
) (4.33)
vy,pre(k + 1|k) = −vx(k|k) · sin(T · v
R
)− vy(k|k) · cos(T · v
R
) (4.34)
dpre(k + 1|k) = d(k|k) (4.35)
Daraus ergibt sich fu¨r die Zustandsu¨bergangsmatrix F:
F =

1 0 −T · cos(T ·v
R
) T · sin(T ·v
R
) 0
0 1 −T · sin(T ·v
R
) −T · cos(T ·v
R
) 0
0 0 − cos(T ·v
R
) sin(T ·v
R
) 0
0 0 − sin(T ·v
R
) − cos(T ·v
R
) 0
0 0 0 0 1
 (4.36)
Fu¨r die Bestimmung des Radius R der zu durchfahrenden Kurve wird zusa¨tzliches Modellwis-
sen verwendet. Schimmelpfennig u. Nackenhorst (1985) formulieren einen mathematischen
Zusammenhang zwischen der Querbeschleunigung und der Geschwindigkeit bei Kurvenfahr-
ten von Normalfahrern:
aq = 0, 155 · vkm
h
· e
−
 v
70km
h
·1,85
. (4.37)
Der Zusammenhang zwischen Querbeschleunigung und Kurvenradius wird wie folgt beschrie-
ben:
aq =
v2
R
. (4.38)
Daraus ergibt sich fu¨r den Radius R in Abha¨ngigkeit von der Geschwindigkeit v:
R =
v2
0, 155 · v
km
h
· e
−
 v
70km
h
·1,85
(4.39)
Es werden Dynamikmodelle fu¨r Linksabbiegen, Rechtsabbiegen und Geradeausfahren im-
plementiert. Fu¨r alle Modelle wird ein konstantes Geschwindigkeitsmodell angenommen, die
Modelle fu¨r das Abbiegen als Fahrt auf einer Kreisbahn mit konstanter Geschwindigkeit mo-
delliert.
Grenzen: Die Vera¨nderung des Durchmessers d wa¨hrend eines Abbiegevorgangs wird u¨ber
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das Prozessrauschen abgebildet und nicht modelliert. Eine Modellierung der systematischen
Vera¨nderung ist aufgrund des nicht gescha¨tzten Lagewinkels der Objekthypothese an dieser
Stelle unmo¨glich.
Prozessrauschen
Das Prozessrauschen fu¨r die Dynamikmodelle Links- und Rechtsabbiegen wird wie folgt ge-
wa¨hlt: Longitudinal wird ein maximales Beschleunigungs- bzw. Verzo¨gerungsvermo¨gen von
9m
s2
angenommen (angenommenes Beschleunigungsvermo¨gen eines Fahrzeugs), die Querbe-
schleunigung wird ebenfalls mit maximal 9m
s2
abgescha¨tzt. Damit sich die maximalen Werte
innerhalb der 3σ Region bewegen, wird σax = 3
m
s2
und σay = 3
m
s2
gewa¨hlt. Die A¨nderung des
Querschnitts d bei Kurvenfahrten wird mit σd = 2m abgescha¨tzt:
Qleft,Qright =

1
4
T 4σ2ax 0
1
2
T 3σ2ax 0 0
0 1
4
T 4σ2ay 0
1
2
T 3σ2ay 0
1
2
T 3σ2ax 0 T
2σ2ax 0 0
0 1
2
T 3σ2ay 0 T
2σ2ay 0
0 0 0 0 T 2σ2d
 (4.40)
Beim Prozessrauschen des Geradeaus-Dynamikmodells wird zwischen einer lateralen und ei-
ner longitudinalen Bewegung unterschieden. Diese Unterscheidung wird regelbasiert u¨ber den
Geschwindigkeitsvektor durchgefu¨hrt. Der Wechsel zwischen den Modi findet u¨ber einen Ab-
biegevorgang statt. Das Prozessrauschen fu¨r die Dynamikmodelle geradeaus lateral und gera-
deaus longitudinal wird wie folgt gewa¨hlt: Longitudinal wird ein maximales Beschleunigungs-
bzw. Verzo¨gerungsvermo¨gen von 9m
s2
angenommen, die Querbeschleunigung wird mit maxi-
mal 1m
s2
abgescha¨tzt. Damit sich die Werte maximal innerhalb der 3σ Region bewegen, wird
σax = 3
m
s2
und σay = 1
m
s2
, bzw. σax = 1
m
s2
und σay = 3
m
s2
gewa¨hlt. Die A¨nderung des Quer-
schnitts d wird mit σd = 1m abgescha¨tzt:
Qstraight,long. =

1
4
T 4 · 3m
s2
2 0 1
2
T 3 · 3m
s2
2 0 0
0 1
4
T 4 · 1m
s2
2 0 1
2
T 3 · 1m
s2
2 0
1
2
T 3 · 3m
s2
2 0 T 2 · 3m
s2
2 0 0
0 1
2
T 3 · 1m
s2
2 0 T 2 · 1m
s2
2 0
0 0 0 0 T 2 · 1m2
 (4.41)
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Qstraight,lat. =

1
4
T 4 · 1m
s2
2 0 1
2
T 3 · 1m
s2
2 0 0
0 1
4
T 4 · 3m
s2
2 0 1
2
T 3 · 3m
s2
2 0
1
2
T 3 · 1m
s2
2 0 T 2 · 1m
s2
2 0 0
0 1
2
T 3 · 3m
s2
2 0 T 2 · 3m
s2
2 0
0 0 0 0 T 2 · 1m2
 (4.42)
Kompensation der Eigenbewegung
Die Eigenbewegung des mit dem Umfeldwahrnehmungssystem bestu¨ckten Fahrzeuges wird
durch ∆xEgo beschrieben und setzt sich aus den translatorischen Komponenten ∆xEgo, ∆yEgo
sowie der rotatorischen Komponente ∆ψEgo zusammen. Es wird das in Stu¨ker (2004) vorge-
stellte Verfahren zur Kompensation der Eigenbewegung verwendet. Die Pra¨diktion mittels
des Geradeaus-Modelles ergibt sich um die Eigenbewegung bereinigt wie folgt:
xpre(k + 1|k) = cos(∆ψ) · (x· −∆x) + sin(∆ψ) · (y· −∆y) (4.43)
ypre(k + 1|k) = − sin(∆ψ) · (x· −∆x) + cos(∆ψ) · (y· −∆y) (4.44)
vx,pre(k + 1|k) = vx(k|k) (4.45)
vy,pre(k + 1|k) = vy(k|k) (4.46)
dpre(k + 1|k) = d(k|k) (4.47)
mit x· = x(k|k) + T · vx(k|k) und y· = y(k|k) + T · vy(k|k).
4.2.8 Nachtra¨gliche Konturscha¨tzung
Der Zustandsvektor beschreibt die Koordinaten eines Punktobjektes mit einer Geschwin-
digkeit und einer Ausdehnung. Die Ausdehnung hat keine Orientierung im Raum und be-
schreibt den Durchmesser des durch die Objekthypothese belegten Segmentes. Nachfolgende
Algorithmen verlangen jedoch ha¨ufig nach einer exakteren Scha¨tzung der Dimension der
Objekthypothesen. Diese wird bei diesem Ansatz nachgeordnet durch die Konturscha¨tzung
realisiert. Die Konturscha¨tzung nutzt dabei zusa¨tzlich zur Position aus den Sensordaten die
zeitliche Information aus dem Tracking. Erst mit Hilfe des Geschwindigkeitsvektors la¨sst sich
ermitteln, welche Seite des Objektes vom Sensor erfasst wurde. Abha¨ngig von der gesehenen
Seite wird das Winkelsegment parallel (Querverkehr) oder orthogonal (La¨ngsverkehr) zum
Geschwindigkeitsvektor ausgerichtet und in der La¨nge korrigiert (siehe Bild 4.18).
Zuna¨chst werden der Referenzpunkt und der Punkt mit der geringsten radialen Entfernung
regelbasiert ausgewa¨hlt (vgl. Tabelle 4.4). Hierbei wird angenommen, dass es sich um ein
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Bild 4.18: Nachtra¨gliche Konturscha¨tzung
Objekt handelt, welches na¨herungsweise entlang seiner Bewegungsrichtung ausgerichtet ist.
Diese Annahme gilt beispielsweise fu¨r Fahrzeuge. Die Entscheidung basiert auf dem Lagewin-
kel der Objekthypothese im Sensorsichtbereich α und der Ausrichtung der Objekthypothese
entlang des Geschwindigkeitsvektors ψ (vgl. Bild 4.18) und ist in Tabelle 4.4 beschrieben.
Anschließend wird die Repra¨sentation der Objekthypothese in den Punkt mit der geringsten
radialen Entfernung verschoben und um ψ rotiert. Zusa¨tzlich wird die Seite geometrisch auf
die Ausmaße des belegten Winkelsegmentes verku¨rzt. Die vom Sensor abgewandte Seite ist
nicht beobhachtbar und wird daher mittels einer Modellannahme z. B. fu¨r PKW mit 2m bzw.
5m abgescha¨tzt. Die vier Schritte werden in den Bildern 4.20 und 4.21 schematisch darge-
stellt. Damit ergibt sich der Zustandsvektor der Objekthypothese nach der Konturscha¨tzung
wie folgt:
xˆ =

x
y
w
l
Referenzpunkt
Ψ
vx
vy

(4.48)
Hierbei ist w die Breite der Objekthypothese, ausgerichtet orthogonal zum Geschwindig-
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Bild 4.19: Schematische Darstellung, der um eine nachtra¨gliche Konturscha¨tzung erweiterten
Modelle, bei der Umfeldmodellierung durch einen rekursiven Filterprozess (vgl. 2.4
und Effertz 2009).
keitsvektor, l die La¨nge der Objekthypothese, ausgerichtet in Richtung des Geschwindig-
keitsvektors, dem Referenzpunkt (Mitte Front, Mitte Heck, Mitte rechts oder Mitte links)
und dem Lagewinkel Ψ der Objekthypothese. Die nachtra¨gliche Konturscha¨tzung hat den
Vorteil, dass eine wesentliche Information (Geschwindigkeit aus dem Tracking) in die Kon-
turscha¨tzung miteinbezogen werden kann, die zu einem fru¨heren Zeitpunkt in dieser Form
nicht zur Verfu¨gung steht. Fru¨he und fehleranfa¨llige Entscheidungen werden so vermieden.
Umgekehrt haben Fehler in der Konturscha¨tzung so keine negative Auswirkung auf den
Filter-Algorithmus, weil es sich um ein ru¨ckwirkungsfreies, nachgelagertes Modul handelt
(vgl. Bild 4.19). Des Weiteren ist eine nachtra¨gliche Konturscha¨tzung auch deshalb sinnvoll,
da im Kontext des verwendeten hybriden Umfeldmodelles nur bewegliche Objekte in der
objektbasierten Darstellung modelliert werden. Eine Geschwindigkeitsinformation ist somit
per Definition stets vorhanden. Klassische Konturscha¨tzungen innerhalb des Filterprozesses
haben außerdem oft den Nachteil, dass in großen Entfernungen durch die Strahlaufweitung
nicht genu¨gend Messdaten zur Verfu¨gung stehen, um aufwa¨ndige Konturmodelle zu scha¨t-
zen. Ha¨ufig muss daher dann die Reichweite eingeschra¨nkt werden (vgl. Ka¨mpchen 2007).
Das vorgestellte Verfahren auf Basis des Geschwindigkeitssignales bietet daher den Vorteil,
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Referenzpunkt Dichtester Punkt
165 ≤ (ψ − α) < 195 Mitte Front Mitte
135 ≤ (ψ − α) < 165 Mitte Front Rechts
105 ≤ (ψ − α) < 135 Mitte Links Links
75 ≤ (ψ − α) < 105 Mitte Links Mitte
45 ≤ (ψ − α) < 75 Mitte Links Rechts
15 ≤ (ψ − α) < 45 Mitte Hinten Links
−15 ≤ (ψ − α) < 15 Mitte Hinten Mitte
−45 ≤ (ψ − α) < −15 Mitte Hinten Rechts
−75 ≤ (ψ − α) < −45 Mitte Rechts Links
−105 ≤ (ψ − α) < −75 Mitte Rechts Mitte
−135 ≤ (ψ − α) < −105 Mitte Rechts Rechts
−165 ≤ (ψ − α) < −135 Mitte Front Links
Tabelle 4.4: Regelbasierte Auswahl des Referenzpunktes und des Konturpunktes mit der
geringsten radialen Entfernung.
u¨ber den kompletten Sensorsichtbereich eine Scha¨tzung der Kontur zu ermo¨glichen.
4.2.9 Objekthypotheseninitialisierung
Zur Zustandshypothesen-Initialisierung wird die Methode zur Initialisierung aus einer Di-
stanzmessung nach Bar-Shalom u. a. (2011, S. 155 ff.) verwendet. Fu¨r die initiale Unsicher-
heit der Geschwindigkeitsscha¨tzung wird eine Standardabweichung in der Gro¨ße der Ha¨lfte
der maximalen Geschwindigkeit (vmax = 70
km
h
≈ 20m
s
) gewa¨hlt. Der maximale Fehler durch
den Aspektwinkel wird wie in Abschnitt 2.2.2 beschrieben aus Messreihen motiviert mit 80◦
angenommen. Bei gro¨ßeren Winkeln setzt Totalreflexion ein (vgl. Abschnitt 2.2.2).
∆r ≈ 150m · 2 · sin(0, 5◦) · tan(80◦) ≈ 14, 85m (4.49)
Damit dieser Wert innerhalb der 3σ-Region liegt, wird σmaxr = 7,5m als obere Abscha¨tzung
des maximalen Fehlers gewa¨hlt. Daraus ergibt sich folgende initiale Kovarianzmatrix:
P(0|0) =

14 0 0 0 0
0 14 0 0 0
0 0 100 0 0
0 0 0 100 0
0 0 0 0 14
 (4.50)
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Bild 4.20: Schematische Darstellung der Ausgangslage und des regelbasierten Verschiebens
bei der nachtra¨glichen Konturscha¨tzung.
4.2.10 Fazit
Die Vorteile des vorgestellten Objektmodelles liegen in der geringen Komplexita¨t: Ein ein-
ziges Modell ist sowohl fu¨r La¨ngs- als auch fu¨r Querverkehr geeignet, lediglich das Prozess-
rauschen wird angepasst. Somit wird auf eine fru¨hzeitige und mo¨glicherweise fehleranfa¨llige
Entscheidung verzichtet. Ha¨ufig werden bisher in der Beschreibung von Fahrzeugkonturen
Rechteckmodelle verwendet. Bei diesen wird angenommen, dass Fahrzeuge eckig sind. Durch
aerodynamisch optimierte Bauformen trifft diese Annahme auf immer weniger Fahrzeuge zu.
Der vorgestellte Ansatz verzichtet daher auf diese Annahme innerhalb des Filterprozesses.
Die Aufgabe der Konturscha¨tzung wird stattdessen an ein nachgelagertes Modul u¨bertragen.
Dies ermo¨glicht es zudem, die Kontur nur fu¨r eine Auswahl relevanter Objekte zu bestim-
men und so die Rechenkomplexita¨t zu minimieren. Durch den reduzierten Zustandsvektor
schwingt das Filter schnell ein. Teile dieses Abschnitts sind in Dyckmanns u. a. (2011c) ver-
o¨ffentlicht worden.
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Bild 4.21: Schematische Darstellung des Drehens in Richtung des Geschwindigkeitsvektors
und der La¨ngenanpassung bei der nachtra¨glichen Konturscha¨tzung.
4.3 Fusion von objekt- und gitterbasierten
Darstellungsformen
Fu¨r Assistenz- bzw. Komfortsystem, das eine Reaktion des Fahrers erwarten besteht der
Anspruch einer rechtzeitigen Detektion des Objektes vor einer mo¨glichen kritischen Situation,
um dem Fahrer nach der erfolgten Warnung noch die Mo¨glichkeit einer Reaktion zu geben.
Das bedeutet fu¨r ein maschinelles Wahrnehmungssystem im urbanen Umfeld eine mo¨glichst
schnelle Initialisierung der Objekthypothesen zu ermo¨glichen.
4.3.1 Problembeschreibung und abgeleitete Anforderungen
Bei einer Initialisierung mittels einer Entfernungsmessung nach Bar-Shalom u. a. (2011, S.
155 ff.) werden die dynamischen Zusta¨nde (wie z. B. die Geschwindigkeit) mangels ada¨qua-
ter Information mit 0m
s
initialisiert. Bei einem distanzmessenden Sensor beno¨tigt das Ein-
schwingen der dynamischen Zusta¨nde je nach Design des Filters (Vertrauen in die Messung
(Messrauschen) vs. Vertrauen in das Modell (Prozessrauschen)) mindestens zwei weitere
Messzyklen. Bei einer Initialisierung mittels zweier Entfernungsmessungen nach Bar-Shalom
u. a. (2011, S. 154 ff.) werden dynamische Zusta¨nde wie z. B. die Geschwindigkeit durch
die Differenzierung zweier Entfernungsmessungen initialisiert. Eine Abhilfe ko¨nnte hier der
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Einsatz eines Geschwindigkeiten messenden Sensors sein. Im Kontext dieser Arbeit wird
jedoch nur ein Lasersensor verwendet. Die klassischen Initialisierungsverfahren beno¨tigen
mindestens drei Messzyklen fu¨r diesen Vorgang. Beim eingesetzten Sensorsystem mit einer
Messzykluszeit von 60ms entspricht dies mindestens 180ms.
Ziel ist die Umsetzung einer schnellst mo¨glichen Initialisierung mit einem distanzmes-
senden Sensor: Es besteht der Anspruch, die Objektdetektionslatenz auf die bei einem di-
stanzmessenden Sensor minimal mo¨gliche Anzahl von zwei Zyklen zu minimieren. Bei einer
Zykluszeit von 60ms entspricht dies 120ms. Zwei Zyklen sind mindestens notwendig, um eine
initialisierte Geschwindigkeitsyhpothese zu besta¨tigen.
4.3.2 Lo¨sungsansatz
Bei der Initialisierung der Objekthypothese wird die Geschwindigkeit unter der Beru¨cksich-
tigung zusa¨tzlicher Informationen initialisiert. Diese Geschwindigkeit wird mit den beiden
ersten Entfernungsmessungen des Sensors besta¨tigt und die Objekthypothese ausgegeben.
Der Messvektor z(0), der Zustandsvektor xˆ(0|0) und die Messfunktion h stehen in folgen-
dem Zusammenhang (vgl. Stu¨ker 2004):
h(xˆ(0|0)) = z(0). (4.51)
Im Gegensatz zu aus der Literatur bekannten Initialisierungsverfahren wird bei diesem neuar-
tigen Ansatz zusa¨tzliche Information aus einer gitterbasierten Umfeldrepra¨sentation genutzt,
um dynamische Zusta¨nde zu initialisieren. Hierfu¨r wird die, in den Abschnitten 4.1.2 und
4.1.3 vorgestellte Akkumulation der Geschwindigkeiten aller Objekthypothesen in einer git-
terbasierten Darstellung genutzt:
xˆ(0|0) = g
(
z (0) ,
M,N∏
i,j=1
P [z(i, j)|xˆk]
)
(4.52)
Die Funktion g sei hierbei die Abbildung von z (0) und der Information der Geschwindig-
keitshistorie
∏M,N
i,j=1 P [z(i, j)|xˆk] auf den Initialen Zustand xˆ(0|0). Hierbei seien M und N die
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Anzahl der Zellen in i- und j-Richtung.
xˆ(0|0) =

x
y
d
vx
vy
 (4.53)
Die Zustandsgro¨ßen x und y und der Parameter d werden hierbei geometrisch aus einer
Messung z (k + 1) initialisiert. Die Geschwindigkeiten vx und vy und die zugeho¨rigen Vari-
anzen σ2vx und σ
2
vy werden an der, aus der Messung bestimmten, Position in der Informati-
on des gitterbasierten Umfeldmodelles abgefragt und anschließend initialisiert. Hierbei wird
angenommen, dass sich eine neu zu initialisierende Objekthypothese a¨hnlich verha¨lt wie zu-
vor verfolgte Objekthypothesen. Diese Annahme erscheint auf Grund der Organisation von
Straßen und Kreuzungen in Fahrstreifen mit definierten Bewegungsrichtungen gerechtfer-
tigt. Beispielsweise wird davon ausgegangen, dass, wenn auf einem Fahrstreifen ein Fahrzeug
entgegengekommen ist, bei weiteren Fahrzeugen auf diesem Fahrstreifen ein a¨hnliches Ver-
halten zu erwarten ist. Die Varianzen σ2vx und σ
2
vy geben hierbei an, wie vertrauenswu¨rdig
die Geschwindigkeitsinformation zum Abfragezeitpunkt ist (vgl. Matthaei u. a. 2011a). Wird
die betreffende Zelle durch zwei Objekthypothesen mit a¨hnlichen Geschwindigkeitsvektoren
aktualisiert, so resultiert dies in einer niedrigen Varianz. Sind die Geschwindigkeitsvektoren
unterschiedlich, so ist die Information unsicher und resultiert in einer entsprechend hohen
Varianz. Liegt fu¨r die betreffende Zelle noch keine Information vor, so wird das Objekt wie
bisher nach dem in Abschnitt 4.2.9 vorgestellten Verfahren initialisiert. Das heißt, die Ge-
schwindigkeit wird mit 0 m
s
und einer großen Unsicherheit initialisiert.
4.3.3 Diskussion
Zur schnelleren Initialisierung der Objekthypothesen werden objekt- und gitterbasierte Dar-
stellungsformen fusioniert. Der vorgestellte Ansatz ermo¨glicht es, im Falle einer vorhandenen
Geschwindigkeitsinformation nach zwei Distanzmessungen eine Objekthypothese zu besta¨-
tigen und auszugeben. Dies stellt fu¨r einen distanzmessenden Sensor die ku¨rzest mo¨gliche
Zeitspanne dar. Daru¨ber hinaus ist der vorgestellte Lo¨sungsansatz auf weitere mittelfristig
verfu¨gbare Informationsbasen (wie z. B. Extended Floating Car Data (XFCD)) erweiterbar.
Diese werden u¨ber das gitterbasierte Umfeldmodell fu¨r die Verbesserung der Objekthypothe-
seninitialisierung genutzt. Hierfu¨r werden die Geschwindigkeiten aller Objekthypothesen in
einer gitterbasierten Darstellung akkumuliert. Die Geschwindigkeiten werden dabei gewich-
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tet (vgl. Bild 4.22, Unterschiedliche Skalierung der Grau-Stufen).
Bild 4.22: Darstellung der Geschwindigkeitshistorie (grau) u¨ber einem rektifizierten Luft-
bild 2. Beispielhafter Zustand der Objekthypothesen mit gescha¨tzter Position,
gescha¨tztem Geschwindigkeitsvektor und der gescha¨tzten Ausdehnung als graue
Rechtecke abgebildet. Gescha¨tzte Position des Ego Fahrzeuges in blau dargestellt.
Das vorgestellte Verfahren hat den Vorteil, dass keine zusa¨tzliche geschwindigkeitsmes-
sende Sensorik fu¨r eine schnelle Objekthypothesengenerierung no¨tig ist. Die vorhandenen
Informationen werden u¨ber die Zeit in einer gitterbasierten Struktur akkumuliert und fu¨r
die Initialisierung genutzt. Auf diese Weise wird bei der Objektinitialisierung neben der
aktuellen Messung zusa¨tzlich noch die Information aus der Historie genutzt. Teile dieses Ab-
schnitts sind in Dyckmanns u. a. (2011c) vero¨ffentlicht worden.
Grenzen: Es ist mo¨glich, dass die initial angenommene Geschwindigkeit falsch ist. Dies
fu¨hrt zu einer Verla¨ngerung des Einschwingvorgangs und ist damit kontraproduktiv. Durch
die Organisation von Straßen und Kreuzungen in Fahrstreifen ist dieser Fall in den prakti-
schen Validierungen der Algorithmen nicht aufgetreten, bleibt aber theoretisch mo¨glich. Hier
ist z. B. das in Weiß, K. (2006) vorgeschlagene Generalized-Pseudo-Baysian Filter (GPB)
2Kartengrundlage: Orthophotomosaik 1000 der Stadt Wolfsburg, Gescha¨ftsbereich IT - 15-3 GIS, 2008.
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eine Alternative. Hierbei werden drei unterschiedliche Geschwindigkeitshypothesen initiali-
siert. Nach den ersten beiden Messungen wird aus diesen anhand der Modellwahrscheinlich-
keiten eine Zustandshypothese gebildet. Das GBP Filter wird nach diesen zwei Messungen
verworfen und nur die gemeinsame Zustandshypothese fu¨r die weiteren Filterschritte genutzt.
4.4 Fusion von objekt- und graphenbasierten
Darstellungsformen
Weil unimodale Filter den ha¨ufig wechselnden Dynamikzusta¨nden in urbanen Kreuzungs-
bereichen nicht gewachsen sind, haben sich sogenannte Multi-Modell-Filter zur Lo¨sung die-
ser Problemstellung etabliert. Die effizienteste und am weitesten verbreitete Form ist das
IMM-Filter. Dieses Filter hat im Vergleich zu unimodalen Filtern zwei zusa¨tzliche Design-
Parameter: Die Auswahl der verwendeten Dynamikmodelle und die U¨bergangswahrschein-
lichkeiten zwischen den verschiedenen Modellen. Dieser Abschnitt widmet sich der situati-
onsadaptiven Bestimmung der U¨bergangswahrscheinlichkeiten zur Laufzeit.
4.4.1 Problembeschreibung und abgeleitete Anforderungen
Wa¨hrend die Anzahl der Modelle noch physikalisch motiviert werden kann, stellt die Model-
lierung der a priori zu bestimmende U¨bergangsmatrix, die die U¨bergangswahrscheinlichkei-
ten zwischen den verschiedenen Modellen beschreibt, wie in Abschnitt 2.3.1 beschrieben eine
besondere Herausforderung dar. Die U¨bergangswahrscheinlichkeiten zwischen den verschie-
denen Modellen sind je nach Ort und Verkehrssituation stark unterschiedlich und ko¨nnen a
priori in der Praxis nicht fu¨r jede Situation angegeben werden. Es fehlt bisher ein Lo¨sungan-
satz der eine allgemeingu¨ltige Lo¨sung der Orts- und Situationsabha¨ngigkeit der U¨bergangs-
matrix gewa¨hrleistet. Ferner besteht der Anspruch, dass der Algorithmus echtzeitfa¨hig ist.
Dies bedeutet, die Berechenbarkeit innerhalb eines Messzyklus (60ms) muss mo¨glich sein.
4.4.2 Lo¨sungsansatz
Schubert u. Wanielik (2009) (vgl. Abschnitt 2.3.1) schlagen eine Adaption der U¨bergangs-
matrix zur Laufzeit mittels eines Bayes’schen Netzes vor. Da komplexe Bayes’sche Netze nur
sehr schwer auf Korrektheit zu pru¨fen sind, wird in diesem Kontext eine deterministische
Erweiterung zur Adaption der U¨bergangsmatrix vorgeschlagen. Informationen u¨ber Fahr-
streifenverla¨ufe aus Navigationskartendaten liefern sehr eindeutige und sichere Evidenzen
u¨ber das Verhalten der Objekthypothesen. Auf eine Darstellung von unsicheren Informa-
tionen mittels eines Bayes’schen Netzes wird daher auch aus diesem Grund verzichtet und
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stattdessen ein alternativer Ansatz gewa¨hlt und im Folgenden vorgestellt.
Die Idee besteht darin, die U¨bergangsmatrix u¨ber zusa¨tzliche A-Priori-Informationen aus
dem graphenbasierten Umfeldmodell zur Laufzeit zu adaptieren. Diese erweiterte Informa-
tionsbasis wird hierbei zusa¨tzlich in das IMM-Filter eingebracht, um der Orts- und Situati-
onsabha¨ngigkeit der U¨bergangswahrscheinlichkeiten gerecht zu werden. Bild 4.23 zeigt das
graphenbasierte Umfeldmodell und die gitterbasierte Geschwindigkeitshistorie u¨ber einem
rektifizierten Luftbild. Zu sehen ist, dass die Trajektorien der Objekthypothese fu¨r La¨ngs-,
Quer- und fu¨r abbiegenden Verkehr mit den Kanten des graphenbasierten Umfeldmodelles
u¨bereinstimmen. Daher wird vorgeschlagen, die Objekthypothesen den Kanten des graphen-
basierten Umfeldmodelles zuzuordnen und die an den Kanten verwalteten Informationen fu¨r
die Adaption der U¨bergangsmatrix zu nutzen. Fu¨r eine Objekthypothese, die sich deutlich
vor einer Kreuzung auf einem geraden Fahrstreifen ohne Abzweigung befindet, ist ein U¨ber-
gang aus dem Geradeaus- in eines der Abbiegemodelle unwahrscheinlich. Hat sich das Objekt
jedoch im Kreuzungsbereich auf einem Fahrstreifen eingeordnet, der nur das Linksabbiegen
zula¨sst, so ist ein U¨bergang in das Modell fu¨r das Linksabbiegen wahrscheinlich. Befindet sich
das Objekt auf der Kreuzung zum Beispiel auf einem Fahrstreifen, der nur das Abbiegen nach
rechts zula¨sst, so ist ein U¨bergang in das Modell fu¨r das Linksabbiegen unwahrscheinlich. Auf
einem geraden Fahrstreifen ohne Abzweigung hinter der Kreuzung ist ein U¨bergang und der
anschließende Verbleib im Geradeausmodell wahrscheinlich. Die Informationen, welche Ab-
biegemo¨glichkeiten ein Fahrstreifen bietet, sind im graphenbasierten Umfeldmodell enthalten
und werden durch die Zuordnung der Objekthypothesen zu den Kanten des graphenbasier-
ten Umfeldmodelles individuell fu¨r jede Objekthypothese zuga¨nglich. Im graphenbasierten
Umfeldmodell werden noch weitere Informationen verwaltet. Dies sind z. B. die zula¨ssige
Ho¨chstgeschwindigkeit, die durchschnittlich gefahrene Geschwindigkeit und Daten aus Ver-
kehrsza¨hlungen. Letztere geben Auskunft u¨ber die Aufteilung des Verkehrsflusses auf die
verschiedenen Fahrstreifen.
Bild 4.24 zeigt den schematischen Ablauf des IMM-Filters nach Bar-Shalom u. a. (2001, S.
454) und die in diesem Abschnitt vorgestellte strukturelle Erweiterung zum Active-Interacting-
Multi-Model-Filter (AIMM). Der aus der Literatur bekannte Algorithmus des IMM-Filters
unterscheidet sich von dem hier vorgestellten neuartigen AIMM-Filter im Update der Modell-
und Mischwahrscheinlichkeiten. In diesem Schritt wird die Information des graphenbasier-
ten Umfeldmodelles u¨ber eine zusa¨tzliche Erweiterung des IMM-Filters genutzt. Die U¨ber-
gangswahrscheinlichkeiten werden individuell fu¨r jede Objekthypothese an die Situation und
den Ort angepasst. Steht die Information des graphenbasierten Umfeldmodelles nicht zur
Verfu¨gung, so wird (wie aus der Literatur bekannt) im Update der Modell- und Mischwahr-
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scheinlichkeiten die a priori bestimmte U¨bergangsmatrix genutzt. In diesem Fall entstehen
gegenu¨ber dem IMM-Filter keine Nachteile. Stehen jedoch zusa¨tzliche Informationen zur
Verfu¨gung, so wird dieses zur Optimierung der Objektverfolgung gewinnbringend genutzt.
Bild 4.25 zeigt die schematische Darstellung einer Kreuzung mit detaillierten Informatio-
Bild 4.23: Darstellung eines graphenbasierten Umfeldmodelles (Fahrbahnen in gelb, Radwe-
ge in cyan und Lichtsingalanlagen als graue Kreiszylinder) und der Geschwindig-
keitshistorie (grau) u¨ber einem rektifizierten Luftbild 3. Beispielhafter Zustand der
Objekthypothesen mit gescha¨tzter Position, gescha¨tztem Geschwindigkeitsvektor
und der gescha¨tzten Ausdehnung als graue Rechtecke abgebildet. Gescha¨tzte Po-
sition des Ego Fahrzeuges in blau dargestellt.
nen u¨ber die Fahrstreifen. U¨berdies sind das mit dem maschinellen Wahrnehmungssystem
bestu¨ckte Ego-Fahrzeug und die Zuordnung der Objekthypothese abgebildet. Die Zuordnung
der Objekthypothese ist mit Unsicherheiten behaftet (σMatching, x und σMatching, y). Bild 4.26
zeigt die schematische Darstellung der Begriﬄichkeiten bei der unsicheren Zuordnung der
Objekthypothese zu einem Fahrstreifen. Diese verschiedenen Unsicherheitsdoma¨nen werden
in Bild 4.27 dargestellt. So ist die Bestimmung von Position und der Lagewinkel des mit dem
maschinellen Wahrnehmungssystem ausgestatteten Ego-Fahrzeuges unsicher (σEgo, x, σEgo, y
und σEgo, ψ). Weiterhin ist die Bestimmung der Objekthypothesenposition unsicher (σx und
3Kartengrundlage: Orthophotomosaik 1000 der Stadt Wolfsburg, Gescha¨ftsbereich IT - 15-3 GIS, 2008.
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Graphenbasiertes 
Umfeldmodell 
Interaktionsphase 
)1|1(),1|1(ˆ 11 kkkk Px
Filter M1 
Update Modell- 
und Mischwahr-
scheinlichkeiten 
Mischphase 
Filter M2 
)1|1(),1|1(ˆ 22 kkkk Px
)1|1(),1|1(ˆ 0101 kkkk Px )1|1(),1|1(ˆ 0202 kkkk Px
)1|1( kk
)(kz )(kz)(1 k )(2 k
)(1 k
)(2 k
)|(),|(ˆ 11 kkkk Px )|(),|(ˆ 22 kkkk Px
)(k
)|( kk
)|(),|(ˆ 11 kkkk Px
)|(),|(ˆ 22 kkkk Px
)(k
)|(ˆ kkx
)|( kkP
)(
)(
)(
AbbiegenrechtsP
FahrengeradeausP
AbbiegenlinksP
)1|1(ˆ kkx
)1|1( kkP
Bild 4.24: Flussdiagramm eines Zyklus des aus der Literatur bekannten Interacting-Multi-
Model-Filters nach Bar-Shalom u. a. (2001, S. 454) (in schwarz dargestellt) und der
in meiner Arbeit erarbeiteten strukturellen Erweiterung zum Active-Interacting-
Multi-Modell-Filter (AIMM). Hierbei wird das klassiche IMM-Filter um eine An-
passung der U¨bergangswahrscheinlichkeiten zur Laufzeit mit Hilfe der zusa¨tzlichen
Information eines graphenbasierten Umfeldmodelles erweitert (in rot dargestellt).
σy). Die Unsicherheiten der Objekthypothese in globalen Koordinaten berechnen sich hierbei
wie folgt:(
σ2Matching, x
σ2Matching, y
)
= RRot ·
(
σ2x
σ2y
)
+
(
σ2Ego, x
σ2Ego, y
)
+
 ((√x2 + y2) · sin(σEgo, ψ))2((√
x2 + y2
)
· cos(σEgo, ψ)
)2
 (4.54)
mit der Rotationsmatrix RRot:
RRot =
(
cosψ − sinψ
sinψ cosψ
)
(4.55)
Plinks ist die Gesamtwahrscheinlichkeit mit der links abgebogen wird. Pgeradeaus und Prechts
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Objekt-
hypothese 
Ego 
x [UTM] 
y [UTM] 
max(σMatching,x, σMatching,y) 
Bild 4.25: Schematische Darstellung der mit Unsicherheiten behafteten Zuordnung einer Ob-
jekthypothese auf einen Fahrstreifen.
sind die a¨quivalenten Gesamtwahrscheinlichkeiten fu¨r die Geradeausfahrt und das Rechts-
abbiegen. Die Gesamtwahrscheinlichkeiten der jewiligen Verhaltensoptionen setzen sich aus
der Summe der bedingten Abbiegewahrscheinlichkeiten u¨ber die einzelnen Fahrstreifen zu-
sammen:
Plinks = Plinks|Linksabbiege Fahrstreifen + Plinks|Geradeaus Fahrstreifen
+ Plinks|Rechtsabbiege Fahrstreifen (4.56)
Pgeradeaus = Pgeradeaus|Linksabbiege Fahrstreifen + Pgeradeaus|Geradeaus Fahrstreifen
+ Pgeradeaus|Rechtsabbiege Fahrstreifen (4.57)
Prechts = Prechts|Linksabbiege Fahrstreifen + Prechts|Geradeaus Fahrstreifen
+ Prechts|Rechtsabbiege Fahrstreifen (4.58)
Die bedingten Abbiegewahrscheinlichkeiten je Fahrstreifen sind hierbei Verkehrserhebungen
entnommen worden. Diese Daten sind auf drei verschiedene Tageszeiten aufgeschlu¨sselt: Mor-
gens, Mittags und Abends. Fu¨r die Berechnung der Verhaltenshypothese der Objekthypo-
thesen wird das Integral zwischen den Fahrstreifenbegrenzungen u¨ber die Unsicherheitsver-
teilung (vgl. Bild 4.26) berechnet und daraus eine Fahrstreifenzuordnungswahrscheinlichkeit
gebildet. Hierbei wird aus einer Worst-Case-Abscha¨tzung das Maximum der Unsicherheit in
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x und y bestimmt:
PLinksabbiege Fahrstreifen =
∫ re. Begr. li.Fahrs.
li. Begr. li.Fahrs.
Φµ, max(σMatching, x,σMatching, y) (4.59)
PGeradeaus Fahrstreifen =
∫ re. Begr. ge.Fahrs.
li. Begr. ge.Fahrs.
Φµ, max(σMatching, x,σMatching, y) (4.60)
PRechtsabbiege Fahrstreifen =
∫ re. Begr. re.Fahrs.
li. Begr. re.Fahrs.
Φµ, max(σMatching, x,σMatching, y) (4.61)
Die Fahrstreifenzuordnungswahrscheinlichkeiten (z. B. PLinksabbiege Fahrstreifen) und die be-
dingten Abbiegewahrscheinlichkeiten (z. B. Plinks|Linksabbiege Fahrstreifen) werden mit Hilfe des
Gesetzes der totalen Wahrscheinlichkeit zur Generierung der Verhaltenshypothesen genutzt:
P (A) =
n∑
j=1
P (BJ) · P (A|BJ) (4.62)
Plinks Abbiegen = PLinksabbiege Fahrstreifen · Plinks|Linksabbiege Fahrstreifen
+ PGeradeaus Fahrstreifen · Plinks|Geradeaus Fahrstreifen
+ PRechtsabbiege Fahrstreifen · Plinks|Rechtsabbiege Fahrstreifen (4.63)
Pgeradeaus Fahren = PLinksabbiege Fahrstreifen · Pgeradeaus|Linksabbiege Fahrstreifen
+ PGeradeaus Fahrstreifen · Pgeradeaus|Geradeaus Fahrstreifen
+ PRechtsabbiege Fahrstreifen · Pgeradeaus|Rechtsabbiege Fahrstreifen (4.64)
Prechts Abbiegen = PLinksabbiege Fahrstreifen · Prechts|Linksabbiege Fahrstreifen
+ PGeradeaus Fahrstreifen · Prechts|Geradeaus Fahrstreifen
+ PRechtsabbiege Fahrstreifen · Prechts|Rechtsabbiege Fahrstreifen (4.65)
Die U¨bergangsmatrix ergibt sich daraus wie folgt:
Pt =

Pgeradeaus Fahren∑3
i=1 Pi
Plinks Abbiegen∑3
i=1 Pi
Prechts Abbiegen∑3
i=1 Pi
Pgeradeaus Fahren∑3
i=1 Pi
Plinks Abbiegen∑3
i=1 Pi
Prechts Abbiegen∑3
i=1 Pi
Pgeradeaus Fahren∑3
i=1 Pi
Plinks Abbiegen∑3
i=1 Pi
Prechts Abbiegen∑3
i=1 Pi
 (4.66)
Hierbei gilt fu¨r die Zuordnung der einzelnen Modelle:
• Modell 1: geradeaus mit konstanter Geschwindigkeit
• Modell 2: gegen den Uhrzeigersinn auf einer Kreisbahn mit konstanter Geschwindigkeit
• Modell 3: im Uhrzeigersinn auf einer Kreisbahn mit konstanter Geschwindigkeit
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Objekt-
hypothese 
Plinks 
Pgeradeaus 
Prechts 
PLinksabbiege
- Fahrstreifen PRechtsabbiege- 
Fahrstreifen 
Pgeradeaus 
Fahrstreifen 
Bild 4.26: Darstellung der Begriﬄichkeiten bei der unsicheren Zuordnung der Objekthypo-
these zu einem Fahrstreifen.
Die aktive Steuerung der U¨bergangsmatrix wird im Folgenden exemplarisch anhand eines
Beispiels erla¨utert. Hierbei wird symbolisch zwischen vier Bereichen unterschieden (gru¨n,
blau, rot, orange, vgl. Bild 4.28). Die U¨berga¨nge zwischen den Bereichen sind fließend und
ergeben sich aus den Fahrstreifenzuordnungswahrscheinlichkeiten der einzelnen Objekthy-
pothesen. Der gru¨ne und der orangefarbige Bereich sind dadurch charakterisiert, dass die
Objekthypothesen hier nur die Mo¨glichkeit haben, geradeaus zu fahren (vgl. Verhaltens-
wahrscheinlichkeiten in Tabelle 4.6). Der orangene Bereich beginnt 5m nach der Kreuzung.
Der blaue und der rote Bereich sind nur zur Veranschaulichung getrennt, die U¨berga¨nge
zwischen den Bereichen sind fließend. Fu¨r beide Bereiche werden die Abbiegewahrscheinlich-
keiten anhand von realen Verkehrsdatenerhebungen bestimmt (vgl. Tabellen 4.6 und 4.8).
Die Unterscheidung zwischen dem blauen und dem roten Bereich ergibt sich aus der un-
terschiedlichen ra¨umlichen Distanz der verschiedenen Fahrstreifen. Dies resultiert im Falle
einer großen ra¨umlichen Distanz in einer eindeutigen Fahrstreifenzuordnungswahrscheinlich-
keit (roter Bereich) und im Falle einer geringeren Distanz in einer weniger aussagekra¨ftigen
Fahrstreifenzuordnungswahrscheinlichkeit. Die Funktionsweise des Algorithmus wird anhand
zweier Szenarien erla¨utert (Trajektorie 1 und Trajektorie 2, vgl. Bild 4.28). Die Szenarien
unterscheiden sich bezu¨glich der, aus der Fahrstreifenzuordnung resultierenden, Verhalten-
soptionen. Trajektorie 1 fu¨hrt u¨ber einen Fahrstreifen, der zwei Optionen zula¨sst: Die Ob-
jekthypothese kann Geradeausfahren oder Rechtsabbiegen. Wie die Objekthypothese sich
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Ego 
Objekt-
hypothese 
x [UTM] 
y [UTM] 
x, y, σx, σy 
xEgo, yEgo, 
σEgo,x, σEgo,y 
y [Ego] 
x [Ego] 
ΨEgo, 
σEgo, ψ 
Bild 4.27: Schematische Darstellung der verschiedenen Unsicherheitsdoma¨nen bei der Ob-
jekthypothesenverfolgung in einem globalen Koordinatensystem.
verhalten wird, ist allein aus der Information der Fahrstreifenzuordnung nicht zu bestimmen.
Trajektorie 2 fu¨hrt u¨ber einen Fahrstreifen, der nur eine Option zula¨sst: Die Objekthypo-
these kann auf diesem Fahrstreifen (unter der Voraussetzung, dass die Objekthypothese sich
konform zu den geltenden Verkehrsregeln verha¨lt) nur Linksabbiegen.
Tabelle 4.7 und 4.9 zeigen die Entwicklung der U¨bergangsmatrix u¨ber die vier Bereiche.
Vor und nach der Kreuzung (gru¨ner und orangener Bereich) ist prima¨r (mit einer Wahr-
scheinlichkeit von 98 %) mit einem Wechsel in das Geradeausmodell oder einem Verbleib
im Geradeausmodell zu rechnen. Dies resultiert aus den nicht vorhandenen Abbiegemo¨g-
lichkeiten in diesen Bereichen. Kurz vor der Kreuzung (blauer Bereich, Trajektorie 1) ist
auf Grund der Informationen der Verkehrsdatenerhebung ein Wechsel in das Modell fu¨r das
Rechtsabbiegen mit 81,9 % dominant (vgl. Tabelle 4.6). Die Fahrstreifenzuordnungshypothe-
se allein fu¨hrt in diesem Bereich zu keiner eindeutigen Evidenz zwischen den Mo¨glichkeiten
des Geradeausfahrens und des Rechtsabbiegens. Im Kreuzungsbereich erho¨ht sich die Wahr-
scheinlichkeit eines Wechsels in das Modell fu¨r das rechts Abbiegen auf 99,1 %. In diesem
Bereich liefert die Fahrstreifenzuordnungshypothese eine zusa¨tzliche eindeutige Evidenz be-
zu¨glich des Modelles fu¨r das Rechtsabbiegen. Fu¨r Trajektorie 2 ist im blauen Bereich (vgl.
Tabelle 4.8) ein Wechsel in das Modell fu¨r das Linksabbiegen mit 78,6 % dominant. Die Fahr-
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Trajektorie 1 
Trajektorie 2 
Bild 4.28: Darstellung eines graphenbasierten Umfeldmodelles u¨ber einem rektifizierten Luft-
bild und Verdeutlichung der vier verwendeten Bereiche (vor- (gru¨n), kurz vor-
(blau), auf- (rot) und nach (orange) der Kreuzung) 4.
streifenzuordnungshypothese fu¨hrt in diesem Bereich zu einer eindeutigen Evidenz bezu¨glich
des Modelles fu¨r das Linksabbiegen. Im Kreuzungsbereich erho¨ht sich die Wahrscheinlichkeit
eines Wechsels in das Modell fu¨r das Linksabbiegen auf 89,7 %.
4.4.3 Diskussion
In diesem Abschnitt wird ein Verfahren zur allgemeingu¨ltigen Bestimmung der U¨bergangs-
wahrscheinlichkeiten zur Laufzeit individuell fu¨r jede Objekthypothese vorgestellt. Der vor-
gestellte Ansatz beno¨tigt in der Position eine fahrstreifengenaue globale Ortung. Weiterhin
ist ein fahrstreifengenaues graphenbasiertes Umfeldmodell notwendig.
Werden Dynamikmodelle durch die Wahl der U¨bergangsmatrix ausgeschlossen (betreffende
U¨bergangswahrscheinlichkeiten sind 0), so findet indirekt eine Beeinflussung der Modell-Sets
statt. Das Verfahren beinhaltet damit indirekt auch die von Zhang u. a. (2008) vorgeschla-
gene Beeinflussung der Modell-Sets, ermo¨glicht aber weitergehend die individuelle Beeinflus-
4Kartengrundlage: Orthophotomosaik 1000 der Stadt Wolfsburg, Gescha¨ftsbereich IT - 15-3 GIS, 2008.
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Bedingte Verhaltenswahrscheinlichkeiten
Plinks|linksabbiege Fahrstreifen = 0,00 %
Plinks|geradeaus Fahrstreifen = 1,00 %
Plinks|rechtsabbiege Fahrstreifen = 0,00 %
Pgeradeaus|linksabbiege Fahrstreifen = 0,00 %
Pgeradeaus|geradeaus Fahrstreifen = 98,00 %
Pgeradeaus|rechtsabbiege Fahrstreifen = 0,00 %
Prechts|linksabbiege Fahrstreifen = 0,00 %
Prechts|geradeaus Fahrstreifen = 1,00 %
Prechts|rechtsabbiege Fahrstreifen = 0,00 %
Tabelle 4.5: Modellierung der Verhaltenswahrscheinlichkeit fu¨r den Bereich vor (gru¨n) und
nach (orange) einer Kreuzung (vgl. Bild 4.28).
Bedingte Verhaltenswahrscheinlichkeiten
Plinks|linksabbiege Fahrstreifen = 30,50 %
Plinks|geradeaus Fahrstreifen = 0,00 %
Plinks|rechtsabbiege Fahrstreifen = 0,00 %
Pgeradeaus|linksabbiege Fahrstreifen = 0,00 %
Pgeradeaus|geradeaus Fahrstreifen = 11,01 %
Pgeradeaus|rechtsabbiege Fahrstreifen = 0,00 %
Prechts|linksabbiege Fahrstreifen = 0,00 %
Prechts|geradeaus Fahrstreifen = 0,00 %
Prechts|rechtsabbiege Fahrstreifen = 58,49 %
Tabelle 4.6: Datengrundlage aus Verkehrsza¨hlungen fu¨r Trajektorie 1 aus Bild 4.28 fu¨r den
blauen und den roten Bereich.
sung der U¨bergangswahrscheinlichkeiten fu¨r jede Objekthypothese. Treten Unsicherheiten
in der A-Priori-Information auf, z. B. durch Fehler oder Unsicherheiten im Kartenmateri-
al, so fu¨hren diese zu einer unsicheren Zuordnung der Objekthypothesen zu den Kanten
des graphenbasierten Umfeldmodelles. In einem gewissen Maße (Fehler < Fahrstreifenbreite)
werden diese Unsicherheiten somit in dem vorgestellten Ansatz beru¨cksichtigt. Treten gro¨-
ßere Kartenfehler auf (Kreuzungsast fehlt komplett, da die Karte z. B. veraltet ist), so wird
die Objekthypothese nicht zugeordnet. Das Filter verha¨lt sich wie das klassische IMM-Filter
und wird von den Messdaten des eingesetzten Sensors dominiert. Das beschriebene AIMM-
Filter beno¨tigt daher fahrstreifengenaue und aktuelle Navigationskartendaten mo¨glichst mit
aktuellen Verkehrsza¨hlungen.
Das vorgestellte Verfahren hat den Vorteil, dass es eine modulare Erweiterung zum be-
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Bereich Beispielhafte
Fahrstreifenzuordnungs-
wahrscheinlichkeiten
Resultierende
U¨bergangswahrscheinlichkeiten
Gru¨n
Plinksabbiege Fahrstreifen = 6 %
Pgeradeaus Fahrstreifen = 94 %
Prechtsabbiege Fahrstreifen = 94 %
Pt =
 0.98 0.01 0.010.98 0.01 0.01
0.98 0.01 0.01

Blau
Plinksabbiege Fahrstreifen = 6 %
Pgeradeaus Fahrstreifen = 94 %
Prechtsabbiege Fahrstreifen = 94 %
Pt =
 0.154 0.027 0.8190.154 0.027 0.819
0.154 0.027 0.819

Rot
Plinksabbiege Fahrstreifen = 1 %
Pgeradeaus Fahrstreifen = 2 %
Prechtsabbiege Fahrstreifen = 97 %
Pt =
 0.004 0.005 0.9910.004 0.005 0.991
0.004 0.005 0.991

Orange
Plinksabbiege Fahrstreifen = 0 %
Pgeradeaus Fahrstreifen = 100 %
Prechtsabbiege Fahrstreifen = 0 %
Pt =
 0.98 0.01 0.010.98 0.01 0.01
0.98 0.01 0.01

Tabelle 4.7: Beispielhafte Vorstellung der Adaption der U¨bergangswahrscheinlichkeiten an-
hand von Trajektorie 1 aus Bild 4.28.
kannten IMM-Filter darstellt. Die Erweiterung ist sehr effizient und beno¨tigt nur einen ge-
ringen Rechenaufwand. Zusa¨tzlich hat das vorgestellte Active-Interacting-Multi-Model-Filter
(AIMM) den Vorteil, dass es sich im Vergleich zu Bayes’schen Netzen deterministisch ver-
ha¨lt und nicht durch unsicheres Expertenwissen oder unsichere Lerndaten angelernt wird.
Der Ansatz ist um zuku¨nftige Informationsbasen (wie z. B. Extended Floating Car Data)
erweiterbar. Teile dieses Abschnitts sind in Dyckmanns u. a. (2011a) und Dyckmanns u. a.
(2011b) vero¨ffentlicht worden.
Grenzen: Der vorgestellte Ansatz setzt unter anderem voraus, dass sich die Verkehrsteil-
nehmer an die geltenden Verkehrsregeln halten. Das heißt beispielsweise, befindet sich ein
Verkehrsteilnehmer auf einem expliziten Fahrstreifen fu¨r das Linksabbiegen, so wird ange-
nommen, dass der Verkehrsteilnehmer in diesem Fall auch tatsa¨chlich links abbiegen wird.
Diese Randbedingung ist im realen Verkehrsgeschehen zwar in der Regel erfu¨llt, aber bei ei-
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Bedingte Verhaltenswahrscheinlichkeiten
Plinks|linksabbiege Fahrstreifen = 13,76 %
Plinks|geradeaus Fahrstreifen = 0,00 %
Plinks|rechtsabbiege Fahrstreifen = 0,00 %
Pgeradeaus|linksabbiege Fahrstreifen = 0,00 %
Pgeradeaus|geradeaus Fahrstreifen = 66,30 %
Pgeradeaus|rechtsabbiege Fahrstreifen = 0,00 %
Prechts|linksabbiege Fahrstreifen = 0,00 %
Prechts|geradeaus Fahrstreifen = 0,00 %
Prechts|rechtsabbiege Fahrstreifen = 19,94 %
Tabelle 4.8: Datengrundlage aus Verkehrsza¨hlungen fu¨r Trajektorie 2 aus Bild 4.28 fu¨r den
blauen und den roten Bereich.
ner Verletzung dieser Annahmen sind zwei Fa¨lle mo¨glich: Die Objekthypothese kann keiner
Kante zugeordnet werden, der Algorithmus verha¨lt sich nun wie das klassische IMM-Filter.
Ein Nachteil entsteht nicht. Problematischer ist der Fall, in dem eine Objekthypothese bei
einer Ausholbewegung (z. B. bei einem Wendemano¨ver) einer falschen Kante zugeordnet
wird. Dieser Fall wird jedoch in der praktischen Validierung der Algorithmen in Abschnitt
5.3.2 betrachtet.
4.5 Fazit
Im vorherigen Kapitel wird eine Multiobjektverfolgung mit einem einzelnen seriennahen La-
serscanner in urbanen Kreuzungsbereichen realisiert. Hierbei ermo¨glichen hybride Umfeld-
modelle, durch eine Reduktion der Objekthypothesen die Nutzung komplexerer Multi-Modell
Ansa¨tze. Die Ansa¨tze verfu¨gen im Vergleich zu den unimodalen Filtern u¨ber zwei zusa¨tzliche
Design-Parameter, welche a-priori nicht optimal zu bestimmen sind. Daher wird im Kon-
text hybrider Umfeldmodelle ein neuartiger Ansatz zur Fusion objekt- und graphenbasierter
Darstellungsformen pra¨sentiert. Dieser ermo¨glicht eine Adaption der zusa¨tzlichen Design-
Parameter zur Laufzeit individuell fu¨r jede Objekthypothese. Hierfu¨r wird jede Objekthy-
pothese dem graphenbasierten Umfeldmodell zugeordnet und die so erhaltenen zusa¨tzlichen
Informationen u¨ber den Fahrstreifenverlauf genutzt.
Zudem wird ein Objektmodell vorgestellt, das invariant gegenu¨ber Konturabweichungen
ist und sowohl La¨ngs- als auch Querverkehr ohne eine anfa¨llige Fallunterscheidung verfolgt.
Außerdem stellt das vorgestellte Objektmodell zu jeder Zeit eine Beobachtbarkeit aller Zu-
sta¨nde sicher. Im diskutierten Ansatz werden die Dynamikmodelle Rechtsabbiegen, Linksab-
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Bereich Beispielhafte
Fahrstreifenzuordnungs-
wahrscheinlichkeiten
Resultierende
U¨bergangswahrscheinlichkeiten
Gru¨n
Plinksabbiege Fahrstreifen = 94 %
Pgeradeaus Fahrstreifen = 5 %
Prechtsabbiege Fahrstreifen = 1 %
Pt =
 0.98 0.01 0.010.98 0.01 0.01
0.98 0.01 0.01

Blau
Plinksabbiege Fahrstreifen = 94 %
Pgeradeaus Fahrstreifen = 5 %
Prechtsabbiege Fahrstreifen = 1 %
Pt =
 0.202 0.786 0.0120.202 0.786 0.012
0.202 0.786 0.012

Rot
Plinksabbiege Fahrstreifen = 97 %
Pgeradeaus Fahrstreifen = 2 %
Prechtsabbiege Fahrstreifen = 1 %
Pt =
 0.089 0.897 0.0130.089 0.897 0.013
0.089 0.897 0.013

Orange
Plinksabbiege Fahrstreifen = 0 %
Pgeradeaus Fahrstreifen = 100 %
Prechtsabbiege Fahrstreifen = 0 %
Pt =
 0.98 0.01 0.010.98 0.01 0.01
0.98 0.01 0.01

Tabelle 4.9: Beispielhafte Vorstellung der Adaption der U¨bergangswahrscheinlichkeiten an-
hand von Trajektorie 2 aus Bild 4.28.
biegen und Geradeausfahren zur Minimierung der Zustandsunsicherheit bei querdynamischen
Mano¨vern eingesetzt. Eine nachtra¨gliche Konturscha¨tzung ermo¨glicht es, detaillierte Kontu-
rinformationen effizient fu¨r relevante Objekthypothesen zu berechnen. Dies minimiert die
Rechenkomplexita¨t. Zusa¨tzlich haben Fehler aus der Konturscha¨tzung keine Ru¨ckwirkungen
auf den eigentlichen Filterprozess.
Um auch fu¨r einen rein distanzmessenden Sensor eine schnelle Initialisierung der Geschwin-
digkeit zu ermo¨glichen, wird ein neuartiges Verfahren zur Fusion objekt- und gitterbasierter
Darstellungsformen pra¨sentiert. Dieses ermo¨glicht die Minimierung der Objektdetektionsla-
tenz auf gu¨nstigenfalls 2 Messzyklen (120ms). Hierfu¨r werden die Geschwindigkeitsinforma-
tionen bisher verfolgter Objekthypothesen in einer gitterbasierten Darstellungsform gespei-
chert. Wird eine Objekthypothese neu initialisiert, so wird ein a¨hnliches Verhalten wie bei
den bisher detektierten Objekthypothesen angenommen. Die an der betreffenden Stelle ge-
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speicherte Geschwindigkeitsinformation wird fu¨r die neu zu initialisierende Objekthypothese
u¨bernommen. Wird diese Objekthypothese durch die ersten beiden Entfernungsmessungen
besta¨tigt, so wird die Objekthypothese ausgegeben.
Ziel dieser Arbeit Lo¨sungsansatz Abs.
Verwendung eines Realisierung mittels eines Hella 4.2
einzelnen seriennahen IDIS 2.0
Laserscanners
Low-Level-Fusion Verbesserte Initialisierung mittels 4.3
objekt- und gitter- gitterbasierter Geschwindigkeits-
basierter Darstellungen historie
situationsabha¨ngige Adaption mit Hilfe von Verhaltens- 4.4
Anpassung der U¨ber- wahrscheinlichkeiten aus graphen-
gangswahrscheinlichkeiten basiertem Umfeldmodell
zur Laufzeit
Low-Level-Fusion Verringerte Zustandsunsicherheit 4.4
objekt- und graphen- durch Zuordnung der Objekt-
basierter Darstellungen hypothesen auf graphenbasiertes
Umfeldmodell zur Laufzeit
Tabelle 4.10: Tabellarische U¨bersicht der Ziele dieser Arbeit (vgl. Tabelle 2.2) und der tech-
nischen Realisierung.
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5 Experimentelle Validierung des
technischen Lo¨sungsansatzes
Die Ergebnisse der experimentellen Validierung der Algorithmen werden im Folgenden vor-
gestellt und diskutiert (vgl. Bild 5.1).
5 5.1 5.2 
5.3 
5.4 
5.5 
5.7 
5.6 
Bild 5.1: Grafische Darstellung der Gliederung von Kapitel 5
5.1 Versuchsaufbau und -technik
Fu¨r die experimentelle Validierung der Algorithmen werden zwei, bezu¨glich der im Kontext
dieser Arbeit relevanten Hardware, baugleiche Volkswagen Passat CC eingesetzt (vgl. Bild
5.3). Beide Fahrzeuge sind mit einem Hella IDIS 2.0 Laserscanner fu¨r die maschinelle Umfeld-
wahrnehmung ausgestattet. Dieser ist in das Lu¨ftungsgitter der Frontschu¨rze integriert (vgl.
Bild 5.4). Zur Erzeugung der Referenzdaten sind beide Versuchstra¨ger mit dem Koppelna-
vigationssystem RT3002 der Firma Oxford Technical Solutions Limited (oxts) ausgestattet.
Die Referenzdaten sind jeweils auf den, der Front des Ego-Fahrzeuges na¨chst gelegenen, Re-
ferenzpunkt bezogen. Die vier Referenzpunkte werden in Abbildung 5.2 dargestellt. Im Falle
von Abbiegeszenarien folgt der Referenzpunkt etwaigen Perspektivwechseln. Die Berechnung
der Algorithmen erfolgt im Fahrzeug in Echtzeit auf Standard-PC-Komponenten. Auf Grund
der Mo¨glichkeit, Szenarien unter vergleichbaren Bedingungen zu reproduzieren, sind die fol-
genden Experimente im Pru¨fgela¨nde durchgefu¨hrt worden. Außerdem hat das Pru¨fgela¨nde
den Vorteil, dass hier kritische und gefa¨hrliche Szenarien dargestellt werden ko¨nnen, ohne
Dritte zu gefa¨hrden. Des Weiteren werden die Koppelnavigationssysteme unter freiem Him-
mel auf dem Pru¨fgela¨nde gema¨ß ihrer Spezifikation betrieben (vgl. Abschnitt 3.1), so dass
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die Referenzdaten als belastbar angenommen werden ko¨nnen.
Vorne 
Mitte
Seite
Rechts
Hinten
Mitte
Seite
Links
Bild 5.2: Definition der vier verwendeten Referenzpunkte, relevant ist jeweils der, der Front
des Ego-Fahrzeugs na¨chst gelegene Referenzpunkt.
Bild 5.3: Darstellung des Versuchstra¨gers
und des Sensorsetups.
Bild 5.4: Darstellung des Laserscanners
Hella IDIS 2.0 am Versuchstra¨-
ger.
Die Szenarien bilden einen repra¨sentativen Querschnitt u¨ber die in Kreuzungsbereichen
auftretenden Verkehrssituationen. Die Messdaten sind zu unterschiedlichen Zeitpunkten auf-
genommen worden, um die Reliabilita¨t der Daten sicher zu stellen. Die verwendeten Szenarien
lassen sich auf folgenden Komponenten zusammensetzen:
• Querverkehr von rechts biegt rechts, bzw. links ab oder fa¨hrt geradeaus
• Querverkehr von links biegt rechts, bzw. links ab oder fa¨hrt geradeaus
• La¨ngsverkehr biegt rechts bzw. links ab, fa¨hrt geradeaus oder wendet mittels U-Turn.
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5.2 Evaluierung des Objekttracking-Systemes
In diesem Abschnitt wird die Leistungsfa¨higkeit des vorgestellten Tracking-Algorithmus an-
hand realer Messdaten aufgezeigt.
5.2 
5.2.1 
5.2.2 
5.2.3 
5.2.5 
5.2.4 
Bild 5.5: Grafische Darstellung der Gliederung von Kapitel 5.2
5.2.1 Positions- und Geschwindigkeitsscha¨tzung
Die Gu¨te der Positions- und Geschwindigkeitsscha¨tzung im Vergleich zu Referenzdaten und
die Unsicherheit der Scha¨tzung werden in diesem Abschnitt evaluiert. Hierfu¨r wird exem-
plarisch ein Szenario mit Querverkehr von links gewa¨hlt. Bild 5.6 zeigt die Topologie der
Kreuzung in Form des graphenbasierten Umfeldmodelles. Das mit dem maschinellen Wahr-
nehmungssystem ausgestattete Fahrzeug ist mit dem Sichtbereich der Sensoren visualisiert.
Die Objekthypothese mit dem zugeho¨rigen Geschwindigkeitsvektor ist orange dargestellt.
Außerdem ist der Verlauf der Geschwindigkeitshistorie (orange) zu sehen. Die Auswertung
der Messdaten ergibt folgende Auffa¨lligkeiten:
Konturpunktspru¨nge: Der Konturpunkt ist zuna¨chst in der Mitte der Front, wechselt
dann auf die Mitte der rechten Seite und abschließend auf die Mitte des Hecks. Die Scha¨tzung
folgt den Spru¨ngen nur tra¨ge, dies wirkt sich bei 1s und bei 4,3s negativ auf die Scha¨tzung
der lateralen Position der Objekthypothese gegenu¨ber den Referenzdaten (Bild 5.7) aus.
Unsicherheiten auf Grund eines ungu¨nstigen Betrachtungswinkels treten auf,
wenn das Objekt z. B. unter einem sehr spitzen Winkel detektiert wird. Die Scha¨tzung der
longitudinalen Position der Objekthypothese gegenu¨ber den Referenzdaten weist aus diesem
Grund im Bereich von 0s bis 4s auffa¨llige Abweichungen auf (Bild 5.8). Die Unsicherheit, mit
der die Scha¨tzung der Position erfolgt, wird in Bild 5.9 gezeigt. Die Unsicherheit der longi-
tudinalen Positionsscha¨tzung ist im Zentrum auf Grund des gu¨nstigen Betrachtungswinkels
am geringsten und steigt dann zu den Randbereichen des Sensorsichtbereichs merklich an.
Entfernungsabha¨ngige Unsicherheit resultierend aus der Strahlgeometrie: Die
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QL_7 
Bild 5.6: Darstellung des Szenarios: Das mit dem maschinellen Wahrnehmungssystem aus-
gestattete Fahrzeug bewegt sich mit konstanter Geschwindigkeit (ca. 30km
h
) auf
dem Linksabbiege-Fahrstreifen auf die Kreuzung zu. Die Objekthypothese bewegt
sich von links mit ca. 30km
h
auf die Kreuzung zu und biegt im weiteren Verlauf im
Kreuzungsbereich links ab.
laterale Positionsscha¨tzung ist auf Grund der Strahlgeometrie (Strahlaufweitung 1◦) von
3s bis 9s mit einer gro¨ßeren Unsicherheit behaftet als die longitudinale Positionsscha¨tzung.
Von 0s bis 3s ist das Ergebnis der longitudinalen Positionsscha¨tzung mit einer gro¨ßeren
Unsicherheit behaftet (Bild 5.9). Bild 5.10 zeigt die laterale Geschwindigkeitsscha¨tzung der
Objekthypothese. Signifikante Abweichungen sind vor allem im Bereich ab 7s zu bemerken.
Die Objekthypothese entfernt sich in diesem Zeitraum immer weiter vom Sensor. Die Unsi-
cherheiten, die aus der Strahlaufweitung resultieren, fallen somit sta¨rker ins Gewicht. Bild
5.11 zeigt das Ergebnis der longitudinalen Geschwindigkeitsscha¨tzung der Objekthypothese
im Vergleich zu den Referenzdaten. Auf Grund des ungu¨nstigen Betrachtungswinkels und
der Strahlaufweitung weist diese von 0s bis 4s nennenswerte Abweichungen auf, jedoch bes-
sert sich der Aspektwinkel und damit auch die Gu¨te der Geschwindigkeitsscha¨tzung nach
dem Abbiegemano¨ver (ab 5s). Die Unsicherheiten der Geschwindigkeitsscha¨tzung werden in
Bild 5.12 dargestellt. Auf Grund des ungu¨nstigen Betrachtungswinkels ist diese zu Beginn
am ho¨chsten, sinkt dann aber im Zentrum merklich ab.
Es wird festgestellt, dass das vorgestellte Verfahren in der Lage ist, Objekthypothesen im
Kreuzungsbereich zu verfolgen. Die Unsicherheit von Positions- und Geschwindigkeitsscha¨t-
zung ha¨ngt im Wesentlichen von der Entfernung der Objekthypothese zum Sensor und dem
Aspektwinkel, unter dem die Objekthypothese beobachtet wird, ab.
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Bild 5.7: Darstellung der lateralen Positi-
onsscha¨tzung der Objekthypothe-
se (blau) im Vergleich zu den Re-
ferenzdaten (rot).
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Bild 5.8: Darstellung der longitudinalen
Positionsscha¨tzung der Objekthy-
pothese (blau) im Vergleich zu den
Referenzdaten (rot).
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Bild 5.9: Darstellung der Unsicherheit der
Positionsscha¨tzung der Objekthy-
pothese (Lateral - blau, Longitu-
dinal - schwarz).
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Bild 5.10: Darstellung der lateralen Ge-
schwindigkeitsscha¨tzung der Ob-
jekthypothese (blau) im Ver-
gleich zu den Referenzdaten
(rot).
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Bild 5.11: Darstellung der longitudinalen
Geschwindigkeitsscha¨tzung der
Objekthypothese (blau) im
Vergleich zu den Referenzdaten
(rot).
0 2 4 6 8 101
1.5
2
2.5
3
3.5
UTC-Zeit [s]   (Offset: 1282556112.5116s)
U n
s i
c h
e
r h
e
i t  
G
e
s c
h w
i n
d i
g k
e
i t  
[ m
/ s
]
 
 
Bild 5.12: Darstellung der Unsicherheit bei
der Geschwindigkeitsscha¨tzung
(Lateral - blau, Longitudinal -
schwarz).
5.2.2 Nachtra¨gliche Konturscha¨tzung
Wie in Abschnitt 5.2.1 gezeigt wird, folgen die Positionsscha¨tzungen den Referenzdaten im
Fall von Spru¨ngen des Konturpunktes nur tra¨ge. Um in dieser Hinsicht Verbesserung zu erzie-
len, wird in Abschnitt 4.2.8 die nachtra¨gliche Konturscha¨tzung vorgestellt und im Folgenden
evaluiert. Dem mit dem maschinellen Wahrnehmungssystem ausgestatteten Fahrzeug kommt
im Kreuzungsbereich ein Fahrzeug entgegen, welches rechts abbiegt.
Konturpunktspru¨nge: Bild 5.14 zeigt die Ergebnisse der lateralen Positionsscha¨tzung
der Objekthypothese einmal mit und einmal ohne nachtra¨gliche Konturscha¨tzung. Auffa¨llig
sind die Spru¨nge der Konturpunkte in den Referenzdaten (10,5s und 12,4s). Die Position oh-
ne Konturscha¨tzungen folgt diesen A¨nderungen tra¨ge und ohne Spru¨nge (gru¨n gestrichelt).
Die durch die nachtra¨gliche Konturscha¨tzung erzeugte Position weist Spru¨nge bei 10s (et-
was zu fru¨h im Vergleich zur Referenz) und 12,7s (etwas zu spa¨t im Vergleich zur Referenz)
auf. Dies fu¨hrt im Bereich von 8,5s bis 10s und im Bereich von 13s bis 14s zu einer er-
ho¨hten Richtigkeit der Positionsscha¨tzung. Im Bereich von 9s bis 10s ist die Variante mit
Konturscha¨tzung bezu¨glich der longitudinalen Positionsscha¨tzung (vgl. Bild 5.15) minimal
u¨berlegen, im restlichen Betrachtungszeitraum sind keine erheblichen Unterschiede erkenn-
bar. Bild 5.16 und 5.17 zeigen, dass die nachtra¨gliche Konturscha¨tzung keinen Einfluss auf
die Geschwindigkeitsscha¨tzung nimmt. Die Scha¨tzung des Lagewinkels der Objekthypothese
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Bild 5.13: Darstellung des Szenarios: Die Objekthypothese bewegt sich von vorne mit ca.
30km
h
auf dem Rechtsabbiege-Fahrstreifen auf die Kreuzung zu und biegt im wei-
teren Verlauf im Kreuzungsbereich rechts ab.
im Vergleich zu den Referenzdaten zeigt Bild 5.18. Wa¨hrend die Objekthypothese geradeaus
fa¨hrt (0s bis 8s) sind keine bedeutsame Abweichungen erkennbar. Mit Beginn des Abbiege-
mano¨vers (ab 8s) sind gro¨ßere Abweichungen zu erkennen. Der Vergleich der normalisierten
Fehlerquadrate fu¨r die laterale und die longitudinale Positonsscha¨tzung in Bild 5.20 zeigt,
dass die nachtra¨gliche Konturscha¨tzung im Bereich von 8,5s bis 10s einen Vorteil bietet.
Jedoch werden erho¨hte Werte von 10s bis 14s mit keiner der beiden Varianten verhindert.
Werden die Varianz, der Mittelwert und der Maximalwert der Wurzel des quadratischen
Fehlers fu¨r die Differenz zwischen Zustandsscha¨tzung der Objekthypothese und den Refe-
renzdaten mit und ohne nachtra¨glicher Konturscha¨tzung verglichen (vgl. Tabelle 5.1), so ist
die nachtra¨gliche Konturscha¨tzung leicht u¨berlegen. Lediglich der maximale laterale Fehler
ist ohne nachtra¨gliche Konturscha¨tzung minimal geringer. Wesentliche Abweichungen zwi-
schen beiden Verfahren werden nicht festgestellt.
Unsicherheiten auf Grund eines ungu¨nstigen Betrachtungswinkels: Das Ergebnis
der Scha¨tzung der Parameter La¨nge und Breite im Vergleich zu den Referenzdaten zeigt Bild
5.19. Im Bereich von 0s bis 8,2s und ab 13s ist die La¨nge nicht beobachtbar und wird daher
mit einem vordefinierten Wert angenommen. Zwischen 8,2s und 13s ist die Breite nicht
beobachtbar, daher erfolgt in diesem Zeitraum eine feste Annahme. Im u¨brigen Zeitraum
ist die Scha¨tzung der Breite aufgrund des gu¨nstigen Aspektwinkels mo¨glich. Die Scha¨tzung
der La¨nge weist wa¨hrend des Abbiegemano¨vers Abweichungen auf. Es wird festgestellt, dass
die nachtra¨gliche Konturscha¨tzung zu keiner deutlichen Verbesserung ohnehin gescha¨tzter
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ohne Kontur mit Kontur
RMSE y 0,7977 m 0,7432 m
RMSE x 0,3446 m 0,3041 m
var(RSE) y 0,5546 m2 0,5356 m2
var(RSE) x 0,1447 m2 0,1374 m2
max(RSE) y 2,9797 m 3,0948 m
max(RSE) x 1,5949 m 1,5911 m
Tabelle 5.1: Varianz, Mittelwert und Maximalwert der Wurzel des quadratischen Fehlers fu¨r
die Differenz zwischen Zustandsscha¨tzung der Objekthypothese und den Refe-
renzdaten einmal mit und einmal ohne nachtra¨gliche Konturscha¨tzung.
Zustandsgro¨ßen fu¨hrt (z. B. der Positionsscha¨tzung). Sind zusa¨tzlich Informationen u¨ber die
Kontur fu¨r nachgelagerte Module von Bedeutung, so stellt die nachtra¨gliche Konturscha¨tzung
eine notwendige Erweiterung des vorgestellten Filter-Verfahrens dar. Es werden Lagewinkel
und Breite der Objekthypothese stabil verfolgt. Gro¨ßere systematische Abweichungen sind
auf Grund des ungu¨nstigen Betrachtungswinkels bei der Scha¨tzung der La¨nge festzustellen.
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Bild 5.14: Darstellung der lateralen Po-
sitionsscha¨tzung der Objekthy-
pothese mit Konturscha¨tzung
(blau) und ohne Konturscha¨t-
zung (gru¨n gestrichelt) im Ver-
gleich zu den Referenzdaten
(rot).
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Bild 5.15: Darstellung der longitudinalen
Positionsscha¨tzung der Objekt-
hypothese mit Konturscha¨tzung
(blau) und ohne Konturscha¨t-
zung (gru¨n gestrichelt) im Ver-
gleich zu den Referenzdaten
(rot).
5.2 Evaluierung des Objekttracking-Systemes 109
0 2 4 6 8 10 12 14-2
0
2
4
6
8
10
UTC-Zeit [s]   (Offset: 1309163012.1142s)
A b
s o
l u
t e
 
G
e
s c
h w
i n
d i
g k
e
i t  
[ m
/ s
]
 
 
Bild 5.16: Darstellung der lateralen Ge-
schwindigkeitsscha¨tzung der Ob-
jekthypothese mit Konturscha¨t-
zung (blau) und ohne Kontur-
scha¨tzung (gru¨n gestrichelt) im
Vergleich zu den Referenzdaten
(rot).
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Bild 5.17: Darstellung der longitudinalen
Geschwindigkeitsscha¨tzung der
Objekthypothese mit Kontur-
scha¨tzung (blau) und ohne
Konturscha¨tzung (gru¨n ge-
strichelt) im Vergleich zu den
Referenzdaten (rot).
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Bild 5.18: Darstellung des Lagewinkels der
Objekthypothese mit Kontur-
scha¨tzung (blau) im Vergleich zu
den Referenzdaten (rot).
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Bild 5.19: Darstellung der Parameter La¨n-
ge (blau) und Breite (schwarz
gestrichelt) der Objekthypothe-
se mit Konturscha¨tzung im Ver-
gleich zu den Referenzdaten (rot
und rot gestrichelt).
110 5 Experimentelle Validierung des technischen Lo¨sungsansatzes
0 2 4 6 8 10 12 140
2
4
6
8
10
12
14
16
18
UTC-Zeit [s]   (Offset: 1309163012.1142s)
 
 
N
o r
m
a l
i s
i e
r t e
s  
F e
h l
e r
q u
a d
r a
t
Position Lateral ohne Konturschätzung
Position Longitudinal ohne Konturschätzung
Position Lateral mit Konturschätzung
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Bild 5.20: Darstellung des normalisierten
Fehlerquadrates fu¨r die laterale
und die longitudinale Positions-
scha¨tzung der Objekthypothese
mit (blau) und ohne (gru¨n) Kon-
turscha¨tzung.
5.2.3 Folgeverhalten der Zustandsscha¨tzung bei Vollbremsung der
Objekthypothese
Die Filter-Eigenschaften bei einem nicht modellierten Verhalten der Objekthypothese werden
im Folgenden betrachtet: Dem mit dem maschinellen Wahrnehmungssystem ausgestatteten
Fahrzeug kommt im Kreuzungsbereich ein Fahrzeug entgegen, das mit 8 m
s2
verzo¨gert (Bild
5.21).
Entfernungsabha¨ngige Unsicherheit resultierend aus der Strahlgeometrie: Die
laterale Position (Bild 5.22) wird durch die Vollbremsung des Objektes nicht beeinflusst.
Signifikante Abweichungen sind im Bereich von 0s bis 1,5s zu erkennen, da in diesem Bereich
die Unsicherheit durch die Strahlaufweitung erho¨ht wird. Bei der longitudinalen Positions-
scha¨tzung (Bild 5.23) ist eine leichte Abweichung der Scha¨tzung von der Referenz ab 6s zu
erkennen.
Erho¨hte Zustandsunsicherheiten auf Grund der hohen La¨ngsdynamik: Die late-
rale Geschwindigkeitsscha¨tzung (Bild 5.24) wird durch die Vollbremsung des Objektes nicht
beeinflusst. Bild 5.25 zeigt die longitudinale Geschwindigkeitsscha¨tzung der Objekthypothe-
se im Vergleich zu den Referenzdaten. Auffa¨llig sind gro¨ßere Abweichungen im Bereich von
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Bild 5.21: Darstellung des Szenarios: Die Objekthypothese bewegt sich von vorne mit ca.
50km
h
auf dem geradeaus Fahrstreifen auf die Kreuzung zu und verzo¨gert dann mit
8 m
s2
(Vollbremsung).
0s bis 2s und im Bereich von 4s bis 5,7s. Von 0s bis 2s resultiert die erho¨hte Unsicherheit aus
Einflu¨ssen durch die Strahlaufweitung. Im Bereich von 4s bis 5,7s resultiert die Abweichung
aus der starken Verzo¨gerung des Objektes. Die Geschwindigkeitsscha¨tzung der Objekthypo-
these folgt den Referenzdaten wa¨hrend der Verzo¨gerung mit einem Versatz von Tt = 0,3s.
Dies entspricht 5 Messzyklen des eingesetzten Sensors. Der zeitliche Versatz von 300ms be-
ruht auf zwei Effekten: Der Erste ist auf die Eigenschaften des Messprinzips zuru¨ckzufu¨hren
(der Laserscanner misst lediglich Distanzen; die Geschwindigkeit bzw. Geschwindigkeitsa¨n-
derungen ergeben sich erst u¨ber die Auswertung von zwei bzw. drei Distanzmessungen). Der
Zweite resultiert aus den gewa¨hlten Dynamikmodellen: Modelliert sind lediglich Bewegun-
gen mit konstanter Geschwindigkeit. Starke A¨nderungen der Geschwindigkeit sind in den
Modellen nicht beru¨cksichtigt und fu¨hren damit zu Modellverletzungen. Bild 5.26 zeigt, dass
das normalisierte Fehlerquadrat trotz der im Modell nicht vorgesehenen starken Verzo¨gerung
nicht relevant ansteigt. Lediglich im Stillstand bei 6,5s gibt es bezu¨glich der lateralen Ge-
schwindigkeitsscha¨tzung eine kurze Phase in dem das normalisierte Fehlerquadrat deutlich
erho¨ht ist. Ursache ist hier, dass kein Dynamikmodell fu¨r stehende Objekte vorhanden ist.
Die Varianz, den Mittelwert und den Maximalwert der Wurzel des quadratischen Fehlers
fu¨r die Differenz zwischen Zustandsscha¨tzung der Objekthypothese und den Referenzda-
ten zeigt Tabelle 5.2. Die mittlere Richtigkeit der Positionsscha¨tzung betra¨gt wa¨hrend der
starken Verzo¨gerung 0,27m (laterale Position) und 0,57m (longitudinale Position). Fu¨r die
Geschwindigkeitsscha¨tzung sind es 0,35m
s
(laterale Geschwindigkeit) bzw. 0,77m
s
(longitudi-
nale Geschwindigkeit). Verzo¨gert das Objekt voll, so liegt die Latenz des Filterverfahrens bei
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300ms (5 Messzyklen).
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Bild 5.22: Darstellung der lateralen Posi-
tionsscha¨tzung der Objekthypo-
these (blau) im Vergleich zu
den Referenzdaten (rot) bei einer
Vollbremsung des Objektes.
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Bild 5.23: Darstellung der longitudinalen
Positionsscha¨tzung der Objekt-
hypothese (blau) im Vergleich zu
den Referenzdaten (rot) bei einer
Vollbremsung des Objektes.
0 2 4 6 8-2
-1
0
1
2
3
UTC-Zeit [s]   (Offset: 1309163750.8904s)
A b
s o
l u
t e
 
G
e
s c
h w
i n
d i
g k
e
i t  
[ m
/ s
]
 
 
Bild 5.24: Darstellung der lateralen Ge-
schwindigkeitsscha¨tzung der Ob-
jekthypothese (blau) im Ver-
gleich zu den Referenzdaten (rot)
bei einer Vollbremsung des Ob-
jektes.
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Bild 5.25: Darstellung der longitudinalen
Geschwindigkeitsscha¨tzung der
Objekthypothese (blau) im
Vergleich zu den Referenzdaten
(rot) bei einer Vollbremsung des
Objektes.
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Bild 5.26: Darstellung des normalisierten
Fehlerquadrates fu¨r die laterale
und die longitudinale Positions-
und Geschwindigkeitsscha¨tzung
der Objekthypothese.
RMSE y 0,2734 m
RMSE x 0,5683 m
RMSE vy 0,3544
m
s
RMSE vx 0,7689
m
s
var(RSE) y 0,0690 m2
var(RSE) x 0,0784 m2
var(RSE) vy 0,0807
m
s
2
var(RSE) vx 0,9105
m
s
2
max(RSE) y 1,0809 m
max(RSE) x 1,4151 m
max(RSE) vy 1,4485
m
s
max(RSE) vx 3,2433
m
s
Tabelle 5.2: Varianz, Mittelwert und Maximalwert der Wurzel des quadratischen Fehlers fu¨r
die Differenz zwischen Zustandsscha¨tzung der Objekthypothese und den Refe-
renzdaten.
5.2.4 Einsatz im realen Straßenverkehr
Bild 5.27 zeigt eine exemplarische Datensequenz aus den Evaluierungen des Systemes im
realen Straßenverkehr u¨ber einem rektifizierten Luftbild. Das Szenario ist auf der Kreuzung
Wohltberg-, Ecke Laagbergstraße in Wolfsburg aufgezeichnet worden. Die Kreuzung ist mit
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einer Lichtsignalanlage versehen. Die jeweils gegenu¨berliegenden Kreuzungszweige befinden
sich in der gleichen Lichtsignalphase. Das mit dem maschinellen Wahrnehmungssystem aus-
gestattete Fahrzeug wartet an der Haltelinie, wa¨hrend der Querverkehr in der Gru¨nphase
fa¨hrt. Dargestellt sind die Eingangsdaten des Laserscanners in Form von Strahlen. Diese
sind farblich mit dem Status aus der Bewegungsklassifikation markiert. Den Farben sind
hierbei folgende Bedeutungen zugeordnet:
• Dunkelblau: Beweglich
• Cyan: Potentiell beweglich
• Rot: Stationa¨r
• Schwarz: Unbekannt
Werden die Ergebnisse der Bewegungsklassifikation in Bild 5.27 mit dem rektifizierten Luft-
bild verglichen, so wird eine korrekte Unterscheidung zwischen beweglichen Objekthypothe-
sen und stationa¨ren Randbebauungshypothesen festgestellt. Durch Messunsicherheiten der
eingesetzten Sensorik ist ein Fehler der Bewegungsklassifikation zu erkennen: Die Hauswand
am linken oberen Rand der Kreuzung ist fa¨lschlicherweise als beweglich bzw. potentiell be-
weglich klassifiziert worden. Die Entfernungsscha¨tzungen des Laserscanners sind mit einem
Kreis gekennzeichnet. Die Farbe dieses Kreises stellt das Ergebnis der Segmentierung dar.
Entfernungsscha¨tzungen gleicher Farbe sind dem gleichen Segment zugeordnet. Wird das Er-
gebnis der Segmentierung betrachtet, so wird eine korrekte Segmentierung festgestellt (vgl.
Abschnitt 4.1.3). In weiß sind die Objekthypothesen mit ihren gescha¨tzten Konturen und
ihrem Geschwindigkeitsvektor abgebildet. Zu sehen sind vier Objekthypothesen.
5.2.5 Fazit
Es wird festgestellt, dass das vorgestellte Filterverfahren fu¨r die Objektverfolgung in Kreu-
zungsbereichen geeignet ist. Es ist in der Lage, ein quer einfahrendes Objekt u¨ber das Ab-
biegen bis zum Entfernen in La¨ngsrichtung zu verfolgen. Die Unsicherheit von Positions-
und Geschwindigkeitsscha¨tzung ha¨ngt im Wesentlichen von der Entfernung der Objekthypo-
these zum Sensor und dem Aspektwinkel, unter dem die Objekthypothese beobachtet wird,
ab. Dies deckt sich mit den theoretisch hergeleiteten Erwartungen (vgl. Abschnitt 2.2.2).
Die geringste Unsicherheit wird daher bei orthogonaler Betrachtung der Objekthypothese
relativ nah am Sensor festgestellt. Wird an konkrete Anwendungsfa¨lle fu¨r den Einsatz des
maschinellen Wahrnehmungssystemes gedacht, so ergibt sich damit folgendes Bild: Je na¨her
die Objekthypothese dem mit dem maschinellen Wahrnehmungssystem ausgestatteten Fahr-
zeug kommt und je kritischer somit die Situation wird, desto genauer wird auch das Ergebnis
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Bild 5.27: Darstellung der Laserscanner-Entfernungsmessungen und der Objekthypothesen
in urbaner Umgebung u¨ber einem rektifizierten Luftbild (der Aufnahmezeitpunkt
von Luftbild und Sensordaten ist unterschiedlich, daher unterscheidet sich die
Anzahl und Position der Fahrzeuge im Kreuzungsbereich. Beispielhafter Zu-
stand der Objekthypothesen mit gescha¨tzter Position, gescha¨tztem Geschwin-
digkeitsvektor und der gescha¨tzten Ausdehnung als graue Rechtecke abgebildet.
Gescha¨tzte Position des Ego Fahrzeuges in blau dargestellt. Die Laserscanner-
Entfernungsmessungen sind gema¨ß dem Status der Bewegungsklassifikation farb-
lich markiert: Dunkelblau: Beweglich, Cyan: Potentiell beweglich, Rot: Stationa¨r
und Schwarz: Unbekannt) 1.
von Positions- und Entfernungsscha¨tzung.
Die nachtra¨gliche Konturscha¨tzung ist dem Ansatz ohne nachtra¨gliche Konturscha¨tzung
bezu¨glich Scha¨tzgenauigkeit und des normalisierten Fehlerquadrats leicht u¨berlegen. Die Vor-
teile, gegenu¨ber einer Scha¨tzung im Filterprozess, liegen hauptsa¨chlich in einer Verringerung
der Rechenkomplexita¨t des Filterverfahrens. Die nachtra¨gliche Konturscha¨tzung wird nur fu¨r
ausgewa¨hlte, relevante Objekthypothesen berechnet, um so die Rechenkomplexita¨t zu mi-
nimieren. Ferner wird die Dimension des Zustandsvektors im Filter-Algorithmus minimiert,
damit verringert sich auch die Dimension der wa¨hrend des Filterprozesses zu verwaltenden
1Kartengrundlage: Orthophotomosaik 1000 der Stadt Wolfsburg, Gescha¨ftsbereich IT - 15-3 GIS, 2008.
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Matrizenoperation und der damit verbundenden Rechenkomplexita¨t. Außerdem befriedigt
die nachtra¨gliche Konturscha¨tzung den Bedarf nachgelagerter Module nach detaillierteren
Konturinformationen.
Das vorgestellte Objektverfolgungssystem ist damit in urbanen Kreuzungsbereichen in der
Lage, die Position der Objekthypothesen mit einem Mittelwert der Wurzel des quadratischen
Fehlers von 0,2m bis 0,7m zu verfolgen. Da sich der maximale absolute Fehler des eingesetzten
Sensorsystemes auf ∆r
2
= 0, 47m bela¨uft und sich dieser wie in Abschnitt 2.2.2 beschrieben
noch weiter erho¨ht, entspricht dies den theoretisch erwarteten Werten. Die Geschwindigkeit
wird mit einem Mittelwert der Wurzel des quadratischen Fehlers von 0,3m
s
bis 0,8m
s
gescha¨tzt.
Bei einer starken Verzo¨gerung der Objekthypothese entsteht eine Totzeit von Tt = 300ms
bei der Erkennung der Verzo¨gerung.
5.3 Fusion von objekt- und graphenbasierten
Darstellungsformen
Bei der Analyse der Fusion von objekt- und graphenbasierter Darstellung wird zwischen zwei
Szenarien unterschieden: Im Ersten wird ein konformes Verhalten der Verkehrsteilnehmer
bezu¨glich der Straßenverkehrsordnung (vgl. Abschnitt 5.3.1) angenommen. Im Weiteren wird
dann ein nicht vorgesehenes Verhalten angenommen (vgl. Abschnitt 5.3.2).
5.3 
5.3.1 
5.3.2 
5.3.3 
Bild 5.28: Grafische Darstellung der Gliederung von Kapitel 5.3
5.3.1 Konformes Verhalten bezu¨glich der Straßenverkehrsordnung
Die Eigenschaften der neuartigen Fusion von objekt- und graphenbasierten Darstellungs-
formen (AIMM-Filter) im Vergleich zu der aus der Literatur bekannten Implementierung
des IMM-Filters werden im Folgenden evaluiert. Hierbei wird angenommen, dass sich die
Verkehrsteilnehmer gema¨ß der Straßenverkehrsordnung verhalten und somit den, durch die
Kreuzungstopologie vorgegebenen Verla¨ufen der Fahrstreifen folgen.
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Szenario: Querverkehr von rechts
Es wird ein Szenario mit Querverkehr von rechts analysiert (Bild 5.29).
QR_3 
Bild 5.29: Darstellung des Szenarios: Die Objekthypothese bewegt sich von rechts mit ca.
30km
h
auf die Kreuzung zu.
Unsicherheiten auf Grund eines ungu¨nstigen Betrachtungswinkels: Bild 5.30
zeigt die longitudinale Positionsscha¨tzung mittels AIMM- und IMM-Filter im Vergleich zu
den Referenzdaten. Nennenswerte Abweichungen sind auf Grund des ungu¨nstigen Aspekt-
winkels ausdru¨cklich im Bereich 0s bis 2s feststellbar, ansonsten unterscheiden sich die beiden
Scha¨tzungen nicht voneinander.
Konturpunktspru¨nge: Bild 5.31 zeigt die laterale Positionsscha¨tzung mittels AIMM-
und IMM-Filter im Vergleich zu den Referenzdaten. Abweichungen von der Referenz sind im
Bereich von 3s bis 4s feststellbar, hier springt der Konturpunkt der Referenzdaten. Bild 5.32
zeigt die longitudinale Geschwindigkeitsscha¨tzung mittels AIMM- und IMM-Filter im Ver-
gleich zu den Referenzdaten. Im Bereich von 0s bis 3s zeigt die Scha¨tzung des AIMM-Filters
geringere Abweichungen von der Referenz als die Scha¨tzung des IMM-Filters. Von 4s bis 7s
hingegen sind die Ergebnisse gleichwertig.
Modellauswahl: Falsche Modellannahmen fu¨hren zu einer Unrichtigkeit in der Geschwin-
digkeitsscha¨tzung des IMM-Filters im Bereich von 0s bis 3s. Die geringere Abweichung des
AIMM-Filters resultiert daher aus der Vermeidung falscher Modellannahmen. Diese wird
durch die Verwendung der zusa¨tzlichen Informationsbasis des graphenbasierten Umfeldmo-
delles mo¨glich. Bild 5.33 zeigt die laterale Geschwindigkeitsscha¨tzung mittels AIMM- und
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IMM-Filter im Vergleich zu den Referenzdaten. Bei der Betrachtung fallen keine erheblichen
Unterschiede zwischen den beiden Filter-Varianten auf. Bild 5.34 zeigt die vom AIMM- und
IMM-Filter-Verfahren ausgewa¨hlten Dynamikmodelle im Vergleich zu den Referenzdaten.
Auffa¨llig sind hierbei eine fa¨lschliche Annahme des Rechtsabbiege-Modelles bei 0,5s bis 1s
und eine fa¨lschliche Annahme des Linksabbiege-Modelles bei 2s durch das IMM-Filter. Beim
neuartigen AIMM-Filter unterbleiben diese fa¨lschlichen Annahmen, so dass das Geradeaus-
Modell in diesem Bereich korrekt ausgewa¨hlt wird. Wa¨hrend des Rechtsabbiegens von 2,2s
bis 5s erkennen beide Filter den Abbiegevorgang und wa¨hlen das Rechtsabbiege-Modell. Es
fa¨llt jedoch auf, dass das neue AIMM-Filter dies etwa 500ms eher erkennt als das IMM-Filter.
Bild 5.35 zeigt die Wahrscheinlichkeit, mit der AIMM- und IMM-Filter das aktuell aktive
Dynamikmodell auswa¨hlen und repra¨sentiert damit die Unsicherheit der Entscheidung. Die
Wahrscheinlichkeit des Dynamikmodelles des AIMM-Filter liegt bei ungefa¨hr 90%, im Be-
reich von 2,2s bis 3s liegt die Wahrscheinlichkeit bei 33%. In diesem Bereich befindet sich die
Objekthypothese kurz vor der Kreuzung, die an dieser Stelle drei Verzweigungsmo¨glichkei-
ten bietet. Sobald die Sensordaten eine Bewegungsrichtung erkennen lassen, steigt die Aus-
wahlwahrscheinlichkeit wieder auf ca. 90%. Die Auswahlwahrscheinlichkeit des IMM-Filters
unterliegt auf Grund von Messunsicherheiten und -rauschen merklichen Schwankungen, die
Auswahlwahrscheinlichkeit des AIMM-Filters wird entsprechend nicht so stark beeinflusst.
Bild 5.36 zeigt das normalisierte Fehlerquadrat fu¨r die laterale und die longitudinale Posi-
tionsscha¨tzung der Objekthypothese mit dem IMM- (gru¨n) und dem AIMM-Filter (blau).
Zwischen den beiden Filterverfahren sind keine Unterschiede zu erkennen. Auch bei der Ge-
schwindigkeitsscha¨tzung weisen beide Scha¨tzungen a¨hnliche Werte auf (vgl. Bild 5.37). Das
neue AIMM-Filter ist jedoch im Bereich von 0s bis 3s dem klassischen IMM-Filter bezu¨g-
lich des normalisierten Fehlerquadrates deutlich u¨berlegen. Tabelle 5.3 zeigt die Varianz, den
Mittelwert und den Maximalwert der Wurzel des quadratischen Fehlers fu¨r die Differenz zwi-
schen Zustandsscha¨tzung der Objekthypothese und den Referenzdaten. Das AIMM-Filter ist
dem IMM-Filter bei der longitudinalen Geschwindigkeitsscha¨tzung (vx) bezu¨glich aller drei
Kriterien wesentlich u¨berlegen. Fu¨r die u¨brigen Scha¨tzfehler-Kriterien sind keine Unterschie-
de zwischen den beiden Filtern zu erkennen.
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Bild 5.30: Darstellung der longitudinalen
Positionsscha¨tzung der Objekt-
hypothese mittels AIMM- (blau)
und IMM-Filter (gru¨n) im Ver-
gleich zu den Referenzdaten
(rot).
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Bild 5.31: Darstellung der lateralen Posi-
tionsscha¨tzung der Objekthypo-
these mittels AIMM- (blau) und
IMM-Filter (gru¨n) Vergleich zu
den Referenzdaten (rot).
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Bild 5.32: Darstellung der longitudinalen
Geschwindigkeitsscha¨tzung der
Objekthypothese mittels AIMM-
(blau) und IMM-Filter (gru¨n) im
Vergleich zu den Referenzdaten
(rot).
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Bild 5.33: Darstellung der lateralen Ge-
schwindigkeitsscha¨tzung der Ob-
jekthypothese mittels AIMM-
Filter (blau) und IMM-Filter
(gru¨n) Vergleich zu den Refe-
renzdaten (rot).
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Bild 5.34: Darstellung der Dynamikmodell-
auswahl des AIMM- (blau) und
des IMM-Filters (gru¨n) im Ver-
gleich zu den Referenzdaten
(rot).
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Bild 5.35: Darstellung der Modellwahr-
scheinlichkeiten des AIMM-EKF
(blau) im Vergleich mit denen
des IMM-EKF (gru¨n).
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Bild 5.36: Darstellung des normalisierten
Fehlerquadrates fu¨r die laterale
und die longitudinale Positions-
scha¨tzung der Objekthypothese
mit dem IMM-Filter (gru¨n) und
dem AIMM-Filter (blau).
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Geschwindigkeit Lateral AIMM
Geschwindigkeit Lateral IMM
Geschwindigkeit Longitudinal AIMM
Geschwindigkeit Longitudinal IMM
Bild 5.37: Darstellung des normalisierten
Fehlerquadrates fu¨r die latera-
le und die longitudinale Ge-
schwindigkeitsscha¨tzung der Ob-
jekthypothese mit dem IMM-
Filter (gru¨n) und dem AIMM-
Filter (blau).
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IMM AIMM
RMSE y 0,4513 m 0,5300 m
RMSE x 0,4352 m 0,5153 m
RMSE vy 0,3795
m
s
0,3855 m
s
RMSE vx 0,7999
m
s
0,4932 m
s
var(RSE) y 0,2570 m2 0,3060 m2
var(RSE) x 0,1624 m2 0,2140 m2
var(RSE) vy 0,0656
m
s
2 0,0822 m
s
2
var(RSE) vx 0,5159
m
s
2 0,1512 m
s
2
max(RSE) y 1,9079 m 1,7073 m
max(RSE) x 1,5136 m 1,4820 m
max(RSE) vy 1,3936
m
s
1,4255 m
s
max(RSE) vx 2,9817
m
s
1,5471 m
s
Tabelle 5.3: Varianz, Mittelwert und Maximalwert der Wurzel des quadratischen Fehlers fu¨r
die Differenz zwischen Zustandsscha¨tzung der Objekthypothese und den Refe-
renzdaten, einmal mittels des IMM-Filters und einmal mittels des AIMM-Filters.
Szenario: Linksabbiegender La¨ngsverkehr
Im Weiteren wird ein Szenario mit linksabbiegendem La¨ngsverkehr evaluiert (Bild 5.38).
Unsicherheiten auf Grund eines ungu¨nstigen Betrachtungswinkels: Bild 5.40
zeigt die laterale Positionsscha¨tzung mittels AIMM- und IMM-Filter im Vergleich zu den
Referenzdaten. Signifikante Abweichungen sind fu¨r beide Filter auf Grund des ungu¨nstigen
Aspektwinkels von 0s bis 2s zu beobachten. Bild 5.41 zeigt die longitudinale Geschwindig-
keitsscha¨tzung. Nennenswerte Abweichungen sind fu¨r beide Filter auf Grund des ungu¨nstigen
Aspektwinkels ab 10s zu beobachten.
Konturpunktspru¨nge: Fu¨r die laterale Positionsscha¨tzung (Bild 5.40) sind Abweichun-
gen wa¨hrend des Konturpunktsprunges von 8s bis 11s zu beobachten. Bezu¨glich des nor-
malisierten Fehlerquadrats der Positionsscha¨tzung unterscheiden sich das IMM- und das
AIMM-Filter nicht erheblich (vgl. Bild 5.45).
Modellauswahl: Auffa¨llig sind bedeutsame Abweichungen von der Referenz bei der late-
ralen Geschwindigkeitsscha¨tzung (Bild 5.42) des IMM-Filters bei 0,7s, bei 4s, von 5s bis 6s
und von 6,3s bis 7s. Ursache hierfu¨r sind falsche Modellannahmen. Das neue AIMM-Filter
weist in diesen Bereichen wesentlich geringere Abweichungen auf, hier werden falsche Mo-
dellannahmen an den betreffenden Stellen vermieden. Bild 5.43 zeigt die vom AIMM und
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SzL3_2 
Bild 5.38: Darstellung des Szenarios: Die Objekthypothese bewegt sich von vorne mit
ca.30km
h
auf dem Linksabbiege-Fahrstreifen auf die Kreuzung zu und biegt dann
links ab.
IMM-Filter ausgewa¨hlten Dynamikmodelle im Vergleich zu den Referenzdaten. Auffa¨llig sind
beim IMM-Filter die fa¨lschlichen Annahmen des Rechtsabbiege-Modelles bei 4s und von 6,3s
bis 7s und die fa¨lschlichen Annahmen des Linksabbiege-Modelles bei 0,7s und von 5s bis 6s.
Beim AIMM-Filter unterbleiben diese fa¨lschlichen Annahmen, das Geradeaus-Modell wird
in diesem Bereich korrekt ausgewa¨hlt. Wa¨hrend des Linksabbiegens des Objektes von 8s
bis 11s erkennen beide Filter den Abbiegevorgang und wa¨hlen das Linkssabbiege-Modell.
Es fa¨llt jedoch auf, dass das neue AIMM-Filter dies etwa 500ms eher erkennt als das klas-
sische IMM-Filter. Bild 5.44 zeigt die Wahrscheinlichkeit mit der AIMM- und IMM-Filter
das aktuell aktive Dynamikmodell auswa¨hlen und repra¨sentiert damit die Unsicherheit der
Entscheidung. Die Auswahlwahrscheinlichkeit des Dynamikmodelles des AIMM-Filters liegt
bei ungefa¨hr 97%, im Bereich von 8s bis 8,2s liegt die Wahrscheinlichkeit bei 66%. Die Aus-
wahlwahrscheinlichkeit des IMM-Filters unterliegt auf Grund von Messunsicherheiten und
-rauschen merklichen Schwankungen. Bild 5.46 zeigt, dass bei 10,2s das normalisierte Feh-
lerquadrat der lateralen Geschwindigkeitsscha¨tzung des IMM-Filters deutlich ansteigt, dies
wird durch das neue AIMM-Filter vermieden. U¨berdies ist das AIMM-Filter im Bereich von
4s bis 7s dem IMM-Filter bezu¨glich des normalisierten Fehlerquadrates u¨berlegen. Tabelle
5.4 zeigt die Scha¨tzrichtigkeit des IMM- und des AIMM-Filters im Vergleich. Bezu¨glich des
Mittelwerts der Wurzel des quadratischen Fehlers fu¨r die laterale und die longitudinale Posi-
tionsscha¨tzung und die laterale Geschwindigkeitsscha¨tzung ist das neue AIMM-Filter leicht
u¨berlegen. Deutliche Unterschiede zwischen den beiden Filtern werden nicht festgestellt.
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Es wird damit festgestellt, dass das AIMM-EKF bei konformem Verhalten der Verkehrsteil-
nehmer eine fru¨here und stabilere Erkennung der korrekten Dynamikmodelle ermo¨glicht. Die
Modelle wechseln fru¨her (ca. 500 ms) in den neuen Zustand und verlassen diesen auch fru¨her
wieder. Außerdem ist die Modellwahrscheinlichkeit deutlich stabiler. Das hat den positiven
Effekt, dass falsche Modellannahmen deutlich reduziert werden, dies wird unter anderem in
der Qualita¨t und dem normalisierten Fehlerquadrat der Geschwindigkeitsscha¨tzung deutlich.
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Bild 5.39: Darstellung der longitudinalen
Positionsscha¨tzung der Objekt-
hypothese mittels AIMM- (blau)
und IMM-Filter (gru¨n) im Ver-
gleich zu den Referenzdaten
(rot).
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Bild 5.40: Darstellung der lateralen Posi-
tionsscha¨tzung der Objekthypo-
these mittels AIMM- (blau) und
IMM-Filter (gru¨n) im Vergleich
zu den Referenzdaten (rot).
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Bild 5.41: Darstellung der longitudinalen
Geschwindigkeitsscha¨tzung der
Objekthypothese mittels AIMM-
(blau) und IMM-Filter (gru¨n) im
Vergleich zu den Referenzdaten
(rot).
0 2 4 6 8 10 12-8
-6
-4
-2
0
2
4
UTC-Zeit [s]   (Offset: 1309163107.0282s)
A b
s o
l u
t e
 
G
e
s c
h w
i n
d i
g k
e
i t  
[ m
/ s
]
 
 
Bild 5.42: Darstellung der lateralen Ge-
schwindigkeitsscha¨tzung der Ob-
jekthypothese mittels AIMM-
(blau) und IMM-Filter (gru¨n) im
Vergleich zu den Referenzdaten
(rot).
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Bild 5.43: Darstellung der Dynamikmodell-
auswahl des AIMM- (blau) und
des IMM-Filter (gru¨n) im Ver-
gleich zu den Referenzdaten
(rot).
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Bild 5.44: Darstellung der Modellwahr-
scheinlichkeiten des AIMM-
(blau) im Vergleich mit denen
des IMM-Filters (gru¨n).
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Bild 5.45: Darstellung des normalisierten
Fehlerquadrates fu¨r die laterale
und die longitudinale Positions-
scha¨tzung der Objekthypothese
mit dem IMM-Filter (gru¨n) und
dem AIMM-Filter (blau).
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Bild 5.46: Darstellung des normalisierten
Fehlerquadrates fu¨r die latera-
le und die longitudinale Ge-
schwindigkeitsscha¨tzung der Ob-
jekthypothese mit dem IMM-
Filter (gru¨n) und dem AIMM-
Filter (blau).
IMM AIMM
RMSE y 0,7161 m 0,6743 m
RMSE x 0,2778 m 0,2706 m
RMSE vy 0,5784
m
s
0,4453 m
s
RMSE vx 0,2928
m
s
0,3152 m
s
var(RSE) y 0,3767 m2 0,4530 m2
var(RSE) x 0,0278 m2 0,0217 m2
var(RSE) vy 0,5033
m
s
2 0,3862 m
s
2
var(RSE) vx 0,2039
m
s
2 0,3028 m
s
2
max(RSE) y 3,4539 m 3,5358 m
max(RSE) x 0,8947 m 0,9127 m
max(RSE) vy 3,7053
m
s
3,4191 m
s
max(RSE) vx 2,3556
m
s
2,7072 m
s
Tabelle 5.4: Varianz, Mittelwert und Maximalwert der Wurzel des quadratischen Fehlers fu¨r
die Differenz zwischen Zustandsscha¨tzung der Objekthypothese und den Refe-
renzdaten, einmal mittels des IMM-Filters und einmal mittels des AIMM-Filters.
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5.3.2 Nicht konformes Verhalten bezu¨glich der
Straßenverkehrsordnung
Im Folgenden wird nun angenommen, dass die Verkehrsteilnehmer nicht den durch die Kreu-
zungstopologie vorgegebenen Verla¨ufen der Fahrstreifen folgen und sich damit nicht gema¨ß
der Straßenverkehrsordnung verhalten.
Szenario: Von Rechtsabbiegerfahrstreifen links abbiegen
Es wird ein Szenario analysiert, in dem sich das Objekt erst auf dem Rechtsabbiege-Fahrstreifen
befindet, um dann aber links abzubiegen (Bild 5.47).
QL_6_2 
Bild 5.47: Darstellung des Szenarios: Die Objekthypothese bewegt sich von vorne mit ca.
30km
h
auf dem Rechtsabbiege-Fahrstreifen auf die Kreuzung zu und biegt dann auf
der Kreuzung links ab.
Entfernungsabha¨ngige Unsicherheit resultierend aus der Strahlgeometrie: Bild
5.51 zeigt die longitudinale Geschwindigkeitsscha¨tzung der Objekthypothese. Signifikante
Abweichungen sind auf Grund der Unsicherheit durch die Strahlaufweitung von 10s bis 14s
zu erkennen. Hier zeigt die Scha¨tzung des AIMM-Filters deutlich geringere Abweichungen
von den Referenzdaten. Im u¨brigen Beobachtungszeitraum zeigen beide Scha¨tzungen ver-
gleichbare Ergebnisse.
Konturpunktspru¨nge: Beide Filter weisen wa¨hrend der Konturpunktspru¨nge erho¨hte
normalisierte Fehlerquadrat-Werte auf (vgl. Bild 5.54), verfolgen die Objekthypothese aber
die restliche Zeit mit niedrigeren Werten.
5.3 Fusion von objekt- und graphenbasierten Darstellungsformen 127
Modellauswahl: Bild 5.48 zeigt die longitudinale Positionsscha¨tzung der Objekthypo-
these. Leichte Abweichungen sind im Bereich von 12s bis 14s zu erkennen. Diese sind durch
eine fehlerhafte Modellauswahl verursacht. Bild 5.49 zeigt die laterale Positionsscha¨tzung der
Objekthypothese. Abweichungen sind im Bereich von 9s bis 14s zu erkennen. Ein Unterschied
zwischen AIMM- (blau) und IMM-Filter (gru¨n) ist in beiden Fa¨llen nicht erkennbar. Bild
5.52 zeigt, dass die Dynamikmodellauswahl des AIMM-Filters trotz des nicht konformen
Verhaltens bezu¨glich der Straßenverkehrsordnung korrekt funktioniert. Das Linksabbiege-
Modell wird mit einem zeitlichen Versatz von ca. 500ms korrekt aktiviert. Eine falsche Mo-
dellannahme ist bei 10,5s zu erkennen. Ursache ist ein Fehler in der Positionierung auf dem
graphenbasierten Umfeldmodell. Dieser resultiert aus Unsicherheiten der Positionsscha¨tzung.
Das IMM-Filter trifft auf Grund des Messrauschens und den nicht optimal gewa¨hlten U¨ber-
gangswahrscheinlichkeiten u¨ber den gesamten Beobachtungszeitraum eine Vielzahl fehler-
hafter Modellauswahlentscheidungen. Bild 5.55 zeigt, dass bei 10s und bei 12s zuna¨chst die
laterale und spa¨ter die longitudinale Geschwindigkeitsscha¨tzung des IMM-Filters erho¨hte
normalisierte Fehlerquadrat-Werte aufweist. Dies wird durch das neue AIMM-Filter vermie-
den. Weiterhin ist das AIMM-Filter im Bereich von 1s bis 7s und von 13s bis 14s dem
IMM-Filter bezu¨glich des normalisierten Fehlerquadrates u¨berlegen. Tabelle 5.5 zeigt, dass
das neue AIMM- dem IMM-Filter bezu¨glich der Richtigkeit der Geschwindigkeitsscha¨tzung
nennenswert u¨berlegen ist. Bezu¨glich der u¨brigen Kriterien sind leichte Vorteile des AIMM-
gegenu¨ber dem IMM-Filter zu verzeichnen. Erhebliche Abweichungen werden jedoch nicht
festgestellt.
Es wird die U¨berlegenheit des neuen AIMM-Filters auch fu¨r den Fall des unvorhergesehe-
nen Abbiegens festgestellt. Die Wahrscheinlichkeit des Dynamikmodelles des AIMM-Filters
liegt bei ungefa¨hr 95% (Bild 5.44). Zwischenzeitlich gibt es auf Grund erho¨hter Unsicherhei-
ten bei der Positionierung auf dem graphenbasierten Umfeldmodell einige Modellauswahl-
entscheidungen mit erho¨hter Unsicherheit. Die Modellauswahlentscheidung des IMM-Filters
wird u¨ber den gesamten Beobachtungszeitraum mit stark schwankenden Wahrscheinlichkei-
ten getroffen.
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Bild 5.48: Darstellung der longitudinalen
Positionsscha¨tzung der Objekt-
hypothese mittels AIMM- (blau)
und IMM-Filter (gru¨n) im Ver-
gleich zu den Referenzdaten
(rot).
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Bild 5.49: Darstellung der lateralen Posi-
tionsscha¨tzung der Objekthypo-
these mittels AIMM- (blau) und
IMM-Filter (gru¨n) im Vergleich
zu den Referenzdaten (rot).
0 2 4 6 8 10 12 14-12
-10
-8
-6
-4
-2
0
2
4
UTC-Zeit [s]   (Offset: 1309163490.8341s)
A b
s o
l u
t e
 
G
e
s c
h w
i n
d i
g k
e
i t  
[ m
/ s
]
 
 
Bild 5.50: Darstellung der longitudinalen
Geschwindigkeitsscha¨tzung der
Objekthypothese mittels AIMM-
(blau) und IMM-Filter (gru¨n) im
Vergleich zu den Referenzdaten
(rot).
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Bild 5.51: Darstellung der lateralen Ge-
schwindigkeitsscha¨tzung der Ob-
jekthypothese mittels AIMM-
(blau) und IMM-Filter (gru¨n) im
Vergleich zu den Referenzdaten
(rot).
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Bild 5.52: Darstellung der Dynamikmo-
dellauswahl des AIMM-Filters
(blau) im Vergleich zu den
Referenzdaten (rot).
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Bild 5.53: Darstellung der Modellwahr-
scheinlichkeiten des IMM-Filters
(gru¨n) und des AIMM-Filters
(blau).
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Bild 5.54: Darstellung des normalisierten
Fehlerquadrates fu¨r die laterale
und die longitudinale Positions-
scha¨tzung der Objekthypothese
mit dem IMM-Filter (gru¨n) und
dem AIMM-Filter (blau).
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Bild 5.55: Darstellung des normalisierten
Fehlerquadrates fu¨r die latera-
le und die longitudinale Ge-
schwindigkeitsscha¨tzung der Ob-
jekthypothese mit dem IMM-
Filter (gru¨n) und dem AIMM-
Filter (blau).
Szenario: Wendemano¨ver im Kreuzungsbereich (U-Turn)
Es wird nun ein Szenario mit einem Wendemano¨ver untersucht. Das Objekt na¨hert sich in
La¨ngsrichtung der Kreuzung und wendet dann mit einem U-Turn (Bild 5.56).
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IMM AIMM
RMSE y 1,0796 m 0,9872 m
RMSE x 0,4835 m 0,4533 m
RMSE vy 0,8673
m
s
0,5389 m
s
RMSE vx 0,7750
m
s
0,5071 m
s
var(RSE) y 0,7581 m2 0,7408 m2
var(RSE) x 0,2331 m2 0,1869 m2
var(RSE) vy 0,8329
m
s
2 0,4702 m
s
2
var(RSE) vx 0,9569
m
s
2 0,3485 m
s
2
max(RSE) y 2,9390 m 2,9585 m
max(RSE) x 2,1690 m 2,1099 m
max(RSE) vy 4,2454
m
s
3,9237 m
s
max(RSE) vx 4,8661
m
s
4,8999 m
s
Tabelle 5.5: Varianz, Mittelwert und Maximalwert der Wurzel des quadratischen Fehlers fu¨r
die Differenz zwischen Zustandsscha¨tzung der Objekthypothese und den Refe-
renzdaten, einmal mittels des IMM-Filters und einmal mittels des AIMM-Filters.
Entfernungsabha¨ngige Unsicherheit resultierend aus der Strahlgeometrie: Bild
5.60 zeigt die laterale Geschwindigkeitsscha¨tzung der Objekthypothese. Bedeutsame Ab-
weichungen sind auf Grund der Unsicherheit durch die Strahlaufweitung von 0s bis 8s zu
erkennen. Hier zeigt die Scha¨tzung des AIMM-Filters eine deutlich geringere Abweichungen
von den Referenzdaten. Von 12s bis 14s weichen beide Scha¨tzungen a¨hnlich stark von den
Referenzdaten ab. Im u¨brigen Beobachtungszeitraum zeigen beide Scha¨tzungen vergleichba-
re Ergebnisse.
Konturpunktspru¨nge: Bezu¨glich des normalisierten Fehlerquadrats der Positionsscha¨t-
zung unterscheiden sich das IMM- und das AIMM-Filter nicht (vgl. Bild 5.54).
Modellauswahl: Bild 5.61 zeigt die Modellauswahl des AIMM- (blau) und des IMM-
Filters (gru¨n) im Vergleich zu den Referenzdaten (rot). Von 0s bis 8s liefert das AIMM-
Filter die besseren Ergebnisse. Auf Grund des Messrauschens und nicht optimal gewa¨hlter
U¨bergangswahrscheinlichkeiten trifft das IMM-Filter in diesem Bereich eine Vielzahl falscher
Modellauswahlentscheidungen. Das Wendemano¨ver wird von beiden Filtern ca. 500ms nach
Beginn erkannt. Das IMM-Filter erkennt das Wendemano¨ver mit einer Ausnahme bei 12s
korrekt. Die Ausholbewegungen bei 9s bis 11s und von 15s bis 17s werden jedoch nicht
erkannt. Das AIMM-Filter erkennt das Wendemano¨ver nicht korrekt. Die Modellauswahl
springt ha¨ufig zwischen gerade und rechts. Ab 17s wa¨hlen beide Filter das korrekte gerade-
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QL_Q_2 
Bild 5.56: Darstellung des Szenarios: Die Objekthypothese bewegt sich von vorne mit ca.
30km
h
auf dem Linksabbiege-Fahrstreifen auf die Kreuzung zu und wendet dann in
einem U-Turn auf der Kreuzung.
aus Modell. Bild 5.62 zeigt, dass die Auswahlentscheidung des AIMM-Filters (blau) von 0s
bis 8s deutlich sicherer ist als die des IMM-Filters (gru¨n). Im Bereich des Wendemano¨vers
von 9s bis 17s sind die (falschen) Entscheidungen des AIMM-Filters mit einer großen Un-
sicherheit behaftet. Das IMM-Filter wa¨hlt in diesem Bereich mit einer Wahrscheinlichkeit
von 90% das richtige Modell aus. Bild 5.55 zeigt, dass bei 4s und bei 14s das normalisierte
Fehlerquadrat der lateralen Geschwindigkeitsscha¨tzung des IMM-Filters erho¨hte Werte auf-
weist. Dies wird durch das neue AIMM-Filter vermieden. Zudem ist das AIMM-Filter im
Bereich von 1s bis 7s dem IMM-Filter bezu¨glich des normalisierten Fehlerquadrates u¨berle-
gen. Ein erho¨htes normalisiertes Fehlerquadrat der lateralen Geschwindigkeitsscha¨tzung ist
bei 13s wird von beiden Filtern nicht vermieden. Tabelle 5.5 zeigt, dass das neue AIMM- dem
IMM-Filter bezu¨glich der Richtigkeit der Geschwindigkeitsscha¨tzung deutlich u¨berlegen ist.
Bezu¨glich der u¨brigen Kriterien sind leichte Vorteile des AIMM- gegenu¨ber dem IMM-Filters
zu verzeichnen. Wesentliche Abweichungen werden jedoch nicht festgestellt.
Es wird festgestellt: Fu¨r Mano¨ver, in denen von Fahrstreifen in nicht vorgesehene Rich-
tungen abgebogen wird, entsteht kein Unterschied bei der Erkennung des Mano¨verwechsels.
Bei einem U-Turn-Wendemano¨ver der Objekthypothese kommt es zu einer Vielzahl von
Modellauswahl-Fehlentscheidungen. Auf Grund der hohen Unsicherheit dieser Entscheidun-
gen sind jedoch keine Nachteile bezu¨glich der Richtigkeit der Zustandsscha¨tzung nachweisbar.
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Bild 5.57: Darstellung der longitudinalen
Positionsscha¨tzung der Objekt-
hypothese mittels AIMM- (blau)
und IMM-Filter (gru¨n) im Ver-
gleich zu den Referenzdaten
(rot).
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Bild 5.58: Darstellung der lateralen Posi-
tionsscha¨tzung der Objekthypo-
these mittels AIMM- (blau) und
IMM-Filter (gru¨n) im Vergleich
zu den Referenzdaten (rot).
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Bild 5.59: Darstellung der longitudinalen
Geschwindigkeitsscha¨tzung der
Objekthypothese mittels AIMM-
(blau) und IMM-Filter (gru¨n) im
Vergleich zu den Referenzdaten
(rot).
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Bild 5.60: Darstellung der lateralen Ge-
schwindigkeitsscha¨tzung der Ob-
jekthypothese mittels AIMM-
(blau) und IMM-Filter (gru¨n) im
Vergleich zu den Referenzdaten
(rot).
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Bild 5.61: Darstellung der Dynamikmodell-
auswahl des AIMM- (blau) und
des IMM-Filters (gru¨n) im Ver-
gleich zu den Referenzdaten
(rot).
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Bild 5.62: Darstellung der Modellwahr-
scheinlichkeiten des AIMM-
Filters (blau) im Vergleich mit
denen des IMM-Filters (gru¨n).
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Bild 5.63: Darstellung des normalisierten
Fehlerquadrates fu¨r die laterale
und die longitudinale Positions-
scha¨tzung der Objekthypothese
mit dem IMM-Filter (gru¨n) und
dem AIMM-Filter (blau).
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Bild 5.64: Darstellung des normalisierten
Fehlerquadrates fu¨r die latera-
le und die longitudinale Ge-
schwindigkeitsscha¨tzung der Ob-
jekthypothese mit dem IMM-
Filter (gru¨n) und dem AIMM-
Filter (blau).
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IMM AIMM
RMSE y 0,4989 m 0,4589 m
RMSE x 0,4514 m 0,4622 m
RMSE vy 0,8209
m
s
0,4291 m
s
RMSE vx 0,3201
m
s
0,2685 m
s
var(RSE) y 0,2026 m2 0,1820 m2
var(RSE) x 0,1224 m2 0,1162 m2
var(RSE) vy 0,9443
m
s
2 0,3510 m
s
2
var(RSE) vx 0,1061
m
s
2 0,1057 m
s
2
max(RSE) y 2,8199 m 2,6125 m
max(RSE) x 1,4829 m 1,5326 m
max(RSE) vy 4,6643
m
s
3,1335 m
s
max(RSE) vx 1,9962
m
s
2,1719 m
s
Tabelle 5.6: Varianz, Mittelwert und Maximalwert der Wurzel des quadratischen Fehlers fu¨r
die Differenz zwischen Zustandsscha¨tzung der Objekthypothese und den Refe-
renzdaten, einmal mittels des IMM-Filters und einmal mittels des AIMM-Filters.
5.3.3 Fazit
Das neue AIMM-Filter ermo¨glicht bei Verkehrsregel-konformem Verhalten der Verkehrsteil-
nehmer eine fru¨here und stabilere Erkennung der korrekten Dynamikmodelle. Die Modelle
wechseln fru¨her (ca. 500ms) in den neuen Zustand und verlassen diesen auch fru¨her wieder.
Fu¨r Mano¨ver, in denen gema¨ß der Fahrstreifenmarkierungen in nicht vorgesehene Richtun-
gen abgebogen wird, entsteht zwischen AIMM- und IMM-Filter kein nennenswerter Unter-
schied bei der Erkennung des Mano¨verwechsels. Falsche Modellannahmen des AIMM-Filters
oder erho¨hte Unsicherheiten in der Modellauswahl und damit in der Zustandsscha¨tzung wer-
den nicht festgestellt.
Eine Herausforderung stellt hingegen das Verhalten bei einem Wendemano¨ver im Kreu-
zungsbereich dar. Vor dem Wendemano¨ver holt das Objekt etwas aus, dadurch kommt es
nach rechts und wird auf jedem Kreuzungsast dem Rechtsabbiege-Fahrstreifen zugeordnet.
Obwohl das Objekt eine Wende linksherum ausfu¨hrt, was auch von den Sensordaten erkannt
und gestu¨tzt wird (das IMM-Filter erkennt das Mano¨ver korrekt), liefert das graphenbasier-
te Umfeldmodell auf Grund der falschen Zuordnung die Information eines Rechtsabbiege-
Mano¨vers. Dies resultiert in einer erho¨hten Unsicherheit der Modellauswahl und einer Viel-
zahl von Modellwechseln beim AIMM-Filter.
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Tabelle 5.7 zeigt, dass u¨ber alle Szenarien gemittelt das neue AIMM- dem IMM-Filter
bezu¨glich nahezu aller Kriterien u¨berlegen ist. Bedeutsam ist die U¨berlegenheit des AIMM-
gegenu¨ber dem klassischen IMM-Filter bezu¨glich der Qualita¨t der Geschwindigkeitsscha¨t-
zung.
IMM AIMM
RMSE y 0,6864 m 0,6626 m
RMSE x 0,4120 m 0,4254 m
RMSE vy 0,6615
m
s
0,4497 m
s
RMSE vx 0,5470
m
s
0,3960 m
s
var(RSE) y 0,3985 m2 0,4205 m2
var(RSE) x 0,1364 m2 0,1347 m2
var(RSE) vy 0,5865
m
s
2 0,3224 m
s
2
var(RSE) vx 0,4457
m
s
2 0,2271 m
s
2
max(RSE) y 2,7802 m 2,7035 m
max(RSE) x 1,5151 m 1,5101 m
max(RSE) vy 3,5022
m
s
2,9755 m
s
max(RSE) vx 3,0499
m
s
2,8315 m
s
Tabelle 5.7: Varianz, Mittelwert und Maximalwert der Wurzel des quadratischen Fehlers fu¨r
die Differenz zwischen Zustandsscha¨tzung der Objekthypothese und den Refe-
renzdaten, einmal mittels des IMM-Filters und einmal mittels des AIMM-Filters
gemittelt u¨ber alle Szenarien.
5.4 Fusion von objekt- und gitterbasierten
Darstellungsformen: Initialisierungsverhalten
Das Initialisierungsverhalten des Filters wird im folgenden Szenario betrachtet: Dem mit
dem maschinellen Wahrnehmungssystem ausgestatteten Fahrzeug kommt im Kreuzungsbe-
reich ein Fahrzeug entgegen (Bild 5.65). Fu¨r die Scha¨tzung der longitudinalen und der la-
teralen Position ergeben sich mit der Initialisierung aus der Geschwindigkeitshistorie keine
messbaren Vera¨nderungen. Der Grund liegt in dem hohen Vertrauen, mit dem die Distanz-
messungen des Laserscanners in die Scha¨tzung des Kalman-Filters eingehen. Deshalb wird
die Position schon mit der ersten Messung gescha¨tzt, eine weitere Verringerung der Detekti-
onslatenz ist hier nicht mo¨glich.
Die Bilder 5.66 und 5.67 zeigen die longitudinale und die laterale Geschwindigkeitsscha¨t-
zung mittels Initialisierung ohne Geschwindigkeitshistorie (Scha¨tzwert blau gestrichelt, Va-
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SzL7_2 
Bild 5.65: Darstellung des Szenarios: Die Objekthypothese bewegt sich von vorne mit ca.
30km
h
auf dem Geradeaus-Fahrstreifen auf die Kreuzung zu. Das Objekt ist hierbei
bis zu einer Entfernung von ca. 50m verdeckt und somit erst ab dieser Entfernung
detektierbar.
rianz schwarz gestrichelt) und Initialisierung mit Geschwindigkeitshistorie (Scha¨tzwert blau,
Varianz schwarz). Verhalten sich neu initialisierte Objekthypothesen und vergangene Objekt-
hypothesen a¨hnlich, so wird eine Geschwindigkeitshypothese mit der 2. Entfernungsmessung
(nach Tcr = Tcs =120ms) besta¨tigt und die Objekthypothese initialisiert. Die Initialisierung
ohne zusa¨tzliche Informationen findet erst zwei Zyklen spa¨ter (mit der 4. Messung, nach
Tcr = 240ms) eine Anna¨herung an die Scha¨tzung mit zusa¨tzlichen Informationen statt. Eine
komplette Anna¨herung findet vier Messungen spa¨ter (mit der 6. Messung, nach Tcs = 360ms)
statt.
Aus diesen Ergebnissen ergibt sich die Fragestellung, wieviel Information sich statistisch
in der Geschwindigkeitshistorie ansammelt. Hierfu¨r werden 15 Szenarien mit einer La¨nge
von 1 Minute bis zu 3 Minuten und 30 Sekunden ausgewertet. Untersucht wird, wie viele
der initialisierten Objekthypothesen von dem in Abschnitt 4.3 vorgestellten Verfahren zur
beschleunigten Initialisierung von Objekthypothesen profitieren.
Im Mittel profitieren 8,16% der initialisierten Objekthypothesen von dem vorgeschlagenen
Verfahren. Maximal sind es 11,69% (Szenario 5), minimal 2,17% (Szenario 14). Ist eine ho¨-
here Quote gewu¨nscht, so ist es zielfu¨hrend die Information der Geschwindigkeitshistorie zu
erweitern (z. B. um Extended Floating Car Data). Die Schwankungen der Ergebnisse sind
durch Abha¨ngigkeiten von der Verkehrsdichte und von der Betrachtungsdauer der Kreu-
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zungssituation verursacht. Letztere ist speziell von der Wartezeit vor der Einfahrt in die
Kreuzung und eventuellen Verdeckungen des Sichtbereichs abha¨ngig.
Fazit
Wird eine Objekthypothese an einer Stelle initialisiert, an der schon vorher ein Objekt de-
tektiert worden ist und verha¨lt es sich a¨hnlich, so verringert sich die Detektionslatenz um
50% von vier (Tcr = 240ms) auf zwei (Tcr = 120ms) Zyklen. Objekthypothesen, die von
der verbesserten Initialisierung profitieren (8,16 % aller initialisierten Objekthypothesen),
werden somit eher ausgegeben, als solche, die wie bisher initialisiert wurden. Eine weitere
Verringerung der Detektionslatenz auf einen Zyklus ist fu¨r einen Entfernungen messenden
Sensor nicht mo¨glich. Es sind mindestens zwei Messungen notwendig um eine Geschwindig-
keitshypothese zu besta¨tigen.
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Bild 5.66: Darstellung der longitudina-
len Geschwindigkeitsscha¨tzung
der Objekthypothese mittels
Initialisierung ohne Geschwin-
digkeitshistorie (Scha¨tzwert blau
gestrichelt, Varianz schwarz
gestrichelt) und Initialisierung
mit Geschwindigkeitshisto-
rie (Scha¨tzwert blau, Varianz
schwarz).
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Bild 5.67: Darstellung der lateralen Ge-
schwindigkeitsscha¨tzung der
Objekthypothese mittels In-
itialisierung ohne Geschwindig-
keitshistorie (Scha¨tzwert blau
gestrichelt, Varianz schwarz
gestrichelt) und Initialisierung
mit Geschwindigkeitshisto-
rie (Scha¨tzwert blau, Varianz
schwarz).
5.5 Ressourcenbedarf des Algorithmus
Bild 5.68 zeigt das Zeitverhalten des vorgestellten Algorithmus im Detail. Abgebildet ist das
Zeitverhalten fu¨r eine exemplarische Sequenz aus einer Messfahrt im realen Straßenverkehr.
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Szenario Klassisch initialisiert Neuartig initialisiert
1 2760 90,73% 282 09,27%
2 3024 94,92% 162 05,08%
3 1617 94,89% 87 05,11%
4 2586 93,09% 192 06,91%
5 4350 88,31% 576 11,69%
6 1935 95,27% 96 04,73%
7 2226 90,38% 237 09,62%
8 3132 89,46% 369 10,54%
9 2859 88,49% 372 11,51%
10 2781 90,70% 285 09,30%
11 2058 96,89% 66 03,11%
12 1503 94,89% 81 05,11%
13 3129 88,54% 405 11,46%
14 1896 97,83% 42 02,17%
15 1602 95,53% 75 04,47%
mittel 2497 91,84% 222 08,16%
gesamt 37458 91,84% 3327 08,16%
Tabelle 5.8: Vergleich der Anzahl der klassischen Initialisierungen mit der Anzahl der neu-
artigen Initialisierung in 15 beispielhaften urbanen Szenarien.
Es handelt sich um eine Sequenz von der Kreuzung Wohltberg-, /Ecke Laagbergstraße in
Wolfsburg. Zu sehen ist in lila die Anzahl der Objekthypothesen, diese schwankt zwischen
0 und 24 Objekthypothesen. Zusa¨tzlich ist in blau der Zeitbedarf des Tracking-Algorithmus
und in gru¨n der Zeitbedarf der Visualisierung zu sehen. Fu¨r die Messung wird ein Standard-
PC mit einem Intel Core 2 Duo E8400 Prozessor mit 3GHz verwendet. Die Visualisierung be-
no¨tigt im Durchschnitt 5ms. Der eigentliche Objekttracking-Algorithmus beno¨tigt maximal
2,7ms und minimal 0,5ms, im Durchschnitt sind es ca. 1ms. Hierbei ist der Zeitbedarf, erwar-
tungsgema¨ß, mit der Anzahl der Objekthypothesen korreliert. An den Tracking-Algorithmus
besteht der Anspruch eine Echtzeitfa¨higkeit zu gewa¨hrleisten. Dies ist der Fall, wenn der
Algorithmus innerhalb eines Messzyklus (60ms) zu berechnen ist. Der vorgestellte Algorith-
mus arbeitet trotz des aufwa¨ndigeren Multi-Modell-Ansatzes (mit drei parallelen Modellen)
effizient und unterbietet die Anforderungen an die Echtzeitfa¨higkeit. Einen Beitrag hierzu
liefert unter anderem die Bewegungsklassifikation, die die Anzahl der Objekthypothesen im
Tracking fu¨r eine belebte Kreuzung im Mittel auf 12 reduziert.
5.6 Anwendungsbeispiel 139
2,5
5,0
7,5
10,0
12,5
15,0
17,5
20,0
22,5
[Anzahl
/ ms]
100 200 300 400 500 600 700 800 [s]
Bild 5.68: Zeitverhalten des vorgestellten Algorithmus im Detail: Die Anzahl der Objekte
[Anzahl] (lila), der Zeitbedarf des Trackings [ms] (blau), der Zeitbedarf der Visua-
lisierung [ms] (gru¨n).
5.6 Anwendungsbeispiel
Im Folgenden wird ein Anwendungsbeispiel vorgestellt, das auf dem in dieser Arbeit vor-
gestellten maschinellen Wahrnehmungssystem basiert. Die Entwicklung der Applikation ist
nicht Gegenstand dieser Arbeit gewesen und wird daher nicht ausfu¨hrlich diskutiert.
Kreuzungsassistent
Der auf dem vorgestellten maschinellen Wahrnehmungssystem basierende Kreuzungsassis-
tent besteht aus einem Assistenzsystem fu¨r das Linksabbiegen, fu¨r Rechtsabbiegen und fu¨r
Rechts-vor-Links-Situationen. Die Realisierung eines Linksabbiege-Assistent belegt die Fa¨-
higkeit des maschinellen Wahrnehmungssystems La¨ngsverkehr im urbanen Umfeld zu detek-
tieren. Der Anwendungsfall Rechts-vor-Links-Assistenz belegt die grundsa¨tzliche Eignung
des Wahrnehmungssystems Querverkehr zu verfolgen. Die Detektion von Fahrra¨dern wird
am Beispiel eines Rechtsabbiege-Assistenzsystems gezeigt. Die Assistenzsysteme sind sowohl
im realen Straßenverkehr als auch auf dem Pru¨fgela¨nde untersucht worden.
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5.7 Fazit
Die Untersuchungen haben gezeigt, dass ein maschinelles Wahrnehmungssystem fu¨r urbane
Kreuzungsszenarien basierend auf einem einzelnen seriennahen Laserscanners realisiert wer-
den kann. Das vorgestellte maschinelle Wahrnehmungssystem hat sich in den referenzierten
Testreihen auf dem Pru¨fgela¨nde und in den praktischen Evaluierungen im realen Straßenver-
kehr bewa¨hrt und seine Leistungsfa¨higkeit unter Beweis gestellt. Es ist in der Lage, Objekt-
hypothesen unterschiedlicher Konturformen (Fahrradfahrer und verschiedene Fahrzeuge) im
Kreuzungsbereich stabil zu verfolgen. Es wird gezeigt, dass das vorgestellte Objektmodell
invariant gegenu¨ber Konturabweichungen ist und sowohl La¨ngs- als auch Querverkehr ohne
eine anfa¨llige Fallunterscheidung verfolgt.
Querdynamische Mano¨ver werden in einem neuartigen Ansatz zur Fusion objekt- und gra-
phenbasierter Darstellungsformen beru¨cksichtigt und somit die Scha¨tzgenauigkeit des Filters
z. B. fu¨r die Geschwindigkeit signifikant verbessert. Hierbei fu¨hrt die individuelle Anpassung
der U¨bergangsmatrix zur Laufzeit auf der Basis von Navigationskartendaten individuell fu¨r
jede Objekthypothese zu einer fru¨heren, korrekten Mano¨vererkennung. Dies ermo¨glicht es,
die Anzahl der Filterzusta¨nde außerhalb der Akzeptanzregion, insbesondere bei der Ge-
schwindigkeitsscha¨tzung, deutlich zu reduzieren. Das Verfahren funktioniert sowohl unter
der Randbedingung, dass sich die Objekthypothesen konform zu den Verkehrsregeln verhal-
ten als auch im Falle eines unerwarteten Verhaltens der Verkehrsteilnehmer.
Die nachtra¨gliche Konturscha¨tzung schafft es, detaillierte Konturinformationen recheneffi-
zient zu scha¨tzen. Eventuelle Fehler in der Konturscha¨tzung haben keine Ru¨ckwirkungen auf
den eigentlichen Filterprozess. Die nachtra¨gliche Konturscha¨tzung verbessert die Gu¨te der
Positionsscha¨tzung des Filters, verhindert aber erho¨hte normalisierte Fehlerquadrat-Werte
wa¨hrend der Konturpunktspru¨nge nicht. Diese sind durch den ungu¨nstigen Aspektwinkel
wa¨hrend des Abbiegevorganges und das einfache, aber effiziente Objektmodell zu erkla¨ren.
Die neuartige Fusion objekt- und gitterbasierter Darstellungsformen ermo¨glicht eine Hal-
bierung der Detektionslatenz. Hierbei werden Geschwindigkeitsinformationen bisher detek-
tierter Objekthypothesen in einer gitterbasierten Darstellung gespeichert und neue Objekt-
hypothesen mit diesen zusa¨tzlichen Informationen initialisiert. Statt wie bisher nach 4 Zyklen
(240ms) werden Objekthypothesen schon nach 2 Zyklen (120ms) initialisiert. Von dieser ver-
besserten Initialisierung profitieren 8,16 % aller neu initialisierten Objekthypothesen.
Das vorgestellte Verfahren arbeitet trotz des aufwa¨ndigeren Multi-Modell-Filters effizi-
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ent und unterbietet die Anforderungen an die Echtzeitfa¨higkeit (Berechnung innerhalb von
60ms) deutlich. Im Mittel beno¨tigt das Verfahren auf Standard-PC-Komponenten 1ms und
unterbietet die Anforderung damit.
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6 Zusammenfassung und Ausblick
Die Unfallforschung belegt, dass urbane Kreuzungsbereiche einen Unfallschwerpunkt bilden
(siehe Abschnitt 1.1). Der Bedarf an Fahrerassistenzsystemen fu¨r urbane Kreuzungsbereiche
wa¨chst daher und wird in den na¨chsten Jahren weiter zunehmen. Gerade Fahrerassistenzsys-
teme mit maschineller Wahrnehmung, die im Gegensatz z. B. zu passiven Sicherheitssystemen
die Mo¨glichkeit besitzen, kritische Fahrsituationen bereits im Vorfeld zu vermeiden, sind Ge-
genstand aktueller Forschungsaktivita¨ten. Im Bereich der maschinellen Wahrnehmung haben
sich in den letzten Jahren vor allem hybride Umfeldmodelle, bestehend aus der Fusion von
graphen-, objekt- und gitterbasierten Umfeldmodellen, etabliert. In dieser Arbeit wurde eine
objektbasierte Umfeldwahrnehmung im Kontext hybrider Umfeldmodelle mittels eines seri-
ennahen Laserscanners realisiert. Die zentralen Schlussfolgerungen werden in Abbildung 6.1
und im Folgenden zusammengefasst:
Fu¨r die Algorithmen-Entwicklung wurde ein Konzept vorgeschlagen, das eine Referenzie-
rung der Algorithmen von den ersten modellbasierten Untersuchungen bis zur Implemen-
tierung im Fahrzeug ermo¨glicht. Fu¨r die Simulationsszenarien werden die wahren Trajek-
torien als Referenz verwendet, fu¨r die realen Szenarien werden die relevanten Objekte auf
dem Pru¨fgela¨nde mittels eines satellitengestu¨tzten Koppelnavigationssystems referenziert.
Ein belastbarer Vergleich von verschiedenen Algorithmen macht daru¨ber hinaus objekti-
ve und reproduzierbare Gu¨tekriterien notwendig, insbesondere das Einschwingverhalten der
Algorithmen wird in den bisherigen Tracking-Kriterien nur unzureichend bewertet. Daher
werden die bisherigen Kriterien um aus der Steuerungs- und Regelungstechnik bekannte und
bewa¨hrte Kriterien zur Bewertung von Anregel,- Ausregel,- und Totzeit erweitert.
Um der erho¨hten Wahrscheinlichkeit querdynamischer Mano¨ver in Kreuzungsbereichen ge-
recht zu werden, wird ein Interacting-Multi-Model Filter mit drei Dynamikmodellen (’Links-
abbiegen’, ’Rechtsabbiegen’ und ’Geradeaus Fahren’) vorgeschlagen. Das verwendete Inter-
acting-Multi-Model-Filter verlangt eine A-Priori-Bestimmung der U¨bergangswahrscheinlich-
keiten zwischen den verschiedenen Dynamikmodellen. Im Kreuzungsbereich ist jedoch eine
situationsabha¨ngige Anpassung dieser Wahrscheinlichkeiten individuell fu¨r jede Objekthy-
pothese notwendig. Hierfu¨r wird mit dem Active-Interacting-Multi-Model Filter (AIMM)
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eine neuartige Low-Level-Fusion von graphen- und objektbasierten Umfeldbeschreibungen
zur situationsabha¨ngigen Anpassung der zusa¨tzlichen Design-Parameter vorgeschlagen. Das
neuartige Verfahren stellt eine strukturelle Erweiterung des aus der Literatur bekannten
Interacting-Multi-Model Filters dar. Die situationsabha¨ngige Parameteradaption des Active-
Interacting-Multi-Model Filters fu¨hrt zu einer Minimierung der Zustandsunsicherheit, einer
Verbesserung der Filterkonsistenz und einer fru¨heren Mano¨vererkennung. Fu¨r das Verfahren
werden eine fahrstreifengenaue Ortung des Ego-Fahrzeuges und ein fahrstreifengenaues, gra-
phenbasiertes Umfeldmodell vorausgesetzt. Des Weiteren wird angenommen, dass sich die
Objekthypothesen konform zu den Regeln der Straßenverkehrsordnung verhalten.
Zur Minimierung der Detektionslatenz bei der Initialisierung von Objekthypothesen aus
Laserscannerdaten wird eine neuartige Low-Level-Fusion von objekt- mit gitterbasierten
Umfeldbeschreibungen vorgeschlagen. Hierbei werden die Geschwindigkeiten aller bisher de-
tektierten Objekthypothesen in einer gitterbasierten Geschwindigkeitshistorie akkumuliert.
Wird nun eine Objekthypothese neu initialisiert, so werden die an der betreffenden Stelle
gespeicherten Geschwindigkeitsinformationen als zusa¨tzliche Informationsquelle verwendet.
Dieses Verfahren beschleunigt bei ca. 8% aller Objekthypothesen die Initialisierung, es setzt
hierbei voraus, dass sich Objekthypothesen a¨hnlich verhalten wie zuvor detektierte Objekt-
hypothesen. Auf Grund der Organisation des Straßenverkehrs in richtungsgebundene Fahr-
streifen ist diese Forderung in der Regel erfu¨llt.
Ein Beitrag dieser Arbeit liegt in der Vorstellung von Algorithmen zur Nutzung der zu-
sa¨tzlichen Informationen eines hybriden Umfeldmodells. Hierfu¨r werden neuartige Low-Level-
Fusionen zwischen graphen- und objekt- sowie zwischen gitter- und objektbasierten Umfeld-
modellen vorgeschlagen. Die Informationen aus dem graphenbasierten Umfeldmodell wer-
den hierbei zur allgemeingu¨ltigen Anpassung der zusa¨tzlichen Design-Parameter des Multi-
Modell-Filters verwendet. Die Informationen aus dem gitterbasierten Umfeldmodell werden
zur schnelleren Initialisierung der Objekthypothesen aus Laserscannerdaten verwendet.
Grenzen und daraus abgeleiteter weiterer Forschungsbedarf
• Das vorgestellte System setzt eine globale, fahrstreifengenaue Ortung voraus. Die Per-
formance des in diesem Lo¨sungsansatz verwendeten Koppelnavigationssystems ist im
urbanen Umfeld jedoch unter Umsta¨nden stark eingeschra¨nkt. Die Bebauung hat an
den in der praktischen Evaluierung der Algorithmen genutzten Testkreuzungen einen
Satellitenempfang zugelassen. Auf Grund z. B. von Abschattungen oder Mehrwege-
ausbreitung ist jedoch eine Sto¨rung oder ein Verlust des Empfanges mo¨glich. Daher
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Bild 6.1: Schlussfolgerung dieser Arbeit.
besteht bezu¨glich einer satellitenunabha¨ngigeren Ortungslo¨sung fu¨r das urbane Um-
feld weiterer Forschungsbedarf. Eine Verbesserungen der Ortung ko¨nnte z. B. durch
engere Verknu¨pfung von Informationen aus den Sensordaten (Fahrspurmarkierungen,
Landmarken etc.) und der Ortung erzielt werden.
• Die Verwendung von Bewertungsalgorithmen und Gu¨tekriterien setzt eine geeignete
Referenzsensorik voraus. Fu¨r komplexe Umfeldmodelle, die bewegliche Objekte und
stationa¨re Randbebauung abbilden, ist zur vollsta¨ndigen Bewertung eine Referenzie-
rung von kompletten Szenarien notwendig. Dies ist nach aktuellem Stand der Technik
bisher nicht mo¨glich, daher besteht ein Forschungsbedarf bezu¨glich der vollsta¨ndigen
Referenzierung urbaner Szenarien. Diese Arbeit beschra¨nkt sich darauf, die relevanten
Objekte mittels satellitengestu¨tzter Koppelnavigationssysteme zu referenzieren. Pro-
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blematisch ist bei dieser Vorgehensweise jedoch die Satellitenabha¨ngigkeit der Refe-
renzsensorik. Eine Referenzierung ist damit nur unter Einschra¨nkungen, z. B. freiem
Himmel auf dem Pru¨fgela¨nde, belastbar. Fu¨r urbane Szenarien sind die aktuell verfu¨g-
baren Systeme, je nach Situation und Satellitenempfang, kritisch zu hinterfragen oder
sogar ungeeignet. Daher besteht bezu¨glich der belastbaren Referenzierung von Objek-
ten im urbanen Umfeld Forschungsbedarf.
• Das vorgestellte Modell ist fu¨r einen das Fahrzeugvorfeld beobachtenden Sensor ausge-
legt. Bezu¨glich der Erweiterung auf eine 360◦ Rundumsicht durch die Fusion mehrerer
Sensoren besteht weiterer Forschungsbedarf.
• Bisher nutzen die Algorithmen fu¨r die Berechnung der Abbiegewahrscheinlichkeiten
an den Kanten und Knoten gespeicherte Statistiken aus Verkehrsza¨hlungen. Fu¨r die
Initialisierung aus der Geschwindigkeitshistorie werden durch die Sensorik gesammelte
Informationen genutzt. Fu¨r beide Ansa¨tze ist eine Erweiterung um zusa¨tzliche dyna-
mische Informationen, wie Extended Floating Car Data, erstrebenswert.
• Unvorhergesehene Mano¨ver (Objekt verha¨lt sich nicht konform bezu¨glich der Fahrstrei-
fenmarkierungen, z. B. beim U-Turn) werden beim vorgestellten Active-Interacting-
Multi-Model-Filter mit einer Verzo¨gerung erkannt. Je nach Applikation ist hier even-
tuell eine inverse Implementierung sinnvoll: So ko¨nnte man bei einer Objekthypothese,
die sich auf einem expliziten Linksabbiege-Fahrstreifen befindet, bei der Wahl der U¨ber-
gangsmatrizen mit einer hohen Wahrscheinlichkeit von einer Geradeaus-Fahrt oder ei-
nem Rechtsabbiegen (also den unerwarteten Mano¨vern) ausgehen. Dies ermo¨glicht ein
fru¨hes Erkennen unerwarteter (und damit potentiell gefa¨hrlicher Mano¨ver) und ein spa¨-
teres Erkennen der erwarteten Mano¨ver (die auch vom Fahrer erwartet werden und die
er damit eher selbst beherrscht). Daher besteht bezu¨glich der applikationsabha¨ngigen
Adaption der U¨bergangsmatrix ebenfalls Forschungsbedarf.
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