Abstract-Quality of Service (QoS) is the idea that transmission rates, error rates, and other characteristics can be measured, improved, and, to some extent, guaranteed in advance. It is difficult to guarantee the performance requirements for various services with current Internet. Therefore, meeting ever-growing QoS requirements for those services is an urgently resolved problem. In this paper, we design a novel QoS-enabled management framework to create an end-to-end communication service over software defined networking (SDN). This framework classifies flow into different level and allocates network resource dynamically to ensure the request of services. The High priority flow will be rerouted by route optimization algorithm when the original path can't provide available bandwidth. Once there is no feasible path for high priority flow, this framework will enable queue mechanism to guarantee the transmission of QoS flow. We present the simulation experiment to validate the performance of our framework. Furthermore, we deploy this framework into our physical testbed to proof the feasibility and expandability. Experiment results have shown that an effectively improve on QoS can be achieved for various services using our framework. 
I. INTRODUCTION
The Internet, as a large scale networking system experiencing an enormous change, faces some unexpected challenges to satisfy various services request. Some applications, such as multimedia, video conferencing, Voice over IP (VoIP) etc. have been getting increasingly popular on Internet, which require higher bandwidth resource, for example throughput for real-time multimedia services, low latency (delay) for VoIP, or online gaming with low jitter. In order to try to satisfy the requirement of aforementioned services, the current Internet architecture exposes fatally defect.
According to research, some new schemes to maximize system-wide users' Quality of Experience (QoE) is the important aspect among many challenges.
Therefore, a variety of techniques have been proposed to achieve preferable quality of service including overprovisioning, buffering, traffic shaping, the bucket algorithm, resource reservation etc. Over the past decade, the Internet Engineering Task Force (IETF) has explored several QoS (quality of service) architectures, but none has been truly successful and globally implemented. Introduced by the model of Integrated Services (IntServ) [1] , signaling protocol resource reservation protocol (RSVP) provides applications with guarantee over throughput and delay by resource reservation at each router along the flow path calculated by a routing protocol. Although with IntServ, the network is able to provide end-to-end QoS, it has a scalability problem as it is based on individual flows. Differentiated Services (DiffServ) simplifies the network operation and improves the flexibility of resource allocation [2] . However, due to lack of resource reservation, DiffServ can't meet the reliability of end-to-end connection. Although tunneling with Multi-Protocol Label Switching (MPLS) [3] provides a partial solution, it lacks of real-time reconfigurability and adaptivity.
Software Defined Networking (SDN) is a novel network paradigm that decouples the forwarding plane and control plane. The most significant feature of SDN is to provide centralized control and global view of the network. SDN enables network programmability which is infeasible in traditional network. The forwarding plane is located inside the network and is able to provide basic forwarding functionality such as classification, marking, metering and scheduling. The control plane is located on one or more servers and manages the forwarding plane remotely. The centrality characteristic of SDN lessens the load of legacy forwarding device because of the controller undertakes partial protocols and algorithm. OpenFlow protocol, which is one candidate standard technology and communication interface to realize SDN, enables the communication between control plane and forwarding plane [4] .
We take full advantage of SDN's characteristic to implement QoS management framework which makes up deficiency of legacy network. We classify the flow into QoS flow and best-effort flow which following shortest path originally. The QoS flow means that it needs more network resource and QoS parameters, such as bandwidth, packet loss, jitter, delay, throughput, must be guaranteed. Our framework runs dynamically routing algorithms in which a routing path selection is done based on network link characteristics such as available bandwidth and link utilization when the link occurs congestion condition. Depending on the requirement of users or application feature, we combine the queue technique to guarantee the transmission of the high priority flow. We test our implemented framework in simulator and physical environment respectively, which have multipath ring topology. The evaluation results show that our framework can apply to a variety of topology flexibly.
The rest of this paper is organized as follows. Section II reviews the main technologies for QoS provisioning and the research advances of QoS routing algorithms in traditional network and SDN. Section III presents the QoS implement framework we proposed in this paper and optimization scheme for route allocation. Two kinds of Evaluation experiments and test results are discussed in Section IV. Finally, Section V concludes the paper.
II. RELATED WORK
In current Internet, there are two classical QoS frameworks that are IntServ and DiffServ have been proposed in the literature. IntServ, resources are reserved based on each flow in all networking devices, and in Diffserv, traffic is classified at the network boundary, and assigned them to a behavior aggregate. Due to the shortage of two QoS frameworks, they haven't been widely deployed in today's networks. Although some techniques combine the IntServ with DiffServ to make full use of the superior characteristic of them, they still expose inevitable problem in large-scale network.
There are many kinds of solutions have been proposed to guarantee QoS requirement in the IP network. Wonho et al. [5] has designed a network QoS control framework for converged fabrics, which can program a network of devices with the necessary QoS parameters. Nevertheless, they implement the extensional work in the legacy network so that their work lacks of centralized control and vision for network resource. Ref [6] describes an adaptive measurement framework that dynamically adjusts the resources devoted to each measurement task, while ensuring a user-specified level of accuracy. To efficiently use TCAM resources, Ref. [7] proposes a rule multiplexing scheme, which study the rule placement problem with the objective of minimizing rule space occupation for multiple unicast sessions under QoS constraints.
Using the characteristic of logically centralized, SDN provides a novel optimization approach for QoS control in recent years. WANG et al. [8] propose the AQSDN that can configure the QoS features autonomically in OpenFlow enabled switch through extending the OpenFlow [4] and OF-Config protocols [9] . However, this work requires extend the OpenFlow and OF-Config protocols that can't deploy flexibility and extensively. QoSFlow [10] is a proposal to bring Linux packet scheduler control (i.e. Shaping by using Hierarchical Token Bucket, Scheduled by using Stochastic Fairness Queuing and Congestion avoidance by using Randomly Early Detection) in OpenFlow networks by extending standard datapath and the protocol. Ref [11] proposed CheetahFlow that a novel scheme to predict frequent communication pairs via support vector machine and detect the elephant flows and rerouted to the noncongestion path to avoid congestion. Hilmi et al. [12] described the distributed QoS architectures for multimedia streaming over SDN, which is based on the foregone work: OpenQoS [13] . They consider an optimization model to place on QoS guaranteed routes dynamically to meet the multimedia streaming requirements in the inter-domain. The OpenQoS only guarantees the media flow and can't differentiate the flow level. Ref [12] proposed employing dynamic routing to minimize the adverse effects of QoS provisioning on best-effort flows. However, it is possible that there are no enough available paths to be rerouted for QoS flows which lead to poor performance for transmission of QoS flow in complex network. On the basis of OpenQoS, Ref [15] optimized the routing algorithm and proposed an adaptive routing approach for video streaming, which will reroute the feasible path for base layer packets or enhancement layer packets, but it will can't guarantee the QoS of video streaming when there no available bandwidth in current network. In [16] , Akella and Xiong present QoS guaranteed approach for bandwidth allocation that satisfies QoS requirements for all priority cloud users. However, they run flow controller and flow client on the OpenvSwitch node [17] , which hasn't used OpenFlow protocol.
For QoS routing algorithms, Ref [14] describes two algorithms that are Randomized Discretization Algorithm (RDA) and Path Discretization Algorithm (PDA) to solve the ε-approximation of Delay-Constrained Least-Cost routing (DCLC). Their simulations show that RDA and PDA run much faster than other route algorithm on average. In our QoS control framework, we follow the Chen's randomized discretization model to reroute the feasible path dynamically when the current path can't provide sufficient bandwidth. For the condition of failing to calculate candidate path, our approach presents robust QoS control to satisfy the requirement of high priority flow by differentiating the flow level and combining the queue technique.
III. QOS FRAMEWORK FOR SDN

A. Overview
To coordinate the allocation of network resource in SDN, our framework must have a good knowledge of the utilization state (e.g. network load, delay and jitter, available bandwidth of the link) for every device [18] . Therefore, we create a thread to monitor the state of network resource periodically in the controller. The monitoring model collects state data from forwarder devices, which not only be used as estimate parameters for network condition, but also be used as input data for route decision. Besides, we add the Address Resolution Protocol (ARP) proxy to reduce the frequent communication between the switch and the controller that maybe lead to heavy load for controller. OpenFlow standard, which enables remote programming of the forwarding plane, is the first SDN standard and a vital element of an open software-defined network architecture. In our framework, the SDN controller can run multiple algorithms simultaneously. Then we select the shortest path by Dijkstra algorithm for the raw traffic and calculate feasible path for high priority flow according routing optimization algorithm when their service request can't be satisfied. Furthermore, using the queue policy to guarantee the quality of service of high priority when multiple QoS flows fight the common route improves the performance of services obviously. The design principle is that our architecture must be compatible with current OpenFlow specification which needn't extra modification for switch hardware, OpenFlow protocol and end hosts. This approach ensures that our solution is practical with little extra effort to upgrade.
The QoS framework our proposed is shown in Fig. 1 . It includes six models to complete QoS control in controller. The classifier model will differentiate the traffic type depending on Type of Service (ToS) field in IPv4 header or source IP address when they get to controller. State collector stores the monitoring data collecting from forwarding devices, and it will be analyzed by state manager model. The routing optimization function will calculate the available path when the original route can't guarantee the transmission of services. Rule generator will package route information received from route generator and control information into flow entry. To implement the presented framework, we assume that: (1) ignore the extra cost produced by the controller monitoring the forwarder devices periodically and optimizing routing, (2) there exist multipath in the topology, and (3) the controller is able to run both the OpenFlow protocol and the OVSDB protocol. The OVSDB protocol is standardized by the Internet Engineering Task Force and is based on JavaScript Object Notation-Remote Procedural Calls (JSON-RPCs). It already implements in one of the OpenFlow software switches (OpenvSwitch) [17] . And our framework resolves three challenge problem: (1) we send the port stats request message which supported by OpenFlow specification to the OpenFlow-enable switch to acquire the port statistics that can be used to detect the condition of links. (2) In order to enhance the efficiency of controller, we delete the original flow entry to trigger controller install the new flow entry through route calculate function instead of modifying the original flow entry. (3) Different level flow can be mapped into related queue that had configured by OVSDB protocol. The workflow of our framework is described below: 1) In the beginning, controller configures different level queues on each port of OpenFlow switches using the OVSDB protocol. It is performed when the controller establishes an OpenFlow session with OpenFlow switches.
2) The controller originally chooses the shortest path for QoS flows and best-effort flow depending on Dijkstra algorithm supported by a few controllers such as Floodlight [19] and POX [20] . 3) Flow and port statistics are collected from the switches periodically through OpenFlow protocol and analyzed in state manager to estimate the network condition.
Application Services 
B. Dynamical Allocate Route
We consider the route optimization as a Constrained Shortest Path (CSP) Problem, which is the important part in select a cost metric and constrains where they both characterize the network conditions and support the QoS requirements. However, the CSP problem is known to be NP-complete, much research has been designing heuristic algorithms that solve the  -approximation of the problem with an adjustable accuracy. A common approach is to discretize the link delay of link cost, which transforms the original problem to a simpler one solvable in polynomial time. There are many QoS parameters such as packet loss, delay, delay variation (jitter), bandwidth and throughput to measure the performance of network. Hilmi et al. [11] described that some QoS indicators may differ depending on the type of the application. For example, multimedia applications that have the sensitive require for total delay and video streaming are based on delay variation to guarantee the quality of experience. In this paper, our proposed algorithm follows Chen's model and we employ the packet loss and delay which are universal QoS indicators for a lot of service requirement as the constrained parameters. The constrained shortest path problem will be transformed into determination of a minimum cost s-t path with delay at most a nonzero integer T. Similarly, our framework can be extended by using other indicators depending on the type of application.
The Delay-Constrained Least-Cost routing problem (DCLC) is to find the cheapest feasible paths from s to t, which is NP-complete problem. If the link delays are all integers and the delay requirement is bounded by an integer  , the problem can be solved in time
n by Joksch's dynamic programming algorithm [21] or the extended Dijkstra's algorithm. However, for arbitrary delays, most common solutions are to discretize the delay to integers in each link and then find a path P by Joksch's algorithm or the extended Dijkstra's algorithm. Therefore, we propose that using the Randomized Discretization Algorithm (RDA) to discretize the delay and calculate candidate path for QoS flow, which is based on Dijkstra's algorithm and considers two additive metrics [14] . We regard a network as a directed simple If the result is not an integer, it is rounded to the nearest smaller integer or to the nearest larger integer randomly by randomized discretization algorithm such that the mean error is zero. 
The discretized delay of a path P is
The discretization error of a link  
and the discretization error of a path P is
The pseudo code of RDA shown in Table I could solve the  -approximation of DCLC, which has been proved by Chen [14] . Two-dimensional array 
C. Queue Technique and Policy
For every router or switch, QoS configurations are assigned to queues, which are related to ports. Each port has a number of queues that have been divided into different levels, assigned to it (The number is about 8). Packets which are going to be forwarded are first assigned to one of these queues, and then getting forwarded from that port. Different QoS parameters, such as maximum and minimum bandwidth cap are configured to these queues. Fig. 2 shows the different levels flows are mapped into pre-create queues. Our scheme combines the queue technique to guarantee the QoS of higher priority flow when there are multiple kinds of flows shared the same path.
Each application service has different needs for network resource. Thus we classify the traffic flows as two type; QoS flow and best-effort flow, and distinguish the best-effort flow from QoS flow since the best-effort flow is served as the best-effort basis rather than any QoS requirement. There are many methods to differentiate the type of flows such as the type of service, application type and IP address. Furthermore, QoS flow was classified as two sub-types in this research, QoS flow-1, QoS flow-2 that represent different level priority. Similarly, it also can be divided into more sub-types depending on the real situation. The QoS flows will enter the higher priority queue to acquire sufficient bandwidth resource. 
IV. EVALUATION
In this section, we introduce the prototype implementation in two kinds of experiment environment. Firstly, we test the emulation experiment in Mininet emulator to observe the efficiency of the scheme we proposed. Secondly, we implement our scheme in physical devices environment to verify the feasibility and expandability. Eventually, we evaluate the performance of our scheme from different QoS metric.
A. Emulation Environment
Our scheme is implemented in RYU controller 3.15 [22] and the experiment topology is emulated by Mininet 2.2.0 [23] shown in Fig. 3 . In this test scenario, we use OpenvSwitch 2.3.1 [17] which is a production quality multilayer virtual switch as forwarding devices and OpenFlow1.3 is communication interface between controller and forwarder. We generate contending flows from the three hosts (H1, H3 and H5) connected to the switches and observe how our QoS control scheme affects the performance of QoS flows.
In order to simulate the real-time environments traffic, we customize iperf network test tool [24] and generate three flows as shown in Table II . We set the minimum bandwidth request ratio for QoS flows and cross-traffic respectively. The service won't be guaranteed when traffic request exceed the threshold of link bandwidth. QoS flow 1 has higher priority than QoS flow 2 and we change the congestion level by injecting cross-traffic that is best-effort flow into network. To observe the direct effect of QoS control on the flow performance, we use UDP to set specified bandwidth for two QoS flows and cross-traffic. For QoS flow1, QoS flow 2 and cross traffic, they have different level priority and QoS flow1 is the highest priority flow while cross-traffic has lowest priority. We send the QoS flow 1 and QoS flow 2 firstly to the destination host at time zero while cross-traffic stated at 20s. Initially, the path s1->s2->s7 is selected as original route calculated by Dijkstra algorithm for three test flows. Before 20s, the service requirement of QoS flow 1 and QoS flow 2 can be guaranteed by current network because of the path s1->s2->s7 still has remaining bandwidth. However, the QoS flows have jittered when cross-traffic gets to network due to the current bandwidth can't provide the request of three test flows simultaneously that the total bandwidth exceed the restrict threshold. Fig. 4 shows the time-varying throughput for QoS flow 1, QoS flow 2 and cross-traffic. Due to the cross-traffic is burst UDP, it will causes throughput fluctuations for network flow when it gets to network. We present a comparison of our experiment results by using the proposed approach with the ones without a use of the proposed approach that provides best-effort services. The cross-traffic gets to network at 20s leads to the congestion of current link and lower the throughput of three test traffic. Then we turn on our QoS control scheme at 40s and observe the significant throughput change for QoS flow 1 and QoS flow 2. In the Fig. 4 , after implementing our QoS control framework, the throughput of two QoS flows and crosstraffic have increased and trended to steady state quickly. The routing algorithm calculates an available route for QoS flow1 and guarantees the request of it. The QoS flow turns to new route by deleting the original entries that will trigger the controller encapsulates the new entries and installs into OpenFlow-enabled switch. Then QoS flow 1 can be guaranteed by selecting another lowestload path. Experiment shows that routing algorithm hasn't found appropriate route for QoS flow 2 because of the constraint of cost and delay. However, QoS flow 2 has higher priority than cross-traffic so it can be guaranteed by mapping into high priority queue. In general, our scheme ensures highest priority traffic firstly and tries to mitigate the effect on best-effort traffic.
The delay variation of three test flows is shown in Fig.  5 . The QoS flow 1 and QoS flow 2 have suffered from great fluctuation when cross-traffic gets to network at 20s. Three test flows keep jittering between 20s and 40s because of without our QoS control scheme. The delay variation of QoS flow 1 and QoS flow 2 has decreased after we turn on QoS control at 40s. Although QoS flow 2 still exist fluctuation that influenced by cross-traffic. It is acceptable for many applications to satisfy the quality of transmission. The background traffic is limited to provide available bandwidth for QoS flow. We also evaluate the packet loss ratio among the implement for our proposed scheme in Fig. 6 . Similarly, the phenomenon of packet loss has disappeared when QoS flow 1 reroute another path and cross-traffic is mapped into low priority queue. 
B. Physical Environment
In order to verify the scalability and reliability, we implement our scheme into physical devices that have installed the OpenFlow 1.3 software switch [25] , which is based on user-space software switch implementation. We install DELL INTEL I350 T4 QP four interface gigabit Ethernet network card into Lenovo M43620 to extend network interface. We establish three of software switches and six hosts to verify our scheme shown in Fig  7. The Dell Latitude E6530 acts as controller which running RYU and the Lenovo M4360 acts as host to send network traffic. We use the same test model as scenario A. The characteristic of flow also follows Table II and we use iperf to generate UDP traffic. We will send the crosstraffic at 20s to increase the load of link. The routing algorithm will calculate the new path when the monitor module discoveries the network congestion phenomenon. The QoS flow 1 that followed path S1->S2 will be rerouted to S1->S3->S2, which can guarantee the request of QoS flow 1 and lower the influence of best-effort traffic. Although the link between S1 and S2 is mitigated by rerouting, it still can't ensure the transmission of QoS flow 2. Then the Queue mechanism will be started to guarantee the higher priority flow.
The Fig. 8 shows the results of experiment in packet loss ratio. The QoS flow 1 and QoS flow 2 have been disturbed when cross-traffic got to network at 20s.There appear to uncontrollable packet loss ratio for three flows striving for limited resource. However, the interference was prevented quickly once we start QoS control at 30s. The QoS flow 1 reaches to zero packet loss after QoS control and QoS flow 2 can be satisfied in spite of there exist few packet loss, which is accept value for a mount of services. We will sacrifice the lowest priority traffic successively when there are multiple flows shared the common resource. Therefore, the cross-traffic will be limited to liberate the available network resource for high priority flow. We implement Monte-Carlo simulations for our prototype framework in different experiment scene, which means we repeat each test scenario 20 times and evaluate the corresponding average throughput, packet loss and delay variation. For each test scenario, we perform the comparison with traditional best-effort Internet routing which will provide shortest path for network traffic. We verify our QoS control framework in Mininet emulator and physics devices that provide the theoretical basis and real support to accommodate complicated and large-scale network. The results are depicted in Fig. 4, Fig. 5, Fig. 6 and Fig. 8 , and we observe that the proposed QoS routing approaches improves the congestion condition significantly. In addition, combining queue technique, our scheme also provides QoS at full team for high level flow even though lacking of available bandwidth.
V. CONCLUSION
In this paper, we present a novel QoS management framework to guarantee the QoS of specific flow. We differentiate the traffic flows into QoS flow and besteffort flow when the flows get into the edge switch. Our approach will reroute the flow dynamically when the network occurs congestion condition. In order to guarantee the QoS of high priority flow when there exist multiple network flows shared the common path, we employ the queue technique to satisfy the requirement of service. We implement our framework in the Mininet emulator and physical platform that represent the two kinds of scenarios to verify the reliability and feasibility. Extensive experimental results demonstrate that our scheme significantly guarantees the requirement of QoS flows. Besides, our scheme also supports video streaming, multimedia applications that evaluate with different QoS indicators. In the future work, we will do further verification research in more complicated and large-scale network environment.
