Combination of forecasts from survey data is complicated by the frequent entry and exit of individual forecasters which renders conventional least squares regression approaches infeasible. We explore the consequences of this issue for various combination methods in common use and propose a new method that projects actual outcomes on the equal-weighted forecast to adjust for biases and noise in the underlying forecasts.
Introduction
Evidence of in-sample predictability−established on the same sample used to estimate and select the forecasting model−is widely regarded as being insufficient to demonstrate the value of the resulting forecasts to a decision maker. By ignoring problems associated with parameter estimation errors, model uncertainty and data availability, in-sample forecasts can grossly overstate evidence of genuine predictability. Real-time forecasting experiments are designed to deal with such problems. Establishing that a variable could have been predicted in real time requires using the original data vintages ( Many of these issues are not a concern when it comes to evaluating forecasts from survey data. By construction, such forecasts were computed in real time. However, when interest lies in real-time combination of survey forecasts, new problems arise. An important issue that has largely been ignored in the literature on forecast combinations is that most expert surveys take the form of unbalanced panels as individual forecasters frequently enter and exit from the surveys. This issue is pervasive and affects the Livingston survey, the Survey of Professional Forecasters (both maintained by the Federal Reserve Bank of Philadelphia), the Michigan surveys (Survey Research Center, University of Michigan), the survey of the Confederation of British Industry (CBI), Consensus Forecasts (Consensus Economics) and surveys of financial analysts' forecasts of corporate earnings (Institutional Brokers' Estimate System, IBES).
As an illustration of this problem, Figure 1 shows how participation in the Survey of Professional Forecasters, available from the Federal Reserve Bank of Philadelphia, evolved over the 5-year period from 1995 to 1999. 1 Each quarter, participants are asked to predict the implicit price deflator for Gross Domestic Product. Forecasters constantly enter, exit and re-enter following a period of absence, creating problems for standard combination ap- 1 For more on the Survey of Professional Forecasters see Croushore (1993) .
proaches that rely on estimating the full covariance matrix for the individual forecasts. Such approaches are not feasible since many forecasters may not have overlapping data and so the covariance matrix cannot be estimated.
This paper considers ways to combine expert opinions that work even in the presence of forecast data that is incomplete with many missing observations. We consider methods such as the equal-weighted average, odds ratio or the previous best forecast in addition to least squares and shrinkage methods modified by trimming forecasts from participants who do not report a minimum number of data points. We also propose a new and very simple approach that first computes the equal-weighted forecast and then projects the realized value on a constant and this forecast. This affine transformation of the equal-weighted forecast does not require each of the underlying forecasts to be unbiased. Furthermore, it can be shown to be optimal for a wider set of parameterizations of the covariance matrix of forecasts than the simple equal-weighted forecast. The method only requires estimating an intercept and a slope parameter through linear projection. Finally, since the method nests the standard equal-weighted forecast (obtained with a zero intercept and a slope of unity), it is easy to test if it improves upon the standard forecast.
We compare the real-time forecasting performance of these methods through Monte Carlo simulations in the context of a common factor model that allows for bias in the individual forecasts, dynamic dependencies in the common factors, and heterogeneity in individual forecasters' ability. In situations with a balanced panel of forecasts the least squares combination methods perform quite well except for when the cross-section of forecasts (N) is large relative to the length of the time-series (T ). If the parameters in the Monte Carlo simulations are chosen so that equal-weights are sufficiently suboptimal in population, leastsquares combination methods dominate the equal-weighted forecast. Interestingly, however, the simple modification of projecting the outcome on an intercept and the equal weighted forecast continues to outperform regression-based and shrinkage combination forecasts even in many of these experiments.
In the simulations that use an unbalanced panel of forecasts calibrated to match actual survey data, the simulated ("pseudo") real-time forecasting performance of the least squares combination methods deteriorates relative to that of the equal-weighted combination. This happens because the panel of forecasters must be trimmed to get a balanced subset of forecasters from which the combination weights can be estimated by least squares methods.
This step entails a loss of information relative to using the equal-weighted forecast which is based on the complete set of individual forecasts. The out-of-sample forecasting performance of the projection on the equal-weighted forecast continues to be very good in the unbalanced panel since this approach makes use of the full set of forecasts in the first stage and then adjusts for any biases remaining in the equal-weighted forecasts in the second stage.
These conclusions are confirmed in an empirical application to inflation forecasts based on the Survey of Professional Forecasters (the data shown in Figure 1 ). Our analysis estimates combination weights recursively and uses these to compute out-of-sample forecasts. We evaluate these forecasts using both real-time and revised data for actual values. The method that bases the forecast on a projection of the actual value on the equal-weighted forecast is found to do very well out-of-sample compared to a range of alternatives in common use.
The plan of the paper is as follows. Section 2 presents a theoretical framework that allows us to establish conditions under which equal-weights are optimal in population. Section 3 describes commonly used estimation methods from the forecast combination literature and introduces the projection on the mean forecast. Section 4 conducts a Monte Carlo simulation experiment based on the common factor model from Section 2, while Section 5 provides an empirical application to inflation forecasting. Section 6 concludes. In this section we establish conditions under which it is optimal (in a population sense)
to use equal-weighted forecast combinations and when it is not. This sets a benchmark that proves helpful in understanding the finite-sample forecasting performance in simulations and experiments with actual data. It also points towards directions for improving on the simple average forecast.
Let the variable we are interested in forecasting one step ahead given information at time t be denoted by Y t+1 and assume that an N ×1 vector of forecasts computed at time t,Ŷ t+1|t , is available. We follow common practice and minimize mean squared error (MSE) loss so only the first two moments of the joint distribution of the predicted variable and forecasts matter:
Define the forecast errors associated with the N forecasts as e t+1,t = Y t+1 ι −Ŷ t+1|t , where ι is an N × 1 vector of ones. From (1) the covariance matrix of the forecast errors,
, is given by:
Suppose that the individual forecasts are unbiased so that μ =μ y ι and consider minimizing the expected forecast error variance subject to the constraint that the weights add up to one (so the combined forecast remains unbiased):
Assuming that Σ e is invertible and solving the associated Lagrangian optimization, we get the standard solution for the optimal weights:
In general the optimal weights depend on the full covariance matrix, Σ e . Only in very 2 To simplify the notation we drop t subscripts on these moments, but it is implicit that all moments can depend on conditioning information available at the time the forecast is computed. The results can easily be generalized to an arbitrary h−step forecast horizon. special cases does (4) reduce to equal weights−the most prominent special case being when the forecast errors have identical variance, σ 2 , and identical pair-wise correlations, ρ, (−1 < ρ < 1). In this case we get:
where I is the N × N identity matrix. Inserting this expression in (4), we have:
and it follows that the optimal weights are given by:
Hence equal-weights are optimal in situations with an arbitrary number of forecasts when the individual forecast errors have mean zero, identical variance and (arbitrary) identical pairwise correlations. The weights add up to unity only as a result of imposing these constraints and will not otherwise hold in general. In the absence of some notion of the underlying data generating process, it is difficult to tell how plausible such constraints are so we next turn to a model that allows us to better interpret the constraints.
A Common Factor Model
Realistic and empirically plausible covariance structures can be obtained from common factor models which are widely used empirically to forecast macroeconomic and financial time 
where we assume that E [ε it+1 ε jt+1 ] = 0 if i 6 = j, and E[ε it+1 ε yt+1 ] = 0 for i = 1, ..., N. As we shall see, an advantage of this model is that it is sufficiently rich to cover a variety of empirically relevant scenarios.
Dynamics in the n f common factors can also be introduced:
where D ε F is an n f × n f diagonal matrix with entries: 
where I {i=j} is an indicator function that equals unity if i = j and otherwise is zero.
This model nests several cases of common interest. A particular forecast is conditionally unbiased when μ i = μ y , β iF = β yF and σ
increases, an increasingly important noise component is added to the forecasts which become less valuable and it becomes more attractive to combine forecasts rather than using a single prediction. Such noise may be due to model misspecification such as when the wrong predictor variables or predictor variables subject to measurement errors are used in the forecaster's model. When σ Since the factor model is quite general, we impose additional structure to ensure that the individual forecasts are sensible. In particular, notice that the best linear projection of Y t
We can choose parameter values such that this is equal to unity, ensuring that the individual forecasts are unbiased, a restriction often deemed sensible.
Furthermore, letting σ
., N, assuming (purely for simplicity) that there is no factor dynamics (B F = O) and letting β iF = βι, β yF = β y ι,
we have:
and so the optimal combination weights are:
Equal weights that sum to unity are optimal in this setting provided that:
This constraint only holds in the special case where:
Using identical combination weights that sum to unity is clearly only optimal as a very special case and restricting the individual forecasts to be unbiased through (9) does not, in general, ensure that it is optimal to use equal weights. Furthermore, variations in the variancecovariance parameters introduce heterogeneity in forecasting performance and generally have the effect of moving the optimal weights even further away from 1/N .
Conversely, if β iF = β jF and σ
εj for all i, j, then all diagonal elements of Σŷŷ are identical as are the off-diagonal elements. This means that equal weights are optimal although the weights will not necessarily sum to one. In such situations the optimal forecast is formed as a scalar (not necessarily equal to one) times the equal-weighted average of the individual forecasts. While still a special case, this covers many more situations than the case where the simple equal-weighted forecast is optimal.
Methods for Estimating Combination Weights
The theoretical analysis in the previous section suggested that equal-weighted combinations are only optimal under a set of highly restrictive conditions on the joint distribution of the forecasts and target variable. That this forecasting method generally performs so well empirically can therefore in all likelihood be attributed to the fact that it does not require the estimation of any combination weights. In practice, parameter estimation error is an important determinant of relative forecasting performance. This also explains why least squares methods which require estimating the covariance matrix of forecast errors tend to perform poorly empirically and why shrinkage towards equal-weights−a practice that introduces bias but reduces the effect of parameter estimation errors−often is found to improve on least squares methods. Clearly the effect of estimation error on forecasting performance can be very significant.
To address this point we next describe a variety of methods for forecast combination in common use and propose a new and simple method that modifies the equal-weighted
which serves as a natural benchmark. Another option is simply to use the previous best model based on past performance. This approach places all the weight on the single forecast with the lowest historical MSE-valuê
, where
While it may seem that this method does not require any estimation, this is not quite true since the ranking of the various models itself follows a stochastic process that may lead to shifts in the selected model as new data emerges.
Least Squares Estimation of Combination Weights
It is common to estimate combination weights by ordinary least squares, regressing realizations of the target variable, Y τ on the N-vector of forecasts,Ŷ τ |τ −1 using data over the period τ = 1, ..., T :ω
Different versions of this least squares projection have been proposed. Granger and Ramanathan (1984) consider three regressions:
The first and second of these regressions can be estimated by standard OLS, the only difference being that the second equation omits an intercept term. The third regression omits an intercept and can be estimated through constrained least squares. The first and more general regression does not require the individual forecasts to be unbiased since any bias can be adjusted through the intercept term, ω 0 t . In contrast, the third specification is motivated by an assumption of unbiasedness of the individual forecasts. Imposing that the weights sum to one then guarantees that the combined forecast is also unbiased. 3 One could further impose convexity constraints 0 ≤ ω i t ≤ 1, i = 1, .., N t to rule out that the combined forecast lies outside the range of the individual forecasts.
An obvious problem with this approach is that it is very poor at handling unbalanced data sets such as those from the Survey of Professional Forecasters shown in Figure 1 . It is simply not feasible to estimate the complete covariance matrix for this type of data. In such cases, minimum data requirements must be imposed and the set of forecasts trimmed. For example, one can require that forecasts from a certain minimum number of (not necessarily contiguous) common periods be available.
To partially address this issue, we also apply a weighting scheme which, for forecasters with a sufficiently long track record, uses weights that are inversely proportional to their historical MSE-values, while using equal-weights for the remaining forecasters (normalized so the weights sum to one).
Shrinkage
Shrinkage methods have been widely used in forecasting. For example, Stock and Watson (2004) propose shrinkage towards the arithmetic average of forecasts. Letω i t be the leastsquares estimator of the weight on the ith model in the forecast combination obtained, e.g., from one of the regressions in (14) . The combination weights considered by Stock and Watson take the form:
where κ regulates the strength of the shrinkage with larger values of κ implying a lower ψ t and thus a greater degree of shrinkage towards equal weights. As the sample size, T , rises relative to the number of forecasts, N, the least squares estimate gets a larger weight.
While this approach can be assumed to work well in some situations, because it is based on the least squares estimator it is also likely to suffer from the deficiencies of that approach.
Conversely, for fixed values of T and N, larger values of κ correspond to more shrinkage towards equal-weighting (smaller ψ t ) and hence present some of the problems associated with using equal weights.
Odds Matrix Approach
The odds matrix approach (Gupta and Wilton 1987) computes the combination of forecasts as a weighted average of the individual forecasts where the weights are derived from a matrix of pair-wise odds ratios. Each entry in the matrix is interpreted as the odds that forecast i will outperform forecast j. If the odds matrix is denoted O, then the weight vector, ω, is obtained from the solution to (O − N I) ω = 0, where I is the identity matrix. 4 Estimation of the matrix O is accomplished by estimating the pair-wise probabilities π ij that represent the probability that the ith forecast will outperform the jth forecast in the next realization. 
, where a ij is the number of times forecast i had a smaller absolute error than forecast j in the historical sample. 5 
Projection on the (Equal-Weighted) Mean
We next propose a new method for forecast combination that exploits some of the advantages of using the equal-weighted average but uses information in this average in a more flexible manner. To motivate the approach, consider the following insights from the literature on forecast combination (for a survey, see Timmermann 2006 ): (i) estimation of additional parameters used to combine the forecasts quickly leads to deteriorating forecasting performance; (ii) individual expert forecasts are often biased and the slope coefficient in a regression of the realized value on individual forecasts often differs from unity; 6 (iii) bias correction is best done at the level of the combined forecast by including a single intercept and more refined adjustments generally do not lead to large improvements; (iv) forecasts from data sources such as surveys are generally highly unbalanced which makes standard covariance-based approaches difficult to apply.
Based on these considerations, we propose a simple affine transformation of the equal-
Y t+1|t =α t +β tȲt+1|t .
( 1 5 ) This extension of the equal-weighted combination only requires estimating two parameters, α and β, which can be done through least squares regression. As in the case with the simple equal-weighted average, information from forecasters with no more than a single data point can be used. By including a constant, the forecast combination method adjusts for biases that may be present in the individual forecasts as well as in the aggregate. By allowing for a slope coefficient different from unity, as shown in Section 2, the method is likely to work well under a much broader set of scenarios than the simple equal-weighted forecast.
Monte Carlo Simulations
To analyze the determinants of the performance of the various forecast combination methods, we next conduct a series of Monte Carlo experiments in the context of the factor model described in Section 2. In all experiments we use two factors, n f = 2, so that F = 1, 2. We let the sample size, T , vary from 100 to 500 and 1000 and let the number of forecasts (N) assume values of 4, 10 and 20. This covers situations with large N relative to the sample size t (e.g., N = 20, T = 100) as well as situations with plenty of data points relative to the number of estimated parameters (e.g., N = 4, T = 1, 000). All forecasts are one-step-ahead, simulated out-of-sample, and are computed based on recursive parameter estimates using only information available at the time of the forecast. To forecast Y t+1 we therefore use information only up to period t, including for the estimates of the combination weights,ω t .
The first set of experiments assumes that the individual forecasts are unbiased and set μ y = μ i = 0 (i = 1, ..., N). In the base experiment (experiment 1) we further assume that β i1
solves (10) for all i so the true optimal weights are identical and sum to unity. Furthermore, we set:
In experiments 2-7 we assume that β i1 = 0. 6 Factor-loadings in blocks
. 
Balanced Panel of Forecasters
Results for the case with a balanced panel of forecasts are reported in Table 1 in the form of out-of-sample MSE-values computed relative to the MSE-value associated with the equalweighted forecast (which is thus always equal to unity). In the base scenario the simple equal-weighted forecast performs best since it imposes a true constraint on the combination weights and hence achieves efficiency gains. 7 However, the simple equal-weighted forecast is not producing particularly precise forecasts in the other scenarios (experiments 2-7) even though the parameters of the Monte Carlo experiments are chosen such that the population value of a regression of Y t+1 on the individual forecasts b Y i t+1|t is unity. The reason is that although using equal weights is optimal in settings without cross-sectional heterogeneity (see our discussion in Section 2), the optimal weights need not add up to unity.
In the base scenario (experiment 1) the best combination scheme among those proposed by Granger and Ramanathan (1984) is to exclude an intercept and impose that the weights sum to unity. This holds across all sample sizes and cross-sections−imposing a true constraint ensures efficiency gains. The improvement over the most general least squares regression (GR1) is, however, quite marginal−about 1-2%. Conversely, when the true weights do not sum to unity, as in the second experiment, the most constrained least squares combination (GR3) produces MSE-values that are far worse than the less constrained models (GR1 and GR2). Constraining the intercept to be zero (GR2) leads to marginally better performance than under the unconstrained least squares model (GR1) when this constraint holds as in experiments 2-6, although it leads to inferior performance when the underlying forecasts are in fact biased (experiment 7).
Turning to the shrinkage forecasts, these generally improve on the benchmark equalweighted combination's performance. In most cases the shrinkage approach does as well as or slightly better than the best least squares approach. When the sample size is small, the model with the largest degree of shrinkage does best. However, using a smaller degree of shrinkage becomes superior as the sample size, T , is raised (for fixed N). The benefit from shrinkage is particularly sizeable when the number of models is large as when N = 20.
Although the differences in MSE-values are small, the odds matrix and inverse MSE approaches generally dominate using equal-weights. In contrast, choosing the single best model does not lead to good forecasting performance in the experiments without heterogeneity where (ex ante) the forecasting models are equally good. Combining forecasts therefore works well in such settings as it allows the user to dilute the noise in the individual forecasts.
As expected, the out-of-sample forecasting performance of the previous best model improves as the degree of heterogeneity across models gets stronger and a clearer picture of the single best model emerges.
Factor dynamics−introduced in the third Monte Carlo experiment−leads to deteriorating forecasting performance across all combination schemes. This is not surprising since the effective sample size is smaller in the presence of persistent factors. Interestingly, factor dynamics also has the effect of improving the relative performance of the most general least squares methods (GR1 and GR2), shrinkage and projection on the equal-weighted mean (P EW ).
Heterogeneity in the factor loadings of the various forecasts−introduced by drawing these from a beta distribution−has two effects. First, it means that the true performance now differs across forecasting models. Models with larger factor loadings have a higher R 2 than models with small factor loadings. Secondly, the combination schemes that are based on equal weights now perform worse. This follows from our discussion in Section 2 which showed that (generically) equal weights are optimal only when the forecasts errors have identical variances with the same pair-wise correlations. The effect of weak heterogeneity on the performance of the various combination schemes (β if ∼ Beta(5, 5) in experiment 4) is quite minor. However, as stronger heterogeneity is introduced in the distribution of factor loadings (β if ∼ Beta(1, 1) in experiment 5), the simple equal-weighted forecasts perform worse and using the previous best forecasting model becomes more attractive−although this strategy is still dominated by many of the other combination methods.
When half of the forecasts track factor one while the remaining half of the forecasts track factor two (experiment 6), the benefits from combining over using the single best model (which can only track one factor at a time) tend to be particularly large. Moreover, the projection on equal weights (P EW ) performs very well and the least constrained OLS and shrinkage forecasts also continue to perform well relative to the benchmark.
When we let half of the forecasts be biased with a bias equal to one-half of the standard deviation parameters, the efficiency gain due to omitting an intercept in the least squares combination regression is now more than out-done by the resulting bias. This explains why the general Granger-Ramanathan scheme (GR1) which includes an intercept term now produces better results than the constrained Granger-Ramanathan regressions (GR2 and GR3). The previous best model produces worse forecasting performance than in the case without bias, as there is always the risk of selecting a biased model. Since the shrinkage methods pull the least squares forecast towards the biased equal-weighted forecast, this also explains why the shrinkage schemes perform worse than in the case without a bias and generally produce worse results than the least squares methods. In contrast, the performance of the forecast that uses a projection on an intercept and the equal-weighted forecast is unchanged compared with the results in the second experiment since only the intercept is changed.
Overall, the best forecasting performance is produced by the simple combination method that regresses Y t+1 on an intercept and the equal-weighted forecast,
. This approach produces better results than the equal weighted forecast in all experiments except the first one (for which a small under-performance of up to two percent is observed).
Furthermore, it generally does best among all combination schemes in experiments 2-7, with slightly better results observed for the least squares and shrinkage methods in the presence of strong heterogeneity (experiment 5). 8 
Unbalanced Panel of Forecasters
We next perform the same set of experiments on data generated from the two-factor model filtered so as to mimic the unbalanced panel structure of the Survey of Professional Forecasters data shown in Figure 1 . To this end we first group the experts into frequent and infrequent forecasters defined according to whether a forecaster participated in the survey a minimum of 75 percent of the time. Next, we pool observations within each of the two groups of forecasters and estimate two-state Markov transition matrices for each group, where state one represents participation in the survey while state 2 is absence from the survey. The estimated transition matrices were: 
Among frequent forecasters there is an 84 percent chance of observing a forecast next period if a forecast was reported in the current period. This probability declines to 40 percent if no forecast was reported in the current period. Conversely, the extremely high probability (0.97) of repeated non-participation among the infrequent forecasters shows that this category covers forecasters who rarely participate in the survey.
We use these transition matrices to generate a matrix of zeros and ones that indicates when a forecaster participated in the survey. We then multiply, element-by-element, the zeroone participation matrix with the matrix of one-step forecasts generated from the two-factor model and apply the combination methods to the resulting (unbalanced) set of forecasts.
To apply least-squares combination methods we trimmed those forecasters with fewer than 20 contiguous forecasts or no prediction for the following period. Among the remaining forecasters we next used the largest common data sample to estimate the combination weights. If there were no forecasters with at least 20 contiguous observations or if there are fewer remaining forecasters than parameters to be estimated, we simply use the average forecast for next period. Our simulations assume that the proportion of frequent forecasters is set at 40 percent. This means that we only have to resort to using equal-weights one-third of the time−a number similar to that found in the empirical application in the next section.
Results are reported in Table 2 in the form of out-of-sample MSE-values again measured relative to the values generated by the equal-weighted forecast combination. Since unbalanced panels are more likely to occur in settings with a relatively large number of forecasters, we only report results for N = 20.
Compared with the earlier results in Table 1 , the previous best, odds matrix and inverse MSE approaches perform more like the equal-weighted approach in the unbalanced panel.
A similar finding holds for the least squares combination and shrinkage approaches. The performance of such methods (relative to the simple equal-weighted approach) is therefore relatively worse in the unbalanced panel. Two reasons explain this finding. First, in about one-third of the periods the regression methods revert to using the equal-weighted forecast because a balanced subset of forecasters with a sufficiently long track record cannot be found.
Second, since the regression methods trim the set of forecasters to obtain a balanced subset of forecasts, they discard potentially valuable information. Consequently, these methods perform worse than the equal-weighted average when conditions are in place for the latter to work well and only outperform by a small margin otherwise.
Overall, the P EW method continues to perform better than the other approaches even and 5. The only experiment where a worse (relative) performance is observed is in the sixth experiment with a block diagonal factor structure. However, even in this case the P EW approach remains the best overall.
We conclude that, across the board, the proposed equal-weighted projection method is better than the other methods that can be used when estimation of the full covariance matrix of the forecast errors is not feasible (equal weights, odds matrix or previous best forecast).
It also performs better than the regression and shrinkage approaches modified so they can be used on a balanced subset of forecasters. Although the P EW approach does better in most experiments irrespective of whether a balanced or an unbalanced panel of forecasts is available, the extent to which the P EW approach outperforms tends to be greater in the unbalanced panel.
Application to Inflation Forecasts
To illustrate the performance of the combination methods on actual data we use one-and four-step-ahead inflation forecasts from the Survey of Professional Forecasters. Inflation is measured as the annualized quarterly change in the output deflator using either fully We calculate the mean forecast at each point in time (equal-weighted combination,
t+h|t , where h, the forecast horizon, is either 1 or 4) and use the first R forecasts to estimate the parameters of the regression of Y t+h on an intercept and the equal-weighted forecasts. This projection is then used to generate out-of-sample forecasts for observation R + h. Denoting the full sample size as T + h, up to P = T + 1 − R outof-sample forecasts can be generated in this way. We use either recursive estimation−where the estimation window expands so the first window has R observations and the last window R + P − 1 observations−or rolling window estimation where the length of the estimation window remains fixed at R observations. In both cases we set R = 30, so that we end up with 77 out of sample forecasts for h = 1 and 74 for h = 4.
For the other combination methods we keep forecasters with a minimum of 10 contiguous observations. Finally, we estimate the combination weights on the largest common sample. 9 We also calculated an equal-weighted combination and the projection on the prediction of this group of forecasters.
Before presenting the combination results it is useful to consider the performance of the best individual forecasters. Using one and four-step-ahead forecasts, Figure 2 presents timeseries and histograms of the identification numbers of the survey participants with the best historical forecasting record at a given point in time. While the plots reveal some persistence in the identity of the best forecaster, there is considerable turnover among the forecasters at the top, indicating the potential for successfully combining forecast from this data set. Figure 3 shows time-series plots of the four-step-ahead forecast errors, calculated using real-time data and based on the equal-weighted, rolling window projection, and unrestricted least squares (GR1) approaches. Due to their use of a common target (actual) value, there is a substantial common component in the series. Even so, it is clear that the differences between the three sets of forecasts are economically large, suggesting that it makes a material difference which of the approaches is used for forecasting. One of the features that also comes across from these figures is the advantage of bias-adjusting the simple average.
Empirical results in the form of (pseudo real time) root mean squared error values for the various combination methods and estimation procedures (recursive or rolling) for one-stepahead and four-steps-ahead forecasts are presented in Table 3. The table presents separate results for revised and real-time data.
The P EW combinations generate the smallest RMSE-values in the great majority of cases. However, this cannot be conclusive evidence in favor of PEW combinations since sample variability in forecasting performance needs to be taken into account, as indicated by Granger and Newbold (1986) , Meese and Rogoff (1988) , and Diebold and Mariano (1995).
To find out if the differential performance of the various forecasts is significantly different from zero, we calculate three sets of p−values. First, we apply the Diebold and Mariano (1995) test to the MSE differences (P EW vis-a-vis alternative models) using:
Here \ P EW _roll represents the forecasts calculated using the P EW method under a rolling estimation window and d AM stands for the alternative model under consideration. Under the null that the expected difference in MSE-values equals zero, E £ v t+h|t ¤ = 0, a standard application of the central limit theorem yields P
and S is the spectral density of v at frequency zero scaled by 2π. 10 This approach does not account for recursive parameter updating. Because of this−and because we do not know how the individual forecasts were generated by the survey participants−we also adopt the forecast evaluation approach recently proposed by Giacomini and White (2006) . Their null
, is different from the one used by Diebold and Mariano in two aspects. First, losses depend on parameter estimates, rather than on their probability limits.
And second, the expectation is conditional on the information set I t . Giacomini and White
show that under their null,
11
The second and third panels of Table 3 report the associated p-values of these tests applied to our data. First consider the results with the revised data. At the one-quarter forecast horizon, the Diebold-Mariano p−values suggest that the performance of the P EW method is significantly better than the Granger-Ramanathan approaches, one of the shrinkage methods, and the odds ratio approach. It is also significantly better than the previous best forecast.
However, it is not possible to distinguish statistically between the P EW forecasts and those produced by the equal-weighted, one of the shrinkage approaches as well as the inverse MSE method. This could be due to the shortness of our evaluation sample. Similar results are produced by the Giacomini-White p−values and when four-step-ahead forecasts rather than one-step-ahead forecasts are considered.
However, the results change substantially when real-time data is used for the actual values. In this case, despite continuing to produce the smallest RMSE-value, the P EW forecasts are only significantly better than the GR1 and GR2 forecasts when four-stepsahead forecasts are considered. These results suggest that while the P EW forecasts produce better forecasts independently of whether revised or real-time data is used to measure the 'actual' value, the evidence in support of this approach is strongest when revised data is used as the forecast target.
The third and final set of p−values is based on the test statistic recently proposed by Clark and West (2006) . In effect this approach allows us to decompose the previous test statistic and obtain a sharper comparison between the equal-weighted forecast and the P EW 11 All the combination methods that we use satisfy Giacomini and White's limited memory requirement except P EW _rec. The requirement is satisfied because for EW we only use the forecasts available that period, for P EW _roll we use a fixed estimation window, and for the other methods we use, each period, the largest common sample among the forecasters that have a minimum of 10 contiguous forecasts. method. When nested models are compared, uncertainty introduced by the estimation of additional parameters under the alternative and more general model (the projection method in our case compared to the simple null that α = 0, β = 1) must be accounted for. Under the null of identical forecasting performance of the two approaches, the sample difference of the mean MSE-values is therefore not zero but negative. To account for this, Clark and West suggest the following adjustment to the test statistic:
Clark and West establish conditions under which the distribution of v a = P −1
. Again we use Newey and West's procedure to estimate S a . Pvalues for the null that the difference in MSE-values (equal-weighted vis-a-vis P EW ) equals zero are shown in the final panel of Table 3 . The first two p-values compare P EW recursive and P EW rolling with equal weights, respectively, whereas the third p-value compares P EW using only forecasters with at least 10 contiguous forecasts with equal weights applied to the same subset of forecasters. In all cases the null gets rejected at the 5% level. The projection on the mean forecast is therefore better than the equal-weighted forecast irrespective of the method used to estimate the parameters of the projection and independently of how inflation is measured.
To better understand the performance of the P EW method, it is helpful to study the evolution over time in the estimates of the projection parameters α and β. To this end, Figure 4 provides a plot of these estimates using rolling windows of 30 observations, revised data and one and four-steps-ahead forecasts. The estimates of α and β display persistent deviations from zero and one, respectively. Such persistent deviations are consistent with and help explain the gains from using the projection approach and from using rolling window methods to estimate α and β.
Conclusion
Successful schemes for real-time combination of expert forecasts achieve a favorable trade-off between the bias induced by using sub-optimal forecast combination weights and the effect of parameter estimation error arising from the use of estimated combination weights. This trade-off is key to the real-time performance of different combination approaches and is the explanation for our finding that the entry and exit of experts from surveys of professional forecasters has such a large effect on the merit of the different approaches. Essentially, the unbalanced panel structure of survey data means that the real-time performance of combination methods that require estimating the full covariance between the experts' forecasts deteriorates relative to that of more robust methods such as equal-weighting or using posterior odds. It also explains the good overall performance of the new approach proposed here of projecting the outcome variable on a constant and the equal-weighted forecast. This approach uses information in the full set of individual forecasts (incorporated into the equalweighted average) but then adjusts for possible bias and noise in this aggregate forecast.
Rather than using a simple linear projection of the outcome on a constant and the equalweighted forecast,Ȳ t+1,t , more flexible functions can of course be adopted if the sample size permits their estimation. For example, one could useŶ t+1|t = f (Ȳ t+1|t ; θ), where f(·) is given by a neural net or sieve estimator with parameters θ. The median or a trimmed mean could also be used instead of the mean forecast in situations where "extreme" forecasts would otherwise lead to poor performance. 
