If £ is a semigroup with zero (S = S°), then the concepts of nilpotence and the kernel of a homomorphism may be defined in the usual ring-theoretic sense. Thus x e S is said to be nilpotent if x n -o for some n, and the kernel of a homomorphism is the complete inverse image of zero. S is said to be nil if every element of S is nilpotent. Let T be a semigroup with zero and S be any semigroup. Denote by T* the nonzero elements of T. A mapping a from T* into S is said to be a partial homomorphίsm if α, b e T*, abφO implies (άb)a -(acήφcή.
It is easily seen that a commutative semigroup S is periodic and unipotent if and only if S is the ideal extension of a periodic abelian group G by a commutative nil semigroup T. Furthermore, every such extension is determined by the partial homomorphisms of T* into G [2, Th. 4.19] . Thus our solution to (1) is obtained by determining the structure of commutative nil semigroups and using the characterization of partial homomorphisms found in [1] .
l Commutative nil semigroups* An element x of a semigroup S is said to be prime if x does not belong to S 2 . S is said to have unique factorization if every nonzero element of S can be written uniquely as a product of powers of primes. Of course, if S is not commutative, we must take the order of the factors into account. The following result is a corollary to Theorem 1 of [1] . Ti is an equivalence relation on S. To show τ< is a congruence we consider separately the last two cases of the definition. If xz e A+ then xz e B i3 for some j and so yzeB i3 -and (xz)Ti(yz). If xz$A i9 then yz&A i9 and GJ?^-if and only if y(zw)eB i3 -for all weS, so that (xz)Ti(yz) for all ^eS. Secondly, let x,yeAi and arr^/. Then »,j/e B iά for some j. Now if A* = {0}, then (xz)Ti(yz) follows immediately, so assume A t Φ {0}. If xze A { for some ze S, then xR(xz) which implies xR(xz*) for all w, but S is nil, so xRO and a? = 0, a contradiction. Thus for x,yeAiΦ {0} we have xz, yz $ A* for all z in S, so trivially (xz)Ti(yz), and we have proved (i).
To prove (ii), let τ be any congruence on S with trivial kernel. Then τ ^ R, and τ induces a partition J? ίy on each ϋί-class A { . If we define τ< to be the congruence induced on S by each such partition (as in the proof of (i)), then it follows directly that τ = Γ) {r<: iel} since τ and r< agree on A t for all i.
All commutative nil semigroups with unique factorization are easily determined [1] . Let F be the free commutative semigroup on X with ideal K. Then F/K is nil if and only if K contains some positive power of each x in X. Combining Theorem 2 with Lemma 1 we obtain all commutative nil semigroups.
We remark that there are sufficient congruences in Theorem 2 to separate distinct elements of S.
ON THE STRUCTURE OF COMMUTATIVE PERIODIC SEMIGROUPS 3 2* Semilattices of cyclic semigroups* A cyclic semigroup S has an idempotent if and only if it is finite, and for these semigroups the concepts of index and period are defined as in [2, p. 19] . If S is infinite cyclic we may say it has infinite index and zero period, so that these terms are defined for all cyclic semigroups. With that convention in mind the following theorem characterizes semilattices of all cyclic semigroups, not just those with idempotents, and the solution of problem (2) g(a, β) . By induction where the exponents are in fact equal, so that g(a, β) -0, giving (vii) Now that g(a, β) is defined for all a, β e Y it is clear that (iii) is satisfied, and (viii) is obvious by the associativity of S.
Conversely, suppose S -U {S a : a e Y} and the functions / and g are defined satisfying (i)-(viii) with multiplication given by (1) . Multiplication is commutative by (1) 
and (iii). For
Let αi, αj, a) be any three elements of S. Then ai(a j β aγ), a j β (aiaγ) and aγ(aia j β ) are powers of a aβr (using (1)) with exponents which we denote e l9 e 2 and β 3 respectively. If min {e 19 e 29 e 3 } ^ n aβr , then the associativity follows by applying (2) to corresponding parts of the exponents e 19 e 2 and β 3 . So we may assume that, say, e λ < n aβr .
Then from (viii) it follows that the exponents of α α (α iS α r ), a β (a a a r ) and a r (a a a β ), which we denote by r 19 r 2 and r 3 respectively, are equal. If i ^ 2, then al(a β a r ) -α^(α«α r ) = a r (a 2 a a β ) g G α/5r so that the exponents of these expressions are equal, and in conjunction with the previous statement we get a, a7)f(ay, aβy) .
Similarly, if j ^ 2 or k ^ 2, then we have the respective equations βy, aβj) or ON THE STRUCTURE OF COMMUTATIVE PERIODIC SEMIGROUPS < 5) /(7, aβy) = / (7, ay)f(ay, aβy) = f(y, βy)f(βy, aβy) .
Adding (ΐ -l)/(α, α/3τ) + (j -l)/(£» α#y) + (fc -l)/ (7, α/37) to each member of the equation r x -r 2 = r 3 , and using (3), (4) and (5) 
Then S is a commutative semigroup. Conversely, every commutative semigroup which is a semilattice of infinite cyclic semigroups is determined in this manner.
Proof. It is easily verified that (iii) is sufficient for the equality of the three exponents that arise from the product a l a aia k f . Conversely, if S is associative and a ^ β ^ 7 then the exponents from a a (a β a r ) = a r (a a a β ) will give (iii).
We remark that condition (viii) of Theorem 3 says essentially that associativity of third degree and fourth degree terms is sufficient to guarantee all associativity. We conclude with an example to show that in this respect Theorem 3 is the best possible result.
Let Y be the semilattice consisting of a, β, 7 = on, ccβ, and aβy = βy. Let the cyclic semigroups indexed by Y be chosen such that n βy = 11, p aβ = p βr = 1 and n aβ = 2. Define / and g by f(a, 7) = 1, 
