Introduction
Cohort studies, which facilitate causal interpretations, are popular but expensive. Because precision is mainly limited by the number of cases, it is not essential to collect complete information for all the controls. Thus, casecohort studies and nested casecontrol studies enable cost reduction with a minimal loss of eciency [1] . Casecohort studies were initially proposed by Prentice [2] . When using this approach, the information collected for incompletely observed controls is ignored and inecient estimators for the eect of phase-1 variables are obtained. Also, the weighted estimators used to analyze casecohort data are not fully ecient and this could aect the estimate of the eect of phase-2 variable(s). Alternatively, Breslow et al. [3] suggested optimizing the sampling weights using all the available data. But casecohort studies can also be viewed as a particular example of incomplete data, in which the observation process is controlled by the study organizers. Paik and Tsai [4] proposed a simple imputation approach to model censored observations with missing covariates. In the framework of case cohort studies, it would imply the simple imputation of the expected value of the phase-2 variable(s) for incomplete controls. However, that approach ignores the uncertainty concerning imputationmodel parameters and the values to impute according to a given model.
Multiple imputation is a simple and ecient method for analyzing incomplete observations, while taking into account all the levels of uncertainty regarding missing values. For casecohort data analysis, the multiple imputation estimator may provide improved precision, compared to weighted estimators, because it integrally uses the available information and approximates the partial likelihood estimator, which can be more ecient than the weighted estimators.
The objective of this study was to establish multiple imputation as an alternative to weighted analysis of casecohort data. Below, we present the multiple imputation analysis of casecohort studies and validate this approach by comparing its results to those obtained with weighted estimators. First, we used entirely simulated data. Then, we simulated casecohort surveys from two cohorts, the Prospective Epidemiological Study of Myocardial Infarction (PRIME) study, in which no strong surrogate of the chosen phase-2 variable was available, and the National Wilms' Tumor Study (NWTS) data, for which a surrogate was available. For simplicity, we only consider time-constant covariates. Extension to time-varying covariates is considered in the discussion.
Weighted analysis of casecohort studies
Casecohort surveys are examples of two-phase designs. First, the cohort is randomly selected from a general population and the phase-1 information is collected for all the subjects. A subcohort is randomly selected and the entire cohort is followed so as to identify the date of occurrence of the event(s) of interest. Then, the phase-2 information, more expensive, is collected for the subcohort subjects and for all the cases, whether or not they belong to the subcohort. Thus, the phase-2 information is not available for controls not belonging to the subcohort. In cohort surveys, where data are available for the whole cohort, the eect of risks factors on the occurrence of events is generally measured by tting a proportional hazards model. In casecohort surveys this model is based on phase-1 and phase-2 variables and the parameters must be estimated from the available incomplete data. In simulations we will consider two phase-1 variables, Z 1 and Z 3 , and one phase-2 variable, Z 2 .
What is lost in terms of eciency, when using a casecohort design rather than a full cohort analysis, can be quantied by the asymptotic relative eciency (ARE). For a casecohort design with simple random sampling it was shown to be [5] :
where α is the proportion of the cohort in the subcohort sample, d is the probability of event occurrence and γ is the fraction of missing information. However, when a phase-1 variable is strongly predictive of the phase-2 variable, stratied sampling of the subcohort can improve eciency as compared to simple random selection [6] . Weighted estimators of the log-relative risks maximize a weighted pseudolikelihood ( L(β)):
where event j occurs at time t j , C is the subcohort of size n sc , D is the set of cases, Y k (t j ) indicates whether subject k is at risk at time t j , β is the vector of log relative risks, Z k the vector of covariates for subject k, w k j the weight of subject k at time t j , i j the index of the subject whose event occurs at t j , and the symbol denotes transposition. Barlow [7] proposed weighting each complete observation by the inverse of its probability of being included (1 for the cases). Other authors have proposed variable weights, as a function of time, to slightly improve eciency [6] .
The variance of this estimator must take into account the increased uncertainty associated with the randomized selection of the subcohort. This requirement can be achieved by using the sandwich variance, which can be estimated as:
where I is the Fisher information matrix, n and n sc are the respective sizes of the cohort and subcohort, and CovD C is the empirical covariance matrix of dfbeta residuals from subcohort members dened as [8] :
with β j(i) the parameter j estimate obtained after deletion of subject i and s (i) the standard error of this estimate. Stratied sampling of the subcohort considers some information obtained during phase-1, but the information provided by the phase-1 variables is generally ignored in the analysis. Kulich and Lin [9] proposed a family of doubly weighted estimators intended to more eciently account for the information provided by the initial variables. Qi et al. [10] developed nonparametric methods to estimate selection probabilities and nonparametric kernel-smoothing techniques to estimate conditional expectation in fully augmented weighted estimating functions. Breslow et al. [3] suggested calibrating or estimating the weights using all the phase-1 information in order to improve precision: 1) with calibration, the weights are subjected to the constraint that the cohort totals of some auxiliary variables are equal to their weighted sum among all phase-2 subjects. Practically, one builds a prediction model for the phase-2 variable to perform a simple imputation of the predicted values among the controls not belonging to the subcohort, ts the model of interest to the completed data set and uses the inuence function from the model of interest to calibrate. Eventually, the model of interest is tted to the calibrated case-cohort data; 2) with estimation, the weights are the reciprocals of the inclusion probabilities, as estimated from a logistic model tted to the full cohort.
3 Incomplete observations and multiple imputation Little and Rubin [11] distinguished three observation processes: data missing completely at random (MCAR), when the probability of incomplete observation is constant; data missing at random (MAR), when this probability depends only on observed values; and data missing not at random (MNAR), when this probability depends on unobserved values. The distinction between MAR and MNAR is of utmost importance, because with the former, unbiased estimators of the parameters of interest are available. Casecohort data are MAR, because the probability of being completely observed depends only on case status and, under stratied sampling, on some phase-1 variables.
The multiple imputation method developed by Little and Rubin [11] provides an approximation of the maximum likelihood estimator and thus enables the potential selection bias to be corrected. This method relies on the generation of several plausibly completed data sets (M ≥ 2), accounting for all the levels of uncertainty concerning the missing values. A prediction model must be built, taking into consideration the relationships between the incomplete variable and the other variables, as observed in the complete part of the data. The missing data are not replaced by their expectation but by a value drawn from the distribution posited by the model. To take into account the uncertainty concerning the parameters of the imputation model, several imputations are performed with parameters drawn from the asymptotic distribution of their estimator. An estimate of the parameter of interest,θ m , m = {1, . . . , M }, and an estimate of the variance of the estimator, V (θ m ), are obtained from each completed data set. If the imputation model is correct, these estimators are not biased. The multiple imputation estimate, also unbiased, is the mean of these M estimates:
The multiplicity of imputations enables a correct estimation of the variance of this single estimator. The variance is the sum of two components: the withinimputations component (W IM ), estimated as the mean of the M asymptotic variances, W IM , and the between-imputations component (B IM ), estimated from the observed variance of the M estimates, B IM :
where the factor 1 + M −1 is an adjustment for using a nite number of imputations [12] . Rubin [13] showed that the relative eciency of multiple imputations with a nite number M , as compared to an innite number of imputations, is:
where γ is the fraction of missing information:
A nonexhaustive review of published casecohort studies showed that, among 25 studies, the fraction of missing information ranged from 0.05 to 0.5, with a median around 0.3. With as much as 40% information missing, M=5 imputations provides an ARE=0.97, and, with 50% missing information, M=10 provides an ARE=0.98. Thus, in most instances, there is not much to gain by using more than 5 or 10 imputations to analyze casecohort data.
Multiple imputation requests a correct model of the relationships between the incomplete variable(s) and the variables that are linked to the former. When the statistician doing the multiple imputation is independent of the statistician conducting the analyses: ". . . it is important to include as predictors as many of the variables that are likely to be used in subsequent analyses as possible. Leaving out such variables, even when they are weak predictors, implies that it is known with certainty that they have no relation with the missing values. The result is that correct uncertainty is not reected [12] ." In casecohort studies, the imputation model and the analysis are in the hands of the same statistician, thus only variables useful for the analysis of interest have to be included.
We need to impute missing phase-2 variable values for the controls who do not belong to the subcohort. This requires an imputation model taking into account the dierences between cases and controls: otherwise, the multiple imputation estimator of the eect of the phase-2 variable would be biased. Under the rare disease assumption, it can be shown that a simple generalized linear model using all the casecohort data and including the status indicator among the explanatory variables has to be considered.
Let us assume that the distribution of Z 2 belongs to the exponential family and depends on a phase-1 variable, possibly multidimensionalz 2 through:
where φ is the dispersion parameter and the canonical parameter θ is a linear function of unknown parameters:
Under the rare disease assumption, the distribution of Z 2 is approximately the same for the whole population and among controls:
where ∆ is the case indicator. Let π(z 2 , µ 2 , t c ) be the probability of being a case at the end of the observation time, for a subject withZ 2 =z 2 ,
and censoring time T C = t c ; let π(z 2 , z 2 , t c ) be the probability of being a case at the end of the observation time, for a subject withZ 2 =z 2 , Z 2 = z 2 and T C = t c . According to the proportional hazards model and using the rare disease assumption:
We also assume that the distribution of the censoring time is independent of Z 2 , so integrating over the censoring time:
and the distribution of Z 2 conditionally on being a case and onZ 2 , can be obtained as:
The denominator can be developed as:
with θ given by (10) . The results of (15) and (11) lead to:
Thus, under the rare disease assumption, the distributions of Z 2 , given ∆ = 0 or = 1, dier by a shift of a(φ)β on the scale of the canonical link, i.e., a shift of σ 2 β for a linear model, a shift of β on the logit scale for a logistic model, or a shift of β on the log scale for a log-linear model, where β is the coecient associated with Z 2 in the proportional hazards model of interest.
The building of the prediction model, particularly the choice of the variable(s) z 2 , is crucial to perform multiple imputation. Practically, in addition to the status indicator and stratication variables, it is necessary to adjust for the confounding variables included in the Cox model and for other predictive variables, which could be available.
The analyses were performed with R software (version 2.9.0, The R Foundation for Statistical Computing), using the mice (Multivariate Imputation by Chained Equations) package http://web.inter.nl.net/users/S.van.Buuren/mi/hmtl/mice.htm), which generates multiple imputations, and the survival package, which enables casecohort designs to be carried out and analyzed by means of weighted estimators.
Validation of the method
To validate the method, rst, we used entirely simulated data and compared the estimates and their standard errors to the true values. Then, using the PRIME cohort data, for which no strong surrogate for the chosen phase-2 variable was available, and the NWTS cohort data, which had an available surrogate, we compared the multiple imputation estimator to three weighted estimators: inverse probability weights (the most popular one), calibrated weights and re-estimated weights.
Simulations

Completely simulated data
Two phase-1 variables were simulated: a binary variable, Z 1 , and a Gaussian variable, Z 3 , observed in the entire cohort. Also simulated was a phase-2 standard Gaussian variable, Z 2 , which was independent of Z 1 , but had a correlation of 0.2 with Z 3 . The time to the event of interest had an exponential distribution, with λ = exp(β 1 Z 1 + β 2 Z 2 + β 3 Z 3 ). β 1 , β 2 and β 3 were xed at the same value of 0 or log(2). The censoring time followed a uniform distribution over the interval [0, τ ], where τ was dened so that the probability of the event was approximately 0.01 (τ = 0.008). The cohort size was 25,000 subjects. We also simulated a phase-1 variable predictive of the variable Z 2 , Z 2 = Z 2 + ε with ε ∼ N (0, 1) independent of Z 2 (the correlation between Z 2 and Z 2 was √ 2/2 0.7). We wanted to estimate the eect of Z 2 on the occurrence of the event, adjusting for Z 3 within the framework of stratied sampling of the subcohort. The cohort was divided into 9 strata based on Z 2 and Z 3 tertiles, and the controls were chosen by stratied sampling. Casecohort sampling was simulated with 1,000 subjects in each subcohort (Table 1) .
We built a linear prediction model for Z 2 based on the stratum indicators (phase-1 variables) and the status indicator. Z 3 was not directly included in the imputation model to predict Z 2 , because it was used to dene the strata, included in the model, and weakly correlated with Z 2 .
The imputation model was:
where I strata is the vector of stratum indicators. The mean multiple R 2 was: 0.40.
Five plausible sets of complete data were generated for each cohort. Using weighted analysis, the variance estimator II proposed by Borgan et al. [6] was used. One thousand cohorts were simulated.
To assess the consequences of a misspecication of the imputation model, we compared the multiple imputation estimates, obtained when a predictive variable was omitted or included, to weighted estimates. Two scenarios were considered. In the rst, the omitted variable was a confounder. Data were simulated according to the previously used conditions. The cohort was stratied only according to Z 2 tertiles, ignoring Z 3 . We used two imputation models, including the status and strata indicators with or without Z 3 . The same two models were used in the simple imputation stage of the calibrated weighted analysis. For the second scenario, the omitted variable was not a confounder. Data were still simulated according to the previous conditions. The subcohort was selected by simple random sampling so that the imputation model included no strata indicator; Z 2 , which was related to the phase-2 variable (correlation ρ = 0.7), was omitted or included in the model.
Results
In Table 2 , for phase-1 (Z 1 and Z 3 ) and phase-2 (Z 2 ) variables, all estimates of the log relative risks were unbiased. Likewise, the multiple imputation variance and Borgan's variance estimator II (BII) agreed with the observed dispersion of estimates. For phase-1 variables, this observed dispersion was close to those of the entire cohort and multiple imputation but larger with the weighted estimator. For the estimated eect of the phase-2 variable, the observed standard errors were obviously larger for casecohort than full cohort analyses, but they were slightly smaller with multiple imputation than with weighted estimators. For phase-1 variables, the relative increases of standard errors for the weighted analysis estimators compared to those of multiple imputation, ranged from 8 to 37%, whereas they were slightly smaller (5 or 19%) for phase-2 variables. Table 3 , gives the results obtained with the calibrated weighted estimator and the multiple imputation estimator using a correct imputation model and a misspecied imputation model omitting a confounder variable. All calibrated weighted estimates were unbiased, for phase-1 and phase-2 variables, using a correct or a misspecied simple imputation model. All multiple imputation estimates were unbiased when a correct imputation model was used. However, the misspecied model yielded biased multiple imputation estimates for the phase-2 variable and the omitted phase-1 variable. All multiple imputation estimates were more precise than calibrated weighted estimates, for phase-1 and phase-2 variables eects. The relative increase of the standard error of the calibrated weighted estimate, as compared to multiple imputation estimate, exceeded 10%. Table 4 reports the results obtained with the weighted estimator, a correct imputation model and a misspecied imputation model omitting a predictive variable that was not a confounder. All the estimates of phase-1 variable eects were unbiased. The precision of the two multiple imputation estimates, obtained with the correct or the misspecied models, were similar. The weighted estimate was less precise than multiple imputation estimates, more specically, the relative increase of the standard error for the weighted estimator compared to multiple imputation estimators was 20% for Z 1 and over 46% for Z 3 .
For the phase-2 variable, the multiple imputation estimate with the correct imputation model was unbiased, while the misspecied imputation model and the weighted analysis led to estimates slightly biased in opposite directions, respectively, 2.3% and 1.9%. As expected, ignoring Z 3 in the imputation model decreased the precision of the multiple imputation estimator. The relative increase of the standard error with the misspecied model compared to that with the correct model was 7.6%. The standard error of the weighted estimator was larger than that of the multiple imputation estimator. The relative increase of the standard error of the weighted estimator, compared to multiple imputation estimator, was 30% with the correct model and 21% with the misspecied model. 4 .2 PRIME data
Description of the data
The PRIME survey [14] was a multicenter cohort investigation studying risk factors of ischemic heart disease (IHD) and other cardiovascular end points. Among the 9,520 male subjects, 642 (6.7%) experienced a cardiovascular event. The median follow-up time was 10 years and for those who suered an event, the median time to its occurrence was 5 years.
We chose to estimate the eect of brinogen (phase-2 variable) on the occurrence of the event, adjusting for age, center, total cholesterol (CH), high-density lipoprotein cholesterol (HDL), systolic blood pressure (SBP) and tobacco use. Casecohort data were simulated based on the entire PRIME cohort, and the results obtained with the dierent estimators were compared to each other and to the results obtained from the full cohort. The validation procedure used 1,000 simulated subcohorts of size 2,100.
Sampling of the subcohort
Fibrinogen is a protein whose circulating concentration increases during inammatory conditions. It also plays an important role in normal and pathological blood coagulation, and elevated brinogen levels are associated with a higher risk of cardiovascular events. Because smoking is one of the main factors determining the brinogen level [15] , the cohort was stratied according to tobacco use, treated as a phase-1 variable available for the entire cohort. The strata were created as follows: stratum 1: non-smokers, stratum 2: ex-smokers, stratum 3: smokers [19] g/day, stratum 4: smokers [1019] g/day, stratum 5: smokers ≥ 20 g/day. Stratied sampling was used to select subcohorts and the number of events in each stratum is given in Table 5 . The sampling probabilities were approximately 0.16, 0.20, 0.21, 0.25 and 0.46, respectively, for strata 15.
The linear model for brinogen imputation used as explanatory variables the status indicator and the variables included in the Cox model: tobacco, age, center, CH, HDL and SBP (mean multiple R 2 : 0.07). Five imputations were performed for each subcohort.
Results
The multiple imputation estimator was compared to the standard weighted estimator [6] , calibrated weights estimator [3] and re-estimated weights estimator [3] . The mean of the 1,000 log relative risk estimates, corresponding to the 1,000 subcohorts, are given in Table 6 . The median fraction of missing information about the brinogen eect was 0.22, so ve imputations can be considered sucient. For the phase-2 variable, the estimates were similar but, as expected, the standard error was larger in the casecohort analysis than the full cohort analysis. Similar mean standard errors were obtained with multiple imputation and standard weighted estimation (Borgan's variance estimator II), they were very close to those obtained with calibrated and re-estimated weights. For phase-1 variables, the multiple imputation estimates were more precise than those obtained by weighted, calibrated and re-estimated weights analyses, and were nearly the same as those obtained from the entire cohort.
NWTS data
The NWTS cohort [16] consisted of 3,915 patients with Wilms' tumor diagnosed during 19891994 and followed until the earliest sign of disease progression or death for event-free survival. Baseline covariates included stage (IIV), age at diagnosis, tumor diameter and two binary histological evaluations (favorable vs. unfavorable): the local hospital histology and central histology evaluated in a centralized reference laboratory. The former was strongly predictive of the latter (specicity 98%, sensitivity 74%) and both were available for all the patients. However, like Breslow et al. [3] , we simulated casecohort studies using central histology as the phase-2 variable. For the NWTS analysis, the Cox model included central histology (phase-2 variable), age as a piecewise linear variable with change point at 1 year, stage III/IV versus I/II, tumor diameter and the interactions local histology*age and stage*diameter. Breslow et al. [3] dened 16 strata according to event-free survival, stage (I/II or III/IV), favorable local histology (Yes or No) and age < 1 year (Yes or No). They sampled controls from only three strata, dened by favorable local histology, and "age < 1 year + stage I/II" (n = 120), "age ≥ 1 + stage I/II" (n = 160) and "age ≥ 1 + stage III/IV" (n = 120), while including all the subjects in the 13 other strata. They predicted unfavorable central histology, according to local histology, stage, age, tumor diameter and the interaction local histology*stage.
These data present two specic features: rst, a phase-1 variable, strongly predictive of the phase-2 variable, is available and, second, an interaction exists between the phase-2 variable and a phase-1 variable. Among these real data, in the sampled strata (all with favorable local histology) only a few controls had unfavorable central histology, especially in stratum 1 (n = 2) and stratum 4 (n = 17) ( Table 7) . Thus, for some subcohorts, the specic imputation model for these strata could not be estimated because of observed innite odds ratio. Moreover, even when the subcohorts included some controls with unfavorable central histology in these strata, their number was necessarily small, and the estimator of the imputation model parameters might not have been distributed as assumed according to the asymptotic results.
Because of both particularities of these data, we considered two imputation models. The rst, based on the proportional hazards model of interest and local histology, included the status indicator, local histology, stage, age, tumor diameter and the interaction local histology*stage; the second was limited to the status indicator and local histology. When the imputation model included the interaction local histology*age, biased estimates and large standard errors were observed due to the small number of unfavorable central histologies in some subgroups used for the estimation of the interaction terms (Table 8) . For the imputation model including only the status indicator and the surrogate variable, the estimates were slightly biased. The simple eect of central histology, which represented the expected difference at age 1 between children with favorable or unfavorable central histology, diered slightly from the eect estimated for the full cohort (respectively, 4.11 vs 4.04); the same held true for the age eect after age 1 for the children with favorable central histology (respectively, 0.10 vs 0.11), and for the age eect after age 1 for the children with unfavorable histology (respectively, 3.63 vs 3.30). With the second imputation model, including only local histology and status indicator, we observed a small bias and good precision: although the multiple imputation was slightly biased, in particular for the age*histology interaction, it was always more precise than the standard weighted estimator and slightly more precise than the calibrated and re-estimated weighted estimators.
Discussion
The aim of the weighted analysis and of multiple imputation is to reconstitute the whole cohort. The former, weights the subjects in the casecohort sample by the inverse of the probability of being observed during phase-2, but the phase-1 data observed for the other subjects are generally ignored. Alternatively, Bres- A key aspect of multiple imputation is the construction of the prediction model.
It is necessary to reproduce correctly the relationship between the outcome and the incomplete variable, adjusting for the confounders included in the Cox model. With casecohort data, the problem is complicated by the censoring process. One might think that it useful to include censoring time in the imputation model because, when the phase-2 variable is predictive of the event, its distribution among controls might not be the same at the beginning and the end of follow-up. However, in section 3, we demonstrated that, for a phase-2 variable with an exponential family distribution, a generalized linear model, including the case-status indicator as an exploratory variable, provides an approximately unbiased multiple imputation estimate. The proof relies on several assumptions: rst, the studied event has to be rare; and second, the phase-2 variable has to be independent of the censoring time. The rst assumption is precisely what justies the use of a case cohort design, while the second is required by the proportional hazards model. Thus, they do not represent new limitations. Our simulations showed that using all the complete subjects, cases as well as controls, and with a correct imputation model, including the case-status indicator, the multiple imputation estimator was unbiased. We also performed some simulations that conrmed no improvement of the multiple imputation estimator by adding the censoring time to the imputation model (data not shown). Confounding variables appearing in the analysis model also have to be included in the imputation model, if they remain predictive of the phase-2 variable, adjusting for the other predictors. On the other hand, misspecication of the imputation model can aect the phase-2 variable estimates but also the estimate of the omitted phase-1 variable. Omitting variables that improve the prediction can yield biased estimates and increase uncertainty about the parameter. Including variables that do not improve the prediction increases the uncertainty of the model coecients and thus the between-imputation variance. Calibrated weighted estimates were found to be less sensitive to a misspecication of the imputation model than multiple imputation estimates concerning bias. However, multiple imputation estimates were more precise. The completely simulated data showed that, when the imputation model was correct, the multiple imputation approach provided unbiased and ecient estimators. Both the weighted and multiple imputation estimators were centered on the true values. An important result of this simulation study was that multiple imputation correctly estimated the variance of its estimators (just as BII correctly estimated the variance of the standard weighted estimator). This nding allowed us to compare the variance estimators of casecohort data simulated from cohort surveys, for which the variance of the estimators cannot be compared to the true value because it is unknown. As expected, the multiple imputation approach was more precise than the usual weighted estimators for the parameters associated with phase-1 variables. The former also was slightly more precise than the latter for the phase-2 variable, despite the fact that it only used a categorized transformation of the explanatory variables (the stratum indicators used for stratied sampling). One explanation might be that multiple imputation approximates the maximum partial likelihood estimate, which is more ecient than weighted estimators. The simulations implying misspecied imputation models revealed, as expected, that the omission of a confounding variable from the imputation model had consequences in terms of bias and precision. We insist that is essential to include the stratication variable(s) and the variables included in the analysis model in the imputation model. The consequences of omitting variable(s) related to the phase-2 variable, but not to the event of interest, mainly concern precision. In these simulations, the weighted estimators did not suer from serious bias problems, not even the calibrated weighted estimator using a misspecied model in its imputation phase. However, they suered from appreciable losses of precision. It should be underlined that most casecohort surveys are generally performed to answer several scientic goals dealing with dierent diseases and exposures. Thus, it can be dicult to dene a stratied sampling ecient for all the analyses and to optimize the weighted estimators. By contrast, multiple imputation can be adapted to each phase-2 variable and each sub-study to improve the precision of the estimates of interest. When a misspecied imputation model was used, multiple imputation estimators for the phase-1 variable eects were not biased and their precision was similar to that obtained with a correct imputation model. For the phase-2 variable eect, slightly biased estimates were observed with the misspecied imputation model and weighted analyses. The eect of the misspecication on the imputation model was more noticeable in terms of precision. The loss of precision using a misspecied model as compared to a correct model was 7.6%. This loss was greater for the weighted estimate than the multiple imputation estimate, and exceeded 21%. We did not include the Z 3 variable, which was weakly correlated to the phase-2 variable. Results were less satisfactory when the correlation between the two variables was stronger, in particular concerning the precision of the weighted estimators (data not shown).
The casecohort data simulated from the PRIME cohort study showed that multiple imputation can be used, even when no strong predictor of the phase-2 variable is available. Using the variables of the analysis model plus the case indicator in the imputation model, the multiple imputation estimator was more precise than the weighted estimators, particularly the standard estimator, for the eects of phase-1 variables. For the phase-2 variable, the multiple imputation estimator had the same precision as the standard weighted estimators and it was slightly less precise than calibrated and re-estimated weighted estimators.
The NWTS cohort data represent one of the worst possible situations for using multiple imputation. Inclusion of an interaction term between the phase-2 variable and the two age-eect components required an imputation model including similar interactions between the indicator status and the age eects. The corresponding coecients had to be estimated in separate strata, with very low numbers of patients presenting unfavorable central histology or even no such patient at all. As a consequence, the maximum likelihood estimator of the imputation model could be expected to be biased [17, chap. 8.4 ] and the multiple imputation estimator reected this bias. Although local histology was strongly predictive of central histology, imputation model 2, using only the former and the case indicator, also yielded biased estimates of the Cox model parameters. The imputed values correctly reected the global proportion of patients with unfavorable central histology, but not always the proportional dierence between cases and controls, as was the case for the interaction terms age*local histology or stage*diameter.
It is reasonable to wonder how many imputations are needed. The number of requested imputations increases with the proportion of missing information. However, in casecohort studies, the proportion of missing information is considerably smaller than the percentage of incompletely observed subjects, and a small number of imputations, 510, should suce. With the PRIME data and using a small sampling rate (700/25,000), the results obtained with 5 imputations did not dier appreciably from those obtained with 10 (data not shown).
Herein, we presented simulations with only one phase-2 variable. However, the approach can easily be extended to several phase-2 variables. If several covariates are incomplete, we suggest imputing them using a multivariate distribution, which takes into account the correlation structure between the covariates, for instance with the mice package, which generates multivariate imputations via Markov Chain Monte Carlo (MCMC) algorithm according to their joint distribution.
We focused on situations in which covariates were time-xed. However, the multiple imputation approach can be extended to time-varying covariates by, using mixed models to account for the repeated measurement, and the within-subject correlation structure [18] .
When the phase-2 data allow consistent estimation of the imputation model, multiple imputation is an ecient technique to analyze the data from casecohort surveys. For phase-1 variables, multiple imputation has better eciency than weighted estimators, a valuable improvement for prediction studies or when the eect of some phase-1 variables is a focus of interest. A large number of imputations is not required to obtain good quality estimates. Software that simply implements this procedure is available: under R, the mice library; under Stata, the Imputation by Chained Equations library, or under SAS, the PROC MI and PROC MIANALYZE.
To gain time and determine whether multiple imputation provides estimates similar to weighted analysis, we suggest building the analysis model using only the casecohort data and weighted estimators. Multiple imputation can eventually be used to reanalyze the data with the selected nal model to improve the precision of the results. Est, mean of the estimates; SE, mean of the standard error estimates; SE, standard error of the estimates; PC, % coverage; Ratio, weighted; SE to multiple imputation estimator; BII, Borgan's variance estimator II IM, imputation model: (0,0596) (0,0573) (0,0702) (0,0772) Mean of the 1,000 estimates (mean of the 1,000 standard error estimates) IM1: Z2i = α0 + α1Indcas + α2Strata + α3Z3 + ei (correct model) IM2: Z2i = α0 + α1Indcas + α2Strata + ei (misspecied model) Calibrated1: Z2i = α0 + α1Indcas + α2Strata + α3Z3 + ei (correct model) Calibrated2: Z2i = α0 + α1Indcas + α2Strata + ei (misspecied model). 1 Unique estimates provided by the PRIME cohort. 2 Mean estimations of the 1,000 subcohorts. 3 Asymptotic standard error (SE) of the estimate. FN, brinogen; CH, cholesterol; HDL, high-density lipoprotein; SBP, systolic blood pressure. Imputation model: F N = β0 + β1status + β2tobacco + β3age + β4center + β5CH + β6HDL + β7SBP + Asymptotic standard error (SE) of the estimate.
UCH, binary indicator of unfavorable central histology; Age0 and Age1, piecewise linear terms for age at diagnosis (years) before and after 1 year; stage, binary indicator of stage III/IV disease; diameter, diameter (cm) of excised tumor; SE, standard error.
