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Units of complex systems – such as neurons in the brain or individuals in societies – must commu-
nicate efficiently to function properly: e.g., allowing electrochemical signals to travel quickly among
functionally connected neuronal areas in the human brain, or allowing for fast navigation of humans
and goods in complex transportation landscapes. The coexistence of different types of relationships
among the units, entailing a multilayer represention in which types are considered as networks en-
coded by layers, plays an important role in the quality of information exchange among them. While
altering the structure of such systems – e.g., by physically adding (or removing) units, connections
or layers – might be costly, coupling the dynamics of subset(s) of layers in a way that reduces the
number of redundant diffusion pathways across the multilayer system, can potentially accelerate the
overall information flow. To this aim, we introduce a framework for functional reducibility which
allow us to enhance transport phenomena in multilayer systems by coupling layers together with
respect to dynamics rather than structure. Mathematically, the optimal configuration is obtained by
maximizing the deviation of system’s entropy from the limit of free and non-interacting layers. Our
results provide a transparent procedure to reduce diffusion time and optimize non-compact search
processes in empirical multilayer systems, without the cost of altering the underlying structure.
I. INTRODUCTION
A wide variety of social, natural and artificial systems
are inherently complex [1]. For instance, societies ex-
hibit rich microscopic dynamics, at the level of single
individuals, that might lead to emergent collective phe-
nomena at larger scales [2] – e.g., financial collapses or
revolutions – which are usually difficult to predict [3].
Natural systems, like ecological ones, are characterized
by complex topologies that, in presence of interdepen-
dencies with other networks, exhibit a richer response to
perturbations with respect to the case where they are
considered in isolation [4]. Similar phenomena have been
observed also for engineering systems, from transporta-
tion to communication networks, where their resilience
to targeted attacks or random failures of their units is
important for applications [5–7], such as robustness en-
hancement or recovery strategies [8, 9].
In fact, complex systems are characterized by a wide
variety of physical attributes and dynamics, making dif-
ficult to analyze them within a unified framework. What
do electrochemical signals exchanged among neurons in
the human brain, mobility of goods/people/vehicles be-
tween different areas of a urban ecosystem, spreading
of an infectious pathogen through social contact pat-
terns and financial transactions through the backbone
of a stock market have in common? From a very general
perspective, the corresponding systems consist of inter-
connected units exchanging information similarly to how
computers and servers exchange packets of bits through
the Internet. In fact, it has been originally conjectured
∗ Corresponding author: mdedomenico@fbk.eu
by Murray Gell-Mann that despite their differences, com-
plex systems resemble one another in the way they handle
information and, consequently, studying how information
is exchanged and processed provides a promising start-
ing point for exploring transport phenomena in order to
understand how such systems operate.
A general way to model the propagation of information
through complex structures is by means of diffusive pro-
cesses, such as random walks [10], since they are versatile
models that allows one to cope with the uncertainty in
the structure – e.g., temporary link failures or damages
– of complex systems, they are based on local knowledge
of structure [11] – which is usually less expensive than
models relying only on the global knowledge of the topol-
ogy, like shortest-path-based ones. Nevertheless, there is
increasing evidence that units of real complex systems
do not preferentially exchange information along short-
est paths, too expensive in terms of routing. In fact,
the human brain operates in an intermediate communi-
cation regime, neither based on shortest-path routing nor
on a diffusion process [12], while the Internet relies on
routing tables more specifically, forwarding tables cho-
sen by the routing algorithm on each machine to find
sub-optimal communication pathways through the rout-
ing hierarchy [13, 14]. Even individual human mobility,
usually assumed to be far from random [15] is affected
by arbitrariness of individuals actions responsible for a
stochastic component [16] in trip patterns characterizing
human flows [17], which is usually modeled by means
of stochastic processes ranging from random walks to
variants of brownian motion and Levy flights [18]. In
this work, we present a way to alter the dynamics on
top of multilayer networks, while keeping their structure
(see Fig. 1). Without changing the underlying structure,
shortest paths across the whole multiplex system do not
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FIG. 1. Structural versus functional reducibility of multilayer systems. In structural reduction (left) one alters
the structure by iteratively aggregating layers, e.g., by summing the corresponding adjacency matrices. However, this type
of intervention usually comes with some costs (e.g., temporal, infrastructural, economic, etc.). Here, we propose functional
reduction (right), an alternative approach where the structure of the system is not altered while coupling the dynamics on the
top of layers. While any dynamics is allowed in principle, diffusive processes are particularly suitable ones because they allow for
theoretical and computational treatment. In this work, random walk dynamics is considered and layers are functionally coupled
if their network states are not distinguishable from the point of view of a walker (i.e., the same color is assigned to functionally
coupled layers). From an application perspective, this approach corresponds to shared tickets for public multimodal transport
infrastructure or shared promotions for users who are part of multiple social networks at the same time.
change accordingly. This unfortunate feature of shortest
paths makes them useless to enhance transport proper-
ties under the hard constraint of keeping the structure
unaltered.
Therefore, constituents of complex systems tend to or
are designed for exchanging information in a very effi-
cient way to function properly. An emblematic example
is given by the human brain, where the collective dynam-
ics of billions of neurons is responsible for coordinating
the human body and cognitive activities, while keeping
energy cost as low as possible [19]. However, a deeper
understanding of how to act on the system to enhance or
hinder transport phenomena – such as navigability [20] –
continues to elude us, because they depend on the inter-
play between structure and dynamics of a complex sys-
tem, which is usually difficult to model and quantify [21].
Nevertheless, understanding such an interplay represents
one of the most important challenges in complexity sci-
ence, with promising advances. In fact, it has been re-
cently shown that the relation between structure and dy-
namics of information flow can be unraveled by analyzing
how perturbations propagate through the system [22].
The complex interplay between structure and dynam-
ics of information propagation has been also mapped to
its latent geometry to better understand network-driven
contagion phenomena [23] and, more recently, it has been
shown how signal propagation is able to capture the role
of network connectivity in propagating local information,
thus linking the topology to the observed spatio-temporal
spread of perturbative signals across it [24].
However, the same task is even more challenging when
the system of interest can be described in terms of a mul-
tilayer network [25–31]. For instance, multilayer mod-
els for urban and regional transportation systems – ac-
counting for different means, from rails, to ships and
flights, serving the same geographical areas simultane-
ously – have highlighted that an efficient flow might be
hindered by the lack of synchronization between different
layers [32].
Up to date, it is still unknown how to enhance flow
distribution in multilayer systems, especially under con-
straints. For instance, one might want to add new fast
connections (e.g., highways, tube, flights, etc.) between
distant geographic areas to speed up the traffic flow.
However, since each connection comes with an economic
cost, it is very unlikely that most of them can be real-
ized in practice. Similarly, one might avoid to cut exist-
ing connections, even if desirable in some cases, because
they might have a high societal cost in terms of impact
on the population. It has been recently shown that for
multilayer networks with interlinks, changing the weights
of interlinks can enhance the diffusion on top of the net-
3works [33] and lead to the phenomenon of ”super diffu-
sion”. However, in many complex systems, as the ones
which can be modeled by coupled networks, interlinks ei-
ther do not exist or it is not trivial to assign weights to
them. Therefore, the challenge is to enhance transport
properties without altering the existing structure: this
can be achieved, in principle, by functionally coupling
together layers with similar flow patterns. When each
layer of the multilayer system is represented by a specific
color, an emblematic way to understand functional cou-
pling of two layers is to assign the same color to both of
them and make them indistinguishable, as illustrated in
Fig. 1.
It is worth remarking that this approach leaves the
structures of layers intact, while only altering the dynam-
ics on top of them, in a way that the dynamical process
can not recognize functionally coupled layers as distinct
ones. For instance, this type of solutions is adopted, to
some extent, by airlines proposing shared flights to their
customers.
Intuitively, one might think that reducing structural
redundancy – defined in terms of replicated connections
across layers – can provide a solution. Remarkably, the
recent analysis of common estimators of structural re-
dundancy, such as edge overlapping, revealed that the
presence of redundant connectivity might boost the ro-
bustness of multiplex networks [34]. However, when more
complex indicators of redundancy are needed, our under-
standing is dramatically more limited. On the one hand,
recent studies focused on quantifying the distance be-
tween two complex networks in terms of their structural
dissimilarities [35] – as a distance between probability
distributions extracted from the networks – or their spec-
tral information content [36] have been successfully used
to compare classical, single-layer, networks. On the other
hand, structural dissimilarities [37] and spectral entropy
divergence [38] between layers have been recently pro-
posed as effective approaches for reducing the structure
of such systems, based on different ordering strategies.
However, methods relying only on structural features are
not suitable for our purposes – as they are costly in prac-
tice – and they perform poorly, as we show later. The
reason is that they are based on heuristics, lacking a fun-
damental understanding of the underlying physics.
We show that a fundamentally different perspective
must be considered instead of structural redundancy: by
using random walk dynamics as a proxy for information
flow, transport phenomena are enhanced when subsets
of layers are functionally grouped together in such a way
that the corresponding diffusion pathways are maximally
different. Therefore one must analyze the functional re-
dundancy of a multiplex system, defined by abundant
and redundant diffusion pathways that distribute the
flow between different system’s units.
In the following, for sake of clarity, to avoid any con-
fusion with structural redundancy, we will refer to func-
tional reduction and functionally reduced networks to in-
dicate a loss of redundancy in diffusion pathways across
layers. At variance with structural reducibility, func-
tionally reducible multiplex systems consists of layers
that can be functionally grouped into subsets to en-
hance transport, whereas irreducible systems do not al-
low for any functional aggregation. The difference be-
tween structural reducibility that alters the structure
of multilayer networks, and the proposed functional re-
ducibility that only alters the dynamics on top of multi-
layer networks, is illustrated in Fig. 1.
In this work, we develop tools familiar to physicists
– such as partition function and mean-field calculations
– to investigate the interplay between structure and dy-
namics of multilayer systems from a spectral perspective
– an approach revealing successful for a similar purpose
in the case of classical networks [39–42]. By exploiting
the relation between the flow distribution in a multiplex
network and the spectral diversity of its layers, our frame-
work can provide a broad spectrum of applications – from
more optimal supply strategy that combine transporta-
tion of goods to more efficient navigability of urban areas
by allowing for multimodal trips with the same ticket –
that can be achieved by devising tailored policies target-
ing the dynamics of systems, without the cost of changing
their structure.
II. STATISTICAL PHYSICS OF RANDOM
WALKS IN COMPLEX NETWORKS
In this section, we introduce the state of multiplex net-
works, discuss the role of their structure in hindering
the information flow, find an inequality relating parti-
tion functions of single layers to the partition function of
the whole system and develop a mean-field approach to
allow for analytical derivations of the next sections. Note
that most mathematical details are provided in the Ap-
pendices, while we provide here the theoretical grounds
required for defining and understanding the functional
reducibility of multilayer systems.
Information flow in multiplex networks.– Multi-
plex networks are a special class of multilayer systems
providing a successful and widely used model for a broad
variety of empirical systems [29, 30]. This class of net-
works is characterized by nodes with multiple types of
relationships or interactions, simultaneously, which are
encoded by layers. Here, physical nodes correspond to
the physical units of the system, whereas state nodes cor-
respond to the replicas of a physical node across layers.
Information flow in complex networks has been suc-
cessfully modeled by diffusive processes such as random
walks [10]. However, while random walk dynamics has
been previously introduced for interconnected multilayer
systems [6, 26], the case of multiplex systems has been
recently studied only by using the full aggregation of the
system into a single-layer network [43]. Clearly, the dy-
namics of a random walker on the aggregated represen-
tation of a multiplex system can not coincide with the
multiplex dynamics.
4To describe the random walk dynamics on top of mul-
tiplex networks, we first find the corresponding transition
matrix, that is given by T = 〈T(`)〉 (See Appendix B),
and encodes the probability of jumps from each node to
any other. Similarly, the normalized Laplacian matrix
corresponding to the multiplex random walk dynamics
can be obtained as L = I−T = 〈L(`)〉, being I the iden-
tity matrix. This means that the normalized Laplacian
matrix encoding random walks on a multiplex network is
the weighted average of Laplacian matrices of layers. Im-
portantly, each layer’s weight corresponds to its contribu-
tion to the overall flow of information. As these weights
are often hard to assess or not known at all, when this
is the case we assume that there is no preference on lay-
ers, and from now on we consider uniform distribution of
weights, 1/L, for a multiplex network of L layers. Never-
theless, it is worth remarking that the proposed method
and the theoretical framework are valid for any general
distributions of weights.
The propagator (see Appendix B) governs the tempo-
ral evolution of the random walk and, for this reason,
it encodes information about the interplay between the
structure of the system and the random search dynam-
ics on the top of it. In fact, it has been recently used
to define the state of the system [36], similar in spirit
to the approach widely used in quantum statistical me-
chanics to define the mixed state of entangled quantum
units. In this framework, the network state is defined
by ρ(τ) = e
−τL
Z , where Z(τ) = Tr
(
e−τL
)
is a nor-
malization factor, playing the same role of the partition
function of the system. This state, which is formally
identical to a density matrix [44], is then used to calcu-
late the Von Neumann entropy of a complex network as
S(τ) = −Tr (ρ(τ) log2 ρ(τ)). See Appendix A for further
details.
Physical meaning of the partition function.– Here,
we provide first a deeper understanding of the meaning
of the partition function. In fact, Z(τ) = NR(τ), being
R(τ) = N−1
N∑
i=1
e−τλi the average return probability of
random walker and λi is the i–th eigenvalue of L (see
Appendix C). As mentioned before, random walk can
be used as a proxy of information transport in complex
networks. Intuitively, high average return probability is
associated with the tendency of structure to trap the in-
formation flow in its initial place. So, this correspondence
between partition function of the system and average re-
turn probability, unravels how partition function relates
to transport phenomena in complex networks. Further-
more, one can define density matrices in terms of any
valid Laplacian encoding other types of dynamics (e.g.,
continuous diffusion). In this case, while the average re-
turn probability can not even be defined, the partition
function still exists and corresponds to the amount of
information that is trapped in its initial place and flow
more difficultly towards peripheral parts of the network.
As mentioned above, high average return probability
indicates that the random walker can not explore effi-
ciently the rest of the network. Consequently, the pres-
ence of structural symmetries and abundance of redun-
dant diffusion pathways for information to propagate be-
tween system’s units are expected. For instance, in an
ordered and symmetric structure like a regular lattice,
where each node interacts only with its first neighbors
and no long-range interactions are possible, the informa-
tion exchange between distant nodes is slow and ineffi-
cient. Conversely, low average return probability indi-
cates that the random walker can navigate the network
faster. For instance, breaking down structural order by
adding long range interactions between distant nodes,
generating topological shortcuts and other defects like in
small-world [45] and scale-free [46] networks, information
flows faster and transport properties are enhanced, ac-
cordingly. Z(τ), as a measure of transport that we name
average dynamical trapping in the following, is able to
encode these phenomena. The same arguments apply to
multiplex networks, with the difference that in this case
we are wondering if the redundancy of diffusion pathways
across layers can be reduced by superimposing subsets of
layers, in order to reduce the average dynamical trapping.
Fundamental inequality for multiplex systems.–
Multiplexity of interactions among units generate non-
trivial dynamical correlations between layers that have
no counterpart when layers are considered in isolation.
This important difference can be characterized in terms
of differences in information content, quantified by aver-
age entropy distance of the multiplex and its layers (see
Appendix D), that we call intertwining. In the next
sections, we discuss the central role of intertwining in
functional reducibility.
Directly from intertwining, a fundamental inequality
between the partition function of a multiplex system as
whole and the partition functions of its layers can be
derived. This inequality is important, as it relates the
transport phenomena of multiplex system and layers,
through average dynamical trapping (see Appendix D for
details):
Z(τ) ≤
L∏
`=1
Z(`)(τ)1/L, (1)
where equality holds if and only if all the layers are the
same, i.e. the random exploration of the network does
not depend on any specific layer of the system. This
equality defines the non-interacting scenario where layer-
layer correlations do not alter the underlying dynam-
ics: the entropy S(`)(τ) of each layer is calculated sepa-
rately and the overall entropy is given by their average
Snint(τ) = 〈S(`)(τ)〉. Conversely, any topological alter-
ation of the non-interacting scenario introduces a dynam-
ical correlation between layers, requiring the exploration
of layers to gather more information about the system: in
this case the network consists of interacting layers, where
the diffusion dynamics on the whole multiplex network
is considered to measure the entropy Sint(τ).
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FIG. 2. Functional reducibility in synthetic systems (A) A multiplex network with 100 nodes, consisting of 5 identical
layers and 5 distinct random networks with wiring probability 0.2 is illustrated in its simulated form (Original System), its form
after functionally coupling its layers according to the framework presented in this study (Minimum-Redundancy Functional
Coupling) and the functional form corresponding to the coupling of all layers simultaneously (Aggregate). (B) Heatmap
encoding pairwise dissimilarity (the darker the color, the larger the distance) between layers shown in panel (A), according
to collective cosine distance (see Appendix J). For clarity, cells are re-arranged in such a way that closer layers have smaller
distance. (C) From top to bottom: intertwining compared to transport properties such as average return probability (rescaled
by N), diffusion time and navigability, respectively, that can be enhanced on this multiplex network by using functional
reducibility. Note that average return probability R(m) at reduction step m, integrated over τ , has been then transformed
by − log(1 −R(m)/max
m
{R(m))} for clarity. (D) A multiplex network with 100 nodes where layers are uncorrelated random
networks with wiring probability 0.2. (F) As in (B), but for the system considered in panel (D). (F) Transport properties
are not enhanced by functional coupling because spectral diversity is maximized when the original system is not functionally
aggregated. See Fig. 7 for results on additional synthetic models.
Mean-field entropy.– An analytical treatment of Von
Neumann entropy is, in general, difficult and we have
developed a spectral mean-field theory to cope with this
complexity (Appendices E–F):
SMF(τ) =
1
log 2
(
τ
Z(τ)− 1
Z(τ)
+ logZ(τ)
)
(2)
In the next section, we use mean-field entropy to find
a simple representation of intertwining, in terms of Sint
and Snint.
III. QUANTIFYING LAYER-LAYER
INTERACTIONS: THE INTERTWINING
Using fundamental inequality (1) and mean-field en-
tropy(2), it can be shown that Sint(τ) ≤ Snint(τ) (Ap-
pendix G): i.e., layer-layer interactions lower system’s en-
tropy and, consequently, its partition function Z(τ). We
exploit the average information divergence of layers from
the whole (see Eq. D2) rescaled by its upper bound, to
provide a normalized measure that quantifies the impor-
tance of describing the system in terms of coupled net-
works rather than networks in isolation. For values of τ
sufficiently large, and in absence of isolated state nodes,
it can be shown that the relative intertwining reduces
to the deviation between interacting and non-interacting
entropies (see Appendix I for details):
I∗(τ) = 1− Sint(τ)
Snint(τ)
, (3)
which is bounded between 0 (i.e., the system is reducible
to a single network) and 1 (i.e., the system is irreducible).
Before presenting how to use the relative intertwining
for the analysis of multiplex networks, we derive analyti-
cally its direct dependence on the partition function and
the eigenvalues of the normalized Laplacian matrix, es-
pecially on λ2 – the second smallest one – which governs
many transport phenomena, as shown in the following.
From the master equation, the Laplacian matrix of the
multiplex network is given by L = 〈L(`)〉: here, we write
the Laplacian matrix L(`) of each layer as the perturba-
6tion L(`) = L + ∆L(`), reflecting in the corresponding
eigenvalues as λ
(`)
i = λi + ∆λ
(`)
i (i = 0, 1, ...N).
It can be shown that 〈∆λ(`)〉 = 0 (see Appendix I) and
that 〈(∆λ(`))2〉 ≥ 0, the latter quantifying the influence
of the perturbation to each layer. The variance is zero
only in the case of identical layers.
A quantity of interest is the variance averaged across
all layers, i.e.
〈(
∆λ(`)
)2〉
, which measures the overall
influence of the perturbation: it is expected to increase
for increasing deviation of layers from the average, i.e.
for increasing diversity of the layers. In fact, we show
that the relative intertwining is directly proportional to
this variance (Appendix I):
I?(τ) ≈ τ
2
2
〈(
∆λ(`)
)2〉
, (4)
which increases as the diversity of diffusion pathways of
layers increases.
Similarly, Z(`)(τ) = Zint(τ) + ∆Z
(`)(τ) holds for par-
tition functions and we show that (see Appendix I for
details)
I?(τ) ≈ ∆Z
(`)(τ)
Zint(τ)− 1 ; ∆Z
(`)(τ) =
1
L
L∑
`=1
∆Z(`)(τ). (5)
Equations (4) and (5) provide the first fundamental result
of this work: they show that by minimizing the partition
function of the system one maximizes the relative inter-
twining while favoring the maximum functional diversity
of layers. The second fundamental result of this work is
the direct relationship between the relative intertwining
and the second smallest eigenvalue λ2 of the normalized
Laplacian matrix (see Appendix M for details):
I?(τ) ≈ τ(λ2 − λ(`)2 ). (6)
This relation is important because it highlights how max-
imizing intertwining corresponds to maximize λ2, which
in turn is equal to the inverse of diffusion time and it plays
a crucial role for navigability as two important transport
properties of complex networks (see Appendix L).
Thus, by maximizing the relative intertwining, one ac-
tually enhances the most important transport phenom-
ena on multiplex systems and, as a byproduct, reduces
their dimensionality. To use our framework for practical
applications, we need a strategy for identifying similar
layers in a multiplex network, aggregating them accord-
ingly, and a stopping criterion. We use a novel approach,
namely collective cosine distance, which is computation-
ally faster and more reliable than existing methods when
dealing with isolated nodes and multiple connected com-
ponents (see Appendix J) to cluster layers. Note that
we perform an exhaustive pairwise search among possi-
ble functional groups, de facto getting rid of heuristics
such as hierarchical clustering [36, 38].
IV. FUNCTIONAL REDUCIBILITY OF
MULTIPLEX SYSTEMS
For each value of the time τ , we calculate all pairwise
distances between layers to to find the most similar ones:
at each step m of this sequence, the corresponding value
I?(τ ;m) of the relative intertwining is calculated. Fi-
nally, the values of relative intertwining are averaged over
τ as I?(m) = 〈I?(τ ;m)〉 and used for comparison against
navigability, diffusion time at each aggregation step. We
repeat this procedure until the original system is aggre-
gated into a single network, representing the superposi-
tion of the whole system from the dynamical perspective.
The average relative intertwining is expected to reach a
maximum value if any desirable superposition of subsets
of layers exists (see Appendix I analytical details): in this
case, the resulting system is characterized by enhanced
transport properties. At this optimal grouping, in the
sense that it is the most desirable configuration among
the possible ones, the remaining number of layers can
be indicated by Lopt and one can define the reducibility
of a multilayer network as χ = (L − Lopt)/(L − 1) to
characterize this system’s feature with one scalar. Note
that χ quantifies the fraction of layers grouped together:
one can use either structural reducibility [38] – maximiz-
ing the topological distinguishability from the aggregate
– or functional reducibility – maximizing differences in
diffusion pathways across layers – defined in this work.
However, when transport phenomena are a concern, func-
tional reducibility must be preferred.
Synthetic systems.– We have performed several nu-
merical experiments to validate our theory on toy models
with functionally reducible or irreducible systems. We
show one representative case for each case in Fig. 2.
For the reducible case, see Fig. 2A–C, our framework
is able to detect functional redundancy and reduce it as
expected, while lowering diffusion time, average return
probability and dynamical trapping, and increasing nav-
igability. For the irreducible case, see Fig. 2D–F, a mul-
tiplex system consisting of noisy and independent layers
is not functionally reducible, as expected. For further
synthetic systems, see Appendix N.
Remarkably, all transport properties considered here
are enhanced by functionally coupling layers according
to our theoretical framework.
In the following, we apply our framework to ana-
lyze the functional reducibility of empirical multilayer
systems, including biological, social and transportation
ones.
Biological system.– As a representative biological
system, we consider the largest connected component
of molecular interactions of 263 proteins characterizing
the proteome of Xenopus Laevis (the African clawed
frog) [38], where layers encode different genetic interac-
tions (Association, Direct interaction, Physical associa-
tion, Colocalization and Suppressive genetic interaction
defined by inequality) [49]. Note that the last layer con-
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FIG. 3. Functional reducibility of empirical multilayer systems The same analysis shown in Fig. 2 is performed on
different multilayer systems, namely the: (A) protein-protein interactions of Xenopus Laevis (the African clawed frog) [38];
(B) co-authorship network of the Pierre Auger experiment [47]; (C) public transportation of London [6]; (D) European airport
network [48]. See the text for further details about the data set. Note that entries dij of distance matrices have been transformed
by − log(dij) to enhance the visualization of the corresponding heatmaps.(The average return probability is rescaled by N)
sists only of one link and we discard it from the analysis.
Results are shown in Fig. 3A and summarized in Tab. I.
functional group layer ID (layer name)
1
1 (Association)
4 (Colocalization)
2 2 (Direct interaction)
3 3 (Physical association)
TABLE I. Functional coupling of layers in the multiplex
protein-protein interaction network of Xenopus Laevis. Re-
ducibility: χfunc = 33.3%.
Our analysis suggests that, from a functional perspec-
tive, protein-protein interactions characterized by Asso-
ciation and Colocalization in this organism can be cou-
pled together. This result is in striking disagreement with
the result obtained from structural reducibility, where
the other two layers were aggregated because indistin-
guishable from an information-theoretic perspective [38].
Social system.– The social system considered is the
largest connected component of the collaboration net-
work of the 475 scientists affiliated to the Pierre Auger
experiment [47], the largest observatory of ultra-high-
energy cosmic rays. Here, collaborators work together
in different research topics on specific tasks defining the
16 layers (e.g., Source detection, Mass composition, Ex-
perimental enhancements, Shower reconstruction, etc) of
the multilayer co-authorship system. Note that one layer
was so sparse with respect to the other layers that we
have discarded it from the analysis. Results are shown
in Fig. 3B and summarized in Tab. II.
In this case, our analysis suggests the existence of two
functional groups of layers. The two groups do not reflect
similarities observed in the multilayer community orga-
nization of scientists [47], highlighting how the suggested
functional coupling does not reflect trivial or complex
structural features.
Urban and large-scale transportation systems.–
We further consider two transportation systems at dif-
ferent scales: the urban public transportation system
of London consisting of 11 tube lines, DLR and Over-
8functional group layer ID (layer name)
1
5 (Point-source),
2 (Detector),
9 (Spectrum)
2
6 (Mass-composition),
12 (SD-reconstruction)
3 1 (Neutrinos)
4 3 (Enhancements)
5 4 (Anisotropy)
6 7 (Horizontal)
7 8 (Hybrid-reconstruction)
8 10 (Photons)
9 11 (Atmospheric)
10 13 (Hadronic-interactions)
11 14 (Exotics)
12 15 (Magnetic)
TABLE II. Similar to Tab. I, for the Pierre Auger collabora-
tion network. Reducibility: χfunc = 21.4%.
ground [6] and 369 stations, and the European airport
network [48], consisting of 417 airports connected by
flight routes served by 37 airlines defining layers. Results
are shown in Fig. 3C–D and summarized in Tab. IV–III,
respectively.
Remarkably, in the case of London transportation, the
result differs from the one obtained from structural re-
ducibility, which instead predicts the aggregation of only
one layer (χstruct = 8% [38]). This effect is due to the
fact that distinguishability with respect to the aggregate
network is not sufficient, alone, to capture the complex
effects due to layer-layer coupling which, instead, are
perfectly accounted for by the system’s intertwining. In
fact, the functional reducibility χ obtained in this case
is 33.3%, with the advantage of lowering both the dif-
fusion time and dynamical trapping. Interestingly, DLR
and Overground, which are very different from other tube
lines, are not functionally coupled with other layers, con-
firming that, from a functional perspective, they are not
redundant for flowing passengers.
In the case of the EU airport network we observe a
functional reducibility of about 35%. It is worth men-
tioning that the analysis of structural reducibility of a
larger data set – encoding flight routes in Europe from
175 airlines serving 1064 airports – reported a reduction
of 6% [38]: we will discuss better this result in the next
section.
It is worth discussing about results obtained for the
navigability of all empirical systems considered here. In
fact, this transport descriptor is not enhanced, at vari-
ance with the other descriptors, when intertwining is
maximized. However, this is not a limitation of the pro-
posed framework because the equation relating intertwin-
ing to navigability has been obtained under an approx-
imation that, evidently, is not satisfied when many iso-
lated state nodes are present. In fact, even the coverage,
and consequently the navigability, has been originally in-
functional group layer ID (layer name)
1
2 (jubilee)
11 (circle)
2
4 (hammersmith and city)
10 (central)
3
6 (bakerloo)
12 (victoria)
4
7 (piccadilly)
8 (northern)
5 1 (dlr)
6 3 (district)
7 5 (overground)
8 9 (metropolitan)
9 13 (waterloo and city)
TABLE III. Similar to Tab. I, for London Tube. Reducibility:
χfunc = 33.3%.
troduced to deal with interconnected multilayer systems
where state nodes exist in all layers. In this work, we
have introduced its generalization to the case of non-
interconnected multiplex networks: when state nodes are
defined in all layers, as in our synthetic benchmarks, both
the coverage and the navigability behave as expected and,
in fact, are correctly enhanced. When a large fraction
of state nodes are present only in a few layers, as in
most empirical systems, random walkers are more un-
likely to reach those nodes, dramatically reducing the
overall probability of hitting the corresponding physical
nodes. Since the study of a new measure of coverage and
navigability is beyond the scope of this work, we leave it
for future studies devoted to better define such measures
to deal with more exotic topological scenarios.
V. CONCLUSIONS AND OUTLOOK
This study provides a transparent framework to bet-
ter understand the interplay between complex topologies
and non-compact search dynamics [50], allowing one to
exploit the multifaceted interactions among constituents
of complex systems – usually encoded by multilayer net-
works – to enhance transport phenomena without alter-
ing the underlying structure.
First, we defined the average dynamical trapping of a
complex network to quantify the efficiency in information
exchange between its constituents: the flow distribution
is more efficient when this trapping is minimized. There-
fore, we demonstrated that this concept is intimately re-
lated to the spectral partition function of a complex net-
work, allowing us to map the analysis of transport phe-
nomena into the analysis of system’s spectral entropy.
By applying the same principle to multilayer networks,
we have identified a strategy for coupling subsets of layers
– according to a functional criterion – in order to min-
imize the overall partition function. In fact, layers are
grouped together by considering their superposition with
9functional group layer ID (layer name)
1
2 (Ryanair)
27(Transavia Holland)
15 (Flybe)
2
7 (Air France)
11 (Swiss International Air Lines)
3
8 (Scandinavian Airlines)
20 (LOT Polish Airlines)
4
10 (Alitalia)
23 (Air Lingus)
5
12 (Iberia)
17 (TAP Portugal)
6
13 (Norwegian Air Shuttle)
28 (Niki)
7
16 (Wizz Air)
25 (Panagra Airways)
8
18 (Brussels Airlines)
32 (European Air Transport)
9
19 (Finnair)
33 (Malev Hungarian Airlines)
10
21 (Vueling Airlines)
30 (Aegean Airlines)
11
24 (Germanwings)
36 (TNT Airways)
12
31 (Czech Airlines)
34 (Air Baltic)
13 1 (Lufthansa)
14 3 (Easyjet)
15 4 (British Airways)
16 5 (Turkish Airlines)
17 6 (Air Berlin)
18 9 (KLM)
19 14 (Austrian Airlines)
20 22 (Air Nostrum)
21 26 (Netjets)
22 29 (SunExpress)
23 35 (Wideroe)
24 37 (Olympic Air)
TABLE IV. Similar to Tab. I, for the EU airport network.
Reducibility: χfunc = 35.1%.
respect to random walk dynamics. The choice of layers to
superpose is driven by the deviation of system’s entropy
from the limit of non-interacting layers. This approach,
justified from an information-theoretic perspective, has
an elegant physical meaning: redundant diffusion path-
ways across layers are reduced until the multilayer system
consists of layers with very different transport properties.
This results is confirmed theoretically, showing that the
average variance of the corresponding eigenvalue spectra
must be maximum.
Results from synthetic benchmarks were in agreement
with our expectations. Similarly, results from empirical
multilayer systems confirmed the possibility to function-
ally couple group of layers to enhance information flow
in the corresponding systems.
For instance, in the case of the collaboration network of
Pierre Auger scientists, we provided evidence that some
tasks should be coupled together. A mailing list – or any
other shared communication mean – involving all scien-
tists collaborating on the corresponding tasks would fa-
cilitate exchange of relevant information among peers. In
fact, at the time described by the data set (i.e., between
2010 and 2012), an independent mailing list was assigned
to each task and scientists had to subscribe to multiple
ones to be updated with relevant information. However,
this approach was not really efficient: it was not unusual
to receive multiple times the same information.
The case of the European airport network was inter-
esting as well. From a policy perspective, the functional
coupling of routes corresponding to different airlines sug-
gests that passenger flows would benefit from shared tick-
ets. Among the identified functional groups, many are
very reasonable when the location of the corresponding
headquarters is considered: e.g., Air France and Swiss In-
ternational Air Lines, Iberia and TAP Portugal, Ryanair
and Flybe. Remarkably, while airline companies tend to
avoid overlapping routes, as demonstrated by a structural
reducibility of 6% [38], they are correlated (functional re-
ducibility of 35%) in a such a way that, from a functional
point of view, they can still improve their transportation
service.
In the case of London public transport, we have found
that a few configurations close to the functionally opti-
mal one are also plausible in terms of enhanced trans-
port properties and intertwining. This result was not
surprising: the layers of this multiplex system have tree-
like structures which tend to avoid topological overlap
towards peripheral areas, thus different functional con-
figurations might enhance transport in a similar way.
On the one hand, our findings open the doors to a
broad spectrum of applications where superimposing lay-
ers with tailored policies induces relevant and control-
lable changes in transport phenomena, reducing diffu-
sion time and enhancing navigability in multilayer net-
works. Nevertheless, the proposed approach can be easily
adapted to scenarios where one physically acts on sys-
tem’s topology, not necessarily multilayer, for instance
by adding (or removing) either its constituents or its con-
nections. On the other hand, the theoretical framework
developed in this work can be used further explore the
bridge between statistical physics and network informa-
tion theory.
Appendix A: Basic notation
Given a complex network of N nodes, undirected and
weighted, the corresponding normalized Laplacian ma-
trix governing the random walk dynamics, is defined by
L = I −D−1W (A1)
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being W the adjacency matrix of the network and D the
diagonal matrix with entries Dkk = sk =
N∑
i=1
Wki.
The corresponding density matrix [36] is defined by
ρ(τ) =
e−τL
Tr (e−τL)
. (A2)
The spectral entropy of the network is therefore calcu-
lated according to the definition of Von Neumann entropy
in case of a quantum system:
S(τ) = −Tr (ρ(τ) log2 ρ(τ))
=
1
Z(τ) log 2
Tr
(
τLe−τL)+ log2 Z(τ),
where Z(τ) = Tr
(
e−τL
)
is the partition function.
In the following we will use the notation Zint(τ) and
Sint(τ) to indicate, respectively, partition function and
spectral entropy of a multiplex network. We will avoid
to specify the index where this choice does not generate
ambiguity.
If the multiplex consists of L layers, we will use the
notation Z(`)(τ) and S(`)(τ) for each layer ` = 1, 2, ..., L
separately.
Appendix B: Random walk dynamics on multiplex
Random walk dynamics on top of multiplex systems
has not been yet defined. Therefore, for our purposes,
we firstly introduce a more general framework to derive
the multiplex master equation as a function of diffusion
time τ .
In fact, when exploring a layer ` in isolation, a ran-
dom walker jumps from node i to node j with probabil-
ity T
(`)
ij =
A
(`)
ij
k
(`)
i
, where T(`) is the transition matrix of the
random walk, A(`) is the adjacency matrix of the layer
and k
(`)
i =
N∑
j=1
A
(`)
ij is degree of node i in layer `. In-
teracting layers in a multiplex network exhibit a richer
dynamics, as the random walker in node i can first switch
from layer `′ to layer ` with probability P (i)`′` , and then
jump from node i to node j with probability T
(`)
ij . Al-
though all results of this paper are valid for any prob-
ability distribution, in absence of knowledge about the
relative importance of weights,let us assume in the fol-
lowing that the probability to switch layer is uniform,
i.e. P`′` = 1/L: then the overall probability to observe a
transition from i to j, regardless of the layer, is given by
Tij =
1
L
L∑`
=1
T
(`)
ij , which can be written in a more compact
notation as T = 〈T(`)〉. The weighted average, in case
of further knowledge about the layer’s weights, becomes:
〈T(`)〉 =
L∑`
=1
P (`)T (`), where P (`) is the contribution of
layer ` in the total flow.
It is worth remarking once again that the dynamics
is dramatically different from aggregating all layers to a
single network and then calculating the transition ma-
trix of the random walk. In fact, two layers encode net-
works which are represented by adjacency matrices: ag-
gregating two layers is achieved by summing entry-wise
their adjacency matrices. Similarly, superimposing lay-
ers makes them indistinguishable to the eyes of random
walker, so the dynamics can be seen as random walk on
the aggregated network. Evidently, the distinguishability
of layers’ dynamics, plays an important role in transport
phenomena of complex systems and cannot be simply
neglected. In the following, we will use the terms aggre-
gation and superposition interchangeably. Two or more
layers are functionally grouped together, or aggregated,
if the corresponding networks are superimposed.
Having the transition matrix, we can find the Lapla-
cian matrix of multiplex given by L = I−T. This allows
for finding the master equation for random walk on multi-
plex networks. If the i–th components of the vector p(τ)
indicates the probability to find the random walker in
node i at time τ , its evolution is governed by the master
equation
p(τ + 1) = p(τ)T (B1)
which, in the continuous-time approximation reduces to
(Eq. (B2).)
∂p(τ)
∂τ
+ p(τ)L = 0, (B2)
with solution given by p(τ) = p(0)e−τL. Here, L in-
dicates the normalized Laplacian matrix of the multi-
plex, p(τ) is the vector encoding the probability of find-
ing the random walker in a specific node at time τ , and
e−τL is the propagator of random walk dynamics. Note
that the Laplacian matrix of the multiplex network is de-
rived in terms of the average of Laplacian matrices L(`)
(` = 1, 2, ..., L) of the single layers, i.e., L = 〈L(`)〉.
Appendix C: Dynamical trapping
To show this, let p(0) = p(i|0) ≡ (0, ..., 1, 0, ..., 0) in-
dicate that the walk originates in node i at time 0 with
probability 1. In practice p(i|0) = ei is the i–th canoni-
cal vector in RN , being N the size of the network. The
return probability for node i at time τ is the probability
of finding the random walker in i at time τ steps later as-
suming it originated in i at time 0, i.e. p(τ)p†(i|0), where
† indicates the transpose operator. From the solution of
Eq. (B2) in terms of the random walk propagator:
p(τ)p†(i|0) = p(0)e−τLp†(0) = (e−τL)ii. (C1)
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Consequently, the average return probability is given by
R(τ) = 1
N
N∑
i=1
(e−τL)ii =
1
N
Tr
(
e−τL
)
=
Z(τ)
N
.(C2)
Appendix D: Properties of the partition function
Spectral entropy can be used to compare two net-
works [36]. One measure of similarity is the Kullback-
Leibler (KL) divergence. Spectral KL divergence is non-
negative, exactly as its information-theoretic counter-
part.
Given a multiplex network with density matrix ρ(τ)
and any of its layers, indicated by l = 1, 2, ..., L, the
following inequality holds:
DKL(ρ||ρ(`)) = Tr
(
ρ(log2 ρ− log2 ρ(`))
)
≥ 0. (D1)
Note that the explicit dependence on τ is omitted for
sake of clarity.
The average entropy distance of multiplex and its lay-
ers, can be quantified by the Kullbeck-Leibler entropy
divergence, and in case of uniform distribution of layer
weights, defines the intertwining as follows:
I = 〈DKL(ρ||ρ(`))〉 = 1
L
L∑
`=1
DKL(ρ||ρ(`))
=
1
L
L∑
`=1
log
(
Z(`)
)
− logZ, (D2)
which is zero if the system as a whole does not provide
any additional information about its layers in isolation.
Conversely, a large average divergence between the sys-
tem and its layers highlights the necessity for using the
multiplex description to encode the layer-layer interac-
tions. In the next sections, we will show how the nor-
malized version of this measure can be understood in
terms of the entropy of layers in isolation and multiplex
as a whole, and how it can be used to enhance transport
properties while superimposing subsets of layers. We em-
phasize again that also intertwining can be found for any
arbitrary set of layer weights, in case we have a way to
asses the relative importance of layers.
Using Eq. (A3) we obtain
τTr
(
L(`)ρ
)
+ logZ(`) − τTr (Lρ)− logZ ≥ 0.(D3)
As it is true for all layers, we sum over layers and divide
by the number of layers and exploit the relation L =
1
L
L∑`
=1
L(`) to obtain the average divergence
1
L
L∑
`=1
DKL(ρ||ρ(`)) = log
(
L∏
`=1
Z(`)
) 1
L
− logZ ≥ 0,
from which the following fundamental inequality, relat-
ing the partition functions of layers with the one of the
multiplex system, is obtained:
Z(τ) ≤
L∏
`=1
Z(`)(τ)
1
L . (D4)
A direct consequence of this result is that at least
one layer `? must have a partition function such that
Z(`
?)(τ) ≥ Z(τ), or inequality in Eq. (D4) would not be
satisfied. It follows:
logZ(`
?)(τ) ≥ logZ(τ), (D5)
and
τ
Z(`
?)(τ)− 1
Z(`?)(τ)
≥ τ Z(τ)− 1
Z(τ)
, (D6)
which will be useful in the following.
This last result holds for networks consisting of a single
connected component, a scenario that could not be sat-
isfied by many empirical systems. Its generalization to
the case of multiple connected components is obtained as
follows. First, let us assume that there are C connected
components in the system. If τ  1 then Z(τ) ≈ C and
the following approximation holds:
logZ(τ) = − log 1
Z(τ)
≈ logC + Z(τ)− C
Z(τ)
, (D7)
leading to
τ logC(`
?) + τ
Z(`
?)(τ)− C(`?)
Z(`?)(τ)
≥ τ logC + τ Z(τ)− C
Z(τ)
.
Appendix E: Mean-field approximation
The eigenvalue spectrum of the normalized Laplacian
satisfies the following properties:
• 0 = λ1 ≤ λ2 ≤ ... ≤ λN ≤ 2;
• Tr (L) =
N∑
i=1
λi = N .
At this step, it is worth noting that ρ and L can be
eigen-decomposed as follows:
L = QΛQ−1, (E1)
ρ(τ) = Q
e−τΛ
Z(τ)
Q−1, (E2)
being the columns of Q the eigenvectors of the normal-
ized Laplacian matrix and Λ a diagonal matrix with
Λii = λi. It follows that νi(τ) = e
−τλi/Z(τ) and, as
a consequence:
Tr (Lρ) =
N∑
i=1
λiνi(τ) =
N∑
i=C+1
λi
e−τλi
Z(τ)
, (E3)
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the last step justified by the fact that λ1, ..., λC = 0 for
a network with C connected components, which includes
the possibility for Cisol isolated nodes, i.e. nodes not
interconnected with the rest of the system. For sake of
completeness, it is worth remarking that Tr (L) = N if
there are multiple connected components but no isolated
nodes, whereas Tr (L) = N − Cisol if isolated nodes are
present.
The mean-field approximation consists in neglecting
higher-order terms in the following:
〈λν(τ)〉 = 〈(λ− λ¯+ λ¯)(ν(τ)− ν¯(τ) + ν¯(τ))〉
= λ¯ν¯(τ) + 〈(λ− λ¯)(ν(τ)− ν¯(τ))〉
≈ λ¯ν¯(τ). (E4)
To calculate the mean values, it is worth noting that:
λ¯ =
1
N − C
N∑
i=C+1
λi =
N − Cisol
N − C , (E5)
and
ν¯(τ) =
1
N − C
N∑
i=C+1
e−τλi
Z(τ)
=
1
N − C
Z(τ)− C
Z(τ)
.
It follows that
Tr (Lρ) = (N − C)〈λν(τ)〉 ≈ N − Cisol
N − C
Z(τ)− C
Z(τ)
,
which, for a network with no isolated nodes and only one
connected component, it reduces to
Tr (Lρ) ≈ Z(τ)− 1
Z(τ)
, (E6)
for N  1. It follows that in the thermodynamic limit
the mean-field entropy is given by
SthermMF (τ) =
1
log 2
(
τ
Z(τ)− 1
Z(τ)
+ logZ(τ)
)
, (E7)
or, more generally:
SMF(τ) =
1
log 2
(
τ
N − Cisol
N − C
Z(τ)− C
Z(τ)
+ logZ(τ)
)
,
which, in the thermodynamic limit, reduces to
SthermMF (τ) =
1
log 2
(
τ
Z(τ)− C
Z(τ)
+ logZ(τ)
)
, (E8)
if C scales sub-linearly with N , i.e., if the number of
isolated nodes and disconnected components is much
smaller than the size of the system, which might not be
the case for finite empirical systems.
Taylor expanding the logarithm, keeping the first term
FIG. 4. Entropy of Barabasi-Albert networks with m = 5
(left) and m = 8 (right), compared with the mean-field ex-
pectation.
p = 0.2 p = 0.5
FIG. 5. Entropy of Erdos-Renyi networks with p = 0.2 (left)
and p = 0.5 (right), compared with the mean-field expecta-
tion.
in the limit of large τ ,
SthermMF (τ) =
1
log 2
(
τ
Z(τ)− C
Z(τ)
+ logC +
Z(τ)− C
Z(τ)
)
=
1
log 2
(
(τ + 1)
Z(τ)− C
Z(τ)
+ logC
)
=
(τ + 1)
log 2
Z(τ)− C
Z(τ)
+ log2 C, (E9)
The goodness of the mean-field approximation is nu-
merically investigated for a variety of network models
(see Fig. 4 and 5 for emblematic examples).
Appendix F: First order correction
In the previous section we have neglected the cross-
correlation term 〈(λ − λ¯)(ν(τ) − ν¯(τ))〉 to obtain the
mean-field approximation of the spectral entropy. It is
straightforward to show that this term can be considered
as a correction to the mean-field:
δSMF(τ) =
τ
log 2
〈(λ− λ¯)(ν(τ)− ν¯(τ))〉 (F1)
=
1
log 2
τe−τ
Z(τ)
N∑
i=2
δie
−δiτ ,
in order to write the spectral entropy as S(τ) =
13
SMF(τ) + δSMF(τ). Note that δi = λi − 〈λ〉, where λi
is the i-th eigenvalue of the normalized Laplacian matrix
and 〈λ〉 = 1 in the thermodynamic limit.
In fact, Z(τ) ≥ 1 for any value of τ , therefore the
following inequality holds:
δSMF(τ) ≤ −τ2e−τ (N − 1)(〈λ2〉 − 1), (F2)
where we have expanded the exponential in its Taylor
series truncated at second order and we have used the
fact that 〈δ2〉 = 〈λ2〉 + 1. In the case of C disconnected
components, this difference is
δSMF(τ) ≤ −τ2e−τ (N − C)(〈λ2〉 − 1). (F3)
From the definition of S¯nint(τ) and the above results,
it is straightforward to show that
S¯nint(τ) ≤ 1
L
L∑
`=1
S
(`)
MF(τ)− τ2e−τ
N − 1
L
L∑
`=1
(〈λ(`)2〉 − 1)
Sint(τ) ≤ Sint,MF(τ)− τ2e−τ (N − 1)(〈λ2int〉 − 1).
For a stochastic variable X bounded in an interval
[xm, xM ] the Popoviciu’s inequality holds:
Var(X) ≤ (xM − xm)
2
4
, (F4)
that in our case reduces to Var(λ) ≤ 1, for the distri-
bution of normalized Laplacian matrix’s eigenvalues. It
follows that 0 ≤ 〈λ2〉 = Var(λ) + 〈λ〉2 ≤ 2. For τ  1
then
S¯nint(τ) ≤ 1
L
L∑
`=1
S
(`)
MF(τ) (F5)
Sint(τ) ≤ Sint,MF(τ). (F6)
Appendix G: Non-negativity of Intertwining
From the fundamental inequality , it’s straightforward
to show that
logZint(τ) ≤ 1
L
L∑
`=1
logZ(`)(τ). (G1)
If τ  1 then Z(τ) ≈ 1 and the following approximation
holds:
logZ(τ) = − log 1
Z(τ)
≈ Z(τ)− 1
Z(τ)
, (G2)
which leads to
Zint(τ)− 1
Zint(τ)
≤ 1
L
L∑
`=1
Z(`)(τ)− 1
Z(`)(τ)
. (G3)
By summing side by side inequalities (G1) and (G3) we
obtain
Sint(τ) ≤ S¯nint(τ), (G4)
leading to non-negativity of the intertwining
I(τ) = S¯nint(τ)− Sint(τ) ≥ 0, (G5)
for τ  1. We wonder to which extent this inequality
holds for smaller values of τ .
After expanding Z around δi = λi − 〈λ〉 = λi − 1 we
have at first-order:
Z(τ) = 1 +
N∑
i=2
e−τλi = 1 + e−τ
N∑
i=2
e−τδi
= 1 + (N − 1)e−τ 〈1− τδ + τ
2
2
δ2 − ...〉
≈ 1 + (N − 1)e−τ , (G6)
from which Z−1(τ) ≈ 1− (N − 1)e−τ .
It follows that Eq. (G2) is satisfied provided that (N−
1)e−τ  1, which is equivalent to require that τ should
be larger than the τc where τc > log(N − 1) in order for
mean-field approximation to be very accurate.
In the more general case, we have Z(τ) ≈ C + (N −
C)e−τ , from which
Z−1(τ) ≈ C−1(1− N − C
C
e−τ ), (G7)
which similarly holds if τc > log(
N
C − 1) so that log ZC
can be expanded in the same way. Note that if there
are isolated nodes, the fundamental inequality must be
proven.
Appendix H: When and why the structural
reducibility fails
Of course, the non-interacting scenario described here
is barely observed in reality and Snint(τ) would be equal
to the entropy of one single layer. However, our frame-
work suggests that even in the case of different layers,
we can interpret Snint(τ) as an upper bound – obtained
by exploring the system using each layer separately – to
Sint(τ) (see Appendices E, F and G). Then, any devi-
ation from this upper bound highlights the existence of
layer-layer interactions and can be used functional re-
duciblity of the system. In the light of this distinction,
we are now able to better understand existing measures
in the literature. For instance, the classical structural
reducibility [38] is based on comparing Snint against the
entropy of the fully aggregated system Sagg: clearly this
method has to fail when some layers are exactly the same
and, more generally, when they are very similar with each
other (Appendix H).
The classical structural reducibility method is based
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on maximizing the quality function
q(n) = 1− 〈S
(`)〉(n)
Sagg
, (H1)
where n is the aggregation step, and Sagg is the entropy of
the fully aggregated system. Let us consider a multiplex
network with L layers, where m layers are identical and
have entropy S(same) = S(`) (` = 1, 2, ...m), while the
remaining layers have different topologies and we indicate
by
S(dif) =
1
L−m
L∑
`=L−m+1
S(`) (H2)
their average entropy. We expect a suitable optimization
procedure to identify the m − 1 redundant layers and
reduce the multiplex system to L−m+ 1 layers.
During the first m aggregation steps, the layers that
are supposed to be aggregated are exactly the same. Re-
marking that the entropy remains unchanged if the adja-
cency matrix is multiplied by a constant, when two out
of m equal layers are aggregated, the entropy of the re-
sulting network is still S(same). So when calculating the
average entropy of layers, aggregation of every pair of
equal layers is exactly equal to removing one of them.
This way it is straightforward to write the average en-
tropy of layers as a function of aggregation step n which
follows,
〈S(`)〉(n) = 1
L− n
m∑
`=n+1
S(`)
=
1
L− n
[
m∑
`=n+1
S(`) +
L∑
`=L−m+1
S(`)
]
=
m− n
L− n S
(same) +
L−m
L− n S
(dif)
=
1
L− n
[
(m− n)S(same) + (L−m)S(dif)
]
Writing one of the entropies in terms of the other one
S(dif) = δ + S(same) we have
〈S(`)〉(n) = 1
L− n [(m− n)S
(same)
+ (L−m)S(same) + (L−m)δ]
= S(same) +
L−m
L− n δ (H3)
Therefore, if S(dif) > S(same) then δ is positive, and
the aggregation of similar layers increases the average
entropy of layers 〈S(`)〉(n), while decreasing the classical
quality function: q(n) = 1 − 〈S(`)〉(n)Sagg . This case cor-
responds to an irreducible structure, an evident failure
of the method because it is only comparing the average
entropy of different groups of layers. A convincing exam-
ple is given in Fig. 6, where the method is applied to a
multiplex system consisting of 10 layers (9 are identical).
FIG. 6. Functional versus structural redundancy. A multiplex
network with 10 layers is given, in which 9 layers are exactly
the same and expected to be grouped into one network. In sce-
narios like this one, the structural reducibility fails to identify
the redundant layers to superimpose. The curve correspond-
ing to functional redundancy has been rescaled to match the
scale of the other curve to facilitate the comparison of trends
and the identification of maxima.
Appendix I: Using intertwining for dimensionality
reduction
If L indicates the normalized Laplacian matrix of the
multiplex network, let us introduce perturbation matri-
ces ∆L(`) such that the normalized Laplacian matrix of
each layer can be written as
L(`) = L+ ∆L(`). (I1)
What is the effect of such perturbations on the corre-
sponding partition functions? In fact, we have already
shown that
Z(τ) ' 1 + (N − 1)e−τ [1 + τ
2
2
(〈λ2〉 − 1)− ...] (I2)
either for the multiplex network or for each layer sepa-
rately. This result suggests that it is sufficient to find a
relation between the second-order moments of the eigen-
value distribution for networks separately and the whole
multiple system.
In the following, we use the perturbation approach sug-
gested by Lord Rayleigh, where we implicitly assume that
perturbations to the Laplacian matrices are small. Since
matrices L(`) are diagonalizable, then
λ
(`)
i = λi + ∆λ
(`)
i , (I3)
with
∆λ
(`)
i = q
>
i ∆L(`)qi, (I4)
where qi indicates the i-th eigenvector of L. Since
〈λ(`)〉 = 1 and 〈λ〉 = 1, it follows that 〈∆λ(`)〉 = 0,
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whereas 〈(
λ(`)
)2〉
=
〈
λ2
〉
+
〈(
∆λ(`)
)2〉
, (I5)
where the covariance term
〈
λ∆λ(`)
〉
= 0 because per-
turbed eigenvalues are not depending from the eigenval-
ues of L. It follows that
Z(`)(τ) = Zint(τ) + ∆Z
(`)(τ), (I6)
with
∆Z(`)(τ) =
τ2
2
e−τ (N − 1)
〈(
∆λ(`)
)2〉
. (I7)
We can also write the product of partition functions of
layers in terms of perturbations:
L∏
`=1
Z(`)
1
L (τ) =
L∏
`=1
(
Zint(τ) + ∆Z
(`)(τ)
) 1
L
(I8)
= Zint(τ)
L∏
`=1
(
1 +
∆Z(`)(τ)
Zint(τ)
) 1
L
. (I9)
Since 1  ∆Z(`)(τ)Zint(τ) we can use the approximation(
1 + ∆Z
(`)(τ)
Zint(τ)
) 1
L ≈ 1 + 1L ∆Z
(`)(τ)
Zint(τ)
at first order, to ob-
tain
L∏
`=1
(
1 +
∆Z(`)(τ)
Zint(τ)
) 1
L
≈
L∏
`=1
(
1 +
1
L
∆Z(`)(τ)
Zint(τ)
)
= 1 +
1
L
L∑
`=1
∆Z(`)(τ)
Zint(τ)
+ O
(
∆Z(`)
2
(τ), ...
)
≈ 1 + ∆Z(`)(τ), (I10)
where
∆Z(`)(τ) ≈ τ
2
2
e−τ (N − 1)
〈(
∆λ(`)
)2〉
and 〈(
∆λ(`)
)2〉
=
1
L
L∑
`=1
〈(
∆λ(`)
)2〉
Above the time τc, Eq. (G2) holds and we can write en-
tropy in mean-field regime as
SMF(τ)× log 2 = τ Z(τ)− 1
Z(τ)
+ logZ(τ)
≈ (τ + 1)Z(τ)− 1
Z(τ)
. (I11)
On the one hand, let us consider the average informa-
tion divergence given by
1
L
L∑
`=1
DKL(ρ||ρ(`)) = 1
L
L∑
`=1
log
(
Z(`)
)
− logZ,
where, multiplying by τ + 1 we obtain the important
relation with the entropy deviation given by
(τ + 1)
1
L
L∑
`=1
DKL(ρ||ρ(`)) = (τ + 1) 1
L
L∑
`=1
log
(
Z(`)
)
− (τ + 1) logZ
= S¯nint(τ)− Sint(τ).
On the other hand, since
log
L∏
`=1
Z(`)
1
L (τ)
Zint(τ)
= log
(
1 +
∆Z(`)(τ)
Zint(τ)
)
≈ ∆Z
(`)(τ)
Zint(τ)
,
we can write
(τ + 1) log
L∏
`=1
Z(`)(τ)
1
L
Zint(τ)
= (τ + 1)
1
L
L∑
`=1
Z(`)(τ)− 1
Z(`)(τ)
− (τ + 1)Zint(τ)− 1
Zint(τ)
,
from which we obtain
S¯nint(τ)− Sint(τ) = I(τ) ≈ (τ + 1)∆Z
(`)(τ)
Zint(τ)
.
It is worth remarking the dependence of the intertwin-
ing on the average variance of single-layer eigenvalues,
stressing the fact that it can be used as a measure of
topological diversity of layers. In practice, it is desirable
to work with the relative intertwining, defined by
I?(τ) = 1− Sint(τ)
S¯nint(τ)
.
Since Sint(τ) ≤ S¯nint(τ) then 0 ≤ S¯nint(τ) − Sint(τ) ≤
S¯nint(τ), therefore 0 ≤ I?(τ) ≤ 1. For small perturba-
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tions, the relative intertwining reduces to
I?(τ) =
(τ + 1)∆Z
(`)(τ)
Zint(τ)
(τ + 1) 1L
L∑`
=1
Z(`)(τ)−1
Z(`)(τ)
=
∆Z(`)(τ)
Zint(τ)
1
L
L∑`
=1
Zint(τ)+∆Z(`)(τ)−1
Zint(τ)+∆Z(`)(τ)
≈
∆Z(`)(τ)
Zint(τ)
1
L
L∑`
=1
Zint(τ)+∆Z(`)(τ)−1
Zint(τ)
(1− ∆Z(`)(τ)Zint )
≈
∆Z(`)(τ)
Zint(τ)
1
L
L∑`
=1
Zint(τ)+∆Z(`)(τ)−1
Zint(τ)
=
∆Z(`)(τ)
Zint(τ) + ∆Z(`)(τ)− 1
=
(N − 1) τ2e−τ2
〈(
∆λ(`)
)2〉
(N − 1)e−τ
[
1 + τ
2
2 (〈λ2〉 − 1) + τ
2
2
〈(
∆λ(`)
)2〉]
=
τ2
2
〈(
∆λ(`)
)2〉
1 + τ
2
2 (〈λ2〉 − 1) + τ
2
2
〈(
∆λ(`)
)2〉 (I12)
It is worth noting that the second-order approximation
used in this section requires that τ
2
2
〈(
∆λ(`)
)2〉 1 and
τ2
2 (〈λ2〉−1) 1. It follows that the relative intertwining
can be well approximated by
I?(τ) ≈ τ
2
2
〈(
∆λ(`)
)2〉
. (I13)
The last relation highlights how the intertwining is ex-
pected to increase for increasing deviation of single-layer
eigenvalue spectra from the overall average. Addition-
ally, the relative intertwining can be approximated as
I∗(τ) ≈ ∆Z(`)(τ)
Zint(τ)+∆Z(`)(τ)−1
. If the perturbation is suffi-
ciently small, i.e. ∆Z(`)(τ) Zint(τ), the approximation
reduces to I∗(τ) ≈ ∆Z(`)(τ)Zint(τ)−1 , which directly relates the
intertwining to the partition function of multiplex net-
work.
The integral over time of the relative intertwining is
used as a quality function in the main text in order to
have a parameter-independent quantification of diversity.
If m = 0, 1, ..., L − 1 indicates the aggregation step of
the functional reduction procedure, we define the quality
function by
I?(m) = 1
τmax − τc
∫ τmax
τc
dτ I?(m; τ), (I14)
where τc > log(N − 1) and τmax can be arbitrarily large.
To allow for a meaningful comparison with some trans-
port properties, as shown in the next section, we can set
τmax = N without loss of generality: this choice corre-
sponds to let random walkers explore the network with
a number of steps that is of the order of system’s size.
Since I?(m, τ) = f(τ)φ(m), i.e. its dependence on vari-
ables can be separated, the resulting quality function will
not be affected by the integral of f(τ) at different aggre-
gation steps, therefore we can focus only on the influence
of φ(m) =
〈(
∆λ(`)
)2〉
.
To better understand the behavior of φ(m), let us con-
sider the case of a multiplex network consisting of L lay-
ers, among which m0 < L are identical. For sake of sim-
plicity, but without loss of generality, we can assume that
the identical layers are the ones labeled by 1, 2, ...,m0,
where non-identical layers are labeled by m0 +1, ..., L. It
follows that
φ(m) =
m0 −m
L−m
〈(
∆λ(1)
)2〉
+
1
L−m
L∑
`=m0+1
〈(
∆λ(`)
)2〉
and
φ(m+ 1)− φ(m) = m0 − L
(L−m)(L−m− 1)
〈(
∆λ(1)
)2〉
+
1
(L−m)(L−m− 1)
L∑
`=m0+1
〈(
∆λ(`)
)2〉
,
suggesting that the difference in the quality function be-
tween two successive aggregation steps depends on the
trade-off between a negative term (the first one, since
m0 < L) and a positive term (the second one). This
difference is positive if and only if
1
L−m0
L∑
`=m0+1
〈(
∆λ(`)
)2〉
≥
〈(
∆λ(1)
)2〉
. (I15)
The last result provides us with a deep insight on the
behavior of the quality function: it increases after ag-
gregating two layers that are identical – or, equivalently,
with an eigenvalue spectrum whose variance is identically
displaced from the overall average – if and only if the av-
erage variance of the eigenvalue spectra of non-identical
layers is larger than the variance of the eigenvalue spectra
of identical ones. Roughly speaking, the quality function
increases when superimposing two layers which provide
redundant information in the multiplex system whereas
it decreases when it is not the case.
Since at the latest possible aggregation step, i.e. m =
L− 1, the intertwining is zero by construction, when re-
dundant layers are present we expect an optimal step
mopt to exist in correspondence of the step where topo-
logical diversity is maximum.
Appendix J: Collective cosine distance between
layers
A standard way to quantify dissimilarity between lay-
ers is to use Jensen-Shannon entropy divergence. Indi-
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cating by ρ(`)(τ) and ρ(`
′)(τ) be the density matrices
corresponding to two layers ` and `′ of a multiplex net-
work, their Jensen-Shannon divergence is defined by
J [ρ(`)(τ)||ρ(`′)(τ)] = S(mix)(τ)− 1
2
[S(`)(τ) + S(`
′)(τ)],
formally equivalent to the measure widely used in quan-
tum computing. Here, S(mix) is the entropy of the mix-
ture matrix defined by µ(`,`
′) = [ρ(`)(τ) + ρ(`
′)(τ)]/2.
The quantity
√
J [ρ(`)(τ)||ρ(`′)(τ)] defines a metric dis-
tance between layers that is a function of diffusion time
τ .
However, Jensen-Shannon distance (JSD) might be not
reliable in the case of multiplex systems consisting of mul-
tiple connected components and isolated nodes across
layers, scenarios typical when analyzing empirical sys-
tems. Moreover, it depends on τ : for multi-resolution
analysis this is desirable, while it is less desirable when
one is not interested in having results at different time
scales.
In this section, we introduce a novel distance measure,
that we name collective cosine distance (CCD), which is
not affected by the above limitations. At variance with
JSD, which is an information-theoretic measure, CCD
is a geometric measure based on the calculation of the
average angular distance between transition vectors. The
transition vector ~Ti associated to node i is a column of
the transition matrix T, and encodes the probability of
jumps from that specific node to any other node in the
network. As the role of a certain node in distribution of
flow can vary from layer to layer, ~T
(`)
i and
~T
(`′)
i (`, `
′ =
1, 2, ..., L) can in general be different. Here, we quantify
this difference by their angular distance in the Euclidean
space RN . This distance is calculated as
θ
(`,`′)
i = cos
−1
(
~T
(`)
i · ~T (`
′)
i
|~T (`)i ||~T (`
′)
i |
)
, (J1)
where | · | denotes the vector norm. A collective variable
of interest is the average angular distance of nodes across
two arbitrary layers:
Θ(`,`
′) =
1
N
N∑
i=1
θ
(`,`′)
i . (J2)
Note that in case of isolated state nodes, the correspond-
ing transition vector can be taken as zero. The collective
cosine distance (CCD) between two layers, accounting for
the collective angle, is defined by
d(`, `′) = 1− cos(Θ(`,`′)) (J3)
and can be used to quantify the pairwise dissimilarity of
layers while accounting for dissimilarities of their diffu-
sion pathways.
It is worth remarking that CCD is more convenient
than JSD for the goal of this study. From a computa-
tional perspective, it is dramatically faster than JSD and
avoid hierarchical clustering: therefore, reduction is not
based on a heuristics but it can be the result of an ex-
haustive search through all possible functional couplings.
From a theoretical perspective, CCD does not depend on
a temporal scale and naturally deals with the presence of
isolated nodes and multiple connected components.
Appendix K: Laplacian matrix in presence of
isolated nodes
Empirical multiplex systems usually consist of sev-
eral isolated state nodes and, sometimes, of disconnected
components. The presence of these isolated nodes leads
to singularities when modeling the dynamics on top
of the network. To avoid such singularities, a typical
workaround is to add self-loops connecting isolated nodes
to themselves. However, this mathematical trick boosts
the dynamical trapping and consequently, it dramati-
cally alters the resulting dynamics in an unpredictable
way. Another possibility is to add virtual links, with ex-
tremely small weights, connecting an isolated state node
to all state nodes of the corresponding layer, or to a num-
ber of them. This workaround provides a more realistic
approach to model a diffusion process on top of multi-
plex networks. Unfortunately, when the number of iso-
lated state nodes is large, a large portion of the flow goes
through the virtual links and, consequently, the resulting
dynamics in an unpredictable way.
To overcome those issues, we propose an alternative
approach to find the right Laplacian matrix of a multi-
plex network and its layers when an arbitrary number of
isolated state nodes is present. To this aim, we first ques-
tion the physical nature of isolated state nodes. As they
have no contribution in any interaction, they should not
have any impact on the overall flow as well. More tech-
nically, instead of focusing on the structure, we associate
suitable transition vectors to the isolated state nodes in
order to remove their influence on the overall dynamics.
Mathematically, let us indicate by ~T
(`)
i the transition
vector for node i in layer `, and, if the node is isolated
in that layer, let us indicate the vector by ~T
(`,iso)
i . Our
goal is to exclude the effects of isolated state nodes on
the transition vector of node i. Let us assume that node
i is connected in only m out of L layers of the multiplex
network: the corresponding multiplex transition vector
is given by
~Ti =
1
L
L∑
`=1
T
(`)
i =
1
L
[
m∑
`=1
T
(`)
i +
L∑
`=m+1
T
(`,iso)
i
]
=
1
m
m∑
`=1
T
(`)
i ,
from which
1
L
L∑
i=m+1
~T
(`,iso)
i =
L−m
mL
m∑
`=1
~T
(`)
i .
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Assuming the same contribution for all isolated state
nodes in their average, ~T
(`,iso)
i =
~T
(`′,iso)
i , one obtains
L−m
L
~T
(`,iso)
i =
L−m
mL
m∑
`=1
~T
(`)
i , (K1)
that simply reads
~T
(`,iso)
i =
1
m
m∑
`=1
~T
(`)
i . (K2)
Once transition vectors for isolated state nodes are ob-
tained, one can find the transition matrix of layers with
isolated nodes, and consequently the transition matrix
of the multiplex, as the weighted average of transition
matrices of layers.
Appendix L: Transport metrics
In this section, we introduce some transport metrics
that we used in numerical experiments to validate how
functional reducibility enhances the transport properties
in complex systems.
Diffusion time.– The eigendecomposition of the prop-
agator reads e−τL =
N∑
i=1
C(i)e−λiτ . The evolution of the
probability vector is then
p(τ) =
N∑
i=1
p(0)C(i)e−τλi . (L1)
Since λ1 = 0, the first term of the summation is a con-
stant, whereas the other terms decay exponentially fast.
The second smallest eigenvalue λ2 governs the conver-
gence of the process by setting a typical time scale λ−12 ,
which is known as diffusion time.
Average return probability.– The average return
probability, within a time τ , encodes the probability to
return back to the origin of a random walk. It is is given
by
R(τ) =
∫ ∞
0
dλ e−τλρ(λ), (L2)
where ρ(λ) is the spectral density of the normalized
Laplacian matrix [51].
In order to allow for comparing different networks re-
gardless of a specific temporal scale, we integrate again
within the same interval ∆τ = τf−τi used for the overall
analysis. Finally, we use
R = 1
τf − τi
∫ τf
τi
dτ R(τ). (L3)
Note that we perform the same integration for the par-
tition function, to get rid of its dependence on τ .
Navigability.– One way to define the navigability of a
multiplex network is to measure its coverage [6], quantify-
ing the efficiency of the walker in discovering the network
in terms of the average fraction of distinct nodes visited
at least once within τ steps. For connected networks,
this fraction increases over time until the random walker
explores all nodes of the network. A good approximation
for the coverage is given by,
Ω(τ) ≈ 1− 1
N2
N∑
i,j=1
(1− δij)e−Cij(1)τ−Cij(2)λ
−1
2 ,(L4)
where δij is the Kronecker delta, λ2 is the second smallest
eigenvalue and C(i) depends on the i–th eigenvector of
the normalized Laplacian matrix. To compare two net-
works in terms of their coverage, we define their naviga-
bility by integrating the corresponding coverage function
over time and then normalizing it by the integral vicinity:
N = 1
τf − τi
τf∫
τi
dτΩ(τ). (L5)
Appendix M: Relating intertwining to transport
properties
Let us define λ
(`)
2 = λ2 + ∆λ
(`)
2 , from which we have in
the limit of large τ :
Zint ≈ 1 + e−τλ2
Z(`) ≈ 1 + e−τλ(`)2 = 1 + e−τ(λ2+∆λ(`)2 ) ≈ Zint + ∆Z(`),
where
∆Z(`) = −τe−τλ2∆λ(`)2 . (M1)
We have already showed that for large τ the fundamental
inequality reduces to
Zint ≤ Zint + 1
L
L∑
`=1
∆Z(`), (M2)
leading to
Zint ≤ Zint − τe−τλ2 1
L
L∑
`=1
∆λ
(`)
2 , (M3)
or equivalently:
0 ≤ −τe−τλ2∆λ(`)2 , (M4)
from which we deduce that ∆λ
(`)
2 ≤ 0 ≤ λ2. The result-
ing intertwining becomes
I(τ) = (τ + 1)∆Z
(`)(τ)
Zint(τ)
= (τ + 1)
−τe−τλ2∆λ(`)2
Zint
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10 correlated  
random layersB
2 groups of 4 identical 
layers + 2 random layersA
FIG. 7. Functional reduction of additional synthetic
systems. See Appendix N for details about the two bench-
marks.
and for the relative intertwining we have
I?(τ) =
−τe−τλ2∆λ(`)2
Zint
Zint−1
Zint
+
−τe−τλ2∆λ(`)2
Zint
=
−τ∆λ(`)2
1− τ∆λ(`)2
≈ −τ∆λ(`)2 = −τ(λ(`)2 − λ2) = τ(λ2 − λ(`)2 ).
The last step highlights the existence of a direct relation-
ship between our quality function for quantifying func-
tional redundancy and the second smallest eigenvalue of
the Laplacian matrix, λ2. It is easy to show that – regard-
less of the value of τ – the aggregation step m = mopt
where I?(m; τ) is globally maximum corresponds to a
minimum in the characteristic diffusion time, quantified
by 1/λ2 and the navigability, which at first-order is pro-
portional to −λ2.
Appendix N: Additional synthetic benchmarks
In Fig. 7A we consider a multiplex network with 100
nodes, whose layers are all random networks with wiring
probability p = 0.2, with the additional constraint that
two bunch of layers are exactly the same. Figure 7B
shows results for a multiplex network of 100 nodes and
10 layers, in which the first layer is a random networks
with p = 0.4, the second layer is a copy of the first but
after randomly cutting links with a probability of 4/100,
and so forth so on, to induce correlations among ran-
dom layers. The functional analysis of these systems is
in agreement with our expectation: layers which are ex-
actly the same are coupled together: the resulting groups
are noisy and independent networks, which can not be
further aggregated.
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