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Resumen
Esta lı´nea de investigacio´n tiene como objetivo analizar los distintos operadores de mezcla de
mu´ltiples fuentes de informacio´n desde diferentes teorı´as. El proyecto involucra el ana´lisis de los
operadores de mezcla de la teorı´a de Revisio´n de Creencias, Argumentacio´n y desde las Lo´gicas
proposicional y posibilı´stica. En este trabajo, en primer lugar se describen algunos operadores
de mezcla desde las teorı´as ya mencionadas. En base a estas alternativas se propondra´ relacionar
estos operadores entre sı´, y se propondra´ redefinir sus conceptos orientando los comportamientos
de los mismos a los sistemas multi-agente.
1. Introduccio´n
El problema de mezclar mu´ltiples fuentes de informacio´n es central en muchas a´reas de proce-
samiento de informacio´n tal como sistemas de informacio´n cooperativos, problemas de integracio´n
de bases de datos, toma de decisiones de mu´ltiples criterios, sistemas multi-agente, etc. En un sistema
de mu´ltiples bases de datos dos componentes de bases de datos pueden registrar el mismo ı´tem de
dato pero darle diferentes valores debido a la incompletitud de actualizaciones, un error de sistema, o
diferencias en sema´nticas subyacentes.
Se pueden distinguir dos aproximaciones para tratar con informacio´n contradictoria en mu´ltiples
fuentes:
La primer aproximacio´n consiste en mezclar estos items de informacio´n y construir un conjunto
consistente de informacio´n, la cual representa el resultado de la mezcla [1, 2, 3].
La segunda aproximacio´n consiste en resolver los conflictos sin mezclar las bases. Esta esta´ basa-
da en la construccio´n de argumentos y contra-argumentos (derrotadores) y la seleccio´n de los
ma´s aceptables de estos argumentos [4]. Luego las inferencias son sacadas desde los aceptables.
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Adema´s, cuando se cuenta con prioridades adjuntadas a las piezas de conocimiento, la tarea de
hacer frente con la inconsistencia es muy simplificada, dado que los conflictos tienen una mejor
oportunidad a ser resueltos. Dos clases de prioridades pueden ser distinguidas: prioridades implı´citas
que son extraı´das desde las bases de conocimiento, y las prioridades explı´citas que esta´n especificadas
fuera de la teorı´a lo´gica a la cual son aplicadas.
Cuando la informacio´n es modelada en lo´gica proposicional, existen aproximaciones [5] que de-
finen prioridades implı´citas basadas en una distancia, generalmente distancia de Hamming.Otros ope-
radores de mezcla han sido propuestos usando prioridades explı´citas [1]. Para ellos se consideran las
bases posibilı´sticas, donde la informacio´n priorizada es codificada en forma de fo´rmulas proposi-
cionales pesadas.
Luego, en el trabajo [4] se establece la relacio´n entre la teorı´a de argumentacio´n y la mezcla
de informacio´n cuando las prioridades son expresadas tanto implı´cita como explı´citamente. En este
artı´culo, se describira´ brevemente un framework de argumentacio´n basado en preferencia para ra-
zonar con bases de conocimiento en conflictos, donde cada base podrı´a ser parte de un agente. Este
framework usa relaciones de preferencia entre argumentos para determinar los aceptables.
El resto de este trabajo esta´ organizado como sigue. A continuacio´n, en la Seccio´n 2 se presen-
tara´ un tipo de mezcla que retorna un u´nico conjunto consistente. Dentro de esta seccio´n se presentan
algunos operadores de mezcla que esta´n basados en la teorı´a de revisio´n. Adema´s, en la Seccio´n 2 tam-
bie´n se describe, en forma breve, operadores de mezcla cuando la informacio´n cuenta con prioridades
implı´citas y explı´citas. Luego, en la Seccio´n 3, se describira´ un framework de argumentacio´n basado
en preferencia, y se mostrara´ la conexio´n entre el framework de argumentacio´n y las aproximaciones
de mezcla basado tanto en prioridades implı´citas como explı´citas. En la Seccio´n 4 mostraremos, en
forma resumida, las tareas en progreso y el objetivo de esta lı´nea de investigacio´n.
2. Mezclas que retornan un u´nico conjunto consistente
En la literatura existen diferentes operadores de mezcla que, como se ha mencionado anterior-
mente, construyen un u´nico conjunto consistente de informacio´n desde las bases a ser mezcladas.
Dicho conjunto representa el resultado de la mezcla. En este trabajo distinguimos dos tipos de opera-
dores que siguen este comportamiento:
operadores de mezcla que siguen la lı´nea de “Revisio´n de Creencias”, y
operadores de mezcla definidos sobre las bases de las prioridades.
2.1. Mezclas que siguen la lı´nea de “Revisio´n de Creencias”
Los operadores que siguen la lı´nea de “Revisio´n de Creencias” se definen mediante representa-
ciones axioma´ticas, esto es, se caracterizan en te´rminos de postulados que describen formalmente
su comportamiento. Esta axiomatizacio´n esta´ definida, en general para la mezcla de dos bases de
creencias. Por ejemplo, Fuhrmann propone en [2] un operador de mezcla como una forma diferente
de revisio´n no priorizada. ´El define un operador de mezcla en el cual dos bases de conocimiento
pueden combinarse en una. El operador de mezcla abre la posibilidad de que la nueva informacio´n
sea parcialmente o totalmente ignorada si la vieja informacio´n es ma´s fuerte.
Otra alternativa a este tipo de operadores de mezcla es la que ofrece Liberatore en [3]. ´Este opera-
dor lo llamo´ “arbitracio´n” y a diferencia del anterior, este es parametrizable, y ofrece la alternativa
de capturar los cambios en el mundo como lo hace Katsuno y Mendelzon en la definicio´n de la teorı´a
de updating [6].
2.2. Mezclas definidas sobre las bases de las prioridades
En esta seccio´n se presentara´n algunos operadores de mezcla definidos sobre las bases de las
prioridades. Como se ha mencionado arriba, existen dos clases de prioridades que pueden ser dis-
tinguidas: las prioridades implı´citas las cuales son extraı´das desde una base de conocimiento, y las
prioridades explı´citas las cuales esta´n dadas en te´rminos de pesos asociados a las piezas de informa-
cio´n en una base de conocimiento, como es el caso en las bases lo´gicas posibilı´sticas. Hay que notar
que a diferencia de los operadores descriptos arriba, e´stos esta´n definidos para mezclar n bases.
2.2.1. Mezcla de informacio´n proposicional: uso de prioridades implı´citas
Dado un conjunto de n bases proposicionales, este tipo de mezcla asume prioridades implı´citas y
retorna una u´nica base consistente [5]. Las prioridades se basan en la distancia entre interpretaciones y
las bases a ser mezcladas. Los tres pasos ba´sicos seguidos para definir esta mezcla basada en distancia
son:
1. Ordenar el conjunto de interpretaciones con respecto a cada base proposicional computando
una distancia local, entre cada interpretacio´n y cada base a ser mezclada. La distancia local
esta´ basada en la distancia de Hamming.
2. Ordenar el conjunto de interpretaciones con respecto a todas las bases proposicionales. Esto
conduce a la distancia global desde la agregacio´n de distancias locales usando un operador de
mezcla. En base a esta distancia global se define una relacio´n de orden entre interpretaciones.
3. Por u´ltimo, el resultado de la mezcla esta´ definido como los modelos mı´nimos segu´n la relacio´n
de orden mencionada en el item anterior.
2.2.2. Mezcla de informacio´n priorizada en lo´gica posibilı´stica
Aquı´ la informacio´n priorizada es representada en lo´gica posibilı´stica [1]. A nivel sinta´ctico,
las bases de conocimientos posibilı´sticas son un conjunto de fo´rmulas pesadas de la forma B =
{(φi, ai)|i = 1, ..., n}, donde φi es una fo´rmula proposicional y ai pertenece a una escala totalmente
ordenada tal como el intervalo [0, 1]. El par (φi, ai) significa que el grado de certeza de φi es al menos
igual a ai.
El proceso de mezcla de informacio´n provisto con prioridades explı´citas cuenta con dos pasos:
1. Desde el conjunto de bases posibilı´sticas, se computa una nueva base, llamada la base agregada,
la cual es generalmente inconsistente.
2. Desde la nueva base se infieren las conclusiones.
Una base agregada es un conjunto de pares fo´rmula-peso, donde las fo´rmulas son disyunciones
entre fo´rmulas de diferentes taman˜os tomadas desde las bases a ser mezcladas. El peso de cada disyun-
cio´n es determinado por un operador de mezcla posibilı´stico que toma como entrada los diferentes
pesos de las piezas de informacio´n que componen la disyuncio´n en cuestio´n. El resultado de la mezcla
es el conjunto de fo´rmulas mejor pesadas que no presentan inconsistencias entre sı´ y que se infieren
desde la base agregada.
3. Framework ba´sico de argumentacio´n
La argumentacio´n es un modelo de razonamiento basado en la construccio´n y la comparacio´n
de argumentos. Los frameworks de argumentacio´n han sido desarrollados para la toma de decisiones
bajo incertidumbre, y otros para manejar inconsistencia en bases de conocimiento donde la conclusio´n
es justificada por argumentos. Los argumentos representan las razones para creer en un hecho. Un
proceso de argumentacio´n sigue los siguientes 5 pasos:
1. Construccio´n de argumentos desde las bases.
2. Definir la fortaleza de aquellos argumentos.
3. Determinar los diferentes conflictos entre los argumentos.
4. Evaluacio´n de la aceptabilidad de los diferentes argumentos.
5. Concluir o definir las conclusiones justificadas.
Un framework de argumentacio´n es una terna 〈A,R,º〉, donde A es un conjunto de argumentos,
R es una relacio´n binaria que representa la relacio´n de derrota entre argumentos y º es un pre-orden
(parcial o completo) sobre A×A. Para ma´s informacio´n sobre sistemas de argumentacio´n concretos
ver [7, 8].
3.1. Mezcla de informacio´n con argumentacio´n
Para recuperar los resultados de los diferentes operadores de mezcla dentro de un framework
de argumentacio´n, se necesita especificar las definiciones de argumento, la relacio´n de rebatibilidad
entre argumentos, y finalmente de la relacio´n de preferencia entre argumentos. Desde una base de
conocimiento proposicional se pueden definir los diferentes argumentos. En este contexto, los argu-
mentos son pares de la forma 〈H, h〉, donde H es llamado el soporte y h la conclusio´n del argumento.
h es una fo´rmula de un lenguaje proposicional y H es un subconjunto minimal y consistente de una
base proposicional que deduce h.
3.1.1. Mezcla de informacio´n con argumentacio´n: prioridades implı´citas
Con el objetivo de capturar los resultados de las aproximaciones de mezcla descriptas en 2, un
argumento toma su soporte desde la unio´n de todas las bases a ser mezcladas. Luego la idea ba´sica
es asociar al soporte de cada argumento una fuerza. Esta u´ltima corresponde a la distancia mı´nima
entre el soporte del argumento y las diferentes bases a mezclar. La fuerza de un soporte corresponde
en algu´n sentido a la distancia global. La misma hace posible definir una relacio´n de preferencia entre
argumentos. De esta manera, basado en la relacio´n de preferencia, se obtienen diferentes resultados de
la mezcla que corresponden a la unio´n de los conjuntos de interpretaciones que modelan los conjuntos
de argumentos libres de conflictos [9].
3.1.2. Mezcla de informacio´n con argumentacio´n en lo´gica posibilı´stica
Un argumento aquı´ es construido desde el conjunto de fo´rmulas formadas por la unio´n de las
disyunciones y conjunciones de fo´rmulas pertenecientes a las bases a ser mezcladas. Cuando se cuenta
con prioridades explı´citas entre las creencias, tal como grados de certeza, una relacio´n de preferencia
entre argumentos puede ser definida de forma que los argumentos que usan las creencias ma´s certeras
sera´n encontrados ma´s fuertes que los que usan creencias menos certeras. La fuerza de un argumento
corresponde al grado de certeza de la creencia menos certera involucrada en el argumento.
Luego, siguiendo la relacio´n de preferencia mencionada anteriormente, y las diferentes relaciones
de ataques entre argumentos, se obtiene como resultado de la mezcla el conjunto de creencias mejor
pesado que esta´ libre de conflictos [4].
4. Tareas en progreso y trabajo a futuro
En los sistemas multi-agente cada agente puede estar representado por una base de conocimiento.
Las diferentes bases de los agentes pueden estar en conflictos entre ellas. En un entorno colaborati-
vo donde los agentes comparten informacio´n, es necesario disponer de un operador de mezcla que
solucione dicho conflicto. Es por esto, que esta lı´nea de investigacio´n busca relacionar los operadores
de mezcla con las nociones de sistemas multi-agentes. Para ello, se esta´ realizando un ana´lisis de los
diferentes operadores de mezcla que han sido propuestos en distintas areas de investigacio´n. Como se
ha visto a lo largo de este trabajo, existen varios enfoques que definen la mezcla entre mu´ltiples bases.
Una aproximacio´n, consiste en mezclar estos items de informacio´n y construir un conjunto consis-
tente de informacio´n. Otra aproximacio´n, consiste en resolver los conflictos sin mezclar las bases.
Esta esta´ basada en la construccio´n de argumentos y contra-argumentos (derrotadores) y la seleccio´n
de los ma´s aceptables de estos argumentos. Una vez realizado un ana´lisis profundo de los operadores
de mezcla existentes, se buscara´ relacionar estos operadores, y se intentara´ redefinir sus conceptos
orientando los comportamientos de los mismos a los sistemas multi-agentes.
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