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Abstract
We prove it consistent that for every countable indecomposable ordinal γ there is a topological
space in which player I has a winning strategy in the open-point game of length γ but no winning
strategy in the shorter games. This solves a question of Berner and Juhász. Ó 2001 Elsevier Science
B.V. All rights reserved.
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0. Introduction
Given a topological space X and an ordinal γ the two person perfect information open-
point game Gγ of length γ on the space X is played as follows:
I O0 . . . Oi . . . i ∈ γ
II x0 . . . xi . . .
where Oi ⊂ X are nonempty open sets and xi ∈ Oi are their elements, for all ordinals
i ∈ γ . The player I wins if the set {xi: i ∈ γ } ⊂X is dense. In the paper [1] that introduced
these games a question was asked whether there can be a countable ordinal γ greater than
ω ·ω and a space X such that the player I has a winning strategy in the game Gγ but does
not have winning strategy in any of the gamesGβ for β ∈ γ . The question resurfaced in [3].
Here we show
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Theorem 1. It is consistent that for every countable indecomposable ordinal γ there is a
space X such that γ is the least ordinal for which the player I has a winning strategy in
the game Gγ .
As far as the optimality of this result is concerned, Theorem 6 below shows that in
ZFC the minimal γ for which the player I has winning strategy in the game Gγ must
be indecomposable if infinite. It is not clear whether the phrase “It is consistent that”
in Theorem 1 can be dropped. The construction below uses roughly the Continuum
Hypothesis and a form of club guessing on ω1. In the spaces obtained, the games Gβ for
β ∈ γ are actually undetermined. The spaces themselves are on the reals with the topology
extending the usual Euclidean one. I have not looked into the games of uncountable ordinal
length.
The notation in this paper is largely standard. For ordinals α,β the symbols α+β, α ·β
denote the usual ordinal addition and multiplication, in particular α ·β is the ordertype of
β many copies of α stacked on top of each other. An ordinal is indecomposable if it is not
a sum of two smaller ordinals.
The paper is organized in the following way: in Section 1 I construct the spaces from
certain combinatorial objects and prove that they work. Sections 2 and 3 contain forcing
arguments for adding the combinatorial objects needed in Section 1. Finally, Section 4
shows that the infinite decomposable ordinals can never turn out to be minimal such that
player I has a winning strategy.
1. The spaces
The construction of the spaces involves two ingredients.
A. A sequence 〈aα : α a countable limit ordinal〉 of subsets of ω1 and a collection
{Sγ : γ a countable limit ordinal} of pairwise disjoint stationary subsets of ω1 such that
(1) for every limit ordinal α ∈ ω1 the set aα ⊂ α is closed unbounded,
(2) for every limit ordinal γ ∈ ω1 and every α ∈ Sγ the set aα has ordertype γ ,
(3) for every club D ⊂ ω1 and every limit ordinal γ ∈ ω1 there is α ∈ Sγ ∩D such that
aα ⊂D,
(4) for every ordinal α ∈ ω1 the set {aβ ∩ α: β ∈ ω1} is countable.
It is a routine matter to force such objects by a countably closed notion of forcing,
obtaining a model V [G0]. This is handled in Section 2. Alternately one can derive the
existence of a such objects from a combinatorial principle like ♦. The attentive reader
will find out that actually a weaker and a more obscure principle than guessing clubs is
at work in our examples, however the principle still does not follow from the Continuum
Hypothesis.
B. A sequence 〈rα : α ∈ ω1〉 of reals—functions from ω to ω—such that
(5) for every real s there is an ordinal β ∈ ω1 such that for every larger ordinal α ∈ ω1
the function rα is eventually different from s, in other words, rα ∩ s is finite,
J. Zapletal / Topology and its Applications 111 (2001) 289–297 291
(6) for every countably infinite set Y of reals, if the set t = {〈n,m〉: for infinitely many
functions s ∈ Y s(n) = m} is finite, then there is an ordinal β ∈ ω1 such that for
every set a ⊂ ω1\β with a ∈ V [G0] and ordertype of a less than the minimum of a
there is a real s ∈ Y such that for every ordinal δ ∈ a rδ ∩ s ⊂ t .
Again, there is a rather routine ccc iteration of the eventually different real forcing that
adjoins a sequence of reals as above, giving a model V [G0][G1]. This is done in Section 3.
Since every club subset of ω1 in V [G0][G1] has a club subset in V [G0] it follows that the
objects from A keep their properties in the model V [G0][G1]. It should be mentioned that
for absoluteness reasons suitable objects from A and B exist under the assumption of ♦
plus large cardinals, and one can almost certainly drop the large cardinal part from those
assumptions.
Now work in the model V [G0][G1]. This is the model for the theorem. Fix a countable
limit ordinal γ . We will first produce a space Xγ such that the player I has no winning
strategy in the gamesGω ·γ ·n for all n ∈ ω, however he does have a winning strategy in the
game Gω ·γ ·ω. Note that ω ·γ ·ω is an indecomposable ordinal which is the supremum of
ω ·γ ·n’s.
Fix a partition of ω into infinite pairwise disjoint sets yi : i ∈ γ . For every ordinal
α ∈ Sγ define a real sα by sα(n) = rβ(n) if β is the ith element of the set aα and i is
the unique index such that n ∈ yi . Consider the forcing for adding a real almost disjoint
from all the reals sα for α ∈ Sγ , namely Pγ = {〈t, b〉: t ∈ ω<ω and b ⊂ Sγ finite} where
〈t0, b0〉 > 〈t1, b1〉 if t0 ⊂ t1, b0 ⊂ b1 and for all α ∈ b0 sα ∩ t1 ⊂ t0. Let Xγ be the
resulting topological space on the reals: its basic open sets are of the form Op, where
p ∈ Pγ , p = 〈t, b〉 and Op = {r ∈ ωω: t ⊂ r and for all α ∈ b r ∩ sα ⊂ t}.
Claim 2. Player I has no winning strategy in the gamesGω·γ ·n for n ∈ ω in the space Xγ .
Proof. Suppose n ∈ ω is given and σ is a strategy for player I in the gameGω·γ ·n. We must
produce a run of the game played according to this strategy, in which player I loses. Fix
a large regular cardinal θ and an inclusion continuous ∈ tower 〈Mξ : ξ ∈ ω1〉 of countable
elementary submodels of Hθ such that M0 contains all relevant objects, in particular the
strategy σ and some well-ordering  of the reals. Since the set D = {Mξ ∩ ω1: ξ ∈
ω1} ⊂ ω1 is a club, there must be ordinals αm ∈ Sγ for m ∈ n such that aαm ⊂ D and
αm ∈min(aαm+1) ∈ αm+1. For integers m ∈ n let 〈βmi : i ∈ γ 〉 be the listing of the ordinals
in the set aαm in the increasing order—note that this set has ordertype γ—and let ξmi ∈ ω1
be the ordinal such that βmi = ω1 ∩Mξmi . By induction on j ∈ ω ·γ ·n construct reals xj so
that
(7) the reals xj constitute legal answers of player II in a run of the game Gω ·γ ·n in
which player I follows the strategy σ ,
(8) if j = ω ·γ ·m+ ω · i + k for some unique integer m ∈ n, index i ∈ γ and integer
k ∈ ω, then xj ∈ Mξmi+1 , xj ∩ βmi+1  yi+1 6= 0, xj satisfies (7) and xj is the -
smallest such real,
(9) if j = ω ·γ ·m + ω · i for some unique integer m ∈ n and index i ∈ γ , then the
sequence 〈xl : l < j 〉 belongs to the model Mξmi+1 .
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This is easy to do. Just start constructing the sequence according to the rules (7) and (8),
make sure that for any j it is possible to pick a real xj as in (8) and that the induction
hypothesis (9) survives at limit stages. This is done in the following two paragraphs.
Let j = ω ·γ ·m + ω · i + k for some unique integer m ∈ n, index i ∈ γ and integer
k ∈ ω. By the induction hypotheses (8) and (9) the sequence 〈xl : l < j 〉 belongs to the
model Mξmi+1 and so does the move the strategy σ commands the player I to play at the
stage j . Without loss of generality this is a basic open set of the form Op, p = 〈t, b〉 for
some p ∈ Pγ ∩Mξmi+1 . Now the function rβmi+1  yi+1 is eventually different from all the
reals sδ for δ ∈ b by an application of (5) and the elementarity of the modelMξmi+1 . So there
must be a sequence u ∈ ω<ω such that 〈u,b〉6 〈t, b〉 and u ∩ rβmi+1  yi+1 6= 0, and since〈u,b〉 ∈Mξmi+1 there must be many reals in the set Mξmi+1 ∩O〈u,b〉. Any such real satisfies
the three conditions on xj from (8) and the real xj is then picked as least such.
Let j = ω ·γ ·m+ ω · i for some unique integer m ∈ n and index i ∈ γ . Then the sets
aαk for k ∈m and aαm ∩Mξmi belong to the modelMξmi+1 by the elementarity of that model
and condition (4). So it must be the case that the sequence 〈xl: l ∈ j 〉 is in the modelMξmi+1
since it is definable from the parameters 〈Mξ : ξ ∈ ξmi+1〉, aαk for k ∈m, aαm ∩Mξmi , σ,,
etc. all of which belong to the model Mξmi+1 .
In the end, the set {xj : j ∈ ω ·γ ·n} is not dense in the space Xγ since it has empty
intersection with the set Op where p ∈ P, p= 〈0, {αm: m ∈ n}〉. Note that the real xj has
a nonempty intersection with the function sαm  yi+1 whenever j = ω ·γ ·m+ω · i+ k for
somem ∈ n, i ∈ γ and k ∈ ω owing to the induction hypothesis (8) and the construction of
the real sαm . Thus player II won this run of the game and the strategy σ is not winning. 2
Claim 3. Player I has a winning strategy in the game Gω ·γ ·ω in the space Xγ .
Proof. Let me first describe the strategy. As the game proceeds, player I constructs an ∈
chain 〈Mj : j ∈ γ ·ω〉 of countable elementary submodels of Hθ such that the run of the
game up to the stage ω · j belongs to the modelMj and at the ω many stages between ω · j
and ω · (j + 1) he plays all open sets of the formOp for p ∈ Pγ ∩Mj in an arbitrary order.
It is necessary to show that in the end player I has won. SupposeOp, p= 〈t, b〉 ∈ Pγ is an
open set. Since a =⋃α∈b aα is a set of ordertype< γ ·ω there must be an ordinal j ∈ γ ·ω
such that a∩Mj+2 ⊂Mj . I will show that among player II’s answers at the stages between
ω · (j + 1) and ω · (j + 2) there must be one which falls into the open set Op, completing
the proof.
From (4) and the elementarity of the modelMj+1 not only it follows that a∩Mj ∈Mj+1
but also that there is a finite set b¯ ⊂ ω1 ∩ Mj+1 and a bijection pi :b→ b¯ so that for
every α ∈ b, aα ∩Mj = api(α) ∩Mj . Consider the set of all answers player II gave at
the stages between ω · (j + 1) and ω · (j + 2) to the questions of the form Oq where
q ∈ P ∩Mj+1, q 6 〈t, b¯〉. The set is easily thinned out to a countably infinite set Y such
that t = {〈m,n〉: s(m)= n for infinitely many functions s ∈ Y } and by elementarity of the
model Mj+2 such a set Y exists in Mj+2. Now (6) applies to show that there is a real
s ∈ Y such that for all β ∈ a\Mj+2, s ∩ rβ ⊂ t . To see this note that the set a\Mj+2 is in
the model V [G0] with ordertype < ω ·γ ·ω < ω1 ∩Mj+2 and use the elementarity of the
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model Mj+2. It is then easy to verify from the definitions that the real s belongs to the set
Op as desired. 2
The proof of Theorem 1 is now completed by a discussion of several cases.
(10) γ = ω. In this case any Euclidean space will work as needed in the theorem.
(11) γ = ω ·ω. This case was handled in [1] and that treatment readily transfers to our
model V [G0][G1].
(12) γ > ω3 and there is a maximal indecomposable ordinal below γ . In this case γ is
of the form ω ·β ·ω for some limit ordinal β and so the space Xβ exhibited above
will work.
(13) γ is a countable limit of indecomposable ordinals. Then γ is a limit of an
increasing sequence 〈βn: n ∈ ω〉 of ordinals discussed in the previous case, and
there are spaces Xn in which the player I has a winning strategy in the game
Gβn but no winning strategy in the shorter games, this for every n ∈ ω. It is an
elementary exercise to show that the disjoint union of these spaces with the usual
topology will work as desired for the ordinal γ .
2. The club guessing sequence
Let P be the partial order consisting of pairs 〈f, c〉 such that
(14) c⊂ ω1 is a countable closed set,
(15) f is a function with domain consisting of limit ordinals less than⋃c and for every
ordinal α in its domain, f (α)⊂ α is a closed unbounded set,
(16) for every α ∈ dom(f ) and every β ∈ c the set f (α) ∩ β is a finite union of sets of
the form f (γ ) for γ 6 β and ordinal singletons.
The ordering on P is defined by 〈f0, c0〉> 〈f1, c1〉 if f0 ⊂ f1 and c1 endextends c0. It
is obvious that the poset P is σ -closed. Suppose G0 ⊂ P is a generic filter and in V [G0]
let
(17) C =⋃{c: 〈0, c〉 ∈G0},
(18) F =⋃{f : 〈f,0〉 ∈G0} and for α ∈ ω1 limit let aα = F(α),
(19) for every limit ordinal γ ∈ ω1 let Sγ = {α ∈ ω1: the ordertype of aα is γ }.
It is not hard to see that
Claim 4. C is a closed unbounded subset of ω1, dom(F ) = {α ∈ ω1: α is limit} and for
every β ∈ ω1 the set {aα ∩ β: α ⊂ ω1} is countable.
Proof. The proof of the clubness of the set C is left to the reader. If p = 〈f, c〉 ∈ P is an
arbitrary condition and α ∈⋃ c is a limit ordinal then either α ∈ dom(f ) or else we can
choose any set y ⊂ α of ordertype ω converging to α and let q = 〈f ∪ {〈α,y〉}, c〉. It is not
hard to verify that q ∈ P, q 6 p and by a genericity argument the domain of the function
F must contain every countable limit ordinal. For the last part, if β ∈ ω1 then writing β+C
for the smallest element of C above β we see that the set {aα ∩ β: α ⊂ ω1} is included in
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the countable set of all finite unions of sets of the form aγ ∩ β for γ ∈ β+C and ordinal
singletons below β , owing to (16). 2
To show that the objects 〈aα : α ∈ ω1 limit〉 and {Sγ : γ ∈ ω1 limit} satisfy (1)–(4) it is
now only necessary to prove that for every limit ordinal γ and every club D ⊂ ω1 there is
an ordinal α ∈ Sγ ∩D such that aα ⊂D. Suppose this fails and move back to the ground
model V . There must be a condition p ∈ P and a countable limit ordinal γ and a name .D
such that p  γˇ is the smallest ordinal for which guessing fails, and
.
D is a club that fails
to be guessed. Choose a large regular cardinal θ and a countable elementary submodel
M ≺Hθ containing all relevant objects and let g ⊂ P ∩M be anM-generic filter. In M[g]
the club
.
D/g is guessed at all sets
.
Sδ/g for δ ∈ γ limit and so there must be sets an for
n ∈ ω such that
(20) each an is either an ordinal singleton or a set of the form
.




D/g for every n,
(22) sup(an) <min(an+1) for all n and the set a =⋃n an ∪ {sup(an): n ∈ ω} is closed
unbounded in M ∩ ω1 of ordertype γ .
Let q = 〈 .F /g ∪ {〈M ∩ω1, a〉},
.
C/g ∪ {M ∩ ω1}〉. Then q ∈ P, q 6 p and q  the club
.
D is guessed at the ordinalM ∩ω1 ∈
.
D∩ .Sγ , contradicting the original assumption on the
condition p.
The reader probably found out that a somewhat softer club guessing principle was
used in the proofs of Section 1. Let γ be an indecomposable countable ordinal and
say that the collection 〈aα : α ∈ S〉 for some set S ⊂ ω1 is a soft γ -club guessing
sequence if for all α ∈ S aα ⊂ α is a club set of ordertype γ , for every club
D ⊂ ω1 there is an ordinal α ∈ D ∩ S such that the set {δ ∈ D: aα ∩ [δ, δ+C) 6=
0, where δ+C is the smallest element of D above δ} has ordertype γ , and for every β ∈ ω1
the set {aα ∩ β: α ∈ S} is countable. It can be shown that in ZFC there are soft club
guessing sequences for γ = ω—any ladder system on ω1 will do—however soft club
guessing for indecomposable ordinals γ > ω fails under both Proper Forcing Axiom and
the forcing axiom of [4, XVIII, Claim 2.13], the latter of which is consistent with the
Continuum Hypothesis. It is unclear whether the soft club guessing principles are necessary
to construct the spaces from Theorem 1.
3. The eventually different real sequence
Let me call a set a ⊂ ω1 pseudo-Easton if for every indecomposable ordinal β the
ordertype of a ∩ β is smaller than β . It is easy to see that the collection of all pseudo-
Easton sets is an ideal of countable sets, and the attentive reader will connect it to (6) by
observing that this ideal is generated by the sets a ⊂ ω1 with ordertype of a equal to the
minimum of a.
Define a forcing iteration P = 〈Pα : α 6 ω1,
.
Qα : α < ω1〉 by the following conditions:
(23) For every α ∈ ω1Pα 
.
Qα is the eventually different real forcing, so its elements
are pairs 〈t, b〉where t ∈ ω<ω is the hard part of the condition and b is a finite set of
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reals, the soft part of the condition, ordered by 〈t0, b0〉> 〈t1, b1〉 if t0 ⊂ t1, b0 ⊂ b1
and ∀r ∈ b0 r ∩ t1 ⊂ t0.
(24) At limit stages α the forcing Pα is the limit of the previous forcings with finite
support in the hard part and pseudo-Easton support in the soft part, that is,
Pα is the set of all functions f with domain α such that ∀β ∈ α f  β ∈ Pβ
and f  β Pβ f (β) ∈
.
Qβ and the hard support of f , the set {β ∈ α: f 
β 1 the hard part of f (β) is empty} is finite and the soft support of f , the set
{β ∈ α: f  β 1 f (β)= 〈0,0〉} is pseudo-Easton, with the natural ordering.
Claim 5. The forcing P is ccc.
Proof. Suppose that {pα: α ∈ ω1} is a putative antichain. By strengthening the conditions
pα if necessary we may assume that there are finite sets bα ⊂ ω1 and functions fα :bα→
ω<ω for all α ∈ ω1 such that α ∈ bα, bα = the hard support of pα and for every
β ∈ bα pα  β  the hard part of pα(β) is fˇα(β). By using standard counting and delta
system arguments, thinning out the collection of the conditions we may assume that there
is a set b⊂ ω1 and a function f :b→ ω<ω such that the set {bα: α ∈ ω1} is a delta system
with root b, for α0 ∈ α1 ∈ ω1 max(bα0) <min(bα1\b), and for every α ∈ ω1, fα  b= f .
The set
⋃
α∈ω1 bα\b is uncountable and so there is an indecomposable ordinal γ ∈ ω1
such that the set
⋃
α∈γ bα\b = (
⋃
α∈ω1 bα\b)∩ γ has ordertype γ . For every large enough
ordinal δ ∈ ω1 the set bδ\b has empty intersection with the soft supports of all conditions
pα for α ∈ γ . Choose such an ordinal δ. Since the soft support of pδ has ordertype < γ
below γ , there must be an ordinal α ∈ γ such that bα∩ the soft support of pδ\b is empty.
It is then easy to verify that the conditions pα and pδ are compatible. 2
It is now easy to check that the sequence 〈rα : α ∈ ω1〉 of reals added by the
above iteration satisfies the conditions (5), (6). For (5) suppose that s is a real in the
generic extension. By the ccc of the forcing P there is an ordinal β ∈ ω1 such that
s ∈ V [G0][〈rα: α ∈ β〉] and then the reals rα for ordinals α larger than β are eventually
different from the real s. For (6) suppose we are given countably infinite set Y of reals in the
extension such that the set t = {〈n,m〉: for infinitely many functions s ∈ Y, s(n)=m} is
finite. Again, there is an ordinal β ∈ ω1 such that Y ∈ V [G0][〈rα: α ∈ β〉] and this ordinal
works as desired. For fix a set a ∈ V [G0] with a ⊂ ω1\β and ordertype smaller than the
minimum of a. Now if p ∈ P is an arbitrary condition, then by strengthening the condition
p if necessary we can find a finite set y ⊂ ω× ω such that for all δ ∈ ω1, p  δ  the hard
part of p(δ) is a subset of yˇ. There is a Pβ -name
.
s such that Pβ 
.
s ∈ .Y and .s ∩ yˇ ⊂ tˇ .
Consider the condition q 6 p obtained from p by adding the (name for the) real .s into the
soft parts of all p(δ) for ordinals δ ∈ a. Obviously q ∈ P, q  ∀δ ∈ aˇ, .rδ ∩ .s ⊂ tˇ and (6)
follows by a genericity argument.
4. The decomposable ordinals
A result complementary to Theorem 1 is
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Theorem 6. Suppose X is a topological space and γ is the smallest ordinal such
that player I has a winning strategy in the game Gγ on X. If γ is infinite then it is
indecomposable.
I will prove the theorem under the additional assumption that γ be countable. The
argument for the general case is a minor variation of the one presented below. First a piece
of notation: if O ⊂ X is an open set and α is an ordinal then Gα  O is the open-point
game of length α played on the space O with the topology inherited from X.
Lemma 7. Suppose X is a separable space and β is a countable limit ordinal. Then there
is an inclusion maximal open set O ⊂ X such that player I has a winning strategy in the
game Gβ O .
Proof. Let A = {P ⊂ X: P open and player I has a winning strategy in Gβ  P } and set
O =⋃A. Obviously O is an open set and it is necessary to prove that O ∈ A, in other
words that player I has a winning strategy in the gameGβ O .
The separability of the space X implies that there is a countable set B ⊂A such that the
interior of
⋃
A\⋃B is empty—just choose a countable dense set Y ⊂X and a countable
set B ⊂A such that⋃A∩Y =⋃B∩Y . Since β is a limit ordinal it can be partitioned into
ω many pieces β =⋃n∈ω Kn, each of them of ordertype β , in the increasing enumeration
Kn = {αni : i ∈ β}. Fix an enumeration B = {Pn: n ∈ ω} and a winning strategy τn for
player I in the game Gβ  Pn for every n ∈ ω. Define a strategy σ for player I in the game
Gβ O by fusing the strategies τn: at round αni player I makes the move that the strategy
τn advises him to play after the partial run 〈Rj , xj : j ∈ i〉 of the game Gβ  Pn, where
Rj , xj are I’s challenges and II’s answers respectively at rounds αnj for j ∈ i .
In the end of any run of the game Gβ  O played according to the strategy σ player I
wins. To see that, suppose {xαni : n ∈ ω, i ∈ β} are the answers player II gave. The set must
be proved dense in O . Let P ⊂O be a nonempty open set. By the choice of the set B ⊂A
there is an integer n such that P ∩ Pn is nonempty. Since the strategy τn is a winning
strategy in the game Gβ  Pn, some elements of the set {xαni : i ∈ β} must belong to the
nonempty open set P ∩ Pn. Thus {xαni : n ∈ ω, i ∈ β} ∩ P 6= 0 as desired. 2
Now suppose γ is an infinite countable decomposable ordinal. Then γ can be written as
γ = α + β where α < γ is limit and β 6 α. I will show that in any space X where player
I has a winning strategy in Gγ , he actually has a winning strategy in Gα . This will prove
the theorem for the case of countable ordinals.
Suppose τ0 is a winning strategy for player I in the game Gγ . Then the space X is
separable, and writing β ′ for the smallest limit ordinal > β and using the previous lemma
we can see that there is an inclusion maximal open set O ⊂ X such that player II has a
winning strategy τ1 in the game Gβ ′ O . Note that β ′ 6 α. Now a strategy σ for player I
in the game Gα is obtained as a partial fusion of the strategies τ0, τ1 in the following way.
Let α =K0 ∪K1 be a partition such that the ordertype of K0 is α,K0 = {α0i : i ∈ α} in the
increasing enumeration, and the ordertype of K1 is β ′,K1 = {α1i : i ∈ β ′}. The strategy σ
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at round αni has player I making the move that the strategy τn advises him to play after the
partial run 〈Rj , xj : j ∈ i〉 where Rj , xj are I’s challenges and II’s answers respectively at
round αnj for j ∈ i . Thus somewhat disconcertingly only the first α moves of the simulated
run of the game Gγ according to the strategy τ0 will be played.
In the end of any run of the game Gα played according to the strategy σ player I wins.
To see that suppose {xαni : n= 0 and i ∈ α, or n = 1 and i ∈ β ′} are the answers given by
player II. The set must be proved dense. Let P ⊂X be a nonempty open set. There are two
cases:
(25) either P ∩ {xα0i : i ∈ α} 6= 0,(26) or P ∩ {xα0i : i ∈ α} = 0. In this case, player I has a winning strategy in the game
Gβ  P , namely finishing according to τ0 the play of the game Gγ that started
with II’s answers {xα0i : i ∈ α}. So player I has a winning strategy even in the game
Gβ ′  P and by the choice of the set O,P ⊂O . Since the strategy τ1 was winning
for player I in Gβ ′ O , it must be the case that {xα1i : i ∈ β
′} ∩ P 6= 0.
In both cases P ∩ {xαni : n= 0 and i ∈ α, or n= 1 and i ∈ β ′} 6= 0 as desired.
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