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Abstract
In this paper, a linear model in the discrete frequency domain is used. The main aim of this work is not only to deduce
a lter model expression for DFT sequences of real data, but also to give an interpretation of the parameters involved in
this expression. This convenient explanation is built given the relationship between the reection coecients used by the
Levinson algorithm and the dispersion of the energy of the sequence in the frequency domain. From this interpretation,
the computation of the model parameters is accelerated in a Levinson algorithm modied. A realistic example is presented
to show these results. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
Given a stationary time series, the modelling of the current value using a linear combination of
past values is a classic topic in many research elds. The intuitive interpretation of this autoregressive
scheme adds other advantages to its simplicity. However, this specic applications is only a particular
case from a more general approach: linear projection in Hilbert spaces.
In order to provide a general framework dealing with linear approximations, the Hilbert space l2,
the set of bounded bi-innite complex sequences, is treated. Under this general starting point, the
lter model approach is used to build the linear approximation.
In the discrete frequency domain built by the discrete Fourier transform, (DFT), nite sequences
in l2 are expressed using a linear combination of complex exponentials of known frequencies. This
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change of domain can be explained as a redistribution of the energy (norm) of the vector, giving to
each frequency the importance that it has in the global behaviour of the data.
We consider in this paper the use of a linear expression for DFT sequences of real data. The
generalisation of the application of the lter model to the set of sequences in l2 justies this election.
Furthermore, conditions and hypothesis of the modelling process fullled, the computation of its
parameters solves two important goals. First, the order of the predictor, an interesting bicriteria
problem in order to reduce both the error and the complexity of the approximation, is chosen
using properties in the convergence of the parameters. And, second, the lattice form of the Levinson
algorithm and its applications to the dispersion theory, are used to justify the value of the parameters
involved in the linear expression through a convenient interpretation. In fact, we use a linear model
to collect the energy distribution pattern in the frequency domain.
The outline of the contents of this paper is as follows. After this introduction, some general known
results about the projection theorem in Hilbert spaces are described. Among them, the application
of l2 which is used to generalise autoregressive schemes. In Section 2, the lter model is described
through linear systems and some results related to its utilisation are listed, and, at the end of the
section, the Levinson algorithms is formulated in the classic manner. In Section 3, we apply the
lter model of the DFT of nite real sequences deducing a linear and closed expression under
very general hypotheses. In the next section, a realistic periodical series is used to describe the
coincidences among the DFT series, and others related to the construction of the linear expression.
This exercise and its conclusions are also used to give an interpretation of the linear expression in the
DFT domain and its parameters. From these conclusions, a modication of the Levinson algorithm
is given in order to reduce the use of the recursive equation, although the good t of the model is
maintained. The paper ends with some relevant conclusions.
2. Preliminaries and notation
A convenient mathematical structure for dealing with linear modelling is the Hilbert space theory
[1,5]. Given a complex Hilbert space H , a vector v 2 H , and a subset fv1; v2; : : : ; vpgH , the linear
approximation problem is dened as the construction of the projected vector v^=
Pp
k=1 kvk verifying,
kv− v^k=mini2Ckv− (1v1 + 2v2 +   + pvp)k.
The projection theorem in Hilbert spaces states that v^ exists and is unique. Furthermore, hv; vki=
hv^; vki, for k = 1; 2; : : : ; p, and substituting v^ by its linear expression, we build the linear system
pX
j=1
hvj; vkij = hv; vki for k = 1; 2; : : : ; p (1)
in order to obtain the complex parameters set f1; 2; : : : ; pg.
Considering a particular Hilbert space, l2 = ffxg=Pn jfxgnj2<1g, with the linear product hfxg;
fygi=Pnfxgnfygn, given a sequence fxg 2 l2, it is going to be approximated by a linear combination
of its delays. That is, the projection of fxg in the subspace spanned by zfxg; z2fxg; : : : ; zpfxg, where
z is the back-shift linear operator, zkfxgn = fxgn−k for any integer k. The projected vector using p
delays is denoted by fx^g.
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For this space, we need to dene an autoinner product rk for the given sequence fxg2 l2 as
rk = hzkfxg; fxgi. From (1), using the previous denition, we obtain a Toeplitz system0
BBBB@
r0 r1 r2    rp−1
r−1 r0 r1    rp−2
r−2 r−1 r0    rp−3
              
r1−p r2−p r3−p    r0
1
CCCCA
0
BBBB@
1
2
3
  
p
1
CCCCA=
0
BBBB@
r−1
r−2
r−3
  
r−p
1
CCCCA :
Finally, the DFT sequence (X0; X1; : : : ; XN−1) of (x0; x1; : : : ; xN−1) can be obtained from (2a) and (2b).
These coordinates can also be considered as a particular case of the projection theorem over a certain
complex Hilbert space [1].
Xr =
1p
N
N−1X
k=0
xkW−rkN for r = 0; 1; : : : ; N − 1; WN = ei(2=N ); (2a)
xk =
1p
N
N−1X
r=0
XrW rkN for k = 0; 1; : : : ; N − 1: (2b)
The components f1; W rN ;W 2rN ; : : : ; W (N−1)rN ; : : :g are periodical with period N=r. So a high weight for
Xr indicates that the sequence (x0; x1; : : : ; xN−1) has a relevant periodical behaviour of period N=r; a
low value suggests that this periodicity is not signicant [5].
Moreover, nite sequences (x0; x1; : : : ; xN−1) can be considered as vectors in l2 if we apply the
embedding,
fxgn =

xn if 06n6N − 1;
0 otherwise:
Thereby, the linear approximation using delayed sequences in l2 could be used. For example, let
f0; 1; : : : ; N−1g be the N observations of a stationary process t in a probability space L2(
; F; P).
An autoregressive model solved through estimators using the autocovariance method builds the same
linear approximation as if we consider the projection of the vector (0; 1; : : : ; N−1) 2 l2 using
delays [5].
3. The lter model
Even though two centuries ago, the rst linear least-squares approximation appeared in some
works of the mathematician Gauss, the specic term ‘linear prediction’ comes from the book by
N. Wiener in 1949. Many authors have dealt with, developed this topic and related it to dierent
research contexts, in which the expression of the linear approximation through a transfer function is
used. See [4] for a complete review.
The expression of a linear shift invariant transformation (LSI), of sequences in l2 is stated in
[2,6] using z-transforms. If X (z) and Y (z) are the z-transforms of the input and output sequences,
respectively, and H (z) is the z-transform of the linear lter, the convolution summation is changed
to a simpler polynomial product, Y (z) = H (z)X (z).
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The lter model builds an LSI expression for the error sequence in the approximation. That is,
given fxg 2 l2 and its linear approximation using p delays, fx^g, we dene the error sequence as
feg= fxg − fx^g. Taking into account the parameters of the model, we have
feg= fxg −
pX
j=1
jz jfxg=
0
@1− pX
j=1
jz j
1
A fxg= Ap(z)fxg;
where Ap(z)=1−Ppj=1 jz j the predictor polynomial of order p, is used as linear lter. Equivalently,
using z-transforms, we have the expression for the named whitening lter
E(z) = Ap(z)X (z): (3)
Some sequences in l2 verify the following hypotheses:
(H1) The lter, whose z-transform is the predictor polynomial, has a stable inverse form. That is,
the direction input{output can be reversed as
X (z) =
E(z)
Ap(z)
:
This hypothesis is known as minimum phase condition.
(H2) The linear lter of order p extracts all linear information from fxg. The lter model ts the
data if in feg no information is left. In this case, the unknown sequence feg can be substituted by
a known model fe^g= Gpfg, that is,
fe^gn =

Gp if n= 0;
0 otherwise;
where Gp is the so-called gain of the lter.
In addition, the modelled sequence fx^g as a linear model of order p of fxg has the following
z-transform:
X^ (z) =
Gp
Ap(z)
(4a)
or in a recursive causal expression
fx^gn =
8>>>>><
>>>>>:
0 if n< 0;
Gp if n= 0;
pX
j=1
jfx^gn−j if n> 0:
(4b)
In order to build the lter model, p+1 parameters need to be calculated: the p coecients in the
predictor polynomial, Ap(z) and the gain of the lter, Gp. This constant is selected so that the norm
of the error sequence feg and its substitution Gpfg are equal. Rewriting the predictor polynomial
Ap(z) = 1−
pX
j=1
jz j =
pX
j=1
ajz j;
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(1) is extended to the Toeplitz system
(1 a1 a2 : : : ap)
0
BBBB@
r0 r1 r2 : : : rp
r−1 r0 r1 : : : rp−1
r−2 r−1 r0 : : : rp−2
: : : : : : : : : : : : : : :
r−p r−p+1 r−p+2 : : : r0
1
CCCCA (1 a1 a2 : : : ap)Tp
= (G2p 0 0 : : : 0): (4c)
Using properties of the Toeplitz linear systems, the ecient Levinson algorithm reduces from
O(n3) in classic Gauss or Cholesky methods, to O(n2). The matrix form of this algorithm is as
follows:
Input fr0; r1; : : : ; rpg
G20 = r0;
A0 = (1);
For n:=1 to p do
n =
An−1(rn rn−1 : : : r2 r1)T
G2n−1
;
An = (An−1 0)− n(0 An−1); being the reciprocal matrix Aj = (aj aj−1 : : : a1 1)
G2n = (1− jnj2)G2n−1;
Output fa1; a2; : : : ; ap; Gpg
Some properties deduced for the coecients involved in this algorithm will be used in the next
sections.
4. The lter model in the discrete frequency domain
In this paper, we deal with complex sequences derived from the DFT formula on real data. Given
a nite real series fx1; x1; : : : ; xN−1g, its DFT series, fX0; X1; : : : ; XN−1g is conjugate odd, that is,
Xr = XN−r. Therefore, the whole information about the signicance of frequencies can be recovered
using the rst half of the DFT series, fX0; X1; : : : ; XN=2g, only. 1 Then, applying the lter model to
the series fX0; X1; : : : ; XN=2g, we obtain the innite modelled series fX^ 0; X^ 1; : : : ; X^ N=2; : : :g, built by the
closed form in (4b).
For obtaining a lter model expression of the z-transform x(z) =
PN=2
r=0 Xrz
r we will apply the
following approximations:
(i) The nite summation
PN=2
r=0 Xrz
r is changed by the approximation
PN=2
r=0 X^rz
r .
(ii) The nite summation
PN=2
r=0 X^ rz
r is changed by the innite closed form given in (4a),
x^(z) =
1X
r=0
X^ rzr =
gp
cp(z)
:
This change is justied by the convergence of the modulus jXrj to zero when r tends to innity.
1 If N=2 is odd, we use its integer part, [N=2], that is, (N − 1)=2.
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We conclude then, that a (4a) typed linear expression for DFT sequences of real data is the
z-transfrom
x^(z) =
gp
cp(z)
: (LE)
Finally, the sequence in the time domain can be reconstructed using (LE) and the inverse Fourier
relation
x^k =
2gpp
N
Re
 
1
cp(WkN )
!
− gpp
N
for k = 0; 1; : : : ; N − 1: (5)
Some important remarks from the linear expression proposed in (LE) are:
(1) The computation of the values cp(WkN ) for k = 0; 1; : : : ; N − 1. We consider in this case the
complex vector, (a0 a1 a2 : : : ap 0 0 : : : 0), so that
cp(WkN ) =
pX
r=0
arW rkN =
N−1X
r=0
arW rkN
is an IDFT formula. For this reason, (LE) presents the predictor polynomial as ‘the inverse’ of the
DFT to data. All the DFT and IDFT formulae are computed then using the well-known fast Fourier
transform method.
(2) The property of the power WkN , that is, W
k
N =W
k+N
N =W
k+2N
N =    : Therefore, the sequence
obtained from the expression in (LE) has period N and it represents a global model for periodical
discrete sequences.
(3) The system of vectors that build the approximation. The p delays of the vector (X0; X1; X2; : : : ;
XN=2−1; XN=2) are the rows of the matrix Mp
Mp =
0
BB@
X1 X2 X3 : : : XN=2−p−1 XN=2−p XN=2−p+1 : : : XN=2−2 XN=2−1 XN=2 0
X2 X3 X4 : : : XN=2−p XN=2−p+1 XN=2−p+2 : : : XN=2−1 XN=2 0 0
: : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : :
Xp Xp+1 Xp+2 : : : XN=2−2 XN=2−1 XN=2 : : : 0 0 0 0
1
CCA :
These vectors are a linear independent set, so the matrix Tp of the linear system (4c) is a
positive-denite Gram matrix. This condition is sucient to assure the minimum phase condition
(see [6]). Other properties are described in the next section.
5. Working with realistic data: the selection of order of the model
In this section, we present the results of expression (LE) applied to realistic series. However, the
objective here is not only the verication of the good t, but the determination of a criterion based
on the properties of this linear approximation, to select the order of the predictor. Two approaches
are introduced: the rst one in relation with the autoinner sequence and the other one with the
convergence of the lter gain.
The periodical behaviour of the expression formulated has been explained. Therefore, for this
application we have selected a water consumption series in the city of Santa Cruz de Tenerife. The
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Fig. 1. Water consumption series for Cueva Roja.
Table 1
The relevant indices
Weight Index Periodicity
2007.3 0 Constant
444.9 31 Daily
278.2 63 Half a day
255.3 32 Daily
110.0 62 Half a day
109.3 33 Daily
107.8 30 Daily
79.5 29 Daily
72.9 64 Half a day
scheme of the system is simple: the water demanded by the consumers is distributed from several
deposits, which divides the urban map in zones. Fig. 1 shows the initial part of the series for one
of these deposits, Cueva Roja, from a real sequence of data built in a sampling frequency of 1 h
for 31 d.
5.1. Approach 1: From the autoinner sequence
As is common in periodical sequences, the DFT of Cueva Roja shows a few indices of relevant
frequencies with signicant values, and the rest, noise, with almost zero magnitude. Table 1 lists the
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Fig. 2. The DFT of the data and the sequence built by LE.
Table 2
The relevant indices for the autoinner sequence
Value Index
858863.2 30
581923.9 62
481587.7 31
237222.2 61
206458.1 29
199474.7 32
163308.7 28
159593.7 93
main values, all of them around the frequencies of indices 31 and 62. Fig. 2 shows these and the
rest of the values.
However, as we have mentioned, the authentic input of the problem is the autoinner product. For
this sequence also, the highest values are around the indices 31 and 62, as Table 2 shows. This fact
determines certain characterisation between relevant indices on both sequences.
Let us denote by rk the autoinner product of (X0; X1; X2; : : : ; XN=2), and let r^k be the autoinner of
its approximation fX^ 0; X^ 1; : : : ; X^ N=2; : : :g by (LE). Then the identity rk= r^k , from k=0 to p, the order
of the model, is deduced from general properties of the linear approximation. For this reason and
taking into account Tables 1 and 2, we choose p= 62 as a convenient order making the following
hypothesis: relevant indices in the autoinner sequence are relevant indices in the DFT sequence, too.
Fig. 3 shows the good t for the autoinner sequence, and Fig. 2 compares the DFT sequence with
the series obtained from the expression with p= 62.
Moreover, there is another important property to be mentioned. As k(X0 X1 : : : XN=2)k2 = r0 = r^0 =
kfX^ gk2; we extend this equality to the time domain using Parseval’s, that is, kfxgk2 = kfX gk2 =
2k(X0 X1 : : : XN=2)k2 − jX0j2: In consequence, the energy (norm) of the data is maintained.
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Fig. 3. The autoinner product series.
Fig. 4. The convergence of the gain of the lter.
5.2. Approach 2: From the convergence of the lter gain
Another way to select the order of the model comes from the convergence of the lter gain, gp,
to the value X0 (see (4b)). Considering dierent orders, the values of gp for the DFT sequence of
the data are shown in Fig. 4.
An homogeneous convergence is not observed, but a ‘stepping’ convergence speeded up in the
indices of the signicant frequencies. Furthermore, the order of the model can be selected choosing
a convenient convergence status. The conclusion for Fig. 4 is that p=62, is enough for a good t.
Finally, we mention a result about the numerical stability of the algorithm. This stability depends
on the determinant of the Toeplitz matrix Tn being nonzero [3]. Since jTnj = g20g21g22 : : : g2n, [2], the
condition for stability is satised if the gain converges to a positive constant, X0.
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Fig. 5. The reection coecient sequence for the realistic series.
6. An interpretation for the model
The interpretation of the model needs the structural version of the Levinson algorithm: the lattice
form [2,6]. The recursive expression in this algorithm is condensed by
Bn(z)
Bn(z)

=
1p
1− jnj2

1 −n
−n 1

z 0
0 1

Bn−1(z)
Bn−1(z)

;
where the normalised polynomial Bn(z)=An(z)=Gn and its reciprocal Bn(z)=A

n(z)=Gn are involved.
The importance of the coecients series f1; 2; : : : ; pg is proved because from an initial normalised
polynomial, B0(z) = B0 (z) = 1=
p
r0, the knowledge of this coecients series is sucient to build
the family of predictors. That is, the information in the sequence of coecients is equivalent to the
sequence of parameters of the model.
The name and sense of the coecient, n, depends on the eld of application where the linear
prediction is applied. In the theory of dispersion, seismic studies and geology [2,7], it is usually
referred to reection coecient. The energy of a wave, which navigates through a layered medium
L, is dispersed each time it crosses the boundary of a layer because of their dierent densities. The
measure of these densities is proportional to the value of each jij.
For the expression in (LE), these coecients have a particular behaviour related to the convergence
of the gain of the lter, because g2n = (1− jnj2)g2n−1. Then:
(1) If g2n−1 and g
2
n have similar values, the modulus of the coecient n is relatively small.
(2) If g2n jumps nearer X0 than g
2
n−1, then the value of jnj is relevant.
From the exercise in the previous section, the indices for a relevant value of the reection coef-
cient are those in which there is a jump in the convergence of the lter gain, that is, the indices
of the signicant frequencies. This fact is shown in Fig. 5, which uses the darkness to represent the
relevance of the reection coecients.
Therefore, we can interpret the discrete frequency domain as a layered medium, where each layer
corresponds to a frequency. The density of each layer=frequency depends on the relevance of this
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frequency in the global behaviour of the data. In Fig. 5, the grey scale is used to show the dierent
‘density’ for the layers in the linear model of the DFT of the simulated data.
Because of this interpretation, the computation of the model parameters can be accelerated if we
assume null values for the coecients of the nonrelevant indices. Then, from the study of the data
frequencies, and analysing the weights in the DFT series, a set of representative indices, S, can be
selected. The recursion scheme in the Levinson algorithm is applied only for the indices in S, and
for the rest, a zero value for the reection coecient is assigned. This set, now as a parameter of
the input, is built in increasing order, and the frequency of index 0 is not considered.
The accelerated algorithm is as follows:
Input fr0; r1; : : : ; rp; Sg
g20 = r0;
A0 = (1);
For n:=1 to maxfSg do
If n is in S then
n =
An−1(rn rn−1 : : : r2 r1)T
g2n−1
;
An = (An−1 0)− n(0 An−1);
g2n = (1− jnj2)g2n−1
Else
n = 0;
An = (An−1 0);
gn = gn−1
Output fa1; a2; : : : ; ap; gpg
From this simplied algorithm, the number of iterative expression calculated is exactly equal to
the cardinality of S. The decision is then, which frequency indices belong to S and which do not,
because the running complexity of the method depends on it. For the indices that do not belong to
S, in the predictor, a zero value is added, while the gain of the lter does not change. This is a
consequence of the null value of the reection coecient.
For the realistic example, the set S is dened through a bound: n 2 S i jnj< 0:05. Fig. 6 shows
the results obtained using the accelerated algorithm with this set S.
Finally, Fig. 7 shows the reconstruction of the sequences in the time domain from (LE) and
(5) using the classic Levinson algorithm and the accelerated version. The original data is grouped
weekly, a greater period being unnecessary. The behaviour of the classical Levinson method is better,
but the simplied algorithm needs to calculate only four reection coecients.
7. Conclusions
Two main objectives in the discrete frequency domain are covered in this paper:
1. The application of the linear approximation to DFT series of real data.
2. The interpretation of this structure and its parameters.
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Fig. 6. Sequence built by the simplied algorithm.
Fig. 7. The reconstruction of the sequences in the time domain.
For the rst one, the conditions of the minimum phase condition are solved as a consequence of
known matrix properties. The goodness of the model shown in an exercise with a realistic model
illustrates the basic contribution of this work: the linear structure cannot only be applied with success
to stationary sequences in the time domain, but can also be applied and interpreted in the frequency
domain. The typical behaviour of the DFT of real data permits this lineal structure to be used in the
frequency domain because there is a close connection among the DFT sequence and its autoinner
product sequence. The selection of the order of the model and an interpretation of its parameters
are also given in this paper through this relation and the convergence of the gain of the lter in the
linear expression.
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For the second objective, a linear relation in the frequency domain is not intuitive. Fortunately, the
wide use of the recursion structure in the Levinson algorithm in many research contexts, as seismic
explorations, helps us to explain this linear structure using not the lineal predictor but the so-called
reection coecients. Therefore, the discrete frequency domain is interpreted as a layered medium,
where the relevance of each frequency index is proportional to the density of its respective layer.
The selection of the relevant set of indices modies the Levinson algorithm if only the reection
coecients for the interesting layers are calculated.
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