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Resumen
Los sistemas de compensacio´n de potencia reactiva como el SVC (del ingle´s, Static
VAr Compensator), que hacen parte del sistema ele´ctrico de potencia, ayudan a man-
tener la estabilidad de la red. Estos dispositivos requieren de un sistema de control que
le proporcione una estimacio´n adecuada de la componente fundamental de la corriente
y la tensio´n a compensar, y adicionalmente contar con un me´todo que pueda calcular
la potencia reactiva, utilizando las estimaciones proporcionadas por el control, con la
caracter´ıstica de ser insensible a los armo´nicos de orden superior que puedan existir en
las redes ele´ctricas. Por esta razo´n, este trabajo implementa un me´todo que suministre
al compensador SVC una medicio´n de la componente de primer orden de las sen˜ales,
utilizando como base el algoritmo matema´tico desarrollado por Rudolph Emil Kalman
a finales de la de´cada de 1960, el cual permite estimar variables de estado no medibles
directamente y sin importar que esta variable contenga ruido proveniente del sistema o
los instrumentos de medida.
Para ello mediante el software de programacio´n Matlab, se realizo´ un algoritmo
de prediccio´n utilizando las ecuaciones creadas por R. E. Kalman, con el que se pueda
filtrar la componente de primer orden de una sen˜al ruidosa y con ella calcular la potencia
reactiva a compensar. Para corroborar la precisio´n, velocidad y los para´metros de control
con los cuales el algoritmo estima las componentes fundamentales, se utilizaron dos
corrientes distorsionadas, las cuales fueron obtenidas de un documento referenciado, y
adema´s ten´ıan caracterizadas sus componentes armo´nicas. Tambie´n, sacadas desde otro
documento, se filtraron las componentes fundamentales de una corriente y una tensio´n
de una de las fases de un sistema ele´ctrico que no ten´ıan caracterizadas sus componentes
armo´nicas. En esta u´ltima prueba se obtuevieron las componentes fundamentales gracias
a los para´metros hallados en el ana´lisis de sensibilidad realizado previamente sobre las
dos primeras pruebas.
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Cap´ıtulo 1
Introduccio´n
Los sistemas de compensacio´n de potencia reactiva SVC instalados para la regulacio´n
de la tensio´n en cargas no lineales deben garantizar cierta precisio´n y velocidad al
momento de inyectar su compensacio´n, lo que lleva el problema al sistema de control
programado para realizar el ca´lculo de la potencia reactiva [1]. Debido a que el SVC
so´lo puede compensar la potencia reactiva del orden de la componente fundamental de
frecuencia del sistema, el control se debe encargar de estimar la componente de primer
orden de la corriente y la tensio´n, tambie´n, el me´todo de ca´lculo de la potencia reactiva
debe ser insensible a los armo´nicos de orden superior [2].
Diferentes me´todos de control y de estimacio´n de las componentes fundamentales
pueden ser encontrados en la literatura especializada en este tema. En este documento
se muestra una posible solucio´n al problema descrito anteriormente mediante la im-
plementacio´n de un filtro de Kalman lineal. Este algoritmo estimador en conjunto con
un me´todo que determina de la potencia reactiva, puede tener buena respuesta en el
tiempo porque no requiere recursos de computo robustos [3]. Lo anterior indica la im-
portancia que tiene el estudio y la aplicacio´n del filtrado de Kalman para el campo de
la compensacio´n de reactivos en sistemas de potencia ele´ctrica.
El trabajo se realiza principalmente en el entorno de desarrollo de Matlab que cuenta
con su propio lenguaje de programacio´n (lenguaje M). All´ı se simulan las corrientes que
se procesan, se implementa el filtro y se muestran los resultados correspondientes.
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1.1. Objetivos
1.1.1. General
Implementar un filtro de Kalman para reducir el ruido en el ca´lculo de la potencia
reactiva del sistema de control de un SVC.
1.1.2. Especificos
Comprender la teor´ıa intr´ınseca y ba´sica del filtro de Kalman.
Disen˜ar un filtro de Kalman basado en el modelo de espacio de estados para
eliminar el ruido de una sen˜al de corriente.
Implementar en lenguaje M el filtro de Kalman.
Calcular la potencia reactiva usando el me´todo diferencial.
Comparar las respuestas obtenidas con algunas similares encontrados en la lite-
ratura.
1.2. Estado del arte
Para el cumplimiento de los objetivos se accedio´ a documentos los cuales explican
el funcionamiento de los SVC aplicado en plantas de hornos de arco ele´ctrico. Estos
dispositivos de compensacio´n segu´n [3] requieren de una etapa de control ra´pida y
precisa, especialmente en el ca´lculo de la componente fundamental de la corriente debido
a que este proceso puede ser muy robusto por las distorsiones presentadas en este tipo
de cargas no lineales.
Los SVC con controlador de potencia reactiva de openloop y closeloop, que se basan
en el control de vectores espaciales de alta velocidad cumplen bien con su labor en este
tipo de plantas, esto es comprobado en [4] do´nde el factor de potencia se ha estabilizado
cerca a uno, tambie´n, las fluctuaciones en el voltaje y corriente han sido atenuadas de
manera considerable desde que se implemento´ este tipo de compensador. Por otro lado,
en otros estudios teniendo en cuenta no solo el factor de potencia y el desequilibrio entre
fases, sino tambie´n la estabilidad de tensio´n para enfocarse en un control directo sobre
la compensacio´n del SVC, se obtienen buenos resultados como lo muestra en [5]. En [3]
se muestra la ejecucio´n de un filtro de Kalman que estima con una buena respuesta de
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tiempo y precisio´n, adema´s, en conjunto a este algoritmo, se calcula la potencia reactiva
mediante un me´todo que es insensible a la distorsio´n armo´nica.
1.3. Alcance
Este trabajo pretende documentar los aspectos ba´sicos del KF (filtro de Kalman, por
sus siglas en ingle´s) para sistemas dina´micos lineales, estoca´sticos y de tiempo discreto,
ma´s precisamente en sistemas ele´ctricos donde se desee estimar variables de estado
como la corriente o el voltaje. Se definira´ de forma general un filtro de Kalman y se
mencionara´n las aplicaciones mas comunes de este. Tambie´n, se describira´ brevemente
su construccio´n. Aunque se mencionara´n las derivaciones del filtro para aplicaciones
espec´ıficas, no se pasara´ mas alla´ de esto.
Se explicara´ la aplicacio´n de este algoritmo dentro de un compensador esta´tico
de potencia reactiva SVC que calcula la potencia a compensar mediante un me´todo
matema´tico especifico.
1.4. Estructura del trabajo de grado
El documento esta´ organizado de la siguiente forma. En el cap´ıtulo 1 se presenta
la introduccio´n con sus respectivos objetivos, generales y espec´ıficos, estado del arte
y el alcance de la investigacio´n en sistemas ele´ctricos de potencia. Posteriormente, el
cap´ıtulo 2 contiene el marco teo´rico que explicara´ el filtro de Kalman, sus aplicaciones,
ecuaciones y su aplicacio´n al problema del SVC. El cap´ıtulo 3 hace referencia al marco
experimental donde se desarrolla el co´digo del filtro con el fin de realizar ca´lculos de
potencias reactivas con las corrientes filtradas. Por u´ltimo, en el cap´ıtulo 4 se concluye
sobre las ventajas de la implementacio´n del filtro, sus posibles ventajas respecto a otros
me´todos que estiman las componentes fundamentales usadas para compensar reactivos.
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Cap´ıtulo 2
Marco teo´rico
2.1. Filtro de Kalman
El filtro de Kalman es un algoritmo matema´tico inventado por Rudolph Emil Kal-
man a finales de la de´cada de 1960 que permite estimar variables de estado que no
son medibles directamente [6], es decir, variables que son el resultado de la medicio´n
de otras debido a que f´ısicamente no se puede acceder al objeto o sistema. Tambie´n,
permite estimar una variable que contenga un ruido aleatorio blanco, ya sea debido a
una condicio´n del sistema a medir, o por los instrumentos. Los modelos de los sistemas
dina´micos utilizados y los ruidos definen el proceso realizado por el filtro como uno
estoca´stico, pero, a pesar de esto, el filtro no exige de recursos de computo robustos,
ya que no requiere de los estados en instantes de tiempo mas alla´ del inmediatamente
anterior (hablando de una aplicacio´n en tiempo discreto) [7].
En general, el uso de esta herramienta matema´tica se ve envuelto con los dos pro-
blemas mencionados anteriormente porque siempre que se mida algu´n sistema f´ısico se
tiene cierta incertidumbre presente por la exactitud de los instrumentos de medicio´n,
por esto, la mejor estimacio´n que se puede hacer de la variable es la entregada por la
combinacio´n entre la prediccio´n del filtro y la medicio´n [8]. Un ejemplo breve de su
aplicacio´n se puede encontrar en el control de un espec´ıfico combustible usado en los
cohetes, donde la inyeccio´n de este debe ser controlado porque si se excede cierta tem-
peratura los componentes meca´nicos del cohete pueden sufrir dan˜os, entonces, se debe
medir la temperatura interna de la ca´mara de combustio´n, debido a las condiciones ex-
tremas a las que estar´ıan los sensores se opta por instalarlos en el exterior de la ca´mara.
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Esto genera ruido en las lecturas de los sensores y es ah´ı donde se puede utilizar el filtro
de Kalman para encontrar la mejor estimacio´n de la temperatura interna de la ca´mara
[9].
2.1.1. Aplicaciones
Este algoritmo ha sido uno de los inventos con mayor renombre del siglo anterior ya
que contribuyo´ enormemente en el avance tecnolo´gico durante la Guerra Fr´ıa [8]. Esto se
ve reflejado en el aporte que tuvo para la navegacio´n aerona´utica cuando R. E. Kalman
fue invitado al ARC (del ingle´s, Ames Research Center) de la NASA para presentar su
desarrollo matema´tico. En este centro, se realizo´ de forma satisfactoria el desarrollo del
filtro de Kalman como un me´todo pra´ctico para la navegacio´n a bordo en tiempo real
en la misio´n Apolo [10]. Similar a lo mencionado anteriormente, se tienen aplicaciones
en el a´rea aeroespacial y de posicionamiento, como el sistema de posicionamiento global
(GPS) basado en sate´lites que fue descrito como un enorme filtro de Kalman en [11].
En la actualidad se siguen teniendo numerosas aplicaciones, por ejemplo, el control
de movimiento, que se construyen a partir de un control robusto por retroalimentacio´n,
basados en control de aceleracio´n los cuales, para obtener informacio´n de aceleracio´n de
banda ancha, utilizan el filtro de Kalman, como resultado de este se obtiene informacio´n
pura que permite cubrir un rango de banda de mayores frecuencias [12]. Otro tipo de
aplicacio´n del filtro se encuentran en el a´rea de instrumentacio´n, calibracio´n de sensores,
medicio´n de frecuencias y funcio´n de sensores [13].
2.1.2. Ecuaciones del filtro de Kalman lineal
Para poder entender el funcionamiento del filtro lineal, en la figura 2.1 se muestra un
diagrama de bloques donde se tienen, un modelo lineal que representa la dina´mica real
del proceso a estimar, y el modelo matema´tico que se crea del estudio del sistema f´ısico
real, tambie´n se tiene un te´rmino de realimentacio´n que cambia con el tiempo, esta
variable se ajusta de acuerdo a la medicio´n tomada del sistema real y de la estimacio´n
de la variable de estado objetivo [14], con la demostracio´n de las ecuaciones del filtrado
se aclarara´ lo anterior.
Del diagrama:
u: Entrada del sistema o sen˜al de referencia.
Y : Salida del sistema real.
X: Estado o estados que se quieren estimar.
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Figura 2.1: Diagrama de bloques de los sistemas internos del filtrado de Kalman.
K: Ganancia de realimentacio´n.
A, B, C: Matrices propias del sistema que relaciona los estados, la entrada de refe-
rencia y las salidas.
De la figura 2.1 se obtienen las siguientes ecuaciones:
eabs = X − Xˆ (2.1)
X˙ = AX +Bu (2.2)
Y = CX (2.3)
˙ˆ
X = AXˆ +Bu (2.4)
Yˆ = CXˆ (2.5)
˙ˆ
X = AXˆ +Bu+K(Y − Yˆ ) (2.6)
La ecuacio´n 2.1 es el error entre las variables que se buscan estimar. Las ecuaciones
2.2 y 2.3 representan el sistema real que se quiere estimar. El modelo matema´tico que
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aproxima los estados del mismo es representado por 2.4 y 2.5. La ecuacio´n 2.6, muestra
la retro alimentacio´n generada por la ganancia de Kalman K, que necesita la variable
estimada para corregirse.
Al operar las ecuaciones es posible obtener la dina´mica de los errores que describen
en esencia el objetivo de las ecuaciones de estimacio´n [14].
De la diferencia entre 2.2 y 2.6 se obtiene:
X˙ − Xˆ = AX − AXˆ −K(Y − Yˆ ) (2.7)
De la misma manera, utilizando 2.3 y 2.5:
Y − Yˆ = C(X − Xˆ) (2.8)
Ahora, teniendo en cuenta 2.1.
Y − Yˆ = C(eabs) (2.9)
Luego, factorizando y reemplazando eabs en 2.7:
˙eabs = Aeabs −K(Y − Yˆ ) (2.10)
Reemplazando 2.9 en 2.10:
˙eabs = (A−KC)eabs (2.11)
La solucio´n de 2.11 es una funcio´n exponencial con la cual podemos analizar el
comportamiento del error, se muestra a continuacio´n [14].
eabs = e
(A−KC)teabs(0) (2.12)
De 2.12 podemos deducir que si el termino (A−KC) < 0, la funcio´n de error tiende
a 0 cuando el tiempo tiende al infinito, por lo cual se puede decir que nuestra estimacio´n
es igual al valor real que queremos estimar.
Al sistema descrito en la figura 2.1 es posible modelarlo de una manera ma´s real,
agregando a la dina´mica del sistema los ruidos del proceso del estado y de la medicio´n
como se muestra en la figura 2.3.
Donde:
Xk: vector de dimensio´n n× 1 de las variables de estado.
A: Matriz de n× n que relaciona los estados en el instante k − 1 con el instante k.
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Figura 2.2: Funcio´n exponencial del error.
Figura 2.3: Modelo completo del sistema.
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B: Matriz de n× 1 que relaciona las sen˜ales de control con el estado actual de Xk.
Yk: Vector m× 1 de variables observables (medibles).
C: Matriz m× n que relaciona el estado Xk con las observaciones.
Las matrices A, B y C idealmente son variables con el tiempo (o con los instantes
k) pero por cuestio´n de simplicidad en el procedimiento mostrado se tomara´n iguales
en cada instante.
wk y vk son vectores de dimensiones n × 1 y m × 1 que representan los ruidos del
proceso y la medicio´n respectivamente, las cuales pueden afectar la dina´mica del siste-
ma. Estos ruidos se modelan con una distribucio´n normal de media nula y covarianza
Q y R [14]:
v ∼ N(0, R) (2.13)
w ∼ N(0, Q) (2.14)
Al igual que las matrices del modelo del sistema, las matrices R y Q var´ıan en cada
instante, pero se tomara´n como constantes para cada k.
Ahora, se definira´ la nomenclatura de las variables de estado cuando estas esta´n
interactuando con el algoritmo.
Xˆ−k : Estado a priori en el instante k.
Xˆk: Estado a posteriori.
El estado a priori es la prediccio´n del instante actual. El estado a posteriori es la
correccio´n del a priori.
De la misma manera que se hizo con 2.7, se pueden definir los errores de los estados
a priori y a posteriori con respecto a la estimacio´n, como se muestra a continuacio´n:
e−k = Xk − Xˆ−k (2.15)
ek = Xk − Xˆk (2.16)
No obstante, se necesita tener una mejor estimacio´n de estos errores, por lo cual
utilizaremos la covarianza de estos expresadas de la siguiente forma:
P−k = E[e
−
k e
−T
k ] (2.17)
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Pk = E[eke
T
k ] (2.18)
La ecuacio´n de correccio´n o ecuacio´n del estado a posteriori es una relacio´n entre el
estado a priori y la medicio´n en el instante actual k.
Xˆk = Xˆ
−
k +K(Yk −HXˆ−k ) (2.19)
Donde:
K: Matriz de n × m que se encarga de minimizar el error de diferencia entre la
medicio´n real y la prediccio´n.
La diferencia Yk−HXˆ−k es conocido como residuo, el cual muestra la diferencia ente
la prediccio´n y la medicio´n real.
La matriz K, llamada ganancia de Kalman, es muy importante dentro del algoritmo
porque pondera el aporte de la medicio´n del sistema y la prediccio´n de las variables de
estado, en el ca´lculo de las variables de estado a posteriori. Esta constante se expresa
de la siguiente manera:
Kk = P
−
k H
T (HP−k H
T +R)−1 (2.20)
Para ver en detalle el procedimiento para hallar K, ver [6], [15], [16].
Ahora, se analizan los efectos que tienen R (covarianza en la medicio´n) y P−k (co-
varianza del estado a priori) sobre esta ganancia.
Entonces:
l´ım
Rk→ 0
Kk = H
−1 (2.21)
Reemplazando el resultado del l´ımite de 2.21 en la ecuacio´n del estado a posteriori
(ecuacio´n 2.19), que indica la correccio´n de la estimacio´n, se obtiene que, en ese instante
de tiempo, el estado que se desea estimar es igual a la medicio´n tomada operada con
su respectiva matriz que las relaciona, o en otras palabras, en ese instante de tiempo,
no hay ruido en la medicio´n.
Xˆk = Xˆ
−
k +H
−1Yk −H−1HXˆ−k (2.22)
Xˆk = +H
−1Yk (2.23)
Por otro lado, si se tiene que:
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l´ım
P−k → 0
Kk = 0 (2.24)
Se indica que, como la varianza del estado a priori es cero, se tiene completa certeza
de que el estado estimado es exactamente igual al estado buscado en ese instante de
tiempo.
Xˆk = Xˆ
−
k +~0(Yk −HXˆ−k ) (2.25)
Xˆk = Xˆ
−
k (2.26)
2.1.3. Algoritmo de Kalman en tiempo discreto
Para finalizar la definicio´n del filtro de Kalman se mostrara´ en 2.4 las ecuaciones y
el proceso iterativo que se debe hacer para que funcione correctamente el algoritmo.
   
Ecuaciones de actualización de tiempo   Ecuaciones de actualización de medición   
Figura 2.4: Ciclo de operacio´n del filtro de Kalman.
Las ecuaciones de actualizacio´n de tiempo se encargan de proyectar hacia adelante
las estimaciones de covarianza del estado actual y el error, para obtener la estimacio´n
a priori de un k siguiente [7]. Las ecuaciones de actualizacio´n de medicio´n son las que
retroalimentan, es decir, corrigen la estimacio´n a priori haciendo una ponderacio´n entre
la medicio´n y el estado hallado en la primera actualizacio´n, con el fin de obtener una
estimacio´n a posteriori [7].
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2.2. Ecuacio´n de potencia reactiva
La potencia reactiva es calculada mediante la siguiente ecuacio´n diferencial:
Q =
1
2ω
[v(t)
d(i)
dt
− i(t)d(v)
dt
] (2.27)
Donde:
v(t): Voltaje de la sen˜al en el tiempo.
i(t): Corriente de la sen˜al en el tiempo.
Esta ecuacio´n resulta ser u´til en el calculo de la potencia reactiva en te´rminos del
tiempo, no obstante, los te´rminos derivados representan una desventaja en aplicaciones
de compensacio´n con distorsio´n armo´nica ya que lo anterior lo vuelve sensible ante
esas componentes armo´nicas. Para reducir este problema, se ingresan las corrientes y
voltajes en esta ecuacio´n luego de ser filtradas por el KF. Antes de que a la ecuacio´n
2.27 se le puedan ingresar los datos de salida del filtro, esta debe ser transformada al
dominio del tiempo discreto. En este trabajo se opta por usar las diferencias hacia atra´s
para cambiar las derivadas de tiempo continuo por su homo´logo en tiempo discreto. La
ecuacio´n 2.28 sera´ la utilizada en el marco experimental.
Q =
1
2ω
[
vn(in − in−1)
tn − tn−1 −
in(vn − vn−1)
tn − tn−1 ] (2.28)
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Cap´ıtulo 3
Marco experimental
3.1. Disen˜o del filtro en lenguaje M
Para iniciar el disen˜o del filtro en el lenguaje de programacio´n se debe conocer el
modelo del sistema que contiene la variable de estado a estimar. En este caso se realiza
un modelo basado en mediciones ya que es dif´ıcil obtener un modelo del sistema ele´ctrico
de potencia [3]. La componente fundamental de una sen˜al de corriente o de tensio´n sera´
la variable de estado a estimar.
Se supone una sen˜al como la mostrada en la ecuacio´n 3.1 de donde se desarrolla el
modelo [3].
Sn = a cos(ω0n+ φ) (3.1)
Donde:
Sn: n−e´sima muestra de la sen˜al.
a: Amplitud de la sen˜al.
φ: Desfase de la sen˜al.
ω0 = 2pi(f0/fs) (3.2)
f0: Frecuencia de la red ele´ctrica.
fs: Frecuencia de muestreo de la sen˜al.
Se combina la ecuacio´n 3.1 con las ecuaciones 3.3 y 3.4, y usando identidades trigo-
nome´tricas se llega a la ecuacio´n 3.5 que define el modelo dina´mico lineal discreto como
se muestra en la ecuacio´n 3.6.
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Sn+1 = a cos(ω0(n+ 1) + φ) (3.3)
Sn−1 = a cos(ω0(n− 1) + φ) (3.4)
Sn+1 + Sn−1 = 2 cos(ω0)Sn (3.5)[
Sn+1
Sn
]
=
[
2 cos(ω0) −1
1 0
] [
Sn
Sn−1
]
(3.6)
La ecuacio´n 3.6 se complementa para expresar de forma correcta el modelo dina´mico,
es decir, con la ecuacio´n de medicio´n y los ruidos blancos gaussianos.
Xn+1 = MXn + bψn (3.7)
Yn = hXn + bvn (3.8)
Donde:
Xn =
[
Sn
Sn−1
]
(3.9)
M =
[
2 cos(ω0) −1
1 0
]
(3.10)
b =
[
1
0
]
(3.11)
h =
[
1
0
]
(3.12)
ψn: Ruido blanco gaussiano del sistema, con media cero y covarianza Q.
vn: Ruido blanco gaussiano de la medicio´n, con media cero y covarianza R.
Las covarianzas se tomara´n como constantes en todo instante del tiempo para un
desarrollo ma´s simple del filtrado.
Teniendo en cuenta el modelo anterior se produce el co´digo en lenguaje M que
desarrolla el algoritmo del filtro de Kalman. El diagrama de flujo de la figura 3.1 muestra
de forma simplificada los pasos para la estimacio´n de alguna variable de estado que se
requiera. Los pasos se explican a continuacio´n:
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Parámetros del modelo (M, 
b,  h,  t )  y señal de entrada 
Contador de iteraciones k
SI
   k+1
Asignación de Q y R
Termina NO
Inicialización de Xk­1, Pk­1  
Figura 3.1: Diagrama de flujo que describe algoritmo del filtro de Kalman en el lenguaje
de programacio´n M.
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1. Definir los para´metros del modelo del filtro M , b, h, la sen˜al de entrada y t.
2. Asignacio´n de las covarianzas Q y R.
3. Inicializacio´n de las variables Xk−1 y Pk−1.
4. Inicializacio´n de un bucle que desarrolla las ecuaciones de Kalman.
5. Generacio´n de las estimaciones a priori de las variables de estado y de P .
6. Correccio´n y actualizacio´n de las variables a priori, es decir, ca´lculo de los estados
a posteriori.
Como se puede notar de lo visto anteriormente, para la aplicacio´n que se desarrolla
en este documento no se ha mencionado el origen de las covarianzas Q y R de los
ruidos aleatorios tenidos en cuenta en el modelo. El conocimiento de estas variables, que
pueden cambiar en cada instante de tiempo, requiere de un estudio del comportamiento
estoca´stico del sistema a filtrar. Debido a que se trabaja este filtro de forma ba´sica y
no se estudiara´ a fondo una aplicacio´n espec´ıfica, se hace otro algoritmo encargado de
hallar los valores de las covarianzas que utiliza un ana´lisis de sensibilidad basado en
sintonizar los para´metros de covarianza del filtro con respecto a la sen˜al de entrada, de
esta forma se ajustan estas constantes de tal manera que la estimacio´n de la sen˜al sea
la deseada. Para lo anterior es necesario calcular un error cuadra´tico medio (ECM por
sus siglas en espan˜ol) entre la estimacio´n y la componente fundamental de la sen˜al a
filtrar, donde el error mı´nimo sera´ el valor que sintonizara´ el filtro y tendra´ asociada
unos valores de covarianza R y Q. En la figura 3.2 se muestran los pasos que se deben
tener en cuenta para realizar lo descrito con anterioridad.
El algoritmo de sensibilidad representado por el diagrama de flujo de la figura 3.2
realiza los siguientes pasos:
1. Definir los para´metros del modelo del filtro M , b, h, la sen˜al de entrada y t.
2. Asignacio´n de las covarianzas Q y R.
3. Generacio´n de los rangos de valores donde se movera´n las covarianzas R y Q.
4. Inicializacio´n de un primer contador f que recorre la covarianza Q desde un valor
mı´nimo Qmin, hasta el rango ma´ximo Qmax.
5. Inicializacio´n del valor de la covarianza Q de acuerdo al contador f .
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Parámetros del modelo (M,  b, 
h,  t )  y señal de entrada 
Contador de iteraciones f 
SI
   k+1
Termina NO
Inicialización de Q
Contador de iteraciones j
SI
Inicialización de Xk-1, Pk-1, R
Contador de iteraciones k
   SI 
Termina   NO 
   j+1
NO Termina
   f+1
Figura 3.2: Diagrama de flujo que describe el ana´lisis de sensibilidad aplicado al filtro
de Kalman.
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6. Inicializacio´n de un segundo contador j que recorre la covarianza R, dentro de los
l´ımites Rmin y Rmax.
7. Inicializacio´n de los valores a priori de Xk−1, Pk−1 y R.
8. Inicializacio´n de un tercer contador n, el cual cuenta las iteraciones que llevan las
estimaciones utilizando las ecuaciones de actualizacio´n del KF, hasta un l´ımite
definido por el rango de tiempo y la frecuencia de muestreo.
9. Ca´lculo de la estimacio´n y la correccio´n de las variables utilizando las ecuaciones
de Kalman.
10. Ca´lculo del error cuadra´tico medio entre la fundamental (Sk) y los valores guar-
dados en la ecuacio´n de medicio´n (Zk).
En esencia, este ana´lisis de sensibilidad aplicada en un co´digo de programacio´n lo
que hace es anidar el filtrado de Kalman dentro de dos ciclos que var´ıan cada uno hasta
una covarianza ma´xima distinta. Los dos ciclos de covarianzas generan una matriz cuyos
elementos son diferentes estimaciones del filtro de acuerdo al valor de las covarianzas.
Esta matriz se puede ver como la malla base de un gra´fico en tres dimensiones y cuya
altura de la superficie es el error cuadra´tico medio. En la subseccio´n 3.3 se puede
visualizar y entender este procedimiento.
3.2. Ca´lculo de la potencia reactiva
Luego de tener las sen˜ales de corriente y tensio´n filtradas se usa la ecuacio´n que
calcula la potencia reactiva instanta´nea mediante la insercio´n de ma´s co´digo .La figura
3.3 muestra el algoritmo encargado de generar la estimacio´n del filtro de Kalman y del
ca´lculo de la potencia reactiva, el cual sigue los siguientes pasos:
1. Definir los para´metros del modelo del filtro M , b, h, la sen˜al de entrada y t.
2. Asignacio´n de las covarianzas Q y R.
3. Inicializacio´n de las variables Xk−1 y Pk−1.
4. Inicializacio´n de un bucle que desarrolla las ecuaciones de Kalman.
5. Generacio´n de las estimaciones a priori de las variables de estado y de P .
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Parámetros del modelo (M, 
b,  h,  t )  y señal de entrada 
Contador de iteraciones k
   SI 
   k+1
Asignación de Q y R
Termina   NO 
Inicialización de Xk­1, Pk­1  
Contador de iteraciones n
n+1
Figura 3.3: Diagrama de flujo que muestra la insercio´n de la ecuacio´n de potencia
reactiva en tiempo discreto.
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6. Correccio´n y actualizacio´n de las variables a priori, es decir, ca´lculo de los estados
a posteriori.
7. Ca´lculo de la potencia reactiva utilizando las estimaciones obtenidas en el paso
anterior.
3.3. Resultados
En esta seccio´n se utilizan dos sen˜ales ruidosas con las que se busca observar la
precisio´n del filtro cuando estima la componente fundamental de dichas entradas. Estas
sen˜ales son corrientes extra´ıdas de [3] de la seccio´n “Simulation results” y son las
ecuaciones 3.13 y 3.14.
i2 = sin(100pit− pi
6
) +
7∑
h=2
Ah sin(100piht+ θh) (3.13)
i4 = (1 +B sin(ωf t)) sin(100pit− pi
6
) +
7∑
h=2
Ah sin(100piht+ θh) (3.14)
Los coeficientes B, A y el a´ngulo θ, son tomados de las tablas 3.1 y 3.2 del art´ıculo
[3], ma´s puntualmente el caso 3 en ambas corrientes.
Tabla 3.1: Diferentes casos de contenido armo´nico para las corrientes de prueba.
A2 θ2 A3 θ3 A4 θ4 A5 θ5
caso 1 0 0 0.03 50 0 0 0 0
caso 2 0.01 0 0.05 −27 0 0 0.02 30
caso 3 0.0288 −45 0.0386 57 0.0117 34 0.0316 57
Tabla 3.2: Diferentes casos de magnitud variable en el tiempo para las corrientes de
prueba.
Caso 1 Caso 2 Caso 3
B 0.5 0.5 0.5
ωf , rads/s 40 45 50
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Figura 3.4: Sen˜ales de corriente de la primera prueba.
En el procedimiento inicialmente se utiliza la sen˜al de la ecuacio´n 3.13 con el fin de
filtrar su componente fundamental, para ello se utiliza el filtro mostrado en la figura
3.1.
En la figura 3.4 se puede apreciar la sen˜al de entrada, la componente fundamental
y la estimacio´n. Esta u´ltima tiende a seguir ma´s la entrada que a la componente fun-
damental, esto se debe a que los valores de las covarianzas Q y R fueron introducidos
aleatoriamente y no con un estudio probabil´ıstico, ya que esto no se encuentra dentro
de los alcances del documento se hizo necesario encontrar el valor de Q y R que permi-
tan que las estimaciones tengan un comportamiento similar a la fundamental, en otras
palabras, realizar una sintonizacio´n de estos para´metros del sistema. Para lo anterior,
se realizo´ el ana´lisis de sensibilidad descrito en la subseccio´n 3.1. Para realizar este se
debe tener en consideracio´n los siguientes pasos:
1. Utilizar un rango amplio de valores en los cuales variar Q y R.
2. Hallar un error cuadra´tico medio para cada combinacio´n de Q y R.
3. Identificar el mı´nimo error y sus respectivos Q y R.
4. Utilizar un rango un poco ma´s reducido de valores de Q y R que incluyan las
nuevas covarianzas del paso anterior.
5. Repetir desde el segundo paso.
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La secuencia anterior se realizo´ hasta llegar al mı´nimo error posible que presenta la
particularidad de no variar sus cuatro primeras cifras significativas entre ana´lisis. En el
caso de la corriente i3 se hicieron cinco ana´lisis hasta encontrar el mejor valor para las
variables Q y R, como se muestra en la tabla 3.3.
Tabla 3.3: Ana´lisis de sensibilidad para la corriente i2.
Ana´lisis Rango de R Rango de Q Covarianza Q Covarianza R ECM
1 [0-8000] [0.0001-0,01] 0.0001 2449 0.000215
2 [1000-5000] [0.00001-0.0005] 0.00003 1000 0.000212
3 [500-2800] [0.0001-0.00005] 0.0000124 500 0.000211
4 [100-500] [0.00001-0.000035] 0.00001 384.48 0.000210
5 [200-400] [0.000005-0.00001] 0.000005 224.48 0.000209
De la tabla anterior se puede concluir que la sintonizacio´n del filtro para la corriente
i2, se presenta en el ana´lisis nu´mero cinco, con un error de 2, 09 × 10−4, un Q y R de
5× 10−6 y 224, 48 respectivamente. Al realizar el filtrado utilizando el algoritmo ba´sico
se obtiene la respuesta mostrada en la figura .
Figura 3.5: Sen˜ales de corriente luego de la correccio´n.
En la figura 3.5 se puede notar como la estimacio´n tiende a tener un comportamiento
similar a la componente fundamental, esto es gracias a la sintonizacio´n realizada por
el algoritmo de sensibilidad. Otra caracter´ıstica propia del mismo tiene relacio´n con el
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error de las covarianzas P , el cual se encarga de la velocidad de convergencia de las
estimaciones, se observa que las estimaciones arrojadas por el filtro en poco tiempo
llegan a estabilizarse, es decir, se termina el estado transitorio.
Los resultados arrojados por el algoritmo de sensibilidad en la corriente i2 son evi-
denciados en el plano de la figura 3.6, el cual esta´ conformado por tres ejes coordenados,
el eje X es la variable Q, el eje Y representa la variable R y el eje Z es el error de la
estimacio´n respecto a la fundamental.
Figura 3.6: Muestra de una superficie del ana´lisis de sensibilidad para i2.
Figura 3.7: Vista superior de la superficie del ana´lisis de sensibilidad para i2.
Se observa en la figura 3.6 una superficie colorida con mu´ltiples resaltos en diferentes
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coordenadas, los colores se mueven desde la escala del amarillo hasta azul oscuro, siendo
estos u´ltimos los de menor valor en el eje Z (altura), esto permite ver la relacio´n que
guardan las covarianzas con respecto al error, es decir, para valores muy grandes de
Q y pequen˜os de R, el error obtenido sera´ grande y viceversa; no obstante es posible
observar errores pequen˜os en ciertas regiones del plano que tienen la peculiaridad de
tener un valor de R mucho ma´s grande que Q.
En la figura 3.7 se puede observar mejor la relacio´n entre las covarianzas. La zona
media de la figura tiene la coloracio´n azulada, donde los valores de R son considera-
blemente ma´s grandes en comparacio´n a los de Q, que se encuentran en el orden de
10−6.
De lo anterior se concluye que los valores que debe tomar Q son valores pequen˜os
en comparacio´n a los de R, y en el caso de la corriente i2, el punto (Q,R) que hacen
el error entre la estimacio´n y la fundamental menor, es en (5× 10−6, 224, 48), donde se
garantiza un error medio cuadra´tico de 2, 09× 10−4, para un valor inicial de P = 100,
lo cual hace posible hallar una buena estimacio´n de la componente fundamental de la
sen˜al.
Una vez filtrada la corriente, se calcula la potencia reactiva utilizando el co´digo
generado del diagrama de flujo de la figura 3.3.
Los resultados arrojados en el ca´lculo de la potencia son observados en la figura
3.8. Inicialmente la potencia que proviene de la corriente i2 presenta picos elevados
de potencia, esto se debe a que hasta aproximadamente 0, 1s el filtro se encuentra
estabiliza´ndose y la potencia disminuyendo por cada correccio´n del filtro hasta llegar a
0, 2s donde se termina el transitorio en un valor cercano a la potencia calculada con la
corriente fundamental.
Para la corriente i4 el ana´lisis de sensibilidad requirio´ de 7 pasos, los cuales se
realizaron dentro de los intervalos y los errores mostrados en la tabla 3.4.
Tabla 3.4: Ana´lisis de sensibilidad para la corriente i4.
Ana´lisis Rango de R Rango de Q Covarianza Q Covarianza R ECM
1 [1000-8000] [0.001-0.1] 0.1 6656.6 0.0017612
2 [3000-7500] [0.01-0.5] 0.0674 4272.7 0.0017960
3 [3500-6500] [0.02-0.1] 0.0822 5469.7 0.0017192
4 [4000-6000] [0.05-0.1] 0.0611 4060.6 0.0016633
5 [4000-5500] [0.05-0.08] 0.07 4651.5 0.0017711
6 [4000-5000] [0.05-0.08] 0.0644 4282.8 0.0016899
7 [4000-4500] [0.06-0.07] 0.0611 4060.6 0.0016621
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Figura 3.8: Potencia reactiva de i2 sin filtrar, filtrada e idealmente filtrada.
Utilizando los valores de las covarianzas que entregaron el menor error medio cuadra´ti-
co se obtuvo la estimacio´n de las figuras 3.9 y 3.10. Con los resultados obtenidos del
algoritmo de estimacio´n, se hallaron las potencias reactivas equivalentes a la sen˜al fil-
trada, la sen˜al de entrada y su fundamental, obteniendo la figura 3.11. Con esta u´ltima
corriente i4 se pone realmente en prueba el filtrado usando este me´todo, ya que contiene
una buena distorsio´n por armo´nicos, y aunque no tiene una estimacio´n tan precisa como
la de la primera prueba, se puede observar en la figura 3.11 que se logra suavizar una
buena cantidad de picos respecto a la potencia reactiva de entrada.
Figura 3.9: Corriente i4 sin filtrar, filtrada e idealmente filtrada.
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Figura 3.10: Corriente i4 sin filtrar, filtrada e idealmente filtrada.
Como un u´ltimo ensayo, se procede a filtrar las sen˜ales de corriente y voltaje discre-
tizadas de una fase, de un sistema trifa´sico que fueron obtenidas del documento [17].
Se puede decir que estas sen˜ales muestran un sistema ma´s real que las mostradas ante-
riormente. Primero se mostrara´n, en la figura 3.12, las sen˜ales de corriente y tensio´n de
una de las fases. Luego, la corriente y el voltaje con sus respectivas estimaciones, visto
en las figuras 3.13 y 3.14. Por u´ltimo, ambas estimaciones son mostradas en una misma
figura para que a simple vista se note la mejora. Para terminar la aplicacio´n, se realiza
el ca´lculo de la potencia reactiva monofa´sica de ambos sistemas, el de entrada y el es-
timado. Lo anterior visto en la figura 3.15. En esta aplicacio´n se usaron las covarianzas
del ana´lisis 5 de la tabla 3.3.
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Figura 3.11: Potencia reactiva de i4 sin filtrar, filtrada e idealmente filtrada.
Figura 3.12: Sen˜ales de corriente y tensio´n de la fase a.
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Figura 3.13: Sen˜ales de entrada y filtrada de la corriente de l´ınea.
Figura 3.14: Sen˜ales de entrada y filtrada de la tensio´n de fase.
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Figura 3.15: Potencia reactiva monofa´sica de las sen˜ales de entrada, y las sen˜ales filtra-
das por el filtro de Kalman.
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Cap´ıtulo 4
Conclusiones
En este documento se presenta un me´todo para el ca´lculo de la potencia reactiva que
suministrara un SVC para compensar los reactivos de una red ele´ctrica, un problema
con este es su sensibilidad ante armo´nicos que pueda contener las sen˜ales de corriente
y voltaje. Por lo anterior, se utiliza un filtrado de Kalman que mejora la calidad de las
sen˜ales utilizadas para compensar las potencias mencionadas con una buena respuesta
en el tiempo. Tambie´n, se hallan las covarianzas impl´ıcitas en el modelo de las sen˜ales
mediante un ana´lisis de sensibilidad que arroja diferentes datos de estos para´metros,
para luego ser utilizados en diferentes aplicaciones que puedan caracterizarse por tener
un contenido armo´nico similar a los probados en este trabajo. El ana´lisis de sensibilidad
fue de gran utilidad cuando se probo´ el filtro de Kalman con sen˜ales que no ten´ıan
caracterizadas las componentes armo´nicas, adema´s de ayudar en el ca´lculo de la potencia
reactiva.
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