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Abstract—Railway system is a typical large-scale complex 
system with interconnected sub-systems which contain numerous 
components. System reliability is retained through appropriate 
maintenance measures and cost-effective asset management 
requires accurate estimation of reliability at the lowest level. 
However, real-life reliability data at component level of a railway 
system is not always available in practice, let alone complete. The 
component lifetime distributions from the manufacturers are 
often obscured and complicated by the actual usage and working 
environments. Reliability analysis thus calls for a suitable 
methodology to estimate a component lifetime under the 
conditions of a lack of failure data and unknown and/or mixture 
lifetime distributions. This paper proposes a nonparametric 
Bayesian approach with a Dirichlet Process Mixture Model 
(DPMM) to facilitate reliability analysis in a railway system. 
Simulation results will be given to illustrate the effectiveness of 
the proposed approach in lifetime estimation. 
Keywords—Finite Mixture Model; Lifetime Estimation; 
Nonparametric Bayesian; Reliability Modeling 
I. INTRODUCTION  
Rail system requires high asset investment and yields low 
return over the long asset life cycle. It is a complex system 
with physically interconnected and functionally interdependent 
sub-systems and components, such as tracks, rolling stocks, 
power supply and signaling. The overall reliability is 
imperative to the quality of service provision and it is upheld 
through appropriate maintenance works. Maintenance 
scheduling is a delicate balancing act between cost and 
reliability. The desired level of reliability is the driver while the 
cost is the constraint. The system reliability inevitably relates 
to that of the sub-systems and components through the system 
configuration and function criticality.  
In order to evaluate system reliability, it is essential to 
understand the reliability at the lowest levels. However, not 
every sub-system or component comes with adequate 
reliability data when its condition changes, usually deteriorates, 
due to usage, tear-and-wear, fatigue and working conditions. 
Failure data is not particularly well recorded, and in most 
cases, it is simply not available as rail systems tend to be over-
maintained to eliminate failures at all. Failure behavior of the 
components is not necessarily constant or homogeneous. It 
may change over time because of possible maintenance 
regimes, service intensity, operation conditions, locations and 
climate, and vary over different components. These factors 
attribute to an unknown component lifetime distribution or a 
mixture of distributions, which complicates the estimation of 
component lifetime and thus fails to inform the necessary 
maintenance planning. To address the uncertainties on 
component lifetime estimation, nonparametric statistical 
approaches are conceived to be a useful tool to extract lifetime 
information from limited available data [1]. 
Reliability analysis is always related to statistical 
approaches as the commonly adopted lifetime models are 
usually expressed in probability density functions [1]. 
Applications in railway systems have not been very extensive 
but successful examples can be found from component to 
system levels [2-4]. In order to estimate the component lifetime 
at a particular time period with limited real-life data and 
uncertain lifetime distribution, a nonparametric Bayesian 
approach at sub-system or component level is proposed here. 
Bayesian models have been employed in various railway 
system reliability studies [5-7], particularly in response to the 
uncertainty in the condition deterioration of the system or 
component through its life-cycle.  
With Bayesian models, statistical inference can be built up 
from little knowledge on the component failure data and 
distributions, and it evolves by incorporating additional data 
whenever it is made available. Bayesian methods are broadly 
classified into parametric and nonparametric approaches. The 
former has the advantage of simple representation, in the sense 
that model parameters are able to explain the behavior of the 
entire data. However, the resulting model strongly depends on 
stringent model assumptions and imposes certain structural 
restrictions. The latter is quite commonly adopted in practice 
when the model assumptions do not always hold or the 
available data does not contain sufficient information. 
As the component lifetime distribution in railway may be a 
composition of a number of unknown distributions, a mixture 
distribution, instead of a typical one such as Weibull and 
Lognormal, is a more realistic model. A Bayesian 
nonparametric method, based on Dirichlet Process Mixture 
Model (DPMM) using Markov Chain Monte Carlo (MCMC) 
algorithm, is proposed here. DPMM allows an empirical 
mixture distribution to fit the available failure data. The 
number and characteristics of the mixtures may be unknown 
but they can be captured through gradual feeding of available 
data [8-11]. In addition, different kernel distributions of the 
model are possible and the comparison of the estimation 
capability will be discussed through simulation. The main 
objective of this study is to find out the effectiveness of 
nonparametric Bayesian methods in the estimation of the 
component reliability and the necessary conditions of the 
available data to achieve such effectiveness. 
The remainder of this paper is structured as follows. In 
Section II, the nonparametric Bayesian methods and Dirichlet 
process applied in reliability analysis is reviewed. Section III 
describes the methodology and MCMC algorithm for 
estimating the lifetime mixture density function based on the 
Bayesian nonparametric method and DPMM. In Section IV, 
data based on the nature of the realistic lifetime data is 
generated to examine performance of the proposed method, 
followed by result analysis. Finally, Section V concludes the 
paper with a summary of our major findings and a discussion 
of avenues for future researches. 
II. NONPARAMETRIC BAYESIAN METHOD IN RELIABILITY 
ANALYSIS 
The nature of railway lifetime data is similar to lifetime 
data in other domains as the distribution of survival time and 
failure rates is similar. The general concept of survival 
analysis can be applied to the railway reliability analysis. 
Reliability of a component in a system is defined as the 
probability that it can perform adequately under the expected 
operation condition over a specific period of time [1]. This 
probability can be expressed as 
 
 (1) 
where  is the Probability Density Function (PDF) (or 
time-of-failure density function) of failure time,  is a random 
variable denoting the failure time, and  is the reliability 
function. The failure rate (or hazard rate) is defined as the rate 




where  is the Cumulative Distribution Function (CDF), 
which is the probability that the component may fail within 
time , i.e. 
 1  (3) 
In reliability analysis, inference is based on , therefore 
estimates of the parameters governing  or an accurate 
approximation of  are required. To estimate these unknown 
quantities, various statistical methods have been proposed [12].  
In practice, it is not necessary to consider a homogenous 
behavior of a failure time distribution. Due to usage and 
condition, the component lifetime in a railway system is likely 
best captured by a multi-component lifetime distribution. Such 
distribution is often called mixture distribution which is a 
weighted sum of distributions, weighted by probability sum of 
one [13]. A mixture distribution can be written as 
 
~ |  (4) 
where  can be considered as a composition of a finite 
number of distributions , each specified by parameters . 
’s are commonly called mixture components and often the 
same component distribution with different parameters is used, 
i.e.   	 ⋯ , but ’s are different. The parameter 
 is the k-th mixture coefficient or probability of the influence 
weight of the k-th mixture component. For this finite mixture 
model, the number of components K has to be fixed or 
estimated. Equation (4) represents a parametric mixture model. 
For reliability analysis, both parametric and nonparametric 
mixture density estimations have been applied [14]. 
The parametric methods rely on the restrictive parametric 
assumptions of the failure time distribution. In certain 
situations, it may be difficult to specify a parametric model for 
the failure time distribution [1][12]. Reliability analysis in 
railway systems usually requires a large number of failure data, 
which may not be available for all components due to time and 
cost limitations. Furthermore, the failure mechanisms of certain 
sub-systems may be unknown and they involve multiple 
components or steps which are difficult to model by a simple 
lifetime distribution. Therefore, it is not always possible to 
assign a parametric distribution for the failure mechanisms in 
complex systems or mixture components, especially during the 
design and development stages. Thus, a more flexible and 
generic method needs to be employed. 
Nonparametric Bayesian methods can offer significant 
modeling flexibility because no restrictive parametric 
assumptions of the lifetime distribution are required and the 
analysis can be conducted with smaller sample size compared 
to the non-Bayesian approach [15]. With the development of 
computation techniques, such as Markov Chain Monte Carlo 
(MCMC) methods, the Bayesian nonparametric data analysis 
became more practical. Since the lifetime distribution of a 
complex system often involves a number of failure 
distributions, a mixture model is useful and necessary to lead to 
a more accurate estimation [16]. Moreover, the number of 
components  of a mixture failure distribution is unknown in 
practice. The main focus in this paper is on the Dirichlet 
Process Mixture Model (DPMM) with Bayesian nonparametric 
perspective that also adjusts automatically for the unknown , 
whereas most of the parametric and other nonparametric 
approaches do not [16]. Indeed, DPMM is robust on capturing 
the components of a mixture failure distribution.  
A. Nonparametric Bayesian Approach 
Bayesian nonparametric models have been widely applied 
in system reliability measurement since its emergence. In any 
Bayesian analysis with non-informative priors, the likelihood 
function dominates the priors [17], which is similar to the non-
Bayesian approach where estimation is fully based on 
likelihood. This is a motivation for using Bayesian 
nonparametric methods for the reliability measurements. 
Unlike parametric methods with fixed parametric forms, 
Bayesian nonparametric methods are well suited for unknown 
reliability functions. The flexibility of having infinite 
parameters is presented by avoiding critical dependency on 
prior parameters [18], the Bayesian nonparametric approach 
hence offers significant applicability on model selection 
especially for data of mixed types. The procedure of 
nonparametric data analysis is often considered as a 
distribution-free method [15] and the distribution of the data 
may be based on the rank of which the distribution is most 
influenced by the data. However, when both parametric and 
nonparametric methods are applicable to a problem, the 
parametric method is generally preferred due to its efficiency 
and simplicity. When the assumptions for the parametric 
method are questionable, nonparametric methods are more 
applicable [15]. 
Recently, the successful applications of nonparametric 
Bayesian methods in reliability analysis have increased 
remarkably. The Bayesian approach has been applied to the 
estimation of the derivatives of the cumulative hazards for a 
multiplicative counting process model [19]. Further, the 
survival analysis employs Bayesian nonparametric models to 
evaluate the proportional hazard function [20]. Moreover, an 
adapted version of MCMC algorithm has been used to simulate 
Bayesian nonparametric models for hazard functions [12][21]. 
B. Dirichlet Process Mixture Model (DPMM) 
     Dirichlet Process (DP) mixture models have been 
applied in a wide range of applications in the area of Bayesian 
nonparametric data analysis [22]. A DP mixture model can 
handle random mixing distributions and is not restricted to one 
specific parametric distribution. One fundamental motivation 
for using DP construction is that the posterior distribution can 
be obtained easily [16]. Moreover, a number of studies in 
Bayesian reliability analysis have been suggested to use DP as 
prior [12, 16, 23]. 
In a Bayesian framework, it is necessary to specify a prior 
distribution to obtain, via Bayes’ theorem, the posterior 
distribution on which statistical inference on the data is based 
on. The Dirichlet Process prior has been widely applied in 
Bayesian nonparametric approaches since its initial application 
[20]. The DP prior fits rich classes of Bayesian nonparametric 
models with its fulfillment of the two properties proposed in 
[22]. First, it is flexible in support of prior distributions and the 
posteriors can be tractably analyzed. Second, it can capture the 
number  of unknown mixture components. Moreover, the 
“Gibbs Sampler” algorithm [24] provides a computationally 
attractive tool overcoming otherwise difficulties associated 
with sampling from the posterior distribution. This leads to an 
increased popularity of DP mixture models in Bayesian 
nonparametric data analysis. 
The Dirichlet distribution is the first step when 
implementing the Dirichlet Process Mixture Model (DPMM) 
in nonparametric Bayesian analysis. It is often used as the prior 
distribution in Bayesian inference because it is the conjugate 
prior of the multinomial distribution. Its probability density 
function is defined as the probabilities of n discrete variables 
, , … ,  are , , … , , i.e., 
, while  follows a Dirichlet distribution ~ ; , , in 
which the PDF is defined as 
 
| ,  (5) 
where , , … ,  is the base measure of , and  
is a parameter showing how concentrated the probability 
would be around . When the value of  is 1, the Dirichlet 
distribution is closer to a uniform distribution. When  is 
below 1, it will show that most probabilities will be 
concentrated in a few ones [16]. Here, Q v  is the normalizing 




The second step is to introduce the Dirichlet Process (DP) 
based on the Dirichlet distribution. The DP can be considered 
as flexible continuous case of the Dirichlet distribution. The 
definition of the DP includes two base parameters. The first 
one is a positive scalar (concentration) parameter , which 
expresses the belief towards  and the second one is a 
probability base distribution , which is a nonparametric 
distribution (empirical distribution). The  is said to follow a 
Dirichlet Process, which can be written as 
 ~  (7) 
 is a discrete distribution containing values drawn from , 
while  is a base distribution instead of a base measure . It 
should be noted that DP is a “distribution over distributions” 
[16]. 
In order to implement the DPMM, we apply a mixture model, 
as in (4), on the DP. For general DP mixture models, when the 
data size grows and the data becomes more complicated, the 
theory dictates to assign an infinite number of mixture 
components and parameters  growing with the data, so 
 ~ , 1,2,3, … (8) 
If  is set as a DP prior, it becomes the Dirichlet Process 
Mixture Model. Thus, the complete hierarchical form of the 
DPMM is: 
 ~  
~ .  
~  
(9) 
Here,  is an infinite-dimensional distributional parameter, 
which makes the DPMM a nonparametric method. The 
behavior of the DP mixture model, however, is sensitive to the 
choice of the parameters [23], e.g. , which is affected by the 
choice of the kernel distribution . The basic choice is the DP 
Gaussian mixture model (DPGMM) with Gaussian 
distribution as the kernel distribution because of its flexible 
applications in both conjugate and non-conjugate distributions 
[25]. However, as the property of lifetime data requires the 
failure time to be positive ( 0), DPGMM with the data 
range over all real numbers is not suitable for reliability 
analysis. In this paper, other asymmetric kernel distributions, 
such as the Exponential, Weibull and Lognormal distribution, 
are considered for their flexibility and efficiency to fit mixture 
models. In particular, the results upon using the Lognormal 
kernel as the base distribution will be presented in Section V 
where comparison results are provided. 
C. Choice of DP parameters for DPMM 
The Dirichlet Process is a very flexible and powerful due to 
two parameters  and . The form of the base measure  
plays an essential role towards model performance. It is hard to 
decide on the base measure because it is heavily dependent on 
the kernel distribution. The choice of  is conducted by 
mathematical convenience. Conjugate distributions are 
preferred for computational feasibility. Thus, the Dirichlet 
Process Gaussian Mixture Model (DPGMM) with both 
conjugate and non-conjugate base distributions has been 
widely applied [16, 24, 26]. A Bayesian nonparametric model 
using mixtures of Weibull distributions is developed in a 
previous study [11]. This is mixing on both the shape and scale 
parameters of the Weibull kernel. Several benefits for using a 
Weibull kernel have been illustrated. One is that it allows 
hazards to increase more rapidly than other candidates, and 
another is that its survival function is computationally available 
in closed form. Furthermore, a MCMC algorithm to fit the 
model using both uncensored and right censored data is used. 
The scalar parameter  controls how close the process is to 
the base distribution , which crucially determines model 
performance. It was pointed out that the magnitude of  
represents the degree of faith in the base distribution, which 
can be expressed in the formula as the number of clusters 
around the base distribution [16].  
III. METHODOLOGY AND ALGORITHEM 
The Dirichlet Process depends heavily on its base 
distribution G . Based on the nonparametric statistical 
properties, an empirical cumulative density function (CDF) of 
 is obtained as well as its probability density function (PDF) 
[20]. Consequently, the estimated CDF, PDF and hazard rate 
function (HRF) of lifetime data can be obtained by the 
hierarchical structure depicted in (9). In this section, a 
procedure for estimating the mixture density function of 
lifetime data using DPMM based on the Lognormal kernel 
function is given. 
A. Model Specifications 
To estimate the empirical distribution of G , a kernel 
estimating method is adopted, with Lognormal as the kernel 
distribution [20]. The Lognormal distribution has the CDF of 
 
Λ | , Φ
log
0  (10) 
where Φ  is the CDF of the standard normal distribution 
(standard Gaussian),   is the logarithm of the median time of 
failure time and 0  is the shape parameter (deviation 
parameter). The failure time distribution function based on the 
Dirichlet Process Lognormal Mixture (DPLNM) is expressed 
by 
 Λ | , ,  (11) 
where ~  and the base distribution  is considered 
as prior distribution depending on  and  [24]. Using the 
Lognormal kernel distribution, the conjugate prior 
distributions for  distribution parameters,  and , are 
assumed Normal and Inverse-Gamma (IG), respectively [26]. 
 for the DPLNM depends on hyper parameters which are 
incorporated into the hierarchical form of the DPLNM model. 
B. MCMC Algorithm 
Based on the conditional distributions and the prior 
distributions, we can obtain the full conditional posterior 
distribution of the Lognormal kernel distribution, which 
depends on the prior distributions of the hyper parameters. As 
the prior distribution is a DP the obtained posterior distribution 
is also a DP as well [22]. The DP mixture model requires 
sampling through Markov-Chain-Monte-Carlo (MCMC) 
methods, which can be computationally intensive because 
updating the Markov Chain process required for each 
replication is necessary until convergence is achieved. Finally, 
an estimate  of  , the empirical distribution density function, 
is obtained. Using and Bayes law, the cumulative distribution 
function of the failure time is estimated by 
 Λ | ̂ , ,  (12) 
Then, the PDF of the failure time is 
 Λ | ̂ ,
,  (13) 
and consequently, the hazard rate function is obtained by 
substituting  and  in (2). 
The nonparametric Bayesian DPMM using the MCMC 













Fig.1 The process of nonparametric Bayesian analysis based on DPMM using 
MCMC algorithm 
IV. EMPRICAL RESULTS AND DISCUSSIONS 
In order to demonstrate the validity of the proposed models 
and determine their suitability for railway system reliability 
analysis, a simulation test is undertaken to study the estimation 
of the lifetime distributions by the proposed models against a 
known failure data distribution. The study will further 
investigate the best kernel to estimate the hazard rate in 
reliability analysis. 
In this test, an artificially generated lifetime data set is 
provided as reference data in a model-based simulation. 
Different kernels distributions are examined i.e. Exponential, 
Weibull and Lognormal to account for different simulation 
scenarios and their suitability are examined. The data set is 
generated from complex models, i.e.  finite mixture models and 
competing risk models which have been used in the reliability 
context [20] and consistent with component lifetime data in 
railway systems.  
The complete data set is of the size  200 as the lifetime 
observations. Non-informative distributions for generating 
lifetime data sets are selected to avoid further assumptions. 
These distributions are commonly deployed and they resemble 
the nature of complex models well in reliability analysis for 
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Generally, in a mixture model each mixture component 
density represents the probability distribution function of a 
group of individuals in the whole population. Based on the 
nature of the lifetime type data, a mixture of long tail 
distributions is assumed [17]. A mixture of Lognormal (LN) 
distribution and Inverse-Gaussian (IGN) distribution is 
considered. This mixture has a long tail which can be 
controlled by dispersion parameters of each mixture 
component. Based on the mixture model definition provided in 
[13], the p-LN-ING mixture model is shown as below 
 . 4,0.16 1 . 8,0.49  (14) 
where  is the component’s influence ratio and here 
0.3 is assumed. It means that 30% of the mixture comes 
from LN and the remaining 70% from ING. This model is also 
called bi-model [13]. The graphical and numerical results are 
obtained by the Linux version of R programming language 
primarily with the “mixtools” and “KernSmooth” 
packages [27]. 
The use of simulated data allows examination of the 
distribution of the data and then the comparison with the 
obtained results of the parametric finite mixture model 
(PARMIX) and kernel-based DPMM with it as the reference. 
Figure 2 illustrates both the actual and estimated PDF and CDF 
of the generated data based on the mixture model (14) and the 
comparisons results.  
Fig.2 PDF and CDF of the actual data, DPEM, DPWM, DPLNM and 
PARMIX for simulated lifetime data using mixture model  
The performance of PARMIX, Exponential kernel 
(DPEM), Weibull kernel (DPWM) and Lognormal kernel 
(DPLNM) and is also compared with those of the actual model. 
Figure 2 shows that the Exponential kernel and PARMIX are 
not capable of capturing the generated mixture distribution 
with long tail. The estimated PDF and CDF of the generated 
data based on DPWM have the same trend with the actual 
mixture model with significant differences around the most 
frequent values of the mixture components (  and ), which 
are indicated with arrows in Figure 2.  
Fig.3 Hazard rate functions of the actual data, DPEM l, DPWM, DPLNM and 
PARMIX for the simulated lifetime data 
Figure 3 also illustrates the performance of the parametric 
method and nonparametric Bayesian method with different 
mixture models in estimating the hazard rate function. It is 
clear that PARMIX and DPEM do not match the actual hazard 
rate function. It is however interesting that the estimated hazard 
rate function, which is calculated based on estimated PDF and 
CDF, cannot fit the hazard rate function of the actual mixture 
model properly. Thus, the DPMM based Weibull kernel 
(DPWM) is not a good choice for estimating the mixture 
lifetime data although Weibull kernel is an asymmetric long 
tail distribution kernel. 
The estimated PDF, CDF and hazard rate function of the 
generated data using DPLNM show a close match. Hence, the 
Lognormal kernel function, which is a long tail distribution 
with sharp concentration around the mean, can be a good 
choice for the lifetime data of mixture type. 
The above results are derived from visual inspection of 
graphs. To facilitate a quantitative comparison, the 
Kolmogorov-Smirnov test, a nonparametric test for goodness-
of-fit [28], is employed here to investigate the goodness-of-fit 
of the mixture models against the assumed mixture model. The 
null hypothesis of the Kolmogorov-Smirnov test states that the 
estimated cumulative density (or a function of the cumulative 
density) equals the assumed density imposed by the proposed 
mixture model. The alternative hypothesis is that the true 
density is not equal to the mixture model density.  Table 1 
depicts the Kolmogorov-Smirnov test statistics as well as the p-
values of the studied mixture models. 
 
 
The results in Table I show that the estimated CDF for the 
mixture model using DPLNM has the smallest test statistics 
value of 0.02681 with a p-value of 0.868>>0.05. It can be 
concluded the hypothesized cumulative density, as well as the 
probability density function (PDF) based on DPLNM, is a 
good estimate. This is supported by the significant p-value of 
0.868>>0.05. For the density estimation, DPWM also performs 
reasonably well (p-value of 0.106), but the hazard rate can only 
be well approximated by DPLNM, which is the only method to 
give a non-significant p-value of 0.667>0.05. 
TABLE I 
Kolmogorov-Smirnov goodness-of-fit test of failure time cumulative density 




Test Stats P-valuea Test Stats P-valuea 
PARMIX 0.1652 0.004 0.2193 0.000 
DPEM 0.1946 0.002 0.2164 0.000 
DPWM 0.1106 0.106 0.0694 0.039 
DPLNM 0.02681 0.868 0.0451 0.667 
a. The significant level is 0.05 
V. CONCLUSIONS 
This study has investigated the application of a non-
parametric Bayesian mixture approach with the Dirichlet 
Process Mixture Model (DPMM) through a number of the 
kernel densities in the context of reliability analysis for a 
railway system at component level. The results illustrated that 
this method offers significant flexibility to account for 
complicated mixture distributions for which parametric 
methods often fail. The results also show that the Log-normal 
kernel is preferred over the Gaussian and Weibull kernels to 
lead to a reasonably good estimate of the hazard rate of the 
components, which is one of the primary requirements of 
reliability analysis. 
The results here pave the way for reliability analysis at a 
higher level on which the component functionalities and 
dependencies contribute collectively toward the specified 
safety and availability requirements of the integrated system. 
It then facilitates further studies on maintenance planning, 
failure consequences and life cycle cost for a railway system. 
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