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Abstract
In this paper, we consider a global wellposed problem for the 3-D incompressible anisotropic Navier–Stokes equations (ANS).
In order to do so, we first introduce the scaling invariant Besov–Sobolev type spaces, B
−1+ 2
p
, 12
p and B
−1+ 2
p
, 12
p (T ), p  2. Then,
we prove the global wellposedness for (ANS) provided the initial data are sufficient small compared to the horizontal viscosity in
some suitable sense, which is stronger than B
−1+ 2
p
, 12
p norm. In particular, our results imply the global wellposedness of (ANS)
with high oscillatory initial data.
© 2008 Elsevier Masson SAS. All rights reserved.
Résumé
Dans cet article, nous étudions le problème de Cauchy global pour l’équation de Navier–Stokes incompressible anisotrope en
dimension 3. Nous construisons d’abord des familles d’espaces de Besov–Sobolev invariants par changement d’échelle B
−1+ 2
p
, 12
p
et B
−1+ 2
p
, 12
p (T ), p  2. Puis, nous démontrons que le système (ANS) est bien posé globalement en temps si la donnée initiale est
petite par rapport à la viscosité horizontale dans un sens convenable, qui est plus fort que la petitesse de la norme dans B
−1+ 2
p
, 12
p .
En particulier, nos résultats impliquent que le système (ANS) est bien posé globalement en temps lorsque la donnée initiale est très
oscillante.
© 2008 Elsevier Masson SAS. All rights reserved.
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1.1. Introduction to the anisotropic Navier–Stokes equations
In this paper, we are going to study the 3-D incompressible anisotropic Navier–Stokes equations (ANS), namely,⎧⎨⎩ut + u · ∇u − νhhu − ν3∂
2
x3u = −∇P,
divu = 0,
u|t=0 = u0,
(1.1)
where u(t, x) and P(t, x) denote the fluid velocity and the pressure, respectively, the viscosity coefficients νh and ν3
are two constants satisfying,
νh > 0, ν3  0,
x = (xh, x3) ∈ R3 and h = ∂2x1 + ∂2x2 . When νh = ν3 = ν, such system is the classical (isotropic) Navier–Stokes
system (NS). It is appeared in geophysical fluids (see for instance [4]). In fact, instead of putting the classical viscosity
−ν in (NS), meteorologists often simulate the turbulent diffusion by putting a viscosity of the form −νhh − ν3∂2x3 ,
where νh and ν3 are empiric constants, and ν3 usually is much smaller than νh. We refer to the book of J. Pedlosky
[14], Chapter 4, for a more complete discussion. In particular, in the studying of Ekman boundary layers for rotating
fluids [4,6,8], it makes sense to consider anisotropic viscosities of the type −νhh − εβ∂2x3 , where ε is a very small
parameter. The system (ANS) has been studied first by J.Y. Chemin, B. Desjardins, I. Gallagher and E. Grenier in [5]
and D. Iftimie in [9], where the authors proved that such system is locally wellposed for initial data in the anisotropic
Sobolev space:
H 0,
1
2 +ε =
{
u ∈ L2(R3); ‖u‖2
H˙
0, 12 +ε
=
∫
R3
|ξ3|1+2ε
∣∣uˆ(ξh, ξ3)∣∣2 dξ < +∞},
for some ε > 0. Moreover, it has also been proved that if the initial data u0 is small enough in the sense of that
‖u0‖εL2‖u0‖1−ε
H˙
0, 12 +ε
 cνh, (1.2)
for some sufficiently small constant c, then the system (1.1) is global wellposed.
Similar to the classical Navier–Stokes equations, the system (ANS) has a scaling invariance. Indeed, if u is a
solution of (ANS) on a time interval [0, T ] with initial data u0, then the vector field uλ defined by,
uλ(t, x) = λu
(
λ2t, λx
)
,
is also a solution of (ANS) on the time interval [0, λ−2T ] with the initial data λu0(λx). The smallness condition (1.2)
is of course scaling invariant, but the norm ‖ · ‖
H˙
0, 12 +ε
is not. M. Paicu proved in [12] a similar result for the system
(ANS) with ν3 = 0 in the case of the initial data u0 ∈ B0, 12 . This space has a scaling invariant norm. Then J.Y. Chemin
and P. Zhang [3] obtained a similar result in the scaling invariant space B−
1
2 ,
1
2
4 . Considering the periodic anisotropic
Naiver-Stokes equations, Paicu obtained the global wellposedness in [13].
On the other hand, the classical (isotropic) Navier–Stokes system (NS) is globally wellposed for small initial data
in Besov norms of negative index. In [1], M. Cannone, Y. Meyer and F. Planchon proved that: if the initial data satisfy,
‖u0‖
B˙
−1+ 3p
p,∞
 cν,
for p > 3 and some constant c small enough, then the classical Navier–Stokes system (NS) is globally wellposed.
Then, H. Koch and D. Tataru generalized this theorem to the BMO−1 norm (see [11]), D. Iftimie in [10] obtained the
global wellposedness in anisotropic spaces Hs1,s2,s3 and B0, 12 . Recently, J.Y. Chemin and I. Gallagher [2] proved that
if a certain nonlinear function of the initial data is small enough, then there is a global solution to the Navier–Stokes
equations (NS).
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space S(R2) satisfying supp φˆ1 ⊂ Ch, where Ch (resp. Cv) is a ring of R2h (resp. Rv). The mentioned results imply that
the system (NS) is globally wellposed for the initial data uε0 defined by:
uε0(x) = ε−
1
2 sin
(
x1
ε
)(
0,−∂x3(φ0φ1), ∂x2(φ0φ1)
)
, (1.3)
with small enough ε. The goal of our work is to prove a result of this type for the anisotropic Navier–Stokes system
(1.1).
1.2. Statement of the results
As in [3], let us begin with the definition of the spaces, which we will be going to work with. It requires an
anisotropic version of dyadic decomposition of the Fourier space, let us first recall the following operators of local-
ization in Fourier space, for (k, l) ∈ Z2,
hka = F−1
(
ϕ
(
2−k|ξh|
)
aˆ
)
, vl a = F−1
(
ϕ
(
2−l |ξ3|
)
aˆ
)
,
Shk a =
∑
k′k−1
hk′a, S
v
l a =
∑
l′l−1
vl′a,
where Fa or aˆ denotes the Fourier transform of the function a, and ϕ is a function in D(( 34 , 83 )) satisfying:∑
j∈Z
ϕ
(
2−j τ
)= 1, ∀τ > 0.
Our main motivation to introduce the following spaces is to find a scaling invariant Besov–Sobolev type space such
that uε0 can be small. According to the definitions of B
0, 12 (in [10,12]) and B−
1
2 ,
1
2
4 (in [3]), we give the definition of
B
−1+ 2
p
, 12
p , p ∈ [2,∞), as follows.
Definition 1.1. We denote by B
−1+ 2
p
, 12
p , p ∈ [2,∞), the space of distributions, which is the completion of S(R3) by
the following norm:
‖a‖
B
−1+ 2p , 12
p
=
∑
l∈Z
2
l
2
( ∞∑
k=l−1
2(−2+
4
p
)k
∥∥hkvl a∥∥2Lph (L2v)
) 1
2
+
∑
j∈Z
2
j
2
∥∥Shj−1vja∥∥L2(R3).
Let B0,
1
2 := B0,
1
2
2 and ‖a‖B0, 12 

∑
j∈Z 2
j
2 ‖vja‖L2(R3).
To study the evolution of (1.1) with initial data in B−1+
2
p
, 12
p , we need also to introduce the following space.
Definition 1.2. We denote by B
−1+ 2
p
, 12
p (T ) the space of distributions, which is the completion of C∞([0, T ];S(R3))
by the following norm:
‖a‖
B
−1+ 2p , 12
p (T )
=
∑
l∈Z
2
l
2
[ ∞∑
k=l−1
(
2(−2+
4
p
)k
∥∥hkvl a∥∥2L∞T (Lph (L2v)) + νh2 4p k∥∥hkvl a∥∥2L2T (Lph (L2v))
+ ν32(−2+
4
p
)k+2l∥∥hkvl a∥∥2L2T (Lph (L2v)))
] 1
2
+
∑
j∈Z
2
j
2
(∥∥Shj−1vja∥∥L∞T (L2(R3))
+ ν
1
2
h
∥∥∇hShj−1vja∥∥ 2 2 3 + ν 123 ∥∥∂3Shj−1vja∥∥ 2 2 3 ).LT (L (R )) LT (L (R ))
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1
2 (T ) := B0,
1
2
2 (T ) and
‖a‖
B
0, 12 (T )


∑
j∈Z
2
j
2
(∥∥vja∥∥L∞T (L2(R3)) + ν 12h ∥∥∇hvja∥∥L2T (L2(R3)) + ν 123 ∥∥∂3vja∥∥L2T (L2(R3))).
In our global result, we need that the initial data u0 and a certain nonlinear function of the initial data uF · ∇uF are
small enough in some suitable sense, where
uF := eνhth+ν3t∂23 u0hh and u0hh =
∑
kl−1
hk
v
l u0. (1.4)
Definition 1.3. We define [·]EpT by:
[a]EpT := ‖a‖B−1+ 2p , 12p
+ ‖aF · ∇aF ‖
L1T (B
0, 12 )
,
where
‖f ‖
L1T (B
0, 12 )
:=
T∫
0
∑
j∈Z
2
j
2
∥∥vjf ∥∥L2(R3) dt,
aF := eνhth+ν3t∂23 ahh, ahh :=
∑
kl−1
hk
v
l a.
Now, we present the main results of this paper, which cover the results in [3,12] and partial result in [10].
Theorem 1.4. A constant c exists such that, if the divergence free vector field u0 ∈ B−1+
2
p
, 12
p , p  2 and [u0]Ep∞  cνh,
then, the system (1.1) with initial data u0 has a unique global solution u ∈ B−1+
2
p
, 12
p (∞)∩C([0,∞);B−1+
2
p
, 12
p ), and
‖u‖
B
−1+ 2p , 12
p (∞)
is independent of ν3.
Furthermore, let ui ∈ B−1+
2
p
, 12
p (T ) be the solution for the system (1.1) with initial data u0i , p  2, i = 1,2. If
ν3 > 0 and u01 − u02 ∈ L2, then we have:
‖u1 − u2‖L∞T (L2(R3))  ‖u01 − u02‖L2(R3) exp
{
Cν−1h
(
ν
− p+1
p−1
h + ν
− p+1
p−1
3
)( 2∑
i=1
‖ui‖
B
−1+ 2p , 12
p (T )
) 2p
p−1}
. (1.5)
In what follows, we always use C to denote a generic positive constant independent of ν3. Repeating the proof of
Theorem 1.4, we may conclude the following theorem concerning local wellposedness for large data.
Theorem 1.5. If the divergence free vector field u0 ∈ B−1+
2
p
, 12
p , p  2 and [u0]EpT < ∞, then there exists a
constant T0 ∈ (0, T ] such that the system (1.1) has a unique solution u ∈ B−1+
2
p
, 12
p (T0) ∩ C([0, T0];B−1+
2
p
, 12
p ), and
‖u‖
B
−1+ 2p , 12
p (T0)
is independent of ν3.
Remark 1.6. These theorems imply that the third viscosity coefficient ν3 do not play a role except the continuous
dependence (1.5).
Proposition 1.7. If p ∈ [2,4], we have:
∑
j∈Z
2
j
2
∞∫ ∥∥vj (aF · ∇aF )∥∥L2(R3) dt  ν−1h ‖a‖2
B
−1+ 2p , 12
p
,0
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[a]Ep∞  ‖a‖
B
−1+ 2p , 12
p
+ ν−1h ‖a‖2
B
−1+ 2p , 12
p
.
Remark 1.8. This proposition will be proved in Section 6. It implies that if p ∈ [2,4], then the condition [u0]Ep∞  cνh
in Theorem 1.4 can be replaced by,
‖u0‖
B
−1+ 2p , 12
p
 cνh,
and the condition [u0]EpT < ∞ in Theorem 1.5 can be omitted.
Remark 1.9. Using the similar argument to that in the proof of Proposition 1.7, we obtain:
2
j
2
∥∥vj (aF · ∇aF )∥∥LqT Lp2 (R3)  djν−
1
q
h 2
(3− 4
p
− 2
q
)j‖a‖2
B
−1+ 2p , 12
p
, q <
p
p − 2 ,
where (dk)k∈Z denotes a generic element of the sphere of l1(Z). From 3 − 4p − 2q = 0 and q  1, we have p  4.
Thus, we think p = 4 seems a special point.
The following proposition, which will be proved in Section 7, shows that Theorem 1.4 can be applied to initial data
given by (1.3).
Proposition 1.10. Let φ(xh) and ψ(xh) be in the Schwartz space S(R2), supp φˆ, supp ψˆ ⊂ Ch, where Ch is a ring
of R2. Denote φε(xh) = eix1/εφ(xh) and ψε(xh) = eix1/εψ(xh), we have, for any positive ε, q ∈ (1,∞], σ > 0,
α ∈ (0,2(1 − 1
q
)),
‖φε‖B˜−σq,1  Cφε
σ ,
‖φε‖B˙−αq,1  Cφε
α, (1.6)
‖φε‖B˙−σq,∞  Cφεσ ,
∞∫
0
‖φε,F ′ψε,F ′ ‖L2(R2) dt  Cφ,ψ,νhε2,
where
φε,F ′(t) = eνhth
∑
k0
hkφε, ψε,F ′(t) = eνhth
∑
k0
hkψε,
‖a‖
B˜−σq,1
= ∥∥Sh0 a∥∥L2 + ∞∑
k=0
2−σk
∥∥hka∥∥Lq , ‖a‖B˙−αq,1 =∑
k∈Z
2−αk
∥∥hka∥∥Lq ,
and ‖a‖B˙−σq,∞ = supk∈Z 2−σk‖hka‖Lq .
Remark 1.11. From Proposition 1.10, we get:∥∥uε0∥∥
B
− 12 , 12
4

 Cφ0,φ1, and
[
uε0
]
E
p∞  Cφ0,φ1,νhε
1
2 − 2p , for all p > 4.
Theorem 1.4 and Proposition 1.10 imply that the anisotropic Navier–Stokes system (1.1) with initial data uε,q0 , which
defined by
u
ε,q
0 (x) = ε−1+
2
q sin
(
x1
ε
)(
0,−∂x3(φ0φ1), ∂x2(φ0φ1)
)
, ∀q  2,
is globally wellposed when ε is small enough.
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Proposition 1.12. For p  2, we have:
B0,
1
2 ⊂ B−1+
2
p
, 12
p ⊂ B˙−1∞,2 ⊂ BMO−1 ⊂ B˙−1∞,∞ = C−1,
where ‖f ‖
B˙−1∞,q = ‖2−k‖kf ‖L∞‖lqk , ka = F
−1(ϕ(2−k|ξ |)aˆ),
‖f ‖BMO−1 := ‖f ‖B˙−1∞,∞ + sup
x∈R3,R>0
R−
3
2
( ∫
P(x,R)
∣∣etf (y)∣∣2 dy dt) 12 ,
P (x,R) = [0,R2] × B(x,R) and B(x,R) := {y ∈ R3; |x − y|R} (see [11]).
1.3. Structure of the proof of Theorem 1.4
The purpose of Section 2 is to establish some results about anisotropic Littlewood–Paley theory, which will be of
constant use in what follows.
Section 3 will be devoted to the proof of the existence of a solution of (1.1). In order to do it, we shall search for a
solution of the form (following the idea in [3]):
u = uF + w and w ∈ B0, 12 (∞).
In Section 4, we shall prove the uniqueness in the following way. First, we shall establish a regularity theorem,
which claim that if u ∈ B−1+
2
p
, 12
p (T ) is a solution of (1.1) with [u0]EpT < ∞, then there exists T1 ∈ (0, T ] such that
w = u − uF ∈ B0, 12 (T1). Therefore, looking at the equation of w, we shall prove the uniqueness of the solution u in
the space uF + B0, 12 (T1). Since u ∈ C([0, T ];B−1+
2
p
, 12
p ), one can easily obtain the uniqueness of the solution u on
[0, T ].
In Section 5, we shall prove that if ν3 > 0, then the continuous dependence of the solution on the initial data holds.
We should mention that the methods introduced by Chemin–Gallagher in [2], Chemin–Zhang in [3], Koch–Tataru
in [11] and Paicu in [12] will play a crucial role in our proof here.
2. Anisotropic Littlewood–Paley theory
At first, we list anisotropic Berstein inequalities in the following (please see the detail in [3,12]).
Lemma 2.1. Let Bh (resp. Bv) be a ball of R2h (resp. Rv), and Ch (resp. Cv) be a ring of R2h (resp. Rv). Then, for
1 p2  p1 ∞ and 1 q2  q1 ∞, there holds:
(1) If the support of aˆ is included in 2kBh, then∥∥∂βh a∥∥Lp1h (Lq1v )  2k(|β|+2( 1p2 − 1p1 ))‖a‖Lp2h (Lq1v ),
where ∂h := ∂xh .
(2) If the support of aˆ is included in 2lBv , then∥∥∂N3 a∥∥Lp1h (Lq1v )  2l(N+ 1q2 − 1q1 )‖a‖Lp1h (Lq2v ),
where ∂3 := ∂x3 .
(3) If the support of aˆ is included in 2kCh, then
‖a‖
L
p1
h (L
q1
v )
 2−kN sup
|β|=N
∥∥∂βh a∥∥Lp1h (Lq1v ).
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‖a‖
L
p1
h (L
q1
v )
 2−lN
∥∥∂N3 a∥∥Lp1h (Lq1v ).
Let us state two corollaries of this lemma, the proofs of which are obvious and thus omitted.
Corollary 2.2. The space B0, 12 is continuously embedded in the space B
−1+ 2
p
, 12
p and so is B0,
1
2 (T ) in B
−1+ 2
p
, 12
p (T ),
p  2. Moreover, the space B0, 12 (T ) is continuously embedded in the space L∞T (L2h(L∞v )). Furthermore, The space
B
−1+ 2
p
, 12
p is continuously embedded in the space B
−1+ 1
p
, 12
2p and so is B
−1+ 2
p
, 12
p (T ) in B
−1+ 1
p
, 12
2p (T ), p  2.
Corollary 2.3. If a belongs to B−1+
2
p
, 12
p (T ), p  2, then we have:∑
l∈Z
2
l
2
(∑
k∈Z
22k(−1+
2
p
)
∥∥hkvl a(0)∥∥2Lph (L2v)
) 1
2

∥∥a(0)∥∥
B
−1+ 2p , 12
p
,
and ∑
l∈Z
2
l
2
[∑
k∈Z
(
2k(−2+
4
p
)
∥∥hkvl a∥∥2L∞T (Lph (L2v)) + νh2 4kp ∥∥hkvl a∥∥2L2T (Lph (L2v)))
] 1
2
 ‖a‖
B
−1+ 2p , 12
p (T )
.
Notations. In what follows, as in [3], we make the convention that (ck)k∈Z (resp. (dk)k∈Z) denotes a generic element
of the sphere of l2(Z) (resp. l1(Z)). Moreover, (ck,l)(k,l)∈Z2 denotes a generic element of the sphere of l2(Z2) and
(dk,l)(k,l)∈Z2 denotes a generic sequence such that∑
l∈Z
(∑
k∈Z
d2k,l
) 1
2 = 1.
The following lemma will be of frequent use in this work. It describes some estimates of dyadic parts of functions
in B
−1+ 2
p
, 12
p (T ).
Lemma 2.4. For any a ∈ B−1+
2
p′ ,
1
2
p′ (T ), p
′  2, we have:
Sk,l(a)
p′
β
dk,l2
βk
p′ 2−
l
2 ‖a‖
B
−1+ 2
p′ ,
1
2
p′ (T )
,
and
Sk(a)
p′
β
ck2
βk
p′ ‖a‖
B
−1+ 2
p′ ,
1
2
p′ (T )
,
where β ∈ (0,p′], and
Sk,l(a) =
∑
k′k−1
2(−1+
2+β
p′ )k
′(∥∥hk′vl a∥∥L∞T (Lp′h (L2v)) + ν 12h ∥∥∇hhk′vl a∥∥L2T (Lp′h (L2v))),
Sk(a) :=
∑
k′k−1
2(−1+
2+β
p′ )k
′(∥∥hk′a∥∥L∞T (Lp′h (L∞v )) + ν 12h ∥∥∇hhk′a∥∥L2T (Lp′h (L∞v ))).
Proof. Since
2
l
2 2−
βk
p′ Sk,l  2
l
2
∑
′
2−
β
p′ (k−k′)2(−1+
2
p′ )k
′(∥∥hk′vl a∥∥L∞T (Lp′h (L2v)) + ν 12h ∥∥∇hhk′vl a∥∥L2T (Lp′h (L2v))),
k k−1
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2
l
2
(∑
k∈Z
2−
2βk
p′ S2k,l
) 1
2
 2 l2 p
′
β
(∑
k′∈Z
2(−2+
4
p′ )k
′(∥∥hk′vl a∥∥L∞T (Lp′h (L2v)) + ν 12h ∥∥∇hhk′vl a∥∥L2T (Lp′h (L2v)))2
) 1
2
.
Combining it with Corollary 2.3, we can easily obtain the first inequality.
To get the second inequality, we shall prove that, for any (ck)k∈Z, we have:
I (a) :=
∑
k∈Z
2−
βk
p′ Sk(a)ck 
p′
β
‖a‖
B
−1+ 2
p′ ,
1
2
p′ (T )
. (2.1)
Using Lemma 2.1, we get:
Sk(a)
∑
k′k−1
∑
l∈Z
2
l
2 +(−1+ 2+βp′ )k′(∥∥hk′vl a∥∥L∞T (Lp′h (L2v)) + ν 12h ∥∥∇hhk′vl a∥∥L2T (Lp′h (L2v))),
and
I (a)
∑
l∈Z
2
l
2
∑
(k,k′)∈Z2
k′k−1
2−
β
p′ (k−k′)2(−1+
2
p′ )k
′
ck
(∥∥hk′vl a∥∥L∞T (Lp′h (L2v)) + ν 12h ∥∥∇hhk′vl a∥∥L2T (Lp′h (L2v))).
Using the Cauchy–Schwarz inequality and Young’s inequality, we have:
I (a)
( ∑
(k,k′)∈Z2
k′k−1
2−
β
p′ (k−k′)c2k
) 1
2
×
∑
l∈Z
2
l
2
( ∑
(k,k′)∈Z2
k′k−1
2−
β
p′ (k−k′)2(−2+
4
p′ )k
′(∥∥hk′vl a∥∥L∞T (Lp′h (L2v)) + ν 12h ∥∥∇hhk′vl a∥∥L2T (Lp′h (L2v)))2
) 1
2

√
p′
β
∑
l∈Z
2
l
2
( ∑
(k,k′)∈Z2
k′k−1
2−
β
p′ (k−k′)2(−2+
4
p′ )k
′(∥∥hk′vl a∥∥L∞T (Lp′h (L2v)) + ν 12h ∥∥∇hhk′vl a∥∥L2T (Lp′h (L2v)))2
) 1
2
 p
′
β
∑
l∈Z
2
l
2
(∑
k′∈Z
2(−2+
4
p′ )k
′(∥∥hk′vl a∥∥L∞T (Lp′h (L2v)) + ν 12h ∥∥∇hhk′vl a∥∥L2T (Lp′h (L2v)))2
) 1
2
 p
′
β
‖a‖
B
−1+ 2
p′ ,
1
2
p′ (T )
,
which proves (2.1) and thus Lemma 2.4. 
With Lemma 2.4, we are going to state two lemmas, which is very closed to Sobolev’s embedding theorem and
will be of constant use in the proof of Theorem 1.4.
Lemma 2.5. The space B
−1+ 2
p′ ,
1
2
p′ (T ) is included in L
2p′
p′−2
T (L
p′
h (L
∞
v )), p
′ > 2. Moreover precisely, if a ∈ B−1+
2
p′ ,
1
2
p′ (T ),
then, we have:
∥∥vja∥∥
L
2p′
p′−2
(L
p′
(L2))

√
p′
β
djν
1
p′ − 12
h 2
− j2 ‖a‖
B
−1+ 2
p′ ,
1
2
′ (T )
, (2.2)T h v p
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‖a‖
L
2p′
p′−2
T (L
p′
h (L
∞
v ))
 ‖a‖
L˜
2p′
p′−2
T (L˜
p′
h (B
1
2
v ))

√
p′
β
ν
1
p′ − 12
h ‖a‖
B
−1+ 2
p′ ,
1
2
p′ (T )
, (2.3)
where ‖a‖
L˜
2p′
p′−2
T (L˜
p′
h (B
1
2
v ))
= ∑j∈Z2 j2 ‖vja‖
L
2p′
p′−2
T (L
p′
h (L
2
v))
and β ∈ (0,min{p′ − 2,2}]. Furthermore, for p  2, we
have: ∥∥vja∥∥
L
2p
p−1
T (L
2p
h (L
2
v))
 dj ν
1
2p − 12
h 2
− j2 ‖a‖
B
−1+ 1p , 12
2p (T )
 djν
1
2p − 12
h 2
− j2 ‖a‖
B
−1+ 2p , 12
p (T )
, (2.4)
and
‖a‖
L
2p
p−1
T (L
2p
h (L
∞
v ))
 ‖a‖
L˜
2p
p−1
T (L˜
2p
h (B
1
2
v ))
 ν
1
2p − 12
h ‖a‖
B
−1+ 2p , 12
p (T )
, (2.5)
where ‖a‖
L˜
2p
p−1
T (L˜
2p
h (B
1
2
v ))
=∑j∈Z 2 j2 ‖vja‖
L
2p
p−1
T (L
2p
h (L
2
v))
.
Remark 2.6. From now on, A B means A C(p)B , where C(p) is a constant depending on p.
Proof. Let us first notice that ∥∥vja∥∥2
L
2p′
p′−2
T (L
p′
h (L
2
v))
= ∥∥(vja)2∥∥
L
p′
p′−2
T (L
p′
2
h (L
1
v))
.
Using Bony’s decomposition in the horizontal variable, we have(
vja
)2 =∑
k∈Z
Shk−1
v
ja
h
k
v
ja +
∑
k∈Z
Shk+2
v
ja
h
k
v
ja.
These two terms are estimated exactly in the same way. Applying Hölder’s inequality and Lemma 2.1, we obtain:∥∥Shk−1vjahkvja∥∥
L
p′
p′−2
T (L
p′
2
h (L
1
v))

∥∥Shk−1vja∥∥
L
2p′
p′−2−β
T (L
p′
h (L
2
v))
∥∥hkvja∥∥
L
2p′
p′−2+β
T (L
p′
h (L
2
v))

∑
k′k−2
∥∥hk′vja∥∥
L
2p′
p′−2−β
T (L
p′
h (L
2
v))
∥∥hkvja∥∥
L
2p′
p′−2+β
T (L
p′
h (L
2
v))

∑
k′k−2
∥∥hk′vja∥∥1− 2+βp′
L2T (L
p′
h (L
2
v))
∥∥hk′vja∥∥ 2+βp′
L∞T (L
p′
h (L
2
v))
∥∥hkvja∥∥1− 2−βp′
L2T (L
p′
h (L
2
v))
∥∥hkvja∥∥ 2−βp′
L∞T (L
p′
h (L
2
v))

∑
k′k−2
(
2
2+β
p′ k
′∥∥hk′vja∥∥L2T (Lp′h (L2v)))1− 2+βp′ (2(−1+ 2+βp′ )k′∥∥hk′vja∥∥L∞T (Lp′h (L2v))) 2+βp′
× (2 2−βp′ k∥∥hkvja∥∥L2T (Lp′h (L2v)))1− 2−βp′ (2(−1+ 2−βp′ )k∥∥hkvja∥∥L∞T (Lp′h (L2v))) 2−βp′
 ν
2
p′ −1
h
∑
k′k−2
2(−1+
2+β
p′ )k
′(
ν
1
2
h
∥∥∇hhk′vja∥∥L2T (Lp′h (L2v)) + ∥∥hk′vja∥∥L∞T (Lp′h (L2v)))
× 2(−1+
2−β
p′ )k
(
ν
1
2
h
∥∥∇hhkvja∥∥L2T (Lp′h (L2v)) + ∥∥hkvja∥∥L∞T (Lp′h (L2v))).
From Corollary 2.3 and Lemma 2.4, we get:∥∥Shk−1vjahkvja∥∥
L
p′
p′−2
(L
p′
2 (L1))
 p
′
β
d2k,j ν
2
p′ −1
h 2
−j‖a‖2
B
−1+ 2
p′ ,
1
2
′ (T )
.T h v p
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L
p′
p′−2
T (L
p′
2
h (L
1
v))
 p
′
β
d2j ν
2
p′ −1
h 2
−j‖a‖2
B
−1+ 2
p′ ,
1
2
p′ (T )
,
which is exactly the first inequality of this lemma. Combining it with Lemma 2.1 and Corollary 2.2, we can immedi-
ately obtain (2.3)–(2.5). 
Lemma 2.7. Let a be in B0, 12 (T ). Then, we have:∥∥vja∥∥Lq1T (Lq2h (L2v))  dj ν− 1q1h 2− j2 ‖a‖B0, 12 (T ), 1q1 + 1q2 = 12 , q2 ∈ [2,4], (2.6)∥∥vja∥∥
L
2p
T (L
2p
p−1
h (L
2
v))
 dj ν
− 12p
h 2
− j2 ‖a‖
B
0, 12 (T )
,
and
‖a‖
L
2p
T (L
2p
p−1
h (L
∞
v ))
 ‖a‖
L˜
2p
T (L˜
2p
p−1
h (B
1
2
v ))
 ν
− 12p
h ‖a‖
B
0, 12 (T )
,
where ‖a‖
L˜
2p
T (L˜
2p
p−1
h (B
1
2
v ))
=∑j∈Z2 j2 ‖vja‖
L
2p
T (L
2p
p−1
h (L
2
v))
and p  2.
Proof. From Corollary 2.2, we have:
‖a‖
B
− 12 , 12
4 (T )
 ‖a‖
B
0, 12 (T )
.
From (2.2), we get: ∥∥vja∥∥L4T (L4h(L2v))  djν− 14h 2− j2 ‖a‖B− 12 , 124 (T )  dj ν−
1
4
h 2
− j2 ‖a‖
B
0, 12 (T )
.
Combining it with ∥∥vja∥∥L∞T (L2h(L2v))  dj2− j2 ‖a‖B0, 12 (T ),
using interpolation, we obtain (2.6). Choosing q1 = 2p, we can finish the proof of this lemma. 
Using Lemma 2.1, we can obtain some estimates of uF in the following lemma:
Lemma 2.8. Let u0 ∈ B−1+
2
p
, 12
p , p  2, and uF be as in (1.4), 1 q ∞. Then, there holds∥∥hkvl uF∥∥LqT (Lph (L2v))  dk,l2(1− 2p )k2− l2 min(ν− 1qh 2− 2kq , ν− 1q3 2− 2lq )‖u0‖B−1+ 2p , 12p , for k  l − 1, (2.7)∥∥hkvl uF∥∥LqT (Lph (L2v)) = 0, for k < l − 1. (2.8)
Moreover, uF belongs to B
−1+ 2
p
, 12
p (∞) ∩ C([0,∞);B−1+
2
p
, 12
p ), and we have:
‖uF ‖
B
−1+ 2p , 12
p (∞)
 ‖u0‖
B
−1+ 2p , 12
p
. (2.9)
Proof. The relation (2.5) in [3] tell us,
hk
v
l uF (t, x) = 22k+l
∫
3
gh
(
t,2k(xh − yh)
)
gv
(
t,2l(x3 − y3)
)
hk
v
l u0(y) dy (2.10)R
T. Zhang, D. Fang / J. Math. Pures Appl. 90 (2008) 413–449 423with ∥∥gh(t, ·)∥∥L1(R2)  e−cνht22k , ∥∥gv(t, ·)∥∥L1(R)  e−cν3t22l .
From Corollary 2.3 and (2.10), we have:∥∥hkvl uF (t)∥∥Lph (L2v)  e−cνht22k−cν3t22l∥∥hkvl u0∥∥Lph (L2v)
 e−cνht22k−cν3t22l dk,l2(1−
2
p
)k2−
l
2 ‖u0‖
B
−1+ 2p , 12
p
.
By integration, we can obtain (2.7)–(2.9). The proof of uF ∈ C([0,∞);B−1+
2
p
, 12
p ) is simple, and we omit the
details. 
From Lemmas 2.1 and 2.8, we can immediately deduce the following corollary.
Corollary 2.9. For any (q,p′) ∈ [1,∞] × [p,∞], p  2, we have:∥∥hkuF∥∥Lq(R+;Lp′h (L∞v ))  ν− 1qh ck2−k( 2q + 2p′ −1)‖u0‖B−1+ 2p , 12p .
If p′ ∈ [p,∞] and q ∈ [1, 2p′
p′−2 ), we have:∥∥vjuF∥∥Lq(R+;Lp′h (L2v))  ν− 1qh dj2−j ( 2q + 2p′ − 12 )‖u0‖B−1+ 2p , 12p .
The following lemma is the end point of the second estimate of Corollary 2.9.
Lemma 2.10. Under the assumptions of Lemma 2.8, we have:∥∥vjuF∥∥L2(R+;L∞h (L2v))  dj ν− 12h 2− j2 ‖u0‖B−1+ 2p , 12p ,
and
‖uF ‖L2(R+;L∞(R3))  ν−
1
2
h ‖u0‖
B
−1+ 2p , 12
p
.
Proof. Trivially, there holds ∥∥vjuF∥∥2L2T (L∞h (L2v)) = ∥∥(vjuF )2∥∥L1T (L∞h (L1v)).
Using Bony’s paradifferential decomposition in the horizontal variables, we have:(
vjuF
)2 =∑
k∈Z
Shk−1
v
juF
h
k
v
juF +
∑
k∈Z
Shk+2
v
juF
h
k
v
juF . (2.11)
Using Lemma 2.1 and Hölder’s inequality, we get∥∥Shk−1vjuFhkvjuF∥∥L1T (L∞h (L1v))  2 2p k∥∥Shk−1vjuF∥∥L∞T (L2ph (L2v))∥∥hkvjuF∥∥L1T (L2ph (L2v)).
By (2.7) and the proof of Lemma 2.4, we obtain:∥∥Shk−1vjuF∥∥L∞T (L2ph (L2v))  dk,j2(1− 1p )k2− j2 ‖u0‖B−1+ 22p , 122p .
Therefore, using (2.7) once again, we get:∥∥∥∥∑Shk−1vjuFhkvjuF∥∥∥∥
L1 (L∞(L1v))
 2−j ν−1h
(∑
d2k,j
)
‖u0‖2
B
−1+ 22p , 12
.k∈Z T h k∈Z 2p
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− 12
h 2
− j2 ‖u0‖
B
−1+ 2p , 12
p
.
From Lemma 2.1, we conclude that
‖uF ‖L2T (L∞(R3)) 
∑
j∈Z
2
j
2
∥∥vjuF∥∥L2T (L∞h (L2v))  ν− 12h ‖u0‖B−1+ 2p , 12p . 
3. The proof of an existence theorem
The purpose of this section is to prove the following existence theorem.
Theorem 3.1. A sufficiently small constant c exists which satisfies the following property: if the divergence free vector
field u0 ∈ B−1+
2
p
, 12
p , p  2 and [u0]Ep∞  cνh, then the system (1.1) with initial data u0 has a global solution in the
space {uF + B0, 12 (∞)} ∩ C([0,∞);B−1+
2
p
, 12
p ).
Proof. As announced in the introduction, we shall look for a solution of the form:
u = uF + w.
Actually, by substituting the above formula to (1.1), we get:⎧⎨⎩wt + w · ∇w − νhhw − ν3∂
2
3w + w · ∇uF + uF · ∇w = −uF · ∇uF − ∇P,
divw = 0,
w|t=0 = u0ll = u0 − u0hh,
(3.1)
where
u0ll =
∑
j∈Z
Shj−1
v
ju0. (3.2)
Moreover, we obtain ‖u0ll‖
B
0, 12
 ‖u0‖
B
−1+ 2p , 12
p
. We shall use the classical Friedrichs’ regularization method to
construct the approximate solutions to (3.1). For simplicity, we just outline it here (for the details, see [3,4,12]).
In order to do so, let us define the sequence of operators (Pn)n∈N, (P1n)n∈N and (P2n)n∈N by,
Pna := F−1(1B(0,n)aˆ), P1na := F−1(1{|ξ |n, |ξ3| 1n }aˆ), P2na := F
−1(1{|ξ3|< 1n }aˆ),
and we define the following approximate system:⎧⎪⎪⎨⎪⎪⎩
∂twn + Pn(wn · ∇wn) − νhhwn − ν3∂23wn + Pn(wn · ∇uF ) + Pn(uF · ∇wn)
= −P1n(uF · ∇uF ) − Pn∇(−)−1∂j ∂k
((
u
j
F + wjn
)(
ukF + wkn
)− P2n(ujF ukF )),
divwn = 0,
wn|t=0 = Pn(u0ll ),
(3.3)
where (−)−1∂j ∂k is defined precisely by,
(−)−1∂j ∂ka := −F−1
(|ξ |−2ξj ξkaˆ).
Then, the system (3.1) appears to be an ordinary differential equation in the space:
L2n :=
{
a ∈ L2(R3) ∣∣ diva = 0, Supp aˆ ⊂ B(0, n)}.
Such system is globally wellposed because
d
dt
‖wn‖2L2  Cn‖uF ‖L∞‖wn‖2L2 + Cn‖uF · ∇uF ‖B0, 12 ‖wn‖L2 ,
and uF belongs to L2(R+;L∞(R3)).
Now, the proof of Theorem 3.1 reduces to the following three propositions, which we shall admit for the time
begin.
T. Zhang, D. Fang / J. Math. Pures Appl. 90 (2008) 413–449 425Proposition 3.2. Let a be a divergence free vector filed in B0, 12 (T ) and u be a divergence free vector field in
B
−1+ 2
p
, 12
p (T ). Then, for any j ∈ Z, we have:
Fj (T ) :=
T∫
0
∣∣∣∣ ∫
R3
vj (u · ∇a)vja dx
∣∣∣∣dt  d2j ν− 12 − 12ph 2−j‖a‖2
B
0, 12 (T )
‖u‖
L˜
2p
p−1
T (L˜
2p
h (B
1
2
v ))
.
Proposition 3.3. Let a and b be two divergence free vector fields in B0, 12 (T ). Then, for any j ∈ Z, we have:
Gj(T ) :=
T∫
0
∣∣∣∣ ∫
R3
vj (a · ∇uF )vjb dx
∣∣∣∣dt
 d2j 2−j‖a‖
B
0, 12 (T )
‖b‖
B
0, 12 (T )
(
ν
− 12 − 12p
h ‖uF ‖
L˜
2p
p−1
T (L˜
2p
h (B
1
2
v ))
+ ‖uF ‖
L˜1T (L˜
∞
h (B
3
2
v ))
)
,
where ‖uF ‖
L˜1T (L˜
∞
h (B
3
2
v ))
:=∑j∈Z 2 32 j‖vjuF ‖L1T (L∞h (L2v)).
From Corollary 2.2, Lemma 2.5 and Proposition 3.2, we have the following proposition:
Proposition 3.4. Let a and b be two divergence free vector fields in B0, 12 (T ). Then, for any j ∈ Z, we have:
T∫
0
∣∣∣∣ ∫
R3
vj (a · ∇b)vjb dx
∣∣∣∣dt  d2j ν−1h 2−j‖a‖B0, 12 (T )‖b‖2B0, 12 (T ).
Conclusion of the proof of Theorem 3.1. Applying the operator vj to (3.3) and taking the L2 inner product of the
resulting equation with vjwn, we have:
d
dt
∥∥vjwn∥∥2L2 + 2νh∥∥∇hvjwn∥∥2L2 + 2ν3∥∥∂3vjwn∥∥2L2
= −2
∫
R3
vj (wn · ∇wn)vjwn dx − 2
∫
R3
vj (uF · ∇wn)vjwn dx
− 2
∫
R3
vj (wn · ∇uF )vjwn dx − 2
∫
R3
vjP1n(uF · ∇uF )vjwn dx.
From Lemmas 2.5, 2.8, Corollary 2.9 and Propositions 3.2–3.4, we get:
2j
(∥∥vjwn∥∥2L∞T (L2) + 2νh∥∥∇hvjwn∥∥2L2T (L2) + 2ν3∥∥∂3vjwn∥∥2L2T (L2))
 2j
∥∥vjwn(0)∥∥2L2 + Cd2j ν−1h ‖wn‖2
B
0, 12 (T )
(‖wn‖
B
0, 12 (T )
+ ‖u0‖
B
−1+ 2p , 12
p
)
+ C2j∥∥vj (uF · ∇uF )∥∥L1T (L2)‖vjwn‖L∞T (L2),
and
‖wn‖
B
0, 12 (T )
 2C0[u0]Ep∞ + Cν
− 12
h ‖wn‖
B
0, 12 (T )
(‖wn‖
B
0, 12 (T )
+ [u0]Ep∞
) 1
2 .
Then, we have
‖wn‖
B
0, 12 (T )
 2C0[u0]Ep∞ +
4CC0
√
4C0 + 1√
ν
[u0]
3
2
E
p∞
,h
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B
0, 12 (t)
 4C0[u0]Ep∞}. Then, if [u0]Ep∞ is small enough with respect to νh, we get
for any n and for any T < Tn,
‖wn‖
B
0, 12 (T )
 5
2
C0[u0]Ep∞ .
Thus, Tn = +∞. Then, the existence follows from classical compactness method, the details of which are omitted
(see [4,12]).
In order to prove the continuity of the solution u, we have to prove the continuity of w. From (3.1), we have:
vjwt = νhvjhw + ν3vj∂23w − vj (w · ∇w)
− vj (w · ∇uF ) − vj (uF · ∇w)− vj (uF · ∇uF ) − vj∇P.
We can easily obtain that for any T > 0 and j ∈ Z,
ν3
v
j∂
2
3w ∈ L∞
([0, T ];L2), νhvjhw ∈ L2(0, T ;L2v(H˙−1h )),
vj (uF · ∇uF ) ∈ L1
([0, T ];L2),
and (
νh
v
jhw + ν3vj∂23w − vj (uF · ∇uF )|vjw
)
L2 ∈ L1
([0, T ]).
From Propositions 3.2–3.4, we have:(
vj (w · ∇w)+ vj (w · ∇uF ) + vj (uF · ∇w)|vjw
)
L2 ∈ L1
([0, T ]).
Thus, we have d
dt
‖vjw(t)‖2L2 ∈ L1([0, T ]), for any T > 0 and j ∈ Z. Combining it with w ∈ B0,
1
2 (∞), we can
easily get w ∈ C([0,∞);B0, 12 ). Then Theorem 3.1 is proved provided of course that we have proved Propositions
3.2–3.3. 
To prove Propositions 3.2–3.3, we need the following two lemmas:
Lemma 3.5. Let a be in B0, 12 (T ) and u be in B
−1+ 2
p
, 12
p (T ). We have:∥∥vj (u∂ha)∥∥
L
2p
2p−1
T (L
2p
p+1
h (L
2
v))
 djν
− 12
h 2
− j2 ‖a‖
B
0, 12 (T )
‖u‖
L˜
2p
p−1
T (L˜
2p
h (B
1
2
v ))
.
Proof. Using Bony’s decomposition in the vertical variable, we obtain
vj (u∂ha) =
∑
|j−j ′|5
vj
(
Svj ′−1u∂h
v
j ′a
)+ ∑
j ′j−N0
vj
(
vj ′u∂hS
v
j ′+2a
)
.
Using Hölder’s inequality and Lemma 2.5, we get:∥∥vj (Svj ′−1u∂hvj ′a)∥∥
L
2p
2p−1
T (L
2p
p+1
h (L
2
v))

∥∥Svj ′−1u∥∥
L
2p
p−1
T (L
2p
h (L
∞
v ))
∥∥vj ′∂ha∥∥L2T (L2(R3))
 dj ′ν
− 12
h 2
− j ′2 ‖a‖
B
0, 12 (T )
‖u‖
L˜
2p
p−1
T (L˜
2p
h (B
1
2
v ))
,
and ∥∥vj (vj ′u∂hSvj ′+2a)∥∥
L
2p
2p−1
T (L
2p
p+1
h (L
2
v))

∥∥Svj ′+2(∂ha)∥∥L2T (L2h(L∞v ))‖vj ′u‖
L
2p
p−1
T (L
2p
h (L
2
v))
 dj ′ν
− 12
h 2
− j ′2 ‖a‖
B
0, 12 (T )
‖u‖
L˜
2p
p−1
T (L˜
2p
h (B
1
2
v ))
.
Then, we can immediately finish the proof. 
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−1+ 2
p
, 12
p (T ). We have:∥∥vj (ua)∥∥L2T (L2(R3))  djν− 12ph 2− j2 ‖a‖B0, 12 (T )‖u‖
L˜
2p
p−1
T (L˜
2p
h (B
1
2
v ))
.
Proof. Using Bony’s decomposition in the vertical variable, we obtain:
vj (ua) =
∑
|j−j ′|5
vj
(
Svj ′−1u
v
j ′a
)+ ∑
j ′j−N0
vj
(
Svj ′+2a
v
j ′u
)
.
Using Hölder’s inequality, Lemmas 2.5–2.7, we get:∥∥vj (Svj ′−1uvj ′a)∥∥L2T (L2(R3))  ∥∥Svj ′−1u∥∥
L
2p
p−1
T (L
2p
h (L
∞
v ))
∥∥vj ′a∥∥
L
2p
T (L
2p
p−1
h (L
2
v))
 dj ′ν
− 12p
h 2
− j ′2 ‖a‖
B
0, 12 (T )
‖u‖
L˜
2p
p−1
T (L˜
2p
h (B
1
2
v ))
,
and ∥∥vj (Svj ′+2avj ′u)∥∥L2T (L2(R3))  ∥∥Svj ′+2a∥∥
L
2p
T (L
2p
p−1
h (L
∞
v ))
∥∥vj ′u∥∥
L
2p
p−1
T (L
2p
h (L
2
v))
 dj ′ν
− 12p
h 2
− j ′2 ‖a‖
B
0, 12 (T )
‖u‖
L˜
2p
p−1
T (L˜
2p
h (B
1
2
v ))
.
Then, we can immediately finish the proof. 
Proof of Proposition 3.2. We distinguish the terms with horizontal derivatives from the terms with vertical ones,
writing
Fj (T ) Fhj (T ) + Fvj (T ),
where
Fhj (T ) :=
T∫
0
∣∣∣∣ ∫
R3
vj
(
uh · ∇ha
)
vja dx
∣∣∣∣dt,
and
Fvj (T ) :=
T∫
0
∣∣∣∣ ∫
R3
vj
(
u3∂3a
)
vja dx
∣∣∣∣dt.
Using Hölder’s inequality, Lemmas 2.7 and 3.5, we obtain:
Fhj (T )
∥∥vj (uh · ∇ha)∥∥
L
2p
2p−1
T (L
2p
p+1
h (L
2
v))
∥∥vja∥∥
L
2p
T (L
2p
p−1
h (L
2
v))
 d2j ν
− 12 − 12p
h 2
−j‖a‖2
B
0, 12 (T )
‖u‖
L˜
2p
p−1
T (L˜
2p
h (B
1
2
v ))
.
Applying the trick from [3,12], using paradifferential decomposition in the vertical variable to vj (u3∂3a) first, then
by a commutator process, one get:
vj
(
u3∂3a
)= Svj−1u3∂3vja + ∑
|j−l|5
[
vj ;Svl−1u3
]
∂3
v
l a
+
∑ (
Svl−1u3 − Svj−1u3
)
∂3
v
j
v
l a +
∑
vj
(
vl u
3∂3S
v
l+2a
)
.|j−l|5 lj−N0
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Fvj (T ) := F 1,vj (T ) + F 2,vj (T ) + F 3,vj (T ) + F 4,vj (T ).
Using integration by parts and the fact that divu = 0, we have:
F
1,v
j (T ) =
1
2
T∫
0
∣∣∣∣ ∫
R3
Svj−1 divh uh
∣∣vja∣∣2 dx∣∣∣∣dt =
T∫
0
∣∣∣∣ ∫
R3
Svj−1uh · ∇hvjavja dx
∣∣∣∣dt.
From Lemma 2.7 and Hölder’s inequality, we get:
F
1,v
j (T )
∥∥Svj−1u∥∥
L
2p
p−1
T (L
2p
h (L
∞
v ))
∥∥vja∥∥
L
2p
T (L
2p
p−1
h (L
2
v))
∥∥∇hvja∥∥L2T (L2(R3))
 d2j ν
− 12 − 12p
h 2
−j‖u‖
L˜
2p
p−1
T (L˜
2p
h (B
1
2
v ))
‖a‖2
B
0, 12 (T )
.
To deal with the commutator in F 2,vj , we first use the Taylor formula to get:
F
2,v
j (T ) =
∑
|j−l|5
T∫
0
∣∣∣∣ ∫
R3
2j
∫
R
h
(
2j (x3 − y3)
) 1∫
0
Svl−1∂3u3
(
xh, τy3 + (1 − τ)x3
)
dτ
× (y3 − x3)∂3vl a(xh, y3) dy3vja(x) dx
∣∣∣∣dt.
Using divu = 0 and integration by parts, we have:
F
2,v
j (T ) =
∑
|j−l|5
T∫
0
∣∣∣∣∣
∫
R3
∫
R
h¯
(
2j (x3 − y3)
) 1∫
0
Svl−1uh
(
xh, τy3 + (1 − τ)x3
)
dτ∇h∂3vl a(xh, y3) dy3vja(x) dx
∣∣∣∣∣dt
+
∑
|j−l|5
T∫
0
∣∣∣∣∣
∫
R3
∫
R
h¯
(
2j (x3 − y3)
) 1∫
0
Svl−1uh
(
xh, τy3 + (1 − τ)x3
)
dτ ∂3
v
l a(xh, y3) dy3∇hvja(x) dx
∣∣∣∣∣dt,
where h¯(x3) = x3h(x3). Using Hölder’s inequality, Young’s inequality and Lemma 2.7, we obtain:
F
2,v
j (T )
∑
|j−l|5
2l−j
∥∥Svl−1uh∥∥
L
2p
p−1
T (L
2p
h (L
∞
v ))
∥∥∇hvl a∥∥L2T (L2(R3))∥∥vja∥∥
L
2p
T (L
2p
p−1
h (L
2
v))
+
∑
|j−l|5
2l−j
∥∥Svl−1uh∥∥
L
2p
p−1
T (L
2p
h (L
∞
v ))
∥∥∇hvja∥∥L2T (L2(R3))∥∥vl a∥∥
L
2p
T (L
2p
p−1
h (L
2
v))
 d2j ν
− 12 − 12p
h 2
−j‖u‖
L˜
2p
p−1
T (L˜
2p
h (B
1
2
v ))
‖a‖2
B
0, 12 (T )
.
It is easy to see that
F
3,v
j (T )
∑
|j−l′|5
|j−l|5
T∫
0
∣∣∣∣ ∫
R3
vl′u
3∂3
v
j
v
l a
v
ja dx
∣∣∣∣dt.
We can rewrite v
l′u
3 as following:
vl′u
3 =
∫
gv
(
2l
′
(x3 − y3)
)
∂3
v
l′u
3(xh, y3) dy3, (3.4)
R
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Lemma 2.7, we get:
F
3,v
j (T )
∑
|j−l′|5
|j−l|5
T∫
0
∣∣∣∣ ∫
R3
∫
R
gv
(
2l
′
(x3 − y3)
)
vl′u
h(xh, y3) dy3 · ∇h∂3vjvl avja dx
∣∣∣∣dt
+
∑
|j−l′|5
|j−l|5
T∫
0
∣∣∣∣ ∫
R3
∫
R
gv
(
2l
′
(x3 − y3)
)
vl′u
h(xh, y3) dy3 · ∇hvja∂3vjvl a dx
∣∣∣∣dt

∑
|j−l′|5
|j−l|5
2l−l′
∥∥vl′u∥∥
L
2p
p−1
T (L
2p
h (L
∞
v ))
∥∥∇hvja∥∥L2T (L2(R3))∥∥vja∥∥
L
2p
T (L
2p
p−1
h (L
2
v))
 d2j ν
− 12 − 12p
h 2
−j‖u‖
L˜
2p
p−1
T (L˜
2p
h (B
1
2
v ))
‖a‖2
B
0, 12 (T )
.
Similarly, we have:
F
4,v
j (T )
∑
lj−N0
T∫
0
∣∣∣∣ ∫
R3
vj
( ∫
R
gv
(
2l(x3 − y3)
)
vl u
h(xh, y3) dy3 · ∇h∂3Svl+2a
)
vja dx
∣∣∣∣dt
+
∑
lj−N0
T∫
0
∣∣∣∣ ∫
R3
vj
( ∫
R
gv
(
2l(x3 − y3)
)
vl u
h(xh, y3) dy3 ∂3S
v
l+2a
)
· ∇hvja dx
∣∣∣∣dt

∑
lj−N0
∥∥vl u∥∥
L
2p
p−1
T (L
2p
h (L
2
v))
∥∥∇hSvl+2a∥∥L2T (L2h(L∞v ))∥∥vja∥∥
L
2p
T (L
2p
p−1
h (L
2
v))
+
∑
lj−N0
∥∥vl u∥∥
L
2p
p−1
T (L
2p
h (L
2
v))
∥∥Svl+2a∥∥
L
2p
T (L
2p
p−1
h (L
∞
v ))
∥∥∇hvja∥∥L2T (L2h(L2v))
 d2j ν
− 12 − 12p
h 2
−j‖u‖
L˜
2p
p−1
T (L˜
2p
h (B
1
2
v ))
‖a‖2
B
0, 12 (T )
.
This completes the proof of Proposition 3.2. 
Proof of Proposition 3.3. We distinguish the terms with horizontal derivatives from the terms with vertical ones,
writing
Gj(T )Ghj (T ) + Gvj (T ),
where
Ghj (T ) :=
T∫
0
∣∣∣∣ ∫
R3
vj
(
ah · ∇huF
)
vjb dx
∣∣∣∣dt
and
Gvj (T ) :=
T∫
0
∣∣∣∣ ∫
R3
vj
(
a3∂3uF
)
vjb dx
∣∣∣∣dt.
Using integration by parts, we have:∫
3
vj
(
ah · ∇huF
)
vjb dx = −
∫
3
vj
(
uF divh ah
)
vjb dx −
∫
3
vj
(
ah ⊗ uF
) : ∇hvjb dx.
R R R
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T∫
0
∣∣∣∣ ∫
R3
vj
(
uF divh ah
)
vjb dx
∣∣∣∣dt  ∥∥vj (uF divh ah)∥∥
L
2p
2p−1
T (L
2p
p+1
h (L
2
v))
∥∥vjb∥∥
L
2p
T (L
2p
p−1
h (L
2
v))
 d2j ν
− 12 − 12p
h 2
−j‖a‖
B
0, 12 (T )
‖b‖
B
0, 12 (T )
‖uF ‖
L˜
2p
p−1
T (L˜
2p
h (B
1
2
v ))
and
T∫
0
∣∣∣∣ ∫
R3
vj
(
ah ⊗ uF
) : ∇hvjb dx∣∣∣∣dt  ∥∥vj (ah ⊗ uF )∥∥L2T (L2(R3))∥∥vj∇hb∥∥L2T (L2(R3))
 d2j ν
− 12 − 12p
h 2
−j‖a‖
B
0, 12 (T )
‖b‖
B
0, 12 (T )
‖uF ‖
L˜
2p
p−1
T (L˜
2p
h (B
1
2
v ))
.
On the other hand, using Bony’s decomposition in the vertical variables, we obtain
vj
(
a3∂3uF
)= ∑
|j ′−j |5
vj
(
Svj ′−1a
3∂3
v
j ′uF
)+ ∑
j ′j−N0
vj
(
vj ′a
3∂3S
v
j ′+2uF
)
. (3.5)
Using Hölder’s inequality, Corollary 2.9, we get∥∥vj (Svj ′−1a3∂3vj ′uF )∥∥L1T (L2(R3))  2j ′∥∥Svj ′−1a3∥∥L∞T (L2h(L∞v ))∥∥vj ′uF∥∥L1T (L∞h (L2v))
 dj ′2−
j ′
2 ‖uF ‖
L˜1T (L˜
∞
h (B
3
2
v ))
‖a‖
B
0, 12 (T )
and ∑
|j ′−j |5
∥∥vj (Svj ′−1a3∂3vj ′uF )∥∥L1T (L2(R3))  dj2− j2 ‖uF ‖L˜1T (L˜∞h (B 32v ))‖a‖B0, 12 (T ).
Using Hölder’s inequality, Lemmas 2.1, 2.10 and the fact that diva = 0, we have:∥∥vj ′a3Svj ′+2∂3uF∥∥
L
2p
2p−1
T (L
2p
p+1
h (L
2
v))
 2j ′
∥∥vj ′a3∥∥L2T (L2(R3))∥∥Svj ′+2uF∥∥
L
2p
p−1
T (L
2p
h (L
∞
v ))

∥∥vj ′∂3a3∥∥L2T (L2(R3))∥∥Svj ′+2uF∥∥
L
2p
p−1
T (L
2p
h (L
∞
v ))
= ∥∥vj ′ divh ah∥∥L2T (L2(R3))∥∥Svj ′+2uF∥∥
L
2p
p−1
T (L
2p
h (L
∞
v ))
 dj ′ν
− 12
h 2
− j ′2 ‖uF ‖
L˜
2p
p−1
T (L˜
2p
h (B
1
2
v ))
‖a‖
B
0, 12 (T )
,
and ∑
j ′j−N0
∥∥vj ′a3Svj ′+2∂3uF∥∥
L
2p
2p−1
T (L
2p
p+1
h (L
2
v))
 dj ν
− 12
h 2
− j2 ‖uF ‖
L˜
2p
p−1
T (L˜
2p
h (B
1
2
v ))
‖a‖
B
0, 12 (T )
.
This ends the proof of Proposition 3.3. 
4. The proof of the uniqueness
The first step to prove the uniqueness part of Theorem 1.4 is the proof of the following regularity theorem:
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2
p
, 12
p (T ) be a solution of (1.1) with initial data u0 ∈ B−1+
2
p
, 12
p , [u0]EpT < ∞, p  2. Then,
there exists a T1 ∈ (0, T ] such that
w = u − uF ∈ B0, 12 (T1).
Proof. We already observe at the beginning of Section 3 that the vector field w is the solution of the linear problem,
which is: ⎧⎨⎩wt − νhhw − ν3∂
2
3w = −∇P − u · ∇w − w · ∇uF − uF · ∇uF ,
divw = 0,
w|t=0 = u0ll .
(4.1)
Let us apply the operator vj to the system (4.1), and set wj = vjw. By the L2 energy estimate, we have:
∥∥wj(t)∥∥2L2 + 2νh
t∫
0
∥∥∇hwj (s)∥∥2L2 ds + 2ν3
t∫
0
∥∥∂3wj(s)∥∥2L2 ds

∥∥vju0ll∥∥2L2 + 2
t∫
0
∣∣∣∣ ∫
R3
vj (u · ∇w)wj dx
∣∣∣∣ds
+ 2
t∫
0
∣∣∣∣ ∫
R3
vj (w · ∇uF )wj dx
∣∣∣∣ds + 2
t∫
0
∣∣∣∣ ∫
R3
vj (uF · ∇uF )wj dx
∣∣∣∣ds.
From Propositions 3.2–3.3, we obtain, t ∈ [0, T ],
∥∥wj(t)∥∥2L2 + νh
t∫
0
∥∥∇hwj (s)∥∥2L2 ds + ν3
t∫
0
∥∥∂3wj(s)∥∥2L2 ds

∥∥vju0ll∥∥2L2 + d2j ν− 12 − 12ph 2−j‖w‖2
B
0, 12 (t)
(‖u‖
L˜
2p
p−1
t (L˜
2p
h (B
1
2
v ))
+ ‖uF ‖
L˜
2p
p−1
t (L˜
2p
h (B
1
2
v ))
)
+ d2j 2−j‖w‖2
B
0, 12 (t)
‖uF ‖
L˜1t (L˜
∞
h (B
3
2
v ))
+ d2j 2−j‖w‖
B
0, 12 (t)
‖uF · ∇uF ‖
L1t (B
0, 12 )
,
and
‖w‖
B
0, 12 (t)
 ‖u0ll‖
B
0, 12
+ ‖uF · ∇uF ‖
L1t (B
0, 12 )
+ (1 + ν− 14 − 14ph )‖w‖
B
0, 12 (t)
× (‖u‖
L˜
2p
p−1
t (L˜
2p
h (B
1
2
v ))
+ ‖uF ‖
L˜
2p
p−1
t (L˜
2p
h (B
1
2
v ))
+ ‖uF ‖
L˜1t (L˜
∞
h (B
3
2
v ))
) 1
2 .
Thus, we can choose a small T1 ∈ (0, T ], such that
‖u‖
L˜
2p
p−1
T1
(L˜
2p
h (B
1
2
v ))
+ ‖uF ‖
L˜
2p
p−1
T1
(L˜
2p
h (B
1
2
v ))
+ ‖uF ‖
L˜1T1
(L˜∞h (B
3
2
v ))
is small enough and
‖w‖
B
0, 12 (T1)
 ‖u0ll‖
B
0, 12
+ ‖uF · ∇uF ‖
L1T1
(B
0, 12 )
.
This concludes the proof of Theorem 4.1. 
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2
p
, 12
p (T ) associated
with the same initial data, then there exists a T1 ∈ (0, T ] such that the difference δ := u2 − u1 belongs to B0, 12 (T1).
Moreover, δ satisfies the following system:⎧⎨⎩ δt − νhhδ − ν3∂
2
3 δ = Lδ − ∇P,
div δ = 0,
δ|t=0 = 0,
(4.2)
where L is the following linear operator:
Lδ := −δ · ∇u1 − u2 · ∇δ.
In order to prove the uniqueness, we have to prove that δ ≡ 0.
As in [3], we give the following definitions.
Definition 4.2. Let s ∈ R, and let us define the following semi-norm:
‖a‖H 0,s :=
(∑
j∈Z
22js‖vja‖2L2
) 1
2
.
Definition 4.3. We denote by H the space of distributions, which is the completion of S(R3) by the following norm:
‖a‖2H :=
∑
j∈Z
2−j
∥∥vij a∥∥2L2(R3) < ∞,
where
vij = vj , if j  0, vij = 0, if j −2, and vi−1 = Sv0 .
Definition 4.4. Let us denote by B the following semi-norm:
‖a‖2B :=
∑
k∈Z
j∈N
2j−k(2−
4
p
)
∥∥hkvja∥∥2Lph (L2v).
Remark 4.5. It is obvious that
‖a‖2
L∞T (H
0, 12 )
+ νh‖∇ha‖2
L2T (H
0, 12 )
 ‖a‖2
B
0, 12 (T )
, (4.3)
and
‖a‖2L∞T (B) + νh‖∇ha‖
2
L2T (B)
 ‖a‖2
B
−1+ 2p , 12
p (T )
. (4.4)
Let us state the following variation of Lemma 4.2 of [3].
Lemma 4.6. A constant C exists such that, for any p′ ∈ [2p,∞), p  2, we have:∥∥vjb∥∥Lp′h (L2v)  Ccj√p′2− j2 ‖b‖
2
p′
B ‖∇hb‖
1− 2
p′
B , j  0.
Proof. From Lemma 2.1, we get:
2
j
2
∥∥vjb∥∥Lp′h (L2v)  C ∑
kN
2
j
2 +k(−1+ 2p )2k(1−
2
p′ )
∥∥hkvjb∥∥Lph (L2v) + C ∑
kN
2
j
2 +k(−1+ 2p )2−
2
p′ k
∥∥hkvj∇hb∥∥Lph (L2v)
 C‖b‖B
∑
2k(1−
2
p′ )ck,j + C‖∇hb‖B
∑
2−
2
p′ kc′k,j .kN kN
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2
j
2
∥∥vjb∥∥Lp′h (L2v)  Ccj‖b‖B
(∑
kN
22k(1−
2
p′ )
) 1
2 + Ccj‖∇hb‖B
(∑
kN
2−
4
p′ k
) 1
2
 Ccj‖b‖B2N(1−
2
p′ ) + C√p′cj‖∇hb‖B2− 2p′ N.
Choosing 2N 
 ‖∇hb‖B‖b‖B gives the lemma. 
Let us state the following variation of Lemma 4.1 of [3].
Lemma 4.7. Let a and b be two divergence free vector fields such that a, ∇ha ∈ H 0, 12 ∩ H, b ∈ B ∩ L˜2ph (B
1
2
v ) and
∇hb ∈ B. Let us assume in addition that ‖a‖2H  2−2
2p
. Then, we have:∣∣(b · ∇a|a)H∣∣+ ∣∣(a · ∇b|a)H∣∣ νh10‖∇ha‖2H + C(a, b)μ(‖a‖2H),
where (f |g)H :=
∑
j∈Z 2−j
∫
R3 
vi
j f
vi
j g dx, μ(r) := r(1 − log2 r) log2(1 − log2 r) and
C(a, b) := Cνh
(
‖b‖
2p
p−1
L
2p
h (L
∞
v )
+ ‖b‖
2p
2p−1
L
2p
h (L
∞
v )
+ ‖b‖2
L˜
2p
h (B
1
2
v )
‖a‖2−
2
p
H
0, 12
‖∇ha‖
2
p
H
0, 12
+ (1 + ‖b‖2B)‖∇hb‖2B).
The estimate of the term (b · ∇a|a)H. Using Bony’s paradifferential decomposition in the vertical variable and in
the inhomogeneous context, we have:
b · ∇a = Tb∇a + R˜(b,∇a),
with
Tb∇a :=
∑
l
Svil−1b · ∇vil a, R˜(b,∇a) :=
∑
l
vil b · ∇Svil+2a and Svil =
∑
l′l−1
vil′ .
Step 1. The estimate of (Tb∇a|a)H. As usual, we shall treat terms involving vertical derivatives in a different way
from terms involving horizontal derivatives. This leads to
vij (Tb∇a) = T hj + T vj ,
with
T hj := vij
∑
|j−l|5
Svil−1b
h · ∇hvil a, and T vj := vij
∑
|j−l|5
Svil−1b
3∂3
vi
l a.
Using Hölder’s inequality, we obtain:∥∥T hj ∥∥
L
2p
p+1
h (L
2
v)
 ‖b‖
L
2p
h (L
∞
v )
∑
|j−l|5
∥∥∇hvil a∥∥L2  cj2 j2 ‖b‖L2ph (L∞v )‖∇ha‖H,
and ∣∣(T hj |vij a)L2 ∣∣ cj2 j2 ‖b‖L2ph (L∞v )∥∥vij a∥∥
L
2p
p−1
h (L
2
v)
‖∇ha‖H.
Using Minkowski’s inequality and the Gagliardo–Nirenberg inequality, we have:
‖f ‖L4h(L2v)  C‖f ‖L2v(L4h)  C
∥∥∥∥f (·, x3)∥∥ 12
L2h
∥∥∇hf (·, x3)∥∥ 12
L2h
∥∥
L2v
 C‖f ‖
1
2
L2
‖∇hf ‖
1
2
L2
.
By interpolation, we have:
‖f ‖Lq(L2)  C‖f ‖
2
q
2 2 ‖∇hf ‖
1− 2
q
2 2 , q ∈ [2,4]. (4.5)
h v Lh(Lv) Lh(Lv)
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L
2p
p−1
h (L
2
v)

∥∥vij a∥∥1− 1pL2h(L2v)∥∥∇hvij a∥∥ 1pL2h(L2v)
and ∑
j
2−j
∣∣(T hj |vij a)L2 ∣∣ ‖b‖L2ph (L∞v )‖a‖1− 1pH ‖∇ha‖1+ 1pH . (4.6)
The estimate of (T vj |vij a)L2 is more delicate. Let us write that
T vj =
3∑
n=1
T
v,n
j
with
T
v,1
j := Svij−1b3∂3vij a, T v,2j :=
∑
|j−l|5
[
vij ;Svil−1b3
]
∂3
vi
l a,
T
v,3
j :=
∑
|j−l|5
(
Svil−1b
3 − Svij−1b3
)
∂3
vi
j 
vi
l a.
Step 1a. The estimate of
∑
j 2−j |(T v,1j |vij a)L2 |. To do this, we use the tricks from [3,5] once again. Using integration
by parts and divb = 0, we get:(
T
v,1
j |vij a
)
L2 = −
1
2
∫
R3
Svij−1∂3b
3vij a
vi
j a dx =
1
2
∫
R3
Svij−1 divh b
hvij a
vi
j a dx
= −
∫
R3
Svij−1b
h · ∇hvij avij a dx.
Similar to the proof of (4.6), we have:∑
j
2−j
∣∣(T v,1j |vij a)L2 ∣∣ ‖b‖L2ph (L∞v )‖a‖1− 1pH ‖∇ha‖1+ 1pH . (4.7)
Step 1b. The estimate of
∑
j 2−j |(T v,2j |vij a)L2 |. In order to estimate the commutator, let us use the Taylor formula
(as in [3]). For a function f on R3, we define the function f˜ on R4 by:
f˜ (x, y3) :=
1∫
0
f
(
xh, x3 + τ(y3 − x3)
)
dτ.
Then, denoting h¯(x3) := x3h(x3), we have:
T
v,2
j =
∑
|j−l|5
∫
R
h¯
(
2j (x3 − y3)
)( ˜Svil−1∂3b3)(x, y3)∂3vil a(xh, y3) dy3.
Using divb = 0 and ∂hf˜ = ∂˜hf , we obtain:
T
v,2
j = −
∑
|j−l|5
∫
R
h¯
(
2j (x3 − y3)
)
divh
(
S˜vil−1bh
)
(x, y3)∂3
vi
l a(xh, y3) dy3.
Using integration by parts with respect to the horizontal variable, we have:
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T
v,2
j |vij a
)
L2 =
∑
|j−l|5
{∫
R4
h¯
(
2j (x3 − y3)
)(
S˜vil−1bh
)
(x, y3) · ∇h∂3vil a(xh, y3)vij a(x) dx dy3
+
∫
R4
h¯
(
2j (x3 − y3)
)(
S˜vil−1bh
)
(x, y3) · ∇hvij a(x)∂3vil a(xh, y3) dx dy3
}
.
From ‖f˜ (xh, ·, ·)‖L∞  ‖f (xh, ·)‖L∞v , Young’s inequality and Hölder’s inequality, we obtain:∣∣(T v,2j |vij a)L2 ∣∣ ‖b‖L2ph (L∞v ) ∑|j−l|5
(∥∥vil ∇ha∥∥L2∥∥vij a∥∥
L
2p
p−1
h (L
2
v)
+ ∥∥vil a∥∥
L
2p
p−1
h (L
2
v)
∥∥∇hvij a∥∥L2).
Similar to the proof of (4.6), we have:∑
j
2−j
∣∣(T v,2j |vij a)L2 ∣∣ ‖b‖L2ph (L∞v )‖a‖1− 1pH ‖∇ha‖1+ 1pH . (4.8)
Step 1c. The estimate of
∑
j 2−j |(T v,3j |vij a)L2 |. For any divergence free vector field u, from (3.4), we have, l  0,
vl u
3(x) =
∫
R
gv
(
2l (x3 − y3)
)
vl ∂3u
3(xh, y3) dy3 = −divh
∫
R
gv
(
2l (x3 − y3)
)
vl u
h(xh, y3) dy3
= −2−l divh ˜vl uh. (4.9)
If j  7, then the terms Svil−1b3 − Svij−1b3 that appear in T v,3j are a sum of the terms vil′ with l′  0. If j  7, using(4.9) and integration by parts in the horizontal variable, we obtain:(
T
v,3
j |vij a
)
L2 =
∑
|l′−l|5
|l−j |5
2−l′
( ∫
R3
vij
(
˜vil′ b
h · ∇hvil ∂3a
)
vij a dx +
∫
R3
vij
(
vil ∂3a˜
vi
l′ b
h
) · ∇hvij a dx).
Similar to the proof of (4.8), we have:∑
j7
2−j
∣∣(T v,3j |vij a)L2 ∣∣ ‖b‖L2ph (L∞v )‖a‖1− 1pH ‖∇ha‖1+ 1pH . (4.10)
If j  7, we can easily get: ∣∣(T v,3j |vij a)L2 ∣∣ ‖b‖L2ph (L∞v )‖a‖2− 1pH ‖∇ha‖ 1pH.
Plugging this inequality with inequalities (4.6)–(4.8) and (4.10), using Young’s inequality, we have:∣∣(Tb∇a|a)H∣∣ ‖b‖L2ph (L∞v )(‖a‖1− 1pH ‖∇ha‖1+ 1pH + ‖a‖2− 1pH ‖∇ha‖ 1pH)
 νh
100
‖∇ha‖2H + Cνh‖a‖2H
(‖b‖ 2pp−1
L
2p
h (L
∞
v )
+ ‖b‖
2p
2p−1
L
2p
h (L
∞
v )
)
. (4.11)
Step 2. The estimate of (R˜(b,∇a)|a)H. Again, let us treat terms involving vertical derivatives in a different way from
terms involving horizontal derivatives. This leads to
vij R˜(b,∇a) = Rhj + Rvj + R0j
with
Rhj := vij
∑
l(j−N0)+
vl b
h · ∇hSvl+2a,
Rvj := vij
∑
l(j−N0)+
vl b
3∂3S
v
l+2a,
R0j := vij
(
Sv0b · ∇Sv2a
)
.
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jN1
∣∣(R0j |vij a)L2 ∣∣ ‖b‖L2ph (L∞v )(‖a‖1− 1pH ‖∇ha‖1+ 1pH + ‖a‖2− 1pH ‖∇ha‖ 1pH)
 νh
100
‖∇ha‖2H + Cνh‖a‖2H
(‖b‖ 2pp−1
L
2p
h (L
∞
v )
+ ‖b‖
2p
2p−1
L
2p
h (L
∞
v )
)
. (4.12)
Step 2a. The estimate of
∑
j 2−j |(Rhj |vij a)L2 |. First, we estimate Rhj in high (vertical) frequencies. From Lemma 2.1
and Hölder’s inequality, we have:∥∥Rhj ∥∥
L
2p
p+1
h (L
2
v)
 2
j
2
∑
l(j−N0)+
∥∥vl bh · ∇hSvl+2a∥∥
L
2p
p+1
h (L
1
v)
 2
j
2
∑
l(j−N0)+
∥∥vl bh∥∥L2ph (L2v)∥∥∇hSvl+2a∥∥L2h(L2v)
 2
j
2
∑
l(j−N0)+
∥∥vl bh∥∥L2ph (L2v)
l+1∑
l′=−1
∥∥∇hvil′ a∥∥L2h(L2v)

∥∥bh∥∥
L˜
2p
h (B
1
2
v )
‖∇ha‖H
∑
l(j−N0)+
dl2
1
2 (j−l)
(
l+1∑
l′=−1
2l
′
) 1
2
 2
j
2
∥∥bh∥∥
L˜
2p
h (B
1
2
v )
‖∇ha‖H.
Combining it with (4.5), we have:∣∣(Rhj |vij a)L2 ∣∣ 2 j2 ∥∥bh∥∥
L˜
2p
h (B
1
2
v )
‖∇ha‖H
∥∥vij a∥∥
L
2p
p−1
h (L
2
v)
 ‖b‖
L˜
2p
h (B
1
2
v )
‖∇ha‖H‖a‖
1− 1
p
H
0, 12
‖∇ha‖
1
p
H
0, 12
. (4.13)
Then, we estimate Rhj in low (vertical) frequencies. Following the idea of [3,12], using Lemmas 2.1 and 4.6, we
obtain: ∥∥Rhj ∥∥
L
2p′
p′+2
h (L
2
v)
 2
j
2
∑
l(j−N0)+
∥∥vl bh · ∇hSvl+2a∥∥
L
2p′
p′+2
h (L
1
v)
 2
j
2
∑
l(j−N0)+
∥∥vl bh∥∥Lp′h (L2v)∥∥∇hSvl+2a∥∥L2h(L2v)
 2
j
2
∑
l(j−N0)+
cl2−
l
2
√
p′‖b‖
2
p′
B ‖∇hb‖
1− 2
p′
B
∑
kl+1
ck2
k
2 ‖∇ha‖H
 2
j
2
√
p′‖b‖
2
p′
B ‖∇hb‖
1− 2
p′
B ‖∇ha‖H.
By (4.5), a constant C exists (independent of p′) such that∥∥vij a∥∥
L
2p′
p′−2
h (L
2
v)
 C
∥∥vij a∥∥1− 2p′L2 ∥∥∇hvij a∥∥ 2p′L2 .
Thus we get ∣∣(Rhj |vij a)L2 ∣∣ cj2j√p′‖b‖ 2p′B ‖∇hb‖1− 2p′B ‖a‖1− 2p′H ‖∇ha‖1+ 2p′H . (4.14)
From (4.13)–(4.14), the Cauchy–Schwarz inequality and Young’s inequality, we have:
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j
2−j
∣∣(Rhj |vij a)L2 ∣∣ ∑
j>M
2−j‖b‖
L˜
2p
h (B
1
2
v )
‖∇ha‖H‖a‖
1− 1
p
H
0, 12
‖∇ha‖
1
p
H
0, 12
+
∑
−1jM
cj
√
p′‖b‖
2
p′
B ‖∇hb‖
1− 2
p′
B ‖a‖
1− 2
p′
H ‖∇ha‖
1+ 2
p′
H
 2−M‖b‖
L˜
2p
h (B
1
2
v )
‖∇ha‖H‖a‖
1− 1
p
H
0, 12
‖∇ha‖
1
p
H
0, 12
+√p′M‖b‖ 2p′B ‖∇hb‖1− 2p′B ‖a‖1− 2p′H ‖∇ha‖1+ 2p′H
 νh
100
‖∇ha‖2H +
C
νh
2−2M‖b‖2
L˜
2p
h (B
1
2
v )
‖a‖2−
2
p
H
0, 12
‖∇ha‖
2
p
H
0, 12
+ Cν−
p′+2
p′−2
h (p
′M)
p′
p′−2 ‖b‖
4
p′−2
B ‖∇hb‖2B‖a‖2H.
Let us assume that M  22p . Choosing p′ = log2 M , we get:∑
j
2−j
∣∣(Rhj |vij a)L2 ∣∣ νh100‖∇ha‖2H + Cνh 2−2M‖b‖2L˜2ph (B 12v )‖a‖
2− 2
p
H
0, 12
‖∇ha‖
2
p
H
0, 12
+ Cνh
(
1 + ‖b‖2B
)‖∇hb‖2B‖a‖2HM log2 M.
If ‖a‖H  2−22p , then we can choose M such that 2−M 
 ‖a‖H, and get:∑
j
2−j
∣∣(Rhj |vij a)L2 ∣∣ νh100‖∇ha‖2H + C1(a, b)μ(‖a‖H), (4.15)
with
C1(a, b) = C
νh
‖b‖2
L˜
2p
h (B
1
2
v )
‖a‖2−
2
p
H
0, 12
‖∇ha‖
2
p
H
0, 12
+ Cνh
(
1 + ‖b‖2B
)‖∇hb‖2B.
Step 2b. The estimate of
∑
j 2−j |(Rvj |vij a)L2 |. From (4.9) and integration by parts in the horizontal variable, we
have: (
Rvj |vij a
)
L2 = Rv,1j + Rv,2j
with
R
v,1
j :=
∑
l(j−N0)+
2−l
∫
R3
vij
(
˜vl b
h · ∇h∂3Svl+2a
)
vij a dx,
R
v,2
j :=
∑
l(j−N0)+
2−l
∫
R3
vij
(
˜vl b
h∂3S
v
l+2a
) · ∇hvij a dx.
Since a ∈ H 0, 12 ∩ H, we have:∥∥∂3Svl a∥∥L2  cl2 3l2 ‖a‖H and ∥∥∂3Svl a∥∥L2  cl2 l2 ‖a‖H 0, 12 , (4.16)
using the similar argument to that in the proof of (4.15), we have:∑
j
2−j
∣∣Rv,1j ∣∣ νh100‖∇ha‖2H + C1(a, b)μ(‖a‖2H). (4.17)
Now let us estimate Rv,2j in high (vertical) frequencies by using that a and ∇ha are in H 0,
1
2
. Using Lemma 2.1, we
obtain:
438 T. Zhang, D. Fang / J. Math. Pures Appl. 90 (2008) 413–449∥∥vij (˜vl bh∂3Svl+2a)∥∥L2  2 j2 ∥∥˜vl bh∂3Svl+2a∥∥L2h(L1v)  2 j2 ∥∥˜vl bh∥∥L2ph (L2v)∥∥∂3Svl+2a∥∥
L
2p
p−1
h (L
2
v)
.
Using (4.5) and (4.16), we obtain: ∥∥∂3Svl+2a∥∥
L
2p
p−1
h (L
2
v)
 cl2
l
2 ‖∇ha‖
1
p
H
0, 12
‖a‖1−
1
p
H
0, 12
and ∣∣Rv,2j ∣∣ ∥∥bh∥∥
L˜
2p
h (B
1
2
v )
‖∇ha‖H‖a‖
1− 1
p
H
0, 12
‖∇ha‖
1
p
H
0, 12
. (4.18)
Then, let us estimate Rv,2j in low (vertical) frequencies by using that a and ∇ha are in H. Using Lemma 4.6, (4.5)
and (4.16), we have: ∥∥vij (˜vl bh∂3Svl+2a)∥∥L2  2 j2 ∥∥˜vl b∥∥Lp′h (L2v)∥∥∂3Svl+2a∥∥
L
2p′
p′−2
h (L
2
v)
 2
j
2 2ldl
√
p′‖b‖
2
p′
B ‖∇hb‖
1− 2
p′
B ‖a‖
1− 2
p′
H ‖∇ha‖
2
p′
H .
Thus, we deduce that ∣∣Rv,2j ∣∣ cj2j√p′‖b‖ 2p′B ‖∇hb‖1− 2p′B ‖a‖1− 2p′H ‖∇ha‖1+ 2p′H .
Combining it with (4.18), using the similar argument to that in the proof of (4.15), we have:∑
j
2−j
∣∣(Rhj |vij a)L2 ∣∣ νh100‖∇ha‖2H + C1(a, b)μ(‖a‖H). (4.19)
This proves the estimate of the term (b · ∇a|a)H.
The estimate of the term (a ·∇b|a)H. Using Bony’s paradifferential decomposition in the vertical variable and in
the inhomogeneous context, we have:
a · ∇b = Ta∇b + R(a,∇b) + T∇ba,
with
Ta∇b :=
∑
l1
Svil−1a · ∇vil b, R(a,∇b) :=
∑
l−1
i=−1,0,1
vil a · ∇vil+ib and
T∇ba :=
∑
l1
vil a · ∇Svil−1b.
Step 3. The estimate of (Ta∇b|a)H. Using the similar argument to that in Step 1, we have:
vij (Ta∇b) = T hj + T vj ,
with
T hj := vij
∑
|j−l|5
Svil−1a
h · ∇hvil b and T vj := vij
∑
|j−l|5
Svil−1a
3∂3
vi
l b.
Step 3a. The estimate of
∑
j 2−j (T hj |vij a)L2 . Then, we have:(
T hj |vij a
)
L2 = T h1j + T h2j ,
with
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∫
R3
vij
( ∑
|j−l|5
Svil−1 divh a
hvil b
)
vij a dx,
T h2j := −
∫
R3
vij
( ∑
|j−l|5
Svil−1a
hvil b
)
· ∇hvij a dx.
Using Hölder’s inequality and (4.5), we obtain:∣∣T h1j ∣∣ ∑
|j−l|5
∥∥∇hSvil−1a∥∥L2‖b‖L2ph (L∞v )∥∥vij a∥∥
L
2p
p−1
h (L
2
v)

∑
|j−l|5
cl2
l
2 ‖∇ha‖H‖b‖L2ph (L∞v )cj2
j
2 ‖a‖1−
1
p
H ‖∇ha‖
1
p
H
 dj2j‖a‖1−
1
p
H ‖∇ha‖
1+ 1
p
H ‖b‖L2ph (L∞v ),∣∣T h2j ∣∣ ∑
|j−l|5
∥∥Svil−1a∥∥
L
2p
p−1
h (L
2
v)
‖b‖
L
2p
h (L
∞
v )
∥∥∇hvij a∥∥L2

∑
|j−l|5
cl2
l
2 ‖a‖1−
1
p
H ‖∇ha‖
1
p
H‖b‖L2ph (L∞v )cj2
j
2 ‖∇ha‖H
 dj2j‖a‖1−
1
p
H ‖∇ha‖
1+ 1
p
H ‖b‖L2ph (L∞v ).
Step 3b. The estimate of
∑
j 2−j (T vj |vij a)L2 . Let
T vj := T v0j + T v1j ,
with
T v0j := vij
∑
|j−l|5
Svi0 a
3∂3
vi
l b,
T v1j := vij
∑
|j−l|5
l′∈[0,l−2]
vil′ a
3∂3
vi
l b.
Using Hölder’s inequality and (4.5), we obtain:∣∣(T v0j |vij a)L2 ∣∣ ∑
|j−l|5
∥∥Svi0 a∥∥L2h(L∞v )∥∥∂3vil b∥∥L2ph (L2v)∥∥vij a∥∥
L
2p
p−1
h (L
2
v)

∑
|j−l|5
‖a‖Hdl2 l2 ‖b‖
L˜
2p
h (B
1
2
v )
cj2
j
2 ‖a‖1−
1
p
H ‖∇ha‖
1
p
H
 dj2j‖a‖2−
1
p
H ‖∇ha‖
1
p
H‖b‖
L˜
2p
h (B
1
2
v )
.
From (4.9), we have: ∣∣∣∣∑
j
2−j
(
T v1j |vij a
)
L2
∣∣∣∣ T v1,N + T v1N ,
with
T v1,N =
∑
jN
∑
|j−l|5
′
2−j
∣∣∣∣ ∫
R3
vij
(
2−l′˜vil′ divh a
h∂3
vi
l b
)
vij a dx
∣∣∣∣,
l N
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∑
j
∑
|j−l|5
l′∈[0,N ]
2−j
∣∣∣∣ ∫
R3
vij
(
2−l′˜vil′ divh a
h∂3
vi
l b
)
vij a dx
∣∣∣∣.
From (4.5), Lemma 4.6 and Hölder’s inequality, we obtain:
T v1N 
∑
j
2−j
∑
|j−l|5
l′∈[0,N ]
2−l′
∥∥∇hvil′ a∥∥L2h(L∞v )∥∥∂3vil b∥∥Lp′h (L2v)∥∥vij a∥∥
L
2p′
p′−2
h (L
2
v)

∑
j
2−j
∑
|j−l|5
l′∈[0,N ]
cl′ ‖∇ha‖Hcl2 l2
√
p′‖b‖
2
p′
B ‖∇hb‖
1− 2
p′
B cj2
j
2 ‖a‖1−
2
p′
H ‖∇ha‖
2
p′
H

√
p′N‖b‖
2
p′
B ‖∇hb‖
1− 2
p′
B ‖a‖
1− 2
p′
H ‖∇ha‖
1+ 2
p′
H (low vertical frequencies),
and
T v1,N 
∑
jN
2−
j
2
∑
|j−l|5
l′N
2−l′
∥∥∇hvil′ a∥∥L2h(L2v)∥∥∂3vil b∥∥L2ph (L2v)∥∥vij a∥∥
L
2p
p−1
h (L
2
v)

∑
jN
2−
j
2
∑
|j−l|5
l′N
2−
l′
2 cl′ ‖∇ha‖Hdl2 l2 ‖b‖
L˜
2p
h (B
1
2
v )
2−
j
2 ‖a‖1−
1
p
H
0, 12
‖∇ha‖
1
p
H
0, 12
 2−N‖∇ha‖H‖b‖
L˜
2p
h (B
1
2
v )
‖a‖1−
1
p
H
0, 12
‖∇ha‖
1
p
H
0, 12
(high vertical frequencies).
Using the similar argument to that in the proof of (4.15), we get:∣∣∣∣∑
j
2−j
(
T v1j |vij a
)
L2
∣∣∣∣ νh200‖∇ha‖2H + C1(a, b)μ(‖a‖H).
Thus, from above estimates, we get:
(Ta∇b|a)H  νh100‖∇ha‖
2
H + C(a, b)μ
(‖a‖2H).
Step 4. The estimate of (R(a,∇b)|a)H. Obviously, we have:(
vij R(a,∇b)|vij a
)
L2 = Rhj + Rvj + R0j ,
with
Rhj :=
(
vij
( ∑
l1+(j−N0)+
i=−1,0,1
vil a
h · ∇hvil+ib
)∣∣∣vij a
)
L2
,
Rvj :=
(
vij
( ∑
l1+(j−N0)+
i=−1,0,1
vil a
3∂3
vi
l+ib
)∣∣∣vij a
)
L2
,
R0j :=
(
vij
(
Svi0 a · ∇Svi1 b
)∣∣vij a)L2 + (vij (vi0 a · ∇Svi2 b)∣∣vij a)L2 .
It is obvious that if j is large enough, R0j is 0. Thus, if j N1, we obtain:∣∣R0j ∣∣ ‖b‖L2ph (L∞v )(‖a‖2− 1pH ‖∇ha‖ 1pH + ‖a‖1− 1pH ‖∇ha‖1+ 1pH ).
Step 4a. The estimate of
∑
j 2−jRhj . Then, we have:
Rhj = Rh1j + Rh2j ,
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Rh1j := −
∫
R3
vij
( ∑
l1+(j−N0)+
i=−1,0,1
vil divh a
hvil+ib
)
vij a dx,
Rh2j := −
∫
R3
vij
( ∑
l1+(j−N0)+
i=−1,0,1
vil a
hvil+ib
)
· ∇hvij a dx.
Using Hölder’s inequality and (4.5), we obtain:∣∣Rh1j ∣∣ 2 j2 ∑
l1+(j−N0)+
i=−1,0,1
∥∥∇hvil a∥∥L2∥∥vil+ib∥∥Lp′h (L2v)∥∥vij a∥∥
L
2p′
p′−2
h (L
2
v)
 2
j
2
∑
l1+(j−N0)+
i=−1,0,1
cl2
l
2 ‖∇ha‖Hcl+i2− l2
√
p′‖b‖
2
p′
B ‖∇hb‖
1− 2
p′
B cj2
j
2 ‖a‖1−
2
p′
H ‖∇ha‖
2
p′
H
 cj
√
p′2j‖a‖1−
1
p′
H ‖∇ha‖
1+ 1
p′
H ‖b‖
2
p′
B ‖∇hb‖
1− 2
p′
B (low vertical frequencies),∣∣Rh1j ∣∣ 2 j2 ∑
l1+(j−N0)+
i=−1,0,1
∥∥∇hvil a∥∥L2∥∥vil+ib∥∥L2ph (L2v)∥∥vij a∥∥
L
2p
p−1
h (L
2
v)
 2
j
2
∑
l1+(j−N0)+
i=−1,0,1
cl2
l
2 ‖∇ha‖Hdl+i2− l2 ‖b‖
L˜
2p
h (B
1
2
v )
cj2−
j
2 ‖a‖1−
1
p
H
0, 12
‖∇ha‖
1
p
H
0, 12
 ‖∇ha‖H‖b‖
L˜
2p
h (B
1
2
v )
‖a‖1−
1
p
H
0, 12
‖∇ha‖
1
p
H
0, 12
(high vertical frequencies).
Using the similar argument to that in the proof of (4.15), we get:∣∣Rh1j ∣∣ νh100‖∇ha‖2H + C1(a, b)μ(‖a‖H). (4.20)
Similarly, we have: ∣∣Rh2j ∣∣ νh100‖∇ha‖2H + C1(a, b)μ(‖a‖H).
From (4.9), we have:
Rvj = −
(
vij
( ∑
l1+(j−N0)+
i=−1,0,1
2−l˜vil divh a
h∂3
vi
l+ib
)∣∣∣vij a
)
L2
,
and using the similar argument to that in the proof of (4.20), we obtain:∣∣Rvj ∣∣ νh100‖∇ha‖2H + C1(a, b)μ(‖a‖H).
Step 5. The estimate of (T∇ba|a)H. Using similar arguments to that in the proof of Steps 3–4, we get:
(T∇ba|a)H  νh100‖∇ha‖
2
H + C(a, b)μ
(‖a‖2H).
This proves Lemma 4.7. 
Then, we will prove that δ ∈ L∞(H) and ∇hδ ∈ L2 (H) in the following lemma:T1 T1
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Proof. Since δ ∈ B0, 12 , we only need to prove that Sv0 δ ∈ L∞T1 (L2) and ∇hSv0 δ ∈ L2T1(L2).
Let us write that Sv0 δ is a solution (with initial value 0) of
∂tS
v
0 δ − νhhSv0 δ − ν3∂23Sv0 δ =
6∑
i=1
gi − ∇Sv0P,
with
g1 := −Sv0∂3
(
δ3u1
)
,
g2 := −Sv0 divh
(
u1
(
Id−Sv0
)
δh
)
,
g3 := −Sv0 divh
(
u1S
v
0 δ
h
)
,
g4 := −Sv0∂3
(
u32δ
)
,
g5 := −Sv0 divh
(
uh2
(
Id−Sv0
)
δ
)
,
g6 := −Sv0 divh
(
uh2S
v
0 δ
)
.
Using Lemmas 2.1 and 3.6, we have:
‖g1‖L2T1 (L2) 
∑
j−1
2j
∥∥vj (u1δ3)∥∥L2T1 (L2(R3))

∑
j−1
2j dj ν
− 12p
h 2
− j2 ‖δ‖
B
0, 12 (T1)
‖u1‖
L˜
2p
p−1
T1
(L˜
2p
h (B
1
2
v ))
 ν
− 12p
h ‖δ‖
B
0, 12 (T1)
‖u1‖
L˜
2p
p−1
T1
(L˜
2p
h (B
1
2
v ))
. (4.21)
Similarly, we have:
‖g4‖L2T1 (L2)  ν
− 12p
h ‖δ‖
B
0, 12 (T1)
‖u2‖
L˜
2p
p−1
T1
(L˜
2p
h (B
1
2
v ))
. (4.22)
By (4.5) and Young’s inequality, we obtain:∥∥(Id−Sv0 )δ∥∥
L
2p
T1
(L
2p
p−1
h (L
2
v))

∑
j0
∥∥vj δ∥∥
L
2p
T1
(L
2p
p−1
h (L
2
v))

∑
j0
∥∥vj δ∥∥1− 1pL∞T1 (L2h(L2v))∥∥vj∇hδ∥∥
1
p
L2T1
(L2h(L
2
v))
 ν
− 12p
h
∑
j0
(∥∥vj δ∥∥L∞T1 (L2h(L2v)) + ν 12h ∥∥vj∇hδ∥∥L2T1 (L2h(L2v)))
 ν
− 12p
h ‖δ‖
B
0, 12 (T1)
.
Then, we have:
g2 = divh g˜2 and g5 = divh g˜5, (4.23)
with
‖g˜2‖L2t (L2)  ν
− 12p
h ‖δ‖
B
0, 12 (t)
‖u1‖
L˜
2p
p−1
t (L˜
2p
h (B
1
2
v ))
,
‖g˜5‖L2t (L2)  ν
− 12p
h ‖δ‖
B
0, 12 (t)
‖u2‖˜ 2pp−1 ˜2p 12 .Lt (Lh (Bv ))
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Lemma 4.3 of [3]: Let χ be a function of S(R). A constant C exists such that, for any function a in L2h(L∞v ), we have:∥∥[χ(εx3);Sv0 ]a∥∥L2  Cε 12 ‖a‖L2h(L∞v ). (4.24)
Now let us choose χ ∈ D(R) with value 1 near 0 and let us state:
Sv0,εa := χ(εx3)Sv0a.
Using a classical L2 energy estimate and Young’s inequality, we have:
∥∥Sv0,εδ(t)∥∥2L2 + νh
t∫
0
∥∥∇hSv0,εδ(s)∥∥2L2 ds + 2ν3
t∫
0
∥∥∂3Sv0,εδ(s)∥∥2L2 ds

t∫
0
∥∥Sv0,εδ(s)∥∥L2(∥∥g1(s)∥∥L2 + ∥∥g4(s)∥∥L2)ds + 1νh
t∫
0
(∥∥g˜2(s)∥∥2L2 + ∥∥g˜5(s)∥∥2L2)ds
+
t∫
0
∫
R3
χ(εx3)(g3 + g6)(s)Sv0,εδ(s) dx ds + ν3ε2
t∫
0
∥∥χ ′(εx3)Sv0 δ(s)∥∥2L2 ds.
By the definition of g3, we have:
t∫
0
∫
R3
χ(εx3)g3(s)S
v
0,εδ(s) dx ds =
t∫
0
D1(s) ds +
t∫
0
D2(s) ds,
with
D1 :=
∫
R3
[
χ(εx3);Sv0
](
u1S
v
0 δ
h
) · ∇hSv0,εδ dx,
D2 :=
∫
R3
Sv0
(
u1S
v
0,εδ
h
) · ∇hSv0,εδ dx.
From Lemma 2.7, (4.5), (4.24), Hölder’s inequality and Young’s inequality, we obtain:
t∫
0
∣∣D1(s)∣∣ds  ε 12 ∥∥u1Sv0 δh∥∥L2t (L2h(L∞v ))∥∥∇hSv0,εδ∥∥L2t (L2)
 ε 12 ‖u1‖
L
2p
p−1
t (L
2p
h (L
∞
v ))
∥∥Sv0 δh∥∥
L
2p
t (L
2p
p−1
h (L
∞
v ))
∥∥∇hSv0,εδ∥∥L2t (L2)
 νh
10
∥∥∇hSv0,εδ∥∥2L2t (L2) + Cν−1− 1ph ε‖u1‖2
L˜
2p
p−1
t (L˜
2p
h (B
1
2
v ))
∥∥Sv0 δh∥∥2
B
0, 12 (t)
,
|D2| ‖u1‖L2ph (L∞v )
∥∥Sv0,εδ∥∥
L
2p
p−1
h (L
2
v)
∥∥∇hSv0,εδ∥∥L2
 ‖u1‖L2ph (L∞v )
∥∥Sv0,εδ∥∥1− 1pL2 ∥∥∇hSv0,εδ∥∥1+ 1pL2
 νh
10
∥∥∇hSv0,εδ∥∥2L2 + Cν− p+1p−1h ‖u1‖ 2pp−1L2ph (L∞v )∥∥Sv0,εδh∥∥2L2 ,
and
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0
∫
R3
χ(εx3)g3(s)S
v
0,εδ(s) dx ds 
νh
5
∥∥∇hSv0,εδ∥∥2L2t (L2) + Cν−1− 1ph ε‖u1‖2
L˜
2p
p−1
t (L˜
2p
h (B
1
2
v ))
∥∥Sv0 δ∥∥2
B
0, 12 (t)
+ Cν−
p+1
p−1
h
t∫
0
‖u1‖
2p
p−1
L
2p
h (L
∞
v )
∥∥Sv0,εδ∥∥2L2 ds. (4.25)
Similarly, we have:
t∫
0
∫
R3
χ(εx3)g6(s)S
v
0,εδ(s) dx ds 
νh
5
∥∥∇hSv0,εδ∥∥2L2t (L2) + Cν−1− 1ph ε‖u2‖2
L˜
2p
p−1
t (L˜
2p
h (B
1
2
v ))
∥∥Sv0 δ∥∥2
B
0, 12 (t)
+ Cν−
p+1
p−1
h
t∫
0
‖u2‖
2p
p−1
L
2p
h (L
∞
v )
∥∥Sv0,εδ∥∥2L2 ds. (4.26)
From (4.21)–(4.23), (4.25)–(4.26) and Lemma 2.5, we have, t ∈ [0, T1],
∥∥Sv0,εδ(t)∥∥2L2 + νh
t∫
0
∥∥∇hSv0,εδ(s)∥∥2L2 ds
 Cνh(1 + ε)C412(T1) + Cνh
t∫
0
(
1 + ‖u1‖
2p
p−1
L
2p
h (L
∞
v )
+ ‖u2‖
2p
p−1
L
2p
h (L
∞
v )
)∥∥Sv0,εδ∥∥2L2 ds
+ ν3ε2
t∫
0
∥∥χ ′(εx3)∥∥2L2v∥∥Sv0 δ(s)∥∥2L2h(L∞v ) ds
 Cνh(1 + ε)C412(T1) + Cνh
t∫
0
(
1 + ‖u1‖
2p
p−1
L
2p
h (L
∞
v )
+ ‖u2‖
2p
p−1
L
2p
h (L
∞
v )
)∥∥Sv0,εδ∥∥2L2 ds + Cν3εT1C212(T1),
where C12(T1) = ‖u1‖
B
−1+ 2p , 12
p (T1)
+ ‖u2‖
B
−1+ 2p , 12
p (T1)
+ ‖δ‖
B
0, 12 (T1)
.
Using Gronwall’s inequality and Lemma 2.5, we obtain, t ∈ [0, T1],
∥∥Sv0,εδ(t)∥∥2L2 + νh
t∫
0
∥∥∇hSv0,εδ(s)∥∥2L2 ds

(
Cνh(1 + ε)C412(T1) + Cν3εT1C212(T1)
)
exp
{
Cνh
(
T1 + C
2p
p−1
12 (T1)
)}
.
Passing to the limit when ε tends to 0 allows to conclude the proof of this lemma. 
Conclusion of the proof of the uniqueness. From Lemmas 4.7–4.8, we have:
∥∥δ(t)∥∥2H 
t∫
0
f (s)μ
(∥∥δ(s)∥∥2H)ds, t ∈ [0, T1]
with f (t) := C(δ(t), u1(t))+C(δ(t), u2(t)). Lemma 2.5 and (4.3)–(4.4) imply that f ∈ L1([0, T1]). Then, the unique-
ness on [0, T1] follows from the Osgood Lemma (see for instance [7]). Since u ∈ C([0, T ];B−1+
2
p
, 12
p ), one can easily
obtain the uniqueness of the solution u on [0, T ]. 
T. Zhang, D. Fang / J. Math. Pures Appl. 90 (2008) 413–449 4455. Continuous dependence
Proof of (1.5). Here, we give a sketch proof of (1.5).
From (4.5), we have:
‖a‖
L
2p
p−1
h (L
2
v)
 ‖a‖1−
1
p
L2
‖∇ha‖
1
p
L2
, p  2. (5.1)
Similar to (4.2), we obtain: ⎧⎨⎩ δt − νhhδ − ν3∂
2
3 δ = −δ · ∇u1 − u2 · ∇δ − ∇P,
div δ = 0,
δ|t=0 = δ0 := u02 − u01,
(5.2)
where δ := u2 − u1. By the L2 energy estimate, (5.1) and the Cauchy–Schwarz inequality, we have, for p  2,
d
dt
‖δ‖2
L2 + 2νh‖∇hδ‖2L2 + 2ν3‖∂3δ‖2L2
 2
∣∣∣∣ ∫
R3
(δ ⊗ u1) : ∇δ dx
∣∣∣∣+ 2∣∣∣∣ ∫
R3
(u2 ⊗ δ) : ∇δ dx
∣∣∣∣
 C‖∇δ‖L2‖δ‖
L
2p
p−1
h (L
2
v)
(‖u1‖L2ph (L∞) + ‖u2‖L2ph (L∞))
 C‖∇δ‖L2‖δ‖
1− 1
p
L2
‖∇hδ‖
1
p
L2
(‖u1‖L2ph (L∞) + ‖u2‖L2ph (L∞))
 C‖∇δ‖1+
1
p
L2
‖δ‖1−
1
p
L2
(‖u1‖L2ph (L∞) + ‖u2‖L2ph (L∞))
 νh‖∇hδ‖2L2 + ν3‖∂3δ‖2L2 + C
(
ν
− p+1
p−1
h + ν
− p+1
p−1
3
)‖δ‖2
L2
( 2∑
i=1
‖ui‖
2p
p−1
L
2p
h (L
∞)
)
.
Then, we have:
d
dt
‖δ‖2
L2  C
(
ν
− p+1
p−1
h + ν
− p+1
p−1
3
)‖δ‖2
L2
( 2∑
i=1
‖ui‖
2p
p−1
L
2p
h (L
∞)
)
, p  2.
Using Gronwall’s inequality and Lemma 2.5, we obtain, for p  2,
‖δ‖2
L2  ‖δ0‖2L2 exp
{
C
(
ν
− p+1
p−1
h + ν
− p+1
p−1
3
) T∫
0
( 2∑
i=1
‖ui‖
2p
p−1
L
2p
h (L
∞)
)
ds
}
 ‖δ0‖2L2 exp
{
Cν−1h
(
ν
− p+1
p−1
h + ν
− p+1
p−1
3
)( 2∑
i=1
‖ui‖
B
−1+ 2p , 12
p (T )
) 2p
p−1}
.
This finishes the proof of (1.5) and Theorem 1.4. 
6. Proof of Proposition 1.7
From Lemmas 2.1 and 2.8, we have:
∥∥hkvl aF∥∥LqT (L4h(L2v)) 
⎧⎨⎩dk,lν
− 1
q
h 2
( 12 − 2q )k2− l2 ‖a‖
B
−1+ 2p , 12
p
, for k  l − 1, (6.1)
0, else,
446 T. Zhang, D. Fang / J. Math. Pures Appl. 90 (2008) 413–449where 1 q ∞ and p ∈ [2,4]. Then, we obtain,∥∥hkaF∥∥Lq(R+;L4h(L∞v ))  ν− 1qh ck2−k( 2q − 12 )‖a‖B−1+ 2p , 12p , for q ∈ [1,∞]. (6.2)
Using Bony’s decomposition in the vertical variable, we obtain:
vj
(
a3F ∂3aF
)= ∑
|j−j ′|5
vj
(
Svj ′−1a
3
F ∂3
v
j ′aF
)+ ∑
j ′j−N0
vj
(
vj ′a
3
F ∂3S
v
j ′+2aF
)
.
The two terms of the above sum are estimated exactly along the same lines. Using Bony’s decomposition in the
horizontal variable, we obtain
Svj ′−1a
3
F ∂3
v
j ′aF =
∑
kj ′−N0
{
Shk−1S
v
j ′−1a
3
F ∂3
h
k
v
j ′aF + hkSvj ′−1a3F ∂3Shk+2vj ′aF
}
.
Using Hölder’s inequality, Young’s inequality, Lemma 2.1 and (6.1)–(6.2), we get:∥∥Shk−1Svj ′−1a3F ∂3hkvj ′aF∥∥L1T (L2(R3))  ∥∥Shk−1Svj ′−1a3F∥∥L∞T (L4h(L∞v ))∥∥∂3hkvj ′aF∥∥L1T (L4h(L2v))

∑
k′k−2
ck′2
k′
2 ‖a‖
B
−1+ 2p , 12
p
dk,j ′ν
−1
h 2
j ′
2 2−
3
2 k‖a‖
B
−1+ 2p , 12
p
 ck2
k
2 ‖a‖
B
−1+ 2p , 12
p
dk,j ′ν
−1
h 2
j ′
2 2−
3
2 k‖a‖
B
−1+ 2p , 12
p
 ckdk,j ′ν−1h 2
j ′
2 2−k‖a‖2
B
−1+ 2p , 12
p
,∥∥hkSvj ′−1a3F ∂3Shk+2vj ′aF∥∥L1T (L2(R3))  ∥∥hkSvj ′−1a3F∥∥L1T (L4h(L∞v ))∥∥∂3Shk+2vj ′aF∥∥L∞T (L4h(L2v))
 ckν−1h 2
− 32 k‖a‖
B
−1+ 2p , 12
p
∑
k′k
dk′,j ′2
j ′
2 2
k′
2 ‖a‖
B
−1+ 2p , 12
p
 ckν−1h 2
− 32 k‖a‖
B
−1+ 2p , 12
p
dk,j ′2
j ′
2 2
k
2 ‖a‖
B
−1+ 2p , 12
p
 ckdk,j ′ν−1h 2
j ′
2 2−k‖a‖2
B
−1+ 2p , 12
p
,
and ∥∥Svj ′−1a3F ∂3vj ′aF∥∥L1T (L2(R3))  ∑
kj ′−N0
ckdk,j ′ν
−1
h 2
j ′
2 2−k‖a‖2
B
−1+ 2p , 12
p
 dj ′2−
j ′
2 ν−1h ‖a‖2
B
−1+ 2p , 12
p
.
Thus, we can easily obtain:∥∥vj (a3F ∂3aF )∥∥L1T (L2(R3))  dj2− j2 ν−1h ‖a‖2
B
−1+ 2p , 12
p
+
∑
j ′j−N0
dj ′2−
j ′
2 ν−1h ‖a‖2
B
−1+ 2p , 12
p
 dj2−
j
2 ν−1h ‖a‖2
B
−1+ 2p , 12
p
,
and ∑
j∈Z
2
j
2
∞∫
0
∥∥vj (a3F ∂3aF )∥∥L2(R3) dt  ν−1h ‖a‖2
B
−1+ 2p , 12
p
.
Using the similar argument, we can easily estimate the term
∑
2
j
2
∫∞
0 ‖vj (ahF · ∇haF )‖L2 , and finish the proof of
Proposition 1.7. 
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Using methods in [2,3], we can prove Proposition 1.10 as follows.
We shall start by estimating the high frequencies. Defining a threshold k0  0 to be determined later on, we have:
∞∑
k=k0
2−σk
∥∥hkφε∥∥Lq(R2)  C2−σk0‖φε‖Lq(R2) = C2−σk0‖φ‖Lq(R2).
On the other hand, noting that ei
x1
ε = (−iε∂1)N(ei
x1
ε ), we get, for any N ∈ N,
hkφε = (iε)N22k
N∑
l=0
∫
R2
ClNe
i
y1
ε ∂lx1
(
g
(
2k(xh − yh)
))
∂N−lx1 φ(yh) dyh,
where g(xh) ∈ S(R2) satisfying Fg(ξh) = ϕ(|ξh|). Young’s inequality enables us to infer that∥∥hkφε∥∥Lq  CφεN22k min
(
N∑
l=0
2k(l−2),
N∑
l=0
2k(l−
2
q
)
)
.
So, choosing N large enough, we obtain:∑
0kk0
2−σk
∥∥hkφε∥∥Lq  Cφ ∑
0kk0
2k(N−σ)εN  Cφ2k0(N−σ)εN ,
and ∥∥Sh0 φε∥∥L2(R2)  ∑
k−1
∥∥hkφε∥∥L2  ∑
k−1
Cφε
N22k(1−
1
2 )  CφεN .
Choosing the best k0, we have:
‖φε‖B˜−σq,1  Cφε
σ .
Similarly, since α < 2(1 − 1
q
), we obtain:∑
k−1
2−αk
∥∥hkφε∥∥Lq  ∑
k−1
Cφε
N2k(2(1−
1
q
)−α)  CφεN,
and
‖φε‖B˙−αq,1  Cφε
α.
From (1.1) in [2] (or Definition 1.1 in [3]), we have:
‖f ‖B˙−σq,p(R2) 

∥∥t σ2 ∥∥ethf ∥∥
Lq
∥∥
Lp(R+, dt
t
)
and
‖φε‖B˙−σq,∞(R2) 
 sup
t>0
t
σ
2
∥∥ethφε∥∥Lq  Cεσ∥∥eε2hφε∥∥Lq , σ > 0.
For any function g satisfying suppgˆ ∈ ε−1Ch, we have:∥∥F−1(eε2|ξh|2 gˆ)∥∥
Lq
 C‖g‖Lq .
Since the support of Fφε is included in ε−1Ch for some ring Ch, applied with g = eε2φε , this inequality gives
‖φε‖Lq  C
∥∥eε2φε∥∥Lq and ‖φε‖B˙−σq,∞  C−1εσ‖φ‖Lq .
From (1.6), we have:
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0
‖φε,F ′ψε,F ′ ‖L2(R2) dt 
( ∞∫
0
‖φε,F ′ ‖2L4 dt
) 1
2
( ∞∫
0
‖ψε,F ′‖2L4 dt
) 1
2
= ν−1h
( ∞∫
0
∥∥∥∥eth ∑
k0
hkφε
∥∥∥∥2
L4
dt
) 1
2
( ∞∫
0
∥∥∥∥eth ∑
k0
hkψε
∥∥∥∥2
L4
dt
) 1
2

 ν−1h
∥∥∥∥∑
k0
hkφε
∥∥∥∥
B˙−14,2
∥∥∥∥∑
k0
hkψε
∥∥∥∥
B˙−14,2
 ν−1h
∥∥∥∥∑
k0
hkφε
∥∥∥∥
B˙−14,1
∥∥∥∥∑
k0
hkψε
∥∥∥∥
B˙−14,1
 Cφ,ψ,νhε2.
This concludes the proof of Proposition 1.10. 
8. An imbedding result
Proof of Proposition 1.12. It is easy to obtain that B˙−1∞,2 ⊂ BMO−1 ⊂ B˙−1∞,∞ = C−1 (see [2]). Thus, we only need to
prove that B
−1+ 2
p
, 12
p ⊂ B˙−1∞,2. From Lemma 2.1 and Young’s inequality, we have:∑
q∈Z
2−2q‖qu‖2L∞ =
∑
q∈Z
2−2q
∥∥∥∥∑
l∈Z
q
( ∑
kl−1
hk
v
l u + Shl−1vl u
)∥∥∥∥2
L∞

∑
q∈Z
∑
lq+N0
∑
|k−q|N0
2−2q
∥∥qhkvl u∥∥2L∞ +∑
q∈Z
∑
lq−N0
2−2q
∥∥qShl−1vl u∥∥2L∞

∑
q∈Z
∑
lq+N0
∑
|k−q|N0
2−2q2l2
4k
p
∥∥hkvl u∥∥2Lph (L2v) +∑
q∈Z
∑
lq−N0
2−2q23q
∥∥Shl−1vl u∥∥2L2

(∑
q∈Z
∑
lq+N0
∑
|k−q|N0
2−2q+2kd2k,l +
∑
q∈Z
∑
lq−N0
2q−ld2l
)
‖u‖2
B
−1+ 2p , 12
p
 ‖u‖2
B
−1+ 2p , 12
p
, p  2.
Then, we finish the proof of Proposition 1.12. 
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