Abstract-In this paper, performance and parameter optimization of RAKE reception for time-hopping Ultra Wideband (TH-UWB) systems is investigated when interchip interference (ICI) is taken into consideration. For a TH-UWB system, ICI is closely related to the relationship between the number of chips in a frame (Nc), and the period of the TH code (N f ). In a fixed datarate case, larger N f implies higher transmitted symbol signal-tonoise ratio (SNR) and larger ICI in RAKE fingers. So there is a tradeoff between Nc and N f to optimize the RAKE performance. In this paper, two models are suggested to describe the ICI, and this tradeoff is investigated in the single user case based on the traditional Gaussian approximation method and other flexible methods. Given the lack of explicit knowledge of the relationship among N f , Nc and the interference, a rule of thumb is proposed to configure N f and Nc.
I. INTRODUCTION Since the radiation power of UWB signals is limited to be very low, RAKE reception is a crucial technique for UWB to collect enough power from multipath signals. For a general RAKE receiver based on simple matched filters, a key condition for it to work effectively is that the interchip interference (ICI 1 ) is sufficiently small. Ideal autocorrelation performance of spread spectrum codes is always assumed and utilized to eliminate the ICI.
For Time-hopping (TH) UWB systems, it is indicated in [1] that not only the property of TH codes but also the modulation method determines whether ICI could be negligible. We suppose a suitable modulation method (such as bipolar modulation) is applied here. It has been shown that the autocorrelation of TH codes is some kind of coincidence autocorrelation and equals to the number of overlapped positions [2] , [3] (we restrict ourselves to the case of pure TH codes where no amplitude information of codes is utilized). The property of autocorrelation is highly related to the relationship between the number of chip positions in a frame (N c ) and National ICT Australia is funded by the Australian Government's Department of Communications, Information Technology and the Arts and the Australian Research Council through Backing Australia's Ability and the ICT Centre of Excellence program. 1 We do not explicitly mention inter-symbol interference (ISI) here because ISI can roughly be regarded as ICI in time-hopping systems. Furthermore, in systems with bipolar modulation, the interference from ISI plus ICI could be smaller than that from the pure ICI due to cancellation between antipodal signals.
the periodic length of the TH codes (N f ). Only when N c is comparable to or larger than N f , is good autocorrelation achievable. This restriction demands data rate to trade with detection performance and ranging ability.
A UWB signal is constrained on both pulse energy and power peak-to-average ratio (PAR) [4] , [5] . As the pulse energy is restricted, N f becomes the dominant term in determining the available energy in the receiver and larger N f generally assures more power to be collected. At the same time, constrained PAR upper-bounds the value of N c once the chip width T c is determined. Then the questions are: Can we reduce N c and increase N f to improve system performance with the exception of the slightly increased transmitted energy per symbol while keeping the pulse energy unchanged? When can the distance between transceiver be maximized without sacrificing data-rate and symbol error probability (SEP)?
In this paper, we will study the relationship between the performance of RAKE reception and the parameters N f and N c when the data-rate is fixed. First in Section III, we propose some novel methods to quantize the effect of ICI by constructing reasonable ICI models reflecting key properties of TH-UWB signals. Then in Section IV, parameter optimization of UWB signals is investigated for either cases of fixed transmitted power or fixed energy of pulses. Numerical results are given in Section V.
II. SYSTEM MODEL
To make a general analysis for various modulation methods, we only introduce the common TH structure while omitting the detailed information on modulated signal here. A typical unmodulated TH signal consists of symbols and each symbol consists of N f frames. Each frame with period T f contains one pulse whose position is determined by the assigned TH code. The value of T f is closely related to the product of the TH chip width, T c , and the maximum of the TH codes, N c . For convenience, we assume T f = T c N c . In this paper, we only consider short coded TH UWB signals, that is, N f equals the period of TH codes.
We adopt a simplified IEEE802.15.3a UWB channel model [6] in this paper. As shown in [1] , this model can be repre-sented as a tapped delay line (TDL) model
where τ is the th multipath delay, a is the th multipath gain with phase uniformly set to {±1}, and the magnitude has a Lognormal distribution, i.e., 20 log 10 |a | is Gaussian distributed with variance σ 2 . When signal s(t) is transmitted, the signal entering RAKE receiver can be written as
where n(t) is AWGN with mean zero and variance σ 2 0 . When a RAKE with J (J ≤ L) fingers is applied, the output of the RAKE receiver with combining weights g j is
where τ j = τ j − τ is the time difference between s(t − τ ) and jth template signal
and
, where ρ, depending on modulation methods, is the normalized correlation between the pulse and the template signal in a symbol period, E s and E c are the symbol energy and chip energy of the transmitted signal, respectively. The output of the noise term n(t), is given by
Under the assumption that noise in different fingers is mutually independent (or equivalently, n(t) is a wide sense stationary process), n is a Gaussian variable with mean zero and variance
Two combining methods to be considered are maximal ratio combining (MRC) with g j = a j and equal gain combining (EGC) with g j = sgn(a j ) where sgn(a j ) is the function of getting the sign of a j .
III. PERFORMANCE ANALYSIS FOR RAKE WITH ICI
Generally, the basic ICI term φ(τ j ,j = ) is evaluated by assuming that the time hopping codes are uniformly distributed or by referring to experimental results [7] , [8] . To analytically evaluate the effect of ICI, we need more accurate assumptions which should at least reflect the properties of the low duty cycle and limited maximal unmatched autocorrelation. For 
where C m is the maximal number of overlapped positions in a symbol period between the chosen TH codes and their circularshifted versions. Note that C m is a non-decreasing function of N f when either the data-rate or N c is fixed. The following two assumptions we introduce attempt to reflect these properties sufficiently well to make our analysis tractable.
Firstly, we assume that φ(τ j ,j = ) are identically independently distributed (i.i.d.) variables with mean m φ and variance σ 2 φ normalized with respect to φ(0). For simplicity, we use φ to denote a random variable which has the same distribution with φ(τ j ,j = ).
Secondly, with respect to the distribution of φ, two different assumptions are suggested depending on the values of multipath delays.
• CASE A: In a simpler case, if every τ equals an integer multiple of TH chip width T c , φ will be a discrete random variable with probability mass function (PMF) listed in Table I . The samples are normalized with respect to φ(0) and correspond to the number of overlapped positions between two groups of codes. To emphasize the effect of the low duty cycle, the PMF of zero is set to (N c − 1)/N c , and other samples are simply set to be distributed with equal probability 1/(C m N c ), accounting for limited overlapping.
• CASE B: In a more complex case, when τ do not equal integral times of T c , φ is better modelled as a random variable which has hybrid distribution. This variable is upper-bounded by C m φ(0)/N f and lower-bounded by ρ 1 C m φ(0)/N f , where ρ 1 , the normalized minimum of the pulse's autocorrelation, is in the range (−1, 0) depending on the shape of the pulse. Similar to that in the CASE A, the sample value of 0 is assumed to have probability (N c −1)/N c to reflect the property of the low duty cycle, other samples in
. It is obvious that in both cases, the assumed distributions slightly exaggerate the interference as samples with smaller values usually have higher probabilities. But it is almost impossible to model the practical situation. These assumptions are reasonable for the TH codes designed when emphasizing the property of autocorrelation, i.e., in the single-user case. For TH codes with both excellent autocorrelation and crosscorrelation used in the multiple-user case, the unmatched autocorrelation generally increases, as well as the mean value. But the impact of influence on our succeeding results is negligible.
According to these assumptions, the normalized mean and variance of φ have the forms in CASE A:
in CASE B:
In each case, m φ is positive and only influenced by C m for fixed data-rate applications. Actually, in a reasonable model, m φ will always be positive due to ρ 1 > −1.
A. ICI Approximated by Gaussian Distribution
As φ(τ j ,j = ) are assumed to be i.i.d. variables, according to the central limit theorem, the term of ICI can be regarded as a Gaussian random variable with
The instantaneous SNR (i-SNR) of y in (3), conditional on a , can be written as
and the corresponding conditional SEP is
where
. These are the unified expressions for various modulation methods. Specific to bipolar modulation, the template signal
Substituting g j with specified combining weights, performance expressions can be obtained for various combining methods. However, explicit expressions of averaged SEP and SNR are hardly available. This is because the sum and product of correlated Lognormal variables are involved in computation while the correlation coefficients are hardly found. Instead, we adopt the Monte Carlo method in Section V to determine the performance.
B. ICI Modelled with Flexible Criteria
If we replace the random variable φ(τ j ,j = ) with a constant Cφ(0), where C is set equal for different j and , (3) can be rewritten as
where A L =1 a represent the sum of all multipath gains. Then the performance of (16) can be readily evaluated without resorting to the Gaussian approximation. The constant C can be set according to various criteria as will be shown later. In (16), conditional on a , n is the only random variable, and the i-SNR of (16) can be obtained as
Focusing on the bipolar modulation, similar to the derivation of (15), (17) becomes
Compared to the Gaussian approximation, the method here, independent of the accuracy of Gaussian approximation, is more flexible and operable for at least two reasons. Firstly, it is possible to define a C independent of the distribution of φ(τ j ,j = ) so that the analysis will not be affected by the model of ICI. Secondly, C can be set adaptively to meet different requirements. Three possible criteria on choosing C are as follows.
1) Criterion of Low Bound:
This can also be thought as a criterion evaluating the worst case. Just let C = C m /N f .
2) Criterion of Mean of φ:
Using the mean of φ to get C is a general method. Then C = m φ .
3) Set C with Desired probability: For a preset probability of P c = Pr[φ ≤ C], C can be calculated according to the modelled distribution of φ or some experimental results.
IV. OPTIMIZATION OF PARAMETERS N c AND N f
In this section, we consider how to achieve the best SEP performance in the fixed data-rate case by searching optimal N f and N c in a bipolar modulated system. When the datarate and the chip width T c are fixed, the term N f N c is approximately constant 2 . For the i-SNR expression in (15), the denominator can be approximated as
and (15) can be well approximated by (18) given C = m φ . In (19), the last inequality is based on the following fact:
is the received SNR which is usually as small as several dBm because of the constrains set by FCC, then the product between it and the ICI variance σ 2 φ is far smaller than 1 according to (8) and (10).
When multipath gains a have balanced polarity like in our UWB models, the sum A in (18) has zero mean. In other words, the term J j=1 (A − a j )g j is very likely negative for both MRC and EGC.
Below, we study the parameter optimization in two situations.
A. Fixed transmitted power
The transmitted power can be expressed as the product of the transmitted bit energy E b and the bit-rate R b . For bipolar modulated systems,
Besides the maximum transmitted power, note that the power spectral density of the signal is also constrained in UWB systems. According to [3] , [9] , the parameters N f and N c both contribute to the power spectral density whereas the exact contribution is only quantifiable for known TH codes. In this case, for the general analysis with any TH codes, we ignore the influence of N c and N f on the shape of power spectrum, and assume a constant maximum transmitted power. Therefore, in the fixed bit-rate case, E b = E c N f is also constant and the change of N f arises the change of E c , accordingly.
Thus from (18), the choose of optimal N f and N c depends on which criterion is used to determine C and how C varies with them. When Gaussian approximation and C = m φ are adopted, increasing N f always leads to increased m φ and inferior performance because C m is a non-increasing function of N f . However, note that the peak power of UWB pulses is also restricted, N f could not be too small either.
B. Fixed Energy of transmitted pulses
It is also of practical interest to consider the parameter optimization problem when the pulse energy is fixed. As we will see, due to ICI, larger transmitted power need not lead to higher received SNR with N f increasing.
When the pulse energy E c is fixed, the influence of N f and N c on i-SNR can be reflected by the term
due to
, the prerequisite of achievable detection that the desired signal must be larger than the interference.
Since N f and C are both discrete, an iterative process can be applied to estimate the optimum N f . Let the increment of N f be an integer k, and the corresponding increment of C be ∆C, then the change of
If ∆η > 0, increasing N f can result in a higher i-SNR; otherwise, the performance will be deteriorated. Once such a k is found, substitute N f in (21) with N f + k and repeat the process again. This can be directly used as a strategy to optimize system performance for stable fading channels such as slow fading channels.
Let
which we name as the RAKE factor. Now, rewrite (21), we can get a threshold ∆C th
and increasing N f leads to higher i-SNR if and only if ∆C < ∆C th .
From (23), we see the value of ξ largely determines the range of the increment of N f . A rule of thumb is, for low ξ systems (ξ 1), setting N f = N c is a good choice; for high ξ systems, it is not always the best. The value of ξ could be linked to the polarity of multipath gains. When multipath gains have balanced polarity, ξ equals 1 with large possibility which implies that increasing N f can generally improve the SEP performance. On the contrary, when multipath gains have obviously unbalanced polarity, ξ usually has smaller value and setting N f = N c can be a simple and effective strategy for RAKE receivers.
V. NUMERICAL EXAMPLES
Instead of simulating a poisson process, the interval of multipath arrival is modelled as fixed. Set τ = 0.167( − 1)ns to demonstrate a system in which central-frequency equals 6GHz and multipath-delay interval equals 0.167ns.
According to the methods of constructing TH codes described in [2] , [3] , the normalized maximum of unmatched autocorrelation φ can be a constant as long as N f = N c , that is, C m will be a constant. We choose the TH code from Table 1 in [3] as an example, where N f and N c both equal to 11, and C m equals to 2. For such a system with N = N c N f = 121 and the TH chip width 0.167ns, the data-rate can be as high as 50Mb/s. Using the UWB pulse in Fig. 1 in [7] , we have the normalized minimum of the pulse's autocorrelation ρ 1 ≈ −0.4. The number of multipath, L, is chosen as 50, and thus the maximal delay is about 8ns. For bipolar modulation, the correlation coefficient ρ in (4) equals 1. Figures 1 and 2 show how the mean SEP is influenced when ICI is present. In the legend of both figures, the capital A stands for the CASE A in which the unmatched autocorrelation φ is modelled as a discrete variable, and similarly, B stands for the CASE B. The parameter Γ represent the ray decay factor in the IEEE802.11.3a model, and σ is related to the Lognormal distribution of |a |. As comparisons, the performance with clean RAKE output (without ICI), derived in [1] , is also shown. It is clear that ICI introduced by a practical TH codes has negligible influence on the mean SEP as is proved by both Gaussian approximation method and the method using mean of φ, and EGC still has comparable performance with MRC. The lower bound of performance is given by the curves corresponding to the worst case. Figure 3 shows the impact of different pairs of (N f , N c ) on the mean SEP. We simply let the TH codes with N f = 44 and N c = 11 consist of TH codes with N f = 11 and N c = 11 repeated four times. Then C m = 4 × 2 = 8. From the figure, it is clear that in the fixed data-rate case, when the transmitted power is fixed, larger N f means higher SEP; and when the chip energy is fixed, larger N f normally leads to lower SEP due to the resulted 3dB difference of E s /σ 2 0 between the two pairs of (N f , N c ).
VI. CONCLUSION
The effect of ICI is studied analytically by constructing reasonable ICI models reflecting key properties of TH-UWB signals. The conventional Gaussian approximation and other more flexible methods are proposed to evaluate the performance. Numerical results show that ICI becomes negligible when real TH codes are applied. Parameter optimization of signals is investigated in consideration of the constrained power of UWB systems. A rule of thumb, closely related to the distribution of the polarity of mulitpath gains, is given. 
