Research on Stochastic Resonance Based on RLGA and its Application to Underwater Acoustic Signal Detection by 季舒瑶
学校编码：10384 
学号：23320141153223
         
硕  士  学  位  论  文
         
基于RLGA的随机共振方法在水声信号检测中的应
用研究
         
Research on Stochastic Resonance Based on
RLGA and its Application to Underwater
Acoustic Signal Detection
         
季舒瑶
         
指导教师：程恩      袁飞    
         
专业名称：通信与信息系统   
         
答辩日期：2017年5月   
厦
门
大
学
博
硕
士
论
文
摘
要
库
厦门大学学位论文原创性声明
         
         
本人呈交的学位论文是本人在导师指导下,独立完成的研究成果。
本人在论文写作中参考其他个人或集体已经发表的研究成果，均在文中
以适当方式明确标明，并符合法律规范和《厦门大学研究生学术活动规
范(试行)》。
         
         
另外，该学位论文为(                  )课题(组)的研究成果
，获得(                    )课题(组)经费或实验室的资助，在(
          )实验室完成。(请在以上括号内填写课题或课题组负责人或
实验室名称，未有此项声明内容的，可以不作特别声明。)
         
         
         
声明人(签名)：
         
         
          年   月   日
厦
门
大
学
博
硕
士
论
文
摘
要
库
厦门大学学位论文著作权使用声明
         
         
本人同意厦门大学根据《中华人民共和国学位条例暂行实施办法
》等规定保留和使用此学位论文，并向主管部门或其指定机构送交学位
论文(包括纸质版和电子版)，允许学位论文进入厦门大学图书馆及其数
据库被查阅、借阅。本人同意厦门大学将学位论文加入全国博士、硕士
学位论文共建单位数据库进行检索，将学位论文的标题和摘要汇编出版
，采用影印、缩印或者其它方式合理复制学位论文。
         
         
本学位论文属于：
         
         
(     )1.经厦门大学保密委员会审查核定的保密学位论文，于
年 月 日解密，解密后适用上述授权。
         
         
(     )2.不保密，适用上述授权。
         
         
(请在以上相应括号内打“√”或填上相应内容。保密学位论文应
是已经厦门大学保密委员会审定过的学位论文，未经厦门大学保密委员
会审定的学位论文均为公开学位论文。此声明栏不填写的，默认为公开
学位论文，均适用上述授权。)
         
         
         
声明人(签名)：
         
         
          年   月   日
厦
门
大
学
博
硕
士
论
文
摘
要
库
摘  要
         
         
我国在水下通信领域方面正在持续地投入研究，其中一个方面是通信中信号的检测
。信号经过水声信道后往往都会被来自船舶、海洋生物或者人为的大量噪声和海面
折射反射、频率选择性衰弱引起的干扰淹没，变为微弱信号。而水声信号的检测技
术不论在理论钻研还是实际工程甚至国防建设中都具有重要的意义和应用价值。因
此，研究微弱信号的检测方法对水声通信的进步和发展很有必要。
一些传统的信号检测方法如匹配滤波、相干检测、时频分析等都采用抑制噪声的方
法，往往都是在抑制噪声的同时，在频率结构或者时域幅值上也不同程度地损害了
有用信号。随机共振却是另辟蹊径，不再是为了滤除噪声，而是最大限度地利用噪
声，通过一个非线性系统将噪声的能量转移到待测信号所处的频段，从而起到增强
弱信号的效果。这就提供了一个新的想法，也就是说经过水声信道造成的低信噪比
信号检测可以考虑利用随机共振的方法。
随机共振一般的理论研究方法是对已知信号逐步增加噪声强度以达到起振条件。然
而在水声通信实际应用中，有用信号和噪声不论是频段还是幅度对于接收者来说都
是未知的，这就需要随机共振系统能够自主地调整结构参数。本文利用强化学习结
合遗传算法的工作机制来实现系统参数的自适应调整：在遗传算法提供的基因空间
框架里进行强化学习，强化学习则取代了遗传算法的交叉重组和变异。该算法的适
应度评价指标选用系统的输出信噪比，因此本文还对不同的信噪比估计算法进行了
研究对比，选取最适用于该算法环境的一种。另外，本文依据海洋噪声模型仿真出
了海洋噪声，把它叠加至源信号就模拟出了通过水声信道后的接收信号，为不具备
实验条件的情况下研究水声通信信号提供了便利。
本文通过一系列MATLAB仿真以及水池和海测实验表明，提出的基于强化学习和遗传
算法的随机共振方法应用于水声信号检测是可行的，可以实现信号的信噪比增强。
         
关键词：强化学习；遗传算法；随机共振；信号检测；海洋噪声
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Abstract
         
         
We are continuing to invest in the field of underwater communications research,
one of which is the detection of signals in communication. Overwhelmed by a
large amount of noise caused by ships, marine life and man or interference of
refraction and frequency selective weakness, the signal often becomes weak
signal through the underwater acoustic channel. The detection technology of
underwater acoustic signal has important significance and application value both
in theoretical research and in practical engineering and even national defense
construction.Therefore, the research of weak signal detection method is
necessary for the progress and development of underwater acoustic
communication.
Some traditionalmethods such as matched filtering, coherent detection, time-
frequency analysis, etc. detect signal through suppressing noise, which although
can achieve very good results under a certain condition, but damage the useful
signal in the frequency structure or the time domain amplitude while suppressing
the noise. The difference between stochastic resonance and conventional
detection is that it is not intended to filter out noise, but to maximize noise, and to
convert noise energy into signal energy through a nonlinear system, thereby
enhancing the effect of weak signals.This provides a new idea for signal detection
in low-signal-to-noise environments in underwater acoustic channels.
The general theoretical approach of stochastic resonance is to gradually increase
the noise intensity of the known signal to achieve the starting conditions.However,
in practical applications of underwater acoustic communication, the intensity of
signal and noise are unknown, whichrequires a system to be able to adjust the
parameters to achieve stochastic resonance.In this paper, the adaptive
adjustment of the system parameters is realized by using the working mechanism
of reinforcement learning combined with genetic algorithm: Genetic algorithm
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provides a framework of genetic space for reinforcement learning, and
reinforcement learning replaces the cross,  reorganization and mutation of genetic
algorithms.The algorithm uses the output signal to noise ratio as the fitness
evaluation index of the system of stochastic resonance. Therefore, this paper also
comparesdifferent SNR estimation algorithms and selects the one that is most
suitable for the environment.In addition, the ocean noise is simulated and
superimposed on the source signal to simulate the underwater acousticnoisy
signal. It is convenient to study the underwater acoustic communication signal
without the experimental condition.
In this paper, a series of MATLAB simulation experiments show that the proposed
stochastic resonance method based on reinforcement learning and genetic
algorithm is feasible for the detection of underwater acoustic signals, and the
signal-to-noise ratio of the signal can be enhanced.
         
Keywords: Reinforcement Learning;Genetic Algorithm;Stochastic
Resonance;Signal Detection;Ocean Noise
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