Censored quantile regression offers a valuable supplement to Cox proportional hazards model for survival analysis. Existing work in the literature often requires stringent assumptions, such as unconditional independence of the survival time and the censoring variable or global linearity at all quantile levels. Moreover, some of the work use recursive algorithms making it challenging to derive asymptotic normality. To overcome these drawbacks, we propose a new locally weighted censored quantile regression approach that adopts the redistribution-of-mass idea and employs a local reweighting scheme. Its validity only requires conditional independence of the survival time and the censoring variable given the covariates, and linearity at the particular quantile level of interest. Our method leads to a simple algorithm that can be conveniently implemented with R software. Applying recent theory of M-estimation with infinite dimensional parameters, we establish the consistency and asymptotic normality of the proposed estimator. The proposed method is studied via simulations and is illustrated with the analysis of an acute myocardial infarction dataset.
Introduction
Let T i be an uncensored dependent variable of interest, such as the survival time or some transformation of the survival time, and let x i be an observable p × 1 vector of covariates. In many applications, especially in biomedical studies, T i cannot be completely observed due to possible censoring, for instance, withdrawal of patients from the study, or death from a cause unrelated to the specific disease of being studied, etc. In this paper, we focus on random right censoring, although the methodology developed can be directly extended to left censoring. Let C i denote the censoring variable, whose distribution may depend on x i , i = 1, · · · , n. Due to right censoring, we only observe the triples (x i , Y i , δ i ), where
are the observed (possibly censored) response variable and the censoring indicator, respectively. Our main objective is to estimate the p-dimensional vector quantile coefficient β 0 (τ ) for some τ ∈ (0, 1) in the following latent quantile regression model
where e i (τ ) is the random error whose τ th quantile conditional on x i equals 0. Throughout the paper we use superscript T to denote the matrix transpose. Together (1) and (2) specify a censored quantile regression model. When log transformed survival time is used, (2) corresponds to the familiar accelerated failure time model.
Censored quantile regression provides a valuable complement to traditional Cox proportional hazards model for survival analysis. It relaxes the proportionality constraint on the hazard and allows for modeling heterogeneity of the data. Moreover, the quantiles of the survival time are directly interpretable. The readers are referred to Koenker and Geling (2001) , and Portnoy (2003) for detailed discussions of censored quantile regression.
Censored quantile regression was first studied by Powell (1984 Powell ( , 1986 ) for fixed censoring, where the censoring times C i are known for all observations, even for those uncensored. The fixed censoring often occurs, for instance, in biomedical studies where the measurements are censored by some quantification limits, or in social surveys where data are up to some "top-coding" or ceiling effects. However, in most survival analysis, censoring times are not always observable. In addition, the non-convexity of
Powell's objective function imposes computational challenges; see Buchinsky (1994) , Fitzenberger (1997) , Koenker and Park (1996) , and Fitzenberger and Winker (2007) for discussions of different algorithms. In this paper, we focus on random censoring, where censoring points are unknown for uncensored observations. and compared its performance to two kernel estimators in a simulation study.
Under the more relaxed conditional independence assumption, that is, T i and C i are independent given x i , Portnoy (2003) developed a novel "recursive reweighting"
scheme that generalizes the Kaplan-Meier estimator. Extending the redistributionof-mass idea of Efron (1967) given x i , it is necessary to assume that the conditional functionals at lower quantiles are all linear. This global assumption is often found to be too restrictive in practice.
We propose a new estimating procedure that relaxes the global linearity assumption. We adopt a similar redistribution-of-mass idea, but instead of estimating the censoring probability P (T i > C i |C i , x i ) by fitting an entire linear quantile regression process, we estimate this probability nonparametrically using the local Kaplan-Meier method. Our work is partly motivated by an acute myocardial infarction study, where we are interested in the effects of gender and age on patients' survival time. Exploratory analysis reveals that age exhibits a nonlinear effect on survival time at lower quantiles τ ≤ 0.4; see Figure 2 in Section 5. Therefore, Portnoy's approach may yield bias for estimating the median survival time. Furthermore, our approach detects a significant gender effect, which is missed by Portnoy's method.
Compared to existing procedures, our approach enjoys several distinctive advantages. First, our method only assumes linearity at one pre-specified quantile level τ of interest, and thus relaxes the global assumption of Portnoy (2003) and provides more flexibility. In fact, when the global linearity assumption is seriously violated, Portnoy's approach yields a biased estimator, and the bias does not vanish as n → ∞;
see Section 4 for detailed discussion. Second, our algorithm is computationally simple and easy to implement. In our method, the weights at all censored observations are estimated in one single step, and consequently the quantile estimateβ(τ ) is obtained by minimizing only one convex objective function at the quantile of interest. Finally, our estimated weights enjoy the nice property of uniform consistency, making it feasible to establish both the consistency and asymptotic normality of the resulting estimator.
The rest of this article is organized as follows. In Section 2, we present the proposed estimating procedure. In Section 3, we establish the consistency and asymptotic normality of the resulting quantile coefficient estimator. The finite sample performance of the proposed method is investigated and compared to Portnoy's algorithm in Section 4. The proposed method is illustrated with the analysis of the acute myocardial infarction dataset in Section 5. Section 6 concludes the paper with some discussions.
The technical proofs are in the Appendix.
2 The proposed method
Background
We note that model (2) amounts to assuming
where 
where ρ τ (u) = u {τ − I(u < 0)} is the quantile loss function. Note that a minimizer
for (4) is also a root of the following estimating equation
where a n → 0 as n → ∞. Under model (3) , E [D n {β 0 (τ )}] = 0, and thus D n (β) is an unbiased estimating function for β 0 (τ ). We refer to Koenker (2005) for a comprehensive presentation of the methodology and theory of quantile regression for noncensored data.
Locally weighted censored quantile regression
Similar to Portnoy's approach, our method also adopts Efron's redistribution-of-mass idea that redistributes the mass of each censored observation to the uncensored ones to the right. In the censored quantile regression setting, the idea is to redistribute the probability mass P (T i > C i |C i , x i ) of the censored cases to the right; see Remark 1 for more explanation of the intuition. Since the quantile regression estimator is determined by the signs of residuals, the mass that is redistributed can be sent to +∞.
We first consider an ideal situation where F 0 (t|x i ), the conditional cumulative distribution function of the (sometimes unobservable) survival time T i given x i , is assumed to be known. In this case, we define the following weight function
is known, the quantile coefficient β 0 (τ ) can be estimated by minimizing the following weighted objective function
where Y +∞ is any value sufficiently large to exceed all x T i β 0 (τ ). It is easy to derive the negative subgradient of Q n (β, F 0 ) with respect to β:
Remark 1. To understand the weighting scheme, we note that in quantile regression, the contribution of each point to the subgradient condition only depends on the sign of the residual
Therefore, in the first two situations, we assign weight w i (F 0 ) = 1 to the observed data (x i , Y i ). In the ambiguous situation, we assign weight
to the In reality, F 0 (C i |x i ) and the corresponding weights w i (F 0 ) are unknown and have to be estimated. We propose to estimate F 0 (·|x i ) nonparametrically using the local Kaplan-Meier estimatorsF 0 (·|x i ). Specifically, we estimate F 0 (t|x) bŷ
where K is a density kernel function, and h n ∈ R By plugging the local Kaplan-Meier estimator of F 0 (C i |x i ) into (5), we obtain the estimated local weights w i (F ). Our proposed locally weighted censored quantile regression estimator, denoted byβ(τ ), is defined as the value of β that minimizes the locally weighted objective function
Our method only requires the linear dependence of T i on x i at the particular quantile of interest and thus works for a wide class of data. In addition, with our method, the weights for all the censored observations can be obtained in one single step, and we only need solve one minimization problem at the quantile level τ .
Computation
The locally weighted censored quantile regression is simple to implement with currently available R software. With estimated weights, it reduces to a weighted quantile regression on a set of appropriately defined pseudo observations. To illustrate the algorithm, we assume without loss of generality that the first n 0 observations are
, we obtain an augmented data set
We first compute the local Kaplan-Meier estimatorF (·|x i ) and weights w i (F ), i = 1, · · · , n, following (8) and (5). Then the quantile estimator
T using the function "rq" in R package quantreg, with corresponding local weights
Since the subgradient (7) only depends on the signs of the residuals, we may take Y +∞ = +∞. In our implementation,
When computing the local Kaplan-Meier estimator, we use the biquadratic kernel,
. Different types of kernel functions may also be used and they result in little difference in practice. For multivariate covariates, it is customary to adopt a product kernel. For example, in the bivariate case we use
, where K 1 (·) and K 2 (·) are two univariate biquadratic kernel functions.
Although we observe in the simulations that the proposed estimator is not sensitive to the choice of smoothing parameter (see Section 4 and Remark 3 therein),
for practical data analysis we recommend the computationally more intensive m-fold cross-validation method for choosing h n ; see, for example, Section 7.10 of Hastie, Tibshirani and Friedman (2001). More specifically, we randomly divide the data into m non-overlapped and roughly equal-sized parts. For the jth part, we fit the model using the data from the other m − 1 parts, and calculate the quantile loss from predicting the τ th conditional quantile of T for the uncensored cases in the jth part of the data.
We repeat the above procedure for j = 1, · · · , m and calculate the averaged prediction error. The h n that yields the smallest averaged prediction error is selected. Based on our simulation experience, we recommend m = 10 for practical use.
3 Large sample properties
Notations and assumptions
Before stating the main theoretical results, we first define the following functions,
(iii) (x), the marginal density function of x.
To establish the asymptotic results in this paper, we require the following assumptions.
A1 There exists a constant
, and E(xx T ) is a positive definite p × p matrix.
A2
The functions F 0 (t|x) and G(t|x) have first derivatives with respect to t, denoted as f 0 (t|x) and g(t|x), which are uniformly bounded away from infinity. In addition, F (t|x) and G(t|x) have bounded (uniformly in t) second-order partial derivatives with respect to x.
The bandwidth is such that ensures that the expectation of the estimating function E{M n (β, F 0 )} has a unique zero at β 0 (τ ), and it is needed to establish the asymptotic distribution ofβ(τ ). Assumptions A4 and A5 specify the conditions on the bandwidth and the kernel function.
These are regular assumptions for kernel-based nonparametric smoothing.
Consistency
The following Theorem 1 states the consistency of the locally weighted censored quantile regression estimatorβ(τ ). Its proof is given in the Appendix. 
Theorem 1 At a given quantile level 0 < τ < 1, letβ(τ ) be the minimizer of the locally weighted objective function defined in (10). Assume that the triples {x
in probability, as n → ∞.
We show in the Appendix that
is an unbiased estimating function for β 0 (τ ). To prove consistency, the main complexity comes from the fact that the objective function (10) is a nonsmooth function involving a preliminary nonparametric estimator of the conditional distribution function F 0 (·|x). As a result, standard M-estimation theory that involves only finite dimensional parameters such as in Pakes and Pollard (1989) , He and Shao (1996) , among others, is not applicable in our situation.
In this paper, we employ the recently developed empirical-process-based general theory of Chen, Linton and Van Keilegom (2003) on nonsmooth objective functions with infinite dimensional parameters. The application of their theory is possible by using the uniform consistency ofF (·|x) for F 0 (·|x); see Lemma 1 in the Appendix.
Asymptotic normality
In censored quantile regression, establishing asymptotic normality turns out to be 
where
, and (27) in the Appendix.
Inference on β 0 (τ ) is of practical importance. However, it is seen from Theorem 2 and its proof that the asymptotic covariance matrix ofβ(τ ) takes a complex form, and both V and Γ 1 involve unknown density functions f 0 (·|x) and g(·|x) that are difficult to estimate in finite samples. For practical implementation, we adopt a simple percentile bootstrap approach through resampling the triples (x i , Y i , δ i ) with replacement. The 95% bootstrap confidence interval for β 0 (τ ) is constructed by taking the 2.5th and 97.5th percentiles of the bootstrap coefficients as the end points. The performance of the percentile bootstrap approach is shown to be satisfactory in the Monte Carlo studies carried out in Section 4.
In this section, we assess the finite sample performance of the proposed method via Monte Carlo simulations. We are mainly interested in comparing the performance of the locally weighted censored regression of quantiles (Lcrq) with that of Portnoy's censored regression of quantiles (crq). We also include another two procedures: the omniscient procedure (omni) that assumes knowledge of the sometimes unobservable T i in (2) and applies the regular quantile regression to (x i , T i ); and the naive procedure (naive) that completely ignores censoring and applies the regular quantile regression
The four procedures are evaluated in two different settings. In the first example, we consider a conditional quantile function that is linear in the covariate at every quantile; while in the second example, the conditional quantile function is linear in the covariate only at a particular quantile.
For each example, we report the bias and mean squared error of each procedure based on 500 simulation runs. For Lcrq and crq, we also report the average coverage probabilities and average interval lengths of related resampling-based 95% confidence intervals. The results of crq are obtained by using the default options in the R package quantreg version 4.24. In this package, the crq confidence intervals are computed by adjusting the interquartiles of the bootstrap coefficients based on normality as described in Portnoy (2003) . For both crq and lcrq, 300 bootstrap samples are used to obtain the confidence intervals in each simulation run.
Example 1. We generate random data (x i , T i , C i ) from the model
, and i are generated following the same way as in Example 1. The censoring variable C i has a uniform distribution on the interval (0, 7)
yielding 40% censoring at the median. Table 2 summarizes the simulation results for τ = 0.5 and 0.7 with sample sizes n = 200 and 500, respectively. In this example, the conditional quantile of T i is linear in x i only at the τ th quantile and is quadratic in x i everywhere else. The crq procedure is quite robust to the linearity assumption in the sense that its bias is not unreasonably large; however, we observe that the bias does not diminish with increased sample size. 
Analysis of the acute myocardial infarction dataset
To illustrate the proposed method, we analyze a subset of data from a study con- doctors, given age (in years) and gender (1=male, 0=female).
To explore the dependence of log survival time and age at different quantiles, in a preliminary analysis we fit a partially linear model by using polynomial B-splines to approximate the effect of age. This suggests that Lcrq may be more appropriate than crq for analyzing this data set.
Next, we report and compare results from both Lcrq and crq for estimating the median survival time. As the interaction effect of age and gender is shown to be insignificant in the preliminary analysis, we consider the model with main effects of age and gender. Let y denote the conditional median log survival time. The Lcrq yields that at τ = 0.5, y = 10.506 − 0.042age + 0.222gender.
The 95% bootstrap confidence interval for age is (−0.052, −0.031) and for gender is 
The associated 95% bootstrap confidence interval for age is (−0.072, −0.037) and for gender is (−0.125, 0.439). As observed in the simulation study, crq gives wider confidence intervals than Lcrq. Moreover, crq fails to identify the significant gender effect. The shaded area represents the 95% pointwise bootstrap confidence band from Lcrq.
Concluding remarks
We propose a new locally weighted censored quantile regression approach that relaxes the stringent model assumptions, such as unconditional independence or global linearity, required by many existing procedures. Our approach employs the redistributionof-mass idea and is computationally simpler, as it directly estimates the quantile of interest and avoids fitting an entire quantile process. The new procedure adopts a preliminary local Kaplan-Meier estimator and leads to a weighted quantile regression.
Utilizing results in modern empirical process theory, we establish the consistency and asymptotic normality of the resulted estimator. Both simulation studies and the analysis of acute myocardial infarction data show that the proposed method leads to shorter interval estimates than Portnoy's crq procedure.
For right censored data, quantile functions with τ close to 1 may not be identifiable due to censorship. To ensure β 0 (τ ) is estimable, we need some area of x where not all censoring happens below the τ th conditional quantile line, otherwise the matrix The interquartile range method was introduced in Portnoy (2003) to construct confidence intervals. The purpose was to account for the randomness of the τ -cutoff point (the largest quantile level up to the identifiability constraint) in different bootstrap samples. We find that in finite samples the empirical distribution ofβ(τ ) from the bootstrap samples often deviates from normality. Our simulations also confirm that the interquartile range method often gives confidence intervals that tend to under cover the true coefficients. When the τ th quantile is identifiable, we recommend use of the simpler percentile method described in Section 3.3.
Finally, we observe in our empirical studies that Portnoy's crq algorithm exhibits good robustness against modest violation of the global linearity assumption. However, when global linearity is seriously violated, crq leads to estimators with bias that does not diminish with increased sample size. In such cases, the results from the proposed Lcrq method are more trustable.
Appendix
Throughout the appendix, the τ will be omitted in various expressions such as β 0 (τ ) and e i (τ ), but we should bear in mind that these quantities are all τ -specific. Let B de-note a compact finite dimensional parameter set, and H denote an infinite dimensional parameter space. Let F = F (·|x) ∈ H be a nonparametric conditional distribution function. For notational simplicity, from now on we shall write F 0 (t|x i ), F (t|x i ), F i (t), G i (t) and g i (t) , respectively, whenever clear from the context. Recall that the negative subgradient of the objective function Q n (β, F ) is defined in (7) as
By the conditional independence of T and C given x, we have
Therefore,
In M(β, F ), the expectation is with respect to the distribution of x.
We first state and prove two lemmas. We use · to denote the Euclidean norm,
and · H to denote a sup-norm metric.
Lemma 1 Assume assumptions A2, A4 and A5 hold. Then
where 0 < γ 0 < 1/4.
Proof: This follows directly from Theorem 2.1 of Gonzalez-Manteiga and CadarsoSuarez (1994).
Lemma 2 For all positive values
Proof : Let x ij and m ij denote the jth coordinates of x i and m i , respectively. For notational simplicity, in the following we omit the subscript i in various expressions
, be some positive constants.
, where
It's easy to verify that
Therefore, by assumptions A1 and A2, E sup
Following the similar arguments, we can show that E sup
It is easy to see that
Therefore, by assumption A1, we have E sup F : Proof of Theorem 1: Note that F 0 (t|x) < τ is equivalent to t < x T β 0 , and
Therefore, when plugging in the true β 0 and F 0 into M, we get 
), by assumption A1,
where Ξ denotes a p-element subset of {1, 2, · · · , n}.
(1.2) For any > 0 and β ∈ B, (1.5') Let {a n } be a sequence of positive numbers approaching zero as n → ∞. Note
follows from Chebyshev's inequality that 
Proof of
which is continuous at β 0 and of full rank under assumption A3. For all β ∈ B, we define the functional derivative of
. Firstly, it's easy to verify that for β such that
small. In this case,
By expanding G{F −1 (τ |x)} (treated as a function of ) around = 0, and using the fact that
(Example 20.5 in van der Vaart, 1998), we obtain
Therefore, for β such that
Following the routine Taylor expansion, we can verify condition (2.3) under assumptions A1 and A2. We now verify condition (2.6). Combining (23) and (24), we have
It follows from Theorem 2.3 of Gonzalez-Manteiga and Cadarso-Suarez (1994) that under assumptions A2-A5,
are independent random variables with mean zero and finite variances for any given t and x.
We now plug this linear representation ofF
Using standard change of variables and Taylor expansion arguments, and the assumption that K(u)du = 1, we obtain
where (27) is a random vector with mean 0 and E φ(Y i , δ i , x 
The proof for (12) 
