and inference in cointegrated models is examined in the presence of deterministic trends in the data. It is suggested that trends be excluded in the levels regression for maximal efficiency. Fully modified test statistics are asymptotically chi-square. A chi-square test for the validity of trend exclusion is presented.
Introduction
A vector of random variables is said to be cointegrated if a linear combination of the variables has a stationary distribution, yet considered individually, each element is integrated of order one [Z(l) ]. The latter processes are nonstationary in levels, but stationary after differencing.
A new body of statistical theory has developed for the estimation of these cointegrating vectors; see, for example, Engle and Granger (19871, Stock (1987) , Johansen (1988a, b) , Park and Phillips (1988,1989) , Phillips (1988 Phillips ( ,1991 , Phillips and Hansen (19901, and Sims, Stock, and Watson (1990) . Much of this literature has abstracted away from the presence of deterministic trends in the regressors.
Many macroeconomic variables which are commonly described as Z(1) such as GNP, consumption, or the price level are actually best *This paper was motivated in part by discussions with Don Andrews and Masao Ogaki. I would like to thank an associate editor for a careful reading of the paper. I have also benefited by helpful comments and advice from Bill Brown, two referees, and seminar participants at Queen's University.
0304-4076/92/$05.00 0 1992-Elsevier Science Publishers B.V. All rights reserved thought of as 'Z(1) with drift', which is the sum of an Z(1) process with zero-mean increments and a linear trend. The theoretical literature and econometric practice has been to detrend the data, often by inclusion of a linear trend in the levels regression. This has the advantage of rendering estimates of the cointegrating vector invariant to the presence of trends and simplifies the asymptotic theory. Some exceptions should be noted. West (1988) explicitly examines the case of a single nonstationary regressor without detrending. His analysis, however, does not generalize to multiple regression, as pointed out by Park and Phillips (1988) . These authors provide a preliminary analysis of the effects of failing to detrend when the regressors have drift (their theorems 3.5 and 3.61, but emphasize the degenerate nature of their limiting representations and fail to consider inference based upon these estimates or contrast the relative efficiency of these estimates versus those obtained under detrending. Johansen (1988b) sets up a Gaussian vector autoregression (VAR) with possible drift estimated by maximum likelihood without detrending and finds that likelihood ratio and Wald test statistics are asymptotically chi-squared. Sims, Stock, and Watson (1990) allow for trends in a VAR framework and achieve similar results. This paper examines regression estimation methods, focusing on the semiparametric corrections proposed in Phillips and Hansen (1990) and the residual-based tests for cointegration proposed in Engle and Granger (1987) and Phillips and Ouliaris (1990) . The central result is that d&rending has adverse effects upon the precision of estimation, while the asymptotic distributions of the Phillips-Hansen fully modified test statistics are chi-square regardless of detrending procedures. The maintained assumption is that the cointegrating error is stationary, as might be expected from a theory of long-run equilibrium. General trend processes are allowed for the regressors. A second result uncovered is that cointegration tests are not invariant to the actual trends in the data, if the data is not detrended. The distributions under the null and alternative hypotheses are sensitive to the true trend processes and detrending procedures.
Section 2 introduces the model. Section 3 outlines a theory of least squares estimation. Section 4 develops an asymptotic theory of fully modified estimation. Section 5 develops a theory of inference for tests on the cointegrating vector and for the presence of a trend in the cointegrating relationship. Section 6 examines residual-based tests of the hypothesis of no cointegration. Some extensions are discussed in section 7. Proofs of the theorems are left to the appendix.
The notation follows that of Phillips and Hansen (1990) . The symbol * denotes weak convergence, = denotes equality in distribution, and [*I denotes 'integer part'. Brownian motion B(r) on [O, 11 is frequently written as B to achieve notational economy. Similarly, the integral /dB(s)ds is written more simply as /a'B. Vector Brownian motion with covariance matrix 0 is written BM(fi). We use 11 All to represent the Euclidean norm tr(A'A)'/' of the matrix A. Finally, all limits given in the paper are as the sample size T + CC unless otherwise stated.
Model
We shall be working with an (n + l)-dimensional time series {y,}; partitioned as
(1) n and generated by the system
The initialization of this system is at t = 0 and y0 may be any random variable.
Our first assumption characterizes the innovation vector u, = (z&, u;J.
The random sequence {ut} is mean zero and a-mixing with mixing coefficients (Y, such that ~~=1~~-2)/4" < CC and SU~,EIU~LL,I~ < 00 for some v > 2. In addition,
Condition (U) permits quite general forms of temporal dependence, heterogeneity, and endogeneity.
Note that 0 > 0 requires that S,, is Z(l), but excludes cointegration among the elements of S,, and 'multicointegration' [see Granger and Lee (199011. (U> implies that the partial sum process S, = ciuj satisfies the multivariate invariance principle
O<r<l.
The univariate result was shown by Herrndorf (1984) and was extended to the multivariate case by Phillips and Durlauf (1986 
The restriction to univariate models (yi, is scalar) is unimportant. The generalization to arbitrary dimensions is straightforward and omitted. Also, an intercept is excluded from (2) only in order to ease exposition of the main argument. It should be emphasized that our results in no way depend upon this abstraction.
The m elements of k, in (3) are positive integer powers of time. That is,
In most applications k, will be either a time trend (p = 1) or a quadratic (pl = 1, p2 = 2). For expositional ease we will refer to k, as the 'trend', and variables which are projected orthogonal to k, as being 'detrended'. This is not meant to restrict attention to linear trends, and the extra generality which is allowed will remain implicit. (1988, 1989) and Phillips and Hansen (1990) primarily consider estimation of the unrestricted model
where y = (a', p') ', x, = (y;,, kil'. Denote the least squares estimate of y in (7) by q and the estimated residuals by Li,,. Even if we maintain p = 0, unrestricted estimation of (7) In the restricted regression, yzI is not detrended by k,, so its behavior is driven in part by the asymptotic behavior of k(r).
In order to develop an asymptotic theory, we have to find an appropriate weighting matrix which allows the reweighted regressors to converge weakly to a full-ranked process. Phillips and Hansen (1990) A similar result is needed for y,, alone. This is complicated by the fact that if we define rm as the right-most column of II, then
and this limit n x rz moment matrix has rank one. [Note that r,,, # 0 under (WI If n > m, we need to develop a sequence of weights which yield a nondegenerate design matrix in the limit. Construct an n x (n -m) matrix II* which spans the null space of 17 and c= [C,,C,] = (zz*(n*'R22zI*)-1'2,zz(zm)-1). The distributions in Theorem 1 are plagued by a number of nuisance parameters; particularly, A,, and w2, which describe the nature of the serial and long-run dependence of uZ1 and u tt. This implies that unadjusted least squares does not lead to a parameter-invariant theory of inference. Two alternatives are available: inclusion of stationary covariates to orthogonalize the error term or the semi-parametric correction of Phillips and Hansen (19901, which they call fully modified estimation. Both procedures can yield mixture normal asymptotics.
In the next section we will consider the Phillips-Hansen approach, but the main results will apply to both procedures. See Phillips (1988, 1991) or Johansen (1988a, b) for discussions of alternative parametric approaches.
Fully modified estimation
The fully modified estimates proposed in Phillips and Hansen (1990) make use of firstistage estimates of the long-run covariance matrix 0. While any consistent estimate of 0 will produce the same asymptotic distributions, we discuss a specific class of kernel estimates for concreteness.
Set ~2, = (Lilt, &)l, where filt is the least squares residual as defined before and fix1 is the residual from a regression of Ay,, upon Ak,. This requires the knowledge of the drifts Ak, which drive y21. w(x) is continuous at zero and for almost all x E R; /,lw( x)1 dx < w; for all A E R, /mmw( x)epixh 2 0.
( W)
This class of estimates has its origin in the literature on spectral density estimation.
(When U, is weakly stationary, 0 is proportional to its spectral density matrix at frequency zero.) Kernels which satisfy (W) include Bartlett:
Ixlll, 0 otherwise; Parzen:
I 0 1 -6x2 + 61~1~ for otherwise; 05 1x1 I+,
In a recent study of kernel estimates of covariance matrices, Andrews (1991) shows that the quadratic spectral kernel has the best performance with respect to asymptotic truncated mean square error (MSE). In applications, however, it is frequently found that the choice of kernel is of secondary importance to the choice of the bandwidth parameter M, which is sometimes called the lag truncation number. We assume: Lit+= Ulr -h,2&21G2,.
Similarly, define h + using C,, in place of li,,. A similar argument to the proof of Theorem 2 yields
The fully modified estimate for the unrestricted model is and the fully modified estimate for the restricted model is
Theorem 3. and B,., is independent of J, and JR.
The distributions in Theorem 3 are full ranked, median unbiased, and mixture normal. Both &+ and &+ are consistent and their limiting distributions are free of nuisance dependencies.
As is well known, restricted coefficient estimation is more efficient than unrestricted estimation. Thus, if economic theory suggests that 1 y ,, -y;,cy} should have an equilibrium relationship (the discrepancy should not contain a trend), then p = 0 and this restriction should be imposed in the estimation process. Estimation of the unrestricted model in earlier work has been motivated primarily to render a 1 + tractable asymptotic theory of inference, and not because the restrictions were believed to not hold. An asymptotic theory of inference is developed in the next section which fills this gap.
Hypothesis testing
Hypothesis tests of interest will take two forms: (i) restrictions on the cointegrating vector cr and (ii> restrictions on p in (7) (most commonly, p = 0). The latter test will be of primary importance as a verification that (Y can be estimated without inclusion of a trend term in the regression. We show that hypothesis tests constructed using the fully modified estimators have asymptotic chi-squared distributions.
Tests on the cointegrating uector
We consider test of linear hypotheses H,:
Q'a = c, rank(Q) = q.
Define the Wald statistic constructed from E = 2 or ti: This useful extension is left to future research.
Tests on the regression trend
The efficiency gains can be realized only if p = 0 in eq. (7). This suggests that we may wish to test the hypothesis H,:
P=O,
using p^' from (13). Phillips and Hansen (1990) G&j+) -+ci xi.
Theorem 6 allows for general drift in the regressors, yet yields an asymptotic chi-square test. This enables applied researchers to start with the unrestricted specification, test for p = 0, and then estimate the restricted equation if it is compatible with the data. The standard caveat about sequential hypothesis tests should be noted. In a context of low power, mere lack of rejection of an hypothesis does not mean that it is in fact true. Implementation of such tests should be handled with appropriate caution.
Testing for cointegration
An important application of our theory is to tests of the hypothesis of no cointegration. Engle and Granger (1987) suggested that the residuals from OLS estimation of the cointegrating regression be examined for the presence of a unit root in the autoregressive representation. They suggested several such tests, the most popular probably being the augmented Dickey-Fuller (ADF) test, originally suggested by Said and Dickey (1984) in the context of univariate unit root testing. A first attempt at a distributional theory was provided by Engle and Yoo (1987) and recently extended and generalized by Phillips and Ouliaris (1990) .
Phillips and Ouliaris examined both the ADF test and the Phillips' Z(a) and Z(t) tests suggested by Phillips (1987) in the context of univariate unit root testing. They derived the asymptotic distributions of the test statistics under the assumption that no deterministic trends are present in the regressors or the regression equation. The tabulated distributions they present imply that they understood their results to generalize to the presence of trends. It is not clear exactly how they meant this generalization to be allowed [i.e., allowing for trends in the regressors only if trends are included in the levels regression as in Park and Phillips (1988) and Phillips and Hansen (1990) ]. It turns out that the actual limiting distributions are quite sensitive to both the actual trends in the regressors as well as the detrending procedures, as we now show. Explicitly examined are the Z((Y) and Z(t) tests. The results will apply as well to the ADF test.
Since the null hypothesis is no cointegration, (2) is invalid. We instead make the alternative assumption that y,, is generated by
and y2, is generated as before. We consider two procedures. The first is the unrestricted OLS regression The statistics for the restricted regression are constructed from 5, in the same way. The absolute value of the critical values are reported for one-tailed tests of size lo%, 5%, and l%, for the cases of n = 1, 2, and 3. The data is assumed to be demeaned.
To obtain the critical values for the unrestricted regression, use Phillips and Ouliaris (19901, tables Ic and IIc, or tables 1 and 2 here with n # 0 and n + 1. The most striking fact about tables 1 and 2 is that the asymptotic critical values depend very little upon the nature of the regressors. Essentially, the critical values only depend upon the number of nonstationary regressors (counting the deterministic trends if included). This suggests a useful practical device.' Since it is advantageous to have a test procedure which does not depend upon nuisance parameters (such as knowledge about the true nature of trends in the data), it is reasonable to use the larger of the two critical values tabulated (if critical values were tabulated also incorporating a quadratic in time, then this could be considered in some cases as well). Thus, if two regressors are included as independent variables, then the practical critical value for the Z(b*) statistic would be 27.1, and for the Z(t'*) statistic it would be 3.80.
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As mentioned above, it seems reasonable that cointegration tests constructed using a smaller number of regressors would be more powerful 'I owe this suggestion to an anonymous referee.
against the alternative of cointegration. Specifically, exclusion of deterministic trends from equilibrium relationships will increase the likelihood of rejection of the null when the data is cointegrated.
This can be illustrated with a simple Monte Carlo exercise. The model is Y1r = aY22 + u, , u,  and gl =(a rf, a2,Y are independent N(0, I,) draws, The test statistics are invariant to (Y, leaving one nuisance parameter, r, which is set at two values, zero and one. The null hypothesis of no cointegration holds when p = 1, and the alternative holds for p < 1. We estimate the unrestricted model, y,, = fi + &y2t + 7j2t + ii,, and the restricted model,
The Phillips Z(@*> test using a Bartlett kernel with four lags is mounted on the estimated residuals from the two regressions.
(A simple Dickey-Fuller test would be appropriate in this model, but it seems more reasonable to make the correction for possible serial correlation as would be done in practice.) Sample size is set at 50, to emphasize small sample considerations, and 5,000 replications are used. To assess size distortion, tables 3 and 4 report the null rejection percentages using the asymptotic critical values (for size lo%, 5%, and 1%) under the parameter settings 7~ = 0 and 7~ = 1. The first line is the test based on the unrestricted regression, which uses the critical values reported in table 1, y1 = 2, II7 f 0. The second and third lines are the tests based upon the restricted regression. There are two choices for critical values from table 1, n = 1: II # 0 and IT = 0. The first is appropriate when r = 1, and the second is appropriate when ir = 0. Tests based on both critical values are reported in the second and third lines of the tables.
The size distortion shown in tables 3 and 4 is fairly mild (especially noting that the sample size is only 50). The distortion is generally conservative (underrejection).
We have conjectured that cointegration tests based on the restricted regression are more powerful than cointegration tests based on the unrestricted regression. Figs. 1 and 2 show the size-adjusted Monte Carlo power functions of the two procedures (using the exact finite-sample critical values for tests of size 5%). Rejection frequencies were evaluated at ten values of The asymptotic analysis of sections 3, 4, and 5 generalizes in the obvious way. 
(A.1) (A.21
Now note that ,--B,,-B,,+B,,, say. (A.3) Condition (U) is stronger than the conditions of lemma 1 of Andrews (19911, which is sufficient for his proposition 1, which implies
(A.41 
Proof of the Lemma
Without loss of generality we will prove the Lemma for the case that the submatrices Dji are scalar. Partition Q' = (Q,, Q2,. . . , QJ. We construct  B' = (B,, B,, . . . , B,) using the following modification of the Gram-Schmidt procedure. Set QT = [Q,, . . . , Qi_ll and BF = LB,, . . . , Bi-11. Notice that say, as T --) 00, where rank(R) = m. Therefore, -and
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Standard manipulations and the CMT yield the result. 0
Proof of Theorem 7
The proofs of (a) and (c) We see from (A.131, (A.141, (A.151, and (A.17 
