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1 Proof of Lemma 8.3











Proof – Fix h ∈Hd and denote µh the distribution of Xh. Since dimS(h)≤ d, one
may consider that Xh is Rd-valued and that µh is of support in R
d . Hence, for all





























since, under assumption (A3), the variable Xh is Bd(0,R)-valued. Now, for all






(see e.g. Proposition 5 in Cucker and Smale, 2001). Thus, given ε > 0, one may





























Then, since for all t ∈ [0,1] we have t(1− t)n ≤ 1
n














Now write Cn :=
(4R)d
n



























































which concludes the proof. 
2
Proof of Lemma 8.3 – Fix k ∈ {1, . . . ,n}, ρ > 0 and h ∈ Hd(ρ) such that ‖h−
h∗‖∞ ≤ ρ . To ease notations we set




















































∣∣∣X ,S ])2 ∣∣∣X]
=: E1+E2.




















∣∣∣X ,S ])E[rˆh(h(X))−E[rˆh(h(X))∣∣∣X ,S ]∣∣∣X ,S ]∣∣∣X]
= 0.
3






































































=: J1+ J2+ J3.
Since r = rh∗ ◦h∗ and rh∗ ∈ G , assumptions (A4) and (A5) lead to
J1 ≤ 3K2ρ2 and J3 ≤ 3L2ρ2.























, j = 1, . . . ,k,
and denote by Z
(1)










Therefore, by Jensen’s inequality and lemma 1.1, we have
















































where we have used the fact that if i 6= j ∈ {n+1, . . . ,2n}
E
[
Wi(h,h(X))(Yi− r(Xi))Wj(h,h(X))(Yj− r(X j))
∣∣∣X]= 0.
Using the properties ∑
2n
i=n+1Wi(h,h(X)) = 1, Wi(h,h(X)) ≤ 1k and |Yi − r(Xi)| ≤
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