Abstract: Exchangeable sequences of random probability measures (partitions of mass) and their corresponding exchangeable bridges play an important role in a variety of areas in probability, statistics and related areas, including Bayesian statistics, physics, finance and machine learning. An area of theoretical as well as practical interest, is the study of coagulation and fragmentation operators on partitions of mass. In this regard, an interesting but formidable question is the identification of operators and distributional families on mass partitions that exhibit interesting duality relations. In this paper we identify duality relations for a large sub-class of mixed Poisson-Kingman models generated by a stable subordinator. Our results are natural generalizations of the duality relations developed in Pitman [23] , Bertoin and Goldschmidt [2] , and Dong, Goldschmidt and Martin [7] , for the two-parameter Poisson Dirichlet family. These results are deduced from results for corresponding bridges.
Introduction
Exchangeable sequences of random probabilities living in the space P = {s = (s 1 , s 2 , . . .) : s 1 ≥ s 2 ≥ · · · ≥ 0 and ∞ i=1 s i = 1}, and corresponding exchangeable random probability measures on [0, 1], defined as
where (U i ) are iid Uniform[0, 1] variables independent of (P i ) ∈ P, play an important role in a variety of areas in probability, statistics and related areas, including Bayesian statistics, physics, finance and machine learning. Some references, are as follows [5, 8, 9, 6, 11, 14, 27, 16, 17, 24] . Our primary references in this paper will center around applications to coagulation/fragmentation phenomena. For a general summary of some of these applications, and for the concepts and notations we use in this exposition, we refer to the monographs [1, 22] , and also [4] . One of the most interesting examples in the literature is the two-parameter Poisson-Dirichlet family of laws on P, say PD(α, θ), indexed by 0 ≤ α < 1 and θ > −α, as discussed in [26] . The corresponding PD(α, θ)-bridge, denoted as P α,θ (p), is the random distribution function defined by setting (P i ) ∼ P D(α, θ) in (1.1). The Poisson-Dirichlet (α, θ) family arises in connection with the lengths of excursions of Bessel processes and often appear, in some guise, in the study of phenomena involving positive α-stable subordinators and/or gamma subordinators. These processes also play an important role in Bayesian statistics and machine learning. See Bertoin [1] for applications to coagulation/fragmentation phenomena and Ishwaran and James [11] [see also Pitman [24] ]for applications to Bayesian statistics, where in particular P α,θ is referred to as a Pitman-Yor process. Under this name the process has also been applied to problems arising in natural language processing, see for instance [28, 30, 31] . In fact as shown explicitly in [30] , these methods are working with coagulation/fragmentation operations at the level of the Poisson Dirichlet random probability measures (bridges). They show these connections lead to a significant reduction in the complexity of an ∞-gram natural language model. When θ > 0 and α = 0 P 0,θ is a Dirichlet process made popular by Ferguson [8] .
In regards to general (P i ) ∈ P an interesting question arising in the study of coagulation and fragmentation processes [1, 22] is as follows. For X, Y random exchangeable sequences in P, describe in an informative way the conditional distribution of X|Y and Y |X. Naturally X and Y should also have some interesting interpretations. We also note that it is not necessarily the case that both laws X and Y are initially known. This is the essence of what is known as a coagulation-fragmentation duality, and is generally a difficult problem. Generically this duality can be read using the following diagram for X, Y in P, More recently, using the PD(0, θ) family, Bertoin and Goldschmidt [2] describe an additive duality relationship where X ∼ PD(0, θ) and Y ∼ PD(0, 1 + θ). This additive duality is generalized to the PD(α, θ) family in Dong, Goldschmidt, and Martin(DGM) [7] . Their results can be represented as follows, for θ > −α, and 0 ≤ α < 1, Frag − PD(α, 1 − α)
We will give a precise meaning of the Coag/Frag operators later. In general, it is not clear how one can obtain similar results for other (α, θ) parameters values or other families in P. In this paper we, using results we develop for bridges, identify a large class of laws on P where explicit duality relations exist. These can be seen as natural extensions of the results in [23, 2, 7] . The class represents a sub-class of Poisson-Kingman mixtures generated by stable subordinators that we denote as having laws P α (ζ), where ζ denotes a non-negative random variable. We describe more details of this class as well as relevant result for more general processes in the next section.
Exchangeable bridges and partitions
Following Bertoin [1, Definition 2.1, p.67],(see also Pitman [22, section 5] ), an infinite numerical sequence s = (s 1 , s 2 , . . .) is said to be a mass-partition if s is an element of the space,
The quantity 
for (U i ) a sequence of iid Uniform[0, 1] random variables. If s ∼ P, i.e. if s is randomized according to some law P, then b s is said to be a P-bridge. It follows that P is a subspace of P m such that ∞ i=1 s i = 1. Furthermore, for all s ∈ P m , Rank(s 0 , s) ∈ P. Hence we see that the random probability measure in (1.1) is a P-bridge , with (s i ) d = (P i ) ∈ P distributed according to some law P with imsart-generic ver. 2009/12/15 file: ArGibbsBridges.tex date: August 17, 2010 s 0 = 0. An important property, which we shall exploit, is that the law of the P-bridge is in bijection to the law of the sequence (P i ) ∼ P. Additionally let
denote the right continuous inverse of the bridge. Equivalently this is a random quantile function. An exchangeable partition of [n] = {1, 2, . . . , n} generated from an exchangeable bridge, say b s , can be obtained by the equivalence relations
). An infinite partition, Π of N is formed by considering a countably infinite set of uniforms. The distribution of such infinite exchangeable partitions is referred to as an exchangeable partition probability function (EPPF). We see that the random probability measure in (1.1) is a P-bridge , with (s i ) d = (P i ) ∈ P distributed according to some law P with s 0 = 0. An important property, which we shall exploit, is that the law of the P-bridge is in bijection to the law of the sequence (P i ) ∼ P, and also to the corresponding EPPF , specifying the law of the exchangeable partition Π with ranked frequencies (P i ), which we shall refer to as a P-EPPF. In this manuscript we will also utilize properties of simple bridges. In particular if s = (u, 0, . . .) is a simple mass-partition then b u (y) = (1 − u)y + uI (U1≤y) is referred to as a simple bridge. If u = s 1 is a random variable then one has a randomized simple bridge given by,
Poisson Kingman distributions determined by a stable subordinator
Recall from Pitman [20] , that for 0 < α < 1 a sequence (P i ) has a PoissonKingman law generated by a α-stable subordinator with mixing distribution η, say PK α (η), if its law can be constructed as follows; Let (J i ) denote the ranked jumps of a stable subordinator such that T = ∞ k=1 J k is equivalent in distribution to a positive α-stable random variable, with density denoted as f α (t) and whose log Laplace transform is given by −Cω α for some constant C > 0 and each ω > 0. Hereafter, due to scaling properties, we can take C = 1. Set (P i = J i /T ), then it follows that (P i ) has a PD(α, 0) distribution. Denote by PD(α|t) the conditional distribution of (P i )|T = t, then
The P D(α, θ) laws arises as a special case by choosing η(dt)/dt proportional to t −θ f α (t), which is the density of a polynomially tilted stable random variable. The classical Poisson-Dirichlet case, PD(0, θ), arises by letting α go to zero in an appropriate sense. An important feature of the general PK α (η) class of laws and its limiting cases, is that as shown in [20, 22, 10] , see for instance Pitman [20, Theorem 8, p.14] , that these are the only cases where the EPPF of an infinite exchangeable random partition Π with ranked frequencies (P i ) has Gibbs form. Additionally, we will make use of the following fact, if T is a random variable with distribution η, then, from Pitman [20, Proposition 13, p.20] , S = T −α is the α-DIVERSITY of the PK α (η) partition. That is, if K n denotes the number of distinct blocks of a PK α (η)-EPPF partition of [n], then K n /n α converges almost surely to S as n converges to ∞, and almost surely,
In other words S and T are completely determined by the corresponding (P i ) sequence.
The P α (ζ) family
As mentioned in the introduction, in this paper we show that one can extend the results of Pitman [23] and Bertoin and Goldschmidt [2] , Dong, Goldschmidt, and Martin(DGM) [7] to a large class of processes whose P law is given by PK α (η * ), where η * belongs to a class of mixing distributions corresponding to random variables of the form,
. ζ is a non-negative random variable taken independent of (τ α (s), s > 0), which is a generalized gamma subordinator whose Lévy exponent, i.e. its -log Laplace transform of τ α (1), is given by
for ω > 0. The conditional density of T |ζ is given by
and the hence the density of T can be expressed as,
where F ζ denotes the distribution function of ζ. Hence, if ζ is random, a conditional distribution of ζ|T = s is specified by
3)
It follows that, for fixed α, the law of (P i ) ∼ PK α (η * ) varies according to the distribution of ζ, and hence we denote this law as P α (ζ) := PK α (η * ). Importantly, the corresponding P α (ζ)-bridge can be written as
where, ( = γ θ/α where γ θ/α denotes a random variable with a gamma distribution with shape parameter (θ/α), and scale 1, then P α (γ θ/α ) = P D(α, θ) for θ > 0. Note this does not include the case of PD(α, θ) for −α < θ < 0. However P α (0) = PD(α, 0). Furthermore when ζ = b is a positive constant, P α (b) corresponds to the case of the Poisson-Kingman model determined by the generalized gamma subordinator as described in Pitman [20, Section 5.2] . In this case the bridge Q α,b has been studied from a Bayesian perspective in [13, 18, 19, 15] . However it is evident that, due to the generality of ζ, the class of P α (ζ) laws is significantly larger than the special cases mentioned.
In order to establish our results we will work directly with P α (ζ)-bridges, Q α,ζ . In fact, we will show that working with Q α,ζ is rather transparent in terms of identifying which laws on P are related in the sense of Coag-Frag operators. While the operators we discuss are of similar type to those in [23, 2, 7] , we cannot rely on the fine properties of the PD(α, θ) family utilized by those authors. For example, one can show that the coagulation operators in [23, 2, 7] are in bijection to the operation of composition of independent bridges. The dual relationship between compositions of independent bridges and coagulation operations can be found in the works of Bertoin and Le Gall, [1, 3, 4] and Pitman [22, Lemma 5.18] . Our coagulation operations will be defined via the compositions of generally dependent bridges. Nonetheless, for a given input sequence (p i ), we are able to give good descriptions of the conditional distribution of the relevant coagulation operator, which as we shall show reduce to conditional distributions given the DIVERSITY or local time determined by the input sequence. We will also show that the dual fragmentation operators are exactly the same as those used in [23, 2, 7] , where, in contrast to the coagulations operators, our inputs are indeed independent of the respective PD(α, −αδ) and PD(α, 1 − α) fragmenting variables in P.
Pitman style coagulation and fragmentation operations for P α (ζ).
In order to establish an analogue of (1.2) for the P α (ζ) family of laws we first identify an appropriate coagulation operation. As we mentioned in the previous section there is a close relationship between the notion of coagulation operators on P, or in terms of corresponding exchangeable partitions, and the idea of composition of bridges, say
where (V k ) and (U k ) are independent sequences of iid uniform variables, and independent of these, (P (1) k ) and (P (2) k ) have marginal laws on P denoted as P (1) imsart-generic ver. 2009/12/15 file: ArGibbsBridges.tex date: August 17, 2010 and P (2) . For instance, following Bertoin [1, Section 4] a coagulation operation on partitions can be defined by the composition
in terms of partitions induced by the relation
If viewed in stages, one first creates a partition following the law of the P (2) -EPPF associated with F 2 by the relationship 
is equivalent in distribution to the sequence in P induced by the composition of bridges F 2 • F 1 . Hence under these specifications, setting (P
In the literature it is usually assumed that the sequences (P
i ) are independent, which would mean that the interval partition (I
) is independent of (P (2) i ). In terms of the relation (3.1) this means that the merging of blocks in the second stage only depends on the number of blocks K (2) n = k and is otherwise conducted independently with respect to a P (2) -EPPF. This is case for the operator defined in (1.2). However it is clear, working with the explicit constructions of P 1 and P 2 , and using the relation (3.1), that (P
i ) still makes sense except now its distribution is a bit more complicated.
We now show that the relevant coagulation operator for the P α (ζ) class is of this form, but despite this extra dependence we will be able to show that its distribution can be described quite clearly.
Compositions of P α (ζ)-bridges and resulting Coag operators
For 0 ≤ α < 1 and 0 ≤ δ < 1, let τ α and τ δ denote independent generalized gamma subordinators with laws specified by (2.2), where in the second case α is replaced by δ. Then for a common random variable ζ, define bridges , that Q δ,ζ is a PD(δ, θ/α)-bridge and Q α,τ δ (ζ) is a PD(α, θ)-bridge. When ζ = 0, the bridges reduce to the case of PD(δ, 0) and PD(α, 0) We can deduce further from Pitman and Yor [26, p.877-878 ] that these are the only cases where the bridges Q α,τ δ (ζ) and Q δ,ζ are independent. Nonetheless, it is obvious by construction that the composition of these bridges yields
Note that we use the fact that
Hence, this allows us to write
where an initial description of P δ (ζ) − Coag is given in the next proposition.
Proposition 3.1. Considering the bridges in (3.2) , let (I P j , j > 1) for P = P δ (ζ), denote the interval partition induced by the P δ (ζ)-bridge Q δ,ζ . Writing
it follows that the marginal distribution of the sequence (P k ) ∼ P α (τ δ (ζ)), but is not in general independent of the P δ (ζ) interval partition (I P j , j > 1).
(i) However, from (3.3) it follows that
where the conditional distribution of the P δ (ζ) interval partition (I P j , j > 1) given (P k ) = (p k ) is not independent of (p k ), and is otherwise determined by the constructions in (3.2) .
The description of the distribution of the P δ (ζ) − Coag operator in statement [(ii)] is rather vague. We now provide a much better description. In regards to the bridges defined in (3.2), set
is the δ-DIVERSITY of P δ (ζ) and T
−α 2
is the α-DIVERSITY of P α (τ δ (ζ)). Hence they are completely determined given realizations from the respective P δ (ζ) and P α (τ δ (ζ)) sequences in P. Now setting T 1 = s it follows that
Applying Bayes rule a conditional density of T 1 |T 2 = v, ζ is given by
Hence it follows that a conditional density of T 1 |T 2 = v is given by 
, where this indicates that the particular realization (p
where for fixed (p
interval, with
That is, the conditional distribution of the P δ (ζ) interval partition given (p
k ) only depends on T 2 , and equates with the interval partition of a Poisson-Kingman law generated by a δ-stable subordinator with mixing distribution η (v) defined in (3.9) . Equivalently the conditional distribution of the marginally
Proof. Noting (3.8), it follows from Pitman and Yor [26, p. 877, see eq. (96) and (97)], that the bridges Q δ,ζ , Q α,τ δ (ζ) , are conditionally independent given T 1 = s and T 2 = v, and ζ, and have PD(δ|s) and PD(α|v) distributions respectively. Hence the conditional distribution of the bridge Q δ,ζ given (
k ), equates with the conditional distribution of Q δ,ζ given T 2 = v. Which is obtained by finding the conditional density of T 1 |T 2 = v.
In the next result, we show that the construction of the bridges in (3.2), and the results discussed in Pitman and Yor [26, p. 877] , identifies a coagulation operation expressed in terms of conditionally independent processes. 
That is to say a generalized gamma bridge. (iv) Conditional on
Where the law of ζ depends conditionally on T 1 = s, and is specified by 
8). Statement [(v)] follows as a consequence of statements [(i)] to [(iv)].
The result shows that by conditioning on T 1 = s, where T −δ 1 is the δ−DIVERSITY corresponding to P δ (ζ), that the composition of dependent bridges described in (3.3), can be first expressed in terms of the composition of conditionally independent bridges, all of which depend on a parameter s. Call a bridge a P (s) α,δ (ζ)-bridge if its law is equivalent in distribution to the conditional distribution of Q α,τ δ (ζ) • Q δ,ζ given T 1 = s. Then there is the following relation, PD(δ|s) − Coag where relative to (3.11), for an input (
where now (I PD(δ|s) j ) denotes a PD(δ|s) interval partition that is independent of the input sequence (P k ) = (p (s) k ) but otherwise they depend on a common parameter s. It follows that the relation (3.4) arises from (3.11) by randomizing s −δ according to the law of the δ−DIVERSITY of P δ (ζ). The diagram in (3.4) can hence be expressed in terms of random partitions on [n] as follows. Step 1. Draw a variable S having the law of the δ−DIVERSITY of a P δ (ζ) exchangeable partition.
Step 2. Setting S −1/δ = s, form a random partition {B 1 , . . . , B Kn } of [n] according to a P α (ζ 1/δ s)-EPPF.
Step 3. Merge these K n blocks according to an independent PD(δ|s)-EPPF. This scheme produces a random partition of [n] according to a P αδ (ζ)-EPPF.
Fragmentation
From Pitman [22, p.112] , for an input (
where (Q i,j ) j≥1 has distribution P for each i, and these sequences are independent as i varies. In other words one splits the input (P i ) multiplying each term by an independent sequence of elements in P having common law P. In the case of (1.2), the input has a PD(αδ, θ) independent of the (Q i,j ) j≥1 having common law P = PD(α, −αδ). In this section we will show that the same fragmentation operator PD(α, −αδ) − Frag((p i ), ·), applied to independent inputs (P i ) having law P αδ (ζ) gives the coagulation fragmentation duality for the P α (ζ) class that generalizes (1.2). Again we note that, unlike the coagulation operators discussed in the previous section, the input (P i ) is independent of the (Q i,j ) j≥1 , which agrees with the formulation in [23] . Nonetheless the validity of such results is not immediately obvious. In order to do this we first express these fragmentation operations in terms of an equivalent distributional relationship involving bridges. In particular, let (P (k) α,−αδ ) denote a collection of independent PD(α, −αδ)−bridges. Then it is known that the fragmentation results in [23] can be read in terms of the distributional equivalence of bridges, for y in [0, 1],
where (P k ) follows a PD(αδ, θ), distribution. The next result extends this to our setting.
α,−αδ ) of independent PD(α, −αδ)−bridges constructed from the collections of independent PD(α, −αδ) sequences (Q k,j ) j≥1 . Then,
Proof. Since the bridges are exchangeable, it suffices to verify (3.12) for some fixed y. For each fixed y, let H (y) denote the distribution function of the random variable P α,−αδ (y). Let Q αδ,ζ denote a P αδ (ζ)-bridge, and define the random probability measure
It follows that for each fixed y, (not path-wise), that
, where H (y) (1) = 1. Hereafter set τ αδ (ζH (y) (u)) := τ (y) (u) Now recalling the construction of Q α,τ δ (ζ) (y) as in (3.2), it follows that (3.12) is verified by showing that,
This will be done by establishing the equivalences of their joint Laplace transforms at positive points (ω 1 , ω 2 ). Notice that
Similarly,
Conditioning on τ δ (ζ), it follows using standard results for linear functionals of positive Lévy processes that the -log joint Laplace transform of the the left hand side of (3.13) is given by
imsart-generic ver. 2009/12/15 file: ArGibbsBridges.tex date: August 17, 2010 yielding, for fixed ζ,
Conditional on ζ, the joint -log Laplace transform of the right hand side of (3.13) can be expressed as
Furthermore, it is known from [29] , that for M := 1 0 g(u)P α,−αδ (du), for some positive function g, that
Setting g(u) = ω 1 + ω 2 I (u≤y) , it follows that
concluding the result.
Duality
We can now describe the duality relation in terms of the following diagram 
Where on the right hand side the PK δ (η (v) ) sequence and the input sequence are conditionally independent.
DGM type coagulation fragmentation duality for the P α (ζ) class
We now proceed to establish generalizations of the coagulation fragmentation duality, (1.3), described in Bertoin and Goldschmidt [2] , Dong, Goldschmidt, and Martin [7] . In order for us to identify the appropriate generalization of this duality, we first look at the fragmentation operation.
Fragmentation
The fragmentation operator Frag − PD(α, 1 − α) can be defined generically as follows. For an input sequence (P i ), splitting of this sequence is achieved by attaching an independent PD(α, 1 − α) sequence, say (Q i ), to the sized biased pick of (P i ), sayP 1 and then ranking the modified sequence. Hence for the fixed input (P i ) = (p i ), let (p * k ) denote the sequence remaining after the size biased pickp 1 is removed from (p i ), then Frag − PD(α, 1 − α)((p i ), ·) has the distribution equivalent to
In terms of (1.3), the input follows a PD(α, θ) distribution and hence it is known that the distribution of the size biased pickP 1
This can be expressed in terms of the following distributional equivalence that can be found in [21, 24, 26] , see also [12] for more details and references, 2) where the variables on the right hand side are independent. In this case, the distributional result for the fragmentation operation can be verified by the following result
Similar to the case of the Pitman's PD(α, −αδ) fragmentation operator that we applied to the P α (ζ) class in the previous section, we will show that the Frag − PD(α, 1 − α) operator is natural to use in this present setting. In order to identify the appropriate distributional relations we will need to establish generalizations of equations (4.2) and (4.3).
This can be written as,
imsart-generic ver. 2009/12/15 file: ArGibbsBridges.tex date: August 17, 2010 where the size biased pick from fron a P α (ζ) sequence can be represented as
is a P α (γ 1 + ζ)-bridge generally not independent ofP 1 . (ii) Now replacing I (U1≤y) by an independent PD(α, 1 − α)-bridge it follows that a P α (γ 1/α + ζ)− bridge can be represented as
(iii) Furthermore, in terms of its marginal distribution, the size-biased pickP 1 , which has distribution equivalent to the structural distribution of a P α (ζ) sequence, can be represented as
where the variables appearing on the right hand side are independent.
Proof. Similar to [24] for (4.2), statement [(i)] can be established by a Bayesian argument. Let X 1 denote a variable so that conditional on Q α,ζ its distribution is Q α,ζ . Then noting that conditional on ζ, Q α,ζ is a generalized gamma bridge, it follows that the posterior distribution of Q α,ζ given X 1 , ζ can be read from James, Lijoi and Prünster [15, Proposition 1, Theorems 1 and 2]. By scaling arguments, involving properties of the τ α subordinator, it follows that the unconditional distribution of Q α,ζ can be represented as,
where λ is a variable, appearing in James, Lijoi and Prünster [15, Proposition 1] for n = 1, equal in distribution to γ 1 /τ α (ζ). From this, it is not difficult to see that the distribution of (λ, ζ) is given proportional to
Manipulating this distribution easily shows that
The identification of the size-biased pick is a consequence of the Bayesian argument. For statement [(ii)], note that since
Pushing terms together and using the fact that γ (1−α)/α + γ 1 d = γ 1/α completes the result. Statement [(iii)] follows from standard beta-gamma algebra and the results we discussed above.
It is evident that the results in (4.4) and (4.5) leads to the validity of the fragmentation operator. Theorem 4.2. Let (P i ) := (P 1 , (P * k )), whereP 1 is obtained by sized biased sampling, denote a P α (ζ) sequence and let (Q i ) denote an independent PD(α, 1− α) sequence. Then Frag − PD(α, 1 − α)((P i ), ·), defined by (4.1), satisfies
Remark 4.1. The description of the structural distribution of P α (ζ) given in (4.6) is new. When ζ is a constant the result gives an explicit description of the structural distribution of a generalized gamma process that is discussed in [20, p.15] .
Coagulation via simple bridges
The fragmentation result now shows us that we need to find a coagulation operation such that when the random input is a P α (γ 1/α + ζ) sequence in P, the resulting distribution of the operator is P α (ζ). We first show that one can provide a generalization of the coagulation operator defined in Dong, Goldschmidt, and Martin(DGM) [7] using simple bridges.
We can describe this type of operator through the inverse of simple bridges. Recall the discussion on exchangeable bridges where a randomized simple bridge b s1 is defined in (2.1). The inverse of a simple bridge is denoted as b 
having length s 1 = 1 − s 0 and otherwise b
. Now in general for some exchangeable bridge of the form P (y) =
imsart-generic ver. 2009/12/15 file: ArGibbsBridges.tex date: August 17, 2010 Hence the law of sequence (Q k ) ∈ P, such that
(4.8)
Hence by fixing (P i ) = (p i ) in (4.8), for an input (p i ) we define the Coag operator s 1 − Coag((p i ), ·) as the operator,
When s 1 = β (1−α)/α,(θ+α)/α , (4.9) coincides with the operator in Dong, Goldschmidt, and Martin [7] . In that case, the beta variable is chosen apriori to be independent of the input. The next result shows that we need to choose s 1 generally dependent on the input. , and s (97)]. That is, conditioning on T it follows that (P k ) and s 1 are conditionally independent. It is then straightforward to obtain the conditional density of s 1 given T.
Duality
We can now describe the duality relation in terms of the following diagram We close with a formal statement. 
Which is described in [(iii)] of Theorem 4.3.
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