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Referat (abstract)
Image charge detection is presented as a possible candidate to realise deterministic ion
implantation. The deterministic placement of single impurities in solid substrates will
enable a variety of novel applications, using their quantum mechanical properties for
sensors or qubit registers. In this work, experimental techniques are used together with
theoretical calculations to develop, characterise and optimise the detection of charged
objects in a single pass through an image charge detector. In the main experimental
part, ion bunches are employed as a model system for highly charged ions in proof-of-
principle measurements with detector prototypes built in our labs. Image charge signals
are characterised in the time and frequency domain. Using a statistical measurement
and data analysis protocol, the noise and signal probability density functions are deter-
mined to calculate error and detection rates. It was found that even at an extremely
low signal-to-noise ratio of 2, error rates can be suppressed effectively for high fidelity
implantation. Aiming to improve the sensitivity, the maximum possible signal-to-noise
ratio is calculated and discussed in dependence on the design parameters of an optimised
image charge detector and the kinetic ion parameters. Lastly, a new ion implantation
set-up combining focused ion beam technology with a source able to produce highly
charged ions is introduced.
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Deterministische Ionenimplantation ist die Bezeichnung fu¨r Verfahren mit denen einzel-
ne Atome abgeza¨hlt und mo¨glichst pra¨zise in einem Substrat platziert werden ko¨nnen.
Einzelne, isolierte Fremdatome in einem reinen Kristall ermo¨glichen die direkte Beob-
achtung ihrer quantenmechanischen Eigenschaften mit optischen und elektrischen Me-
thoden. Das ist nicht nur grundlagenphysikalisch interessant, sondern ermo¨glicht neben
sensorischen Anwendungen zuku¨nftig wohl auch den Bau von Quantencomputern und
damit eine vo¨llig neue Art der Informationsverarbeitung. Des Weiteren sind bei immer
kleiner werdenden Halbleiterbauelementen die genaue Anzahl und Position der Dotan-
den entscheidend fu¨r die Funktionalita¨t auf kleinster Skala. Weltweit wird daher großer
Aufwand betrieben, deterministische Implantationstechniken zu entwickeln.
Fu¨r die Einzelionenimplantation ergibt sich das fundamentale Problem, dass der Teil-
chenstrom von einer konventionellen Ionenquelle zeitlich statistisch verteilt emittiert
wird. Gema¨ß der Poisson-Verteilung liegt die Wahrscheinlichkeit, ein einziges Atom an
einer bestimmten Stelle zu platzieren bei lediglich 37 %, wenn man im statistischen Mit-
tel ein Ion erwartet. In den u¨brigen Fa¨llen werden entweder mehr als ein oder kein Atom
platziert. Beides ist fu¨r die Funktionalisierung, mit erforderlichen langen Koha¨renzzeiten
quantenmechanischer Zusta¨nde und Verschra¨nkungen zwischen Atomen, inakzeptabel.
Schon fu¨r simple Anwendungen mit nur wenigen einzelnen Atomen strebt die Erfolgs-
quote fu¨r die Herstellung einer fehlerfreien Anordnung gegen null. Konzepte fu¨r leis-
tungsstarke Quantencomputer beno¨tigen hingegen hunderte oder mehr Qubits, d.h. im-
plantierte Atome.
Ziel dieser Arbeit war es, mit experimentellen und theoretischen Methoden ein neues
Verfahren fu¨r die deterministische Einzelionenimplantation zu entwickeln, zu optimieren
und zu charakterisieren. Die Grundidee basiert auf der Spiegelladungsdetektion (engl.
Image Charge Detection (ICD)). Die Ionen, die aus einer konventionellen Ionenquelle
emittiert werden, sollen dabei auf dem Weg zum Target im Durchflug durch einen Spie-
gelladungsdetektor registriert werden (Pra¨detektion). Der Detektor besteht aus meh-
reren zylindrischen Elektroden, in denen im einfachen Durchflug fu¨r eine kurze Zeit
die Spiegelladung des Ions induziert wird. Durch geometrische Parameter der Elektro-
den kann die Signalform gezielt fu¨r die spa¨tere Signalauswertung optimiert werden. Das
elektrische Rauschen der Versta¨rkerelektronik limitiert die Sensitivita¨t. Nur im Falle ei-
ner erfolgreichen Detektion wird das detektierte Ion durch ionenoptische Elemente zur
Probe durchgelassen und implantiert. Solange der Detektor lediglich elektrisches Rau-
schen bzw. uneindeutige Signale registriert, bleibt das Target von den ggf. undetektier-
ten Ionen abgeschirmt. Ein zentraler Vorteil dieser Pra¨detektionstechnik ist somit, dass
eine Detektionsrate von weit weniger als 100 % ausreichend ist, um trotzdem geringe
Implantations-Fehlerraten zu erreichen.
Im experimentellen Hauptteil der Arbeit wurden eigens konstruierte Spiegelladungs-
detektor-Prototypen eingesetzt. In den Messungen wurden Ionenpakete mit variabler
Anzahl an Ladungen als Modellsystem fu¨r einzelne hochgeladene Ionen benutzt, um
Spiegelladungssignale im Frequenzraum zu charakterisieren und die Detektion zu opti-
mieren. Auf Grundlage dieser Untersuchungen wurde ein Konzept fu¨r einen neuartigen
Spiegelladungsdetektor entwickelt. Im letzten Teil der Arbeit wird außerdem ein im
Aufbau befindlicher Einzelionenimplanter vorgestellt, der kommerziell verfu¨gbare FIB
(focussed ion beam) Technologie mit einer Quelle fu¨r hochgeladene Ionen und Metho-
den der Einzelionendetektion kombiniert.
Folgende zentrale Resultate gehen aus dieser Arbeit hervor:
 Einzelne Ionenpakete induzieren ein Spiegelladungssignal im einfachen Durchflug
durch eine Signalelektrode. Dessen Form und Amplitude la¨sst sich mit Hilfe des
Shockley-Ramo Theorems voraussagen.
 Mittels einer periodischen Anordnung von Signalelektroden ergibt sich ein Wech-
selspannungssignal mit bekannter Frequenz, dessen Amplitude proportional zur Ge-
samtladung ist und im Frequenzraum nachgewiesen werden kann.
 Selbst bei einem extrem niedrigen Signal-zu-Rausch Verha¨ltnis (SNR) von 2 ko¨nnen
experimentell 21 % der Ionenpakete im einfachen Durchflug nachgewiesen werden, bei
einer falsch-positiv-Fehlerrate von lediglich 0.1 %. Da das Ion vor dem Eintreffen an
der Probe detektiert wird (Pra¨detektion), ko¨nnen auch bei sehr geringem Signal-zu-
Rausch Verha¨ltnis falsch-positive Implantationen effektiv verhindert werden, indem
man eine geringere Detektions- und somit Implantationsrate in Kauf nimmt.
 Das SNR kann theoretisch abgescha¨tzt werden und wird durch drei separate Ein-
flu¨sse bestimmt: (i) kinetische Parameter des zu detektierenden Ions, (ii) elektrische
Charakteristika der ersten Versta¨rkerstufe und (iii) die spezifische Kapazita¨t der De-
tektorelektroden. Somit la¨sst sich das SNR nicht nur fu¨r eine spezifische Detektion
abscha¨tzen, sondern auch systematisch fu¨r neue Anwendungen optimieren.
 Unter der Voraussetzung, hochgeladene Ionen mit wenigen keV kinetischer Energie
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Ever since scientists gained a deeper understanding of the smallest constituents of mat-
ter, there has been the desire to be able to place and control single atoms and observe
their quantum mechanical properties [1]. During the last century, ion implantation be-
came the most significant technique for the placement of atoms in solid state samples,
enabling important advances in semiconductor fabrication. However, as transistors are
sought to be fabricated at an increasingly smaller scale, it becomes apparent that con-
ventional ion implantation is inherently limited. The exact number of placed atoms is
statistical; only averages can be set by the process parameters. This variation is tol-
erable for large devices on the micro-scale, but in a setting with less than ten dopant
atoms, the number and positions of single atoms determine the device behaviour [2, 3].
When single atoms exist in close proximity in an environment free from disturbances,
their interactions can be described using quantum mechanics. According to theoretical
knowledge developed in the last decades and initial experimental proof, single impuri-
ties could be used to create a novel type of computer, the quantum computer [4–7]. For
example, single donors in a semiconductor may each carry one valence electron. The
electron’s spin can be manipulated optically or electronically and coupled or entangled
with its neighbouring spin. Each atom becomes a qubit - a quantum bit. Similarly to a
classical bit, a qubit can be prepared in a |0〉 or |1〉 state. Moreover, it is able to take on
infinitely many distinct states on the Bloch sphere. The consequences of this quantum
superposition and the possibility of entanglement between qubits are mind-boggling. In
theory, specific quantum algorithms have been shown to perform prime factorisation
with an efficiency that would jeopardise current encryption standards [8]. At the same
time, single quantum objects are sources of single photons. Using these for quantum
communication offers the ultimate protection against any kind of eavesdropping [8]. Af-
ter the famous Kane proposal for a scalable silicon based quantum computer in 1998 [4],
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DiVincenzo came up with the eponymous criteria for a technology to become relevant for
quantum computing [5]. Since then, considerable advances were made in the theoretical
concepts of utilising single quantum objects as a scalable array of qubits. One example
is the recently proposed flip-flop qubit architecture [9]. Other important potential ap-
plications, besides computation and communication, include quantum simulations and
the ability to measure macroscopic physical quantities accurately. Therefore, a tremen-
dous research effort is invested worldwide in the field of quantum technologies and the
realisation of accurate single atom placement is one of the many challenges posed.
Image charge detection is a method of measuring electric signals induced by moving
charged particles in nearby electrodes. The theory of its fundamental working principle
was described already in the 1930s by Ramo and Shockley [10, 11]. It is used as detection
method in other contexts, such as accurate modeling of particle detector responses, and
most notably in single macromolecule mass spectrometry [12–18]. The original idea to
use image charge induction for deterministic implantation was influenced mainly by the
previous mass spectrometry results, and was patented before the author of this thesis
joined the project [19–21].
The main aim of this work is to thoroughly investigate the physics of image charge de-
tection, for the use as a technique to detect single ions in a single pass through an image
charge detector. This is done both from an experimental and a theoretical point of view
and combines ion beam physics with necessary influences from the fields of electrical
engineering and signal analysis. The ultimate goal is to devise a method that allows
deterministic implantation of any ion species with nanometre resolution into arbitrary
substrates with high throughput.
The thesis is organised as follows: in the first chapter, the theoretical foundations are laid
out, from the basics of conventional ion implantation to the specifics of signal analysis
techniques. This is presented together with a literature review, introducing the state-
of-the art of image charge detection and a clear definition of the challenges necessary to
be solved for scalable placement of single atoms, as well as an overview of other deter-
ministic placement techniques that are currently being investigated. The second chapter
presents the main experimental results, acquired using image charge detector prototypes
developed and fabricated in our own labs. This leads to a theoretical concept of how
an image charge detector can be optimised for the highest possible sensitivity, using
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currently available technology. The main result is that single ions should be detectable,
if highly charged ions can be used for implantation. Chapter 4, which is also focused on
experimental results, introduces the new ion implantation system at the Leibniz Joint
Lab “Single Ion Implantation”. It is based on a commercially available focused ion beam
system, optimised for an extremely small focus in the nanometre range, which is mod-
ified and equipped with an electron beam ion source. This ion source supplies highly
charged ions for possible single ion implantation experiments. Additionally, the set-up
incorporates a module into which an optimised image charge detector will be integrated
in the near future.
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2 Theoretical Foundations and Review
Firstly, in this chapter, the basic physics necessary to treat the rest of this thesis is
explained. This includes mainly ion implantation in general and the fundamentals of
ion optics. Secondly, the state-of-the-art of deterministic ion implantation is discussed,
before all fundamentals of the new method of image charge detection are treated.
The mathematical notation is explained in each section. In general, three dimensional
vectors are printed upright and bold, e.g. the velocity vector v, or the electric field E.
2.1 Basics of ion implantation
Since it was first proposed to perform semiconductor doping by “ionic bombardment”
in the late 1950’s [22, 23], ion implantation has become an essential technique for semi-
conductor research and industry [24, 25]. Accelerated ions are used to change the com-
position (as in semiconductor doping) and the structure of a target [26].
2.1.1 Ion implantation for research and technology
When a charged particle, like an ion or an electron penetrates a material, its kinetic
energy is deposited through different interaction processes until it stops completely. It
is thereby placed, but not necessarily incorporated into the crystal lattice to actually
form an active dopant in the semiconductor. Furthermore, considerable damage in the
crystal lattice may be caused, depending on the energy and the fluence of the implanted
species. Early on it was noticed that “radiation damage” is a problem, but also that it
can be overcome by treating the sample with high temperatures after the implantation
[24].
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Figure 2.1: Possible interaction mechanisms of low energy ions with a solid target [27, 28].
Processes that need to be taken into account in an ion implantation process are shown
in Fig. 2.1. Generally, incoming ions may scatter with the electrons and the atomic
nuclei in the target material. If this happens directly at or below the surface, secondary
electrons or target atoms are emitted. In the latter case, the process is referred to as
sputtering. There is also a usually small probability that the incoming ion is backscat-
tered due to one or multiple nuclear collisions near the surface. At the beginning of
the ion trajectory in the sample, in many cases, electronic stopping dominates, because
of the higher cross-section of the scattering with electrons at higher energies. Kinetic
energy is dissipated, but the direction remains unchanged. Single nuclear collisions may
occur, but are less probable. After the ion has lost a certain part of its kinetic energy,
the nuclear stopping becomes more dominant until the ion stops completely. Due to the
probabilistic nature of all processes involved, the longitudinal ion range, i.e. the depth
below the surface, and the lateral position of an individual ion is not predictable. The
10
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uncertainty in these end point coordinates is called straggling [28, 29]. The total strag-
gling can be regarded as a combination of longitudinal (depth) and lateral straggling
components.
For trajectories involving many scattering processes in bulk material, the stopping power
S, which is the energy loss per unit distance travelled, can then be written as the sum
of electronic (Se) and nuclear contribution (Sn) [30]:
S = −dE
dx
= Se + Sn. (2.1)
The minus sign is up to convention.
Electronic stopping processes include electron-electron interactions with electrons in the
target electron gas, excitation and ionisation of target atoms and excitation of the ion
itself [29]. It is a quite complex problem to accurately model the electronic energy loss,
because the target and the ion both change in the process, for example due to changes
in the ion charge state (depending on its velocity and the target electron density),
polarisation, or the band structure in semiconductors [28]. In semiconductors, ionisation
leads to the formation of electron-hole pairs. Without any electrostatic potential gradient
within the target, these electron-hole pairs recombine and the energy is dissipated. For
example, in a silicon target, an energy of 3.6 eV is required to create one electron-hole pair
[31]. In first approximation, the number of electron-hole pairs is proportional to the ion
energy, which is the principle of the energy measurement in a particle detector. But the
yield of e-h pairs and the charge collection efficiency also depends on the characteristics
of the sample, which is the basis of the ion beam induced charge (IBIC) measurement
technique (see Sec. 2.4) [31, 32].
The energy loss from elastic collisions of the incoming ion and the target atom nuclei is
called nuclear stopping. For short distances of the ion to a target nucleus, the Coulomb
repulsion dominates, but if it is located further away, electrons shield the nucleus. The
inter-atomic potential is then the Coulomb potential multiplied by a screening function
[28]. Therefore, energy is transferred to the target in singular events, in which the ki-
netic energy of the ion is reduced and the direction changes suddenly. Depending on the
scattering angle, the masses of ion and target atom and the bonding environment, the
recoil can be enough to remove the atom from its lattice site to create a vacancy and
11
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an interstitial. This type of defect is referred to as Frenkel pair and is very common in
ion implantation [33]. A recoiled atom often carries enough energy to remove another
atom from the lattice. In this way, a damage cascade occurs. The number of vacan-
cies created on average per impinging ion is a way to quantify the lattice damage from
an ion implantation process. In semiconductor doping, damage is generally a Problem
because it deteriorates the electrical properties. However, the lattice can be restored
by the treatment with high temperatures (annealing) [25]. In some applications, the
created vacancies can also be useful and are even purposely generated to form for ex-
ample nitrogen-vacancy colour centres in diamond [34, 35] or g-centres in silicon [36, 37].
Due to the statistical nature of the scattering processes, it is never possible to predict
the path of a single implanted ion. However, taking into account both nuclear and elec-
tronic stopping, it is possible to give probabilities of the range, straggling or damage in
the target, using Monte-Carlo simulation tools. The most widely used programme to
perform such statistical predictions is SRIM, the Stopping and Range of Ions in Matter
[38]. In Fig. 2.2, a few examples of SRIM simulation results, considering different group
V elements in silicon are shown. To study the range and straggling of a specific ion
species implanted with a defined kinetic energy, the ions are all initialised at the coordi-
nate origin with a velocity vector normal to the target surface (target depth= 0). All ion
trajectories are plotted in black with their endpoints in red. The graphs are a projection
of the three-dimensional data. It is apparent that for the simulated examples, the mean
ion range and the straggling depend both on the mass of the ions and the kinetic energy,
varying from (range ± longitudinal straggling) = (71± 29) nm for 50 keV phosphorous
down to (4.5± 0.7) nm for 1 keV bismuth.
There is an important limitation to the simulations performed in SRIM. The correct
density and distribution of different elements in a material are taken into account, but no
crystalline structure. Thus, all processes are in principle isotropic, like in an amorphous
solid. In a crystal, however, the phenomenon of channelling occurs, because of the
systematic order of the atom positions. Channelling is the steering of ions along crystal
axes or planes and leads to diminished stopping [30, 39, 40]. This results in a longer
range, because once the ion has entered the ”channel” between the lattice planes, it
12
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Figure 2.2: Projected ion trajectories (black lines) of 1× 104 ions of different species (top to
bottom: P, As, Sb, Bi) and energies (left to right: 1 keV, 10 keV, 50 keV), simulated
with SRIM Version 2012 [38].
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is less probable to scatter with lattice atoms, given perfect crystallinity. Overall, the
electronic stopping is enhanced, as the nuclear stopping is reduced in the channel [40] In
turn, channelling can be utilised to investigate the crystal quality, abundance of defects
etc. [41].
Although there are many different ion implanters, using different types of ion sources,
different ion optical installations and suited for specific types of samples, the necessary
basic parts are mostly the same:
 ion source: create ions from gaseous atoms/molecules or a solid target
 electromagnets or Wien filter to disperse the beam and filter the desired ions for
implantation
 ion optics: apertures and lenses to collimate and/or focus the ion beam from the
source
 sample holder: to position the sample with respect to the beam
 Farady cup: to collect the beam and measure the beam current
2.1.2 Single ion implantation
The ions in an ion beam from a conventional source - regardless of the ionisation principle
- are emitted randomly in time. To be more precise, every single ion emission event is
uncorrelated from any other event. The statistical distribution to describe the number
of uncorrelated events per time with a constant average rate, is the Poisson distribution
[42]. The probability of x events occurring is given by




where λ is the expected value of the number of events, which is also the variance of the
distribution. As a consequence, for high values of λ, the uncertainty (standard error) of
the actual number is proportional to
√
λ.
For single ion implantation, low values of λ are interesting. As an example, lets assume
an ion beam delivers a low beam current of 160 fA, equal to 1× 106 ions per second
14
2.1 Basics of ion implantation

















Figure 2.3: Poisson distribution expressing the probability of the number of implanted ions with
different expected values λ.
to the target. If the aim of an implantation is to implant exactly one ion at the im-
plantation site, it is technologically possible to expose the target for 1µs, such that
λ = 1× 106 ions/s · 1 µs = 1 (this is called timed implantation). The corresponding
Poisson distribution is depicted in Fig. 2.3. The probability to successfully implant
exactly one ion is only 36.8 %. With an equal probability no ion is implanted, while the
probabilities to get two or more ions are smaller. To implant one ion in a number of
k different implantation sites, respectively, the total success probability is the product
0.368k. Table 2.1 shows the resulting total probability for different numbers of ions to
be implanted in an array.
This shows, that it is possible to implant one or two ions with a tolerable success rate.





Table 2.1: Probability to implant an array of a given number of ions without any error, given
that each implantation success is Poisson distributed.
15
2 Theoretical Foundations and Review
But if the aim is to be able to implant an array of a large number of ions, timed implan-
tations are not feasible. Nevertheless, for fundamental research in the field of quantum
technologies some ground-breaking achievements have been made using statistical timed
implantations. This includes quantum sensor and qubit experiments with nitrogen va-
cancy (NV)-centres in diamond [34, 43–48] or single phosphorous atom devices in silicon
[49–55]. As a particular example, in their Nature publication from 2012, Pla et al. re-
port on the electrical coherent manipulation of a single electron spin qubit, created by
implanting a single phosphorus donor atom in natural silicon [53]. Aiming for a single
atom in a favourable position with respect to the fabricated nano-electrodes needed for
the electrical manipulation of the electron, is manageable with a realistic number of
trials, considering Poisson statistics. Making a two-atom device in this way should be
more challenging, but still doable. The creation of single nitrogen-vacancy colour centres
in diamond via ion implantation is even more challenging. Not only the number of im-
planted nitrogen ions is subject to Poisson statistics, but at the same time, the number
of NV-centres per placed nitrogen atom (the conversion yield) is random and much less
than one [35]. It is still a promising system for scalable quantum systems, especially
because in contrast to the donor electrons in silicon, NV-centres are optically detectable
and show long spin coherence times at room temperature [44]. Recent results also show
that the conversion yield is drastically improvable by co-doping of the diamond crystal
[56]. Room-temperature entanglement of two NV-centres created by statistical nitrogen
implantation was demonstrated in 2013 [45]. Furthermore, in combination with the NV-
centre, single 13C atoms can be used for qubit registers [57]. Besides phosphorous and
nitrogen, there is a variety of ion species shown to be interesting for advanced quantum
applications, from light ions to higher masses, up to e.g. bismuth in silicon [37, 58, 59].
In the discussed examples, the spatial precision of implantation is usually ensured by
lithographic or similarly fabricated masks on the sample and using a comparably broad
ion beam. To make positioning more flexible and accurate, advanced concepts are de-
veloped, including the implantation through a pierced tip of an atomic force microscope
(AFM) [60] or advanced collimation masks [61, 62]. Alternatively, an ion beam can be
focused down to the nanometre scale through ion optical components, which will be




A moving charged particle is accelerated and deflected by the forces emerging from
magnetic and electric fields, dependent on its charge, mass and the electromagnetic
potential. A directed beam of ions or electrons can be treated similarly to rays of light
to simplify calculations, and the formalisms were adopted from optics in this field called
ion optics.
2.2.1 Ion sources
There are many different possible ways to create a directed beam of moving ions devel-
oped for a variety of applications [63]. The two ion sources in the experimental set-ups
in this work both ionise gas atoms or molecules with electrons emitted from a filament.
More details can be found in the experimental sections below. Through electron-electron
collisions, the atoms lose one or more electrons and become positively charged ions. The
ions are then accelerated by the total potential difference U0 between the inside of the
ionisation chamber and the common ground of the ion source case and the vacuum
chamber.
The most fundamental parameter of an accelerated ion is its kinetic energy Ekin, resulting




v2 = qU0. (2.3)
This equality links the mass m of an ion, its velocity v and the charge q with the
adjustable quantity U0. The charge state Ne of the ions is the number of elementary
charges e, it carries:
q = Nee. (2.4)
The velocity of an ion can be calculated, if the accelerating potential, the charge state
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Since there is practically always more than one element present in the ionisation chamber,
different ions with different velocities will constitute the ion beam. Additionally, different
charge states of the same species may be present. To obtain a beam with a single velocity,
it needs to be filtered, for example using a Wien filter.
For an argon ion accelerated to a kinetic energy of for example 5 keV, the velocity
calculated with Eq. 2.5 is equal to 1.55× 105 m/s, which is less than one thousandth
of the speed of light, hence the usage of the classical approximation of the concept of
kinetic energy instead of the more precise relativistic formulae is justified.
Brightness and emittance
To specify the performance of an ion source, the brightness can be calculated. Different





The quantity  is the emittance of the particle beam in one direction (x and y are the
two transversal directions). It is a measure of the product of maximum divergence,
given as the small angle ∆θ and the maximum displacement ∆x from the z-axis at any
point along the beam. The emittance corresponds to an enclosed phase space volume,
which is conserved along the beam under ideal conditions (Liouville’s theorem) [64, 65].
With this, it is possible to estimate the necessary brightness of an ion source to be able
to inject a specified number of ions into a focussing system with a limited acceptance.
For example, to be able to send 1000 ions per second (Ibeam = 1.6× 10−16 A) through
a 100 nm aperture (∆x = ∆y = 50 nm) with a maximum divergence of 0.1 mrad, a
brightness of
B =
2 · 1.6× 10−16 A





2.2.2 The Wien filter
The Wien filter, or alternatively referred to as E ×B-filter is named after its inventor,




Ev |v| = vWF
Figure 2.4: Schematic of a Wien filter for velocity filtering of charged particles using a magnetic
(red) and electrostatic (blue) field. Possible trajectories for different velocities are
depicted as dotted lines. For the straight trajectory v = vWF.
static field to filter different constituents of the ion beam depending on their velocity.
Both fields are perpendicular to each other and transversal to the ion velocity vector,
as shown in Fig. 2.4. From the equality of the forces acting upon the ion with charge q
exerted by both fields, the condition for a straight trajectory from the entrance to the
exit aperture of the Wien filter can be calculated:
qE = −q(vWF ×B) ⇒ |vWF| = |E||B| . (2.8)
All ions with velocity vWF are permitted in a straight trajectory through the filter. Mass
and charge of the particles are not part of the equations. However, with the additional
information about the accelerating potential of the ion source, the ratio of mass and
charge state m/Ne can be inferred using Eq. 2.5. Typical Wien filters use a permanent
magnet and an adjustable electric field, but tunable magnetic fields are also possible.
2.2.3 Electrostatic lenses
Static or changing magnetic and electric fields can be used to deflect, disperse, decelerate,
accelerate or focus ions, electrons, or other particles [63]. The following is limited to the
electrostatic case, which is relevant for the experimental set-ups used in this work.
A simple electrode configuration used to focus a beam of charged particles is called
einzel lens (German: ”single lens”). It comprises three cylindrical electrodes in a row.
The whole configuration is axially symmetric with respect to the ion optical axis in
the middle. The outer electrodes are set to a potential V1 (which might be defined as
zero/GND), while the central electrode is on a positive or negative potential V2. This
configuration is always focussing, for V1 > V2 or V1 < V2. After passing through, the
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ions have changed direction, while the kinetic energy is unchanged. The location of the
focus depends on the potentials and on the kinetic energy of the incoming ions. Ions
with the same ratio of kinetic energy to charge are invariant in any electrostatic ion
optical system.
To calculate ion trajectories the same matrix formalism may be used that is well known
for geometrical light optics. In most cases, the paraxial approximation for small angles
along the axis of cylindrically symmetric systems is very useful. As a consequence,
only the potential on the axis of a lens needs to be known for effective calculations.
Combinations of lenses and other optical elements can be treated by multiplying the
corresponding matrices. Details on these basic calculations can be found for example in
the books of Hinterberger [63] or Orloff [66] and many others.
As it is done in a focused ion beam system, two lenses are used to demagnify the object
(the ion source) to a small spot on the sample. As discussed in the next section, the
demagnification resulting from the two lens system is not the only aspect limiting how
small the beam spot can be.
Due to the Coulomb repulsion of the ions in the beam, the space charge has to be taken
into account for high beam currents. It is negligible for the low currents used in this
work.
2.2.4 Aberrations
Lenses suffer from imperfections that cause aberrations in the optical system. A very
important difference between charged particle and light optics is that lenses cannot be
combined in the same way to cancel out these aberrations [66]. Consequently, for the
formation of a small beam spot, not only the demagnification and the diffraction limit,
but also the following aberrations have to be taken into account [66]:
 curvature of field: When the beam is deflected by an angle θ between a lens and
the planar target surface with distance R, the focus moves above the surface by a
distance of R/2θ2
 coma: A point-like object is imaged into a comet shape, due to misalignment of
the object, apertures, or the lens electrodes
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 spherical aberration: When the strength of the lens varies depending on the dis-
tance from the lens centre, the beam will not focus to a single point, but an en-
velope with minimum waist radius rsph, calculated in dependence on the spherical






Scherzer proved that any rotationally symmetric electrostatic or magnetic lens
must have some spherical aberration [67]
 chromatic aberration: The focal length of a charged particle lens depends on the
kinetic energy. Thus, energy dispersion leads to a range of differently focused
fractions of the beam. The radius of the disk of confusion, into which a point








 astigmatism: Resulting from asymmetric imperfections (axial astigmatism), or
misalignment of the ion-optical components, the focal length is not the same in
different transverse directions. Out of focus, this results in an elliptical point-
spread function, and in focus the disk of confusion is larger. This effect can be
corrected effectively by adjustable quadrupole fields.
The combination of different aberration contributions to the total size of the disk of






However, the combination of especially higher order errors can be arbitrarily compli-
cated.
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2.2.5 Methods for ion optical simulations
Nowadays, it is unproblematic to simulate ion optical problems with finite element meth-
ods, even on a standard desktop computer. Two different programmes are introduced
here. The first one, SIMION [68], is a commercial application for Windows, while the
second one, SCP is code written by Jan Meijer [69].
SIMION makes electrostatic and magnetic simulations possible. Problems with axial or
mirror symmetry are easier to handle, but in principle arbitrary asymmetrical electrode
structures can be modelled. The Laplace equation is solved numerically after defining
the voltages on all potentials to get the potential distribution in the whole simulation
volume. With this, the ions are created with defined initial conditions and their trajec-
tories are calculated from the equation of motion. Again, this is done numerically, with
an algorithm choosing the simulation step size along the path taking into account the
structure of the potential distribution. SIMION is well known and reliable, and many
publications report on results based on its simulations [68].
SCP is a non-commercial alternative for ion optical simulations [69]. The basic method
for calculating ion trajectories is the same, but there is a difference in setting up the
simulated problem. In the way this programme is used in this work, the electrostatic
potential along the optical axis is defined and the ion trajectories are calculated from
there under the assumption of cylindrical symmetry. This is advantageous in some cases,
because there is no necessity to put in the detailed electrode geometry in three dimen-
sions.
Summarising, SIMION is useful, in case the geometry of all electrodes is known and can
be put into the programme effectively. As an alternative, SCP is practical when the
potential distribution can be used directly.
2.3 Approaches to deterministic single ion implantation
Different approaches are currently developed to achieve the controlled, or deterministic,
placement of atoms via ion implantation.
One way to overcome the fundamental Poisson-statistical limitations is to use a de-
terministic ion source instead of a conventional one. Single ions can be trapped and
laser-cooled in Paul traps, where they are detected optically. Stored ions can be func-
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Figure 2.5: Overview of the approaches to deterministic ion implantation.
tionalised as qubits directly, an approach to quantum computation that was successfully
demonstrated for few qubits, but is very difficult to scale up [70]. A single stored ion can
be released and accelerated towards a sample by switching the trapping potential, and
so the Paul trap becomes a deterministic ion source [71–73]. For 40Ca+ ions, a spatial
resolution at the implantation site of 6 nm was reported [73]. This is possible, because
a single cold ion is almost a perfect point source to the ion optical focussing system.
Initially, the technique was limited to very specific ion species and the low rate of emit-
ted ions is a drawback. Progress in overcoming these issues is recently reported with a
magneto-optical trap working similarly [74]. But still the general approach of using a
trap as a deterministic ion source implies considerable experimental effort, compared to
other techniques. Recently, the deterministic implantation of praseodymium ion to form
colour centres in YAG crystals was demonstrated by the Mainz group using a Paul trap
[75].
Using a statistical ion source, a single ion needs to be detected, so that the individual
implantation event is counted and the implanter can aim for the next implantation site.
This can be done before, or after the implantation event itself, referred to as pre-detection
and post-detection, respectively. For a pre-detection technique the ion is allowed to be
implanted only in case of a successful detection. Otherwise, the sample is protected
from everything that may or may not approach from the source. In contrast to that,
in a post-detection method, the ion is already implanted in the sample, when its arrival
is registered through secondary signals (compare Sec. 2.1). Either secondary electrons
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[2, 76] or the induced charge of the impacting ion (IBIC) [51, 77, 78] are used for that
purpose.
Investigations into detecting single ions via secondary electrons (SE) emitted from the
sample surface are going on for some time now [2, 76]. The main issue is, that for low
energies required to reduce straggling for precise placement, the SE yield is low and
the detection efficiency is not close to values needed for reliable detection. Addition-
ally, there is a non-zero probability for dark-counts in any SE detector. The statistical
parameters of the detection process severely depend on the sample material, surface
properties and the implanted ion species.
The ion beam induced charge (or ion beam induced current; IBIC) technique is de-
scribed in more detail in the next subsection, because it is used in the experimental
set-up described in Chapter 4. For both post-detection methods, the signal strength
and consequently the detection probability decrease with decreasing ion energy. As pre-
viously mentioned, low energies are desirable for precise placement, which makes this
a principal disadvantage. As it is shown further below, in the image charge detection
approach the detection probability does not fundamentally depend on the kinetic energy
of the ion.
It is furthermore important to note the practical implications of the fundamental differ-
ence between pre- and post-detection. Any post-detection method requires a detection
rate very close to 100 %, i.e. a perfect detector to avoid unwanted double implants. At
the same time, false positive detections (or dark-counts) need to be kept at a probability
close to zero, otherwise an implanted array of ions contains sites with missing atoms. To
meet both conditions at the same time is naturally more challenging than meeting only
one of them. This leads to the great advantage of pre-detection. Since all ions produc-
ing unclear signals in the detector are rejected, the sample is unaffected for detection
probabilities below 100 %. This can be used to reject noise at a low signal-to-noise ratio
and keep the requirement of having close to zero false-positive probabilities.
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Figure 2.6: Schematic cross-sectional drawing of a single ion IBIC detector. Adapted from Hopf
et al. [79].
2.4 Ion beam induced charge (IBIC) for single ion
detection
Originally, the IBIC technique was and is still used as a tool to characterise semiconduc-
tor junction structures, predominantly with light ions (protons or helium) in the MeV
range [31, 32, 80]. The electron-hole (e-h) pairs created through the electronic stopping
of the incident ion are collected, for example from a biased pn-junction. Properties of the
sample are inferred from the measured charge or current as a function of the position of a
focused and scanned ion beam. The measurement principle is similar for a spectroscopic
detector for ions or other particles that give rise to electron-hole pairs in a semiconduc-
tor. With a charge-sensitive preamplifier connected to the detector and a low particle
flux, single events can be recorded as pulses. In such a measurement, the pulse height
is proportional to the number of e-h pairs. If the particle is absorbed entirely within
the active region of the detector, the number of e-h pairs is in turn proportional to the
particle energy. The detection limit is given by the electronic noise in the preamplifier
electronics. Fuelled by the advances in detection electronics, mainly reducing the noise
level, the idea was pursued to use this for deterministic ion implantation of ions in the
keV range [49, 51, 55, 77, 79, 81]. A schematic of a single ion IBIC detector is shown in
Fig. 2.6. The detection of single low energy ions imposes some important design criteria.
Firstly, the detector material itself must be a suitable host for possible qubit systems,
such as donors in isotopically pure silicon. The native silicon oxide layer on the surface
needs to be reduced to a few nanometres to ensure the ions reach a certain depth in the
silicon with minimum additional straggling.
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To reach the necessary placement accuracy, either masked implantation with a broad
beam through e.g. nano-stencils [81], or a focused ion beam can be used [78]. Re-
cent reports about the performance of this technique vary. Pacheco and co-workers, for
example, report on a detection efficiency of 87 % for 20 keV Sb ions implanted into a
silicon based device [78]. In the group of David Jamieson witin the CQC2T Australian
research centre of excellence, silicon detectors, the detector electronics and the implan-
tation process are further optimised to reach even lower energies. It is stated, that for
14 keV phosphorous ions a signal to noise ratio of 6 leads to a 98 % confidence in the
implantation process [55].
2.5 Image charge detection
When particle detector technology and the sensitivity of the detector electronics im-
proved, it was known that moving charge carriers induce a current in a surrounding
electrode. However, calculating the time-dependent output of the charge-sensitive mea-
surement device was complicated, as it involves the instantaneous electric field from the




εE · dS . (2.12)
Here, Q is the induced charge at a given moment and ε is the absolute permittivity.
In 1938/39, William Shockley and Simon Ramo independently found the formula known
as the Shockley-Ramo theorem, simplifying this kind of calculations [10, 11, 82]. In this
section, the theoretical background of the Shockley-Ramo theorem is discussed, as well as
its applications in mass spectrometry experiments. Thereafter, theoretical foundations
of the whole detection system, including electrical amplifier circuitry, their simulation,
electrical noise and signal detection theory are described.
In this context, it is assumed that the charged particles move in vacuum, so the relative
permittivity shall be unity in the following.
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Figure 2.7: Sketch of an arbitrary configuration of electrodes (1,2,3,4) in an empty chamber with
a point charge q moving with velocity v. Based on Ref. [11].
2.5.1 The Shockley-Ramo theorem
Suppose the point charge q0 is located at r in a large vacuum chamber that also contains
an arbitrary number of arbitrarily shaped electrodes (numbered 1, 2, ...). This situation
is depicted in Fig.2.7. Shockley [11] and Ramo [10] both used Green’s reciprocal theorem
to prove the relation
qi = −eΦi(r), (2.13)
for the charge qi induced in a given electrode i by a unit charge e at location r. The
so called weighting potential Φi is calculated by setting the respective electrode to unit
potential (V = 1, not V = 1 V) and all other electrodes to ground. To be clear, this
does not imply setting the respective electrode to a 1 V potential in any experimental
realisation of this situation. It is merely a tool for calculation.




= −e∇Φi(r) · dr
dt
= eEi(r) · v (2.14)
Here, the weighting field Ei has unit m
-1. This is the Shockley-Ramo theorem:
Ii = eEi(r) · v. (2.15)
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The original derivations all refer to electrons, but if one considers an ion with more than
one unit of charge, this is multiplied by the number of charges N , so
qi = −NeΦi(r) (2.16)
and
Ii = NeEi(r) · v. (2.17)
With this theorem as a tool, the electrical signals induced in arbitrarily shaped elec-
trodes and arbitrary ion trajectories can be calculated, if the weighting potential can be
calculated for every point in space. Of course, as described above in Sec. 2.2.5, finite
element simulation tools are available to perform this calculation very accurately.
To illustrate the relation between electrode geometry and weighting potential landscape,
an explicit example is depicted in Fig. 2.8 [83]. Three cylindrical electrodes are located
in a row. L is the length of the central electrode and d is the spacing between the
electrodes, as shown. In this example, the signal induced in the central electrode (sig-
nal electrode) is of interest, while the outer electrodes are grounded. According to the
Shockley-Ramo theorem, the signal electrode is set to a potential of unity. The software
SIMION was used to calculate the corresponding potential distribution. The potential
on a plane intersecting the symmetry axis of the electrodes is shown in Fig. 2.8 (b).
Let the ion trajectory be coinciding with this symmetry axis along the x-direction. At
every point of the trajectory, the induced charge and current will be proportional to
the weighting potential Φi and the weighting field at that point, which is plotted in (c).
Based on this, it is possible to predict the signal that is formed, when a preamplifier is
connected to signal electrodes.
In principle, the image charge in any given electrode causes a potential difference. This
potential is locally and temporally limited and extremely small. Nevertheless, image
charge acceleration of the ion itself was theoretically predicted and measured in scat-
tering experiments, where the highly charged ion gets arbitrarily close to the electrode
surface [85, 86]. For a single pass through an image charge detector, using worst case
parameters, and a charge of 50+, the deviation from the original trajectory can be
estimated and simulated to be negligible.
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Figure 2.8: (a) Three cylindrical electrodes with symmetry axis as ion trajectory. (b) SIMION
simulation of the weighting potential Φi associated with the central electrode, ranging
from 0 to a maximum value of 1. (c) Weighting potential and weighting field along
the symmetry axis, i.e. the ion trajectory. Figure reproduced from Ref. [83] in
compliance with the Creative Commons license [84].
2.5.2 Application in mass spectrometry
Image charge detection has been used for the mass spectrometry of large and highly
charged biomolecules. A common approach is to trap and circulate ions back and forth
through a single signal electrode [12–18]. In this way, the single signal peak generated
through charge-sensitive amplification is repeated and a periodic signal can be recorded
and analysed. This is advantageous, because every cycle can be considered as a repeti-
tion of the same measurement. Electrical noise, which is statistical in nature, is the main
limitation of sensitivity. Repeating a measurement N times increases the signal-to-noise
ratio by a factor of
√
N and thus higher sensitivities can be achieved. In 1997, Benner
showed such a measurement with a detection limit of 250e [12]. Mainly by improving
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the vacuum in the measurement chamber, the trapping time was increased to 3 s, and
together with using improved amplifier electronics, the detection limit was lowered to
7e by Jarrold and co-workers [15–18]. Unfortunately, for ion implantation it seems un-
realistic to increase sensitivity by trapping and cycling a single ion, because of the high
demands of the ion optics for precise ion implantation. Further, the achievable implan-
tation rate would not be sufficient for implanting a large number of ions.
For mass spectrometry and beam diagnostics, experimental results based on a single
pass through a single electrode or linear detector arrays without cycling the measured
ion have been demonstrated [87–91]. As long as the signal-to-noise ratio permits, mass
and charge can be extracted from the time of flight and amplitude of the signal. This
means that the signal amplitude has to be much larger than the rms noise level in the
time traces. Smith et al used autocorrelation analysis of the recorded raw data and
a known acceleration between two linear arrays of detection electrodes to measure the
kinetic energy of biomolecules [88]. It is stated in the literature, that theoretically the
length of such a linear array can be scaled arbitrarily to reach the detection limit of 1e,
if the signal analysis can be carried out in the frequency domain [87].
2.5.3 Preamplifier electronics
A preamplifier is the first amplifying stage connected directly to the output of a detector.
It is the most critical component determining the noise level, or the signal-to-noise ratio
of the whole detection system.
The basis of a common preamplifier used for particle detectors, or the image charge
mass spectrometry experiments mentioned above is a charge sensitive amplifier circuit.
The heart of such a circuit is an operational amplifier (”op-amp”). There is plenty of
material available online and offline treating the basics of (ideal) operational amplifiers
and their application [92, 93]. Here, only the charge-sensitive preamplifier is discussed.
The charge-sensitive amplifier is sometimes called integrating circuit, because the out-
put voltage Vout is proportional to the accumulated charge Qin at the amplifier input
terminal, which is the integrated current Iin flowing to the input:
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Figure 2.9: (a), (b): Circuit symbol of an operational amplifier with (a) and without (b) voltage
supply nodes. (c): Schematic of a charge-sensitive preamplifier circuit with feedback





Iin dt . (2.18)
A schematic of such a circuit is shown in Fig. 2.9 (c) [94]. In Fig. 2.9 (a) and (b),
the circuit symbol of a preamplifier is drawn with and without the connections for the
positive and negative voltage supply. These connections are often omitted in circuits
for simplifications. They are always necessary in the real circuit and the two voltages
supplied define the minimum and maximum output voltage that the preamplifier is able
to put out. The other connections are the two input nodes (”+”, the non-inverting
input and ”-”, the inverting input), and an output node. For an ideal op-amp model,
there is no current flowing through the input terminals. The feedback resistor RF has
a large resistance value (e.g. 1 GΩ) and so the current from the current source charges





Note that for an ideal op-amp, the voltages V(+) and V(−) at the input terminals are





In a typical photodiode or particle detector application, the charge carriers from a de-
tection event arrive at the preamplifier input as a very short pulse of a high current.
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Therefore, the output voltage rises quickly. After the pulse, the feedback capacitor
slowly discharges at a rate determined by the large feedback resistor and the baseline
is restored, ideally before the next pulse arrives. There are some disadvantages to this
variant of continuously resetting the output voltage via a large feedback resistance. At
a high pulse rate, the signals may pile up and the preamplifier clips at the maximum
signal output level. Moreover, RF is a source of Johnson noise, directly contributing to
the noise at the output, but a source of current noise as well [95].
For low-noise detector applications, a high quality preamplifier integrated circuit, like
e.g. the Amptek A250 [94] is used together with a specialised transistor between detec-
tor and preamplifier input (as shown with a junction gate field-effect transistor (JFET),
but without power supply in Fig. 2.9 (d)). The JFET can, for example, exhibit less
input noise and a considerably smaller input capacitance compared to the preamplifier
integrated circuit. Furthermore, the user can choose between different transistors suit-
able for different detectors.
Preamplifier noise and input capacitance
The total capacitance of the input node is a key parameter, as can be understood
considering the following. The noise at the first amplifying stage (the JFET in the
previous example) is a given parameter, specified typically as an equivalent rms voltage
at the input vn,in. The input signal on the other hand, is an amount of charge Qin placed





This is the voltage that needs to be compared to the noise voltage to calculate the signal-
to-noise ratio, assuming that all other noise sources are negligible. See also Sec. 2.6.4 for
comments on the used definition of the linear signal-to-noise ratio SNRV . Note that the
total input capacitance is the sum of all capacitances connected to this node, including
the feedback capacitance, the detector and JFET and other parasitic contributions:
Cin,total = Cdetector + CJFET + CF + ... (2.22)
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Thus, the SNR is proportional to 1/Cin,total.
Equivalently, the signal gain and the noise gain Gn can be considered separately for






vn,out = Gnvn,in. (2.24)
The SNR is calculated in this case by comparing the signal and noise voltages at the








Here, Vout is calculated from Eq. 2.20. The factor 1/2 is introduced due to the polarity
of an image charge signal, using a single preamplifier. More details can be found in Sec.
3.4. This is the same result as above; the SNR is inversely proportional to the total input
capacitance, regardless of whether the quantity Qin/Cin,total is viewed as an equivalent
input voltage, or vn,inCin,total is the equivalent input charge noise.
2.5.4 Electronic circuit simulations
In this work, electrical circuits were simulated with the software LTSpice [97, 98]. This
tool is one of many available implementations of the SPICE (”Simulation Program with
Integrated Circuit Emphasis”) code. SPICE simulations have been used since the seven-
ties and are regarded as an accurate tool to predict the behaviour of analogue electronic
circuits [99].
The following simple example demonstrates the simulation of a charge sensitive pream-
plifier circuit. The circuit diagram in Fig. 2.10 (a) shows a charge-sensitive amplifier
configuration, as explained in the previous section, with CF = 1 pF. At the input, a
detector is represented by a current source and a parallel detector capacitance. The cur-
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(a) (b)
Figure 2.10: A charge sensitive preamplifier simulated with LT Spice. (a): Screenshot of the
circuit diagram. (b): Read out of the current across the current source I1 (top) and
the voltage at the op-amp output node Vout.
rent source supplies a current of 1 µA for 1 µs, so according to Eq. 2.18 the input charge
amounts to Qin = 1 pC (see Fig. 2.10 (b), top). In the same figure in the bottom panel,
it can be seen how the charge is integrated linearly for the positive and negative charge
pulses, with a voltage difference of 1 V, as calculated with Eq. 2.20. In this example,
the operational amplifier is modelled in the most simple manner by a voltage-dependent
voltage source with a large gain of 1× 106. This is enough to approximate an ideal
op-amp with infinite gain. However, a SPICE simulation becomes most powerful, when
realistic models of the components are used to predict the circuit behaviour.
2.6 Signal analysis
As elaborated above in Sec. 2.5.2, image charge detection systems can be designed to
generate periodic signals. Naturally, the general theory describing all aspects of signal
processing is detailed and comprehensive [100]. The following shall focus on the basics of
periodic electric signals. The considered signals are in principle measured as a function of
the independent variable time. However, it is immediately clear that for a useful analysis
of image charge signals, their properties as a function of frequency can be exploited.
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There are different signal processing techniques applicable to time-domain signals to
study their frequency-domain properties. Relevant examples are discussed in this section,
to clarify the interdependencies of both domains. If it is not specified further, a signal
is a voltage signal.
2.6.1 Time and frequency domain
It was shown in the early 19th century by Jean-Baptiste Joseph Fourier (1768-1830)
that any arbitrary periodic function can be represented by a series of trigonometric
functions of different frequencies [101, 102]. This is the basis for the Fourier transform
and Fourier analysis named in his honour. This one-to-one correspondence between
time and frequency domain is useful in virtually all fields of physics. The mathematical











Consider the time-domain signal depicted in Fig. 2.11. It is composed of three sine func-
tions with different frequencies and amplitudes, each with a duration of 4 ms. The result
of a Fourier transform is a complex number, representing the amplitude and phase of the
signals components. The bottom panel in Fig. 2.11 shows the absolute value (magni-
tude). The peaks in this spectrum indicate the frequencies of the three components, with
the amplitude proportional to the sine amplitude in the time domain. The side lobes
are attributed to the finite duration of the input signals. If the duration goes to infinity,
the peaks in the spectrum approach a Dirac delta distribution [103]. Mathematically,
the sum of the Fourier transforms of each signal component with different frequency is
the same as the Fourier transform of the sum. Signals with finite length are of special
significance for image charge detection. The examples in Fig. 2.12 demonstrate the
influence of a finite signal duration on frequency domain analysis. The green signal has
a duration of Tgreen = 1/4Tred and an amplitude of Agreen = 4Ared. For both cases, the
same Fourier amplitude results at the identical signal frequency. However, due to the
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Figure 2.11: The time-domain signal (top) is composed from sine waves of different frequencies.
Its Fourier transform (bottom) was calculated analytically using Mathematica.

















Figure 2.12: Two signals with the same frequency, but different amplitudes and durations.
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short duration of the green signal, its Fourier transform shows a broader peak. This is
a fundamental result of waves and their frequency domain representations. In terms of





As can be seen in the plot, ∆f is defined by the difference between central frequency
and the first zero in the spectrum [104]. At the same time, it is proportional to the
FWHM of the frequency peak and many mor ebandwidth definitions exist (e.g. the 3 dB
bandwidth, defined by the point where the amplitude is 1/
√
2, and so the signal power
is 1/2).
Regardless of its formalisation, this reciprocal spreading is fundamental and needs to be
taken into account, regardless of the technical realisation of signal processing. In the
remainder of this section, different signal processing techniques are described.
Fast Fourier transform (FFT)
For digital data recording, analogue, continuous signals are sampled and digitised as
discrete data points. Mathematically, the continuous Fourier transform can be modified
for discrete signals (discrete Fourier transform (DFT)), and the fast Fourier transform
(FFT) is an algorithm to implement its calculation [105]. In modern digital oscilloscopes,
the time-trace of a signal is recorded and can be displayed together with its FFT spec-
trum for frequency domain analysis. Common FFT algorithms offer great advantages
in terms of computation times, compared to explicit evaluation of the DFT definition.
The type and size of the data set and the used algorithm with its parameters can lead
to significantly different results, regarding peak shape, artefacts, amplitude errors and
the resulting signal-to-noise ratio [103].
Lock-in amplification
The principle of a lock-in amplifier is the multiplication of the input signal with a
reference (homodyne detection). It is especially useful, when the amplitude of a fixed
carrier frequency needs to be recovered from a noisy environment, and was invented in
the 1930s [106, 107]. For image charge detection, the frequency of the expected signal
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is known and constant. The amplitude can be viewed as a modulation: if the signal is
present, the amplitude ideally has a constant value, while it is zero, if the signal is not
present.











Technically, this is realised by feeding the input signal and the reference from a local
oscillator, or external source to a mixer and subsequent low-pass filter [106].
Because of orthogonality of sine and cosine signals with different frequencies, if the
product is integrated over a time T →∞, all signal frequency components that do not
equal fref go to zero in the output. Indeed, Vout is a DC signal, which is proportional
to the amplitude Vsig of the input at fref , but also depends on the phase difference θ
between signal and reference. In practice, T is limited by the finite length of a given
signal. If it can be chosen to be longer, more noise is rejected. This is equivalent to a
smaller bandwidth around fref in the frequency domain. However, this also leads to a
slower reaction of the output signal with respect to changes in Vsig. If a phase-insensitive
output is desired, the input is multiplied with two reference signals with a 90° phase shift
separately to get
X = Vsig cos θ (2.30)
Y = Vsig sin θ. (2.31)
The magnitude R is calculated, which carries no phase dependence any more:
R =
√
X2 + Y 2 = Vsig. (2.32)







In conclusion, the lock-in amplifier seems to be useful for image charge detection, since
effectively a phase-insensitive measurement of the signal amplitude is desired. The
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reference signal can be a sine function, as described, but could also be an arbitrary
periodic waveform [106]. This might even be advantageous for the effective recovery
of image charge signals that are not close to an ideal sinusoidal, due to the detector
electrode geometry (compare Sec. 3.4.5).
Other techniques
Without going into detail, spectrum analysers work similarly to lock-in amplifiers, but
including a sweep of the reference frequency to analyse a domain of different frequencies
and plot them as a spectrum [103]. A spectrum analyser was not used in this work, but
might give some advantages in analysing image charge signals in the future. Furthermore,
there is the group of auto-correlation techniques used for signal recovery. It was used
already for image charge signals in the context of mass spectrometry shown by Smith
et al. [88]. The raw signals were recorded and not analysed in real-time. As for any
candidate signal analysis method used for the final deterministic implantation technique,
it needs to be explored, how fast it can be implemented. A more promising approach, in
terms of computational effort, is the matched filter [104, 108]. It is an optimised filter,
which emphasises frequencies, where the signal spectrum is large and de-emphasises
frequencies where the noise is large with respect to the signal [104]. For a simple sine
wave with given bandwidth, constructing the matched filter is trivial. But for a known
individual pulse shape, this becomes an interesting technique, that could potentially
further improve the signal-to-noise ratio. It relies on the knowledge of the pulse shape
in terms of the frequency spectrum, but works itself in the time-domain, which makes
analysis usually faster, compared to e.g. the FFT algorithms, which could be of decisive
advantage.
2.6.2 Electronic noise
There is no physically realistic situation without random fluctuations, or noise. In
electrical circuits, the charge carriers are never truly at rest, most fundamentally due to
their thermal energy at any temperature. Thus, for small signals, these fluctuations are
the limiting factor for the sensitivity. There are different types and origins of electronic
noise. The most important for the measurements presented in this thesis are listed
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below:
 Johnson-Nyquist (or thermal) noise: This is noise caused by thermal fluctuations
of the charge carriers inside a resistive medium. In the time-domain, it can be
modelled by a Gaussian distribution and its spectrum is white, i.e. the spectral
density is the same at every frequency. When integrated over a given bandwidth




It depends on the temperature T and the resistance R of the considered conductor.
 flicker noise: When there is a 1/f -dependence in the power spectral density of
noise, it is referred to as 1/f -noise, flicker or pink noise. There is a variety of
possible sources for this behaviour, and it is present in virtually all electric cir-
cuits. Depending on the system, there is a frequency above which thermal noise
dominates over the flicker noise. Naturally, for a maximum sensitivity, the signals
should have frequencies outside the 1/f -dominated frequency band.
 input noise: The input noise of amplifiers or transistors is measured at the output,
but specified as equivalent rms input value, often calculated for unit bandwidth
(∆f = 1 Hz) and given at a specific frequency. It includes all noise sources and is
normally dominated by flicker and thermal noise.
 crosstalk/coupled noise: Thermal and flicker noise are statistical in nature and
generated within the considered electronic circuitry. Crosstalk, or more general
coupled noise, shall summarise all signals that are caused by sources outside of the
considered circuit. Crosstalk usually refers to a measurable effect in one channel
while there is a signal in another channel of the same device, or measurement
system. Any influences from outside may be minimised by appropriate shielding,
or actively [109].
For the charge-sensitive amplifier (see Sec. 2.5.3), there are two elements dominating
the total noise at the output: the thermal noise in the feedback resistor RF, which
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contributes directly to the output node, and the input noise of the amplifier (or JFET),
which is amplified to the output [95]. The signal source has to be taken into account, if
it contains any significant noise sources itself.
2.6.3 Binary detection theory
The detection of a single ion is a typical example of a binary detection. It is described
as binary, because either there is a detection, or not. The theoretical framework for this
kind of detection processes was developed in different contexts, ranging from psychology
to computer science [110]. For a perfect detection system, there is always a detection,
if a signal is present (true positive), and never in case that there is no presence of this
signal (true negative). For a real detection system, two types of errors may occur. If the
occuring signal is not detected, it is called a false negative. If, on the contrary, there is
a detection while there was no signal, it is called a false positive. The four possibilities
are ordered in the following table, which is sometimes called confusion matrix :
detection no detection
signal true pos. false neg.
no signal false pos. true neg.
Table 2.2: Definition of true and false positive/negative in binary detection theory.
Let there be an observable, which represents the strength of a measurement signal. A
detection is registered, if for a given measurement the value of this observable exceeds
a defined threshold. Without a signal, the measurement is subject to noise. The prob-
ability of the measurement value lying in a specified interval is calculated using the
probability density function (PDF) of this noise. The red curve in Fig. 2.13 (a) shows
such a PDF. The probability (or rate) PFP of a detection, although there is only noise




PDFnoise dξ . (2.35)
The green curve in the same graph represents the statistical distribution of the observable
in the case that the signal is present. It is usually a combination of signal and noise.
The true positive probability is again determined by integrating
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Figure 2.13: (a) Probability density functions for noise (red) and signal + noise (green) to cal-
culate the probabilities that the observable exceeds the threshold. (b) Receiver





PDFsignal+noise dξ . (2.36)
As a basic property, a PDF is normalised, so that the total integral equals 1. Conse-
quently, for false negative (FN) and true negative (TN)
PFN = PTP − 1 (2.37)
PTN = PFP − 1 (2.38)
holds, which is the same as the integral below the threshold. An alternative represen-
tation is the so called receiver-operating characteristic (ROC) [110]. It is a plot of the
FP rate as a function of the TP rate (see Fig. 2.13 (b)). A straight line connecting the
points (0,0) and (1,1) corresponds to randomly guessing, instead of actually detecting.
It would be a complete overlap of the noise and signal PDFs. If, as it is the case for
an ideal detector, there is no overlap of the two PDFs, the point (0,1) is reached in the
ROC curve. For the realistic case plotted here, it is shown that each position of the
threshold with respect to the PDFs is translated into a position on the ROC curve. It
illustrates that in most cases there is a trade-off between the two possible error rates.
Furthermore, there is a modified version of the ROC, called DET curve, in which the
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ROC axes are transformed to make subtle differences in these curves more obvious [111].
It was mentioned above that usually the PDF for a measurement where the signal is
present is a combination of signal and noise. As a consequence, there is a non-zero TP
rate for thresholds that are higher than the signal strength without noise. This statisti-
cal addition of signal and noise can be found in various contexts of the literature, termed
stochastic resonance [112].
2.6.4 Definition of the linear signal-to-noise ratio (SNR)
To express the amount of useful signal superimposed with noise, most often, the signal-





For voltage signals, the power may be expressed as the square of the effective voltage.
Less common, but in some cases more useful, is the definition of the SNR using the
linear instead of the squared voltage. It is used throughout this work, especially as a
”figure of merit” for the sensitivity of image charge detectors. Explicitly, let the SNR
be defined as the ratio of the signal voltage amplitude and the root-mean-square (rms)





Note the subscript V to denote this definition of the SNR. In the time domain, the rms
noise-value is always given with respect to a defined bandwidth. After a transformation
into the frequency domain, SNRV may not be identical, depending for example on the
parameters of the FFT. Taking SNRV as a standard offers the advantage, that it is
directly proportional to the charge of the object to be detected. This is shown in the
image charge measurements. In equations, SNRV is used to denote this specific definition
of the SNR, while in the whole text, signal-to-noise-ratio is often abbreviated as SNR,
assuming that no other definition than SNRV is used in this work.
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3 Image Charge Detection
This chapter presents experimental results obtained in the study of image charge de-
tection of ion bunches. As shown in the theory section, the image charge signal is
proportional to the charge of the measured object. An ion bunch mimics a single parti-
cle with multiple charges. The presented outcomes are important for understanding the
physics behind ICD as well as the experimental and technical limitations that need to
be taken into account for pushing this technique to the single ion detection sensitivity.
The chapter is organised as follows: after introducing the experimental set-up and the
image charge detector prototypes, initial test measurements with a varying number of
electrodes are shown. After discussing these time-domain measurements, the possibil-
ities to transfer the signal analysis to the frequency domain are explored. In the final
section of this chapter, a concept of an optimised image charge detector is presented. As
shown, it is based on theoretical considerations including all limiting parameters. They
are combined to determine the optimum signal-to-noise ratio.
Some of the measurement results and conclusions were previously published (see P. Ra¨cke
et al. Scientific Reports 8, 9781 (2018) [83] and P. Ra¨cke et al. Journal of Physics D:
Applied Physics 52, 305103 (2019) [113]). Figures, or parts of figures and text passages
have been reproduced, or quoted verbatim from these publications, in compliance with
the Creative Commons Attribution 4.0 International (CC BY 4.0) license [84] for [83]
and the the Creative Commons Attribution 3.0 license [114] for [113]. Both articles are
freely available open access publications.
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Figure 3.1: Schematic of the image charge detection test set-up. The sketched image charge
detector configuration corresponds to the prototype ICD2.5.
3.1 The image charge detector prototype test set-up
An experimental set-up for image charge detection measurements using ion bunches was
designed and constructed. In Fig. 3.1 a schematic of the set-up is shown. The vacuum
chamber is evacuated using a Leybold MAG W 2200 turbomolecular pump, together
with a roughing pump (not shown in the figure). The minimum base pressure that
was achieved with this configuration was around 8× 10−7 mbar. The ion beam (pink)
is created with a SPECS IQE 12/38 ion source with Wien filter [115, 116]. The gas
flow from the inlet into the ionisation chamber is adjusted with the precision leak valve
(valve). The experiments described here were performed using argon or nitrogen gas to
create the respective ions, but various other gases can be used. In the ionisation chamber,
a heated filament emits a current of up to 10 mA of electrons. The electrons collide with
the electrons of the gas atoms or molecules in the chamber. If the energy transferred to
the recoiled electron is sufficient, the electron is ejected and the atom thereby ionised.
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The ions are accelerated towards the vacuum chamber, because a negative potential is
applied to a repeller electrode. The maximum total potential difference between the
inside of the ionisation chamber and the vacuum chamber, which is on common ground
(GND) potential, is 5 kV. Thus, a potential energy of up to 5 keV or 10 keV results for
singly and doubly charged ions, respectively. In the Wien filter a permanent magnet
and a variable electrostatic field transverse to the magnetic field and ion velocity vector
is used to select specific ion species and charge states. The ion source also contains
focussing units and steering electrodes behind the Wien filter to change or scan the
beam direction in the two lateral dimensions.
The ion beam is directed through the buncher, apertures for collimation, the image
charge detector (ICD) and is collected in the Faraday cup. The Faraday cup was self-
designed. Its main component is a hollow graphite electrode. It is placed inside an
insulating cylinder and a grounded casing. The connection to the feed-through is made
with a coaxial cable. Outside the vacuum chamber, a standard BNC cable connects to a
Keithley 6485 Picoammeter used to measure and read out the continuous beam current.
The measurement of the continuous beam current is used to optimise the ion source
parameters, including:
 ionisation chamber gas pressure
 extractor electrode voltage
 focussing voltages
 beam deflection/alignment
 Wien filter voltage
More details and some exemplary measurements are given below in Sec. 3.1.1.
For image charge detection measurements, discrete charge packages need to be used.
In this set-up a buncher produces bunches of ions from the continuous beam. The
buncher itself is essentially a beam blanker: two plates on either side of the beam,
with one of them at zero potential (GND) and the other switched to a potential of
usually up to 200 volts. The resulting transverse electrostatic field deflects the ions
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Figure 3.2: Test measurement of switching the buncher. The voltage of the buncher is measured
directly on the deflecting electrode. The Behlke monitor output is normalised for this
plot (original amplitude: 0.7 V).
away from the ion optical axis. Ion bunches are produced by fast switching of this
deflection. The Keysight 33522b arbitrary waveform generator (AWG) gives rectangular
5 V control pulses to the Behlke GHTS 30 high voltage switch. The switch is able to
produce rectangular waveforms with low rise times and the amplitude specified at the
connected power supply. A test measurement of the voltage at the deflecting electrode
in the buncher is shown in Fig. 3.2, with the power supply set to 500 V and the AWG
producing a pulse with a width of 100 ns. It shows that the voltage rises to the maximum
value within less than 20 ns. The monitor output of the Behlke switch can be used as
a trigger reference for the image charge detector signal measurement. However, as can
be seen in the plot, its longer rise time and irregular shape is not optimal for triggering.
An alternative that was therefore used is the sync output of the AWG, which delivers
a clean rectangular TTL pulse. Usually, the buncher pulses are repeated at a rate of
1 kHz. The on-off-polarity of the pulses can be changed, allowing the beam to be either
deflected most of the time and not deflected for a short time to produce an ion bunch, or
the opposite, to interrupt the continuous beam for a short time only. The latter might
be called an “anti-bunch”.
Ion bunches, or anti-bunches, or more precisely the presence of charge inside the detector
electrodes, induce a signal in the image charge detector (ICD). Its signal electrodes are
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Figure 3.3: (a) Ar+ ion beam current as a function of the pressure (measured close to the ionisa-
tion chamber) and (b) as a function of the electron current emitted from the filament
Ie at constant pressure.
connected to the preamplifier input. The preamplifier is either included in the ICD
casing, or - as sketched in Fig. 3.1 for the configuration ICD2.5 - outside the vacuum
chamber. In both cases, the preamplifier output is connected to the Rohde & Schwarz
RTO2024 digital oscilloscope.
3.1.1 Ion beam characterisation
The amount of current that passes through the apertures and the image charge detector
to be measured in the Faraday cup depends on the parameters of the ion source. Usually,
the beam is first optimised for the maximum current and then adjusted to reach a stable
operating point at a fixed beam current. In Fig. 3.3 (a), the dependence of the beam
current on the gas pressure is plotted. In this example, Ar+ is selected in the Wien
filter, and argon gas is supplied to the ionisation chamber. The ion beam is maximal
at 1.2× 10−5 mbar. Approximately 1× 10−6 mbar is the base pressure of the chamber
and above 3× 10−5 mbar the source is not operating stably. For different ion species,
and depending on the other parameters, like the electron emission current, the global
maximum may be at a different pressure value, but can always be found. In Fig. 3.3
(b), the filament electron emission current Ie is the independent variable. From zero to
the maximal selectable value of 10 mA, the beam current increases strictly monotonic.
This behaviour is in contrast to the pressure-dependence, making Ie a more suitable
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Figure 3.4: Wien filter spectra of the SPECS IQE 12/38 ion source with and without Argon gas
injected into the ionisation chamber.
parameter to adjust a desired beam current below the maximal value.
The SPECS Wien filter includes a permanent magnet with a flux density of BWF =
460 mT and deflection electrodes with a variable potential difference of up to 1300 V to
create the electrostatic field.
Additionally, the Wien filter module is designed with a 1.2° bend of the optical axis.
This rejects possible neutral particles travelling in straight lines in the beam and only
changes the equations by a small offset in the electric field.
The mass resolution of the Wien filter can be estimated to be around ∆m = 1.5 u from
the data given by the manufacturer in the manual, with m = mWF ± 12∆m [116]. In
the WF spectrum shown in Fig. 3.4, the widths (FWHM) of the two argon and the
molecular nitrogen peaks were measured as given in Table 3.1. The values are in good
agreement with the manufacturer specifications.
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Table 3.1: Peak widths and mass resolution for the main peaks in the Wien filter spectrum.
3.2 Image charge detector prototypes
For this project, two different image charge detector prototypes were constructed. They
are called ICD1 and ICD2. Each prototype consists of the electrodes to form a signal
from passing ions and preamplifier electronics. Within each model, there is the possibility
to install different numbers of electrodes for different experiments. After a series of
experiments and measurements, the ICD2.5 set-up was further improved for further
studies. All details on the respective specific characteristics can be found below, where
necessary.
The first prototype (ICD1) is based on the Amptek A250 charge sensitive preamplifier
and the second one (ICD2) uses the A250CF version of the preamplifier [94, 117].
3.2.1 Design and fabrication
ICD1
In ICD1, the vacuum-compatible Amptek A250 preamplifier is used on a printed circuit
board (PCB) based on the A250 test board available from Amptek, with all parts as-
sembled and soldered in our labs. The feedback capacitance is Cf = 1 pF, the feedback
resistance Rf = 300 MΩ. A photograph of the set-up is shown in Fig. 3.5. For com-
parison, the assembly of the ICD2 electrode array is shown as well. The preamplifier
electronics of ICD2 is placed outside the vacuum chamber and, therefore, not displayed
in Fig. 3.5.
This prototype can hold different numbers of signal and grounded electrodes. First
measurements were performed with a single signal electrode, surrounded by grounded
electrodes.
As the preamplifier electronics of ICD1 are placed directly next to the electrode ar-
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Figure 3.5: Photographs of the ICD1 set-up (including preamplifier) and the ICD2 eletrode array
assembly. ICD1 is shown with two signal electrodes. Below ICD 2, a cross section of
the ICD2 electrode array is sketched, in this case for ICD2.5.
rangement, the electric connections from the signal electrodes to the preamplifier input
can be held as short as possible. Nevertheless, the ICD1 set-up is more susceptible to
noise originating from sources outside (through the power supply) and inside the vacuum
chamber (crosstalk from the beam blanking system) than the ICD2 set-up.
ICD2
In the ICD2 version, the preamplifier electronics is included in the A250CF package
outside the chamber, connected to the detector electrodes by BNC cables. The A250CF
has a Peltier cooled input transistor and its feedback components are Cf = 0.5 pF and
Rf = 1 GΩ. A buffer amplifier stage is built in between preamplifier and output (see Fig.
3.6). Due to these specifications, ICD2 shows superior noise performance compared to
ICD1. At the same time, it is less susceptible to electromagnetic interference problems,
for example, from the beam blanker system, because it is placed outside the chamber.
Within the ICD2 set-up, the number of electrodes and their lengths can be varied flexibly
for the different types of experiments presented here, where the electrodes connected to
the preamplifier are referred to as signal electrodes. All electrodes are made of copper
and have a length of L = 8 mm, an inner diameter of 3.8 mm and an outer diameter
of 5 mm. Neighbouring electrodes are separated by d = 2 mm insulating spacers. At
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Figure 3.6: Schematic depiction of the three different detector configurations used in ICD2,
ICD2.1, ICD2.3, ICD2.5, with one, three and five signal electrodes (marked in red),
respectively. Exemplary, the transformation of the current signal (red) from detector
version ICD2.1 into Vout through the A250CF preamplifier electronics is shown [117].
first, for the charge calibration measurements, a single signal electrode is used (ICD2.1).
For the formation of a periodic signal, several signal electrodes are used with every
second electrode being a signal electrode and the separating electrodes being grounded.
Hence, the maximum number of signal electrodes is five (ICD2.5), because in total ten
electrodes can be accomodated into the electrode support of ICD2. In Fig. 3.6, the
three different electrode arrangements used are shown (without insulating spacers and
holders). The schematic shows the simplified preamplifier electronics as it is connected
to the signal electrodes in each case. The red curve at ICD2.1 is the current signal of
an ion bunch travelling through the single signal electrode. The integrating circuit of
the A250CF charge-sensitive preamplifier transforms it into the indicated voltage pulse
Vout. The detailed signal shape, however, depends also on the length of the ion bunch.
For more than one signal electrode the voltage pulse is repeated, forming a periodic
signal which can be similar to a sinusoidal signal for ion bunches much shorter than the
length of an electrode. Notice, that due to the integration of the two opposite current
pulses of the ions going in and out of each signal electrode, the total induced charge is
zero. Therefore, there is no exponential decay of the output voltage pulse as observed in
standard photon or particle detection using similar preamplification. Also the rise-time
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of the preamplifier, which is in the order of 10 ns is no limitation to the measurements
presented.
3.2.2 Calibration measurements
In order to evaluate the functionality of the electronic system comprised of the detec-
tor electrodes, preamplifier and their connections, different quantitative and qualitative
measurements are necessary.
First, for each set-up, the calibration factor of output voltage Vout to input number of
charges is determined. An image charge detector with a single signal electrode can be
used effectively to study this calibration. At Ebeam = 5 keV, the velocity of Argon ions
with an atomic mass of 40 u is vi = 1.55× 105 m/s, and so an electrode with L = 16 mm
is traversed in tE ≈ 100 ns. A bunch with a length greater than the length of an electrode
can be used to quantify a well-defined number of charges. In other words, the time tpulse
during which the buncher transmits ions should be longer than the time of flight of one
ion to traverse the electrode completely (tE): tpulse > tE. In this way, the electrode’s
weighting potential is completely filled with a uniform distribution of charges from the
ion beam and its integral yields the total effective image charge (similar reasoning was







To measure the ion beam current accurately and simultaneously during calibration, anti-
pulses are used, i.e. the continuous beam is interrupted for a duration tpulse > tE, as only
the step height between “beam on” and “off” is of interest. The interrupting anti-pulse
is repeated with a frequency of 1 kHz. Thus, the total average current is only lowered
by a factor of 2 in 1000 for a 2µs long anti-pulse, and quick averaging of 100 single
acquisitions is possible.
ICD1
For the first measurements performed with the ICD1 set-up, a signal electrode of 16 mm
length is employed. The weighting potential of this electrode was simulated with SIMION
and is shown in Fig. 3.7a. The graph in Fig. 3.7b is the weighting potential extracted
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Figure 3.7: (a) The weighting potential landscape in a cross-sectional view of a plane through the
ion optical axis, around a single 16 mm signal electrode in ICD1. (b) The weighting
potential along the ion optical axis.
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Figure 3.8: (a) A typical pulse waveform for tpulse > tE to measure Vicd for a completely filled
electrode, measured with different digital low-pass filter cut-off frequencies. (b) Lin-
ear ion beam current calibration curve for a 16 mm electrode in ICD1.
from the SIMION simulation along the ion optical axis. Its integral was evaluated nu-





Φi(x) dx = 17.93 mm (3.2)
A typical result of averaging 100 time-traces of ion bunch signals with a length of
tpulse = 1 µs is plotted in Fig. 3.8a. The measurement was repeated for different digital
low-pass filters, as shown. The notation Vout refers to the voltage as a function of time,
as measured by the oscilloscope, while Vicd is the height of the signal plateau as indi-
cated in the graph. The signal form matches with the expectation from the theoretical
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Figure 3.9: Delay between buncher switching and ICD signal pulse for a long bunch of 5 keV Ar+.
considerations of the Shockley-Ramo theorem. It is superimposed with systematic and
statistical noise contributions. The crosstalk from switching the buncher can be seen
at t = −1.0 µs and t = 0 µs. By applying the digital filter, it is suppressed without
changing the height of the signal plateau, although at 1 MHz cut-off frequency, part of
the timing information of the beginning and end of the signal pulse is lost. As shown in
Fig. 3.8b, varying the beam current yields a slope of the calibration curve that allows




= 0.63 V/pC. (3.3)
This value is not equal to the expected nominal value given by the amplifier manufacturer
[94]. A charge sensitive preamplifier with a feedback capacitance of 1 pF should deliver
S = 1 V/pC. Possible reasons for this discrepancy are uncertainties in the electronic
components and impedance mismatches along the signal path. It has to be kept in mind,
that this is a proof-of-principle measurement, with a circuit board for the preamplifier
electronics, which is not optimised in any way for the specific application.
In Fig. 3.9, the same signal from Fig. 3.8a is shown (10 MHz digital filter), together
with the monitor output of the buncher switch. Note that the ICD signal pulse is shorter
than the time between switching the buncher on and off. This is the case because the
buncher itself has a length of 2 cm along the ion optical axis. The time between the
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Figure 3.10: Linear ion beam current calibration curve for a single 8 mm signal electrode (ICD2.1).
The inset shows a typical pulse waveform for tpulse > tE with Vicd determined as the
signal pulse height.
first switching and the rising edge of the signal pulse (650 ns) is the time ions need to
travel from the front of the buncher to the ICD electrode. The time between the second
switching and the end of the signal pulse is shorter (440 ns), because it is only the time
ions need from the exit of the buncher to the ICD. The resulting time-of-flight difference
corresponds to the length of the buncher eletrode itself (2 cm in this case) plus stray
fields. Consequently, the true bunch length of any buncher, that uses a beam blanker
with an electric field transversal to the beam direction, will always be shorter than the
triggered pulse length. For anti-bunches, the signal will be longer than the triggered
switching pulse, because on and off switching are interchanged. However, the signal
plateau height is the same for bunches and anti-bunches, if the pulse is much longer
than the length of the signal electrode.
ICD2
Fig. 3.10 shows the linear calibration of the output voltage as a function of ion beam
current for ICD2.1. Here, a single 8 mm electrode was used. Due to a dominant low
frequency statistical noise component in this set-up, the calibration was affected by
systematic averaging errors introduced by an unstable baseline. To counteract, the
number of averaged waveforms was lowered in some cases which explains the observed
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deviations from perfect linearity. This low-frequency noise is not expected though to
impair the detection of individual ion bunches. The inset in the figure shows a time trace
(averaged from 100 acquisitions) of an anti-bunch used for this calibration. The signal is
low-pass filtered with a 100 MHz cut-off. One can clearly see that the crosstalk from the
buncher (at 0 µs and 2.0 µs) is reduced, mainly because the preamplifier electronics are
placed outside the vacuum chamber for ICD2. With the slope Vicd/Ibeam determined from
the fit, and
∫ 84mm
−16mm Φ(x)dx = 9.94 mm, the experimental sensitivity can be calculated in
the same way as before. The result is
SICD2 = 3.16 V/pC. (3.4)
As for ICD1, the measured sensitivity is only approximately equal to the nominal value
of 4.0 V/pC given by the manufacturer [117].
3.2.3 Time-of-flight measurements
ICD1
The ICD1 set-up was used for time-of-flight measurements. For this purpose, two signal
electrodes were employed, separated by insulating spacers and a grounded electrode.
Fig. 3.11(a) shows the weighting potential distribution of this configuration simulated
with SIMION in a cross-section through the apparatus. Theoretically, two electrodes
should result in two successive signal peaks in the time signal, separated by the time-of-
flight between the two electrode centres. The detector output indeed shows two peaks
in the time domain, shown exemplarily for 5 keV Argon ion bunches in Fig. 3.11(b).
For further confirmation, bunches formed from ion beams with different kinetic energies
and ion species were used. The time-of-flight was determined and is compared in Table
3.2 to theoretical calculations of the time needed for the ions to travel the distance of
28 mm between the centres of the two signal electrodes. As can be seen, they are in very
good agreement.
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Figure 3.11: (a) SIMION simulation of the weighting potential landscape (green surface) on a
section across the symmetry axis of the detector, for two 8 mm signal electrodes,
separated by a 16 mm grounded electrode in ICD1. The grey lines represent the
locations and geometry of the electrodes and conducting surfaces in this cross-section
of the simulated arrangement. (b) Digitally filtered detector output signal averaged
over 100 single digitally filtered acquisitions from 5 keV Argon ion bunches formed
from a 62 nA ion beam, recorded with the electrode arrangement simulated in (a).
ICD2
Above, it was shown, that two electrodes give rise to two signal peaks, in case the ion
bunch is shorter than the distance between two signal electrodes. This is usable for
time-of-flight experiments. In principle, if n electrodes are connected to the preamplifier
input, the profile of the weighting potential should effect n peaks in the time domain
signal. In the original design of the ICD1 prototype, the space to mount electrodes is
limited, resulting in maximally two signal electrodes. Therefore, the second prototype,
ICD2, was used to acquire the following results. Experimental confirmation of three
signal peaks from three signal electrodes (ICD2.3) is shown in the graph in Fig. 3.12.
In this particular case, ion bunches produced from a 3 keV Ar+ ion beam of 2.6 nA
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time-of-flight
experimental (ns) theoretical (ns)
Ar+ 5 keV 190± 10 181
Ar+ 3 keV 230± 10 233
N+2 5 keV 160± 10 151
Table 3.2: Comparison of the measured and calculated time-of-flight of different ion bunches for
28 mm distance of travel.
current were used. Again, the time-of-flight between the electrodes is in agreement
with calculation. This type of measurement can be thought of as performing two TOF
measurements with two electrodes, respectively, at the same time, and thus increasing
the accuracy.
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Figure 3.12: Oscilloscope output of averaging 20 single acquisitions of an ion bunch passage
through three 8 mm signal electrodes in the ICD2 configuration. The annotated
time-of-flight intervals are theoretically calculated from the ion beam energy of
Ebeam = 3 keV and the distance between the signal electrode centres, i.e. the period
of the array of 20 mm.
3.2.4 Frequency domain analysis
For frequency domain analysis, the maximum number of five signal electrodes was used
(ICD2.5). Small 2 keV argon bunches produced from a 2.5 nA beam current were sent
through the electrodes. The resulting periodic signal can easily be transformed into an
FFT spectrum, as demonstrated in Fig. 3.13a. In this case, the time trace is recorded
with full bandwidth and the FFT is performed live with the oscilloscope. Despite the
included switching crosstalk and the short signal pulse, a clear peak rises above the
background spectrum at 4.72 MHz. The velocity of the ions is calculated from the peak
frequency and the known electrode arrangement, i.e. 20 mm periodic length. Taking into
account the acceleration voltage, the ion mass can be calculated, making this experiment
effectively a mass spectrometry measurement. Calculated velocities of N+2 , Ar
+, Ar2+ ,
Kr+ and Kr2+ ions with different kinetic energies are plotted in comparison with nominal
values in Fig. 3.13b. Good agreement is demonstrated.
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Figure 3.13: Fourier analysis of time signals recorded with five signal electrodes (ICD2.5). (a)
Time signal (upper right, blue line, grey scale) and its FFT spectrum (bottom
left, blue line, black scale) for 2 keV Argon ion bunches, shown together with the
background spectrum (black/grey line) without ion bunch, but including switching
crosstalk, averaged over 100 acquisitions. (b) Ion velocities calculated from experi-
mental FFT spectra for different ion species with 20 mm periodic length, dependent
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3.2.5 Noise characterisation
ICD1
Noise measurements of the two set-ups ICD1 and ICD2 reveal the differences in noise
characteristics under different operating conditions. A simple method to characterise the
noise of the detector output is to directly record time-traces and measure the rms-value
of the time trace without any signal. When a number of acquisitions is averaged, the
rms value should decrease for purely statistical noise. If non-statistical noise sources
dominate, this should not be the case.
As Fig. 3.14a shows, the total noise in ICD1 is dominated by a non-statistical source,
primarily due to interferences from radio signals, etc. from outside the chamber, because
the averaging of N single acquisitions does not reduce the root-mean-square (rms) noise
by 1/
√
N as expected for pure statistical uncorrelated noise. This is most prominent for
the full bandwidth measurements. As these noise contributions mostly have frequencies
much higher than the ICD signals itself, digital filtering can be effectively applied to
improve the situation.
The data from ICD2 is shown in Fig. 3.14b. A digital 100 MHz low-pass filter was
applied. The root-mean-square (rms) noise voltage as a function of the number N of
individual acquisitions used for averaging follows the theoretically predicted statistical
behaviour over a wide range of N (Fig. 3.14b). This proves that significant contribu-
tions from systematic noise sources and possible crosstalk between system components
have been excluded by optimising the system and digital filtering. This does not include
the crosstalk from switching the buncher in an actual ICD experiment. Some exter-
nal sources of non-statistical noise can be identified. For example, in the ICD1 set-up,
dominant signals around 200 MHz were observed in FFT spectra, that are most likely
digital radio signals [119], and were transmitted into the vacuum chamber through the
self-built preamplifier power supply. As stated above, any noise at such high frequencies
is not of importance for the ICD signals in the low MHz regime. However, in the ICD2
set-up, another notable non-statistical noise source below 100 MHz was found using the
advanced measurement routine described in the next section (Sec. 3.3). As it turned
out, the Keithley 6485 Picoammeter, used for measuring the continuous beam current,
adds an unwanted signal to the preamplifier output. FFT spectra illustrating this are
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Figure 3.14: (a) Noise measurements for ICD1 with two 8 mm signal electrodes, excluding the
interference from switching the beam blanker, together with the calculated 1/
√
N -
dependence expected for pure statistical noise. If a low-pass digital filter with a
cut-off frequency of 30 MHz is applied to the data prior averaging, the rms noise can
be reduced almost to levels expected for pure statistical noise for N = 100.(b) Rms
noise voltage of ICD2 averaged over N acquisitions, excluding the interference from
switching the beam blanker, which follows the theoretical expectation for purely
statistical noise.
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Figure 3.15: External interferences from the Keithley Picoammeter, with different cable lengths.
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shown in Fig. 3.15. Luckily, with the 1.29 m cable that was used for all measurements
before this was noticed, the crosstalk is negligible, and only shows up in the spectrum,
when averaging many acquisitions. But as is apparent in the data, the frequency and
amplitude of the disturbances change significantly depending on the connecting cable
length. Even for the same configuration, the amplitude showed some degree of variation
at different times. To conclude this assessment of the noise present in both set-ups,
ICD1 shows very significant deviations from the behaviour expected for pure statistical
noise, while ICD2 seems to be more protected from external noise sources. The only
non-statistical contribution to the spectrum below 100 MHz that is measurable is negli-
gible, as the averaging noise curve (Fig. 3.14b) reveals.
3.3 Binary detection statistics
The analysis of the peak position in Fourier spectra was demonstrated experimentally,
by using averaged waveforms from multiple ion bunch signals. At this point, the question
arises, how the probability of detecting an ion bunch in a single pass can be quantified.
Only the prototype ICD2.5 was used for the binary detection experiments in the fol-
lowing, and all measurements were carried out using both N+2 and Ar
2+ ions, with an
accelerating potential of 5 kV.
3.3.1 Modelling the signal and noise probability density functions
From a theoretical point of view, and as shown in the previous section, the periodic
ion bunch signal consisting of five peaks in the time domain is a periodic signal with
frequency fsignal = vion/Le, where Le is the distance between electrode centres. Per-
forming a fast Fourier transform (FFT) on this signal yields a peak at fsignal with some
FFT amplitude, which largely depends on the specific settings and parameters of the
experiment. However, the main interest in these investigations is directed towards the
ratio of signal amplitude to noise at the signal frequency.
A Gaussian noise distribution in the time domain is transformed by an FFT to a prob-
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with scaling parameter σ. When the PDFs of some random variables A and B are
Gaussian, and R = +
√
A2 +B2, then R is Rayleigh-distributed. In fact, this particular
PDF is the result of any transformation from rectangular to polar coordinates, when
the rectangular coordinates are identically Gaussian distributed and independent, with
zero mean [104]. These conditions are met, when evaluating the amplitudes of the FFT
of white Gaussian noise. The Rayleigh distribution is non-zero only in a domain x > 0
and thus has a non-zero mean of
√
pi/2σ.
A generalised form of the Gamma distribution can be used to model statistical noise









The scaling parameter β corresponds to the width of the distribution, which is related to
the standard deviation of the Gaussian noise in the time domain. The shape parameter
α can be related to the non-statistical signal contribution. For pure statistical noise,
α = 1 and with β =
√
2σ, PDFγ reduces to PDFR (Eqn. 3.5). This is useful for exam-
ining a given noise spectrum and improve the experiment design, by choosing a signal
frequency in a spectral range without non-statistical noise influences.
Depending on the type of signal and the specifics of different experiments, many different
definitions of the signal-to-noise ratio can be found in the literature. For the image charge






where afsignal is the ideal signal FFT amplitude (not the actually measured amplitude for
a single measurement) and nrms is the rms noise level at the signal frequency. This noise
rms value can be calculated directly from the noise PDF. For every single measurement,
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Figure 3.16: Calibration of the preamplifier voltage Vicd as a function of the beam current Ibeam
for a N+2 ion beam.
the measured voltage value vf at the signal frequency will fluctuate according to the
noise, or (signal+noise) PDFs, depending on whether the signal is actually present for a
given acquisition. Such a single measurement is counted as a detection, if the measured
FFT amplitude vf surpasses a specified detection threshold d. If a signal from an ion
bunch is present and vf > d, a true positive (TP) is registered. The probability for this





sf dvf . (3.8)




nf dvf . (3.9)
These are the assumptions adapted from binary detection theory, used to assess the
detection and error rates of a specific ICD set-up. Due to the statistical nature of
electrical noise, a large number of measurements is necessary to characterise the PDFs.
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3.3.2 Measurement results
Set-up modification and re-calibration
Before the measurements were conducted, the experimental set-up was modified slightly.
As shown above, the fast switching of the buncher has caused considerable disturbances
in the measured ICD signal time traces. Through the improvements made, crosstalk is
reduced. The buncher was replaced by a smaller design, further away from the ICD and
the biased electrode is housed inside a case to minimise interferences with the image
charge signal caused by the buncher operation. Furthermore, the Faraday cup was
also replaced by a smaller version with better shielding of the cable connecting to the
feedthrough of the vacuum chamber. Therefore, the ICD output voltage is recalibrated
as a function of the number of charges inside the detector electrodes via simultaneous
measurement of the ion beam current, as it was done before. Using 5 keV N+2 ions and
the detector ICD2.5, and averaging 1000 measurements, the voltage values plotted in
Fig. 3.16 were measured. For the five signal electrodes the total integral of the weighting
potential becomes
∫
Φidx = 5× 9.94 mm = 49.7 mm. From the linear fit in Fig. 3.16, it







= 4.66 V/pC. (3.10)
Converted to elementary charges (1 pC = 6.24× 106e), our calibration yields Se =
0.75 µV/e, compared to a nominal value of 0.64 µV/e [117]. These values were used to
estimate the number of ions per bunch.
Calibration of the number of ions per bunch
To illustrate the ICD signal waveform used for generating the FFT spectra to determine
the PDFs, examples of time traces for N+2 and Ar
2+ ion bunch signals were captured
separately and are plotted in Fig. 3.17. The signal form shows some irregularities due
to imperfections in the experimental setup. In comparison to the measurements shown
above, the observation window was narrowed down to the signal duration to exclude e.g.
the most part of the still remaining buncher crosstalk. Nevertheless, as is shown in the
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Figure 3.17: Time traces from ion bunches of (a,c) 5 keV N+2 ions (average of 100 individual
traces) and (b,d) 10 keV Ar2+ ions (average of 1000 individual traces). (a,b):
Time traces as recorded, for pure noise, buncher switched on (”crosstalk (buncher)”)
and ion bunch signal including buncher crosstalk. (c,d): Ion bunch signal after
subtracting the contribution from the crosstalk of the buncher.
graphs, there is some non statistical background, that can be subtracted from the total
signal, when recorded separately without the ion beam being switched on.
A very important step at this stage of the development of the image charge detector
is to quantify the number of charges per ion bunch. To do this, a series of time-traces
was recorded with the same buncher switching pulse duration, for different continuous
beam currents (see Fig. 3.18a for some results). Each measurement is the average of
100 acquisitions. The peak height of the first electrode signal is converted to a number
of elementary charges using S∗ICD2. A plot of the values against Ibeam is shown in Fig.
3.18b. Within the specified 2σ errors for the fit parameters, the behaviour is linear, and
goes through the origin, as expected. From the data it can be deduced, that for this
specific set of parameters (which are the same conditions as the measurements in the
following), a bunch of Ar2+ ions produced from a continuous beam current of 12.0 nA
contains about 2000± 200 elementary charges, or 1000± 100 ions. For the N+2 ion beam,
a beam current of 12.0 nA lead to a similar value of 2100± 200 elementary charges.
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Figure 3.18: (a) Time traces of ICD signals from Ar2+ ion bunches from different continuous
beam currents. The data is corrected for different offsets for comparability and the
background was subtracted. (b) Linear fit of the height of the first signal peak in
the time traces (converted to no. of charges using S∗ICD2) as a function of beam
current.
Statistical measurements in the Fourier spectra
The measurements presented above rely on averaging many ICD signals to be able to
determine the quality of the signal shape, as well as quantifying for example the signal
frequency. Averaging naturally reduces the noise in the FFT spectra, so it is not useful
to gain information about the noise. By taking single time-traces without averaging,
calculating FFTs and averaging the FFTs is an effective measurement of what is often
referred to as the noise floor. This procedure, however, yields no information of the
statistical distribution of the noise. Gaining this information is the main motivation of
the measurements presented in the following.
With the following measurement procedure, histograms of the fluctuating FFT voltage
amplitude values are recorded for all frequencies. One goal of this approach is to min-
imise the time required for the total number of measurements. This is necessary because
the beam current of the SPECS source was often observed to fluctuate considerably over
a period of several minutes. At the same time, a good statistical basis for the construc-
tion of the PDFs should be provided for each individual frequency.
A large number of single measurements (6× 104) have been recorded to obtain the
probability density function of FFT amplitudes over the whole spectrum (from 0 MHz
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(a)
(b)
Figure 3.19: Probability density functions of the FFT amplitudes at all frequencies up to 100 MHz
for (a) pure noise, (b) without the ion bunches, but with the buncher switching for
each measurement.
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to 100 MHz). For each measurement the FFT was acquired and stored, without averag-
ing acquisitions. Then, for every frequency (1230 bins), a normalised histogram of the
measured FFT amplitudes was extracted. Before recording such a series of acquisitions,
the beam current was adjusted to the target value. After recording the data, the beam
current was checked again and only datasets with a variation of up to 10 % were consid-
ered for analysis. One set of 6× 104 measurements requires approximately 4 min to be
recorded and stored.
Before discussing the actual ion bunch signals, the noise spectrum of the detector shall be
examined. The plots in Fig. 3.19 are the result of the histogram measurement procedure
for pure noise (i.e. without buncher, see (a)) and noise including buncher switching (b).
The axes show the same quantities in linear scales as in the FFT spectra shown above
(e.g. Fig. 3.13). The colour code indicates the values of the normalised FFT amplitude
histogram for a given frequency, which is the sampled probability density function. This
means, that for any frequency the probability of the voltage being measured in an in-
terval between v1 and v2 is the integral of the PDF function values inside this interval.
So what can be learned from this data? First of all, the two data sets are almost identi-
cal. Therefore, the buncher seems to have a minor influence in the represented frequency
range. The background noise consists mostly of statistical 1/f -noise up to ≈ 40 MHz,
followed by white noise. Above 80 MHz, the background noise decreases, attributed to
the decreasing gain of the preamplifier, which is expected. This does not mean there
is less noise at the preamplifier input above 80 MHz. Minor non-statistical contribu-
tions are present around 48.5 MHz and 97 MHz. As discussed above, these interferences
are caused by the Keithley 6485 Picoammeter used in the set-up to measure the beam
current and do not influence the spectrum at the signal frequency.
The same procedure was then repeated with one ion bunch contributing to each single
measurement to obtain sf . A resulting histogram spectrum from an Ar
2+ ion bunch
signal with Ibeam = 13.5 nA at a signal frequency of 10.55 MHz is shown in Fig. 3.20b.
For a direct comparison, the noise background was recorded immediately before this
acquisition (see Fig. 3.20a). It is identical to the spectra shown above, except for the
slightly variable disturbances from the Keithley Picoammeter, which were observed to
be more pronounced on the day of this measurement. Looking at the signal spectrum,
it is mostly identical to the background spectrum away from the signal frequency, while
72
3.3 Binary detection statistics
(a)
(b)
Figure 3.20: Probability density function of the FFT amplitudes at all frequencies up to 100 MHz,
(a) noise, (b) with 10 keV Ar2+ ion bunch signal at f = 10.55 MHz (arrow) and
13.5 nA continuous beam current, i.e. SNR = 2.
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around 10.55 MHz the PDF shifts to higher FFT amplitudes.
Detection and error rates
To extract the noise probability density function nf at the signal frequency of 10.55 MHz,
we consider the measured histogram at that frequency. It is shown in Fig. 3.21a with the
red line representing a fit with the generalised gamma distribution (Eqn. 3.6). In this fit,
α = 0.99 ≈ 1, which means that there is no significant non-statistical noise contribution.
The PDF reduces to the Rayleigh distribution. The rms-value is nrms = 191 µV.
The data represented by the green fit curve in Fig. 3.21a shows the histogram at
10.55 MHz of the same signal as in Fig. 3.20b. The fit with Eqn. 3.6 is used to
determine the maximum, which is 1.96 · nrms, so that SNR ≈ 2 (see Eqn. 3.7). The
same measurement was repeated with various different numbers of charges per bunch by
choice of different continuous beam currents. For each measurement, the beam current
was adjusted and the buncher switched on to record 6× 104 acquisitions. This took
about 4 min and the beam current was checked again after completion of the measure-
ment to ensure stability. All histograms measured with Ar2+ ion bunches are depicted
with the fitted PDFs in Fig. 3.22a. The maxima from the fits are extracted and shown
in Fig. 3.22b as a function of the continuous beam current. The value at 0 nA is the
maximum of the noise histogram. Above SNR = 1, there is a direct proportionality of
the signal FFT amplitude on the beam current, which is proportional to the number of
ions per bunch. This is verified by the linear fit (red line) through the corresponding
data points, which intersects the origin. Below SNR = 1, the maximum of the signal
PDF asymptotically approaches the maximum of the noise PDF as the number of ions
per bunch decreases.
The probability of a false positive and a true positive detection can directly be deduced
from this data. Fig. 3.21b shows the integrals of the curves in Fig. 3.21a as a function
of the detection threshold (see Eqns. 2.36, 2.35). For example, if the threshold is set for
a false positive rate (or probability) of 0.1 %, the true positive detection rate is 20.5 %.
The same measurements were also performed with 5 keV N+2 ion bunches. The signal
frequency here was 9.0 MHz. The noise at that frequency was slightly higher, with a
value of nrms = 209 µV. Similar to the analysis above, at SNR = 2, the detection rate
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Figure 3.21: (a) Measured and fitted probability density functions for noise and Ar2+ signal with
SNR = 2. (b) Integrated PDFs give the detection and false positive error rates.
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Figure 3.22: (a) Data and fitted probability density functions of all measured Ar2+ ion bunch
signals and background noise at the signal frequency. (b) Maxima of the measured
probability density functions of noise (Ibeam = 0) and ion bunch signals. The red
data points are used for the linear fit.
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was PTP = 22.8 % for a false positive rate of PFP = 0.1 %.
The ROC curves (see Sec. 2.6.3) of the fitted PDFs from the Ar2+ ion bunch signals
(see Fig. 3.22a) are shown in Fig. 3.23. A straight line from (0,0) to (1,1) corresponds
to randomly guessing, instead of detecting signals, i.e. a complete overlap of noise and
signal PDFs. The inset graph in Fig. 3.23 shows a zoom of the values below 0.005, with
the point (0.001, 0.205) marked, which corresponds to the threshold in Fig. 3.21b.
According to the calibration measurements, the Ar2+ ion bunch signal, that yields
SNR = 2 in the FFT analysis corresponds to about 1100 ions per bunch, whereas
for N+2 this number was 2200 ions per bunch.
From the analysis of the noise spectra (Fig. 3.20a), it seems advantageous to choose
signal frequencies above 40 MHz for a lower rms noise value. This would imply a higher
SNR for the same signal FFT amplitude, or a lower detection limit. However, for the
same detector geometry, a higher signal frequency can only be achieved by a higher ion
velocity. This has two disadvantages: on the one hand, the signal would be of shorter
duration for the same detector length, the signal bandwidth would be higher, and so the
FFT amplitude would be smaller in relation to the noise. On the other hand, higher
kinetic energies above 10 keV are typically not interesting for high-precision determin-
istic ion implantation. Consequently, to access higher signal frequencies, the detector
geometry has to be changed such that the signal electrodes are shorter and more closely
spaced. However, this will change the signal form and noise characteristics, due to e.g.
changes in the input capacitance, making a re-assessment of the noise spectrum neces-
sary.
The same measurements that were described above for the Ar2+ ion bunches were also
carried out with N+2 ions. Fig. 3.24 shows the probability density function spectra for
noise including buncher switching (a) and the ion bunch signal at 9.0 MHz (c). The
histograms extracted from these measurements at the signal frequency are shown in
Fig. 3.25 including the fits to model the distributions. At 9 MHz the rms noise value
is nrms = 209 µV, slightly higher compared to the noise at the Ar
2+ signal frequency
(10.55 MHz). The locations of the PDF maxima show a similar behaviour as for the argon
ions (see Fig. 3.25b). With the higher beam current available for N+2 , the measurements
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Figure 3.23: Complete ROC curves for the fitted Ar2+ ion bunch signals (same data as in Fig.
3.22a). Inset: Detail of the ROC curves for low false positive rates, point marked
for SNR = 2 and a false positive rate of 0.1 %.
were taken up to SNR > 3. For SNR = 2, the signal PDF and the integrated PDFs of
signal and noise are very similar to those of the argon ion bunches (Fig. 3.26).
The complete N+2 measurement results were also plotted as ROC curves in Fig. 3.27.
As expected, the qualitative behaviour is the same as for Ar2+. For a quantitative
comparison, the plot in Fig. 3.28 shows the TP rate as a function of the SNR for both
measured ion species. This can be thought of as a slice through the ROC plots at FP =
0.001. The data points from both experiments align perfectly. This suggests that only
the SNR is decisive of the detection and error rates, regardless of the circumstances that
lead to a specific SNR value. This conclusion is in line with the theoretical foundations
of binary detection theory, assuming that the probability density functions take the same
form for any image charge detection experiment and only their parameters vary. The
measurements of the nitrogen ion bunches with a higher maximum beam current also
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Figure 3.24: Probability density functions of the FFT amplitudes at all frequencies up to 100 MHz
for (a) noise including buncher switching and (b) with 5 keV N+2 ion bunch signal
at 9.0 MHz for 12.7 nA, i.e. SNR = 2.











































Figure 3.25: (a) Measured N+2 ion bunch signal histograms for different beam currents. (b)
Maximum of the measured PDFs of noise (Ibeam = 0) and N
+
2 ion bunch signals.









































































Figure 3.26: (a) Measured and fitted PDFs for noise and N+2 ion bunch signal with SNR = 2.
(b) Integrated PDFs give the detection (TP) and FP rates.
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Figure 3.27: Complete ROC curves for the fitted N+2 ion bunch signals.

















Figure 3.28: Dependence of the TP rate on the SNR at fixed FP rate of 0.001.
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show, that in terms of the TP rate at a fixed FP rate, the gain with increasing SNR is
nearly linear between SNR = 2 and 3.5. On the other hand, below SNR = 2, the TP
rate becomes much too low to be of practical use for deterministic implantation.
3.4 Design of an optimised image charge detector
Being able to characterise an existing image charge detection system enables designing
a new, optimised image charge detector. The single most important aim is to maximise
he sensitivity with all available measures. In this subsection a theoretical formula for
the maximum possible SNR is developed for the concept of a segmented detector. The
segmentation and differential amplification is a way of conducting multiple measure-
ments to decrease the noise by averaging, while still using only a single pass of the ions
for detection. The theory is immediately analysed considering the existing practical
limitations to conclude a realistic sensitivity that can be achieved.
3.4.1 Concept of a segmented detector
In the design of an image charge detector, aiming at maximum sensitivity for single ions,
intuitively, the total detector length should be maximised. This should decrease the
signal bandwidth and hence increase the SNR. At the same time, the signal amplitude
is diminished by adding more signal electrodes to the input of the same preamplifier
circuit, due to the increased total capacitance. To circumvent this, the detector can be













Figure 3.29: The concept of a segmented image charge detector.
81
3 Image Charge Detection
again after charge-sensitive amplification of the image charge signal generated in the
electrodes. A schematic representation of this is shown in Fig. 3.29. Let the detector
carry a total number of Nel electrodes. In this sketch, there are three preamplifier
segments (a, b and c), but the number of segments is in principle variable, as well as
the number of electrodes per segment. All electrodes are numbered, and through the
preamplifier segments, odd electrodes are connected to the summing amplifier O and




a (t) + V
E
b (t) + V
E
c (t) + ... (3.11)
VO(t) = V
O
a (t) + V
O
b (t) + V
O
c (t) + ... (3.12)
At the end of the signal chain, the differential amplifier subtracts
Vtotal(t) = VE(t)− VO(t). (3.13)
Analogue amplifier circuits capable of cleanly adding and subtracting signals are avail-
able, but there is still a fundamental limitation. For any addition (or subtraction), the
signal amplitude adds linearly, but at the same time, the noise of every channel is added
as well. Since the noise is stochastic, it adds quadratically under the square root. Hence,
the differential circuit does not yield an SNR twice as large (compared to the circuitry
connected to E only). Only a factor of
√
2 is gained. Nevertheless, this is an effective
SNR enhancement compared to grounding all even electrodes, as it was done in all ex-
periments so far. Besides the gain in SNR, there is another advantage. Any crosstalk or
other non-statistical noise from outside the detector is cancelled out, if it perturbs both
channels at the same time in the same way. However, at the typical signal frequencies
in the MHz range, this common mode rejection may be limited in reality. For these two
advantages, the order of summing and subtracting is in principle irrelevant. In other
words, differential amplifiers for every segment (a, b, c, ...) combined with a single
summing amplifier at the end should in principle yield the same total output signal and
noise characteristics (compared to the signal path in Fig. 3.29).
The addition of the segment signals a, b, c, ... needs to be examined more closely. This
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SNRa = SNRb = SNRc
switched sum








SNRshifted = √mJFET SNRa
Figure 3.30: Variants of summing the raw signals from segment channels a, b and c. mJFET is
the no. of segments (see Eq. eq:totalelno), in this case mJFET = 3. The x-axis in
each graph is time. The noise amplitude is lowered for clarity and not comparable
with the actual amount of noise, if the signal amplitudes correspond to only a few
elementary charges.
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is done with mathematical rigour below in the derivation of the optimum SNR formula.
For illustration, simple example signal time traces from channels a, b and c (without
any differential amplification) are sketched in Fig. 3.30. For clarity, the noise level in
these time traces is unrealistically low.
Summarised, on the one hand, more segments lead to a longer detector, so the signal
bandwidth will be smaller and the noise can be suppressed more effectively in the signal
analysis. On the other hand, the noise of more signals amounts to a larger spectral noise
density at the summing points O and E. As shown below, the number of segments does
not change the SNR, which is also represented by the top panel in Fig. 3.30 (“simple
sum”). This can, however, be bypassed if an alternative way of summing can be adopted.
One possibility is to somehow disable or disconnect the segments a, b, c, ... from the
input of O, except when the signal is present (“switched sum” in the Fig.). For this,
a trigger signal at the exact time of arrival is necessary, but this contradicts the idea
of detecting the presence of an ion and its time of arrival. It would be possible to
pulse the ion source and reduce the beam current, so that there is a large probability
to have only one ion in the pulse (this is limited by Poisson statistics) and trigger the
analogue switching of the preamplifiers according to the expected delay for the ion to
reach the first detector segment. Another way, enabling continuous data analysis without
triggering, is the permanent time-shifted addition of the segment signals (bottom panel
in Fig. 3.30, “shifted sum”). This is presumably best done with the digitised signals
of the individual segments and thus requires the respective number of analog-to-digital
converters. For both solutions, the gain in SNR would be the square root of the number
of added segments.
3.4.2 The maximum SNR
Several partially independent or interconnected parameters influence the SNR of the
ICD signal from a specific ion in a specifically designed detector. The most important
questions are:
What is the optimal number of detector segments?
What is the optimal number of electrodes per segment?
What influence do the charge state, the ion mass and the acceleration voltage have?
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Figure 3.31: The alternating signal amplitude Vsig corresponds to one half of the induced signal
height.
What is the maximal SNR that can be reached under optimal conditions?





The subscript V to indicate the linear SNR definition is dropped in the following. In
this definition, the ICD signal is approximated as an AC-signal. Its amplitude is one
half of the peak-to-peak height, corresponding to the induced charge Qi, divided by the






2(Celnel + CF + CJFET)
, (3.15)
where nel is the number of electrodes per segment, mJFET is the number of segments and
so Nel is the total number of electrodes:
Nel = mJFETnel (3.16)
This calculation assumes simple analogue adding of the detector segment signals and




mJFET ∆f n˜rms (3.17)
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where: mJFET = Nel/nel, the number of JFETs; it factors in as the square root, because
the noise of the segments add quadratically
n˜rms = spectral noise density of one JFET
∆f = signal bandwidth.
The length of the signal, and hence the bandwidth, are determined by the ion velocity
vion and the detector segment length, which is Nel times the electrode pair length Lel, as
defined:
Lel*









Note, that at this point, the total detector noise nrms, is independent of the number of
segments, as shown using Eq. 3.16, under the assumption that the number of electrodes






To simplify finding the optimum number of electrodes per segment, the pre-factor FD is









Further, the capacitance Cc is independent from the number of electrodes at one pream-
plifier:
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Figure 3.32: Calculation of the SNR in units of 1× 1012FD, as a function of the number of
electrodes per preamplifier segment for different values of Cel and Cc = 420 fF.
Black circles mark the maxima of each curve, where nelCel = Cc.
Cc = CF + CJFET. (3.22)






Finding the maximum of this as a function of the number of electrodes means setting
d
dnel





This means, the detector design is optimal, if the sum of the electrode capacitances on
one JFET input equals the remaining (fixed) input capacitance Cc, but as can be seen
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in the graph in Fig. 3.32 the maximum can be relatively shallow. The maximum arises,
since more electrodes constitute a longer detector with a smaller signal bandwidth, but
at the same time, less electrodes increase the signal amplitude due to the smaller total
input capacitance. The value of the maximum (SNR(nel =
Cc
Cel
























Excluding the 1/4, the first factor pi = Qi/
√
vion is related to the ion parameters (note
that the symbol pi is unrelated to momentum), the second factor represents the JFET
noise parameter and the third contains the detector electrode design.
In the following, the potential for optimisation of each of the factors will be analysed
separately.
3.4.3 Choice of input JFET and feedback capacitance
According to Eq. 3.26, the product n˜rms
√
Cc should be minimised. The best silicon-
based JFET that is currently known to the author is the Moxtek MX-40, a transistor
developed for minimum input capacitance, used in X-Ray detection electronics. At a
temperature of −100 ◦C, the manufacturer gives a value of the equivalent input noise
of n˜rms = 2.0 nV/
√
Hz. Its input capacitance is (250± 10) fF. It is not clear from the
available data sheets, if the noise performance will be further enhanced upon cooling
down to liquid nitrogen temperature, or what the optimum temperature will be. The
design of the next generation ICD includes a cryostat that will aid clarifying this. For
the sake of argument, the given parameters will be assumed in the following.
The value of the feedback capacitance should be minimised. This is, however, limited by
the gain-bandwidth characteristics of the preamplifier. For the calculations here, 150 fF
are used as a realistic value to be able to amplify signal frequencies up to 10 MHz with
an amplifier comparable to the Amptek A250.
For this scenario, the product of the input noise and the square-root of Cc = 420 fF
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(including some uncertainty in the tiny capacitance values) takes the value
n˜rms
√





3.4.4 Influence of ion species and energy
For different ion species, the factor pi = Qi/
√
vion can be calculated by substituting the














The induced image charge is equal to the ion charge, if the weighting potential equals
one. The limiting factor for using higher charge states in practice is the lower bound of
the acceleration voltage U0. If this cannot be reduced further below 1 kV, already a 10+
ion carries too much kinetic energy for the highest position accuracy, due to straggling.
The capabilities of creating highly charged ions with the electron beam ion source are
described in Sec. 4.1.1. Furthermore, as mentioned below as well, damage at the surface
from the impact of highly charged ions may be a limitation.
Some selected examples for values of pi were calculated and can be found in Table 3.3
and in Fig. 3.33. The ion species N, P, Sb and Bi were choosen as examples, because
they are technologically relevant for quantum applications, while the noble gases Ar, Kr,
Xe are easily available for test measurements.
As it is obvious from the formula for pi (Eq. 3.28), heavier ions with a higher charge
state, using a low acceleration potential are favourable for the detectability. For singly
charged, light ions at 1.0 kV, the pi values scatter around 0.5× 10−21 C/
√
m/s. Using
this as a reference point, almost a factor of about 1.6 can be gained, when using 2+
ions instead. For heavy ions, like Xe20+ at 1.0 kV, the maximum possible SNR will be
enhanced by another factor of about 7.7. A similar value is reached for P15+, if it can
be produced with an accelerating potential of only 100 V. For the bunch test set-up, the
charge state is limited to 2+, with a minimum acceleration potential of 1 kV. Hence, pi
lies between 1.0 and 1.4× 10−21 C/√m/s for the noble gases Ar, Kr, Xe.
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Figure 3.33: Plot of pi values as a function of the charge state according to Eq. 3.28. Naturally,
only discrete charge states exist; the lines are drawn for clarity.
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ion mass N_el U_0 E_kin v_ion p_i
u e kV keV 10^5 m/s 1e-21 C/√(m/s)
Ar+ 40 1 1 1 0.69 0.61
Ar+ 40 1 5 5 1.55 0.41
Ar2+ 40 2 1 2 0.98 1.02
Ar2+ 40 2 5 10 2.20 0.68
N2 + 28 1 1 1 0.83 0.56
N2 + 28 1 5 5 1.86 0.37
N + 14 1 1 1 1.17 0.47
N + 14 1 5 5 2.62 0.31
P+ 31 1 1 1 0.79 0.57
P+ 31 1 5 5 1.76 0.38
P2+ 31 2 1 2 1.12 0.96
P2+ 31 2 5 10 2.49 0.64
P15+ 31 15 0.1 1.5 0.97 7.72
Kr+ 84 1 1 1 0.48 0.73
Kr+ 84 1 5 5 1.07 0.49
Kr2+ 84 2 1 2 0.68 1.23
Kr2+ 84 2 5 10 1.51 0.82
Xe2+ 131 2 1 2 0.54 1.37
Xe5+ 131 5 1 5 0.86 2.73
Xe20+ 131 20 1 20 1.72 7.73
Xe40+ 131 40 1 40 2.43 12.99
Xe20+ 131 20 0.1 2 0.54 13.74
Xe40+ 131 40 0.1 4 0.77 23.11
Table 3.3: Table of the pi values of various ion species, which are technologically relevant (ni-
trogen, phosphorous) and easily available for test measurements (noble gases). For
clarity, the quantities are colour coded, red-yellow-green corresponding to increasingly
favourable for detection.
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3.4.5 Electrode capacitance simulation





is relevant for further optimisation, with the restriction that the number of electrodes
per JFET can naturally only be integer, which implies that Cel should always be smaller
than Cc. C
∗
L may be called the specific electrode capacitance (per electrode pair length).
At first, however, the general behaviour of the capacitance, dependent on the geometric
parameters are ascertained.
The procedure of optimising the capacitance of ICD signal electrodes starts with consid-
ering the most reduced case: a single signal electrode between two grounded electrodes,
as shown in Fig. 3.34a. The hollow cylindrical signal electrode has a length of le, inner








Figure 3.34: (a) Schematic of the geometrical configuration of a single signal electrode and two
neighbouring grounded electrodes. The two-dimensional plane indicated in light
blue is the region used in the femm simulations. (b) Graphical visualisation of a
femm simulation of the electric potential distribution with r1 = 3 mm, r2 = 4.5 mm,
le = 5 mm, d = 2 mm, rb = 20 mm and zb = 20 mm.
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electrodes. In a finite element simulation, a boundary needs to be specified, indicated by
axial and radial extent zb and rb, respectively. In this case, the boundary is considered
to be the housing around the detector electrodes and its distance to the electrodes has
an important influence on the capacitance.
The software tool femm is used to numerically calculate the capacitance of the described
structure using a variety of geometric parameters. This software is able to handle prob-
lems defined in the two-dimensional plane. The defined structure can be extended into
the third dimension for the calculation either by extending with a defined thickness, or
by rotating around the cylindrical symmetry axis, as it is done in the calculations here.
Some elemental geometric parameters of the structure are examined separately to clarify
their influence on the optimisation of the total electrode capacitance:
Electrode material thickness r2 − r1 (Fig. 3.35):
Clearly, thinner electrodes minimise capacitance, but there are practical limits, depend-
ing on material and fabrication process.
Distance between electrodes d (Fig. 3.36):
In this series of simulations, the signal frequency is held constant, thus the electrode
length le decreases with increasing d. A larger distance is favourable, the capacitance
decreases similarly to the theoretical ideal parallel plate capacitor with 1/d. Further,
also the weighting potential and thus the signal form will change considerably due to
this variation, which is considered further below (see Fig. 3.40).
Electrode radius r1 (Fig. 3.37):
The material thickness is held constant. The capacitance decreases almost linearly with
decreasing r1, but again, there are practical limitations due to beam divergence, align-
ment, fabrication, and also the variation of the signal form.
Boundary rb (Fig. 3.38): The curve follows a behaviour close to the equation for a
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plus an offset. Simplified, the total capacitance is the sum
Ctotal = Cgroundedelectrodes + Cboundary. (3.31)
As can be seen in the graph, around 100 fF, already a casing at a distance of min.
≈ 6 mm is enough to get almost the optimal value. Even if, in the realisation of such a
detector, the case is not exactly cylindrical, the capacitance contribution will be small
enough, as long as all conducting surfaces are more than 6 mm away from the signal
electrodes.
From these considerations, a viable design of the electrodes could be for example:
r1 (mm) r2 (mm) le (mm) d (mm) rb (mm) zb (mm) Cel (fF) C
∗
L (fF/mm)
0.75 0.95 1.5 2.5 10 20 138 17.25
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r 2  -  r 1  ( m m )
Figure 3.35: Simulation of the capacitance of a single electrode in dependence on the thickness
of the electrodes.





1 0 0 0






d  ( m m )
Figure 3.36: Simulation of the capacitance of a single electrode in dependence on the distance d
of the electrodes at constant signal frequency. Consequently, the electrode length le
decreases with increasing d.
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r 1  ( m m )
Figure 3.37: Simulation of the capacitance of a single electrode in dependence on the diameter of
the electrodes with constant material thickness.


















r b  ( m m )
Figure 3.38: Simulation of the capacitance of a single electrode in dependence on distance of the
boundary of the simulation, which is representative of a casing of the apparatus.
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Figure 3.39: Comparison of simulating one electrode and three electrodes directly, dividing the
result by three. In this example, the electrode inner radius r1 is varied simultaneously
with the electrode length, i.e. le = 2r1, at constant wall thickness (r2−r1 = 0.2 mm)
and le + d = 4.0 mm.
A comparison of simulating three signal electrodes directly with different geometry pa-
rameters and running the simulation with one electrode shows excellent agreement (Fig.
3.39). It is therefore justified to generalise the results from single electrode simulations
to at least a small number of electrodes connected to the same preamplifier.
However, with the weighting potential extracted from the three electrode simulation,
the resulting signal form can be studied as well (see Fig. 3.40). The signal form can
be tuned to minimise all higher harmonics of the signal frequency. This is the case for
le = 1.8 mm. Interestingly, this is not the set of parameters with the highest FFT am-
plitude at the signal frequency. The main signal FFT amplitude should be maximised
for a signal that is either closest to a sine wave, or similar to a rectangular wave with
50 % duty cycle. However, the real-time signal analysis might also be possible without a
perfect sinusoidal signal pulse. For example, in a lock-in amplification system, arbitrary
waveforms may be used as reference signal, if the expected signal deviates considerably
from a sine function, while at the same time the capacitance is favourable.
As the formula for the optimum SNR shows, minimising the capacitance per electrode
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Figure 3.40: Weighting potential form along the ion optical axis for a variation of the electrode
length from 0.5 mm to 3.4 mm (blue to red) at constant signal frequency. The curves
are shifted for clarity.































Figure 3.41: Increasing the electrode distance with otherwise constant parameters. The capac-
itance per electrode (black y-scale) is not affected significantly, in contrast to the
specific capacitance per detector length C∗el (red scale).
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is not useful, but instead the specific capacitance per segment length needs to be con-
sidered.
It is obvious that increasing the electrode spacing is a way to decrease C∗L. As shown
in Fig. 3.41, the C∗L value decreases to about one half of the initial value by tripling
the distance between electrodes and otherwise constant geometry parameters, while the
capacitance per electrode seems to be approaching a lower limit due to the proximity of
the boundary in this scenario. In conclusion, a value of 12 fF/mm seems achievable.
Note that the presented simulations do not include the connection between the electrode
cylinder itself and the circuit board. Initial tests show, that the additional parasitic ca-
pacitances by thin connecting rods should be negligible. In the actual design of a new
prototype, practical aspects and the ability to fabricate the electrode structures need to
be taken into account. Therefore, it is probably worth studying the complete design with
a more sophisticated software, capable of true three-dimensional finite element potential
and capacitance calculations.
3.4.6 SNR calculation for an example design for ICD3
Summarising the results for the separate influences above, the SNR is estimated for a
future image charge detector prototype (working title “ICD3”). An important practical
limitation is the maximum total detector length of 150 mm, which is due to construc-
tional reasons. For the electrode geometry, an inner and outer diameter of 1.5 mm and
1.9 mm, respectively, are chosen. The resulting material thickness of 200µm is realistic
for fabrication. With an electrode length of 2 mm and a distance of 4 mm, the specific
capacitance is simulated to be 12 fF/mm. The optimum number of electrodes per seg-
ment is therefore 3, with 4 segments fitting within the maximum detector length. It
is assumed that the detector electronics can be cooled to any set temperature between
room temperature and liquid nitrogen temperature. The maximum SNR is calculated
below.
For the bunch testing set-up, using noble gases, the best available ion species is Xe2+
with an accelerating potential of the minimum of 1 kV (pi = 1.37× 10−21 C/
√
m/s).
Using Eq. 3.25, the maximum possible SNR per single ion is estimated:
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420 fF 12 fF/mm
(3.32)
= 0.076. (3.33)
Consequently, for SNR = 2, approx. 26 ions (1 kV (2 keV) Xe2+) are necessary.
This is based on a single segment with the even electrodes grounded, i.e. only one chan-
nel, without any differential amplification.
To optimise this number further:
 Slower ions with higher charge states are necessary. This is limited by the mini-
mum kinetic energy useful for implantation and the maximum charge state to not
damage the surface on the nano-scale.
 The JFET noise performance could be optimised by choosing a better model,
which is yet unknown. It is questionable, if the noise performance of the MX-40
decreases further in the temperature range from −100 ◦C down to −195 ◦C (liquid
nitrogen).
 The specific capacitance is probably already at the practical limit, where it can
only marginally be minimised further.
Including the differential amplifier circuit on a single segment:
SNRmax → 0.076 ·
√
2 = 0.107, so 19 ions are necessary for SNR = 2.
Another factor of
√
4 = 2 can be gained by realising a digital shifted amplitude summa-
tion of four segments, leading to SNRmax → 0.107·
√
4 = 0.21, i.e. 10 ions for an SNR of 2.
Note once again, that this is not the continuous analogue summation of the segment
signal channels. That would not lead to an enhanced SNR, as shown above. For the
gain of
√
mJFET (number of segments), the segment signals need to be summed, in a way
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that only takes into account the true signal duration in each segment channel, without
adding up unnecessary noise.
To push the sensitivity in this scenario to one ion with SNR = 2, theoretically a true







differentially amplified detector segments would be necessary. Since this is not a realistic
option, either highly charged ions need to be used for deterministic single ion implanta-
tion, or a better transistor technology can be found, where the input noise parameter is
reduced considerably. Furthermore, so far unidentified disturbing influences may reduce
the experimental SNR with respect to these theoretical calculations.
3.4.7 Plausibility of the SNR Formula: ICD2.5
With the existing experimental results, a direct comparison with the theory is possible.
For ICD2.5, an SNR of 2 was measured for 1100 Ar2+ ions (see Sec. 3.3 and Ref. [113]).
Ar2+: pi = 0.68× 10−21 C/
√
m/s
Inside the preamplifier, most probably an input FET of the type Sony 2SK152, with
an input capacitance of CFET = 8 pF, and a noise parameter of n˜rms = 1.2 nV/
√
Hz is
used. The feedback capacitance has a value of CF = 0.5 pF [117]. The length of the
detector segment with five signal electrodes is 100 mm, or equivalently L∗el = 20 mm.
The capacitance of the detector segment including cables and vacuum feed-through to
the preamplifier module was measured to be (70± 10) pF using a Meterman LCR55 and
Brymen BM8675 Multimeter. Unfortunately, this gives only a rough estimate.





= 4.0× 10−14 C/V (3.35)
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one gets




5 · 14 pF + 8.5 pF . (3.36)
= (1.1± 0.4)× 10−3. (3.37)
This value translates to 1800± 650 necessary ions for an SNR of 2. Compared with the
experiment (1100 ions), the theoretical estimate seems reasonable, given that the JFET
model is not known exactly (the noise level might be different), the FFT algorithm used
for the data analysis is probably still improvable (but it also shows that apparently
there are no orders of magnitude to be gained, unfortunately) and the capacitance
measurement is of very limited accuracy.
3.4.8 JFET characterisation and modelling
An important part of designing an optimised image charge detector, is the development
of customised preamplifier circuitry. This is done with the help of SPICE simulations
(see Sec. 2.5.4). The inputs of the simulation are the parameters of the used components.
That is first and foremost the capacitance of the aforementioned optimised electrodes.
Secondly, the chosen input transistor needs to be modelled. Since it is a specialised
component, there is no predefined SPICE model that can be plugged into a circuit for
simulation. Therefore, in this section, a brief description of the procedure that was used
to characterise and model the JFET usable for an optimised image charge detector is
given.
The foundation of the new SPICE model is experimental data collected by Simon Robson
(University of Melbourne). It characterises the drain-source current Ids as a function of
the gate-source voltage Vgs and the drain-source voltage Vds. Further, the used JFET
is a four terminal JFET. Additionally to the usual drain, gate and source terminals, it
possesses a second gate, which can be biased to adjust Ids. The equivalent circuit of a
three-terminal JFET includes parallel capacitances and series resistances at the gates
[92]. Analogously, the four-terminal model shown in Fig. 3.42c is proposed. Besides
the junction field effect transistor itself, with gates 1 and 2, drain and source contacts,
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(a) (b)
(c)
Figure 3.42: (a) Optical micrograph of the MX40 transistor die surface with six bonding pads,
(b) SPICE circuit symbol used for the MX40, (b) SPICE model of the MX40 circuit
symbol.
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it includes a 50 fF feedback capacitance and a bipolar transistor for custom transistor
feedback circuitry, both integrated on the silicon die (see also Fig. 3.42a).
Modelling the current-voltage characteristics of a four terminal JFET is not easily done
analytically, but has been tackled already with satisfying results [121, 122].
The available experimental data is fitted to the following equation [121]
Ids = Gf
1− fb − ft
µred(E¯)
Vds, (3.38)
whereGf and µred(E¯) are constants and fb and ft are functions depending on the voltages
applied to the first (top) and second (bottom) gate. More details can be found in Xia
et al [121]. The main difficulty in fitting a large set of experimental data is that the
functional dependence given by this equation is not valid over the whole voltage range,
but only up until a threshold value, called the drain-source saturation voltage, which
depends on both gate voltages.
3.4.9 Circuit simulations
The tool LTSpice was used to simulate the electrical circuitry that needs to be realised
for an optimised image charge detector. The following results prove that the desired
functionality can be achieved with the selected input JFET and the charge-sensitive
preamplifier. It is also shown that the SPICE simulation can be used to optimise the
circuit behaviour effectively.
A schematic of the simulated circuitry of a single detector segment is presented in Fig.
3.43. It is composed of four main blocks: the signal electrodes, the preamplifier, the
differential amplifier stage and the power supply. The connections between power sup-
ply and the three operational amplifiers are omitted in the sketch for clarity. The signal
electrodes are simulated as a simplified equivalent circuit, comprised of an ideal current
source and a parallel capacitance. The coloured inset shows the even and odd numbered
electrodes of the detector segment, associated with the two current sources. The current
signal itself is defined as a piecewise-linear function (pwl). It is calculated from the
charge signal, which in turn is generated from the aforementioned femm simulation (see
Fig. 3.44).
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Figure 3.43: Circuit used for LTSpice simulations, consisting of the signal electrodes equivalent
circuits for two sets of electrodes Oa and Eb, their respective charge-sensitive pream-
plifiers and a differential amplifier stage. Inset: sketch of the signal electrodes of the
simulated segment, with blue and red colour indicating Oa and Eb.
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Figure 3.44: (a) Image charge signal calculated with femm , using the actual planned electrode
geometry and the Shockley-Ramo theorem (see Sec. 2.5.1), as well as the velocity
of 0.54× 105 m/s of the Xe2+ ions. (b) The image current used in the SPICE
simulations is the derivative of the charge signal.
As described above, the preamplifier is connected in a charge-sensitive configuration,
using a feedback capacitance CF. The input of the preamplifier is the ultra-low noise
JFET, implemented as four terminal SPICE model. The operational amplifier itself is
a realistic amplifier model, which works similar to the Amptek A250, although to the
author’s knowledge, an exact SPICE model of the A250 is not available. The voltage
signals at the output of the two preamplifiers are shown in Fig. 3.45a. As can be seen,
the quality of the signal waveform is true to the functional form of the weighting poten-
tial, as expected. The differential amplifier takes the signals from the even and the odd
electrodes as input and acts by subtracting one from the other. The result, as measured
in the simulated circuit node V diff, is plotted in Fig. 3.45b.
Qualitatively, this circuit indeed acts in the way it is required for image charge detec-
tion. Noise is not accounted for in these SPICE simulations. The focus lies on the
analysis of the pure image charge signals, based on realistic current input. Given that in
principle a well-working differential amplifier can be constructed, it is worth examining
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Figure 3.45: (a) Voltage at the two preamplifier outputs. (b) Output signal of the differential
preamplifier Vdiff .
the output of one charge-sensitive preamplifier quantitatively. The main parameters,
that influence the output signal are the feedback components RF and CF, as well as the
operating point of the JFET, which can be fine-tuned by varying the second gate voltage
Vg2. The feedback capacitance determines the gain of the integrating amplifier (see also
Sec. 2.5.3). However, for a realistic preamplifier model, the gain-bandwidth product is
limited. Hence, at a given signal frequency, a part of the signal amplitude may be lost.
This behaviour is illustrated by considering different values of CF with the Xe
2+ signal
frequency of approx. 4.5 MHz. Fig. 3.46 shows the actual output voltage amplitude
of the amplifier divided by the nominal amplitude for an ideal operational amplifier.
The gain only approaches 90 % of its nominal value for feedback capacitances greater
than 150 pF, while the other parameters seem to have a negligible influence. Besides
the signal amplitude, the output can also be distorted considerably, by using different
values for the feedback resistor RF (see Fig. 3.47). In principle, the feedback resistor
should be as small as possible, because it is itself a source of noise, directly contributing
to the output of the amplifier [95]. But as it turns out, a certain minimum value needs
to be chosen to maintain the correct signal waveform.
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Figure 3.46: Image charge signal gain as a function of the feedback capacitance value.

























Proof-of-principle image charge detector measurements are demonstrated, using proto-
types developed and fabricated in our own labs. The results are analysed qualitatively,
quantitatively, and additionally statistically for the prediction of error and detection
rates. The key results are that the Shockley-Ramo theorem can be used to model the
expected signal; FFT is a powerful tool to analyse the periodic signals, although it will
probably not be the final analysis technique for implantation due to computational ex-
penditure; the Rayleigh and a generalised form of the gamma distribution can be used
to model the PDFs of noise and image charge signals; an extremely low SNR of 2 is
sufficient for effective image charge detection, since it is a pre-detection method for im-
plantation.
Furthermore, a theoretical model to optimise the SNR of a future image charge detector
is developed, and verified with the existing experimental data. Theoretically, the sensi-
tivity can be pushed to an order of magnitude of 10 elementary charges, using available
silicon transistor technologies for the amplification. An example is calculated, consid-
ering Xe2+ ion bunches. Consequently, with highly charged ions, single ion sensitivity
should be possible. Most importantly, it is shown that the influences on the SNR of
an image charge detector can be divided in ion parameters, electrode capacitance and
amplifier parameters. With this systematisation, it is possible to adapt and optimise
image charge detection for any specific application.
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4 A Modified FIB System for Single
Ion Implantation
To realise an ion implanter with the possibility to integrate a single ion image charge
detector and achieve high lateral placement precision at the same time, a commercial
focussed ion beam (FIB) system was installed in the Leibniz Joint Lab “Single Ion
Implantation”. For nano-scale patterning of sample surfaces, the usual choice are gallium
ions from a liquid metal ion source (LMIS). However, since not gallium, but a variety
of other ion species are relevant for single ion implantation experiments, the LMIS was
removed after initial testing, and replaced with an electron beam ion source (EBIS) and
additional extensions necessary for the ion detection.
In this chapter, the concept and the current status of this unique experimental set-up are
described. Challenges and perspectives of developing it towards optimum parameters are
discussed together with initial experimental results. Furthermore, some outcomes of a
collaboration with the Experimental Condensed Matter Physics Group at the University
of Melbourne are included as well. Together with the colleagues from Melbourne, a
specialised low-noise ion beam induced charge (IBIC) system to detect single ion implants
in silicon detectors was installed. Initial measurements provided new insights into the
properties of the IBIC detector prototypes and the interaction with ions of higher charge
states.
4.1 Set-up
The basis for the modified FIB system is a Raith ionLINE. In Fig. 4.1, photographs of
the machine are shown, before and after it was modified.
The schematic of the final experimental set-up in Fig. 4.2 can be read from top to
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(a) (b)
Figure 4.1: Focused ion beam system before (a) and after (b) it was equipped with the EBIS and
the image charge detector module.
bottom, along the trajectories of the ions from the source (EBIS) to the sample stage.
The ion beam (pink) is shown as a representation of all possible ion paths. After exiting
the EBIS, the beam is filtered through a Wien filter (see Sec. 2.2.2), selecting the desired
ion species to be sent towards the sample chamber. The ion source and Wien filter are
described in more detail below. Behind the Wien filter, the beam is relatively broad
and needs to be collimated with two apertures, to limit the diameter and the divergence
(collimator). In the image charge detector module, the ion beam current can be measured
with a Faraday cup. By retracting it from the central axis, the ions are sent through
towards the FIB column. The image charge detector (depicted schematically as six
golden electrodes) will be installed in this module and will be cooled with liquid nitrogen
from a cryostat (not shown). The ICD module can be separated from the ion source and
the sample chamber by respective valves, which are omitted in the drawing. Below the
ICD module, the original FIB ion optics is located, including the condenser and objective
lens and the beam blanker. In future deterministic ion implantation experiments, the
blanker will only open, when the decision logic has registered a successful detection of a
single ion.
Inside the sample chamber, the ions impinge on a sample, which is positioned accurately
by the interferometric stage. The incident beam current can be measured directly on
the (conducting) sample, or by targeting the sample holder itself, using a connection




































Figure 4.2: Schematic of the modified FIB system for deterministic single ion implantation
(planned final configuration).
the sample surface are collected by the Everhart-Thornley type SE detector [123]. The
possibility to generate secondary electron images exists, since the focused beam can
be scanned across the sample (scanning electrodes are not shown in the schematic).
This feature can also be used for targeted implantation, or patterning with high beam
currents. Optical cameras are pointed at the samples as well, to provide a possibility
for rough orientation. The sample holder can accommodate several samples at the same
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time and is easily exchanged through the loadlock.
4.1.1 Electron beam ion source (EBIS)
The ion source, which is currently used in the set-up is a Dreebit Dresden EBIS-W
(EBIS-A with Wien filter). In such an electron beam ion source, a dense electron beam
from a filament is directed along the ion optical axis, which coincides with the direction
of a magnetic field in the ionisation region [124]. The space charge of the electrons build
up a radial potential for the ions. Additionally, the ions are trapped in an electrostatic
potential well along the z axis and continuously bombarded by the electrons as long as
they remain inside the trap [125]. More details of the interior of the EBIS and a sketch of
the electrode configuration can be found for example in Ref. [126]. Successive ionisation
leads to higher charge states, until an equilibrium with recombination is reached. The
three trap voltages can be adjusted by the operator, along with the extractor electrode
and effective accelerating potential U0, to optimise the beam current for a specific ion
charge state. The ion source has two modes of operation: the leaky mode and the pulsed
mode. In leaky mode, all potentials are constant over time. The ion beam is formed
through proper adjustment of the trap potentials, so that a fraction of the ions steadily
leaks out. In pulsed mode, the potential barrier at the trap exit is high for a defined
duration and opened periodically to release a short pulse of ions. This enables longer
”breeding” of higher charge states [127]. The Wien filter uses a permanent magnet and
a variable transversal electrostatic field.
For measurements demonstrating the functionality of the FIB system with the EBIS,
firstly argon gas is used as a source of ions. The beam current is measured with the
Faraday cup downstream of the Wien filter to optimise the trap parameters. In Fig.
4.3, three Wien filter spectra of argon ions accelerated with different multiple values of
U0, captured in leaky mode, are shown. Higher voltages correspond to higher charge
states. As expected, the constant product of U0 times charge state leads to the same
velocity, i.e. the same Wien filter voltage (e.g. (12 kV, 1+), (6 kV, 2+), (3 kV, 4+)).
The spectra do not perfectly align, and the 3 kV spectrum was shifted by 1.1 V along the
Wien filter voltage axis, probably mostly due to a variable delay in the communication
between current measurement hardware and software. The charge state distribution,
i.e. the peak height distribution, depends on the trap parameters and on the ionisation
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Figure 4.3: Wien filter spectra for argon ions obtained in leaky mode with different acceleration
voltages U0: 3 kV, 6 kV and 12 kV. The inset shows the positions of the dominant
12 kV spectrum peaks (associated with different argon charge states) in log-log scale,
with a fitted slope of 1/2.
cross-section of the orbitals. Thus, for the argon spectra, the 8+ peak is usually more
prominent than 7+ and 9+. Between the peaks associated with the argon ions, minor
signals from residual gas molecules are usually present, but not of any experimental rele-
vance. The inset in the figure shows the voltages of the 15 peaks in the 12 kV spectrum,
as a function of supposed charge state in a log-log scale. Fitting the data points linearly,
the apparent slope of 1/2 confirms the assumption that the identified peaks can all be
assigned to argon.
Naturally, in a gas ionisation source like the EBIS, the most convenient method to obtain
a specific ion is to supply a gaseous compound containing the respective atoms. Unfor-
tunately, for some technologically relevant species, there are either lab safety issues with
toxicity (e.g. phosphine gas), or they are too reactive and harmful to sensitive parts of
the ion source (mainly the filament lifetime decreases dramatically in the presence of
halogens). According to the literature, an alternative is offered by the MIVOC method
(metal ions from volatile compounds). A variety of ions were reported including: C, Mg,
Si, Cl, Ti, V, Cr, Fe, Co, Ni, Ge, Mo, Ru, Sn, I, W, and Os [128]. For the generation
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of phosphorous ions, which is especially relevant for silicon based quantum computing
applications, the compound P(O)H(C2H5O)2 is available [129, 130].
As it was discussed in the previous chapter, the image charge detector signal-to-noise ra-
tio, and thus the sensitivity, is directly proportional to the number of charges. Therefore,
it is an advantage to be able to use highly charged ions from the EBIS. However, there
are two main issues, that limit the applicability of highly charged ions in a deterministic
ion implantation. The purely technical problem of this particular EBIS is, that it is cur-
rently not optimised for low accelerating potentials, e.g. < 1 keV. The main reason is
that a certain potential is necessary to separate the electrons from the ion beam. A 15+
phosphorous ion would be excellent for detection, but if it is extracted with U0 = 1 kV,
its kinetic energy of 15 keV is already too high for a precise lateral placement, due to
straggling. In principle, this problem can be overcome either by modifying the mode of
operation of the currently used EBIS, or even using a different ion source in the future.
The other issue is fundamental and related to the interaction of highly charged ions
with the sample surface. It is known, that due to the high potential energy of a highly
charged ion, which is released at the surface, nano-scale modification, like the formation
of nano-craters or hillocks takes place upon every single impact [131–133]. The poten-
tial energy of the highest charge states does not only become comparable to the kinetic
energy, but can exceed the latter by far, for slow ions. For example, Xe44+ carries a
potential energy of 51 keV [131]. The threshold charge state above which this effect
becomes important, depends largely on the studied material and the ion species, but
very little on the kinetic energy [131]. For a specific implantation experiment, this needs
to be investigated, to avoid usage of charge states that induce unwanted damage at the
sample surface to be implanted in. To test, if silicon surfaces (clean silicon (100), with
native oxide) are negatively affected by the impact of highly charged ions, test implan-
tations of Ar16+ (Ekin = 16 · 12 keV) ions were performed. The irradiated areas and, for
comparison, the pristine surface far away from the irradiated area on the same sample
were inspected using atomic force microscopy (AFM). The fluence was varied from zero
to a value that corresponds to 5000 ion impacts inside the AFM scan area of 5× 5 µm2.
The total irradiated area was a square with side lengths of 200 µm. Inside the irradi-




Figure 4.4: Secondary electron images of standard TEM grids (mesh 2000 squares (a) and mesh
400 hexagonal (b)) for image optimisation and calibration.
showed no significant, or systematic variation compared to the pristine surface, with
a measured value of (160± 10) pm. The reviewed literature contains little information
on the formation of nano-structures on silicon surfaces with charge states < 20. This
is probably due to the high conductivity of the material [132, 133]. The preliminary
measurements thus indicate that implantations into silicon should not yield unwanted
surface structuring effects due to the high charge of individual ions. For other materials,
especially insulators like e.g. diamond, this still needs to be examined.
4.1.2 FIB column and sample chamber
At the time of writing this thesis, the FIB system is not yet in its final configuration.
Unfortunately, major technical delays prevented the apertures to be installed at their
final positions. Nevertheless, it is possible to demonstrate the functionality of focussing
ions from the EBIS on a sample, albeit the ion optical performance does not reach its full
potential in its present configuration. Instead of a set of two apertures in the collimator,
only a single beam limiting aperture is placed at the entrance of the FIB optics, just
above the condenser lens. Some considerations regarding the final configuration are
discussed in the next section.
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(a) (b)
(c)
Figure 4.5: Secondary electron image (a) of the mesh 2000 TEM grid. Horizontal (b) and vertical
(c) profiles with fits using the error function to determine the beam FWHM.
An Ar8+ beam was used to generate secondary electron images of standard copper TEM
grids, that can be used to calibrate the image. Further below, the TEM grids can be
seen in the photograph of the sample holder (Fig. 4.9). On these structures, focussing
and optimising the beam is convenient, before other experiments are performed with
the apparatus. In Fig. 4.4 (a), a large field of view imaging a mesh 2000 TEM grid is
shown. One can notice a nicely focused image in the centre, whereas at the lower right
it is blurred. At this image size, probably both the curvature of field and an unavoidable
slight tilt of the sample is responsible for this variation. The sample is attached to a
standard silicon wafer substrate with silver conductive paint. In panel (b) of the same
figure, contrast from contaminants on the substrate is visible between the copper bars,
due to the larger grid holes. Differently oriented edges of the hexagonal grid are focused
differently, revealing astigmatism in the beam, which is difficult to compensate.
Reducing the field of view, a more detailed image of the 2000 mesh grid was acquired
(Fig. 4.5 (a)). It was used to extract profiles and fit an error function to quantify the
FWHM of the assumed Gaussian beam profile. Again a slight astigmatism is determined






Figure 4.6: Two-dimensional projection of a ion ray tracing simulation for VCL = −800 V. The
beam is generated at the location of the first aperture of the collimator and the sample
surface is at z = 0.
4.2 Ion optics
The ion optics of the modified FIB was simulated for the planned final configuration,
to determine the requirements for the collimator in order to achieve a certain beam
resolution. This is done using the actual lens potentials provided by the manufacturer.
The lenses are effectively electrostatic einzel lenses. In the presented example, singly
charged phosphorous ions with 5 keV are assumed. Sub-10-nanometre beam spots are
achieved in the original configuration of the FIB, because of the small emission region
of the Taylor cone of a gallium LMIS. This results in a virtual source size of less than
100 nm. The two lens system demagnifies this virtual source as an object to the image,
which is the beam spot on the sample.
In the modified FIB, the beam limiting (first) aperture of the collimator is the object
determining the beam spot size through the demagnification and taking into account
aberrations. In Fig. 4.6, an example of a simulation outcome from SCP (see Sec. 2.2.5)
is shown. The ions are generated at the top of the graph and their trajectories are
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Figure 4.7: Simulation of the demagnification and influence of the chromatic aberration in de-
pendence on the lens settings.
depicted. The direction and and starting point within the first aperture are random,
while the maximum allowed divergence of the beam is given by the second aperture in
the collimator. Note the orders of magnitude difference between the z and x scales. The
condenser lens (CL) parallelises the beam and the objective lens (OL) focusses the ions
on the sample surface (z = 0) at a working distance of 10 mm, where the trajectory ends
in the experimental reality.
According to the theoretical background of the einzel lens (see Sec. 2.2.3, the lens po-
tential sets the focal length and from different combinations of focal lengths in the two
lens system, different demagnifications are achieved. Fig. 4.7 shows a variation of the
CL potential. The OL potential is adjusted accordingly to keep the focus at z = 0.
This is done one the one hand for a large aperture, without energy dispersion and on
the other hand with a point source, but a certain energy dispersion. As it turns out, for
smaller values of the CL potential, the chromatic aberrations of the lenses dominate as
limiting factor for the spot size (measured as the double standard deviation of the ion
distribution). The demagnification that can be read off the black curve (10 µm aperture)
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itself shows a minimum at −650 V. The resulting total spot size is the quadratic sum of
both influences.
To examine the region around the optimum demagnification more closely, the ion energy
dispersion, aperture size and beam divergence angle is varied at −650 V and −800 V CL
potential (see Fig. 4.8). The results indicate that the chromatic aberration, which is
proportional to the divergence angle and the energy dispersion, is the main limitation,
except if it can be reduced to extremely small values. At the same time, it seems worth
to invest some effort in the fabrication of nano-apertures usable for this kind of set-up,
to reach the smallest beam spot sizes below 10 nm.
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(a)
(b)
Figure 4.8: Varying the energy dispersion, divergence and beam limiting aperture diameter for
(a) VCL = −650 V, (b) VCL = −800 V.
122
4.3 Integration of an ion beam induced charge (IBIC) set-up
4.3 Integration of an ion beam induced charge (IBIC)
set-up
Within a collaboration with the Experimental Condensed Matter Physics Group at the
University of Melbourne in Australia (Prof. David Jamieson), a low-noise IBIC detection
system was integrated in the modified FIB system. It is based on a dedicated preamplifier
designed by Alexander Jakob for the purpose of detecting single ions hitting the active
area of silicon detectors at room temperature. Fig. 4.9 shows a photograph of the IBIC
detector sample holder. The experiments were performed together with Alexander Jakob
and Simon Robson (both University of Melbourne).
4.3.1 Detectors
The detectors used in this setup were fabricated at the Australian National Fabrication
Facility (ANFF) by Vivien Schmidt und Vincent Mourik from Andrea Morello’s group
at the University of New South Wales (UNSW) in Sydney. In principle, the cross-
section of such a detector is the same as in the schematic shown in the literature review
section (see Sec. 2.4). The dimensions vary in detail between detector generations. One
decisive performance parameter is the thickness of the silicon oxide in the active area.
Although the surface oxide layer itself is unavoidable, it should be as thin as possible to
reduce straggling for precise implantation, and to maximise the charge carrier collection
efficiency from single impacts. A thickness of around 5 nm is typical.
A top view of a detector, comparable to those used in the measurement discussed in
the following, is shown in Fig. 4.10. In the optical micrograph, the bond wire can be
seen as the darkest element. It is attached to a metallised frame around the active
region, which is itself nearly quadratic with a surface area of approximately 50 µm by
50 µm. For the presented results, also detectors with smaller active areas (“construction
sites”) were used. The functionality of a detector can be examined by high energy IBIC
measurements, using e.g. 1 MeV helium ions (α particles). This was done by Simon
Robson at the Pelletron accelerator at the University of Melbourne [134, 135]. The
advantage of such a measurement is the spatial resolution in the Pelletron microprobe
system. However, this is only an indirect examination of the detector performance,
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TEM grids
IBIC detector
Figure 4.9: IBIC sample holder with IBIC preamplifier circuit board (behind protective lid) in-
cluding detector inside the central opening. The TEM grids for ion beam optimisation
and calibration are visible as well.
because of the high energy of the helium ions. It would be desirable to create IBIC
maps using ions in the keV energy range. In fact, this is already under development to
be implemented in the modified FIB system described here. Preliminary measurements
without spatial mapping were performed and selected results are described below.
4.3.2 Pulse height spectra of differently charged keV ions
Due to the shallow viewing angle of the optical camera (see Fig. 4.2), there were some
difficulties aligning the ion beam with the active detector area. By removing the cover
of the circuit board, it was possible to directly view the detector, which made the
alignment easier. Before this was done, the stage was moved over a relatively large area,
with the ion beam directed towards the sample holder. The preamplifier output signal
was monitored at the same time to find the position of the detector. In this process,
a position was found, where a peak in the pulse height spectrum appeared. Different
charge states of the argon ions and hence different kinetic energies were selected to test
if the signal is indeed caused by the ions (see Fig. 4.11). However, the peak position did
not shift. When the valve between EBIS and the column downstream was closed, the
signal disappeared, but it remained, when the ion beam was deflected via a voltage in
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Figure 4.10: Optical microscope image of a CQC2T detector device. The nearly square area in
the centre is the construction site. Image courtesy of Simon Robson, Alexander
Jakob (University of Melbourne) [134].
the Wien filter. Consequently, no ions or other charged particles coming from the source
can be the origin of the signal. A likely explanation is the known fact, that the highly
charged ions inside electron beam ion sources emit X-rays [125, 136, 137]. For highly
charged ions, different processes involving emission of X-rays can be observed: direct
excitation, radiative recombination and dielectronic recombination [137]. Therefore, it is
not trivial to identify the nature of the transition leading to this characteristic spectrum,
especially without an independent reference for energy calibration.
After successful alignment of the beam with the detector area, signals from implanted
argon ions were recorded. For example, the pulse height spectra in Fig. 4.12 show a
definitive correlation between the location of the maximum and the charge state. In
this preliminary data, only three data points are available, and the low total number of
counts and the high background of unknown origin for Ar3+ is a problem. The number
of ions striking the detector needs to be kept low, to avoid detector degradation. The
degradation locally changes the charge collection efficiency, and so the location of the
maximum shifts for the same ion parameters [79]. Additionally, due to a lack of a cal-
ibration X-ray source at the time of the experiments, the spectra of different detectors
are not comparable.
The linear trend that is suggested in the inset of Fig. 4.12 should continue for higher
charge states, under the usual assumption that the channel number is proportional to the
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Figure 4.11: Suspected X-ray pulse height spectra, while differently charged argon ions at the
same acceleration voltage of 12 kV were used. For Ar+, the beam was blanked in
the Wien filter, so that no ion should have reached the detector.
projectile kinetic energy. Another assertion is that spectra from differing charge states,
but identical kinetic energy should look the same in the same detector. This is realised
by switching to a lower U0 for a higher charge state, as demonstrated in Fig. 4.13. So
far, no systematic deviation from the proportionality of kinetic energy and peak max-
imum was found in connection with the charge state. Nevertheless, this matter might
be worth considering for future studies. The differences in ion-surface interactions that
highly charged ions show - at least for the highest charge states - are of fundamental
and, as pointed out before, also of practical interest for single ion implantation.
The width of the peaks is attributed mostly to straggling in the silicon oxide layer. Ad-
ditionally, most of the collected spectra show a pronounced high energy tail, recognisable
best in the Ar4+ spectrum in Fig. 4.12. This is due to channelling of the ions in the
silicon crystal lattice (see Sec. 2.1.1). The detectors are fabricated from (100)-oriented
silicon substrates. For a fraction of the ions, nuclear stopping is reduced, and thus en-
hanced electronic stopping leads to more electron-hole pairs created per projectile [40].
The development of optimised detectors with best possible single ion detection capabili-
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Figure 4.12: Pulse height spectra of Ar2+, Ar3+ and Ar4+ ions, with accelerating potential of
12 kV.
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Figure 4.13: Pulse height spectra of Ar2+ and Ar4+ ions, both having a kinetic energy of 24 keV.
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ties is an ongoing process. As mentioned above, high energy IBIC mapping can be used
to characterise these detectors, but the charge collection behaviour needs to be tested
with keV ions, that will also be used for single implants. One problem is, that for the
presented measurements, alignment with the small construction sites is difficult, because
of the low-quality optical camera view. Pulse height spectra were probably influenced
by partially irradiating areas outside the active zone, leading to unwanted background
besides the main ion signal peak. Together with our Australian collaborators, we are
thus working on the implementation of low energy IBIC mapping in the modified FIB
system. This will combine the advantages of the spatial resolution with the properties
of low energy ions.
4.4 Summary
The concept of the new ion implanter at the Leibniz Joint Lab ”Single Ion Implan-
tation” includes a commercially available FIB column, equipped with an EBIS. It is
demonstrated that highly charged ions can be created and focused on the sample sur-
face. The focus can be enhanced by proper placement of the apertures. Beam spot sizes
in the nanometre regime remain to be demonstrated. In a side project, a dedicated sin-
gle ion low energy IBIC system was installed and tested successfully. It will be useful in
the near future for fundamental research on single ion implantation using highly charged
ions. Furthermore, it can act as a confirmation detector for initial experiments with a
future optimised image charge detector, to check whether ions registered in the ICD are
actually arriving at the sample to be implanted.
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This thesis shows the possibilities and limitations of the non-destructive detection of
keV ions using their induced image charges. This is done both from a theoretical, as
well as an experimental perspective. Proof-of-principle experiments with ion bunches as
a model system for single highly charged ions show how image charge signals emerge in
a specifically designed detector, according to the Shockley-Ramo theorem, and how they
can be characterised and analysed. To accurately quantify the signal-to-noise ratio, as
well as detection and error rates under specific experimental conditions for single passes
of ion bunches through the detector, a statistical measurement protocol was developed.
Technologically, it is very challenging to minimise electronic noise, the limiting factor
for sensitivity, in an image charge detector. Any single ion detection method will always
operate at a critically low signal-to-noise ratio (SNR). The main result of the statistical
characterisation of image charge signals in the frequency domain is that even an SNR
of 2 is still sufficient for high fidelity deterministic implantation, because image charge
detection is a pre-detection method. The prototype image charge detector used for the
experimental measurements is far from being optimised for the maximum sensitivity.
For a signal-to-noise ratio of 2, about 1100 Ar2+ ions inside one bunch are necessary.
Following the experimental results, a concept for an optimised detector shows that the-
oretically the sensitivity can be pushed by at least two orders of magnitude by using
the best available ultra-low noise and low capacitance transistors for the pre-amplifier
electronics. Additionally, the signal electrode capacitance needs to be tailored. It is
demonstrated how this can be done using finite-element simulations. Furthermore, the
electrical amplifier circuitry can be redesigned to be able to handle the signals expected
from the optimised electrodes without losses. The beginning of this process is indicated,
however, its completion requires more effort and expertise from the field of electrical
engineering, which is outside the scope of this thesis project. At the same time, signal
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analysis techniques have to be developed further. The fast Fourier transform algo-
rithm as implemented in the digital oscilloscope proved to be a highly advantageous
characterisation tool for the signals. However, it needs to be replaced by faster, less
computationally costly digital techniques for fast triggering in an actual implantation
set-up. The theoretical and experimental results also show that the kinetic parameters
of the to be detected ions play a crucial role. Most significantly, slower ions are detected
more easily, because of a longer interaction time when passing through the image charge
detector. This is in contrast to other single ion detection methods, like secondary elec-
tron detection, or ion beam induced charge (IBIC), where the signal increases with the
ion kinetic energy. In conclusion, image charge detection may become a complementary
method, rather than a competitor, for some experimental requirements.
Separately, but not independently from the image charge detector development, a novel
implantation set-up is introduced in Chapter 4. It uses existing, commercially avail-
able focused ion beam technology and combines it with a source able to produce highly
charged ions. This possibility, together with the expected advances in the image charge
detector design itself should lead to the detection of single ions on their trajectory from
the source to the sample in the near future. Moreover, the implantation set-up enables
various other types of experiments, as shown for example by the successful initial IBIC
measurements. Moreover, highly charged ions are particularly interesting for specialised
nano-surface patterning techniques.
The main motivation for developing a deterministic single ion implantation technique
is the accurate placement of single impurities and their scalable quantum mechanical
functionalisation. This is an ongoing, considerable challenge, but the reward is a whole
new world of unprecedented applications.
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