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1. INTRODUCTION 
Semi-infinite programming deals with the problem of minimizing a function f (xl , . . .  ,x,O of 
variables x l , . . . ,  xn, where X l , . . . ,  xn, are required to meet an inequality g(xl,... ,  xn; t) ~_ b(t) 
for every t in some set T. In case of a finite set T, this is a usual optimization problem with a 
finite number of inequality constraints on the variables x~,.. . ,  x,~, but infinite sets T occur quite 
naturally in many applications. For instance, in controlling air pollution in some region T, let 
xl , .  • •, xn be the costs incident o provisions for reducing the emission of some substance. Then, 
the total cost f(Xl, . . . ,xn) = ~'=1 xj is to be minimized subject to the restriction that the 
concentration g(xl,.. . ,  xn; t) remains above some given standard bit ) for every t E T. 
Some constraints hould be considered in dealing with these applications. The constraints of 
the problems depend on the time or the space coordinates and therefore, may be formulated as 
semi-infinite programming problems. Another question is whether a semi-infinite model should 
be used in practice instead of a discrete one. The solution of the latter is near to that of the first 
if sufficient points are taken into account. In fact, if it were true that generally a discrete problem 
could be treated more easily and efficiently, then it would not be worthwhile to consider semi- 
infinite programming problems from a practical point of view. However, there are two aspects 
which make the problem interesting in practice. 
(1) A model with constraints depending on some parameter t (time, space, etc.) given by 
means of one inequality g(xl,... ,xn,t) >_ b(t) rather than a big number of unrelated 
inequalities gi(xl,..., xn) >_ bi is preferable with respect o storage requirements as well 
as simplicity of handling. Even in cases where the second description is given initially (for 
instance due to measurement restrictions) it may be advantageous to transform the data 
by some approximation procedure into the first form. 
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(2) In general, at the optimal point, the inequalities are binding (i.e., equality holds) only in 
a finite number of points t l , t2, . . .  ,tr, with r >_ n as a rule. In many cases, especially 
if T is a subset of Euclidean space R m, m _> 2, this leads to a much higher efficiency of 
continuous methods, because it is sufficient to consider only a small number of points in 
each iteration and, moreover, the points for the next step can be computed very efficiently 
by using derivatives with respect to t for instance. 
This paper discusses the linear semi-infinite programming problems. Section 2 provides an 
"adding constraint" method for solving linear semi-infinite programming problems. Basically, it 
constructs a sequence of finite programming problems whose solutions converge to an optimal 
solution of a linear semi-infinite programming problem. Section 3 describes the "perturbation" 
method for solving finite linear programming problems. The basic idea of the method is to in- 
corporate a barrier function into the linear objective function such that the minimizer of the 
subproblem stays in the interior of the original feasible domain. By parameterizing the barrier 
function, the corresponding minimizers form a path that leads to the optimal solution of the linear 
program. Following the path and gradually reducing the parameter, the perturbation algorithm 
works. Section 4 outlines a new method to solve linear semi-infinite programming problems 
by combining the concepts of the "adding constraint method" for solving linear semi-infinite 
programming problems and the "perturbation method" for solving standard linear program- 
ming problems. This method is to find some suitable approximate solutions for the finite linear 
programming problems in the "adding constraint" method and the corresponding approximate 
solutions also form a path that approaches the optimal solution of the linear semi-infinite pro- 
gramming problems. Moreover, a proof for the sequence of the approximate solutions converging 
to the optimal solution of the linear semi-infinite programming problem is also provided in Sec- 
tion 4 to show that this method is reasonable in theory. From the numerical data, it can be 
shown that the method suggests a very efficient way to solve linear semi-infinite programming 
problems. 
2. THE ADDING CONSTRAINT METHOD FOR SOLVING 
L INEAR SEMI- INFINITE PROGRAMMING PROBLEMS 
AND ITS APPLICATIONS 
2.1. S ta tement  o f  the  P rob lem and Basic Def in i t ions 
Consider the following Linear Semi-Infinite Programming Problem (LSIP) which has n non- 
negative variables and an infinite number of inequality constraints: 
n 
(LSIP) minimize ~ cjxj, (2.1) 
j= l  
n 
subject o ~-~xjaj(t) > b(t), Vt e T, xj > O, j = 1,...,n, (2.2) 
j----1 
where T is a compact metric space with an infinite cardinality, aj (t) (j = 1,. . . ,  n) and b(t) are 
real valued continuous functions defined on T. 
To illustrate, consider the following problem: 
x2 (2.3) minimize xl + ~-, 
subject o xl + tx2 _> sint, Vt E [0, 1], xl,x2 _> 0, (2.4) 
which has two nonnegative ariables and an infinite number of inequality constraints. T = [0, 1] 
is a compact set with an infinite cardinality, a1($) = 1, a2(t) = t, and b(t) = sint are real 
valued continuous function defined on [0, 1]. It is an example of linear semi-infinite programming 
problems. 
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2.2. The Adding Constraint  Method  
Some basic concepts and methods for solving (LSIP) can be found in [1-4]. One direct way 
solving (LSIP) is to discretize T into a finite number of grid points {tl,t~.,... ,tin} and then, 
an approximation can be obtained by solving a regular linear programming problem with n 
nonnegative variables and rn inequality constraints obtained by evaluating (2.1) at {t 1, t2, • • •, tm }. 
Usually, a case with more grid points results in better approximation at the cost of solving a 
larger size linear program. Also, the choice of grid points has to be taken into consideration of 
the behavior of the functions aj(t), j = 1, 2,. . . ,  n, and b(t). 
To avoid having too many constraints at one time, an "adding constraint" (or "cutting plane") 
method is introduced in [2,3,5]. Basically, it constructs a sequence of finite linear programming 
problems whose solutions converge to an optimal solution of (LSIP). Before describing this 
method, the following Problem (LP~), which is a linear programming problem with k explicit 
constraints can be defined as follows: 
?t 
(LPk) minimize Zc jx j ,  (2.5) 
j=l 
fl, 
subject o ~-~xjaj(t~) > b(t~), i=  1, . . . ,k,  xj > 0, j = 1, . . . ,n.  (2.6) 
j--1 
The "adding constraint" method works according to the following scheme. 
2.2.1. Algorithm 
STEP 1. Set k ---- 1, choose any tz E T and set T1 = {tl}. 
STEP 2. Solve (LPk) with an optimal solution x(k). 
STEP 3. Find a minimizer tk+l of G~(t) over T and calculate Gk(tk+l), where 
Gk(t) = ~ xj(k)aj(t) - b(t). 
jffil 
STEP 4. If Gk(tk+l) _~ 0, then Stop! x(k) is the optimal solution of (LSIP). Otherwise, set 
Tk+l = Tk U {tk+l), increment k ~- k + 1 and go to Step 2. 
Note, that the feasible domain of (LPk) contains the feasible domain of (LSIP), the minimum 
value of (LSIP) must not be less than the minimum value of (LP~). Moreover, x(k) is the optimal 
value of (LPk), and if 
n 
~_, xj(k)aj(tk+1) - b(tk+l) >_ O, 
then x(k) also belongs to the feasible domain of (LSIP). x(k) must be an optimal solution of 
(LSIP). Therefore, if 
n 
Z xj(k)aj(tk+l) - b(tk+l) >_ O, 
jffil 
then, the iterations can be stopped and x(k) is an optimal solution of (LSIP). Otherwise, set 
Tk+l = Tk U (tk+l} to continue this iterative process. 
The proof of {x(1),x(2),... ,x(k) , . . .} converging to an optimal solution of (LSIP) can be 
found in [2]. A refined version, which allows to drop some redundant points in Tk is referred 
to [6]. 
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2.3. The Application of the Adding Constraint Method for 
Solving Linear Semi-Infinite Programming Problems 
With recent advances in the perturbation method for solving linear programming problems 
which will be introduced in Section 3, a generalized barrier perturbation Problem (LP#k): 
n 
(LP~,k) minimize ~ cjxj +/'.kC~(x), (2.7) 
j--1 
n 
subject o ~-~xjaj(t i )  >_ b(t~), i = 1 , . . . , k ,  xj > O, j = 1 , . . . ,n  (2.8) 
o4----1 
is defined to replace (LPk). #k > 0 is a barrier perturbation parameter and Ck(x) is a GBLP 
function for solving (LPk). (Note, that GBLP function will be defined in Section 3.) Under 
some appropriate assumptions, the later section will show that the sequence {x(#k) : x(#k) is the 
approximate solution of (LPttk), for k = 1, 2,... } converges to an optimal solution of (LSIP) by 
carefully choosing Tk and #k. 
Note, that (LP#k) and (LP~) share the same feasible domain. When the domain is a bounded 
set in R n, (LP#~) becomes (LPk) as #k approaches to zero [7-9]. This means (LP#k) can be 
viewed as a "relaxation" of (LPk) and x(~k) is an "approximate" optimal solution of (LPk). That 
the sequence {x(ttk) : x(#k) is the approximate solution of (LP#k), for k = 1, 2,... } converges 
to an optimal solution of (LSIP) will be shown in Section 4. 
3. THE PERTURBATION METHOD FOR SOLVING 
L INEAR PROGRAMMING PROBLEMS 
This section will introduce a perturbation method to solve regular linear programming prob- 
lems. Some notations, assumptions, and preliminaries are described in Section 3.1. An "ideal 
interior trajectory" is characterized in Section 3.2. This trajectory is well defined, continuous, 
and leads to the optimum when the barrier parameter approaches zero. A good moving direction 
is assembled and an appropriate step size to stay in a close neighborhood of the ideal interior 
trajectory is found in Section 3.3. The concept of scaling matrix is adopted in Section 3.4 to de- 
termine the step size for a general perturbation algorithm. A measure is defined to be a criterion 
of closeness to the "ideal trajectory" in Section 3.5. A general perturbation algorithm for solving 
linear programming problems is proposed in Section 3.6. The sufficient condition is provided in 
Section 3.7 that Algorithm 3.6.1 generates a sequence which converges to the optimal solution of 
the linear programming problem. 
Based on this concepts of 'the perturbation" method for solving linear programming problems 
and the "adding constraint" method for solving linear semi-infinite programming problems, the 
"perturbation method" for solving linear semi-infinite programming problems will be developed 
in Section 4. 
3.1. Notations~ A~sumption~ and Preliminaries 
Consider the linear programming Problem (P) in its primal standard form: 
(P) minimize cTz, (3.1) 
subject o Ax = b, x > 0, (3.2) 
where A is an m × m matrix, c and x are vectors of length n, and b is a vector of length m. 
Throughout this paper, the following notations and definitions will be used. 
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DEFINITION 3.1.1. ¢(X) is called a Generalized Barrier Function for linear programming prob- 
lems (GBLP), ff it satisfies the following conditions. 
(1) ¢(x) : W ~ R is proper, strictly convex and differentiable, where/~ = R tJ {oc} U {-c~} 
is the extended real//ne. 
(2) I f  {x k } C Wo is an infinite sequence converging to x with xi = 0 for at least one i, then 
lim (V¢(xk)) ,  =-c~.  
(3) The effective domain of ¢(x) contains Wo. Namely, ¢(x) takes finite value at /east  for 
ze  Wo. 
Several simple observations can be made here. 
(i) Since ¢(x) is strictly convex and differentiable, it must be continuously differentiable on W. 
In other words, V¢(x) is continuous on W. 
(ii) ¢(x) is finite on Wo and may or may not assume the value of +oo when xi = 0 for some i. 
(iii) Any positive linear combination of GBLP functions is still a GBLP function. So, mixed 
barrier functions may be applied for linear programming problems. 
(iv) The functions 
-E lnx , ,  x, ln ,, 
i----1 i----1 i----1 
for r > 0, 
are all GBLP functions. 
Note, that the smoothness conditions are imposed in the definition because functions which 
are not differentiable or one point discontinuous on the boundary must be ruled out. 
DEFINITION 3.1.2. Define an augmented primal Problem (P~) associated with a generalized 
barrier function ¢(x) as follows: 
(P~) minimize cTx q- pC(x), (3.3) 
subject to Ax = b, x >_ O, (3.4) 
where ¢(x) is the GBLP function. 
This paper considers the standard linear programming Problem (P) which satisfies the following 
assumptions. 
ASSUMPTION 3 .1 .3 .  
(1) The interior feasible domain W0 = {x e R • : Ax = b, x > 0} is nonempty. 
(2) The feasible domain W = {x E R '~ : Ax = b, x > 0} is bounded. 
(3) A has full row rank. In other words, rank of A = row, rank of A = m. 
(4) Problem (P) has a unique optimal solution. 
3.2. The  Ideal  In ter ior  T ra jec tory  
For any given # > 0, Problem (P~) has a unique optimal solution on W0. Moreover, when p 
approaches zero, the curve formed by all the minimizers is continuous in p and converges to the 
unique optimal solution x* of (P). These properties can be obtained by the following theorems. 
THEOREM 3.2.1. For p > 0 Problem (P~) has a unique optimal solution x*(p) E Wo. 
THEOREM 3.2.2. {z*(p) : p > 0} characterizes an interior, continuous curve in Wo. 
THEOREM 3.2.3. Given a decreasing positive sequence {Pk} such that 
lim #k = 0, if lim z*(/~k) = x*, then z* is the m/n/mum of (P). 
k,--,oo k~--,c~ 
This indicates that z* (p) is indeed continuous on p >_ O. 
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THEOREM 3.2.4. For any positive decreasing sequence {#k} with 
lim #k = 0, 
k*--+oo 
{x*(/~k) } must converge. Moreover, {x*(#k)} converges to the optimal solution of (P). 
3.3. Moving Directions 
Moving direction is the soul of an iterative algorithm. Once the trajectory isdefined by a GBLP 
function, a moving direction is needed to sail along the trajectory for optimum. Theorem 3.3.1 
defines an extended formula for moving directions to a more general setting. 
THEOREM 3.3.1. Let ¢(x) be a GBLP function and Problem (Pg) be defined as before 
(P~) minimize cT x -4- ]A¢ ( X ) , 
subject to Ax = b, x >_ O. 
Suppose that • is a given interior feasible solution of (Pg), then Ax  is an optimal solution of (P's), 
and Ax  defines a moving direction at • as 
Ax  = - f (  [I - f (AT  (A f (2AT) - I  Af~] f (  (c + #V¢ (~) ) . 
(pt ) is defined as follows: 
(P's) minimize (c + pV¢(~))TAx,  
subject to AAx  = O, f ( -1Ax  z <_ ~2 < l, 
2 
where )(  is any positive definite symmetric matrix. 
COROLLARY 3.3.2. GENERAL NEWTON DIRECTION FOR (P~). Let ¢(x) be a GBLP function 
which is twice differentiable in the feasible domain. If we choose f ( -2  to be the Hessian matrix 
of cTx + #¢(x) at Y~ and denote f ( -2  by H¢ 2, then Ax  obtained in Theorem 3.3.1 is the Newton 
direction in approximating (Pg). 
THEOREM 3.3.3. Let ¢(x) be a GBLP function which is twice differentiable in the feasible doma/n 
and f ( -2  be any positive definite symmetric matrix. Suppose that Y, is a current interior feasible 
solution of (P , )  and 
then, if flAx[f2 is sufficiently sinai/, ~ = • + Ax minin~izes the following quadratic function (QP) 
over  W 0: 
1 (m - ~)T 2 -2  (m - ~) (3.5) (QP) F(x)  = [cTZ + #¢ (~)] + [C + #V¢ (~)]T (X -- ~) + ~ 
In [8], Fang and Sheu constructed a primal-dual algorithm provided that a triplet (~, ~, $) is 
satisfying A~ = b, AT~t -4- ~ ---- c, where ~ > 0, ~ > 0 are given. Starting from (~,~,~), the 
primal search direction ot only generates a new primal feasible solution but also a dual estimate 
y = (Af (2AT) - IA fC2(c+#V¢(~)) .  Moreover, the moving direction for dual variables is obtained 
as Ay  = (Af~2AT)- IAf(2(~ + #re(Y:)) in [8]. 
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3.4. Scaling and Step Size 
One commonly used technique for determining a step size is to scale the problem into a trans- 
formed space. Let ¢(x) be a GBLP function. Consider the Problem (P~) and the transformed 
Problem (P~) under the scaling matrix )( formed by a current interior solution • as follows: 
(P.) minimize cTx + #¢(x), 
subject o Ax = b, x > O, 
(P~,) minimize cT f (y  + l~¢ ( f l y ) ,  
subject o Af (y  = b, y >_ O. 
THEOREM 3.4.1. The Problems (P~) and (1~) are equivalent. Moreover, the moving direction 
obtained from the negative projected gradient at ~ in (P~,) is the same as that obtained at 
e = (1, 1 , . . . ,  1) T in (F~) under the transformation z = f (v .  
3.5. Criterion of Closeness 
Section 3.2 characterizes an ideal interior trajectory which is continuous in # and leads to the 
optimal solution of (P). However, it takes excessive computations to attain the true minimum 
x*(#) of (P~) for each #. Therefore, a "criterion of closeness" is needed to tell when to reduce 
the barrier parameter p. The criterion of closeness can be viewed as an n-dimensional ball 
around x*(/z). Once a current solution falls inside that ball, then consider it is close enough to 
x*(/z) and start another iteration with a new parameter/1' < #. 
The Karnsh-Kuhn-Tucker conditions of Problem (P~) can be stated as follows: 
ATy + s - -  c = O, 
Ax  - b = O, (3.6) 
1 
- s  = -V¢(z ) ,  z > 0. 
For a primal algorithm, what it has is a current primal feasible solution with a moving direction 
and a dual estimate. If we apply the formula for the dual estimate y in the previous definition 
and define 
s = c - ATy  = c - A T (A f (2A  T ) - I  A f(2 (c + pV¢ (~.)), 
then, the vector pair (y, s) automatically satisfies the first equation of (3.6). Moreover, ~ satisfies 
the second equation for primal feasibility. Therefore, if (1/#)s+ V¢(~), or equivalently, II (1/#)s + 
V¢(~)112, is small, • becomes close to x*(#) since the K - K - T conditions (3.6) has a unique 
solution. 
Expand (1/#)s + V¢(~) in terms of • to get 
1 1 _A  T ) Ax2( lc+v¢(~) )+V¢(~)  - s  + V¢(~) = -c  (A f (2A  T -1 
# # 
__ i , _  
which shows that J~((1/#)s+V¢(~)) is the moving direction in the transformed space. Therefore, 
the criterion function of closeness can be defined as follows. 
DEFINITION 3.5.1. Given a primal interior feasible solution ~ and/~ > 0, the "criterion function 
of closeness" 
where s = c - ATy  and y is the dual estimate as what was defined previously. 
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It can be shown that d(~, #) is the best measure at ~ with least square error among all dual 
pairs (y, s). 
THEOREM 3.5.2. 
(CP) 
d(~, #) is the optimal solution to the following convex programming problem: 
minimize s + V¢(~ s = c - ATy,  y E R m. 
THEOREM 3.5.3. For any # > 0, d(x*(#), #) = O. Conversely, i f  d(~, p) = O, then • must be the 
optimal solution of  (P~). 
THEOREM 3.5.4. For • E Wo and # > 0, d(~, #) is continuous in #. 
3.6. The Gener ic  Bar r ie r  Function Algorithm 
Having all the essential components in hand, a generic barrier function algorithm can be 
constructed as follows. 
3.6.1. Algorithm 
STEP 1. INITIALIZATION AND NOTATIONS. 
Let 0 < 8,/~ < 1 be two constants and L be the input length of (P), D0 > 0 and x ° be an initial 
interior feasible solution of (P) such that d(x°,#0) _< ;3. Let f~(x)  = cTx + #¢(x). Set k :=0. 
STEP 2. CHECK OPTIMUM. 
If ~k <~ e -L  then Stop! x k is the solution. Otherwise, go to next step. 
STEP 3. COMPUTE DUAL ESTIMATE. 
s k :--c - ATy k, 
where Xa = diag(xik,..., x~). 
STEP 4. CHECK CRITERION OF CLOSENESS. 
d(x k, #k):= llrkH2, if d(x I¢, #k) < 8, then set 
#k+i = (1 - 0)#k, x k+i = x k - Xkr  k, k = k + 1. 
Otherwise, go to next step. 
STEP 5. COMPUTE ANOTHER SOLUTION CLOSER TO X*(Dk). 
= argmin {f~k ( xk - -aXkrk ) [  xk -aXk  rk > 0} ,  
0<a_~l 
x k = x k _ ~Xkr  k. 
Go to Step 3 without updating k and #k. 
3.7. The Condition for the Convergence of the Algorithm 
Some properties on the GBLP functions are imposed in Condition 3.7.1 to make sure that 
Algorithm 3.6.1 converges to the optimal solution of Problem (P). 
Let ¢(x) be a GBLP function and X = diag(xi ,x2, . . .  ,xn) for x E W. 
CONDITION 3.7.1. There exists M > 0 such that [[XV¢(x)[[2 <_ M for each x E W.  
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THEOREM 3.7.2. For any izk > O, if there/s a primal feasible solution x k with d(xk,#k) > /3, 
then Step 5 of Algorithm 3.6.1 will eventually generate a primal feasible solution x ~ such that 
d(x', tzk) <_ 1~. 
THEOREM 3.7.3. Under Condition 3.7.1, if {x k} /s the sequence generated by Algorithm 3.6.1 
satisfying d(xk,#k) < ~, i.e., [IX~(sk/#k) + V¢(x~)ll2 <:/~, k = 1,2,. . . ,  then, 
lim Xks k = O. 
k*-~oo 
THEOREM 3.7.4. g the sequence {x k } in Theorem 3.7.3 converges, it converges to an optimal 
solution of (P). 
THEOREM 3.7.5. CONVERGENCE. Algorithm 3.6.1 converges to the unique optimal solution 
of (P) under Condition 3. 7.1. 
4. THE PERTURBATION METHOD FOR SOLVING 
L INEAR SEMI- INFINITE PROGRAMMING PROBLEMS 
This section will introduce a new method to solve linear semi-infinite programming problems 
by combining the concepts of two methods that were introduced in Sections 2 and 3. 
4.1. Definitions, Assumption, and Preliminaries 
Recall that (LSIP) and (LPk) problems which were defined in Section 2 
n 
(LSIP) minimize ~ cjxj, (4.1) 
j - -1 
n 
subject o ~-~xjaj(t) > b(t), Vt E T, xj > 0, j = 1,...,n,(4.2) 
j - -1 
where T is a compact metric space with an infinite cardinality, aj(t), for j = 1,. . . ,  n and b(t) 
are real valued continuous functions defined on T, and (LPk) was defined as follows: 
(LPk) 
n 
minimize ~ cjxj, 
jffi l 
n 
subject o ~-~ xjaj(t~) > b(ti), 
j= l  
i= l , . . . , k ,  x j>0,  j= l , . . . ,n ,  
which is equivalent to 
(LP~) minimize 
subject o 
ClX l  "{- C2X2 + " "" -I- C~Xn,  
X ln .1 ( t l )  -{- x2a2( t l )  -}- • • • -J- xno~(t l )  ~> b( t l ) ,  
X la l ( t2 )  -{- ~r2a2(~2) -{- • . • "[" Xn~(t2)  ~ b( t2 ) ,  
X la l ( tk )  -~- 3~2a2(tk) -}- • • • -b XnO~(tk )  ~> b(tk), 
xj >_ O, j = 1, . . . ,n,  
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or  
(LPk) minimize 
subject o 
e l  x 1 -Jr- c2x  2 -Jr- • • • Jr- CnX n Jr- 0 • Xn+ 1 -~- 0 • xn+ 2 "~ • • • -~- 0 • Xn+k,  
Xla l ( t l )  J r ' . . .  ~- xnan(t l )  - xn+l • 1 + xn+2" 0 +. ' .  + xn+k • 0 = b(tl), 
Xla l ( t2 )  + ' ' '  + xnan(t2) + Xn+I  ' 0 - -  Xn+2 " 1 +. . .  + Xn+k • 0 = b( t2 ) ,  
x la l ( tk )  + . . .  + xna=(tk) + xn+l • 0 + x~+2 • 0 + . . . .  x=+k • 1 = b(tk) ,  
x j>O,  j= l , . . . ,n ,n+l , . . . ,n+k,  
i.e., 
minimize 
subject o 
ClXl + ' "  + anxn +O'xn+l  +""  +O'Xn+k,  Fair1 anl  o 0][xl] ibtl 1 a,!t2) an(t ) - 0 x2 = b(t?) 
• i " " ~+ " ' 
La~(tk) an(tk) 0 0 - i  x k Lb(;k) 
x j>0,  j = l, 2, . . . , n + k. 
Therefore, (LP~) can be converted into a standard linear programming form (SLPk) as follows: 
(SLPk) minimize c(k)Tx, (4.3) 
subject o A(k)x  = B(k) ,  x j  >_ O, j = 1 ,2 , . . . ,n+ k, (4.4) 
where 
r 
al(t l)  . . .  a,~(tl) -1  0 ...  0 ] 
al!t2) . . .  a,,(t2) 0 -1  . . .  ] J A(k)  = . . . . . .  . 
Lal(tk) ...  a,,(tk) 0 0 . . .  1 
is a k x (n + k) dimensional matrix, B(k)  = [b(ta, b(t2), . . .  ,b(tk)] T is a k dimensional column 
vector, c(k) = [Cl,... ,an,0, . . .  ,0] T and x = [xl, . . .  , xn ,xn+l , . . .  ,xn+k] T are n + k dimensional 
column vectors. 
Note, that A(k)  and A(k  + 1) are related in the following way: 
A(k)  
A(k  + 1) = 
al(tk+l) . . .  a,~(tk+l) 0 0 . . .  -1  
and A(k)  has a full row rank k for all k. 
Assume that (LSIP) and (SLPk) satisfy the following assumptions. 
0:] 
Assumpt ion  4 .1 .1 .  
(1) Interior point assumption, (LSIP) has an interior feasible solution relative to (4.2). Since 
the feasible domain of (LSIP) is contained in the feasible domain of (SLPk), for k = 
1, 2 , . . . ,  (SLPk) also has an interior feasible solution, for k = 1,2, . . . .  
(2) Bounded feasible domain assumption, (SLPk) has a feasible domain Wk = {x E R n+k : 
?% 
~j---1 xjaj(t~) -xn+~ = b(t~), i = 1, 2 , . . . ,  k, and xj > 0, j = 1, . . . ,  n} which is a bounded 
subset of R n+k, for k = 1,2, . . . .  
(3) Problem (SLPk) has a unique optimal solution, for k = 1, 2 , . . . .  
(4) A(k)  has a full row rank k which can be seen by the form of A(k).  
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Note, that (SLPk) satisfies Assumption 3.1.6 if it satisfies Assumption 4.1.1. In order to develop 
a convergent algorithm for solving (LSIP), it is necessary to have the following condition. 
CONDITION 4.1.2. There exist Mk > 0 such that [[XVCk(x)ll2 _< Mk /or each x 6 Wk, and 
k = 1,. . . ,  where Ck(x) is the GBLP function for solving (SLPk). 
Let Ck(x) satisfy Condition 4.1.2. A new method for solving (LSIP) is developed by the 
concept of solving (SLPk) approximately with the "perturbation method" instead of solving 
(SLPk) exactly in the "adding constraint" method for solving (LSIP). Note, that "solving (SLPk) 
approximately" is actually "solving (SLP,,) approximately", and (SLP~k) is a "relaxed" problem 
of (SLPk). 
4.2. The New Algor i thm for Solving Linear Semi-Infinite Programming Problems 
Algor i thm 4.2 .1 .  
STEP 1. INITIALIZATION AND NOTATIONS. Given 0 < ~1,62,~3,~1 < 1 where 61,~2,63,~1 are all 
constants. Let e > 0 be a sufficiently small number and given e1,#1 > 0, tl 6 T. Set T1 := {tl}. 
Set k := 1. 
STEP 2. Find an initial interior feasible solution x k of (SLPk) such that d(x k, #k) --< /~k. Let 
n+k 
fP'k(X) = E ejxj  -Jr- pkq~k(X) = c(k)Tx + pkq~k(X), 
j= l  
where Ck(x) is a GBLP function which satisfies Condition 4.1.2. 
STEP 3. Find the minimizer tk+l of Gk+l(t) which is given by 
n 
= aj(t)   - b ( t ) .  
j=l 
Calculate 
j=l 
STEP 4. CHECK FEASIBILITY. If Gk+l(tk+l) < --ek, let 
Tk+l = Tk U {tk+l},  e~+l = (1 - ~2)ek, /~k+l = (1 - ~ l )~k ,  /~k+l = (1 - ~3)J%. 
Reset k *- k + 1, go to Step 2. Otherwise, go to Step 5. 
STEP 5. CHECK OPTIMUM. Check #k, if #k _< e, then Stop! k k . ,x~) is optimal X , X 2 , . .  an 
solution of (LSIP), where k k ., x~) denotes first n (xl, x2,.. the component of x k, and x k is a n + k 
dimensional vector. Otherwise, go to Step 6. 
STEP 6. COMPUTE DUAL ESTIMATE Of (SLPk). 
Yk :-- [A(k)X~A(k)T] -1A(k)X 2 (c + ]AkVq~ k (xk))  , 
sk : :  c - A(k)Tyk, 
Xk := diag (xk,xk2,.. k •, Xn+k) • 
STEP 7. CHECK CRITERION OF CLOSENESS. Let d(xk,/Ak):= Hrkll2. If d(xk,pk) _</~k, then set 
x k = x ~ - Xkrk  = x k + Ax  k, /~  = ( - -~1)~,  ek = (1 -- 62)~,  
go to Step 8. 
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STEP 8. Compute another solution closer to the optimal solution of (SLPk). 
~f:= argmin {f~,, (x k -aXkr , )  l x k -aXkrk  > 0}, 
0<a~l 
X k = X k _ ~Xkr k. 
Go to Step 6 without updating k and #k. 
Note, that Step 4 checks Gk+l(tk+l) < --ek or Gk+l(tk+l) >_ --ek instead of checking 
Gk+l(tk+l) < O. This method is called "relaxation" method in numerical practice. 
4.3. The  Resu l ts  of  the  Convergence  for A lgor i thm 4.2.1 
Denote the sequence generated by Algorithm 4.2.1 be {x(#~) : i = 1 ,2 , . . . , k  = 1,2, . . .  }, 
the sequence or a subsequence of {x(#~) : i = 1, 2 , . . . ,  k = 1,2, . . .  }, converges to the optimal 
solution of (LSIP). This can be shown by the following theorems. 
THEOREM 4.3.1. Under Assumption 4.1.1, the sequence {x(#~) : i = 1,2, . . .  } found in Algo- 
r ithm 4.2.1 converges to the optimal solution x k of  (SLPk) when {#~ : i = 1, 2, . . .  } is a sequence 
of positive numbers which decreases to zero. 
PROOF. Since Algorithm 4.2.1 selects x(#~) satisfying d(x(p~),#~) _< flk and Ck(x) satisfying 
Condition 4.1.2 (or Condition 3.7.1); therefore, {x(#~) : i = 1,2, . . .  } converges to x ~ when 
{#~ : i = 1, 2, . . .  } is a sequence of positive numbers which decreases to zero by Theorem 3.7.5. 
Under the interior point assumption on (LSIP), the bounded feasible domain assumption on 
(SLPk), and the assumption that (SLPk) has a unique optimal solution for every k, the approach 
developed in Algorithm 4.2.1 either terminates in finite steps or generates an infinite sequence 
k = 1, 2 . . .  } 
In Algorithm 4.2.1, ek, for k = 1 , . . . ,#k,  for k = 1 , . . . ,  are defined and the relation be- 
tween ek,#k k = 2, . . .  can be seen as follows: 
e}+l = (1 - 52)ek, if #k+l = (1 - ~il)#~, 
(4.5) 
ek = (1 - ~2)ek, if #k = (1 - ~fl)#k. 
THEOREM 4.3.2. / f  Algorithm 4.3.1 terminates in finite steps when k = k*, then x k" is the 
optimal solution of  (LSIP). 
PROOF. In this case, the algorithm stops when #k- is sufficiently small and x ~* satisfies 
n 
k* minimum ~aj ( t )x j  -- b(t) > -ca. .  
tET ~ j=l 
Therefore, when Algorithm 4.2.1 terminates in finite steps, i.e., #k- is sufficiently small, ca- is 
sufficiently small which can be concluded because of the relation between ek* and #k- in (4.5). 
Hence, 
n 
minimum ~'~ aj(t)x~ - b(t) >_ -ek  --~ O, as k --~ oo, 
tET j=l 
i.e., 
n 
- b(t) Z 0 
j=l 
This means x k" is feasible to (LSIP). 
From the result of Theorem 4.3.1, x k" is the optimal solution of (SLPk.). Moreover, x a" is 
feasible to (LSIP), x k" must be the optimal solution of (LSIP) because the feasible domain of 
(SLPk.) contains the feasible domain of (LSIP). 
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THEOREM 4.3.3. In Algorithm 4.1, ff the approach does not terminate in finite steps, or say, it 
generates an infinite sequence (x(#k) : k = 1, 2, . . .  }, then there exist a subsequence {x(#k,) : 
i = 1, 2, . . .  } of (x(#t¢): k = 1, 2 . . .  } and the first n component ((x(#k,)l, x(#k,)2, . . . ,  =(#k,)n): 
i = 1,2, . . .  } of (x(/~k,) := 1,. . .  }, converges to the optimal solution x* of (LSIP). 
PROOF. In this case, however #k+l = (1 - 51)#k _< (1 - $1)k/~1 for a given 0 < 51 < 1 by (4.5). 
Hence, (/~k : k = 1, 2, . . .  } decreases to zero. 
(1) The feasible domain Wk of (SLP~) (or (SLP~k)) is contained in W~-I for k : 2, 3, . . .  
because the constraints of (SLPk_I) are also constraints of (SLPk). Under the bounded 
feasible domain assumption, there exists a subsequence (Pk, } of (/~k } such that ((X(#k,)l, 
X(#k,)2, . . . ,  X(#k,)n)} converges to a point, say, x*. 
(2) T is compact, a subsequence {Pro,} of (/~k,}; or consequently, ( (x(#m,) l , . . .  ,x(#m,)n)} 
subsequence of ((x(#k,) l , . . . ,x(#tc,)n)} can be chosen such that (tin,+1} converges to a 
limit point t* E T. 
(3) Now, that x* is the optimal solution of (LSIP) can be shown as follows. 
(1) x(#~,) > 0 and {(~k,)l,''. ,=(Pk,)n)} converges to x*, so x* > 0. 
(2) Define 
G* (t) = ~,  a 5 (t)=; - b(t), on T. 
5=1 
Since x* is the limit point of the sequence {(X(Dk , ) l , . . .  , X (Dk l )n )}  , 
c* ( t , )  = r ,  as(t)=; - b(t,) _> o, 
5=1 
for i = 1, 2 , . . . ,  (4.6) 
by the definition of x*. Let { e T be a minimizer of G* (t) over T. From the way of 
choosing tk+l in Step 3, 
Gm,+l ({ )  _> Gm,+l ( tm,+l )  (4.7) 
can be obtained because tm,+l is the minimizer of Gm,+l (t). Let mi approach to c¢, 
then 
c ' ({)  >_ G*(t*) > o 
can be obtained by (4.6) and (4.7). Thus, x* is a feasible solution of (LSIP). 
(3) Since d(x(l~m~),t~m~) < 13m~ which approaches to zero as rn~ approaches to infinity, 
x(#m~) approaches to the optimal solution =~ of (SLP~,~) as m~ is large enough. 
(4) Suppose x* is not the optimal solution of (LSIP), under the assumption that (LSIP) 
has an optimal solution, say • = (x1,~2,-.. ,xn) T. Then, there exists a constant 
w > 0 such that 
n n 
5----1 5ffil 
Since 2 is feasible to (LSIP), it is feasible to (SLP~.~) for each m~; therefore, 
(4.8) 
n n 
cs j + > cs(=;.,h + (4.9) 
5----1 5----1 
It is obvious to see that 
cT(x (~m,) I , . . . ,X (~ra , )n )  -- C T~ • cT(x (~m,) I ,  . . .  ,X (~m,)n)  -- C Tx*  -}- C Tx*  -- C T~:. (4 .10)  
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Since {(x(/zm,)l,... ,x(#m,)n)} converges to x*, given a small number 7 with w > 7 > 0, there 
exists a positive number N2 such that 
- -7  <~ cT  ( x (~mi) l  , . . . , X ( f tm, )n )  -- cT  x * <~ 7,  for  mi ~_ g2 .  (4.11) 
Moreover, x(pm,) approaches to x~n ~ as rn~ approaches to infinity can be concluded from the 
discussion in (3). So, if given e = (1/2)(w -7 ) ,  then there exists a positive number N1 such that 
for mi > N1, 
X* ~c~(x~,,)~ +,~,¢~, (~, )  > cj~(,m,)~ +,~,¢~,(~(,~,))  - 
i f1  j=l  
~. (412)  
Hence, when m~ > N1, 
j_-- 1 "_-- 
(4.13) 
can be obtained by (4.9) and (4.12). Moreover, the inequality (4.13) is equivalent to 
jffil jffil 
(4.14) 
whenever mi >_ N1 and e = (1/2)(w - 7). Therefore, when mi _> max(N1, N2), 
cT(x ( f tm, ) l , . . . ,  X(/Am,)n ) -- cTx  ~> W -- 7 > 0 (4.15) 
can be deduced by (4.8), (4.10), and (4.11). Also, 
1 
0 < w - 7 < c r (x (~,  h , . . . ,  x ( ,m,  ) , )  - c r~ < ,~, [¢~, (~) - ¢~,  (x (,~,))] + ~ (w - 7) (416)  
can be obtained by (4.14) and (4.15). 
Note, that Pk+l _< (1 - ~l)k~tl, k - - - -  1, 2, . . .  ; therefore, #m~ reduces to zero as mi approaches 
to infinity. By the bounded feasible domain assumption and the definition of GBLP function, 
the right subterm of (4.16) 
~m, [¢~, (~) - ¢~,  (x (~, ) ) ]  
approaches to zero as m~ approaches to infinity. Therefore, 0 < w - 7 -< (1/2)(w - 7). This 
causes a contradiction. Thus, x* must be the optimal solution of (LSIP). | 
4.4. Improvement of Algorithm 4.2.1 
The purpose of this section is trying to make Algorithm 4.2.1 easier. Two problems "how 
to find an initial interior feasible solution of (SLPk+I) whenever Ge+l(tk+l) < -ek < 0", and 
"how to get an interior feasible solution of (SLPk+I) satisfying d(xk+l#k+l) _< /~k+l" in Step 2 
of Algorithm 4.2.1 can be solved by the following discussion. 
4.4.1. Find an initial interior feasible solution of (SLPk+I) 
whenever G~+l(tk+1)< - ek< 0 
Define 
n 
J (x )  = ~ aj(t~+l)Xj - b(tk+l). 
j= l  
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Suppose x k (Xl k, x2~,., k T = . ,xn+k) is an interior feasible solution of (SLPk) such that J (x  k) < 0 
and x k+l (x~ + Ax~,x~ + Axk , . .  k + ^.,.k .a+l , = • ,x?%+k ""~?%+k,"?%+k+U is an interior feasible solution 
of (SLPk+I) 
(SLPk+I) minimize c(k q- 1)Tx, (4.17) 
subject to A(k + 1)x = B(k  + 1), x _> 0, (4.18) 
the constraints of (SLPk+I) can be written as follows: 
A(k) " = B(k)  
k b(tk+l) ] '  k .~_ AXn+ k Xn+k 
al(tk+l) an(tk+l) 0 0 1 _k+l . . . . . .  •?%+k+l  
k +Axk  > 0, for j = 1 ,2 , . . ,n+k,  Xj 
?% 
xk+l ?%+k+l  = E aj(tk+l) (x~ + Axe)  - b(tk+l) > O. 
j - -1  
(4.19) 
Reduce (4.19) to be 
A(k)  (x k + Ax  k) = B(k) ,  
n 
xk+l 7%+~+1 = ~ aj(t~+~) (x~ + axe) - b(t,+,) > o, 
j=l 
x jk+Ax k >0,  fo r j= l ,2 , . . . ,n+k,  
A(k)Ax  k = O, 
7% 
~+i - ~ ,  aj(t~+~) (~ + ~)  - b(t~+~) >o ?%+k+l  - -  
j= l  
xjk + Ax~ > 0, for j = 1 ,2 , . . . ,n  + k, 
(4.20) 
(4.21) 
can be obtained by reducing (4.20). 
By the particular form of the matrix A(k) 
A(k)  = 
"al(t l )  . . .  a?%(tl) -1  0 . . .  0 
al(t2) ... a?%(t2) 0 -1  ... 0 
: : : : : " . .  : 
.a l (tk)  . . .  a?%(tk) 0 0 . . .  -1  
it is obvious that its null space is spanned by 
Zl  = (1,0, 0, . . . ,  0, al (Q), a l ( t2) , . . . ,  al(tk))  T, 
z2 = (0, 1, 0, . . . ,  0, a2(tl), a2(t2),. . . ,  a2(tk)) T, 
zn = (0, O, 0 , . . . ,  1, an(Q), an(t2) , . . . ,  an(tk)) T, 
which are n + k dimensional column vectors. Since A(k)Ax  k = O, Ax  k is the linear combination 
of  Zl,Z2~.. ~Zn. 
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Define ah, 8h, and _k+l ~j as follows: 
~h := sign aj(th+l)AX , 
: 
X k 
0h := ~" minimum _ahAxk 
xh+l._ h +OhahAx k > O, j .-- xj 
<0} >0, where 0 < ~- < 1, 
for j  = 1 ,2 , . . . ,n+ k, 
then, 
where 
72 
j= l  
(4.22) 
.,] Oh ah aj(th+l)Az >_0, 
by the definition of ah, Ok and the assumption J(x h) < 0. Hence, J(x h+l) >_ J(xh). Without 
loss of generality, repeat his process until J(x h+l) >_ O. Ax h can be found to satisfy (4.22) by 
the above discussion, i.e., an initial interior feasible solution of (SLPh+I) can be found easily by 
using the combination of the vectors zl,. •., zn and ah, Oh. 
4.4.2. Find an interior feasible solution X h+l of (SLPh+I) 
satisfying d(x k+l, Ph+l) _< j3h+l 
Now, the remaining problem is "how to get an interior feasible solution of (SLPh+I) satisfying 
d(xh+l,ph+l) _< ~h+l". If there is a primal feasible solution x h+l with d(xh+l,ph+l) >_ ~h+l, 
then Step 8 of the Algorithm 4.1 will eventually generate a primal feasible solution x' of (SLPh+I) 
such that d(x', Pk+l) <-- ~h+l by the result of Theorem 3.7.2. 
4.4 .3 .  The  rev ised  algorithm 
With the help of the above discussion, an initial interior feasible solution of (SLPh+I) such 
that d(xh+I,pk+l) _</~h+l can be found. Algorithm 4.2.1 can be modified as follows. 
Algorithm 4.4.1. 
STEP 1• INITIALIZATION AND NOTATIONS• Given 0 < 31,~2,33, ~1 < 1,~1,~2,~3,~1 are con- 
stants, e > 0 sufficiently small, el,#l > 0, tl E T. Set T1 = {tl}. Set k:= 1. 
STEP 2. Find an initial interior feasible solution xk of (SLPk). If k > 1, then using the discussion 
of Section 4.4.1 to find it. 
STEP 3. Compute dual estimate of (SLPk) and step length of x k 
Yk := [A(k)X~A(k)T] -1A(k)Xg (c + pkVCk (xh)), 
Sh := C -- A(k)Tyh, 
rh:=xh ( l sh  + VCh(xh)) , where 
xk := diag(xLx ,., h 
• , Xn+k) .  
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d(x k, #k) := Ilrkl2, Axk = --Xkrk, where Ck(x) is GBLP function which satisfies Condition 4.1.2. 
Let 
n+k 
j-1 
STEP 4. CHECK CRITERION Of CLOSENESS. If d(xk,#k) >/~k, then 
6:= argmin  {f.~ (x k -aXkrk)  l x~ - aX~r~ > 0}, 
0<~<I 
x k = x k _ 6Ax  k, 
go to Step 3. Otherwise, go to Step 5. 
STEP 5. CHECK FEASIBILITY. Find minimizer tk+l of Gk+l(t), where 
Ok+l('~ ) = y~ aj(l~)X k -- b(]~). 
j=l 
If Gk+l(tk+l) < --ek, then 
Tk+~ = Tk U {tk+l},  ek+l = (1 - ~2)ek, /~k+l = (1  - 61)#k, /~k+l = (1 - 63)/~k, 
go to Step 2. Otherwise, (i.e., Gk+l(tk+l) _> -ek) go to Step 6. 
STEP 6. CHECK OPTIMUM. Check #k. If #k _< e, then Stop! 
solution of (LSIP). Otherwise, 
x k := x k - Xkrk  = x k + Ax k, #k = (1 -- ~l)~tk, 
(Xl~,X~,... ,x~) is the optimal 
ek = (1--62)ek, 
go to Step 3. 
Compared to the traditional extreme-point methods [2,6], at each iteration k, k = 1, 2 , . . . ,  
for #k > 0, the perturbation approach solves an approximate solution of (LP#k) which is a 
"relaxed problem" of (LPk). In view of the interior-point method for linear programming prob- 
lems [9,10], solving (LP#k) only requires a partial amount of computational effort spending for 
(LPk), because the common practice of employing the perturbation interior-point method for 
solving (LPk) is to solve a perturbed problem {Minimize c(k)Tx + pkCk(x) I A (k )x  = B(k) ,  
x _> 0, Ck(x) is a convex "barrier function"}, and then drive the positive parameter #k to 
zero [8]. In the case of this paper, the perturbation approach for solving linear semi-infinite 
programming problems takes Ck(x) as the GBLP function which satisfies ome conditions and 
reduces the parameter #k such that the approximate solution of (LP#k) satisfying the "closeness 
criterion": d(xk, pk) ~_ /~k+l whenever Gk+ l (tk+l) < -ek.  
Some computational testing to Algorithm 4.4.1 for solving (LSIP) on computer were done. The 
new method in this section is very efficient and useful in practice. 
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