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CHAPTER 1: INTRODUCTION 
Two basic aspects of the changing structure of U.S. agri­
culture are related to the two great agricultural problems of 
the world. The first world problem is found in underdeveloped 
nations — malnutrition, disease, end consequent social and 
political discontent. The unparalleled success story of 
American agriculture has important ramifications and offers 
new hope for underdeveloped nations- Evidence of the "suc­
cess" aspect of U.S. agriculture is apparent from the follow­
ing statistics: From 1940 to 1960 total agricultural output 
In the U.S. increased 57 percent although total inputs in­
creased only five percent. Output per unit of labor increased 
210 percent in the same period. One farmworker supplied 10.7 
persons in 1940, 26.2 persons in 1960• Increased labor pro­
ductivity permitted large numbers of farmers to migrate to 
urban employment and increased the real income of society. 
The vast parts of the world beset with lethargic agricultural 
economies are as much (perhaps more) impressed with these 
accomplishments of American society as with the accomplish­
ments in armament and space• 
Problems of surplus and overproduction In American agri­
culture are dramatic evidence of capital accumulation, tech­
nological Improvement and managerial success. Underdeveloped 
nations, eager for higher standards of living, wish to repli­
cate the conditions causing structural changes in American 
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agriculture. The conditions or setting for economic growth 
in American agriculture are in many respects unique end are 
not found in all countries. It is necessary to know more 
about the structure of agriculture before determining to what 
extent : (a) the conditions necessary for economic growth are 
found In underdeveloped countries, (b) these conditions can 
be induced, and (c) it is desirable to induce the conditions• 
The second, more happy problem of world agriculture is 
overproduction and low relative returns to farm resources. 
This condition Is found only in a few, highly developed 
countries. Evidence of the condition in the U.S. is apparent 
from the following statistics: Despite the 210 percent in­
crease In farm labor productivity, real income per farm worker 
was only 77 percent greater in 1960 than in 1&40. Moreover, 
average farm income per worker as a percentage of average 
income per factory worker declined from 66 In the first decade 
of the 1900's to 47 in the 1951-60 decade. The epochal struc­
tural revolution in American agriculture has brought vast 
benefits to society, but all segments have not benefited 
equally. 
The two world problems of underdevelopment and over­
production have some features in common: (a) both are asso­
ciated with low returns on resources, the former absolute, the 
latter relative, (b) both have become the focus of concern by 
policy groups, and (c) both have roots in the resource struc­
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ture of agriculture. The resource structure is defined as 
the systematic framework of institutional, behavioral and 
technological relationships which determine output, efficiency 
and returns (income) in agriculture. This study Is an attempt 
to derive quantitative estimates of parameters In the resource 
structure of U.S. agriculture- The study is largely oriented 
to the problems of American agriculture• But the pattern of 
U.S. agriculture emoodles universal principals of economic 
growth, e.g. capital formation and technological changes. In 
one sense, the changing resource structure of American farms 
is a history of economic development. Each experience in 
development is unique, but It is hoped that knowledge of the 
resource structure of this country will have value for other 
nations as well. 
Problems of overproduction and low incomes in U.S. agri­
culture ere symptomatic of an underlying resource imbalance. 
Traditionally, government policies to control output and in­
crease farm incomes have dealt with these symptoms rather than 
with the resource Imbalance• As such, these policies have 
been short run. The basic assumptions of these programs is 
that the farm proclem is acute rather than chronic, and that 
the price mechanism is capable of bringing needed long run 
adjustments. To most effectively determine what measures, if 
any, are needed to facilitate resource mobility in agricul­
ture, more must be known about the resource structure. 
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To date, agricultural economics research has emphasized 
product markets. Economic studies largely have been super­
imposed upon the resource base, hence, are short run. Com­
modity studies have been useful, and current production con­
trols reflect the empirical findings that demand for farm com­
modities is inelastic. That is, programs which decrease 
output increase farm Income. But, programs consistent with 
economic efficiency and societal welfare cannot ignore the 
resource structure. 
Much of the current policy debate is centered on the 
response of output to price in agriculture. The argument for 
free markets or strict controls centers on the slope of the 
output supply curve. Given the technology and weather, farm 
output is determined by resource levels. Since controllable 
changes in farm output depend fundamentally upon resource 
flexibility, knowledge of tne input structure can help resolve 
conflicting policy arguments and provide the basis for pro­
grams consistent with the goals of society. 
The ultimate goal of agricultural economic research 
should be a definitive, integrated model of the product and 
resource structure of agriculture. There are several reasons 
why an Integrated model is necessary. Product markets deter­
mine gross income, resource markets determine expenses and the 
two markets determine net income in farming. From a causal 
and statistical standpoint, many decisions in farming are 
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Interdependent. It is not possible to determine how many 
hired workers, for example, will remain in agriculture without 
estimates of farm product prices, national unemployment and 
factory wages. To a considerable extent, farm input and out­
put prices are determined by non-farm variables such as wage 
rates, national income end population. The mobility of farm 
labor is conditioned by the rate of national unemployment. 
Integrated models which include these non-farm variables are 
necessary for predicting farm income, output and efficiency. 
Detailed studies (17, c5) have emphasized the totality 
and interdependence of farm product markets. A commentary 
on these studies is found in a recent stimulating article by 
Fox (36)• Notable quantitative studies of the resource 
markets have been made by Griliches (44, 45, 46, 47), Heady 
and Yeh (57), Cromarty (£3, 26, 27) and Johnson (74). These 
relatively few studies need to be supplemented and Integrated 
with commodity studies to provide adequate knowledge of 
prices, quantities, expenses, income and efficiency in agri­
culture . 
Objectives 
The general objective of this study is to describe and 
analyze the resource structure of American agriculture. A 
major portion of the study is devoted to derivation of quan­
titative estimates of structural parameters determining farm 
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resource allocation, output and income. Several specific 
objectives are to determine: 
(a) the coefficients of variables in the major resource 
markets of agriculture over various periods of time, 
(b) individual sources of historic changes in sources of 
demand, and projected future resource levels, 
(c) the supply function for agricultural products esti­
mated from input demand functions, 
(d) the influence of non-farm wage rates, national 
unemployment, national income and interest rates on 
farm prices, expenses and income ; and, 
(e) the influence of various policy alternatives on farm 
output, income and resource allocation in the short 
and long run. 
Procedure 
The study is positivistlc rather than normative. There 
is no assumption that the norm of farmers' behavior is profit 
maximization. The assumption of the positivistlc models is 
that there exists a significant measure of repeatability in 
mass behavior. That is, if the underlying conditions in a 
situation rre repeated (the exogenous variables have the same 
values), then the outcome (endogenous variables) can be pre­
dicted with a reasonable degree of accuracy. The model is 
assumed to be composed of structural parameters such as 
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demand, supply and production elasticities, and unexplained 
disturbances or random shocks. 
The models are structural arid predictive. That is, 
emphasis is placed on estimating reliacle coefficients of 
meaningful variables rather than on finding a set of variables 
that merely predict accurately. It is necessary to estimate 
these structural coefficients to appraise the implications of 
a change in one variable in the model. In the terminology of 
Tinuergen (ill), some variables may ce classified as potential 
policy Instruments. The structural models provide the basis 
for evaluating the effectiveness and efficiency of alternative 
instruments for attaining policy targets such as lover farm 
output, reduced costs, etc. 
Structural equations are estimated by statistical tech­
niques using time series from secondary sources. The analysis 
is highly aggregative and is oriented to broad national prob­
lems and policies. A macro analysis (computation of macro 
parameters from macro variables) seems appropriate since: 
(a) aggregation of micro parameters is impractical In many 
instances, (b) the cost le low, and (c) the aggregate analysis 
provides a methodological background for subsequent micro 
analysis. Later, It may be desirable to supplement this study 
with analyses by geographic regions, alternative time periods, 
classes of farms and with additional models and techniques. 
The setting for this study, including the economic and 
statistical models, aggregation procedures and data rellabll-
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, ity, is established in Chapters c, 3 and 4. Inputs sre 
grouped into three principal categories: operating or work­
ing capital, durable or fixed capital, and labor. Chapters 
b and o contain estimates of demand and supply functions of 
aggregate operating inputs and six components including fer­
tilizer, seed, etc. Investment in several categories of farm 
durables is analyzed in Chapters 7, 8 and 9. In Chapter 10, 
family and hired labor functions pre estimated. Chapters 11 
ana 1 'c essentially ?re a summary and synthesis of quantities 
derived in earlier chapters. In Chapter 11, the output supply 
function for farm products is derived from direct estimates 
and from previously estimated input demand functions. Chapter 
Vc contains concluding remarks, including a summary of the 
influence of non-farm variables on the input structure of 
agriculture. 
A Note on Goals and Welfare 
In highly developed, specialized economies, the economic 
fortunes of individuals sometimes become exogenous or auton­
omous to their own actions. In a static or slowly changing 
competitive society, the price mechanism may be quite adequate 
to bring adjustments consistent with societal welfare, subject 
to the income distribution. There would be little need for 
economists In such a society. 
Modern, imperfectly competitive, dynamic economies desire 
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growth, as well as Justice, stability and freedom. An economy 
characterized by rapid growth and technological gains may find 
the rewards unequally distributed among groups. These dis­
advantaged groups may feel that the price mechanism is not 
adequate to bring needed adjustments end increasingly turn 
toward the government for ameliorative action. If the gains 
from increased efficiency are large, as for U.S. agriculture, 
it is possible to compensate farmers and still have a higher 
real Income In society. Whether society considers it desir­
able to compensate farmers depends on the unknown social wel­
fare function. The relative weights placed by society on 
freedom, justice, stability and growth are unknown to the 
economist. Eut unless an infinite weight or price is placed 
on a goal such as freedom, the optimum choice from a set of 
alternatives cannot be made by society without some knowledge 
of how much freedom, for example, is forgone to gain addi­
tional income (security or growth). Almost any policy in­
volves more than one goal of society. Farm incomes can be 
raised by stopping technological change in agriculture (loss 
of growth) or by strict output controls (loss of freedom). 
perhaps freedom and growth might be preserved by a return to 
free markets, but farmers would argue that justice and secu­
rity are sacrificed. 
The world becomes more deterministic as logic and modern 
researcn methods are applied to situations of confusion, doubt 
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and uncertainty. From the additional knowledge, it is pos­
sible to predict with varying degrees of precision how much 
of one goal is sacrificed to gain more of another. In this 
study, for example, the effect on farm income from various 
policy alternatives is examined. In Chapter 11, the loss in 
farm Income associated with a return to free markets is esti­
mated. Society must decide whether free markets (freedom to 
make individual decisions) or controls (security of ferra 
income) or some combination of these means and ends is con­
sistent with greatest welfare. Although we do not specify 
what action should be taken, we do assume that society is 
better able to maximize welfare with more knowledge of the 
alternatives. This study is predicated on the value judgment 
that more knowledge is superior to less knowledge. 
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CHAPTER b: AN ECONOMIC MODEL OF THE STRUCTURE 
OF AGRICULTURE 
The principle purpose in Chapter £ is to synthesize the 
behavioral, institutional and technological forces determining 
Income, output and efficiency in agriculture into a simplified 
economic model adaptable tc empirical estimation. The pro­
cedure is to begin with concepts suggested by static economic 
theory of the firm and Industry. Dynamic conditions of the 
real world introduce questions concerning the nature of 
causality, degree of interdependence among variables, time 
lags, and other fundamental concepts. These are discussed 
only to che extent considered relevant for the model. 
Throughout, resource markets are emphasized. Finally, the 
elements from economic theory, logic and introspection are 
combined into a general structural model of agriculture. 
Some Considerations from the Theory of the Firm 
The static theory of the firm is a useful starting point 
for construction of a structural model since: (a) under cer­
tain assumptions the agricultural industry is analogous to a 
firm and (b) the firm is a logical beginning point for anal­
ysis of the general equilibrium of production. We begin with 
the assumptions that the decision maker maximizes profits 
in an environment of known input-output and price ratios, 
instantaneous adjustments, divisibility of commodities (inputs 
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or outputs) and unlimited capital. Furthermore, individual 
decisions are assumed to have no influence on price under 
these competitive conditions. 
The production function of the firm is 
(1) Y = f (X1, X2, ... Xn) = 0 
where X^, Xg, ... Xn pre resources used in production of 
output Y. Let f= dY/ ôXi be the partial derivative of the 
production function (marginal product) with respect to X^. 
The competitive firm sells its product Y at a given price Py 
and buys its resources X^, Xg, ... Xn et given prices P-j_, 
P^, ... Pn, respectively. The expression for maximum profits 
IT when X^ and Xg ere variable, X^, X4, ... Xn fixed, is 
(2) TT = Py f(%i, X2, X3 ... Xn) - (P^ + P%Xg + F) 
where F is fixed cost. The first order condition for profit 
maximisation is dTT = 0, or 
< 3 )  
^-Vi - P1 - 0  Eq - V2 - p2 - 0  
or 
(4) fx = P1/Py and f2 = Pg/Py1 
Solving f-j_ arid fg simultaneously for Xj end Xg, the derived 
demand functions for these inputs become 
(5) Xx •= gl (P^/Py, Pg/Py | X3, ... Xn) 
and 
-*-For second order conditions of profit maximization, see 
Hicks (59, p. 520). 
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( 6 )  %2 = E% (?l/Py, I X.3, ... XJ-
With some modifications for dynamic conditions, equations 5 
and 6 provide the foundation for tne single equation demand 
functions estimated empirically in this study. Certain char­
acteristics of static derived demand function for the com­
petitive firm are either overlooked or are the subject of 
controversy. Two of these characteristics which we shall 
discuss are: (a) the use of price ratios and (b) the role of 
fixed resources in input demand. 
The use of price ratios 
From equations 5 and 6 it is apparent that the input 
demand quantity depends on the rf.tlo of all variable factor 
prices to the price of the product. The use of price ratios, 
suggested by static theory, implies a symmetry In response of 
the demand quantity to product and factor prices. The demand 
function is homogeneous of degree zero• If all product and 
factor prices change by the same proportion, the demand quan­
tity remains unchanged. The symmetry also has implications 
for elasticity estimates. We define elasticity of demand Ecâ 
for input X with respect to output price Py as 
and the elasticity with respect to the price of related Inputs 
Pi as 
(?) 
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(8). 
It can ce demonstrated (Cf. 115) that 
Ecd = " £Ed(i) • 
Equation S indicates that the elasticity of demand with 
respect to, output is equal numerically but opposite in sign 
to the sum of tne elasticities of X with respect to own-price 
and other input prices. Static theory indicates that the 
elasticity of demand for combines, for example, with respect 
to the price of grain is equal numerically to the sum of the 
elasticities with respect to the prices of combines, gasoline, 
tractors, trucks and other inputs reletea to combines. If the 
demand is a function only of output end own-price, 
arid the elasticity of fertilizer demand with respect to the 
price of crops or the price of fertilizer ere equal (opposite 
signs, of course). 
Static theory suggests the use of price ratios, dynamic 
economic theory raises doubts about the appropriateness of 
such forms. Farmers must make decisions of how much X to use 
on the oasis of expected rather than actual product prices 
cecause of the length of the farm production period. The ex­
pected or normal price is a subjective estimate made by 
farmers on the basis of the permanent and transitory compo­
nents of current and past prices. These components are of a 
different nature in output and input prices. It can be argued 
(10) Ecd = ~ Ed 
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that the permanent component is a much greater proportion of 
input price than of output price- When production plans are 
made, considerable uncertainty may exist about output price 
due to the time lag in production. Planning the level of 
use, purchasing and applying inputs are nearly concurrent 
acts, hence, there need be little uncertainty about input 
prices. Also, the historic stability of input prices tends 
to create e large permanent component relative to the transi­
tory component of input prices. The symmetric nature of price 
ratios implies that if output and input prices increase or 
decrease by the same proportion, the demand quantity remains 
unchanged. However, if farmers make decisions on the basis of 
the "permanent11 component of price changes, a proportional 
increase in actual output and input prices could be expected 
to decrease the demand quantity since the permanent component 
of input prices is greater. For these reasons the use of 
price ratios in dynamic models does not appear justified in 
all cases. 
Price ratios have certain advantages in statistical time 
series applications: (a) avoidance of errors from use of 
general price deflators (e.g. the wholesale price index), 
(b) reduction of multicolllnearity, and (c) increased degrees 
of freedom. Although use of price ratios is not strictly 
correct froa a logical standpoint, the advantages may justify 
the use of ratios if the errors are not large. The results 
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of the Interstate Managerial Survey (15, 71) indicate that 
equations 5 and 6 may be appropriate with certain modifica­
tions. One modification is to account for the differential 
nature of resource flows under changing prices. That is, 
separate supply or demand functions may exist for price 
increases and for price decreases. The Interstate Managerial 
Survey further indicates, though inconclusively, that farmers 
respond more readily to input price changes than to output 
price changes. A higher percentage of frrmers adjusted pro­
duction when an input price changed then when an output 
price changed. 
Studies by Heady and Yeh (57) and by Cromarty (26) sup- • 
port the hypothesis of a symmetric response to input and 
output price changes by farmers. In these studies, input and 
output prices were included es separate variables. Cromarty 
(26, p. 3%7) found the elasticity of farm machinery purchases 
with respect to own and output price was -1.0 and 0.7, respec­
tively. Although not tested statistically, the difference 
probably is not significantly different from zero. Heady and 
Y eh (57, p. 3-34 ) found the elasticity of fertilizer purchases 
with respect to fertilizer price to be -0.49 in one equation, 
1.71 in a second equation. The elasticity of fertilizer pur­
chases with respect to crop price was estimated to be 0.47 — 
similar to the first estimate but considerably less than the 
second. Clearly, there is some support for the hypothesis 
17 
that the price ratio is the decision variable used by farmers. 
However, other studies showing unequal elasticities with re­
spect to output and input prices are not hard to find. 
To summarize, if the sacrifice in higher intercorrela-
tions, loss of degrees of freedom and errors from general 
deflators is considered less than forcing a symmetric response 
to. input and output prices, the separate input and output 
price variables should ce included in regression estimates. 
Empirical results thus far provide insufficient evidence to 
reject the hypothesis of symmetric price response. The use 
of price ratios is likely to continue in empirical applica­
tions . 
Related Inputs in the static demand function 
Quantitative demand studies for a given input often have 
Ignored other inputs. It is well to explore the contribution 
of static economic theory to the role of other inputs In 
demand functions. Unless a resource Xj is independent of X^ 
in production, it must be Included In the static demand func­
tion for Xjy In a static framework, the price of Xj is in­
cluded In the demand function If the resource Is variable 
(Cf. equations 5 and 6). However, if X^ and Xj are inde­
pendent, the price of Xj drops out, and the 11 long run" demand 
function for (X^ and Xj variable) is the same as the 
"short run" demand function (X^ variable). Thus, the exact 
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empirical counterpart of the static demand equation must in­
clude prices of all related (non-independent) variable inputs. 
If Xj is fixed but related in production to X^ the 
quantity Is included in the static demand function for X^. 
Trie level of Xj merely may shift the level of the demand curve 
for X^, leaving the slope unchanged. Many empirical studies 
either ignore the Influence of fixed factors or assume a 
neutral shift. A demand function with the quantity X^ s 
linear function of the quantity of the fixed factor Xj and of 
other va.rlacles In original values assumes 9 neutral shift. 
Other empirical functions of the same type but in logarithms 
assume compensating shifts in the level and slope of the 
demand curve, leaving the elasticity constant st all fixed 
factor levels. The signs and magnitudes of the parameters of 
fixed factors depends on the extent of substitutiblllty or 
complementarity aiuong factors and the stage of production. 
The static supply function 
The static supply function for the profit maximizing firm 
is derived by substituting the static demand equations 5 and 5 
into the production function (equation 1). The implicit 
supply function 
( I D  Y =  h  (P-L/Py, Pg/Py I  X3, ... Xn) 
depicts the supply quantity Y as s function of the factor-
product price ratios and the level of fixed factors. If the 
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firm sold products In addition to Y, the supply function would 
be g function of all product prices and all variable input 
prices in the form of ratios. Analogously to equation 9, it 
can be snown that the supply elasticity with respect to output 
price is equal numerically but opposite in sign to the sum of 
elasticities wltn respect to input prices. Thus, if the 
elasticity of agricultural output with respect to prices 
received by farmers is low, then the output elasticity with 
respect to input prices is also low. It follows that in such 
circumstances a given (proportional) tax or subsidy on all 
input prices or on output price would have the same effect on 
output. 
Relationships among supply, demand 
and production elasticities 
In this study the main concern is with demand rather than 
with supply functions. A major objective, however, is to 
explain supply on the basis of the demand functions. Since 
output Is a function of t.ie magnitude of Inputs and the 
technology of the transformation function, one might antici­
pate an exact theoretic relation between input demand, product 
supply and the production function. A useful theoretic rela­
tion may be expressed as follows; 
The elasticity of supply or output Y with respect to 
output price Py is defined as 
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(lis) S8 = g- • ; 
the elasticity of production for resource Xj_ as 
(1
'^ 
Sp(i) = ' 5T ' 
and the elasticity of derived demand for resource with 
respect to output price Py is 
axA . !i 
?y xi 
It has ceen demonstrated by Twee ten and Heady (115) that 
(14) Ecd(i)= '^ xf 
(15) Es = ^ Ep(i) Ecd(i) • 
It is therefore possible to express output supply elasticity 
from knowledge of the production and factor demand functions. 
The equation can be made dynamic and used to express elas­
ticity over various periods of time by placing time subscripts 
on Es and E^. In a later cnapter, this procedure is used to 
estimate the aggregate supply elasticity. 
Grlliches (46) used an equivalent procedure to derive 
an estimate of aggregate supply for agriculture. Instead of 
production elasticity Ep, he used factor shares. The factor 
share Fj_ for the resource Xj_ is 
(16) F, = Xl?i 1 = YP: 
In equilibrium, 
(17) pi = -§^py 
Substituting the right side (marginal value product) of 
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(18) Fi = F"P^ ( "§3Ç Py) = Ep(i) ' 
It is apparent that the supply elasticity may also be ex­
pressed as trie sum of the frctor shares times the elasticity 
ol' demand with respect to product price. The use of factor 
snares may not be justified since the exact equilibrium con­
dition indicated by equation 17 does not hold. 
Industry Supply and Demand 
Economic theory of the competitive industry introduces 
additional concepts which must be considered in any empirical 
estimation of the resource structure. For s small segment of 
agriculture, the price of non-farm inputs may be assumed as 
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given or exogenous. That is, the actions of a small group of 
farmers has little influence on the prices of resources sup­
plied by the non-i'^rm sector. The action of one farmer or a 
small group of farmers also has little influence on the prices 
they receive for farm products. Thus, prices may be assumed 
exogenous, i.e. determined by forces outside the system being 
examined. Only farm output and resource inputs ?re endogenous 
(determined within the system) and the quantity of any input 
may be estimated as a mono causal function of prices and fixed 
factor levels as in demand equation 5. Also agricultural 
supply or output for a small group of farmer? may be considered 
a simple function of prices as in equation 11. 
The most general model of industry supply and demand is 
the Weirssian general equilibrium system. According to the 
Vvalrasian system, prices and quantities of commodities are 
determined interdepenaently by a system of demand and supnly 
equations. The complete Walrasian system includes demand 
and supply functions in the entire economy. Even if the 
simultaneous system is considered pertinent, empiric»! models 
necessarily must abstract from the more remote markets in the 
entire economy and must emphasize the markets for agricultural 
inputs and outputs. 
ihe type of economic (and statistical) model chosen to 
represent the market structure of agriculture depends strongly 
on the underlying causal framework. A direct relationship 
exists between the nature of causality specified in the eco­
nomic model and the type of statistical model chosen to esti­
mate the parameters. For present purposes, we avoid an ex­
tended discussion of the ontological aspects of causality, 
.iather we consider only the immediate, pragmatic aspects of 
causality and emphasize those considerations necessary in 
constructing economic models. 
The static equilibrium models of Walras, Marshall and 
others stress the Interdependence of supply and demand in 
determining equilibrium price and quantity. The early econo­
metric analysis of supply and demand from time series data, 
however, assumed a. monocausal relationship. That is, price 
(or quantity) was chosen as the dependent (effect) variable, 
and was considered a function of the quantity (or price) and 
other independent (causal) variacles. Econometriclans such as 
H. Schultz (104, pp. 72-114) and Working (136) were uncom-
rortacle witn this simple cause-effect relationship. They 
realized that only under certain conditions could the struc­
tural demand or supply function be identified using the single 
equation, least squares statistical model. This led to the 
development of statistical procedures which allowed for the 
simultaneous determination of price and quantity by supply 
and demand, and thus for the identification of structural 
economic relationships in en interdependent system (53, 63, 
83). 
The new statistical techniques satisfied the basic 
premise of interdependence derived from static economic theory 
and economists hailed the new me thons es a greatly improved 
tool for analyzing supply and demand. Possicly due to the 
computational curden and other shortcomings of the newly 
developed statistical techniques, economists began to re­
examine the adequacy of least squares single equations (8, S, 
35). The nature of the causal structure underlying economic 
variables in the real world was the fundamental point in the 
reexamination. In particular, the Stockholm school questioned 
the basic premise of simultaneity in dynamic economics. The 
fact that decisions take time led them to conclude that eco­
nomic decisions are not made simultaneously. Instead, they 
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conceive of the recursive model as the most fundamental et an 
abstract level of economic theory. The recursive model is 
composed of a sequence of causal relationships. The values of 
economic variables durlnt s given period are determined by 
equations in terms 01 vslues already calculated, including 
the initial values of the system. 
bucn intuitive appeal lies in the disequilibrium nature 
of the recursive system. For example, in agriculture it seems 
logicp1 that the current supply quantity often is determined 
Dy past price and the current yenr price is a function of the 
predetermined current quantity. Commodity cycles, con­
ceptualized ir. this type of recursive system — the cooweb 
model — give strong support for the disequilibrium model in 
agriculture. Simultaneous equations that include only current 
price and quantity, are dynamic equilibrium models, and may 
not be appropriate where production is predetermined and 
cycles are apparent. The conclusion Is that if the economic 
model is sufficiently detailed ar.d adequately specified, and 
if the time period Is sufficiently short, the recursive model 
may be appropriate. 
Surprisingly, the reel basis for interdependent models 
does not seem to arise from the static economic equilibrium 
models of Walras, et al., but from the exigencies of empirical 
data. One example is aggregation of data over time. Suppose 
that A determines B, B determines C, and C determines D 
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through tine. If A is aggregated with C, and B with D, then 
a joint "causal" relationship exists between the aggregate 
A C and B D. 
The karket for Agricultural Inputs 
Tne interdependence of markets for agricultural products 
has been emphasized in the literature. The need to specify 
interdependence in markets for agricultural inputs largely 
has been Ignored. Surprisingly, little is known of the 
nature of the supply function for agricultural inputs. 
Empirical studies of agricultural output traditionally have 
ignored supply functions. Yet, it can be shown that the out­
put supply function can not be realistically expressed Mahout 
knowledge of input supply. 
Consider the example of the supply equation 19 for a 
resource 
(19) Xx = a pj 
where P^ is the input price and b is the input supply elas­
ticity. Assume the production function is a power function 
(20) Y = c X* 
where Y is farm output and d Is the elasticity of production. 
The output supply function derived from equations 19 and 20 is 
b d 
(21) ï = K Py 1+b-bd 
where Y Is the supply quantity, Py is product price and 
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b d/l+b-bd is the product supply elasticity Es. As the input 
supply elasticity b approaches zero, Eg also approaches zero• 
As the input supply elasticity b approaches infinity, the 
product supply elasticity approaches d/l-d. For a given pro­
duction elasticity d, the output supply elasticity is an in­
creasing function of the input supply elasticity. Ceteris 
paribus, the greater the value of b, the greater the value 
of E0. Two interesting observations are apparent from equa­
tion 21. With constant returns to scale (d=l), then Es = b. 
That is, the input and output supply elasticities are equal. 
If the supply of inputs is perfectly elastic, the output 
supply elasticity d/l-d is exactly the same as would be found 
^Solving for P% in equation IS and X^ in equation 20, and 
substituting these into the expression 
(a) T C = + F 
the total cost T C becomes a function of variable cost 
PlXi = f (Y) and fixed cost F. The derivative of TO with 
respect to Y may then be equated to product price Py from 
the assumption of profit maximization. Solving for Y in 
terms of Py, the supply function is 
(b) 
Letting 
Y = 
r i i+b bd 
1+b-bd 
(c) K = 
(b; becomes 
(d) Y = K P. 
1 1+b 
gb ;bd bd 
1+b 
bd 
1— b—bd 
bd 
1+b-bd 
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by omitting the input supply equation 19. It follows that 
past empirical investigations of product supply and factor 
demand essentially have assumed the input supply curve is 
horizontal. 
A hypothetical three equation 
model showing interdependence 
A simple economic model emphasizing the resource markets 
in agriculture will clarify the implications of a model 
stressing interdependence in agricultural resource markets. 
Assume that the supply of agricultural products Y and input 
price are determined Jointly in association with the 
product price Py 
(22) Y, ?1 ; Py . 
Variables to the left of the semicolon are endogenous, those 
to the right are predetermined. The farm derived demand 
function for input is 
(23) Xx, Px ; Py 
and the input supply function Is 
(24) xi> ; pnl 
where P^l i0 the wage of non-farm labor. The simple model 
indicates that neither price P^ nor quantity X^ may be 
selected as the only dependent (endogenous) variable in a 
single equation. Whether this particular model is realistic 
for agriculture depends on: (a) the extent to which current 
input prices are important in determining farm output, and 
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(b) if current input prices are Important, to what extent 
they are endogenous. Many input prices are specified for 
the calendar year rether than for the production year. Hence, 
prices of the current year are known when many production 
plans are made. With some crops such as corn, decisions based 
on favorable current prices to side dress fertilizer can be 
made well after the start of the production period. Similar 
types of decisions can be made for livestock — whether to 
feed to heavier weights on the basis of favorable feed grain 
and protein prices. A study by Tweeten and Heady (115) also 
reveals the potential response of output (and inputs) to a 
change in current input prices is small but greater than zero. 
There is little doubt that current prices exert some Influence 
on the Input demand quantity, and hence, influence farm out­
put. 
Despite the importance of current prices of inputs in 
the supply function, the interdependent model need not be 
specified if the input supply is highly elastic• Input price 
may then be considered exogenous and simultaneous model re-
% 
solves to a recursive system of single equations. Empirical 
uThere may be more than one endogenous variable in an 
equation In a recursive model, but the matrix of coefficients 
of these endogenous variables must be triangular. In essence, 
the recursive system is interdependent but not simultaneous. 
The above three equation model resolves to a recursive system 
if the current input supply price becomes predetermined, i.e. 
determined by exogenous and lagged endogenous variables. Let 
the input supply equation 24 be (Continued on next page) 
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knowledge of input supply elasticity is meager. Introspec­
tion, logic and economic theory suggest some characteristics 
of input supply which can be of value in specifying the eco­
nomic models. Three categories of agricultural inputs, non-
farm produced capital, farm produced capital and labor inputs, 
are discussed with emphasis on the magnitude of supply re­
sponse and the degree of current interaction between supply 
and demand. 
Non-farm produced capital 
A study of the nature of supply of non-farm produced 
capital is of interest because of the growing relative Im­
portance of these resources in the agricultural input struc­
ture and also because of the existing lack of knowledge in the 
area. Several considerations suggest the hypothesis that the 
elasticity is high. These considerations may be summarized 
(Footnote continued from previous page) 
(a) P^L (Input supply) 
where P-j_, the current input price, is predetermined by past 
year input sales X^ and non-farm wages. The output supply 
equation 22 and input demand equation 23 may be written 
(b) Y ; P-! , Pv (Product supply) 
and , * 
(c) X][_ ; P-j_, Py (Input demand) 
The predicted value of P]_ from (a) may be used to estimate 
(b) and (c) to insure that the current residual is inde­
pendent of input price. It is apparent that each equation 
may then be estimated by ordinary least squares. 
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into the categories: (a) the historic input price-quantity 
relationships, (b) empirical studies of the cost structure of 
non-agricultural industries, (c) the degree of competition 
among input supplying firms, (d) the goals of these indus­
tries, and (e) the relative importance of agricultural pur­
chases in the sales of non-farm firms. 
The historic short run stability of input prices gives 
some evidence that input supply is highly elastic. The fact 
that shifts in input demand due to weather and product price 
changes have not resulted In appreciable input price changes 
implies a high input supply elasticity, at least in the short 
run. 
Empirical studies of major non-farm firms reveal near 
constant or slowly rising average and marginal cost curves. 
Because the short run Industry supply curve is the horizontal 
summation of firm marginal cost curves, industry supply is 
likely to be highly elastic. Further, most economists agree 
that competition among non-farm suppliers of agricultural 
inputs is less than perfect. Hence, the actions of suppliers 
are interdependent. In such instances of monopolistic com­
petition and oligopoly, emphasis is placed on non-price com­
petition. The result tends to be a stickiness of prices at 
various quantity levels due to fear of recrimination by other 
suppliers. 
Some economists (7) indicate that goals other than max­
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imum total profit are important in business decisions. These 
include securing public good will, earning a stable return on 
investment, a fixed margin on costs of production and other 
goals. Despite an increase in marginal cost at higher out­
put, a firm may not increase price for fear of losing public 
goodwill. When agricultural demand for an input increases, 
a supplier concerned with earning a stable return on invest­
ment may find it possible to maintain this return by main­
taining or possibly by decreasing price. The latter case 
could give rise to a negative (but high in absolute terms) 
supply elasticity. If the manufacturer desires a cost-plus 
markup, the tendency could be to increase the supply elas­
ticity. For example, a fixed margin above the marginal cost 
results in a "supply curve11 more elastic than the marginal 
cost curve. 
Finally, the importance of agricultural purchases in the 
total sales of the input supplier may influence the degree of 
supply elasticity. If a manufacturer sells only a small por­
tion of his output to agriculture, an increase In agricultural 
demand may allow him to supply the increased quantity with 
little impact on the firm's cost structure. The change in 
input demand may be almost unnoticed, and the result is likely 
to be a highly elastic input supply. Since many firms sup­
plying inputs to agriculture also supply inputs to other 
economic sectors, the declining nature of agriculture relative 
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to other industries tends to increase supply elasticity. 
On the other hand, non-farm inputs are substituting for farm 
produced inputs. Use of non-farm Inputs is increasing rela­
tive to farm output, and is rising in absolute amounts. This 
tendency, along with increased specialization of manufacturers 
in producing farm inputs tends to reduce supply elasticity. 
It seems reasonable to conclude that the supply of non-
farm inputs is highly elastic. A distinction might be made 
between supply at the industry and farm level. Assuming a 
constant or decreasing margin at higher prices, the industry 
supply is less elastic than supply at the farm level. 
Labor Inputs 
Tne magnitude of labor supply elasticity primarily is a 
function of the relationship of farm to non-farm wages and 
the degree of unemployment in the non-f-crm sector. Recent 
historical experience does not provide any insight into the 
nature of labor supply elasticity in periods of expansion in 
agriculture. The magnitude of the labor supply elasticity in 
periods of a relative declining agricultural earnings is of 
more interest. Due to education, knowledge of off-farm oppor­
tunities and Improved transportation, the potential for move­
ment' of labor out of agriculture Is relatively large in periods 
of high national employment. If relative prices and incomes 
in agriculture are low, a reasonable hypothesis is that supply 
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elasticity is somewhat greater than zero during periods of 
high employment and zero or negative during periods of high 
unemployment. It probably is safe to consider national un­
employment exogenous, that is, unemployment in the entire 
economy probably is not influenced to a significant extent 
by farm labor movement. Current supply conditions for labor 
may have a substantial Influence on the farm wage rate end the 
number of workers in agriculture. The exact extent to which 
current labor input and prices are determined jointly by supply 
and demand is difficult to judge, but the case for interde­
pendence appears stronger than for any other major farm 
resource. 
Farm produced capital 
The magnitude of the supply elasticity of farm produced 
inputs such as feed, seed and livestock is a function of the 
agricultural production process. The supply elasticity of 
resources such as livestock which require a long production 
period is low. The magnitude of supply elasticity for inputs 
which can be produced in one year is higher, but perhaps is 
somewhat less than the supply elasticity of inputs produced 
off farms. Farm produced resources such as feed and livestock 
inventories are Intermediate. The fundamental resources 
needed to produce these are non-farm capital, labor and land. 
Non-farm capital and labor are discussed earlier. The supply 
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of land Is highly inelastic and may be omitted except in a 
long run model. In the general model presented In the fol­
lowing pages, we attempt to abstract from the problem of 
intermediate resources and emphasize rather the more funda­
mental resources. 
The Economic Model 
In this section we present an aggregate economic model 
of agriculture, stressing resource markets. The previous 
discussion provides no clear mandate that either single or 
simultaneous equations is the correct model of agriculture. 
Rather, the discussion indicates that a rationale exists for 
either type, depending on the nature of the data and market 
being studied. The eclectic problems of model formation are 
not solved by Introspection and logic alone. Previous con­
siderations emphasize the need for empirical evidence of the 
degree of interdependence in resource markets. For these 
reasons, both the single and simultaneous models are employed 
throughout the later empirical sections. The model presented 
in. this section emphasizes the Interdependence of the agricul­
tural structure. Simplified single equation models are pre­
sented when pertinent in subsequent chapters. In general, 
the specification of the single and simultaneous models are 
similar, except that only one variable is considered endo­
genous in the single equations. 
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A fundamental interdependent model would Include supply 
and demand equations for all related commodities at all market 
levels. It also would include every explanatory hypothesis 
that conceivably might influence the market. The following 
is a compromise between the highly detailed model and one 
which statistically is manageable. The structure is consid­
ered only at the ferm level, lnterfarm markets and inter­
mediate farm resources largely are omitted, and only the 
hypotheses (variables) considered most relevant in the struc­
ture are included. 
The model is short run. The real estate market is not 
expected to influence the economic structure in the short run, 
and is excluded. Farm size and the number of farms is hypoth­
esized to influence the structure in the short run, however, 
due to the scale effect on production and input purchases. 
Because the acreage of farm land is nearly fixed, only a 
single variable, farm numbers, is sufficient to measure both 
the size and numbers components. Some additional simplifica­
tion Is necessary in later empirical chapters because of 
intercorrelations among variables, and because of data limita­
tions . 
The variables 
The following variables are included In the model. The 
first ten variables are endogenous — determined within the 
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model. The remaining variables are predetermined, i.e., 
either lagged values of endogenous variables or exogenous 
variables considered to be determined outside the current 
agricultural structure. To facilitate interpretation, the 
variables are assigned alphabetic notations with identifying 
symbolisms to relate the variable and the notation. The 
variables are defined as follows: 
Qq-j. The quantity of cash operating expendables purchased 
by farmers in the current year. 
Fot The current price of cash operating expendables. 
The quantity of all farm machinery purchased by 
farmers in the current year. 
Pjy^ The current price of all farm machinery. 
QjjLt Tbe employment of hired labor by farmers in the 
current year. 
PRLt The current composite wage rate for hired farm labor. 
The number of farms in the current year. 
Qgt The aggregate quantity of products supplied by farmers 
for consumption, for non-farm and government storage, 
and for export in the current year. From another 
standpoint, the variable is current output less 
changes in farm inventories. 
The quantity of farm products domestically consumed 
In the current year. 
37 
Ppt Prices received by farmers during the current year 
for crops and livestock. 
In addition to the above endogenous variables, the fol­
lowing predetermined variables are included: 
Spt The stock of productive farm assets at the beginning 
of the current year. 
An Index of the effect of weather on farm output in 
the current year. 
An index of the type of government programs on major 
crops and livestock in the current year. 
Et_-L The ratio of farmers' owned assets to indebtedness 
In the past year. 
Ypt_i Net income of farm operators the past year. 
r%_2 Interest rate on short-term farm loans the past year. 
Ppt_1 Prices paid by farmers for items used in production, 
interest, taxes and wage rates in the past yerr. 
Farm output per man hour during the past year. 
PfljLt The wage rate of labor employed in manufacturing in 
the current year (non-farm wage rate). 
Ut The proportion unemployed of non-farm labor in the 
current year. 
PlSt Wholesale prices of Iron and steel In the current 
year. 
YDt Disposable personal income for the U.S. in the 
current year. 
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Qggt The net quantity of farm product exports and additions 
to non-farm stocks in the current year. 
T A variable reflecting the structural impact of factors 
which change uniformly through time. The time vari­
able T is the last two digits of the current year. 
A variable reflecting the once-for-all shift In 
structure during the World War II period• The 
variable is zero during the prewar period; 100 during 
the postwar period. 
The equations 
The following overldentlfled structural model is pre­
sented in terms of the above variables. Since the logic of 
the model has been discussed throughout the chapter, only a 
few comments are included with the equations. The commas may 
be read "and" and the semicolons as "are Jointly determined, 
and appear in relationship with". Variables to the left of 
the semicolon are endogenous; those to the right predeter­
mined. 
Purchases of current operating expendables 
(Demand) 
(25) Qoti Pot» PMt> PHLt> PRt' Nt > P0t-1' PRt-l> Spt> wt» 
Gt, T 
(Supply) 
(26) Pot, Oct ; pKLt' ct 
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Purchases of farm machinery 
(Demand) 
(2?) 0%t' pot' pht» PHLt' PRt' Nt ; PMt' PRt-l' Et-1' YFt-l' 
rt-l' T 
(Supply) 
(28) pfot' Sit ; PKLt' PISt' Ct 
Hired farm labor 
(Demand) 
(2^) pot ' PKt> PHLt' *xt » PHLt-l' PRt-l' °pt> ^ 
(Supply) 
(3°) PHLt, QHLt ; PKLt, PNL (1 - £u)t-l> ct 
Farm size 
(31) Nt, Pot, PKt, PHLt> PRt î Mt-1> PNL ^  ~ 5U^t-l 
Market for farm products 
(Supply) 
(32) Qgt, Pot, PHLt' PRt ; PPt-l' PRt-l' Spt' T 
(Demand) 
(33) PR t ,  Oct ;  YD t ,  Ct 
Identity 
%t = %t + %St 
The supply quantity Qg is made endogenous because of 
possibilities for changing the amount of farm inventories 
in the current year and because of the consequent interaction 
with Pfl. With knowledge of the parameters relating the 
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variables, these ten equations in ten unknowns permit predic­
tion of the endogenous variables (left of semicolon) from 
known values of the predetermined variables (right of semi­
colon). The ten endogenous variables are the prices and 
quantities of farm output and inputs, and farm numbers. From 
these variables, other quantities of interest may be found 
such as expenses, gross income, net income. These concepts 
may be computed in total for agriculture, per unit of labor 
or per farm. In addition, several measures of resource effi­
ciency are available from quantities determined by the model. 
Examples of concepts that may be derived from the model are 
as follows : 
Gross income 
(34) *6t = PRt «St 
Current operating expenses, excluding labor 
(35) EQt = PQt Got 
Operating expenses, including labor 
(36) E0Lt = Eot + PHLt QHLt 
Net income: 
Net of operating expense 
<37> Y6t - =01 
Net of operating and hired labor expense 
(38) YGt - E0Lt 
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Income or expense per farm 
Gross income per farm 
(39) ïst/Nt 
(Any of the other expense or income concepts may be expressed 
on a per farm basis by dividing by Nt.) 
In an alternative model, total employment (hired and 
family) of labor in agriculture 0^% is substituted for Q^-t • 
The assumption is that the wage of hired labor is s relevant 
decision variable for family labor as well es for hired labor. 
With Qffn as an endogenous variable, the model allows predic­
tion of gross and net farm income on a per unit of labor 
basis. Simply divide income or expenses by 0-pLt. 
Several measures of efficiency may be found from the 
predicted quantities in the model. Examples are output per 
unit of labor, operating items or machinery. If the supply 
quantity Qg is annual output, the output per unit of labor or 
operating items may be computed as equation 40 or 41 respec­
tively. 
(40) ^St/^TLt (41) Qfit/^Ot 
The output per unit of durable asset services cannot be com­
puted directly. For example, only annuaj. purchases of machin­
ery %% are given by the model. The annual input of machinery 
services can be computed from known values of beginning 
year machinery stock S^%, the interest rete r and depreciation 
rate d. The end of year (January 1, t+l) stocks are then 
(4£) St+1 = Sit + (1 " d) SMt • 
The annual input %% of machinery is then computed as the 
depreciation plus interest on average investment. 
(45) %t = d SMt + |(sMt+l + skt ' • 
The output per unit of machinery is 
(44) Qst/^it • 
The model establishes a useful framework for ascertain­
ing the influence of changes in non-farm variables such as the 
wage rate P^, disposable income Yp, unemployment rate U and 
government purchases of farm commodities on farm income, 
expenses and efficiency• It is well to point out that the 
economic model is discussed in terms of potential uses. What, 
In fact, can be determined by the empirical model also is a 
function of the statistical model and data. 
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CHAPTER 3: THE STATISTICAL MODEL 
To derive an empirical codel of the structure, it is 
necessary not only to specify the economic model, but also to 
select a satisfactory procedure for estimating the numerical 
values of parameters in the model. In this study, the para­
meters are estimated by econometric techniques from times 
series. The basic assumption is that the agricultural struc­
ture is the realization of a stochastic process through time. 
Variables such as prices and quantities are determined by 
supply and demand functions linear in the parameters (e.g. 
supply and demand coefficients or élasticités) and subject to 
random shocks or disturbances. Given these basic conditions, 
the parameters can be estimated by several statistical tech­
niques such as least squares and limited information, two 
stage least squares, etc. To ascertain the appropriateness 
of these techniques, it is necessary to consider the criteria 
of a "good" estimator. The procedure in Chapter 3 Is to 
examine: (a) the properties of a. desirable estimator, 
(b) the conditions for these properties to hold, (c) how 
well the data and relationships in our economic model conform 
to these conditions, and (d) what precautions and procedures 
In handling data are available to Insure reasonable adherence 
to the underlying assumptions of the statistical model. 
Throughout the chapter, particular emphasis is placed on the 
least squares estimators. 
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Desirable Properties of Estimators 
The "goodness" of an estimator H1 may be evaluated in 
terms of the following criteria (2, pp. 91-95): (a) Unbiased-
ness. An estimator is unbiased if its average value in the 
long run is equal to the population parameter H. That is, 
the expected value of the parameter estimate is equal to the 
parameter, (b) Consistency. An estimator H1 is p. consistent 
estimator of the population parameter H if h' converges 
stochastically to H as sample size becomes Icrge. The abso­
lute difference between H1 and H becomes arbitrarily small as 
sample size increases. (c) Efficiency. An efficient esti­
mator possesses minimum variance. An estimator is efficient 
if its variance is less than the variance or alternative 
estimators, (d) Sufficiency. A sufficient estimator ex­
hausts all relevant information in the sample. Any other 
estimator may provide information about H*, but necessarily 
must provide less information about the population parameter 
H. 
In addition to these statistical criteria, the practical 
consideration of the amount of research resources required to 
compute the estimator also is important. 
Assumptions Necessary to Obtain Desirable 
Properties of Estimators 
Maximum likelihood estimators most nerrly fulfill the 
desirable properties of statistical estimates. These esti­
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mators ere sometimes costly to compute, however, and esti­
mators such as ordinary least squares, more manageable In 
applied areas, are often used. Under certain assumptions, 
least squares possess the desirable properties of maximum 
likelihood, estimators — unbiasedness, consistency and effi­
ciency. Since least squares procedures are used extensively 
throughout this study, it is well to review the assumptions 
necessary for these estimates to possess optimum statistical 
properties. The least squares statistical model is of the 
form 
(l) Yt = + B£X2t "*•••• + ®n^nt + et «m) 
where Y and X1 are the dependent and Independent variables, 
respectively. The Bj_ are the parameters of the model and 
e is the error. The assumptions of the model are : 
(a) The parameters B^ are constants and enter the model 
linearly; 
(b) The Independent variables Xlt are fixed (non-
stochastic) and measured without error; 
(c) The expected value of the error e is zero, 
i.e. E(e)=0; 
(d) The covarlance between the error e and the inde­
pendent variables X^ is zero, i.e. 0 for 
all 1; 
(e) The error e is not autocorrelated, i.e. (jg^. = 
0 for i 4 0; 
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(f) The variance of the error is homogeneous over time, 
i.e. E (e^) =(T ^  for t = 1, 2, ... m; 
(g) The error e is normally distributed; 
(h) The matrix of explanatory variables is not 
singular. 
The least squares algorithm is to choose estimators b^ for 
which minimize the squared deviations of the dependent vari­
able from a linear combination of the independent variables. 
If the above eight conditions are met, least squares esti­
mators possess the desirable statistical properties listed 
earlier. In addition least squares possess the practical 
advantage of computational convenience. 
Implications of the Discrepancy between the Optimum 
Statistical Setting and Existing Conditions 
The estimation of economic relationships from time series 
takes place in a setting quite unlike that outlined in the 
above eight assumptions. It is v:ell that each one of these 
statistical assumptions be examined to determine : (a) to 
what extent they ere met in empirical, time series analysis, 
(b) what influence deviations from the assumptions have on 
the desirable properties of estimators and (c) modifications 
of models and alternative algorithms permitting feasible 
estimates when conditions are not optimum. 
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Accommodating a dynamic structure 
Perhaps the most notable characteristic of American 
agriculture is its changing structure. Although highly desir­
able from a physical and economic efficiency standpoint, the 
changing structure imposes statistical estimation problems 
due to failure to meet assumption (a) above. Changing struc­
tural parameters arising from droughts, wars, depressions, 
inflations or technological change may bias the statistical 
estimates. Certain precautions pre advisable to avoid biased 
estimates due to a changing structure : (a) select data for 
a short time period when the structure wss relatively homo­
geneous, and (b) omit unusual periods when a different struc­
ture was imposed by wars for example. A serious conflict 
arises in choosing a time period since large samples contain­
ing wide variation in the independent variables (due to wars 
and depressions perhaps) provide the moot precise "signifi­
cant" parameter estimates. The standard error of the coeffi­
cient of a variable Is inversely related to the variation in 
the variable. Thus, the researcher is forced to compromise 
between a long time series to obtain precise estimates and a 
short homogeneous series to avoid statistical bias. These 
considerations prompted the use of annual data from 1926 to 
1959, omitting the war years 1942 to 1945, to estimate most 
of the functions In this study. Structural estimates from 
shorter periods lack, precision (small sample size and few 
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degrees of freedom) . Estimates from longer periods contain 
bias because of changes in structure and errors in data from 
earlier years. 
Linear functions used in times series analysis are highly 
simplified models for expressing the complex technological, 
behavioral and institutional factors which determine supply 
and demand functions. Theoretically, even the most complex 
non-linear mathematical function can be approximated by a 
series of short, linear segments. By analogy, although the 
structure of agriculture may be complex indeed, the times 
series available lor the narrow confines of recent historical 
experience provides only a segment of this structure. Perhaps 
this segment reasonably may be expressed by simple linear 
models. Several techniques are used in this study to accom­
modate a modified structure end allow use of data over longer 
periods- Tne most common technique, of course, is to include 
a time variable."1" Time is a proxy variable for technology, 
How time should be coded in a logarithm equation is 
debatable. Assuming the dependent variable is transformed 
into logarithms, inclusion of time as: (a) a simple untrans-
formed linear index T results in an exponential function in T 
and (b) the logarithm of T results in a power function in T. 
The advantage of the power function (b) is that it allows the 
dependent variable (demand or supply) to Increase et an in­
creasing rate. Foote (33, pp. 40-42) argues that the typical 
time trend is one that increases at a decreasing rate, there­
fore, the power function (b) is appropriate. There are also 
advantages in using the untransformed index (a) of time. The 
results of (b) are not invariant to the origin of T. That is, 
whether T is coded as 1.00, 2.00, ... n or as 100, 200, ... 
lOOn may result In a considerable (continued on next page) 
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improved knowledge and other variables that shift demand or 
supply uniformly through time. Inclusion of dummy variables 
2 
often raises the R appreciably, and leads to statements that 
we have "explained" the variation in the dependent variable. 
2 
More appropriately, the increase in R is s measure of our 
ignorance because it is not possible to impute the separate 
influence reflected by tne coefficient of time to the under­
lying forces. The actual, basic variables should be included 
when possible. If the basic variables are unavailable, time 
must be included as a proxy variable to reduce the autocorre­
lation in the residuals. 
Time included as a separate independent variable, indi­
cates a shift in the position of a demand or supply curve 
over time. In some instances, the slope (or elasticity) of 
the curve may be a linear function or time. Inclusion of an 
interaction term of price with time allows the slope or elas­
ticity to change. To allow for a single valued shift In the 
function during an abnormal period, a separate variable may 
be included with values of one during the abnormal period, 
zeros otherwise. If the abnormal period is one year, this 
(Footnote continued from previous page) difference In magni­
tudes of tne standard errors, coefficients and R^. But If T 
is coded as In (a) above, It makes no difference what origin 
is used. A further convenience of the exponential form (a) 
is the ease of finding the percentage shift In the dependent 
variable attributed to T. If the coefficient of T is c, the 
constant percentage shift in the dependent variable (or 
demand, supply or production curve) is found simply as: 
100 (antilog c - 1). 
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method would be equivalent to leaving out the data for that 
year. The difficulty with the approach is that the change 
during an abnormal period generally is not single valued, but 
rather is of dliierent magnitude each year. The abnormal 
period may leave a single permanent shift in the demand and 
supply curves. A single permanent shift in functions during 
the World War II years, for example, may be recognized by 
leaving out data for the war years and Including a variable 
with values of zero during the prewar period; values of one 
during the postwar period. Changing response to price in 
various periods are allowed by including separate price vari­
ables for eecn structural period, with values of zero outside 
the period. Techniques as those above are used extensively 
in the empirical sections of this study to satisfy assumption 
(a) of the least squares model. 
Errors In Independent variables 
If assumption (b) of the statistical model is not ful­
filled, the least squares estimates are likely to be biased. 
The effect of errors in the explanatory variables on the 
parameter estimates may be illustrated by a simple example 
(35, pp. 31, 3%; 109, pp. 69, 70). In a model of the form 
( 2) Y = Bq + B-^X + e 
we estimate by least squares as 
(3) b, = Zxy 
1 
' 
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Suppose that the observed variable x is composed of a system­
atic part X and an error term u, or 
(4) x = X + u . 
The observed y is also of the form 
(5) y = Y + e . 
The least squares estimate b^ is therefore 
(6) b1 = £(Y+e) (X+u) + Z XY + ZuY + SeX + Zeu . 
3C(X+u) 2 Zx* + 2ZuX + Zu^ 
By statistical assumption (a), tne expected velue of ZeX 
equals zero (equation 7). Further, assume the errors in X 
and Y are Independent (equation 8). 
(7) E ( TeX) = 0 (8) E ( %eu) = 0 . 
The expected value of b^ from equation 6 is therefore 
(S) E (bx) = 31 ( . 
E Iu* + E IuX + ( ZX2 + E luX) 
If b^ is to be unbiased, i.e. E (b^) = B^, then it is apparent 
from equation 9 that the following must hold. 
(10) Elu2 + E ZuX =0. 
This is en unlikely situation, however. If we further assume 
tne error In x is uncorrelated with the systematic component 
of x, then 
(11) E%.uX = o 
ana equation 9 reduces to 
(1*) E (bx) = *llX . 
J Xe + Zu2 
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If assumptions emcodied in equations 7, 8 end 11 hold, errors 
in the independent variable bias the value of the parameter 
estimate b^ toward zero. If the three assumptions do not 
hold, b-|_ is almost certainly biased, cut the direction of bias 
is less clear. 
Since errors in the explanatory variable invariably com­
plicate tne estimation and interpretation of least squares 
estimates, the best approach is to octain accurate data. It 
is not possible to obtain accurate data in all instances, 
hethoas of handling errors in the independent variables are 
discussed by Tintner (113, pp. 121-153) and by Fox (35, p. 32). 
Tlntner proposes the use of weighted regression when errors 
exist in the variables, but all relevant variables must be 
included in the equation. Fox suggests adjustment of the 
coefficients on the basis of prior knowledge of the extent of 
error in the variables to compensate for the cia s introduced 
as in equation lz. In this study, the aggregation of vari­
ables is a potential source of errors. The methods of aggre­
gation to reduce errors in the variables are discussed ex­
tensively in the following chapter. Methods of estimating 
the extent of errors in the independent variables are given 
by Frisch (39). It Is fortunate that in this study many of 
the variables measured least accurately ere logically de­
pendent variables. 
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Autocorrelation 
It is necessary to distinguish between autocorrelation 
in the independent v friable s end in the error tern;. Auto­
correlation is here defined as the correlation between a 
variable and lagged values of itself. Our primary concern 
is with autocorrelation in the residuals. Provided the other 
assumptions of the statistical model hold, autocorrelation 
results in loss of efficiency, but the estimates remain 
unbiased ai;d consistent. Assuming X Is fixed, the usual 
estimate of the variance of coefficient from equation £ is 
ll3> =b - ^  
where se is the standard error of the estimate. A general 
formula for the estimated variance of the regression coeffi­
cient is 
£ s2 (14) sb = —~ (l + £r1w1 + £r%Wg + ... + £rf_wn) 
Zx 
wnere r^ and w^ are sets of autocorrelation coefficients 
(correlograws) of successive lagged values of residuals and 
the independent variable, respectively (134, po• 43, 44). It 
is apparent from equation 14 th?t if no autocorrelation is 
present either in the independent variables or in the explana­
tory variables, equation 13 is an appropriate estimate of the 
variance of B]_. In economic time series, the autocorrelation 
coefficients of the independent variables are not expected to 
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be zero, hence, assumption (e) of the statistical model is 
important. If autocorrelation is positive and high, s£ in 
equation 13 will underestimate the variance of B-j,. The t 
test will overestimate the significance of b^ and result in 
misguided confidence in the precision of the parameter esti­
mate. 
Heplie? ted experiments such as regression estimates from 
quarterly time series data are likely to be highly autocor-
related both in the independent variables and in the residu­
als. As observations ?re taken closer together, they essen­
tially become the same observation. The result is a reduction 
in the effective degrees of freedom. Failure to account for 
the autocorrelation leads to undue confidence in the parameter 
estimates. If the number of "equivalent '' observations in a 
series are known, the degrees of freedom may be reduced 
accordingly. Other more complex methods for estimating the 
effective degrees of freedom have also been devised (100). 
Autocorrelation in the residuals become particularly 
troublesome when statistical assumption (d) is not met. The 
procedure often used to estimate distributed lag equations 
may cause this situation to exist. That is, a lagged 
dependent variable used as an independent variable is likely 
to be correlated with the residual. If residuals are non-
sutocorreleted, estimates derived from such distributed lag 
models yield consistent though possibly biased (small sample) 
estimates of the parameters (41, p. 72). If errors are auto-
correlated, however, serious bias may arise in parameter esti­
mates, even in large samples. The autoregressive structure 
of the residuals tends to be absorbed into the estimated 
regression coefficients. The result is biased coefficients. 
Tests for autocorrelation based on observed least squares 
residuals are not likely to detect the true autoregressive 
structure. 
The von Neumann ratio is often used to test for autocor­
relation In time series. The calculated ratio is checked 
against tabulated values to determine if significant auto­
correlation exists. This and other tests for autocorrelation 
are discussed by Tlntner (113, pp. 250-255) and by Hllcreth 
and Lu (62, pp. 14, 15). A specific test for autocorrelation 
In least squares residuals is given by Curbln and Watson (29). 
This test is used extensively throughout this study. Unfor­
tunately, the above tests are not powerful and often fail to 
detect existing autocorrelation, particularly In distributed 
lag models. To deal with the problem of autocorrelation, It 
is important to examine some of the sources of non-independent 
residuals. Cochrane and Orcutt (22) list three general 
sources of autocorrelated residuals: (a) incorrect form of 
the relationship between variables In the model, (b) omission 
of relevant variables, and (c) errors in the data. Time 
series tend to be positively autocorrelated. Also systematic 
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errors such ss improper aggregation of data lead to positive 
autocorrelation. For these reasons, positive autocorrelation 
is anticipated in least squares residuals. 
If the residuals follow a first order autoregressive 
scheme 
(15) e^. = A et_]_ + ut 
where A is the first order autoregressive coefficient and u% 
is independently distributed, Cochrane end Orcutt (22, pp. 
53-54) suggest the use of difference equations. THE residuals 
of the successive difference equations may be tested for auto­
correlation. They anticipate that a first difference trans­
formation generally will be adequate. The implication of this 
procedure assuming an autoregressive model as in equation 15 
is apparent. Assume a statistical model of the form 
( 16) Y-Ç = BQ + B^X^t ®2^ "** ®t 
where Y is the dependent variable and and T (time) are 
Independent variables. Lagging each variable In the equation 
one yesr, and subtracting the result from equation 16, we have 
(17> Yt - Yt-1 - B1 (Xlt ' W * B2 • (et ' Vl> ' 
If the error in equation 16 follows a first order Auto­
regressive scheme as in equation 15 and A = l, equation 15 
reduces to 
(18) et = et-1 + ut , or ut = et - et_1 . 
Equation 17 then may be written 
5? 
(19) A Yt = Q1 AXlt + B2 + ut 
and ut satisfies the statistical requirement of independence. 
(Kote that the constant BQ in equation 16 drops out, ana that 
the constant B. in the first difference equation 19 is com­
parable to the coefficient of T in equation 16.) In summary, 
es tin,a til.equation 16 in untransformed data is appropriate 
if A = 0 end in first differences if A = 1. The autoregres­
sive coefficients in the real world, unfortunately, are not 
divided into such a dichotomy. Generally, A lies between 
zero and one and sometin.es is less then one. Partially for 
this reason, Hildreth and Lu (62, p. 41) have serious reser­
vations about the use of first differences. Their empirical 
results indicate that the difference transformation led to 
worse estimates than ordinary least squares when the dis­
turbances are negatively autocorrelated. But even when the 
estimated A is greater than 0.25, Hildreth and Lu found esti­
mates from the first difference transformation no closer then 
the ordinary least squares estimates to their own estimates. 
Their estimates are based on an autoregressive structure which 
allows for an unrestricted value of A. According to Vietson 
(130), the efficiency of estimates from first differences may 
be low despite substantial positive autocorrelation in the 
true residuals. It is well to consider means other than first 
differences for estimating coefficients when autocorrelation 
is suspected in the residuals. 
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Fuller end. kart in (41), Fuller and Ladd (40), end 
Hlldreth and Lu (6£) derive parameter estimates for single 
equation, least squares models assuming an unrestricted value 
of A, i.e. A need not equal zero or one. They apply an auto­
regressive transformation which essentially randomizes the 
resiauals if equation 15 is the appropriate model• The number 
of significant estimates of A in the former study and the size­
able difference of the parameter estimates from the ordinary 
least squares estimates suggest the procedure be explored 
p 
more fully• Their studies emphasize the need to recognize 
the autoregressive structure in the residuals. An auto­
regressive transformation often is appropriate, and is par­
ticularly important in distributed lag equations containing 
a lagged dependent variable. 
In this study, several methods are used to deal with 
autocorrelation. The most important method is to secure the 
most accurate and conceptually relevant data available, and 
to specify the algebraic form and variables in functions as 
adequately as possible. Failure to include relevant vari­
ables in the functions is the most important source of auto­
correlation. Equations with low R2's are most suspected of 
violating statistical assumption (e,, other things equal. 
^The procedure used by Fuller, Martin and Ladd provides 
an estimate of the significance of the first and/or second 
order autoregressive coefficient. Computations are burden­
some, but can be done quickly with a program designed for the 
high speed electronic computer. 
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It is interesting to note that autocorrélation was less evi­
dent in equations explaining a high proportion of the vari­
ability in the dependent variable according to the work of 
Fuller and kartin. However, the small number of equations 
makes inferences difficult. 
Additional techniques than the above pre employed to 
cope with autocorrelated residuals. In some instances, the 
first difference transformation is made. In other instances, 
the magnitude and significance of the first order autoregres­
sive coefficient A is estimated, and appropriate adjustments 
ere made to obtain consistent estimates despite presence of 
autocorrelated residuals. 
foul11c o111n e ar11 y 
The most serious limitation of time series analysis is 
multicollinearity (failure to meet statistical assumption 
(h) ) . vie define it simply as the intercorrelatlon among 
explanatory or predetermined variables. It may also be de­
fined as lack of independent variation In the variables. In 
the extreme, it results in complete degeneration of the in­
verse matrix of sums of squares of explanatory variables. 
That Is, the matrix of independent variables is singular. 
We are unable to derive parameter estimates by the least 
squares algorithm because it is not algebraically possible 
to estimate n parameters from a matrix of order less than n. 
Stated in other terms, the Xj_ are not independent—one or 
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more of the Xj_ can be expressed as a linear combination of 
the other X^. Because techniques of calculation fail when 
tne matrix of independent variables is singular, it appears 
that when this occurs we simply could remove the correlated 
variables and proceed again to estimate the coefficients. 
Rarely are intercorrelations so high that estimation tech­
niques fail. Collinesritv and its consequent effect on re­
gression estimates is a continuous relationship — a matter 
of degree. 
These effects are illustrated in the following example 
from Fox and Cooney (37). Least squares estimators are ex­
pressed in terms of partial correlations and sums of squares. 
The dependent variable Y]_ is considered a linear function of 
two independent variables Xg and X^. The three simple cor­
relation coefficients between these variables are indicated 
by subscripts as r-^, r^, and r^. The regression equation, 
C 
multiple coefficient of determination R , partial regression 
coefficients bj_ and standard errors of the partial regression 
coefficients for regression of Y^ on Xg and Xg are indi­
cated in equations £0 through 26. 
(20) Y1 = b0 + bgXg + b3X3 + e 
(21) R% = r12 + r13 ~ 2r12r13r23 
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(2%) b,. = ri£ ~ ri-5r2.3 . £ yi 
^ , 2 2 
1 
- 
r23 2 
r15 " r12r23 Zyi 
l 2 3 )  b 3  =  ^ 
/ 2 2 2 \/l + 2r-, cr-, ,r0i - rno - rlx - rr (24) K = V T "12-13'23 - *12 ~ 113 
( 1 — ) \/n-3 
(fcS) sb  = K • |I| 
^ Ix. 
(26) Bb = K 
3 %x| 
Fox and Cooney Illustrate the effect of different velues 
of r^j with given values of r^g and r^-. Some of the inter­
esting implications of their study can be observed in Table 1. 
In coth examples r^ = 0.9, but r13 = 0.9 in example 1, 0.7 in 
example 2. Values of r^ ere restricted by the requirement 
4 1 • The bj_ may be considered standardized partial regres-
P 2 2 
si on coefficients, since £x £= ^ "x£= ^-x3 * ^he bi are quite 
stable in example 1, but the standard errors become very 
large at high values of r^. The standard error when r^ = 
0.999 is almost 30 times as large as when rg3 = 0.700. This 
sensitivity in the standard errors is carried into the t 
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Table 1. Coefficients, standard errors, t rests and R 1 s 
computed for various assumed values of the simple 
correlations between variables9 
Simple correlation 
coefficients 
r12 rl3 r23 R
2 
c2 b3 
sb£=sb3 
(n=20) 
tbg 
(n=20) 
tb
-3 
(n=20) 
(Example 1) 
0.90 0.90 0.700 0.95 0.53 0.53 0.07 7.21 7.21 
0.900 0.85 0.47 0.47 0.21 2. 22 2.22 
0.999 0.80 0.45 0.45 2.00 0.22 0.22 
(Example c) 
0.90 0.70 0.40 0.95 0.74 0.40 0.06 12.32 6.76 
0.80 0.81 0.94 -0.06 0.16 5.37 -0.32 
0.90 0.87 1.42 -0.56 0.20 7.19 -2.93 
aThe simple correlation between the variables is as 
follows: Yj_ and Xg is r^g, Y]_ and X3 is ri3 and Xg and X3 is 
r%g. See text for explanation and source of estimates. 
tests. For n = 20, the values of t drop from s. highly sig­
nificant 7.21 to e non-significant 0.22. Example 2 is in­
cluded to illustrate the effect of s small change in the 
simple correlation r^ between the dependent variable and an 
independent variable for different values of rgg. In example 
2 of Table 1, the standard errors appear more stable than in 
the first example, but the coefficients are less stable. 
The coefficient of Xg behaves quite well. The coefficient 
of Xj, however, is highly unstable, and changes sign as the 
value of rg3 Increases. The coefficients of X^ are signifi­
cant at all rg3 levels, but the instability of b3 is Imparted 
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to the t test of that coefficient. Though r-^ = 0.70, b.3 is 
not significant when = 0.80. Table 1 indicates that the 
o 
R may increase or decrease with higher intercorrelation 
depending on tne magnitude of r-j_£ and r-^. In summary, Table 
1 emphasiz.es the instability of regression estimates when 
high intercorrelétions are present. 
ivulticollinesrity is closely associated with problems 
or specification and of errors In the independent variables. 
If tne true values of two independent variables are perfectly 
correlated, tne independent influence of each on the dependent 
variable cannot be determined. If the sample observations 
of the contain errors, however, the correlation between 
variables may be less than perfect. The individual coeffi­
cients then could oe estimated, but would be meaningless. 
Since the presence of errors in the independent variables 
is not always known, these meaningless coefficients occa­
sionally may be interpreted ; s structural. 
It is often not possible to specify a complete model 
Because of high correlations among explanatory variables. 
Although highly correlated variables individually may have 
vevj significant and different influences on the dependent 
variable, it is not possible to isolate these individual 
effects. The intercorrelatlon may arise when the independent 
variables tend to move in relation to a. third variable (e.g. 
business or other cycles) or because the time series were too 
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short to register independent variation in the variables. 
H. Schultz (104) states it is not wise to use more than four 
explanatory variables. Fox (35, p. 15) indicates that rarely 
are more than three variables used in single equation models. 
Thus, empirical models are highly simplified in relation to 
the complex, true, economic models specifying all relevant 
variables. 
If explanatory vfriables were orthogonal (independent), 
adding and aropping variables from equations would not pffect 
coefficients of other varia Dies in the equation. Because 
intercorrelations usually are high in time series, and only 
a few variables may be included if the coefficients ere to 
remain stable, there is a danger of specification error. 
Variables whlcri influence the dependent variable and are 
correlated with Independent variables are excluded from the 
equation and often are forgotten in the interpretation. 
Griliches (50, 51) shows that the expected values of coeffi­
cients in the incorrectly specified regression are equal to 
the weighted sum of the coefficients in the correct model. 
The weights are coefficients in a regression of each true or 
correct variable on all the variables actually used. The 
coefficient of X]_ might be zero in a regression because it 
is correlated with an omitted variable Xg which has the oppo­
site effect on the dependent variable. Also the coefficient 
of a variable having no influence on the dependent variable 
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may be greater than zero because it is correlated with a 
variable which does influence the dependent variable. Re­
searchers often have placed too much structural emphasis on 
a coefficient that has no exact meaning because it arises 
from tne types of specification errors listed above. 
The researcher invariably is confronted with more 
explanatory hypotheses (variables) than can be included in 
regression models. The usual procedure Is to examine the 
simple correlations among variables before fitting the re­
gression. Variables are excluded from the regression on the 
basis of simple correlations and relevance from an economic 
standpoint. If only one of a set of relevant variables is 
included in the regression, specification bias may arise 
and the estimated coefficients must be interpreted cautiously. 
A preferaole procedure is to combine the correlated variables 
either by simple addition or by other appropriate weighting 
procedures. The aggregate variable then may be included in 
the regression. 
Sometimes s large number of explanatory hypotheses are 
equally admissible and there is no reasonable basis for aggre­
gating the total set into a few variables to include in the 
least squares regression. Collinearity precludes determina­
tion of the relative importance of each variable by statis­
tical inference in a single large regression equation. 
(Although the simple correlations between explanatory varl-
66 
abl-ea may be low, the correlation of a linear combination of 
explanatory variables with one or more other explanatory 
variables may be high.) The procedure often used is to fit 
regressions with different combinations (subsets) of all the 
variables. Tne subset of hypothesis providing coefficients 
that are statistically significant and consistent with a 
priori knowledge is retained. A related procedure is to ex­
periment with, or to ado. single variables until the subset 
giving the highest R^ (adjusted for degrees of freedom) is 
found. kany of the statistical properties of least squares 
2 p 
are enhanced by a high R . Ceteris parlous, a high R not 
only tends to reduce autocorrelation in the residuals end 
least squares Dies (endogenous independent variables), but 
also indicates smaller standard errors of coefficients end of 
prediction. 
Two related problems arise from the procedure of experi­
menting to obtain a high R2. One basic difficulty is that 
statistical inference is no longer valid. The probabilities 
upon which the statlsticel tests are based are biased, end 
lead to publication of type II errors (accepting a ielse 
hypothesis). For example, if we "sample" from 100 variables 
for which the true coefficients are zero, we might find by 
chance five coefficients significant at the 95 percent prob­
ability level. Publication of this one good equation with 
five significant coefficients would be a gross distortion of 
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the true economic structure. The second problem of experi­
menting to oDtain a high R2 is related to the first. The 
confidence limits of predictions are biased. The tendency is 
to place too great confidence in predictions. The equation 
2 
may have little structural meaning despite the high R and 
significant coefficients, and a change in the true structure 
might escape the equation. The result is less accurate 
extrapolations than the standard error of prediction would 
G 
indicate. A high R also is meaningless to the extent that 
a major portion of it is attributed to easily predicted trend 
variables which do not add to the short run predictability 
of the equation. We are usually more concerned about predict­
ing short run variables rather than secular trends in the 
dependent variable. 
In summary, experimentation wltn different combinations 
of variables arises because multicollinearity forbids simul­
taneously testing all hypotheses In least squares. There are 
advantages and disadvantages of experimentation to find the 
best fit. The extent, if any, to which experimentation is 
desirable is a function of the type of problem and the Judg­
ments of the researcher. 
The difficulty is not necessarily solved by a first dif­
ference transformation reducing the degree of colllnearity. 
The basic problem — not enough information to determine 
separate estimates of the true coefficients — is not solved 
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by the transformation. Because the simple correlations among 
the first differences of variables may be lower, the re­
searcher must beware of placing undue confidence In coeffi­
cients which may result from errors in the explanatory vari­
ables . 
Least squares bias 
Statistical assumption (d) asserts that the residuals 
must be serially independent from the explpnptory variables. 
Failure to meet this assumption results in le"st squpres bias. 
From an economic standpoint, the error crises because one or 
more independent variables are simultaneously determined. 
That is, the monocausal structure postulated by 'che single 
equation least squares does not hold. One of the independent 
variables is endogenous, I.e. determined by a system of eco­
nomic relationships. An applied problem of an interdependent 
structure is the classic problem of identifying the demand and 
supply curves from a series of price-quantity data. 
A distinction should be made between two types of viola­
tions of statistical assumption (d). If a lagged endogenous 
variable is included as an independent variable, the least 
squares coefficients remain consistent and efficient In large 
samples, but may oe biased. Inclusion of a current endo­
genous variable as an independent variable is more serious. 
The ci as introduced by including more than one current 
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endogenous variable in a least squares equation is a function 
G 
of the R . This is readily apparent in s regression with one 
endogenous and one exogenous variable. As the error approaches 
zero (R approaches one), the difference In results obtained 
cy regressing X on Y or Y or. X becomes small. Wold and Faxer 
(1-35) have shown that this conclusion applies under more gen­
eral conditions in equations containing more then one inde­
pendent variable • 
Several techniques described by Foote (33) end others 
(SI, 129) have been developed to estimate statistically con­
sistent estimetes of structural parameters in equations con­
taining tvvo or more current endogenous variables. Examples 
of these are recursive systems, instrumental variables, two 
stage least squares, full information maximum likelihood 
(kL) and limited informetion (LISE). In generel, a direct 
relationship exists between the computational burden of the 
techniques and the desirable statistical properties of the 
estimates. Full information maximum likelihood estimates 
are consistent and are asymptotically efficient in an inter­
dependent system provided the disturbances are normally dis­
tributed (64, p. 144). In a just identified structure, the 
other simultaneous techniques also possess the desirable 
properties of maximum likelihood estimates . If the system 
is underldentifled, the foregoing techniques cannot be used 
to estimate structurai parameters. The usual empirical 
applications are based on overldentified structures. (Liu (90) 
raises doubts about the appropriateness of this restriction 
end argues that economic relationships actually ere under-
identified.) If the economic structure is overldentified fciL 
estimates again have certain advantages, but the other simul­
taneous techniques tend to provide at least consistent esti­
mates . The limited information or Anderson-Rubin technique 
requires rewer computations than LL and the estimates are 
consistent and as efficient as other asymptotically normal 
linear estimates using the same or less information (84, p. 
163). LISE estimates are equivalent to ML estimates which 
ignore the information provided by other equations about the 
coefficients of predetermined variables in the equation being 
estimated. 
Consistency and efficiency are large sample properties 
end are of limited importance to econometriclans who must 
always use small samples. Several honte Carlo studies have 
been made to observe the small sample properties of estima­
tors when interdependence is simulated in the data. The re­
sults of these studies have been summarized by Foote (33) 
and Christ (kl). The studies indicate that least squares 
estimates are biased but display lower variance than LISE 
estimates when two or more endogenous variables are included 
in the equation but other statistical assumptions substan­
tially are met. LISE estimates are unbiased but contain more 
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scatter. The root mean square includes provisions lor both 
the bias and variance arm is useful for comparing techniques. 
Based on the root mean square, the studies indicate conflict­
ing advantages for leest squares and LISE. In several in­
stances, LISE gave lower mean square errors and there is 
considersole support for the conclusion that LISE or other 
simultaneous techniques (two sts; e least squares may have 
some advantages over LISE) should be used when two or more 
endogenous variables occur in the equation. When the inter­
dependence is not strong and when other statisticsl assump­
tions are not met, the advantages of simultaneous equation 
techniques ere not clear. 
The case for more "refined" techniques than ordinary 
least squares seems to resolve to a question of how much 
interdependence exists in actual economic structures. Unfor­
tunately, this is not known. If there were no advantages in 
using leest squares, the safe procedure would be to always 
use LISE or other structural techniques. But least squares 
give the best, unbiased linear estimates according to the 
Markofi theorem and also are computationally convenient. It 
would be foolish to forego these advantages if interdependence 
is not a serious problem. 
Hildreth (60) and Christ (21) comment that empirical 
applications to actual data so far give no clear mandate about 
the usefulness of simultaneous equations. Christ's subjective 
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impression from actual empirical applications is that the 
estimates from ordinary least squares and LISE do not differ 
grossly in many cases. He adds that where they differ, it is 
the LISE rather than least squares estimates that are un-
reasonaole on the basis of economic theory and empirical evi­
dence • Waugh (13£, p. 59'c ) expresses his celief that a col­
lection of "actual forecasts (or estimates) would show that 
those from least squares equations were definitely superior 
tc those from structural equations". 
Why estimates from structural equations have not always 
been found satisfactory can be attributed to several factors. 
LISE estimates, for example, appear to be more sensitive than 
least squares to departures from the underlying statistical 
assumptions other than (d) . Limited information estimates 
sometimes involve large structures and the matrix of endo­
genous variables regressed on all predetermined variables in 
the system may approach singularity. The result Is a particu­
lar sensitivity of the system to changes in specification. 
It is only natural to specify most completely (include most 
variables in) those equations in which we have the greatest 
interest. The paradoxical result is that we may very likely 
obtain the poorest estimates from these equations because of 
a tendency for underldentlfication and multlcolline°rlty. 
Finally, LISE techniques are often unwieldy and sometimes it 
is not possible to experiment with different specifications 
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until one gets good results. This may be an advantage of 
LISE since it reduces the incidence to type II errors, but 
it may not be apparent to the person reviewing the relative 
merits of rnoaels from the literature on applied research. 
In a number of structures considered in this study, the 
economic relationships logically resolve to equations contain­
ing only one endogenous vFriable. In many instances, a priori 
logic does not clearly dictate the statistical procedure. 
where the rationale for ordinary least squares is tenuous, 
limited Information and recursive techniques are utilized in 
the empirical applications of the following chapter. Evidence 
builds slowly from repeated applications, but it is hoped 
that the results from the various procedures will aid in 
evaluating the extent of Interdependence in agriculture and 
the necessity to use empirical tools which recognize this 
interdependence. 
Other statistical assumptions 
The remaining statistical assumptions (c), (f) and (g) 
are not considered crucial. The desirable features of least 
squares estimates hold in general if the error follows some 
probability distribution, not necessarily the normal dis-
trioution (55, p. 58). If it is suspected that the errors 
are heteroscldastic, i.e. non-homogeneous over time, the 
estimates remain consistent and unbiased cut efficiency Is 
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lost. A procedure sometln.es appropriate for correcting 
heteroscidasticity is to transform the data into logarithms. 
The error structure then becomes multiplicative rather than 
additive. 
V/e have placed major emphasis on structural r?ther than 
predictive relationships in this chapter. If the purpose of 
an analysis is a positivistic prediction of a variable in an 
environment free of autonomous influences (e.g. government 
action) and suoject only to random shocks, many of the above 
statistical assumptions may be ignored. If the forces in the 
economic structure that determines the magnitude of a variable 
move similarly through time, the variable can be predicted 
precisely without knowledge of the underlying structure. The 
most precise prediction In this setting probably would be 
made by a least squares equation including the maximum feas­
ible number of known independent variables without regard for 
coilinearitles and interdependence- In this study, it is 
necessary to obtain some estimate of the structural para­
meters. That Is, it is necessary to gage the influence of 
manipulation of a single variable in a structure on the mag­
nitude of some other variable in the structure. Knowledge of 
the parameters of the structural variables is desired. It 
should be noted that this does not necessarily lead to rejec­
tion of ordinary least squares and to acceptance of limited 
information or similar techniques. 
75 
CHAPTER 4: DATA AKD AGGREGATION 
Statistical inferences rest not only on appropriate 
models and significant results, but also on the reliability 
of the data. Although the most advanced techniques ere em­
ployed, we have little confidence in the results if the under­
lying data are inadequate. Our purpose in Chapter 4 is to 
discuss the nature of the data used in this study. The sources 
and reliability of the date are discussed in the first section. 
Whenever possible, published date are used directly in the 
models. But often tne available quantity series are not com­
parable with the price series or the published series do not 
conform to the desired aggregation. Thus, a section is de­
voted to aggregation procedures ; to illustrate criteria and 
procedures used for aggregating data in this study. It is 
also hoped that this section will have some pedagogic value. 
The final section contains a comparison between direct ex­
penditure and income series of the United States Department 
of Agriculture (U3DA) and comparable estimates from price and 
quantity aggregates used in the structural models of this 
study. These comparisons provide an approximate test of the 
data and aggregation procedures employed. 
Sources and Reliability of Data 
The data on resource quantities, prices and expenditures 
are from published and unpublished sources of the Agricultural 
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Marketing Service (AKS) and of the Agricultural Research 
Service (ARS) of the USDA. The structural model is estimated 
from aggregate estimates for the United States due to lack of 
data by region and economic classification. Thus, we abstract 
from problems of differential structural parameters by region 
arid type-of-farm. 
One cannot give an accurate categorical appraisal of the 
reliability of data used in this analysis. The data can only 
be judged by individual categories on the basis of sampling 
techniques, methods of aggregation and the conceptual purpose 
of the estimates. Since sampling errors and other statistical 
measures of reliability are unavailable, considerable reliance 
is placed on personal judgment based on a description of col­
lection procedures, what is being measured, etc. 
Price and expenditure series 
The prices used in structural models are compiled by the 
A>iS. The purpose of the AkS compilation is to provide a 
measure of prices paid by farmers for items "commonly pur­
chased". This concept is designed for comparisons over time 
of farmers buying power expressed in the parity ratio. The 
concept of what is "commonly purchased" is not consistent with 
the concept of input measurement needed for structural anal­
ysis. To avoid "hybrid" functions, it is necessary that re­
sources remain unchanged, at least within the time period 
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considered. If a Chevrolet is "commonly purchased", the 
prices in 1926 and 1959 are not comparable because of quality 
and/or technological improvements in the later model which 
increase the price. The effect on estimates of quantity or 
physical volume is described in the following section. 
The AMS relies mainly on voluntary replies to mailed 
questionnaires for input price information. The response to 
tne questionnaires generally ranges from 10 to 50 percent for 
tested lists of reporters (116, p. 34). Inquiries are direct­
ed also to merchants in small towns and other dealers who have 
current knowledge of input prices. These reports are supple­
mented by estimates from hatcheries, kerket Kews Service, 
local governments and the Farm Credit Administration. 
The Ai'iS uses a modified Laspeyres or weighted aggregate 
index (tne index W illustrated in the next major section) to 
corncine input prices. Since quantity weights are not readily 
available for each year, the weighted aggregate index is con­
venient. From 1910 to March 19 55, the case period is 1924-29; 
after Karen 1935, the case is 1937-41. 
Expenditure data are collected by widely different 
methods. Considerable reliance is placed on benchmark data 
from the census or from detailed surveys. The benchmark 
figures are supplemented by mailed surveys and by estimates 
computed from related data which are already available. For 
example, expenditures for petroleum fuel and oil are from the 
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agricultural census for 1939, 1949 ana 1954. Estimates for 
other years are projected free these benchmark totals on the 
basis of petroleum product prices, numcer of motor vehicles 
on farms, and average consumption of fuel and oil by each 
type of motor venicle (119, p. 18). Capital expenditures ?re 
the sum of depreciation, interest charges and accidental 
damage. This is a somewhat subjective measure based on a 
proportion of total inventories. Inventories are estimated 
from benchmark census estimates supplemented by dnta from 
manufacturers' shipments, assessors' reports and farm surveys. 
Estimates of expenditures on minor inputs often are 
tenuous, kethods of estimation differ markedly, and it is 
Impossible to discuss each individually. From the detailed 
explanation in Agricultural Handbook 118 (119, p. £9), we 
present only the following summary : 
When the census or frequent surveys provide ade­
quate benchmarks, end really relevant information 
on changes in quantity and price for the item in 
question are collected for other years as well, 
expenditure estimates ere fairly accurate. This 
is true in the case of cash wages to hired labor, 
livestock purchases, fertilizer and lime, property 
taxes, farm-mortgage interest payments, and some 
miscellaneous operating expenses• 
Quantity series 
The quantity measures used in the empirical models of 
this study are mainly the unpublished constant dollar values 
from the new index of Inputs compiled by Glen Barton (4, 5) 
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to measure aggregate productivity (output-Input ratio) in 
agriculture. The concept of the farm firm employed in the 
aggregate model of this study closely approximates that used 
by Barton, i.e. all of agriculture is regarded as one large 
farm. The farm value of lnterfarm transfers of feed, seed 
and livestock are excluded. Since aggregation of hetero­
geneous inputs is necessary, constant dollar "quantities" or 
values are used. Whenever possible, Barton estimated constant 
dollar values from physical quantities multiplied by base 
period prices. In many instances, the value of inputs were 
estimated from expenditures deflated by Implicit prices (5, 
p. 1-399). Barton then aggregated inputs by weighting "quan­
tities" prior to 1940 cy 19 55-39 prices; after 1940 by 1947-49 
prices. Overlapping observations for 1940 allowed splicing 
of the two perioo.s so that the entire aggregated series was 
expressed as a percent of the 1947-49 average index. 
Aside from Index number problems described later, the use 
of implicit price deflators may bias the quantity estimates, 
particularly if the quality of Inputs has increased. If 
changes ii. input quality increase prices, dividing expendi­
tures by prices may result in distorted estimates of the quan­
tity. Grlliches (49) criticized the USDA's new input series 
for inadequate provision for quality changes. He makes the 
following revisions in input levels for the period 1940 to 
1958 due primarily to quality changes in inputs: (a) The 
capital services (machinery, livestock, inventories, etc.) are 
increased. 30 percent ; repairs and operation of capital equip­
ment &6 percent. (b) The index of labor input is increased 
eight percent due to additional education of farm labor, 
(c) The fertilizer and lime index is increased six percent 
to reflect the gradual shift to fertilizers with higher nitro­
gen content. After other general revisions of input indices, 
ne concludes that the index of total inputs increased 15 per­
cent from 1940 to 19 58 — percent more then the USDA 
estimate. Consequently, productivity increased approximately 
l'c percent less by the Grlliches data than by the USDA d-nta. 
kasuccl (91) feels that Grlliches overadjusted the input date, 
and that if similar adjustments for quality pre made in the 
output series, the error in measuring productivity would be 
around five percent. 
To summarize with an ordinal classification, the price 
data are the most accurate statistics in the models. The 
expenditure data are less reliable than the price series. 
Since the quantity data are derived to a considerable extent 
from prices end expenditures, they are least reliable. In 
general, dairy supplies, binding materials, small hand tools, 
pesticides arid other miscellaneous items are estimated from 
the least information ; therefore ere subject to the largest 
errors. These minor inputs are aggregated into a miscel­
laneous category. If errors are not extensively correlated, 
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the total percentage error in the index may be smell in rela­
tion to the percentage error in each component series. That 
is, errors may oi'fset each other to some degree• Also, 
qualitative changes have been few for many ainor inputs and 
may ce a less significant source of error then for major 
inputs such es machinery. 
The limitations of the dete ere discussed to give proper 
perspective to the final empirical estimates. The restricted 
research resources for this study preclude modification of the 
date for quality changes and other distortions. It should be 
emphasized thet the USDA has done P good overell Job of secur­
ing end processing data with their available resources. V.Tiere 
series are not suited for this analysis, it is because the 
data conceptually ere designed for other uses, or because 
resources for gathering the data were too limited. 
Aggregation — The Use of Index Numbers 
In prescribing the consequences of elternetive courses of 
action, the economist necessarily must condense the multi­
farious, often inconsistent, and rendom-appeering behavior of 
individuals into a few meaningful, consistent relationships 
useful for predictive purposes. To avoid grouping farm in­
puts, one would need to distinguish between brands of tractor 
tires and grades of oil. Time periods would need to be so 
short that quantities within a period could be regarded es 
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perfect substitutes. Clearly, aggregation over time, com­
modities and production units Is both desirable and unavoid­
able. It is desirable to the extent that policy makers desire 
information on how total income, total employment and other 
aggregates are influenced by alternative actions. It is also 
desiracle to the extent that there exists regularities in 
mass behavior. It is unavoidaole to the extent that: (a) 
data are made available only on an aggregated basis because 
of cost considerations, and (b) analytic models ?re incapable 
of handling large numbers of variables. 
The question of how to aggregate Is dictated to some 
extent by the availability of data. But where a decision on 
aggregation must be made, the criteria for what commodities, 
production units and time periods to include depends on what 
use is to be made of the estimates. If a comparison of 
Investment expenditures in U.S. agriculture between 1920 and 
1960 is desired, aggregation of such diverse elements as 
tractors and fertilizer may be justified. In other instances 
it may not be feasible to combine such related inputs as 
nitrogen and phosphate fertilizers. The comparisons of aggre­
gate inputs, output and productivity over time and the con­
struction of dependent variables In production, demand and 
supply functions falls logically into framework of index 
numbers. The weighting procedures unique to economic rela­
tionships (e.g. the independent variables In demand and supply 
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functions) largely can be superimposed upon the index formula­
tions . Thus, index number aggregation formulae and tests are 
considered in this section. Aggregation in economic rela­
tionships are considered In the two following sections. The 
discussion is oriented to the aggregation and data require­
ments of this study. 
The theory of index numbers arose from the need to esti­
mate chants In the price level and real income over time. 
Despite the substantial development of theoretic criteria to 
evaluate cost-of-living indices, only in the postwar period 
has any significant effort been made to apply these theoretic 
criteria to Indices of physical output and efficiency. Not­
able contributions in this area have been made by Simpson 
(106) and by Ladd (87). Several criteria for evaluating cost 
of living indices are adaptable to evaluation of input quan­
tity and price changes through time. To understand the cri­
terion and the theoretic work of Simoson, Ladd and others, It 
is necessary to consider some basic formulations in making 
comparisons over time. If we wish to make a binary (between 
two years) comparison of all capital inputs used in agricul­
ture, it is necessary to combine items which cannot be com­
bined logically on a purely physical basis. It can be demon­
strated that under certain assumptions, weighting the compo­
nent physical inputs cy prices gives a "true" measure of 
actual change in aggregate quantity (28, pp. 333-335). How 
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to weight the quantities by prices to obtain the "true" quan­
tity change remains a subject of considerable discussion. 
Types of indices 
The Laspeyres formula, L = £^0^ is a ratio of current 
quantity q to case year quantity qQ weighted by base year 
prices pn. The Paasche formule, P = is e ratio of 
current year quantities tc base year quantities weighted by 
current year prices p^. If prices remain unchanged between 
years, the two formulae give the same measure of quantity 
change. Unfortunately, because relative prices and, hence, 
weights change from period to period, one is faced with 
choosing between the two formulae or of choosing alternative 
weighting procedures. The two formulae are of equal logical 
basis for estimating changes in aggregate quantities. They 
are equally good in the sense that together they utilize all 
the information available for judging the quantity change and 
they establish the upper and lower limits of the change. But 
they are equally bad because neither utilizes all the price 
and quantity information. Various combinations of index 
formulae have been developed as an Improvement on the Paasche 
and Laspeyres. Perhaps most notable Is the "Ideal" index F 
which Is the geometric mean of the two, i.e., F = VLP. The 
Ideal index possesses desirable properties which will be 
apparent later, but these properties may have little economic 
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significance (28, p. 328). 
Evaluation of weighting procedures 
The most extensive evaluation of index formulae was made 
by Fisher (32) who applied several criteria in attempting to 
choose the "best" index from 134 formulations. These criteria 
such as the time and factor reversal tests are applied to 
determine the appropriateness of weighting procedures used in 
aggregating quantities and prices in this study. The consis­
tency test, illustrated by kudgett (96, p. 50) also is appro­
priate and is considered first. The measure of formula con­
sistency is D = L - P where L and P are the Laspeyres and 
Paasche indices. kudgett concludes that if D < 2, either L or 
P is a satisfactory weighting procedure, but if D > 20, it 
appears that no satisfactory measure of the change is pos­
sible. In such instances, it may be necessary to abandon the 
project of aggregate comparison. V.'e apply the consistency 
criterion D to test the feasibility of aggregating the cuen­
tity of motor vehicle purchases and machinery and equip­
ment purchases into an aggregate measure of farm machinery 
purchases . The quantities to be combined are themselves 
aggregates, but for present purposes they are considered 
single commodities with appropriate prices P^y and P^g. Also 
8 base period (1947-49) rather than a base year is used, thus, 
the formulas are not strictly Laspeyres or Paasche, but are 
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"weighted aggregates". The criteria remain applicable, how­
ever. Table 1 shows the Indices of quantities computed by the 
Laspeyres L, Paasche P and Ideal F formulae. The fourth type 
w, is the procedure used throughout this study. Quantities 
Table 1. Price indices for all farm machinery Pj,- computed 
by Ideal F, Laspeyres L, Paasche P and modified 
Laspeyres Y; formulae8 
Price index (1947-49 = 100) 
Year W F L P D=L-P 
1925 55.%0 55.41 55.8% 55.00 0.82 
1930 55.20 55.49 55.64 55.35 0.29 
1935 55.10 55.53 56.1% 54.95 1.17 
1940 59.53 59.2 3 59.53 58.93 0.60 
1950 112.34 112.30 112.34 112.27 0.07 
1955 126.47 126.40 126.47 126.33 0.14 
1959 150.c4 150.38 150.24 150.52 0.28 
)i increase 
1925 to 1959 172.17 171.40 169.15 173.67 
8The indices are defined in the text. The component 
price series pre farm machinery prices P^g and motor vehicle 
prices P^y published by Agricultural Marketing Service (120). 
Quantity weights from unpublished sources (4). 
(prices) prior to 1940 are weighted by 1935-32 prices (quan­
tities). After 1940, quantities ere weighted by 1947-49 
prices. The two base periods are linked with overlapping 
observations for 1940 to make the entire quantity (price) 
index equal 10u for the 1947-49 period. This procedure is 
intended to insure against large cias due to an extensive 
change in weights over the period considered. It may be noted 
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that V=L after 1940. The procedure often is used by the USDA 
to construct price indices because current quantity weights 
are not available for P and, therefore, for F formulae. The 
Laspeyres formula indicates a 169.15 percent Increase in 
prices of farm machinery from 1925 to 195'ir. The Paasche 
formula shows a slightly greater increase over the same 
period, 173.67 percent. The relatively small difference in 
increase depicted by the two indices probably is much smaller 
than differences which arise due to sampling error in the 
data. The consistency formula D indicates a small error 
ranging from 0.07 in 1950 to 1.17 in 1935, well within the 
margin of consistency sum ested by kudgett. 
The quantity index in Table 2 also depicts comparable 
Table 2. Quantity indices for all farm machinery % computed 
by Ideal F, Laspeyres L, Paasche P and modified 
Laspeyres V." formulae8 
Quantity : Index (1947-49 = 100) 
Year W F L P. D=L-P 
1925 37.29 36.90 37.17 36.63 0. 54 
1930 37.15 36.76 35.86 35.66 0.20 
1935 33.02 3%.85 33.20 32.51 0.69 
1940 4-3.08 42.96 43.08 4k.64 0.44 
1950 104.89 104.86 104.89 104.8 3 0.05 
1955 82.75 82.70 8%. 75 82.66 0.09 
1959 83.30 83.38 83.30 33.45 0.15 
Zi increase 
1925 to 1959 1*3.38 1%5.36 lz4.ll 127.82 
aThe indices ere defined in the text. See Table 1, 
footnote a, for sources of price end quantity components !. 
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estimates by the various weighting procedures. The Ideal 
index F always lies between L and P by construction. The 
consistency formula D in Table % again indicates a small 
error — less than 1.00 in all instances. The results indi­
cate that either tne L or P formulae are adequate to express 
price and quantity changes. The respective price and quantity 
weigiUs have not cnenged to a sufficient degree to bias sig­
nificantly the estimates of aggregate change. The results 
furtner emphasize that since D is small, it is feasible to 
ma tie aggregate comparisons of prices and quantities of farm 
machinery over time. 
Two additional tests, used extensively by Fisher, are the 
factor reversal test and the time reversal test. The factor 
reversal test R indicates the ability of price index multi­
plied by the quantity index to measure the actual expenditure 
index. For the Laspeyres index L, the factor reversal per­
centage error R^ 18 
(1) Hl a - 1 
where Lq end Lp are quantity and price indices respectively 
Tp-> Q-, 
and V is the expenditure index, V = -1, for the same base 
2P0V 
period. 
Table 3 indicates one important reason why Fisher class­
ified the Ideal formula as superlative — the factor reversal 
error is zero. The error R in the formula used in this 
Table 3. Expenditure indices for all farm machinery E%., and factor reversal 
errors R computed by Ideal F, Laspeyres L, Paasche P and modified 
Laspeyres W formulae® 
Expenditure index (1947-49 = 100) 
xear w Rb F rl L R P rj V 
1925 20.58 0.64 20.45 0.00 £0.75 1.47 20.15 -1.47 20.45 
1930 20.51 0.54 20.40 0.00 20.51 0.54 20.29 -0.54 20.40 
1935 18.5k 1.54 18. *4 0.00 16.63 k -14 17.86 -2.08 18.24 
1940 25 .65 1.02 25.39 0.00 25.65 1.0k 25.13 -1.02 25.39 
19 50 117.63 0.06 117.76 0.00 117.83 0.06 117.69 -0.06 117.76 
1955 104.55 0.11 104. 54 0.00 104.65 0.11 104.42 -0.11 104.54 
1959 lkô.lo -0.18 125.3 b 0.00 lk5.lv —0 • 18 125.51 0.18 125.38 
increase 
19k5 to 1959 508.11 515.11 503.13 525.37 513.11 
aThe expenditure indices are the products of the respective price end quantity 
iudlcee. These indices pre defined in the text. See Taole 1, footnote e, for 
sources of price and quantity components. 
bThe formula for R is given in tne text. As with price, quantity end 
expenditure indices, tne factor reversal error R is converted to e percent. 
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analysis is less than the error in tne L or P indices prior 
to 1940. From 1940 to 1956, W = L, hence, R for two indices 
are equal. The factor reversal error is ss high as 2.14 per­
cent for the Laspeyres index and 2.08 percent for the Paasche 
inaex in 1935. It is apparent thst the D and R tests are 
related ; when D is lerge in IS35 (Tables 1 and 2) R is also 
large (Taole 3) . The relationship between the D ai.d R tests 
is determined uy computing the factor reversal errors in the 
Laspeyres index R^ in terms of L and P indices: 
(%) rl = "v-9, " 1 ' 
Since V - FpPq = ^  ^71 
(a) sL = ^ 1 , 755 - 1 . 
|/L^ Jïjr PP q 
If D = 0, L = P, hence = G. Tnis conclusion applies as 
well to tne factor reversal error for the Paasche index, Rp. 
If tne consistency test indicates that D is small (relative 
weights have not changed appreciably over the time period) we 
may conclude that the factor reversal test R also will indi­
cate a small error. 
The factor reversal errors for L and P in Table 3 are 
equal with the exception of 1935. The exact relationship 
between the errors can be found from equation 3 to be 
(4) 
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It follows that as the Laspeyres expenditure index L0L0 
approaches the Paasche expenditure index P^P^, the r?tio of 
factor reversal errors approaches one. Though LpLa is not 
equal to PpPa for any year in T'acle 3, the difference is so 
small that rounding decimals results in equal factor reversal 
errors, or %./% = 1 except in 1935. 
A third test of the aggregation procedures used in this 
publication is the time reversal test T. The test measures 
the extent of error resulting from a change in the base year 
or period. To ce accurate, s formula must be independent of 
trie base, i.e. T = 0. If an index for 1959 with b°se 1940 
equals 15u, then the index for 1940 with b?se 1959 should 
equal 67. The time reversal error for the Laspeyres formula 
T'L applied to i'srai machinery data for the base periods 1935-
39 ana 1947-49 is about one-half of one percent. That Is, 
Tl - u.57 percent. It can be shown that T^ is e-'-u'l for the 
price ana quantity indices, thus only one need be considered. 
The time reversal error for the Parsche index Tp may be com­
puted directly from Laspeyres index T^. Since 
(5) Tl = L (35-39, 47-49) L (47-49, 35-32) - 1 = LL-1 , 
it follows tnet 
T 1 , 1-LL (6) Tp = __ _ i = _r_ = _ T—I 
It is apparent that as T^ becomes small, Tp sp-oroaches T^ 
(both approach zeroj • Tp approaches one as T^ becomes lerge 
Applying the formula to the farm machinery aggregate, 
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Tl = 0.573;» or 0.00573. Thus, Tp = or -0.0G57G = 
^ J- • OUO (O 
-0.57;i. The time reversal error again Is small. Only the 
time periods 1935-59 and 1^47-49. are considered, but since the 
data extend only ten years ceyond the extremes of these 
punoas, tne single time reversal test is considered adequate. 
Tne formula error estimated by D, R and T is small in the 
aggregation of equipment and motor vehicles into a single 
measure of farm machinery. The errors are not independent and, 
therefore, non-additive. We may conclude that for cost years 
the formula error is less then two percent, and is probably 
small relative to sampling error. Other aggregations are 
made tnroughout the analysis. In most instances, the formula 
error is larger than that in the foregoing example since the 
relative weights change considerably. Where a wide range of 
commodities are aggregated, e.g. aggregation of all inputs in 
agriculture, bias may ce considerable• Ladd (87) has con­
sidered the direction of such bias from a theoretic standpoint 
for (a) the index of aggregate inputs and (b) the techno­
logical index or ratio of aggregate output to aggregate input. 
He concludes t.iat the index of physical volume of Inputs is 
ciased upward due to relative price changes. The techno­
logical index is Glased downward because of changes in rela­
tive factor and/o r product prices. This cia s is at least as 
large as would exist if either change occurred alone. That 
is, tne biases cannot offset each other. THE technological 
9,3 
index can equal unity only when the production function is 
homogeneous of degree one. The index need not exceed one even 
when technology does improve (87, pp. 80-85). 
Selection of an index formule 
What index formula should ce used to aggregate several 
items for comparisons over time? Sin.pson (_06) states that in 
certain instances the Ideal formula will give a better approxi­
mation than the Laspeyres or Paasche. Bergstrom (10) suggests 
that L, F and F ce computed if costs may be ignored in con­
structing indices for use in economic moo.els. If the results 
from the three types of indices ere comparacle, only the re­
sults from one index need be presented. If this method is too 
costly, he recommends the Ideal index since it will be better 
than at le = st one of the Paasche end Laspeyres indices. 
The foregoing analysis indicates certain desiracle 
qualities of the Ideal formule. Examples are (a) the absence 
of factor reversal error, (b) utilization of all price and 
quantity information and (c) the intuitive appeal of a formula 
which is an average of extremes, i.e. the Laspeyres snd 
Paasche. The modified Laspeyres index W with two bese periods 
linked at 1940 also gives results generally between L and P in 
the foregoing tables. Like the Ideal, W also avoids some of 
the distortion which may result because of changes in relative 
weights. It is also easily calculated. The USDA uses the W 
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type index extensively in the component series on prices, 
quantities ana output used throughout this study. There is 
some advantage in preserving: uniformity in index procedures 
used in the aggregate end component series. For these 
reasons, we shall rely mainly on tne index V»' in combining 
price snd quantity series In this study. 
Aggregation in Production Functions 
Statistical limitations prohibit inclusion of many vari­
ables in the production function. This raises the question of 
what aggregation of inputs is consistent with minimum bias In 
the parameters. The aggregation of inputs In the production 
function is discussed by Flexico (101) and by Heady and Dillon 
(55, pp. %15-iil?, 229) . Two working rules emerging from 
these studies and from Bradford end Johnson (16, Chapter 10; 
and Appendix, Chapter 12) ere : (a) Perfect complements must 
be combined into one input. A statistical law such r-s least 
squares cannot isolate the relative contribution to output of 
separate inputs used in fixed proportions. One input is a 
lineer combination of the other — the problem of multlcol-
llnearity discussed earlier, (b) Perfect substitutes must be 
weighted and combined as a single input.^ The weights are 
1The correlation between inputs which are perfect sub­
stitutes is minus one, between perfect complements is plus 
one. To avoid a singular input matrix In least squares 
regression, the highly correlated inputs must be combined. 
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proportional to the marginal rate of substitution which in 
turn equals the relative price retio In equilibrium. We are 
back to the index number weighting methods discussed In the 
previous section. Aggregation of perfect substitutes is 
equivalent to combining inputs which have the same Influence 
on output. 
When the Cobb-Douglas form of the production function is 
used, geometric rather than arithmetic aggregation is sug­
gested (cf. 56, 79). Geometric aggregation not only reduces 
bias in Cobb-Douglas production elasticity estimates, but also 
allows the researcher to ascertain the extent of bias in the 
parameter estimates. Weighting component inputs by respective 
elasticities of production would result in perfect aggrega­
tion. The elasticity of production for each component is 
seldom known, however. 
In this study, machinery and motor vehicles are consider­
ed complementary inputs and are combined to form a single 
input. Complementarity among fertilizer, seed and other 
operating items suggests combining these into a single cate­
gory — operating inputs. Inputs within the components such 
as sizes of tractors are considered sufficiently substltuteble 
to warrant aggregation. Other combinations of Inputs are 
employed in the production functions estimated In Appendix A. 
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Aggregation of Economic Relationships 
Most economic policy decisions are made on the basis of 
aggregate behavior. Yet economic theory which helps to answer 
questions asked by policymakers is based mainly on the theory 
of the firm. If research resources were abundant, the re­
searcher could obtain very accurate estimates of the effect 
of a rise in farm income on farm machinery purchases, for 
example, by surveying the increase for each farmer and summing 
these results. This approach Is seldom possible. Rather, the 
relationship between income and machinery purchases must be 
estimated from aggregate income and sales data. Serious dis­
crepancies can arise in predicting machinery purchases from 
the latter aggregate method. The question arises — how can 
the economist use the aggregate approach, yet achieve consis­
tency with the micro or individual farm approach? Two 
alternatives are: (a) estimate the macro parameter (e.g. 
marginal propensity to invest) from macro variables formed 
from micro variables weighted to insure consistency, and (b) 
analyze the type of underlying economic relationship which 
must necessarily hold to allow consistent statistical estima­
tion and prediction from "simple", available aggregates. 
"Simple aggregates" may be an arithmetic sum of homogeneous 
inputs or weighted sums (by index formulae) of less than 
homogeneous data. Consistent estimates would then be achieved 
by estimating economic relationships only from simple data 
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gathered from an environment satisfying the aggregation cri­
teria. Alternative (a) is attributed to Klein (79) and is 
represented by the criterion for "perfect aggregation" estab­
lished by Theil (110). The second alternative (b) is attrib­
uted to May (93)• 
Criteria for economic aggregation 
Problems of economic aggregation have been considered 
extensively by Theil (110) end have been extended and clar­
ified by Allen (l) and Foote (33, pp. 84-87). A short example 
will illustrate some of the concepts necessary to gain con­
sistent predictions. Let us consider the demand quantity of 
farm machinery 0, to be a linear function of Income Y for each 
farmer 1. The marginal propensity to Invest in machinery is 
bi for farmer 1. The most accurate and, unfortunately, the 
most costly and time consuming method of determining the 
change in quantity purchased arising from a change In income 
is to sum increments over all farmers, i.e. 
(7)  A .  
To reduce costs of predicting the change, it would be desir­
able to estimate the change In quantity from a macro equation 
(8) AQ, = b AY 
where Q Is the estimated total Increase in demand quantity 
and Y Is total income. Ordinarily 
(9) b A Y / %bi 4 Yi ; 
98 
therefore, 
(10) A Q ^  T 
and the micro and macro methods of estimation are not consis­
tent. It is possible to make them consistent with two assump­
tions . The first is that the Increase in Income for farmer 1 
is proportional to the aggregate increase in income (no redis­
tribution of income), or 
(11) 
and the second assumption is that b is weighted by the average 
propensities to invest, or 
(12) b = J Z b,Y, . 
Y 
Substituting the assumptions of equations 11 and 12 into the 
left side of equation 9, we find 
(13) b A Y = ][bi A Yi 
and the micro and macro predictions are consistent. The above 
example is equivalent to the concept stated by Hicks (59, p. 
313) that "if all prices of a group of goods change In the 
same proportion, that group of goods behaves Just as if It 
were a single commodity". 
Theil (110) describes a method of perfect aggregation of 
individual demand relationships into a single macro demand 
function which avoids all contradiction In prediction. The 
procedure is to weight the income Yj_ for each farmer by his 
respective marginal propensity to Invest bj,. The macro income 
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variable is a weighted average income, the weights being the 
marginal propensities to invest bj_. The macro equation then 
provides the same estimate of purchases es the sum of the 
purchases over all micro units. It also follows that if the 
marginal propensities to invest were the same for each farmer, 
tne simple and weighted average income would be the same. If 
the marginal propensities to invest were homogeneous for each 
of the individuals in a group, the macro demand quantity could 
be predicted from a simple aggregate income variable in a 
single macro equation. 
The foregoing discussion has been centered on aggrega-, 
tion over farms, but the principles can be generalized for 
aggregation over time or commodities. When aggregation takes 
place over non-homogeneous commodities, the index number 
problem arises. For example, the quantity Q in equation ? 
may be aggregated by prices if corn pickers and grain combines 
are included. If prices rather than income is the independent 
variable, prices must be weighted by quantities. The index 
formula suggested earlier may be appropriate. For "perfect 
aggregation", prices must also be weighted by individual price 
elasticities. It is apparent that the criteria for economic 
aggregation largely are superimposed on the index number cri­
teria. 
The criterion for aggregation suggested by Glenn Johnson 
(72) is closely related to the foregoing principle of aggre­
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gating quantities which display similar responses to income 
or other stimuli• Johnson groups resources in a manner to 
explain agricultural output. He aggregates resources which 
are relatively homogeneous regarding attributes which deter­
mine movement between the farm and the non-farm sector. The 
criterion for movement (or fixity) of resources is the nature 
of salvage values and acquisition costs. Based on this cri­
terion, he arrives at the following categories of farm re­
sources : 
(a) Non-farm produced durables — tractors, combines, 
tiling, etc. 
(b) Unspeclalized farm durables — fence posts, pasture 
seedings, soil improvements, etc. 
(c) Specialized farm durables — dairy cows, orchards, 
sows, ewes, beef breeding stock, etc. 
(d) Unspeclalized farm expenditures — corn, hay, etc. 
(e) Specialized farm expendables — seed corn, grass 
seeds, etc. 
(f) Non-farm expendables — fuel, oil, and commercial 
fertilizer, etc. 
(g) Hired labor 
(h) Family and operator's labor 
(1) Land. 
The criteria established above for aggregating economic 
variables obviously cannot be fulfilled completely in prac­
tice, but do provide a useful guide to aggregation in subse­
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quent sections. Theil's "perfect aggregation" is not feasible 
since in cost Instances the micro parameters are unknown and 
considerable costs are involved in their estimation. For the 
most part, it is necessary to rely on simple aggregates of 
prices, quantities and income based on index number procedures 
when the variables are non-homogeneous. In the previous sec­
tion, we observed that reasonably consistent results are ob­
tained by simple aggregation if Inputs are grouped which are 
relatively homogeneous with respect to the variables which 
influence the economic relationship. That is, it is feasible 
to combine inputs in a demand function if the demand quan­
tities are influenced by the same variables, the magnitudes 
of the coefficients of these variables are similar, and prices 
change approximately in the same proportions. This aggrega­
tion is not only feasible but also is necessary In a single 
equation or simultaneous system estimated by limited informa­
tion since the matrix of exogeneous variables must be non-
2 
singular. 
In general, prices of current operating inputs have in­
creased least over time, prices of labor and machinery have 
increased most. Current operating inputs such as seed and 
fertilizer are short run expendables, completely consumed in 
^The matrix of coefficients of endogenous variables must 
be non-singular in the limited Information model (84, p. 118). 
Improper aggregation could violate this condition also. 
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the production process. It may be hypothesized that the com­
ponents tend to be influenced similarly by the same variables. 
For these reasons, operating inputs are placed in a single 
input category in the simultaneous model. Furthermore, it is 
felt that the economic relationships affecting motor vehicles 
and other farm machinery rre sufficiently similar to aggregate 
them into a single category. Many Individual components of 
these aggregates are considered also in single equation demand 
functions. 
It is sometimes necessary to accept the grouping already 
established by the USDA. The categories used by the USDA 
conform reasonably with the aggregation criteria established 
above. Data limitations require use of some input groups 
wnich are aggregated over types of farms, economic classes and 
regions in violation of the aggregation criteria. 
Resource categories analyzed In this study 
The economic structure is estimated for the input cate­
gories listed below. The groupings are based on the foregoing 
aggregation criteria. Demand and supply functions are esti­
mated by limited information single equations for the cate­
gories designated LISE. Demand functions are estimated by 
single equation least squares for categories indicated by LS. 
To preserve parallelism with the concept of frrm output, 
lnter-farm sales of seed, feed and livestock are excluded 
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from aggregate operating inputs. Only inputs used for produc­
tion are included. The categories analyzed are as follows : 
(a) Current operating inputs (LISE and LS). This cate­
gory is composed of the non-farm purchases of seed 
(LS), fertilizer and lime (LS), repairs of buildings 
(LS), repairs, fuel end oil for farm machinery (LS), 
feed (LS), livestock, and finally, miscellaneous in­
puts (LS). The individual least squares demand equa­
tions for feed end seed include Inter-farm sales. 
(b) All farm machinery (LISE and LS). This category 
includes motor vehicles (LS) end other farm machinery 
and equipment (LS). 
(c) Total farm investment (LS). The measure includes 
investment in building Improvements (LS), ell farm 
machinery, livestock and feed inventories, end cpsh 
held for productive purposes. The demand for e less 
aggregate measure of durable goods, all farm machin­
ery plus building improvements, is also estimated by 
least squares. 
(d) Total farm labor. The hired labor (LISE and LS) and 
family labor (LS) components are investigated. 
(e) Agricultural supply (LISE and LS) and output (LS) 
functions are estimated directly and also are ex­
plained on the basis of parameter estimates from the 
input functions. 
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Consistency between Price-Quantity and 
Expenditure Data 
As an additional explanation of the price and quantity 
concepts used in tnis study, and as a measure of the errors 
in aggregation, the major price and quantity data used in the 
aggregate structural model are presented for 1955 to 1959. 
Ultimately, we are concerned with the ability of the price 
ana quantity series to measure gross income, expenditures and 
net income. If the price and quantity series compiled for 
use in the aggregate model provide estimates of income and 
expenditures comparable to the direct estimates found in The 
Farm Income Situation (FIS) (lBl), then we are more confident 
of the underlying date, ana aggregation. The 1955-59 period 
is chosen because the recent years are of most interest in 
the model for predictive purposes. The period also is con­
siderably removed from the 1947-49 base, thus, may reveal 
discrepancies due to changing price and quantity weights. 
Table 4 contains estimates of prices, quantities and 
expenditures for current operating inputs and all farm machin­
ery . Price Pq and quantity Qq are those used in the simul­
taneous model. The operating expenditure PQQQ is somewhat 
less than expenditures indicated by the FIS due to omission 
of inter-farm sales of seed, feed end livestock. The farm 
machinery expenditures P^Qm are similar In concept to those 
in FIS. Table 4 shows that the two sources give similar 
Table 4. Aggregate prices, quantities and expenditures on current operating 
inputs and on all farm machinery from 1955 to 1959 
Current operating Inputs5 Farm machinery0 
Price0 Q,uantltyd Expenditure Price^ Quantityti Expenditure 
*0 ôo ^0% FISe PK% FISe 
1947-49 #Million ^Million ^Million 1947-49 ^Million SMi Hi on ^Million 
Year =100 (1947-49) (Current) (Current) = 100 (1947-49) (Current) (Current) 
1955 108.9 770S 6264 12,793 126.5 1:125 2688 2591 
1956 107.2 8037 8600 13,385 130.8 1757 2298 2281 
19 57 107.0 8084 8755 13,908 139.2 1711 2382 2378 
19 58 108.3 8423 9088 15,386 145.2 2068 3003 2961 
19 59 107.9 8895 9615 16,079 150.2 2137 3210 3153 
^Includes non-farm purchases of seed, fertilizer, repairs of buildings, repairs 
and fuel for machinery, feed, pesticides and other miscellaneous items. 
°A11 farm machinery purchases, including 40 percent of the value of automobiles. 
^Component price from Agricultural Marketing Service (120). Component prices 
prior to 1940 weighted by 19 55-39 quantities, following 1940 by 1947-49 quantities. 
^Component quantities from the new input series (4). Weighting procedures are 
similar to those in footnote c. 
eFrom Agricultural Marketing Service (121). The expenditure estimated from 
component series for PQQQ differs from the operating expenses (excluding labor) 
found in the Farm Income Situation mainly because of omission of inter-farm sales 
1 n QQ • 
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estimates. For each year, the FIS estimate is slightly lower 
than But in view of the diverse means by which the 
latter is computed, the similarity is reassuring. 
The quantity of hired labor used in the simultaneous 
model is the farm employment estimate compiled by the Al-iS 
(Table 5) . Labor price ls the composite wage rate index 
for hired labor. For purposes of expenditure comparison, the 
quantity Q^L ls placed on a constant dollar basis Q,jjl by 
multiplying the employment by till13 per worker. The expend-
Table 5. Aggregate prices, quantities end expenditures for 
hired labor from 1955 to 1959 
Year 
Price8 Quantity Expenditure 
%L 
1947-49 
=100 
%Lb 
100,000 
workers 
^HL 
SiXlllion 
(1947-49) 
PHL%L 
Ski111on 
(Current) 
FISd 
^Million 
(Current) 
1955 119.9 20.17 2246 2693 2736 
1956 125.2 19.21 2139 2678 2733 
1957 129.3 18.95 2110 2728 2785 
19 58 134.4 19.55 2177 2926 ' 2878 
1959 141.3 19.25 2143 3028 2929 
aPrice of hired labor Phl Is the index of composite wage 
rates compiled by Agricultural karketing Service (118). 
^Employment estimates compiled by the Agricultural mar­
keting Service (118) includes all persons doing one or more 
hours of work during survey week. 
°Found by multiplying 0%^ by an annuel wage of $1113.30 
per worker. 
QFrom Agricultural Marketing Service (121). 
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iture series obtained Phl^HL compares favorably with the 
expenditure series although a tendency exists for PhiAhL to 
increase, relative to FIS in later ye^rs. It is noted that 
Prl^hl always correctly indicates the direction of change in 
expenditures. 
Table 6 illustrates the supply quantity Qg concept used 
in tne simultaneous model. It measures the volume of produc­
tion entering the marketing system, and is somewhat comparable 
to the Index of Marketings and Home Consumption. Farm output 
measures the farm production during the calendar year avail­
able for human consumption. The quantity supplied by the 
farm sector is considered to be the output less changes in 
farmer owned inventories. The price of the supply quantity 
Qg is the index of prices received by farmers Pr. Gross 
income from sales and home consumption of firm products, 
exclusive of inter-farm sales of feed, seed and livestock, is 
PrQq• Since these inter-farm sales are also excluded from 
inputs Qq, the net income PrQq - PqQq should be comparable 
to direct estimates compiled by the AkS and presented in the 
FIS (Tacle 7). 
Tables 6 and 7 indicate the differences generally are 
small between net income estimates from variables used in the 
structural model and from the Farm Income Situation. The dif­
ferences are eight percent or less. This does not mean that 
the estimates used in this study necessarily are wrong by 
Table 6. Aggregate gross and net Income In agriculture from 1955 to 1959 
estimated from prices received by farmers, output and changes in 
farm stocks 
Quantity (Qq) b 
Net income 
( Gross less 
operating expense) 
Prlcee Gross Income Excluding 
labor0 
illion 
(Current) 
Inoludlng 
labor^ 
^Million 
(Current) Year 
Pa 
1947-49 
=100 
Output 
^klllion 
(1947-49) 
^
SLF 
»M. 11 ion 
(1947-49) 
Total 
SMlllon 
(1947-49) 
pRQS 
^Million 
(Current) 
1955 
1956 
19 5? 
1956 
19 59 
85.6 
84.9 
86.7 
9%.3 
88.6 
31,232 
31,591 
31,505 
34,378 
34,860 
552.5 
-556.0 
874.6 
1,461.1 
516.1 
30,680 
32,147 
30,630 
32,917 
34,344 
26,262 
27,293 
26,556 
30,382 
30,429 
17,998 
18)693 
17,801 
21,295 
20,814 
15,305 
16,015 
15,073 
18,369 
17,786 
aPrices received by farmers for crops and livestock (120). 
^Output and stock of livestock and feed (Slf) estimates from unpublished 
sources (4). Total quantity supplied for consumption, export and non-farm storage 
(Qg) equals output minus changes In stocks on frrms. 
cGross Income PRQS minus operating expense (POSQ) and hired labor expense 
(Phl^Hl)• See Tables 4 and 5. 
*%et income equals gross Income excluding inter-farm sales (PrQs) minus 
operating expenses (PQ^O'• See Table 4 for PQQQ. 
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Table 7. Aggregate gross and net income in agriculture from 
1955 to 1959 from income and expenditure estimates 
of the Agricultural Marketing Service® 
Net income 
(Gross less 
Gross Income opergtlng expense) 
Year 
Cash 
receipts 
£ hi 11 ion 
(Current) 
Cons, in 
farm homes 
oki Hi on 
(Current) 
Total 
jkillion 
(Current) 
Excluding 
labor 
okillion 
(Current) 
Including 
labor 
^Million 
(Current) 
1955 29,785 1806 31,591 18,798 16,062 
1955 31,117 1775 3%,892 19,507 16,774 
1957 30,840 176c 32,60% 18,694 15,909 
1958 34,579 1753 36,332 20,946 18,068 
1959 33,8*7 16c8 35,455 19,376 16,447 
aFrom Agricultural Marketing Service, Farm Income 
Situation (121). 
eight percent, only that slight differences in concepts, 
aggregation errors, etc., result in some differences. In all 
yerrs the two estimates of net income deoict the same direc­
tion of change. Considering the discrepancies which can arise 
in aggregated estimates of prices and quantities, the similar­
ity in net income estimates is encouraging. 
Conclusions 
The need for estimates of the resource structure of 
agriculture is sufficiently pressing to Justify estimation of 
parameters from less than perfect data. The data may be the 
weakest link in the estimational process, but they appear 
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adequate to provide useful estimates of the structural para­
meters. Throughout the analysis, we attempt to use the most 
reliable data available and to aggregate with procedures that 
will introduce the least bias (sucject to the restraints of 
tiiLe and research funds) . But throughout the analysis, the 
conclusions and implications, which seem apparent from sig­
nificant coefficients and meaningful economic relationships, 
must be tempered cy the shortcomings of the data. 
Time series in addition to those discussed in this chapter 
are used in the study- In general, these series on non-farm 
variables, Interest r?tes, etc., are more reliable than the 
series on inputs. 
Output data appear to be more precise than input data in 
agriculture. Series of minor agricultural products are meas­
ured with considerable accuracy. Problems of measuring inputs 
are many. As stated eerlier, USDA personnel have done an 
excellent Job considering the conceptual purpose of the esti­
mates and the amount of research resources available for 
gathering data. The value of more refined input data 1P high. 
One wonders if the marginal research dollar will not bring a 
greater return extending the reliability of Input data than 
of output data. 
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CHAPTER 5: THE MARKET STRUCTURE OF AGGREGATE OPERATING 
INPUTS AT THE FARM LEVEL 
Few Inputs have been more closely Identified with the 
rising total output, output per man hour and output per unit 
of all resources In agriculture than have operating inputs, 
sometimes called working capital. Total agricultural output 
Increased approximately 70 percent from 1926 to 1959. In 
1959, production per man hour in agriculture was approximately 
3.8 times as great, and per unit of all inputs was 1.6 times 
as great as in 1926. During the same period, of the major 
Input categories, labor (total farm employment) declined 43 
percent, land (cropland) remained nearly constant, and machin­
ery (inventories) Increased 77 percent. But annual inputs of 
operating items Increased approximately 200 percent from 1926 
to 1959. Clearly, some knowledge of the role of technological, 
institutional and behavioral forces determining the use of 
operating inputs is basic to understanding the changing struc­
ture and growing efficiency of agriculture. 
Current operating inputs are here defined as purchased, 
non-human resources which are consumed In the production 
process. These non-durable resources generally are not stored 
on farms for extended periods, but are purchased by farmers In 
quantities considered to be appropriate for the needs of the 
forthcoming production period. Because of these properties 
of operating inputs, and because a given farmer's subjective 
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estimate of acquisition cost, marginal value product and sal­
vage cost are expected to be approximately the same value, 
operating inputs are the most flexible of the major farm re­
sources. The following Inputs are Included in this category: 
(a) fertilizer and lime, (b) seed, (c) machinery supplies, 
including fuel, lubrication and repairs, (d) building repairs, 
(e) feed, (f) livestock, and (g) miscellaneous inputs such as 
dairy supplies, hand tools, twine, etc. Inter-farm sales of 
feed, seed and livestock are excluded. 
In this chapter, we examine several hypotheses poten­
tially explaining the growing use of operating Inputs on farms 
in the United States. These hypotheses are: (a) relative 
prices of operating inputs have fallen — encouraging greater 
agricultural production and substitution of operating inputs 
for other resources, (b) growing inventories of durable assets 
such as machinery have Increased demand for operating inputs 
because of strong complementarity between the resources, and 
(c) introduction of new and Improved operating inputs have 
increased the marginal productivity and the demand for oper­
ating inputs. This last "technological" hypothesis also 
includes the condition that farmers have become aware of the 
Increased productivity and profitability of using operating 
inputs. Obviously, the hypotheses are not Independent. The 
first hypothesis, a decline in the relative price, may be due 
to technological changes or decreasing costs in non-farm 
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Industries which supply operating items. Also, a fall in the 
relative price of operating inputs may encourage investment 
in durable assets and support the second hypothesis. Because 
all the above hypotheses may have influenced the purchases 
of operating items, no attempt is made to select one from the 
set. Instead, we attempt to determine the significance and 
relative impact of each to whatever extent research resources 
permit• 
The procedure in this chapter is to estimate the demand 
for operating inputs in aggregate at the farm level by least 
squares and limited information statistical techniques. The 
supply function for operating inputs is also estimated by 
limited Information. Several of the criteria for aggregation 
discussed in Chapter 4 essentially are met. That is, trends 
in prices of the components of operating inputs are somewhat 
similar. The trends in purchases of Individual categories 
also are somewhat similar In the time period considered with 
the exception of building repairs. There are obvious advan­
tages in considering economic relationships by separate com­
ponents, however. In the following Chapter 6, the demand 
functions are estimated separately for the six categories of 
operating inputs listed above. 
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Trends In Price and Quantity Ratios 
Statistical procedures such as least squares and limited 
information models may often be supplemented usefully by 
graphic techniques. To supplement the statistical estimates 
of substltutability and complementarity and to gain further 
insight into trends in resource use, Figures 1 to 4 indicate 
the ratio of operating input quantities and prices to related 
series from 1910 to 1959. Each figure contains two graphs 
Pq/P^ and Qq/Q^ where PQ Is the price and Qq is the quantity 
of operating Inputs. P^ and 0^ are the respective price and 
quantity of other major farm resources and of farm output. 
The substitution effect is expected to predominate in most 
instances, i.e. as Pq falls relative to other prices P^, the 
ratio of Qq to Q^ Is expected to rise. If no correspondence 
exists between simple price and quantity ratios, It need not 
necessarily imply that the resources are independent. The 
actual or true relationship may simply be obscured by more 
fundamental economic or technological forces than are con­
sidered in the two dimensional graph. 
Figure 1 illustrates indices of the ratios of (a) quanti­
ties of operating Inputs Q^ to machinery Inputs Q^ (4) and 
(b) the price of operating inputs PQ to the price of machinery 
Pw from 1910 to 1959. Machinery inputs Qy are valued as 
services required to maintain farm equipment and motor 
vehicles used for productive purposes. Q% includes depre-
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Figure 1. Indices of the ratios Po/Pii and QO/QM from 1910 to 
1959; 1910-14 = 100 (PQ and <<2q are operating Input 
price and quantity; P% and % are ell ferm machin­
ery price and quantity) 
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Figure 2. Indices of the ratios Pn/PHL and Qq/Otl from 1910 
to 1959; 1910-14 = 100 (PQ and QQ are operating 
input price and quantity; Phl Is the wage rate of 
hired labor and Oil is total farm employment) 
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Figure 3. Indices of the ratios Pq/Pre and Qo/Qre from 1910 
to 1959; 1910-14 = 100 ÏPq and Qq are operating 
input price and quantity; Pre is the land price 
per acre, and Qr£ is input of real estate) 
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Figure 4. Indices of the ratios Pq/Pr and Qq/O from 1910 to 
1959; 1910-14 = 100 (Pq and Qq are operating input 
price and quantity; Pr is prices received by 
farmers for crops and livestock, and 0 is total 
farm output) 
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dation, license fees, insurance and interest on Inventory. 
Prices of operating inputs have declined relative to machinery 
prices since the late 1920's. The ratio Qq/Qm, however, has 
remained very stable, except for the war periods and the years 
immediately following. The increase in the ratio in 1917 to 
1919 and 1942 to 1948 was due mainly to the shortage of 
machinery in these years. Farmers substituted operating 
Inputs for machinery by working the old tractor longer hours, 
for example. 
Because motor supplies in general are complements of 
machinery and are an Important component of 0^, the tendency 
exists for complementarity between Qq and Since other 
components of QQ such as weedicides may allow crop production 
with fewer tillage operations, there also is some tendency 
for substitution of ^  for Qg. From 1910 to 1959, there has 
been a substitution toward machinery such as tractors which 
use more operating inputs. The forces influencing the ratio 
of Qq to 0^ have offset each other to a large extent, accord­
ing to Figure 1. 
Figure 2 indicates the indices of the ratios of: (a) 
Qq to the input of total farm labor Q^, and (b) Pq to the 
wage of hired labor Pg^. The most significant feature is the 
high rate of substitution of operating Inputs for labor after 
1935. The substitution influence was also apparent before 
1935, but at a slower rate. The substitution is consistent 
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with relative prices of the two inputs over the 50 year 
period. 
Since 1910, a decrease in the price of operating inputs 
relative to labor of 60 percent has been associated with an 
increase in the quantity ratio of 800 percent. This suggests 
a gross price elasticity of substitution of approximately -13. 
The substitution elasticity is a gross estimate since other 
forces not included In Figure 2 may influence the ratio of 
Qq to That is, machinery may be the principal substi­
tute for labor. Due to a strong complementarity between Qq 
and Q^,, the ratio of Qq to 0^ tends to Increase concurrently 
with increases in the ratio of Q^ to Q^. However, Figure 2 
does illustrate dramatically the tendency of purchased oper­
ating inputs to substitute for labor in a developing agricul­
ture . Application of fertilizer, for example, permits the 
production of the same output with fewer labor resources. 
In Figure 3, Indices of the ratios of: (a) Qq relative 
to the quantity of real estate input Q%g measured as interest 
on investment and other costs necessary to maintain the real 
estate investment, and (b) PQ relative to the price of real 
estate Pre, are illustrated for the years 1910 to 1959. The 
tendency for Qq to substitute for the real estate input is 
prominent after the mid-19301s. Important operating inputs 
such as hybrid seed corn and fertilizer began to be widely 
accepted by farmers following the mid-1930's. These inputs 
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allowed production of more output without a corresponding 
increase in the land resource. The price of operating inputs 
declined 20 percent relative to real estate prices over the 
50 years, and the quantity ratio increased 350 percent. 
The gross price substitution elasticity, -17, probably exag­
gerates the actual substitution rate because of confounding 
with technological changes. 
Figure 4 depicts indices of the ratios of: (e) to the 
output of crops and livestock 0, and (b) PQ to prices received 
by farmers for crops and livestock Pr from 1910 to 1959. The 
ratio PQ/Pr increased during the depression years. During 
the remainder of the 50 years, the ratio of prices remained 
relatively uniform, but declined slightly since 1940. Inputs 
of Qq relative to 0 increased accordingly. The ratio Q^/0 
rose approximately 120 percent from 1910 to 1950. The in­
creasing relative importance of operating Inputs could result 
from a declining efficiency of the resource. A more logical 
explanation, consistent with the trends in Figures 1, 2 and 3, 
is that operating inputs have substituted for other inputs. 
The principal substitutions have been for labor and real 
estate as indicated by Figures 2 and 3. The substitutions 
have been consistent with relative price changes. Whether 
the entire change in the resource mix can be explained by 
prices or If additional forces have played an important role 
is explored In the following sections. 
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Specification of the Demand Function 
for Operating Inputs 
The demand function for operating Inputs at the farm 
level is specified as 
(1) Qo = f [ipo/pR)t» (po/pR)t-l' (po/p?)t' <Vpp)t-l> 
Spt# Wt> Gt' TJ 
where the demand quantity Qq is a function of operating input 
prices Pq, prices received PR, prices paid for hired labor and 
machinery Pp.1 Sp is the January 1 stock of productive 
lit is useful to note that the ratio form (a) below, 
indicated in equation 1 and used in this study, differs some­
what from the form (b) suggested by static economic theory. 
The two alternative least squares input demand forms with 
input price P1# other input prices Pp and prices received Pr 
are: 
p p 
( fi) Qi « a + b =T"— + o 5— + 6 
PR *P 
as in equation 1 above, and 
(b) = a1 + b' ^ + c' + e' 
as in the static theory model. If the data are transformed 
Into logarithms, the price.elasticities of demand E with re­
spect to prices In the above forms (a) and (b) are: 
E (P%) = b + c In (a); b1 in (b) 
E (Pp) = -c in (a); c1 in (b) 
E (Pr) = -b In (a); -b1 -c' in (b). 
Since input prices P^ and Pp often are highly correlated, the 
matrix of price variables in form (b) may tend to be singular; 
the coefficients b1 and c1 unstable and none of the elastic­
ities estimated accurately. In form (a), the standard error 
of c is likely to be large and 0 insignificant. This does not 
preclude obtaining a realistic estimate of b. Hence, there 
appears to be some advantage in using form (a). 
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assets, W is a measure of the Influence of weather, G is an 
institutional variable indicating the existence of acreage 
controls and price supports, and T is time. In the model t 
refers to the current years, t-1 to the past year. 
Equation 1 Is a single equation model of demand and 
assumes a monocausal structure. The argument for the mono-
causal structure is based on the assumed nature of the supply 
of operating Inputs. Short run changes in Qq are not expected 
to influence P0, P& or other input prices to an appreciable 
extent. It is also assumed that purchases of Qq have little 
influence on the stock of productive assets Sp in the short 
run. The general assumption Is that the explanatory vari­
ables Influence Qq but are not influenced by It In the short 
run. Because the logic and empirical data supporting this 
assumption are not completely adequate, it Is desirable also 
to estimate the demand for operating inputs as part of an 
interdependent economic structure. The simultaneous model of 
demand for operating Inputs was presented in equation 25, 
Chapter 2- The specification of variables Is similar except 
that the price ratio form is used in equation 1, and prices 
of labor and machinery are included separately in the simul­
taneous model. 
A more complete demand specification might include: 
(a) a farm income variable, (b) a farm size variable, and (c) 
several categories of prices received and prices paid by 
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farmers. Prices rather than Income appears to be the rele­
vant farmer decision variable In the demand function for oper­
ating Inputs. Furthermore, Income tends to be a function of 
prices, weather and technology variables already specified. 
As farm size expands, a tendency exists to substitute 
additional motor supplies, fertilizer and other operating 
Inputs for labor. Unfortunately, the very high correlation 
between farm size (cropland acres per farm) and the stock of 
productive assets Sp precludes including both variables in the 
statistical demand function. The coefficient of Sp must be 
Interpreted as reflecting the influence of farm size as well 
as other scale effects. 
It would be desirable to specify several categories of 
prices received for products and prices paid for inputs by 
farmers. High intercorrelatlons among prices over time pro­
hibit such refinements. In fact, the high lntercorrelatlons 
among input prices required the exclusion of the current year 
price ratio (pq/pp^ t * coefficient of the included past 
year ratio tends to reflect both current and past influences 
of Pq/Pp on Qq because of the high correlation in the time 
series. 
The process by which farmers formulate price expectations 
and adjust input purchases to uncertain conditions may result 
in a demand pattern discussed extensively In the literature on 
the theory of distributed lags (85, 98, 99). Because of the 
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time required for production, farmers who wish to maximize 
profit must base input purchases on expected prices. The 
expected prices are formulated from knowledge of past prices. 
It may be argued that prices lagged no more than one or two 
years provide a satisfactory estimate of farmers' price ex­
pectations in operating input demand functions. Input prices 
are determined primarily by slowly changing variables such 
as the non-farm wage rate. Hence, prices of non-farm pro­
duced inputs display very small annual variation and are free 
of cyclical fluctuations so characteristic of many farm 
product prices. Since input prices are known with consider­
able certainty when production plans are made, the principal 
expectation variable is output price. Since the non-durable 
production inputs are consumed in the forthcoming production 
period, their expected profitability Is not a function of 
prices in several future production periods. It seems reason­
able to assume that farmer decisions regarding the Immediate 
future are based on the immediate past. Thus, inclusion of 
product price variables for only one or two past production 
periods appears adequate. 
A second source of a distributed lag model of demand Is 
a lagged adjustment to the equilibrium level of input, given 
prices and other predetermined variables. That Is, a farmer 
who is subjectively certain of prices may adjust slowly to a 
profit maximizing level of resource use because of Inertia of 
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past decisions, institutional restraints, large Investment 
requirements or indivisibility of inputs. Properties dis­
cussed previously of operating Inputs permit flexibility In 
their use. Ease of adjustment to desired input levels miti­
gates to some degree the need for an adjustment lag in the 
demand function. It is hypothesized that use of operating 
inputs has become increasingly more profitable because of 
technological changes, greater amounts of durable assets and 
declining real price Pq- The most logical source of the 
lagged adjustment to the desired QQ arises from incomplete 
knowledge or skepticism by farmers of the Increased profit­
ability, convenience and other advantages of using more QQ. 
An econometric model embodying this adjustment concept is 
found in Chapter 7 (model F) and is used In the quantitative 
applications in Chapters 5 and 6. 
The inclusion of the productive assets Sp in the demand 
function adjusts for changes In scale of the farm plant. 
Hence, equation 1 is the short run demand for QQ, I.e., the 
demand for operating Inputs given the plant size. The influ­
ence of Sp on the demand quantity depends on the interaction 
between Qq and Sp and on the fixed level of productive assets. 
Higher levels of Sp might be expected to Increase marginal 
productivity (and demand) for QQ until the stage of diminish­
ing total product to Sp is reached. Since productive assets 
in agriculture probably are not in this stage of production, 
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a positive sign on the coefficient of Sp in equation 1 is 
anticipated. 
In the long run, plant size becomes a function of depre­
ciation D, financial capabilities E, farm income Y and other 
variables summarized by the variable X. The general form of 
Investment function, omitting time subscripts is 
(2) Sp = f (Y, E, D, X). 
The recursive nature of the demand process allows substitution 
of the right side of equation 2 into equation 1 to form the 
long run demand function 3. Ignoring time subscripts, long 
run demand 
(3) Qq - f (P, G, W, T, Y, E, D, X) 
for Qq becomes a function of all relevant prices P and other 
variables discussed previously. 
Government programs such as acreage controls and price 
supports may affect demand for QQ. There are indications from 
historic data that acreage controls encourage substitution of 
QQ for land in production. An institutional variable G is 
specified in the demand function to represent the Influence 
of government policies in the demand function. 
Bad weather at planting time may cut crop acreage and 
reduce demand for seed, fertilizer and machinery operating 
supplies. The weather variable W is specified in the demand 
function to measure shifts in demand caused by weather. 
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Demand for Operating Inputs Estimated by Least Squares 
Economic theory, introspection and logic do not dictate 
an exact functional form of input demand. The appropriateness 
of the distributed lag or other models cannot be determined 
solely on a priori considerations. The procedure in this 
section is to estimate (a) conventional models with short 
run lags and (b) distributed lag models of the Koyck-Nerlove 
type. Furthermore, we present functions with different sets 
of explanatory variables. The procedure is to begin with the 
model as completely specified as practical limitations of data 
availability and estlmatlonal procedures permit. Variables 
considered inappropriate because of low significance and high 
intercorrelation with other variables are deleted in subse­
quent regressions. All equations are estimated in original 
data and in data transformed to logarithms. Since the two 
dummy variables for slowly changing effects on the demand, 
time T and government policies G, are not well suited for 
logarithmic transformation, equations containing both vari­
ables are estimated in original data only. Finally, If the 
Durbln-Watson test indicates probable autocorrelation in 
residuals of an equation which Is of particular Interest, the 
equation is also run in first differences. 
The alternative functional forms listed above are pre­
sented to clarify and extend knowledge of the "true" function. 
Presentation of several forms is also intended to demonstrate 
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the effects of alternative specifications and transformations ; 
and to create a "desirable" degree of skepticism about estima­
tion procedures. There often is a tendency to place too much 
reliance on a significant coefficient in one "good" equation. 
The variables 
The variables indicated in Table 1 are defined as fol­
lows: 
The dependent variable is a weighted national 
aggregate of fertilizer, seed, motor supplies, 
building repairs, feed, livestock and miscellaneous 
inputs (4). Quantities are aggregated by 1935-39 
prices prior to 1940, and by 1947-49 prices after 
1940. Overlapping values for 1940 are used to 
value the final aggregated series in 1947-49 mil­
lion dollars. Inter-farm sales are excluded, 
hence only a small portion of total livestock pur­
chases are included. 
(PQ/PR)T The current year index of the ratio of operating 
input prices to prices received by farmers for 
crops and livestock (120). The past year index 
Is also included. The procedure for weighting 
components of PQ is given in Chapter 4. 
(P0/Pp)t_i The past year index of the ratio of operating 
input prices to prices paid by farmers for 
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machinery and hired labor (120). 
Spt The stock of productive assets on January 1 of 
the current year (4, 123). The variable includes 
real estate, machinery, livestock, feed and cash 
inventories held for productive purposes. The 
variable is given in billions of 1947-49 dollars. 
An index of the role of government policies on 
input purchases. Years when acreage allotments 
or production controls are in force are given 
the value -1. Years when farm prices are sup­
ported are assigned the value +1. If supports 
are fixed, an additional +1 is added. These 
values are summed to form the index G (3, 34). 
Wt Stalling's index of the influence of weather on 
farm output In the current year (108). Indices 
for 1958 and 1959 are not computed by Stalling, 
but are constructed from an index of deviations 
from a linear trend of crop yields (124). 
T Time, an index composed of the last two digits 
of the current year. 
All price indices are adjusted to a 1947-49 base 
(1947-49=100). The variables are annual data from 1926 to 
1959 omitting 1942 to 1945. The period is chosen as a com­
promise between: (a) a period sufficiently long to allow 
variation in the variables and to provide sufficient degrees 
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of freedom, and (b) a period short enough to permit reasonable 
accommodation of structural changes in the empirical model. 
The war period is considered too great a structural change 
to incorporate in the empirical function. Although prices and 
other variables indicated farmers should increase purchases to 
maximize profit, they were unable to do so because operating 
inputs were not available in sufficient quantities. The in­
clusion of a longer time series would introduce more error be­
cause data are less accurate for the early years. For these 
reasons and because research resources are limited, no attempt 
was made to estimate demand functions for years prior to 1926. 
The estimated demand equations 
Single equation least squares estimates of the demand for 
Qq as a function of price and other variables are presented In 
Table 1. The seven independent variables in equation 4 
"explain" over 99 percent of the annual variation about the 
2 p 
mean of QQ. The unusually high R is caused by the tendency 
^The term "explain" is a somewhat inexact generalization 
of the statistical multiple coefficient of determination R%. 
r2 is the ratio of the sum of squares of the estimated values 
of the dependent variable to the sum of squares of the actual 
values of the dependent variable. The R* may also be con­
sidered the square of the multiple correlation coefficient R 
between the dependent variable and a linear function of the 
independent variables. The R2 may be made equal to one by in­
cluding one less explanatory variables than the number of 
observations. The adjusted multiple coefficient of determina­
tion r2 is corrected for the influence of the number of ex­
planatory variables. 
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Table 1. Demand functions for operating inputs Qq estimated by least squares 
191*2 to 191*5 j coefficients, standard errors (in parenthesis) and re: 
Equation 
and 
transformation" 
R2 
d'c Constant 
s
-
P0/PR 
t-1 
Po/Pp 
t 
Po/Pp 
t-1 
l*-o 0.997 1.1+2 -5939.07 -7.61* -1.89 -10.32 
0.996 (1.9k) (2.19) (1*.69: 
5-0 0.996 1.21 -1*557.10 -7.61 -2.77 -13.93 
0.995 (1.96) (2.09) (3.91*) 
5-L 0.99 u.73 2.25 -0.29 -0.23 -0.17 
0.99 (0.10) (0.10) (0.19) 
5-F o.5i 1.51 d -5.87 -2.35 -13.65 
0.39 (1.98) (2.02) (6.39) 
6-0 0.99 1.01* -1*511.1*7 -9.06 -13.1*1 
0.99 (1.66) (4.95) 
6-1 0.99 0.80 2.73 -0.1*65 -0.21* 
0.99 (0.076) (0.21) 
6-F 0.31 1.65 U -1*.79 -9.95 
0.19 (2.110 (7.25) 
7-0 0.997 1.60 -1*88.55 ~l*.58 3.16 
0.997 (1.13) (1*.30) 
7-L 0.996 1.1*9 0.75 -0.237 0.17 
0.996 (0.01*1) (0.15) 
8-0 0.997 1.60 230.18 -l*.28 
0.997 (1.05) 
8-L 0.996 1.1*0 1.39 -0.233 
0.996 (0.01*1) 
^Sources and composition of the dependent variable QQ and the indicated ir 
^Equations are estimated in the transformations indicated: original value 
equations), and first differences of original values F. 
°The Durbin-Watson autocorrelation statistic d'. 
^The intercept or constant coefficient in the first difference equation is 
equations. The standard error of the coefficient was not computed. 
)y least squares with annual data from 1926 to 1959, omitting 
mthesis) and related statistics are included3 
Po/Pp Po/Pp 5P G W T QQ 
t t-1 V t t t-1 
-10.32 117.98 6.47 6.57 53.81 
(4.89) (9.58) (5.30) (2.64) (14.60) 
-13.93 113.03 6.37 46.78 
(3.94) (8.77) (2.67) (13.55) 
-0.17 1.18 0.115 0.0086 
(0.19) (0.31) (0.079) (0.0018) 
-13.65 72.81 1.89 82.82 
(6.39) (27.15) (2.05) d 
-13.1*1 105.93 5.23 57.56 
(4.95) (10.80) (3.33) (16.69) 
-0.24 0.94 0.103 0.0091 
(0.21) (0.34) (0.090) (0.0021) 
-9.95 61.40 1.21 98.06 
(7.25) (31.11) (2.35) 5 
3.16 34.65 0.879 
(4.30) (11.87) (0.054) 
0.17 0.0050 0.780 
(0.15) (0.0012) (0.083) 
28.74 0.857 
(8.63) ( 0 .01+5) 
0.00417 0.711 
(0.00091) (0.056) 
the indicated independent variables are discussed in the text. 
original values 0, logarithms L (T is in original values in L 
snce equation is comparable to the coefficient of T in the 0 and L 
bed. 
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for aggregation to average out the error in QQ. Also, a large 
proportion of the variability is due to the highly predictable 
trend variables 8^ and T. The falls considerably when the 
functions are estimated in first differences of original values 
in equations 5-F and 6-F. 
The coefficient of the institutional variable G is non­
significant in equation 4-0, and is deleted to form equation 
5. Our failure to reject the null hypothesis that the coeffi­
cient of G is not different from zero, does not necessarily 
mean that government programs do not influence demand for QQ. 
But there exists a high probability that the variable G used 
to represent that effect, has no influence on QQ in equation 
4—0. 
The Durbin-Watson statistic d1 is included for each 
equation in Table 1 to test the null hypothesis that the true 
residuals are uncorrelated through time. Values of d1 near 
2-0 indicate that the residuals are distributed randomly, 
i.e., we do not reject the null hypothesis that the residuals 
are uncorrelated through time. Values of d1 less than two and 
approaching zero Indicate an increasing degree of positive 
autocorrelation. Values of d' greater than two and approach­
ing four Indicate an increasing degree of negative autocorre­
lation. It must be remembered that d1 is a sample statistic 
3 
and Is subject to sampling error. 
3For a more detailed discussion of autocorrelation, see 
Chapter 3 and other references (continued on next page) 
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Since a test of the null hypothesis that the true resid­
uals are unoorrelated is Inconclusive in equation 5-0 and is 
rejected in equation 5-L, the equation is estimated in first 
differences of original values. After the first difference 
transformation, the test for autocorrelation In equation 5-F 
is Inconclusive. 
The signs of the coefficients in all transformations of 
equation 5 are consistent with a priori considerations from 
economic theory. The magnitudes of the coefficients differ 
among transformations, however. The influence of (PQ/PR)t-1 
a p p e a r s  t o  b e  s t r o n g e r  a n d  t h e  i n f l u e n c e  o f  ( P q A p ) w e a k e r  
in equation 5-L than in equations 5-0 and 5-F. 
Equation 5 possesses certain Intuitive appeal because 
some components of QQ are expected to be influenced by current 
as well as by past prices. For predictive purposes, current 
prices may not be known and it is necessary to base predic­
tions on past values of the independent variables. It may be 
argued that the nature of the least squares algorithm will 
result in a more efficient, though perhaps slightly biased 
estimate of QQ, from equation 6 ((Pq/^r)t omitted) than from 
equation 5 if only past values of the explanatory variables 
are known. It is Interesting to note that the coefficient of 
(footnote continued from previous page) (40, 41). Probabil­
ity limits of the d' distribution are found in Friedman and 
Foote (38) and Durbin and Watson (29). 
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lagged price Pq/Pr In equation 6 absorbs the influence of 
current price. For example, the coefficient of (Pq/Pr)t-1 
equation 6-0 is -9.1 and the sum of the coefficients of 
(PQ/PR)and (Po/Pr^-I ln equation 5-0 is -7.61 plus -2.77, 
or -10.4. Thus, failure to specify the current price vari­
able in time series analysis when it is important may not 
seriously bias the estimate of total short run response to 
price If current and lagged values are sufficiently corre­
lated. It would be wrong, however, to infer the entire price 
response to the single lagged price variable. Equation 6 also 
explains a large portion of the variance in Qq and is a useful 
predictive equation from a positivistlc standpoint. 
On the basis of equations 4, 5 and 6, It may be argued 
that the Koyck-Nerlove distributed lag model is not appro­
priate. A large proportion of the variation about the mean 
of Qq Is "removed" by the current and past year explanatory 
variables in equations 4, 5 and 6 (untransformed data). It 
is also a fact that the current and past values of QQ display 
a high serial correlation. The Implication is that from a 
statistical standpoint, the lagged quantity is likely to be 
highly correlated with a linear combination of the explana­
tory variables. In such Instances, the matrix of predeter­
mined variables tends to be singular and the statistical "law" 
is unable to differentiate the influence of individual pre­
determined variables. The coefficients tend to be unstable 
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and statistical inference becomes difficult or impossible. 
The interpretation from an economic standpoint is that the 
influence of past values of explanatory variables on current 
quantity QQ-J. represented in the demand equation by Qot-i Is 
expected to be small. That is, the current demand quantity 
essentially is determined by exogenous variables of the cur­
rent and past year. Partially as an empirical test of this 
hypothesis, equations 6-0 and 6-L were estimated with the 
addition of the predetermined variable Qot-1* In the result­
ing equations (not included in Table 1) the coefficients of 
Qot-l were highly insignificant. The implication is that 
farmers adjust operating input purchases to prices, scale of 
plant and technology in the short run. The adjustment coeffi­
cient is unitary according to these results (cf. model F, 
Chapter 7). 
This conclusion may be too restrictive, however. Equa­
tions 6 and 7 indicate that if Sp is excluded, the coefficient 
of lagged quantity in the adjustment equations becomes highly 
significant. If it is not necessary to include Sp in the 
demand function, i.e. its significant coefficient reflects 
the lagged adjustment and technology effects that logically 
belong with variables T and Qot-l> then equations 6 and 7 are 
appropriate• Furthermore, the time variable could be removed, 
and the price and lagged quantities could explain current 
demand for QQ very well. The implication would be that the 
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Increase in demand quantity would be entirely attributed to 
lagged adjustment to the secular price decline. The conclu­
sion one must draw from the above statements Is that the 
results may be consistent with several hypotheses. It is not 
possible to adequately distinguish the Influence of adjustment 
to price changes, technology and scale of plant on purchases 
of QQ. Variables reflecting these influences are too highly 
correlated through time and are subject to large error. The 
sample size Is simply not large enough to place a great deal 
of confidence In estimates of their individual effects. 
With these limitations in mind, it seems appropriate to 
consider two alternative methods of estimating long run demand 
for operating Inputs. The first approach is to omit Sp and 
include Qot-i as indication of long run influences. From 
the resulting distributed lag equations such as 7 and 8, 
estimates of long and short run elasticities, and adjustment 
rates can be found. 
A second approach is to consider the long run demand for 
QQ as a recursive process. Empirical results indicate there 
are no long run Influences of prices on QQ, given the scale 
of plant indicated by Sp and technology indicated by T. But 
In the long run, prices influence plant size. In Chapter 9, 
Investment Sp is estimated as a function of farm income Yp. 
Investment equation 23, Chapter 9, estimated with original 
annual data from 1913 to 1959, omitting 1942 to 1947, may be 
136 
written as 
(9) Spt = K + 0.00017 YFt-1 + 0.00011 Ypt-2 + 0.000056 Ypt„3 
where K represents the Influence of time, weather and carry­
over of stock. Yp is net income in millions of 1947-49 
dollars. Net income is translated to prices by definitional 
equation 6, Appendix B, which may be specified as 
(10) Ypt » V + 209.46 (PR/Pp)t 
where PR is prices received by farmers and Pp Is prices paid 
by farmers for items used in production, including Interest, 
taxes and wage rates. Equation 10 was estimated by least 
squares with annual data from 1910 to 1959, omitting 1942-45, 
but the variable P&/Pp Is the index of the ratio of PR to Pp 
(1947-49=100) from 1946 to 1959 only. The coefficient indi­
cates that from 1946 to 1959, an Increase of the parity index 
by one unit increased net farm income an average of slightly 
over 200 million 1947-49 dollars. K1 represents other influ­
ences such as weather, technology, etc. on farm Income. The 
right side of equation 10 is substituted Into equation 9 to 
define investment in terms of prices. This expression is 
then inserted into equation 5 to form the approximate "long 
run" demand function 11. 
(11) % = K« - 7.6l(P0/PR)t - 2.77(P0/PR)t_1 
- 13.93(Po/Pp)t-1 + 4.0l(PR/Pp)t_i 
+ 2.67(PR/Pp)t_2 + 1.33(PR/Pp)t_3 . 
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K" la the sum of the Influences of weather, technology and 
errors In predicting QQ. Equation 11 is Included to demon­
strate the methodology for deriving long run demand. Unfor­
tunately, equation 11 Is still not the full long run demand 
function for operating Inputs, but further lags would make the 
equation cumbersome. The Investment function 9 contains pro­
visions for a lagged adjustment to the desired level of stock 
(cf. models I and J, Chapter 7). The nature of this lagged 
adjustment is not discussed in this chapter, but provision is 
made for the total long run response of investment stock to 
prices in the later sections on price elasticities. 
Demand for Operating Inputs Estimated 
by Limited Information 
The demand for QQ Is also estimated In a relationship in 
which prices and quantities of farm products and resources, 
and farm numbers are determined simultaneously. The limited 
information estimates of demand for operating inputs, computed 
with national aggregates of annual data from 1926 to 1959, 
excluding 1942 to 1945, are included In equation 12. 
(12) Qq = - 14 - 110Pot + 25PMt - 41Pmt + 112PRt - 47Nt 
[-2.23] jp. 6i| pO.63) [1.12] [-0.56] 
- 2.9(P0/PR)t„1 + 1718 t + 7.5Gt,+ 7.4Wt 
[-0.078] [3.07] [0.0075] &.074] 
— O.4OCt • 
P% is farm machinery price, P^ I8 the wage rate of hired 
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labor, N Is farm numbers and C is a structural variable with 
values of zero in prewar years, 100 in postwar years. Prices 
are deflated by the general price deflator of the gross 
national product (1947-49=100). The first six variables are 
endogenous, the remaining five are predetermined. Other vari­
ables are explained earlier in the chapter. Elasticities are 
included in brackets below the coefficients. Standard errors 
were not computed. 
With two exceptions, the signs of the coefficients are 
consistent with economic theory and with the results of past 
empirical studies. The equation Indicates that the demand 
quantity QQ increases as farm numbers decrease. Because total 
acreage is quite stable, the implication is that an increase 
in farm size is accompanied by an increase in demand for cur­
rent operating inputs. The result may be due to the substi­
tution of operating inputs for hired labor and machinery In 
the short run as additional land is purchased. A farmer who 
expands his operation by buying a contiguous unit of land, 
tends to farm it with little additional machinery in the short 
run. In the long run, as his financial condition improves 
and his desire to reduce family labor requirements increases, 
he will purchase additional large, more efficient machines. 
Equation 12 approximately Is homogeneous of degree zero 
with respect to prices. The equation is consistent with 
equations 3-0 and 4-0 In indicating the importance of current 
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prices in the demand function. The eigne of the Pq and PR 
coefficients are as anticipated, but the magnitudes Indicated 
by the bracketed elasticities appear to be unusually large. 
The unusual magnitudes may be due to specification bias or to 
certain properties of limited information estimators dis­
cussed In Chapter 3. The coefficients of P# and P%, Indicate 
that operating inputs are short run substitutes for machinery 
and complements of hired labor. The opposite relationship 
might have been expected, but a priori evidence on the nature 
of short run substitutions is meager. 
The coefficients of Sp, W and G are somewhat similar to 
those in equation 5 and are not discussed further. The 
coefficient of the structural variable C is very small, indi­
cating that there has been little change in the demand struc­
ture not attributable to the other variables in equation 12. 
C rather than a linear time trend T is used in equation 12 to 
reduce the intercorrelatlon among predetermined variables. 
Price Elasticities of Demand 
In the discussion of price elasticities, particular 
emphasis is placed on the short run demand equation 5 and the 
long run equation 11 derived from it. We first consider the 
elasticity with respect to PQ. Since some instability exists 
In the coefficients of the current and past year prices, the 
responses for these years are added and referred to as "short 
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run" price elasticity. The short run price elasticity of 
demand for Qq with respect to Pq/Pr is -0.28, -0.52 and -0.22 
computed from equations 5-0, 5-L and 5-F, respectively. The 
elasticity of Qq with respect to Po/Pp is -0.36 from equation 
5-0; -0.1? from equation 5-L, and -0.35 from equation 5-F. 
Thus, the total short run elasticity with respect to Pq is 
-0.64, -0.69 and -0.57 from the respective transformations. 
The implication is that a decrease of one percent in the 
price of operating items is expected to increase purchases 
approximately 0.6 percent in the short run. The operating 
input price PQ does not explicitly occur in variables beyond 
the short run according to the long run equation 11. A 
literal interpretation is that -0.6 is also the long run 
elasticity of QQ with respect to PQ. Pq is a component of 
Pp, however. Therefore, the long run elasticity is somewhat 
greater than -0.6 due to the long run Influence of Pp on QQ 
through the productive assets variable. 
It is interesting to compare the estimate of the demand 
elasticity -0.6 computed from equation 5 with the elasticities 
obtained from other estimational techniques: (a) a weighted 
average of the elasticities computed from the six demand 
equations for components of QQ estimated in the following 
chapter, (b) from the Koyck-Nerlove equation 8, (c) from an 
average production function for U.S. agriculture illustrated 
In equation 1, Appendix A and (d) from the limited information 
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demand equation 12. The elasticity with respect to PQ esti­
mated as a weighted average from the six components of Qq 
discussed in the following chapter is -0.66 and agrees closely 
with the single aggregate estimate from equation 5." The 
estimate of elasticity from the distributed lag equation 8-L 
is -0.2 in the short run, -0.8 in the long run. This result 
is not necessarily in conflict with the -0.6 estimate from 
equation 5. The lower estimate -0.2 is for the current year 
only and is expected to be small. The larger estimate -0.8 
is for the long run, and if the component of PQ in Pp were 
included in the estimate from equation 5, the elasticity 
estimates for the long run from equations 5 and 8 might be 
very similar. The elasticity of Qq with respect to PQ com­
puted from the limited information demand equation 12 is -2.3 
and from the average production function (equation 1, Appendix 
A) is -1.4.^ These estimates are unusually large• Because of 
^The weighted estimate of short run demand elasticity 
-0.66 computed from individual demand equations in Chapter 6 
and the estimate 0.6 from equation 5 differ somewhat in con­
cept. First, inter-farm sales are exluded in Qq but are in­
cluded in the individual quantities (dependent variables) used 
in Chapter 6. However, the weights for the component demand 
elasticities are averages of constant dollar purchases from 
1926 to 1959, omitting the war years, and excluding inter-farm 
sales. Second, the livestock component is included In Qq but 
not in the component estimates in Chapter 6. 
5The short run demand elasticity computed from the log­
arithm production function in terms of the production elas­
ticity b for Qq is 1/b-l. From equation 1, Appendix A, 
baO-27, and the short run demand elasticity therefore is 
-1.4. 
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certain characteristics of logarithm production functions 
discussed in another publication (115), the estimate -1.4 
probably is too large. The estimate from the limited informa­
tion technique also may be too large because of specification 
errors or properties of the estimatlonal technique. On the 
basis of statistical properties of the functions and past 
empirical studies, the results from the least squsres demand 
equations in Table 1 appear to be most realistic. 
Thus far we have discussed the elasticity with respect 
to PQ. From a policy standpoint and for other reasons, the 
elasticity with respect to Pr is very important. The elas­
ticity with respect to PR computed from equation 5-0 is 0.28, 
from equation 8-L is 0.22 in the short run. In the long run, 
an increase in PR also increases QQ through the investment 
process. Equation 11 indicates that after three or four years, 
a one percent Increase in PR Increases Qq about 0.13 percent 
through Sp alone. The total intermediate run (three or four 
years) elasticity with respect to PR approximately is 0.28 
plus 0.13, or 0.41. After several years, a one percent in­
crease in PR may increase Bp as much as one percent. Since 
a one percent increase in Sp tends to increase QQ approxi­
mately two percent according to equation 5, the long run 
elasticity of QQ with respect to PR potentially is more than 
6 
2.0. Purchases of operating inputs can be very responsive 
^Elasticity derived from equations estimated in original 
observations are not strictly (continued on next page) 
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to prices received by farmers in the very long run. 
Shifts in Demand 
As mentioned previously, hypotheses which potentially 
explain the increased use of operating Inputs from 1926 to 
1959 are: (a) falling relative prices of operating Inputs, 
(b) increases in the level of durable assets accompanied by 
a strong complementarity between durable assets and operating 
inputs, (c) technological innovations, resulting in new inputs 
and increasing marginal productivities of existing inputs. 
Also included in the final hypothesis are increases in know­
ledge by farmers of the changing technological structure. 
The first hypothesis is approximated by the variables 
PQ/PR and PO/PP» the second by SP and the third by T. The 
hypotheses are not mutually exclusive. In fact, equation 6 
indicates each has been a significant component of the demand 
function from 1926 to 1959. The relative influence of each of 
(footnote continued from previous page) additive. That is, 
it is not completely accurate to multiply the elasticity of 
Sp with respect to PR times the elasticity of QQ with respect 
to Sp to find the elasticity of QQ with respect to PR. The 
correct procedure is to compute the coefficient of the influ­
ence of PR on QQ by the recursive process indicated In equa­
tion 11. This latter method is laborious, and it is some­
times more desirable from a computational and expository 
standpoint simply to multiply elasticities. Elasticities 
often are multiplied in this study for this reason, and in 
most Instances the error is very small in relation to other 
possible sources of discrepancies. 
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the explanatory variables in equation 6-0 on the demand quan­
tity Is evidenced by the standard partial regression coeffi­
cients: -0.13 for (Pq/Pr)^, -0.22 for (Pq/^pH-I» 0,05 for 
Wt, 0.42 for Sp and 0.27 for T.7 The results indicate that 
weather exerts relatively little Influence on Qq. The most 
important relative effect arises from Sp according to equa­
tion 6—0. 
Despite the statistical significance and relative magni­
tudes of the coefficients, the importance of a given variable 
in explaining the 216 percent increase in purchases of Qq from 
1926 to 1959 also depends on trends in the variables. Pq/Pr 
and Po/Pp dropped 17 and 60 percent respectively from 1926 to 
1959. Equation 5-0 Indicates that the falling real price of 
operating inputs explained about one third of the total 
7The standard partial regression coefficient b1 is com­
puted as 
(a) b[ = b^ 
where b% is the multiple correlation coefficient, Ix? is the 
corrected sum of squares for independent variable and %y2 
is the corrected sum of squares for the dependent variable. 
The standard partial regression coefficients are corrected 
for the estimated differences in variance and are Intended to 
reflect the relative Influence of the independent variables 
on Y. They are somewhat comparable to the usual estimates of 
elasticities E^, of Y with respect to computed at the 
means, i.e. 
(b) Ei * bi . 
The elasticities are corrected by the ratio of the means ; 
standard partial regressions by the square root of the ratio 
of estimated variances. 
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Increase In purchases of Q@ In the 33 year period. That Is, 
If the short run price variables In equation 5-0 are set at 
the 1959 level and other variables are left at the 1926 level, 
the predicted value of Qq is 67 percent above the 1926 pre-
Q 
dieted value. The stock of productive assets rose 31 percent 
from 1926 to 1959. Ceteris paribus, the predicted demand for 
Qq would have been 112 percent greater in 1959 than in 1926 
because of the complementarity with Sp. If the time variable 
is set at the 1959 value and other variables are at the 1926 
values, equation 5-0 indicates that QQ would have been 61 per­
cent greater. The three hypotheses suggest a 240 percent in­
crease; hence "overexplain" thé actual 216 percent increase 
in purchases of Qq. The discrepancy arises from statistical 
error. 
The results seem to indicate that the major source of 
®The estimated demand equation may be used as an approxi­
mate device to determine the sources of increasing demand from 
year 1 to year k. A least squares demand equation with time 
subscripts for year 1 is of the form 
(a) Qi = a + b P^ + C T^ (l = 1,2,...n) 
where Q Is predicted quantity, P is price and T is the demand 
shifter. Assuming the error in prediction is negligible, then 
the percentage change in Q from year 1 to year k due to P is 
(b) % change = b ' 100 
and due to T is 
(c) % change = ° —• 100 . 
TL 
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Increase in demand for operating inputs arises from the growth 
of productive assets. This conclusion must be severely qual­
ified. Sp Is one of several trend variables moving similarly 
through time. Because of the high correlation between these 
trend variables reflecting the growth of productive assets, 
technological conditions, knowledge, managerial ability and 
long run price effects, It is not possible to estimate the 
relative Influence of each on Qq from time series. A more 
realistic statement is that about one-third of the total in­
crease In purchases of QQ from 1926 to 1959 is due to short 
run price Influences. The remaining two-thirds of the total 
increase is ascribed to technological and managerial influ­
ences, complementarity with the growing agricultural plant, 
and to long term price effects. The variables other than 
short run prices have moved similarly through time and have 
not registered observable individual effects. The increase 
in demand substantially can be "explained" in terms of any one 
of these hypotheses by inserting the "proper" trend variable 
in the demand function. 
Trends and Projections 
Figure 5 depicts the trend In purchases of Qq from 1926 
to 1959. Purchases fell sharply in the depression years of 
the early 1930's, but recovered quickly. Thereafter, inputs 
of Qq tended to increase at a uniform rate except for inter­
ruptions In 1938 and 1953. The trend in the postwar era has 
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Figure 5. Trends In purchases of operating Inputs QQ from 
1926 to 1960, showing actual values; and predicted 
and projected estimates from equation 6-0 
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continued upward and is nearly linear with no signs of drop­
ping in recent years. Values of QQ estimated from equation 
6-0 provide reasonably accurate predictions of the actual 
data. The extrapolated value for 1960 from equation 6-0 
underestimates the actual value by 1.5 percent. 
The terms predicted, projected and extrapolated pre given 
particular meanings in this study. Values of the dependent 
variables are predicted only for years when values of the 
independent variables are known. Thus, if QQ is a function 
of past year variables, the quantity of QQ can be predicted 
for 1960 from known 1959 values of the explanatory variables. 
Estimates of the dependent variable outside the range of data 
to which the equation is fitted are called extrapolations. 
When the extrapolation involves arbitrary assumptions about 
the level of prices and other explanatory variables as for the 
year 1965, the estimates or the dependent variable are called 
projections. 
The value of QQ is projected to 1965 assuming that prices 
will be at 1955-59 levels and that equation 6-0 is the appro­
priate demand relation. Two estimates of Sp are used. The 
first is based on a USDA projection of 112.4 billion 1947-49 
dollars by 1965 (73). This projection agrees with the pro­
jected stocks from equation 9 assuming net farm income will 
remain at 1955-59 level. A second estimate of Sp of 114.4 
billion 1947-49 dollars by 1965 is based on an investment 
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function which contains an accelerator (Chapter 9, equation 
28)Stocks are estimated from the investment equation 
assuming farm output will increase eight percent by 1965. 
Under the stated conditions, the demand quantities pro­
jected by equation 6-0 for 1965 are 7 and 10 percent above 
predicted 1960 levels If Sp is 112.4 or 114.4 billion dollars, 
respectively. Thus, unless important changes in the demand 
structure occur, purchases of QQ are expected to increase 
considerably by 1965. The standard error and confidence 
limits of the projected quantity are not computed, but are 
expected to be large for extrapolations several years ahead. 
Supply of Operating Inputs Estimated 
by Limited Information 
The estimated supply function for operating Inputs Is 
(13) PQt = 83.10 - 0.024 QQt + 1.37 PNLt + 0.34 Ct 
(0.064) (0.46) (0.10) 
where PNL Is the price of non-farm labor, C is a structural 
variable with value zero in the prewar years, 100 in the post­
war years. P0 and QQ, the endogenous variables, are defined 
earlier. P^L and C are considered to be exogenous. The 
equation was estimated as part of an Interdependent system of 
supply and demand equations for factory and product markets 
9These projections should not be confused with those 
made for Sp in Chapter 9. In Chapter 9, we project S@ to 
the end of 1965; in this section to the beginning of 1965 
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in agriculture from annual time series from 1926 to 1959, 
omitting 1942 to 1946. 
The standard error (in parenthesis) of the coefficient 
of QQ is more than twice as large as the coefficient. This 
evidence supports the hypothesis that the coefficient is zero 
and also supports the hypothesis that the supply elasticity 
is very large in the short run. That is, the reciprlcal of 
zero is an infinitely large number. There appears to be no 
basis from the operating input supply equation 13 for reject­
ing the hypothesis that the short run supply elasticity of 
operating inputs is very large. The results are also consis­
tent with the assumption that price Pq is an exogenous vari­
able In the least squares demand functions for Qq. 
Equation 13 indicates that a one percent increase In PJJL 
is associated with a 1.2 percent increase in Pq. The results 
point up the important interaction between economic forces 
in the farm and non-farm sectors. The implication Is that an 
increase In non-farm wages tends to be reflected in a some­
what similar percentage increase in prices paid by farmers 
for operating Inputs. 
A second limited information model was estimated with 
slight modifications. In the second model, machinery pur­
chases were adjusted to reflect the latent demand In 1946 
and 1947. Also the weather variable W and government program 
variable G were omitted from the matrix of predetermined 
variables in the reduced form equations. (All the equations 
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except 13 of the limited information empirical equations in­
cluded in this study are from the second formulation.) The 
changes in the coefficients of the supply equation 14 esti­
mated from the second model, is a manifestation of the 
(14) Pot = 63.89 — 0.034 QQ£ + 2.03 PjjLt + 0.47 
(0.011) (0.78) (0.17) 
sensitivity of the model to a change in specification. The 
same variables are included In equations 13 and 14. However, 
the magnitudes of the coefficients are somewhat larger in 
equation 14. The coefficient of QQ is negative and large 
relative to the standard error. The positive coefficient of 
C indicates that the real supply price (the price of oper­
ating inputs relative to the Implicit price deflator of the 
gross national product) of operating inputs has increased 
In the postwar period. Equation 14 suggests the hypothesis 
that the real price of operating inputs has declined because 
of a negatively sloped supply curve rather than because of 
technological changes that would be indicated by a negative 
coefficient of C. The incomplete specification of the supply 
equation and enigmatic nature of the limited Information 
method indicate that equation 14 provides only a weak basis 
for such a hypothesis, however. Because the results in 
equation 13 appear to be more plausible than those in equation 
14, we rely mainly on the elasticities estimated from equation 
13 in subsequent sections. 
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Summary of Empirical Results 
The increase in annual purchases of operating inputs by 
more than 200 percent from 1926 to 1959 has been a notable 
feature of the changing structure and increasing efficiency 
of American agriculture. Graphic analysis Indicates that the 
substitution of operating Inputs for other major inputs and 
the growing importance of purchased operating items in the 
total input mix is consistent with the secular decline in the 
price of operating inputs relative to other input and output 
prices. 
To obtain an estimate of the relative impact of prices, 
technology and other influences on purchases, the demand for 
operating inputs was estimated by the least squares statis­
tical technique. In addition, demand and supply of operating 
Inputs were estimated at the farm level by limited Information 
methods. Aggregate annual data from 1926 to 1959, omitting 
1942 to 1945 were used In all the equations. Based on a 
priori considerations, the least squares equations tended to 
give the most realistic and meaningful estimates. Least 
squares equations estimated from data in original values, 
logarithms or first differences of original values gave quite 
comparable results. However, the logarithm equation explained 
slightly less of the annual variation in QQ and displayed more 
evidence of autocorrelation in the residuals than the single 
equations in original values. 
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The least squares demand equations Indicated that 
approximately one-third of the increase in demand quantity 
may be attributed to short run price changes. The remaining 
portion of the increase is attributed to complementarity with 
growing levels of durable assets, technological changes, long 
run adjustments to price changes, Increased farm size, and 
to Improved knowledge, education and farm management. 
The demand elasticity with respect to operating input 
price was estimated as -0.6 in the short run. Since operat­
ing input prices lagged more than one year were not signifi­
cant, the elasticity with respect to PQ probably is not much 
greater in the long run than in the short run. 
According to the results in Table 1, the short run demand 
elasticity with respect to farm prices received Pp is approxi­
mately 0.3. The long run elasticity potentially is greater 
than 2.0 because of the influence of product prices on the 
scale of plant. The equations suggest that an increase of one 
percent in the scale of the agricultural plant Sp may increase 
demand for operating inputs two percent after several years. 
Examples of this relationship are: (a) the increase in fer­
tilizer applications due to additional land clearance, irri­
gation and drainage, and (b) additional requirements for 
gasoline and repairs as farm machinery stock is raised. 
The limited information equation 13, expressing the 
supply of operating inputs at the farm level, is consistent 
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with the hypothesis that the price elasticity of supply is 
infinite in the short run. The result suggests that changes 
in the demand quantities of fertilizer and other operating 
inputs have only a small influence on current input prices. 
The empirical result provides some support for a single 
equation estimate of demand for operating inputs — the price 
may be considered an exogenous variable In the short run. 
The variable displaying the greatest Impact on operating 
input price is the wage of non-farm labor. A one percent 
increase in the non-farm wage tends to be associated with a 
1.2 percent Increase In the price paid by farmers for oper­
ating inputs, according to equation 13. A discussion of the 
implications of this result In explaining the farm cost-price 
squeeze is deferred for a later chapter. 
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CHAPTER 6: THE DEMAND STRUCTURE OF SIX COMPONENTS 
OF OPERATING INPUTS 
The optimum degree of aggregation In econometric anal­
yses depends on the availability of research resources and 
the Intended purpose of the analyses. In some Instances the 
implications of a policy proposal can be observed more conve­
niently from a single macro equation containing some aggre­
gation bias than from a series of highly refined but unintel­
ligible micro equations. For some purposes, however, it is 
desirable to estimate the individual demand functions for 
several categories of QQ. Each component of operating Inputs 
does not react in exactly the same manner to prices and other 
economic stimuli. Some operating inputs such as fertilizer 
are more closely identified with the rising output and effi­
ciency in agriculture than are building repairs, for example. 
In Chapter 6 we analyze the demand for each of six com­
ponents of operating inputs: (a) fertilizer and lime, (b) 
seed, (c) machinery supplies, (d) building repairs, (e) feed, 
and (f) miscellaneous inputs including dairy supplies, hand 
tools, electricity, etc. The livestock component is not con­
sidered because only a small portion of livestock inputs are 
of non-farm origin. Livestock marketing costs are included 
in miscellaneous Inputs. Also, the structure of the livestock 
market has been analyzed in some detail by Mauldon (92). 
The economic and statistical framework within which the 
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demand for components of operating Inputs Is estimated Is 
similar to that developed in the previous chapter. Since 
Chapter 6 essentially Is a continuation of Chapter 5, the 
background and techniques need not be discussed extensively• 
In eaoh section, we review relevant literature and 
specify the demand function. All demand functions are esti­
mated by single equation least squares with annual data from 
1926 to 1959, excluding 1942 to 1945. After discussing the 
characteristics of the estimated demand equations, empirical 
estimates are made of price elasticities, changes in demand 
from 1926 to 1959, and projections of demand quantities to 
1965. 
Demand for Fertilizer and Lime 
From 1929 to 1959, Inputs of fertilizer and lime in­
creased more than 500 percent, or at an annual compound rate 
of 5.6 percent. No other major agricultural input experienced 
as large an increase in use during the period. 
Econometric studies of the aggregate demand for ferti­
lizer estimated from times series by Grillches (45, 47) and 
by Heady and Yeh (57) were published in recent years. 
Grillches estimated the demand quantity of fertilizer as a 
function of the ratio of the fertilizer price to crop price 
and of the lagged fertilizer quantity variable. Using annual 
U.S. data from 1911 to 1956, he found the adjustment elas­
ticity to be approximately 0.25. That is, approximately 
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25 percent of the adjustment of demand quantity to the equi­
librium indicated by prices is completed in the short run. 
He estimated the elasticity of fertilizer demand to be approx­
imately -0.5 in the short run and -2.0 In the long run. On 
the basis of the demand study, Grillches (45, p. 604) con­
cluded that it is possible to explain the Increased use of 
fertilizer on the basis of the declining relative price of 
fertilizer "without either Invoking or even mentioning 'tech­
nological change1". He adds that technological changes such 
as improvement in production techniques and reduction In 
transportation costs have lowered the real price of ferti­
lizer. Thus, his principal conclusion appears to be that 
technology has brought Important changes in the supply of 
fertilizer, but not in the farm demand for fertilizer. 
In 1961, Renshaw (102) demonstrated that the secular in­
crease in demand for fertilizer is consistent with other 
hypotheses. He estimated the demand quantity of fertilizer 
as a function of relative price, the number of livestock on 
farms (natural fertilizer substitutes), acre-feet of irriga­
tion water and lagged acreage planted to hybrid corn. The 
function, fitted to annual data from 1911 to 1958, explained 
97.5 percent of the variation in fertilizer purchases. The 
coefficient of the price variable was considerably smaller 
than the standard error. Renshaw did not argue that the 
function was a meaningful expression of fertilizer demand. 
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His primary objective was to illustrate that the increased 
demand for fertilizer is consistent with hypotheses other than 
the declining real price of fertilizer. He concluded that the 
collinearlty among plausible shift variables is too great to 
test hypotheses explaining the increased fertilizer consump­
tion by statistical inference with a satisfactory degree of 
reliability. 
Heady and Yeh (57) estimated the demand for fertilizer 
in aggregate and for individual nutrients for the U.S. and 
for each of ten regions. Coefficients were computed by single 
equation least squares using annual data from 1910 to 1956. 
The demand quantity was considered a function of fertilizer 
and crop prices, cash receipts from farming, cropland acreage 
and time. Price elasticity of demand at the national level 
was estimated as -0.49 and -1.71 with functions utilizing 
data for 1926-56 and 1910-56, respectively. The elasticity 
for various regions ranged from -0.4 in the Northeast to -3.8 
In the Northern Plains. The coefficient for cropland acres 
was negative for the aggregate functions. Ready and Yeh 
concluded that this reflected the tendency of fertilizer to 
substitute for land In crop production. The authors consider 
several factors other than the fertilizer-crop price ratio to 
have influenced the rise In fertilizer use• The factors 
listed, e.g. the advent of new fertilizers, greater competi­
tion in sales, generally are associated with the supply side 
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of the economic structure of the fertilizer Industry. 
Specification of the demand function 
In this study the demand quantity of fertilizer is con­
sidered to be a function of relative prices, stocks of pro­
ductive assets, weather, government programs and time. As a 
measure of plant size, cropland acres might be used rather 
than the stock of productive assets. Assets are used in this 
study because: (a) cropland acreage was not a significant 
variable in the study by Heady and Yeh, and (b) assets other 
than cropland such as cash held for productive purposes, 
machinery for applying fertilizer and Investment in irrigation 
equipment may influence fertilizer sales. Limitations of 
statistical analysis precludes estimation of the effects of 
individual components of the asset structure. An additional 
reason for Included productive assets is to preserve the 
parallelism with Chapter 5. 
The demand function Is specified explicitly as 
(1) Q,Frt = f ( (ppr/I>R)t-i> (Ppy/Pp) t-1' Spf Gt» wt> ' 
The variables are defined as follows: 
QjPrt The dependent variable is a weighted two-price 
aggregate of fertilizer and lime inputs in the 
U.S. in the current calendar year (4). Crop year 
estimates are unavailable except for recent years, 
but a major portion, 75 percent, of all fertilizer 
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le sold In the first six months of the year (45, 
p. 601). Further, the correlation is approxi­
mately 0.98 between recent values of the vari­
able and fertilizer purchases on a crop year 
basis. The variable is in millions of 1947-49 
dollars. 
(PFR/PR)T-1 The past year index of the ratio of fertilizer 
and lime prices to the index of prices received 
by farmers for crops and livestock (120). PR 
rather than crop prices is used because fertilizer 
is applied on crops fed to livestock. The ex­
pected profitability of fertilizer then depends 
on livestock rather than on crop prices. 
(Ppp/Pp)%_2 The past year Index of the ratio of fertilizer 
and lime prices to the index of prices paid by 
farmers for items used in production, including 
interest, taxes and wage rates (120). Fertilizer 
price is a component of Pp, but the Influence Is 
considered small because fertilizer is a small 
proportion of all inputs. 
Spt The stock of productive assets on January 1 of 
the current year (4, 123). The assets include 
real estate, machinery, livestock and feed, and 
cash held for productive purposes. Sp is ex­
pressed in billions of 1947-49 dollars. 
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G% A current year index of the role of government 
policies on current input purchases. Years when 
acreage allotments or production controls are in 
force are given the value -1. Years when farm 
prices are supported are given the value +1. If 
supports are fixed, an additional +1 is added. 
These values are summed to form the index G (3, 
34). 
W% Stalling's index of the Influence of weather on 
farm output in the current year (108). Indices 
for 1958 and 1959 are not available from Stalling, 
but are constructed from an index of deviations 
from a linear trend of crop yields (124). 
T Time, an index composed of the last two digits 
of the current year. 
All price indices are adjusted to a 1947-49 base, i.e. 
1947-49=100. All variables are annual observations for the 
U.S. from 1926 to 1959, excluding 1942 to 1945. 
Demand equations estimated by least squares 
Table 1 contains coefficients, standard errors and re­
lated statistics for single equation estimates of fertilizer 
and lime demand at the farm level. Equations 2, 3 and 4 are 
of the "conventional" type; equation 5 contains the lagged 
dependent variable O-Frt-1* G 18 not significant in equation 
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Table 1. Demand functions for fertilizer estimated by least squ£ 
emitting 1942 to 1945; coefficients, standard errors (in p£ 
Equation 
and 
transformation 
R2 
d|C Constant StP 
2-0 0.996 1.32 -2707.45 -1.37 0.37 33.71 
0.99 (0.32) (1.64) (2.78) 
3-0 0.996 1.43 -2987.01 -1.40 1.36 35.25 
0.99 • (0.32) (1.24) (2.21) 
3-L 0.98 1.11 -5.00 -1.18 1.33 3.49 
0.98 (0.22) (0.66) (0.80) 
4-o 0.995. 1.28 -2682.06 -1.14 34.10 
0.99 (0.17) (1.84) 
U-L 0.98 0.85 -0.66 -0.793 2.83 
0.98 (0.094) (0.56) 
4-F o.48 2.18 —d -0.82 25.05 
0.44 (0.32) (6.33) 
5-0 0.99 1.58 -79.32 -0.31 
0.99 (0.22) 
5-L 0.98 1.30 1.62 -0.38 
0.98 (0.14) 
Sources and composition of the dependent variable Qp%. and the ii 
in the text. 
Equations are estimated in the transformations indicated: orig: 
values in L equations), and first differences of original values F. 
°The Durbin-Watson autocorrelation statistic d'. 
^The intercept or constant coefficient in the first difference ec 
in the 0 and L equations. The standard error of the coefficient was i 
Lmated by least squares with annual data from 1926 to 1959, a 
mdard errors (in parenthesis) and related statistics are included 
pFr/pp sp G W T QFR 
t-1 V t t t-ï 
11.2k 
(1.83) 
11.49 
(1.81) 
0.0149 
(0.0024) 
10.55 
(1.61) 
0.0126 
; 0.0023) 
17.%2 
5.26 0.90? 
(2.29) (0.061) 
0.0095 0.57 
(0.0028) (0.12) 
iable Qpj. and the indicated independent variables are discussed 
ns indicated: original values 0, logarithms L (T is in original 
riginal values F. 
first difference equation is comparable to the coefficient of T 
ne coefficient was not computed. 
f 0.37 33.71 -1.13 0.27 
Î) (1.64) (2.78) (1.23) (0.60) 
> 1.36 35.25 0.35 
!) (1.24) (2.21) (0.59) 
1 1.33 3.49 0.039 
!) (0.66) (0.80) (0.166) 
34.10 
) (1.84) 
3 2.83 
h) (0.56) 
25.05 
) (6.33) 
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2 and is dropped to form equation 3. Since the effect of 
weather on fertilizer demand is not significant, W is omitted 
in equation 4. The coefficient of the price variable Pp^/Pp 
is unstable in the first two equations in Table 1 because of 
a high correlation (r = 0.91) with Sp. After this price vari­
able and W are dropped, the remaining variables explain up to 
99 percent of the variability in fertilizer purchases accord-
p 
lng to equation 4. The high R is misleading since much of 
the variation is explained by the slowly changing and easily 
predicted structural variables Sp and T. Removal of the 
linear trends by a first difference transformation reduces 
2 
the R approximately 50 percent. 
Equation 4 indicates the fertilizer demand can be ex­
plained largely by variables lagged no more than one year. 
If equation 4 is correctly specified, a distributed lag model 
of the Koyck-Nerlove type does not seem appropriate. The 
addition of a lagged dependent variable representing past 
influences on QFr could increase the explanation of the cur­
rent demand quantity very little. Also, since the correla­
tion between QFrt and Qp^-l ls the correlation between 
Qprt-l &n& the explanatory variables in equation 4 also are 
likely to be high. 
The first three equations essentially are short run 
because of the Sp or scale-of-plant variable. To estimate 
long run elasticities and to test empirically the appro-
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prlateness of the distributed lag model, equation 5 Is in­
cluded. Again a high percent of the variability in the 
demand quantity is explained. Equations estimated In logs 
(5-L) and original values (5-0) provide different estimates 
of the adjustment coefficient.1 Time T and lagged quantity 
are correlated to the extent r = 0.95. In equation 5-0, the 
coefficient of the lagged quantity is dominant. 
2 
The high R values of equations estimated in untrans­
formed (original) data indicate that a linear function is 
satisfactory for estimating the demand for fertilizer. The 
test for autocorrelation Is Inconclusive at the 95 percent 
probability level in equation 4-0. However, the hypothesis 
of zero autocorrelation is rejected in equation 4-L. The 
first difference transformation results in a considerable 
reduction in autocorrelation according to equation 4-F — 
d* is not significant. Although the magnitudes of the co­
efficients and standard errors are altered somewhat by the 
transformation, the coefficients remain statistically signi­
ficant. The higher values of d1 in equations 5-0 and 5-L do 
not necessarily indicate less autocorrelation than In equation 
5 because the Durbin-Watson test tends to be biased when 
^The adjustment coefficient of equations estimated in 
logs and orglnal values differ somewhat in concept. In the 
logarithm equation, the coefficient is an elasticity. The 
difference in concept is not expected to explain the larger 
difference in magnitudes found in equation 5, however. 
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lagged dependent variables are Included. That Is, the auto-
regressive structure tends to be absorbed in the coefficients 
of the independent variables. The coefficients may be biased 
for this reason. 
Price elasticity of demand 
The price elasticity of short run demand for fertilizer 
and lime with respect to PFr computed from equation 4-0 is 
-0.26. The point estimate and 95 percent confidence interval 
of short run price elasticity given by equation 4-L is-0.79 
± 0.19. An average of these estimates -0.5 agrees with the 
results obtained by Grillches and with the lower result 
obtained by Heady and Yeh. It may be reasonable to conclude 
that a one percent decrease in fertilizer price (or a one 
percent increase in prices received by farmers) tends to be 
associated with a one-half percent Increase in fertilizer 
purchases by farmers In the short run. 
The simple correlation between (PFr/PR)t_1 and Spt (or 
T) approximately is 0.70, and there appears to be sufficient 
Independent variation in price to obtain a reliable estimate 
of the short run price elasticity. The simple correlations 
between the trend variables Sp, T and Qprt-1 are Quite high, 
however. This precludes placing a high degree of confidence 
In estimates of long run price elasticities whether estimated 
by (a) a recursive form such as equation 4 or (b) the dis-
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tributed lag model such as equation 5. Long run elasticities 
are computed from these equations, nevertheless, but should 
be regarded as hypotheses rather than as final, exact esti­
mates. Equation 4 indicates that the long run elasticity 
with respect to Ppr is no greater than the short run elastic­
ity. Equation 4-L implies that a one percent increase In Sp 
increases fertilizer consumption over two percent. Equation 
28, Chapter 9 Indicates that the long run elasticity of Sp 
with respect to Pft/Pp is nearly unitary. Hence, the long run 
elasticity of Qpr with respect to PR/Pp potentially is greater 
than two. The "long run" is very distant — equation 28, 
Chapter 9 indicates that 20 years are required to make 90 
percent of the long run adjustment. Equation 5-L indicates 
that the adjustment coefficient is 0.43. The short run elas­
ticity with respect to P^/Ppp is -0.4, and that long run 
elasticity is -0.9 according to equation 5-L. It is inter­
esting to note that despite the difference in magnitude of 
the adjustment coefficients In equations 5-0 and 5-L, the 
estimated long run elasticities with respect to Ppr/PR are 
similar, i.e. -0.8 and -0.9, respectively. 
Shifts In demand 
To interpret the coefficient of Sp strictly as a comple­
mentarity of fertilizer sales with growth of the farm plant, 
is somewhat restrictive. In reality, Sp is correlated with 
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the time variable. Both variables are correlated with gradual 
changea in the structure of fertilizer demand which, though 
important, could not be introduced into the demand equation. 
Since the specification is not complete, It is advisable to 
interpret the coefficients of the two variables collectively, 
rather than individually. 
Influences represented by Sp and T exert a large impact 
on the demand quantity. Consider the standard partial re­
gression coefficients of the variables in equation 3-0: 
-0.12 for (PFr/PR)0.67 for Spt and 0.24 for T. These 
results indicate that the relative impact of short run price 
is less than that of Sp and T on fertilizer consumption. The 
actual proportion of a secular increase in fertilizer consump­
tion attributed to a variable depends on the movement of the 
variable through time as well as on the regression coeffi­
cient. The real price of fertilizer PFr/PR declined slightly 
over 30 per cent from 1926 to 1959. If the real price of fer­
tilizer is set at the 1959 value and other variables are set 
at the 1926 values, equation 4-0 indicates that the demand 
quantity would be only 30 percent greater than the predicted 
1926 quantity. The implication is that over 400 of the 512 
percent increase in fertilizer consumption from 1926 to 1959 
remains to be explained by variables other than short run 
price. The correlation between the price variable and the 
two trend variables Sp and T is not high and does not preclude 
a reliable estimate of short run price on the demand quantity. 
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Unfortunately, variables such as Qprt_i and Spt Included in 
the demand function to estimate the long run price effects 
are highly correlated with other trend variables. It is 
necessary, therefore, to include the long run price influ­
ences with other factors In an "aggregate" explanation of the 
secular rise in fertilizer consumption. 
Many important, gradual influences other than short run 
price are reflected in the coefficients of Sp and T. Some are 
technological, others must be classified more broadly. As the 
nutrient levels in virgin soils decline, the demand curve for 
fertilizer shifts upward. Introduction of hybrid seeds, 
drainage of wet areas, and irrigation also increase the re­
sponse of crops to fertilizer and raise demand. The efforts 
of extension services, high schools and college agricultural 
classes and other educational groups have brought an increas­
ing awareness of potential returns from fertilizer. Improved 
farm machinery for applying fertilizer, liquid nitrogen and 
bulk spreading by commercial firms also should not be over­
looked. Competition is another factor responsible for in­
creased fertilizer consumption. Farmers .must use efficient 
farming practices to pay their bills and provide good livings 
for their families especially during periods of declining 
relative farm prices. Thope who are not efficient tend to be 
forced out and gradually replaced by farmers who are more 
efficient — who use more fertilizer. It is notable that 
increases in farm size are correlated very highly with Sp. 
169 
Better farm managers may not only Increase per acre fer­
tilizer application on crops which respond well to fertilizer, 
but they also intensify the rotation toward these crops. For 
example, there is a trend in Iowa toward rotations containing 
a higher proportion of corn. Undoubtedly, there is some 
interaction between prices and structural changes indicated 
above- Because of collinearity among explanatory variables 
other than short run price in the demand function, the rela­
tive impact of long run price influences, technology and other 
influences cannot be determined precisely. The above discus­
sion suggests that all have been important influences on the 
secular rise in fertilizer consumption. 
Trends and projections 
Figure 1 indicates that purchases of fertilizer rose 
steadily from 1926 to 1960 with the exception of the depres­
sion years of the early 1930's. The Increase Is approximately 
linear during the postwar period. Barring changes in struc­
ture, a linear extension of the postwar trend could provide 
a useful estimate of demand quantities in the near future. 
The predicted quantities from equation 4-0 fit the actual 
observations reasonably well. In recent years, a tendency 
exists to underestimate fertilizer purchases. The extra­
polated estimate of 1960 purchases from equation 4-0 under­
estimates actual purchases by approximately three percent. 
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Figure 1. Trends In purchases of fertilizer Qpr from 1926 to 
1960, showing actual values; and predicted and 
projected estimates from equation 4-0 
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Perhaps acreage restrictions encouraged substitution of fer­
tilizer for cropland. Failure to account for this structural 
change in equation 4-0 may explain the tendency for predicted 
purchases to be lower than actual purchases in recent years. 
Purchases are projected to 1965 assuming prices are aver­
ages of the 1955-59 period. Two estimates of Sp are used in 
equation 4-0. The lower estimate based on USDA (7-3) projec­
tions is 112.4 billion 1947-49 dollars by 1965. This esti­
mate also agrees with the predicted level of stock from in­
vestment equation 23, Chapter 9, assuming farm Income remains 
at 1955-59 levels. The higher estimate, 114.4 billion 1947-49 
dollars, is based on a second investment function which in­
cludes an accelerator coefficient (of. equation 28, Chapter 
9). Stocks are estimated from this investment equation based 
on a USDA (73) projection of an eight percent increase in 
farm output by 1965. 
The projected estimates from equation 4-0 shown in 
Figure 1 are made on the assumption that parameters of the 
fertilizer demand function for 1926 to 1959 remain unchanged 
until 1965. Under the stated conditions, purchases of ferti­
lizer in 1965 is expected to be 12 percent and 17 percent 
over predicted 1960 levels for 8^ equal to 112.4 and 114.4, 
respectively. The confidence limit of the estimates are not 
computed, but are expected to be large for extrapolations 
several years ahead. Nevertheless, on the basis of strong 
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past trends and projections from equation 4-0, a large In­
crease in fertilizer demand is expected by 1965. 
Demand for Seed 
From 1926 to 1959, purchases of seed increased over 200 
percent, or at an average compound rate of 3.5 percent per 
year. Substitution of purchased seed for farm produced seed 
is an important aspect of the changing structure of American 
agriculture. The role of prices and other influences in the 
demand function for seed are examined in this section. 
Although there have been no previous estimates of the 
demand function for seed in the U.S., Griliches (48), explored 
the factors responsible for the differential rate of adoption 
of hybrid corn in a study published in 1957. He fitted the 
logistic curve to data from crop areas in several states. 
The rate of adoption was found to be a function of the rela­
tive profitability of hybrid corn, market density, corn acres 
per farm, date of origin of hybrid introduction and other less 
Important factors. 
Specification of the demand function 
These variables provide a basis for the specification 
of the seed demand function. The relative profitability of 
seed Is indicated by price variables. At a national level, 
several of these influences have appeared gradually and can 
be represented by a time variable. The lag effect may be 
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accommodated by lagging the dependent variable. In the fol­
lowing analysis, the quantity of seed purchases Is estimated 
as a function of the ratios of seed prices to prices received 
and to prices paid, the scale of the agricultural plant, 
government policies, weather and slowly changing factors 
represented by the time variable. The variables are defined 
as follows: 
The dependent variable Is the annual seed pur­
chases by U.S. farmers during the current year 
in millions of 1947-49 dollars (120, 121). 
Inter-farm sales are included. The variable is 
computed by dividing total farm expenditures for 
seed by the index of prices paid by farmers for 
seed. The implicit price deflator converts 
expenditure data to "quantity" measured in con­
stant 1947-49 dollars. An estimate of the actual 
quantity of seed Inputs was unavailable. 
(Pgd/Pfl)t_i An Index of the past year ratio of seed prices to 
prices received by farmers for crops and live­
stock (120). Livestock prices are included be­
cause for many crops fed to livestock, the crop 
price is not the only decision variable. 
(PSd/Pp)t_i An Index of the past year ratio of seed price to 
prices paid for items used In production, in­
cluding interest, taxes and wage rates (120). 
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All price indices are adjusted so that the 1947-49 aver­
age is 100. Four additional variables Spt, Gt and T are 
specified in the demand function. The logic and sources of 
these variables are discussed in the previous section on fer­
tilizer demand. The equations are estimated with annual U.S. 
data from 1926 to 1959, excluding the war years 1942 to 1945. 
The data are not considered adequate for estimating demand 
equations over alternative time periods. 
The estimated demand equations 
The coefficients, standard errors and other statistics of 
single equation estimates of seed demand from the foregoing 
data are presented In Table 2. A large percent of the annual 
variation (R2 = 0.94) is explained by the six independent 
variables in equation 6-0. The institutional variable G is 
significant at the 95 percent probability level. The approxi­
mate nature of the variable prohibits placing great reliance 
on the coefficient. The significance of the coefficient is 
not surprising, since acreage restrictions that reduce crop­
land acres would be expected to reduce seed demand because 
seed Is a complement of land. Due to the somewhat dubious 
construction of the G variable, it is dropped to form equation 
7. The coefficients of the weather variable are not signifi­
cantly different from zero• If weather affects seed demand, 
the specifications of equations 6 and 7 are unable to detect 
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Table 2. Demand functions for seed estimated by least square 
19k2 to 19k5> coefficients, standard errors (in parenth 
Equation 
and b 
transformation 
R2 
and 
R d'C Constant 
Psd/PR 
t-1 
Psd/Pp 
t-1 
' 
6-0 0.9$ 1.29 -156.93 0.80 0.ii7 -3 
0.9k (0.84) (0.76) (2 
7-0 0.9k 1.09 -61.57 -0.59 1.55 -li 
0.93 (0.73) (0.72) (2 
7-L 0.92 1.30 It.23 -0.12 0.43 -1 
0.91 (0.25) (0.19) (o-
8-0 0.93 0.63 -322.6k -0.31 2.02 
0.92 (0.7k) (0.69) 
8—L 0.90 0.69 0.76 0.02b 0.56 
0.09 (0.259) (0.19) 
9-0 0.93 0.61 -357.38 1.93 
0.93 (0.65) 
9-L 0.90 0.69 0.81 0.57 
0.89 (0.18) 
9-F 0.33 2.25 __d 1.8k 
0.30 (0.52) 
10-0 0.97 2.03 -229.75 1.80 
0.96 (0.1*7) 
10-L 0.95 2.21 -0.23 0.52 
0.9k (0.1L) 
aSources and composition of the dependent variable Qgd and th 
discussed in the text. 
^Equations are estimated in the transformations indicated: c 
original values in L equations), and first differences of original 
°The Durbin-Watson autocorrelation statistic d'. 
^The intercept or constant coefficient in the first differenc 
of T in the 0 and L equations. The standard error of the coeffici 
itimated by least squares with annual data from 1926 to 1959, omitting 
tdard errors (in parenthesis) and related statistics are included3 
Pgd/PR Psd/Pp Sp G W T Qsd 
t-1 t-1 t t t t-1 
0.80 0.47 -349 2.89 0.85 16.02 
(0.84) (0.76) (2.28) (1.08) (0.67) (1.87) 
-0.59 1.55 -4.43 0.88 17.28 
(0.73) (0.72) (2.52) (0.75) (2.03) 
-0.12 0.43 -1.81 0.19 0.0222 
(0.25) (0.19) (0.72) (0.21) (0.0027) 
-0.3I 2.02 14.35 
(0.74) (0.69) (0.91) 
0.02B 0.56 0.0162 
(0.259) (0.19) (0.0012) 
1.93 14.55 
(0.65) (0.76) 
0.57 0.0162 
(0.18) (0.0010) 
1.84 17.20 
(0.52) ~A 
1.80 5.70 0.62 
(0.47) (1.84) (0.12) 
0.52 0.0064 0.60 
(0.14) (0.0022) (0.13) 
lent variable Q55 and the indicated independent variables are 
formations indicated: original values 0, logarithms I (T is in 
differences of original values F. 
itistic d'. 
b in the first difference equation is comparable to the coefficient 
rd error of the coefficient was not computed. 
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It. The coefficient of Sp is not significantly different from 
zero in equations 6-0 and 7-0 and is just significant st the 
95 percent level in equation 7-L. The low significance of Sp 
in the equations in original values, the relatively high cor­
relation with T and the questionable sign of the coefficient 
suggest dropping the variable (and Yf) to form equation 8. 
The omission of the variables reduces the only slightly 
and increases the magnitude and significance of the coeffi­
cient of (Pgçj/Pp)t—l* The coefficients of (PSd/PR) are 
not significantly different from zero in equations 6, 7 and 
8. Thus, the variable is dropped — the result is equation 
9. The two variables (Pga/Pp)t-1 and ^ predict seed purchases 
very well• The coefficients of both variables are significant. 
Unfortunately, autocorrelation in the residuals has in­
creased considerably as variables are dropped. The presence 
of autocorrelation as measured by d1 is inconclusive in equa­
tions 6 and 7, but significant in equations 8 and 9. Equation 
9-F, estimated in first differences of original values, re­
duces autocorrelation to a non-significant level. The magni­
tude and significance of the price coefficients in equation 
9-F and 9-0 are not appreciably different. 
Statistical properties of equation 10, estimated with 
lagged Qga, and considerations from previous analysis indi­
cate that the distributed lag equation may be a useful model 
of seed demand. The R2 is increased, autocorrelation is 
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reduced (the test is biased, however) and significance of the 
price coefficients is greater in equation 10 than in equation 
9. The lagged adoption of new seed varieties because of 
limitations on seed stock expansion, or lack of awareness and 
cautious recognition of new varieties by farmers may justify 
the lagged adjustment model. The coefficients indicate that 
approximately 40 percent of the adjustment to equilibrium 
prices and technological conditions indicated by T are made 
in the short run. 
Price elasticity of demand 
The equations in Table 2 indicate that the price elas­
ticity of seed demand with respect to prices received by 
farmers is zero. That an increase in seed prices relative 
to prices received would depress seed purchases very little 
seems reasonable from considerations of the production pro­
cess. There are no important substitutes for seed in the 
production process. If production Is to occur at all, the 
farmer must use seed. Seed purchases are a small portion of 
total production costs, hence, a change In seed price would 
not be expected to influence the profitability of production 
appreciably. Furthermore, the complementarity of seed with 
the relatively fixed land input also causes stability in seed 
sales. Land inputs have a low reservation price and tend to 
be fixed in the short run. 
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The coefficient of Pg^/Pp is not significantly different 
from zero in equation 6. If the equation is the correct 
specification, changes in seed prices with respect to other 
input prices can be expected to result in little change in 
seed purchases. In the remaining equations in Table 2, how­
ever, the coefficient of the variable is significant. The 
significant coefficient may be reflecting the influence of 
variable G, omitted in equations 7 to 10. Pgd/Pp contributes 
significantly to the explanation of Qgd and is useful from 
a positivistic, predictive standpoint. But additional anal­
yses are needed to determine the structural role of the vari­
able in the demand function. 
Shifts in demand 
Structural changes account for a major portion of the 213 
percent growth in seed demand from 1926 to 1959. The dominance 
of time in the demand equation 12-0 is illustrated by the 
standard partial regression coefficients 0.15 and 0.97 for 
Pgd/Pp and T, respectively. If price is at the 1959 level 
and T is at the 1926 value, the demand quantity would be 
approximately 14 percent less than the predicted quantity for 
1926 in equation 12-0. Nearly the entire 3.5 percent annual 
compound increase in demand must be explained by structural 
rather than price changes. 
The most important element in the changing structure of 
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the seed market is the introduction of hybrid corn and other 
improved seed varieties. The improved seeds are more re­
sistant to enemies of crops such as insects and fungi. In 
many instances, improved varieties not only maintain yields 
against natural enemies, but their genetic vigor provides 
opportunities for raising yields. 
Factors other than improved seeds have been important 
in explaining the growth of seed purchases from 1926 to 1959. 
Equation 10 indicates that lagged adjustment to price and 
technology also helps explain the greater demand in 1959. 
Other factors responsible for the rising demand for purchased 
seed are the weakened resistance of farm produced seeds to 
natural enemies, shifts toward more seed intensive rotations, 
and improved management encouraged by the cost-price squeeze-
Trends and projections 
Figure Indicates that seed purchases remained relative­
ly stable during late 1920's and early 19-30' s. Purchases 
rose sharply after the depression and continued to increase 
in the postwar years, but at a lower rate. Predicted values 
of seed purchases from equation 10-0 provide reasonable 
approximations to the actual values. Extrapolation of the 
quantity estimate for 1960 from past data underestimated the 
actual 1960 purchases by two percent. 
Seed purchases are estimated for 1965 from equation 
10-0. The estimated quantity, 706 million 1947-49 dollars, 
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Figure 2. Trends in purchases of seed Qg<j from 1926 to I960, 
showing actual values ; and predicted and projected 
estimates from equation 10-0 
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la 12 percent above the 1960 predicted level. The projection 
is baaed on the assumptions that prices will remain at aver­
age 1955-59 levels, and that the structure will continue to 
change as indicated by the time coefficient. 
Because errors tend to accumulate in equations such as 
10-0 containing lagged dependent variables, caution must be 
used in interpreting projections several years in advance. 
It may be of some assurance to note that the projected esti­
mate for 1965 is comparable to a linear extension of the 
postwar trend in seed purchases. 
Demand for Machinery Supplies 
Inputs of machinery supplies, including fuel, oil, lubri­
cation and repairs, increased 365 percent from 1926 to 1959. 
The average compound rate of increase was 4.8 percent per year. 
Undoubtedly, the growth in purchases of machinery supplies has 
been closely associated with the growth of machinery inven­
tories because of the complementarity between the inputs. 
Other factors such as price may also have been important in 
the changing demand structure for machinery supplies. The 
purpose of this section is to analyze the role of prices and 
other factors in determining the demand quantities of machin­
ery supplies. 
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Specification of the demand function 
The demand quantity of machinery supplies is considered 
a function of current and past year prices of machinery sup­
plies, prices received by farmers, prices paid by farmers for 
production items, the stock of productive assets, government 
agricultural policies, weather and gradually shifting influ­
ences represented by a time variable. 
Due to the anticipated strong complementarity between 
machinery stocks and machinery operating Inputs (supplies), 
the specification of machinery stocks in the demand function 
is advisable. Productive assets other than machinery stocks 
also influence sales of machinery supplies, but due to the 
high correlation between machinery inventories and other com­
ponents of productive assets, it is feasible to include only 
one variable. The included variable, total stocks of produc­
tive assets Sp, is correlated with machinery stocks from 1926 
to 1959 to the extent r = 0.98. Thus the coefficient of Sp 
in the demand equation must be Interpreted as the Joint in­
fluence of machinery stocks and other productive assets on 
the demand quantity. 
The variables In the demand function are: 
The dependent variable is the annual U.S. pur­
chases of machinery supplies during the current 
calendar year in millions of 1947-49 dollars 
(4). Machinery supplies included fuel, lubrica-
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tlon, oil and repairs of motor vehicles and 
other farm machinery used for productive pur­
poses. 
The current year index of the ratio of prices 
paid by farmers for motor supplies to prices 
received by farmers for crops and livestock 
(120). Both current and past year prices are 
included in the demand function. 
The past year index of the ratio of prices paid 
by farmers for motor supplies to prices paid by 
farmers for items used in production, including 
interest, taxes and wage rates (120). 
The demand function also includes an index of government 
policies G, a weather index W, the stock of productive assets 
on January 1, Sp, and a time variable T. The logic and 
sources of these variables is discussed in more detail In the 
section on demand for fertilizer. 
The estimated demand equations 
Equation 11-0 in Table 3 contains current and past prices 
of motor supplies and other variables which together explain 
99 percent of the variation around the mean of . If 
government policies Influence demand for machinery supplies, 
it is not apparent from the insignificant coefficient of G 
In equation 11-0. The variable Is dropped to form equation 
(pMs/pR>t 
(pMs/pp)t-l 
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Table 3* Demand functions for machinery supplies Q#g estimated by lei 
omitting 191+2 to 1945j coefficients, standard errors (in pa] 
Equation 
and 
transformation 
R2 
d,c Constant 
PMS/PR 
t 
PHS/PR 
t-1 
WPP 
t-1 
11-0 0.99 U.96 -798.38 -2.02 0.78 -7.72 
0.99 (0.64) (0.86) (2.42) 
12-0 0.99 0.97 -162.97 -2.28 0.95 -10.00 
0.99 (0.62) (0.87) (1.84) 
12-L 0.996 1.23 4.05 -0.298 -0.067 -0.72 
0.995 (0.072) (0.109) (0.18) 
13-0 0.99 0.98 -383.08 -1.47 -7.95 
0.99 (0.67) (2.10) 
13-L 0.99 1.25 3.91 -0.412 -0.49 
0.99 (0.091) (0.22) 
14-0 0.99 0.91 -270.65 -1.79 -8.56 
0.99 (0.41) (1.25) 
14-L 0.99b 0.90 4.3u -0.336 -0.80 
0.995 (0.049) (0.12) 
15-0 0.997 1.29 350.56 -1.11 -I.75 
0.996 (0.25) (1.13) 
15-L 0.990 1.45 1.16 -0.264 0.046 
0.998 (0.029) (0.148 
16-0 0.997 1.29 143.95 -1.20 
0.996 (0.25) 
16-L 0.998 1.40 1.33 -0.264 
O.990 (0.028) 
^Sources and composition of the dependent variable and the i: 
the text. 
^Equations are estimated in the transformations indicated: orig: 
values in L equations). 
cThe Durbin-Watson autocorrelation statistic d1. 
estimated by least squares with annual data from 1926 to 1959, 
d errors (in parenthesis) and related statistics are included^ 
*Ms/pR 
t-1 
%s/pp 
t-1 
G 
t 
v; 
t t-i 
0.78 -7.72 22.55 3.82 1.09 26.58 
0.86) (2.42) (4.68) (2.71) (1.22) (3.63) 
0.95 -10.00 19.16 1.14 26.58 
0.87) (1.84) (4.10) (1.24) (3.70) 
0.067 -0.72 0.27 0.084 0.01448 
0.109) (0.13) (0.25) (0.067) (0.00096) 
•1.47 -7.95 17.78 31.66 
0.67) (2.10) (4.85) (4.15) 
•0.412 -0.49 0.21 0.0159 
0.091) (0.22) (0.31) (0.0011) 
-8.56 19.80 27.82 
(1.25) (k.02) (3.46) 
-0.80 0.29 0.01423 
(0.12) (0.24) (0.00092) 
-I.75 9.35 0.765 
(1.13) (3-1*7) (0.077) 
0.046 0.0044 0.72 
(O.148) (0.0016) (0.11) 
6.63 0.855 
(3.02) (0.050) 
0.00479 0.690 
(0.00091) (0.044) 
.e and the indicated independent variables are discussed in 
.ndicated: original values 0, logarithms L (T is in original 
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12. The coefficient of the past year price of motor supplies 
relative to prices received is not significantly different 
from zero. The complete dominance of current price over past 
year price is inconsistent with a priori considerations. 
The magnitude of the (PMS/PR)t-1 coefficient may partially 
be explained by high correlation (r = 0.89) between current 
and past year price. That Is, the current price variable 
tends to absorb the effect of past year price. A similar 
result is avoided for the second major price variable P^g/Pp, 
by Including only past year price. It is impossible to dif­
ferentiate effects of the variable by years because of the 
high correlation (r = 0.96) between current and past year 
values of P^g/Pp• 
The tendency for current or past year price to absorb 
the effect of the other in regression analysis is apparent in 
equations 11, 13 and 14. The insignificant weather variable 
W and current price are deleted from equation 12 to form equa­
tion 13. Equation 14 is similar to equation 13, with current 
values substituted for past values of P^/PR' The coefficient 
of (PMS/^R)t-1 18 negative and significant in equation 13 
although It was not significantly different from zero In 
equation 12. The significance of the coefficient is less than 
the significance of the coefficient of current price in equa­
tion 14, however. Equation 13 is useful for predictive pur­
poses when current price is unknown. If current and past 
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year prices continue to be related, prediction from past 
prices can be made with suitable accuracy. 
All coefficients are significant In equations 13 and 14 
except the coefficient of Sp In the equations estimated in 
logarithms. Sp is specified in the demand function to re­
flect the influence of durable assets, particularly machinery 
inventories, on the demand for machinery supplies. Previous 
knowledge of the complementary relationship between machinery 
inventories and purchases of Q^g suggests a significant posi­
tive coefficient of Sp is appropriate. From this standpoint, 
the equations in original values are more acceptable. But 
the equations estimated in logarithms display less autocorre­
lation as indicated by d1. The test of the null hypotheses 
that the residuals are uncorrelated in the logarithm equations 
is inconclusive In equations 12-L and 13-L, but is rejected 
at the 95 percent level in equation 14-L. 
Equations 15 and 16 are equivalent to equation 14 with 
the lagged quantity substituted for Sp to form an alternative 
estimate of the long run properties of the demand function. 
Equations 11 to 14 Indicate that the distributed lag model 
may be inappropriate because a large proportion of the vari­
ation in demand quantity Is explained by variables lagged no 
more than one year. The coefficient of (Pms/Pr)t is rela­
tively stable and significant In the difference equation 15. 
The coefficient of (P^g/Ppit-i is Insignificant, however, 
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possibly because of Inappropriate model specification. The 
latter variable is omitted in equation 16. All variables are 
significant and possess the anticipated signs. Together the 
variables explain over 99 percent of the annual variation 
about the mean of %g. The distributed lag equation 15 indi­
cates that about 25 percent of the adjustment %g to the 
equilibrium level is made in the short run. 
Price elasticity of demand 
From Table 3, the estimated price elasticity may be 
computed with respect to each of the price variables PR, Pp 
and P^g. Considering first Pj^g, the total price elasticity 
of demand with respect to P%g is the sum of the direct com­
ponent (PR) and the substitution component (Pp). On the basis 
of equation 14-0, the estimated total elasticity with respect 
to P^g Is -0.&2 (the direct component) plus -0.82 (the sub­
stitution component) or -1.0. Similarly, the estimated elas­
ticity from equation 14-L is -O.o4 (the direct component) 
plus -0.80 (the substitution component) or -1.1. It may be 
noted that these estimates sre comparable to the long run 
estimates of elasticity with respect to P%g from equations 
16-0 and 16-L of -1.0 and -0.9, respectively. 
Equation 14-0 indicates that the short run demand elas­
ticity with respect to P% is 0.22. The same equation in 
logarithms gives a point estimate and confidence interval of 
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-0.34 + 0.10. The results imply that the short run price 
elasticity with respect to approximately is 0.3. The long 
run elasticity Is much greater, however. A sustained rise in 
prices received by farmers Increases machinery stock from two 
to three percent according to Chapter 8. Because equation 
14-0 indicates that a one percent rise in Sp raises demand 
for Q^s more than one percent, the demand elasticity of 
machinery supplies may be more than two In the long run. 
Purchases of motor supplies are more sensitive to than to 
P^g In the long run because of the complementarity of the 
input with durables, particularly with machinery. The long 
run Is more than 10 years according to Chapter 8, however. 
Shifts In demand 
Equation 14-0 indicates that if prices are at 1959 
levels, other variables at 1926 levels, the quantity demanded 
of machinery supplies would be 119 percent greater than the 
predicted 1926 demand quantity. Even if allowances are made 
for lagged adjustment to short run price changes, it is 
likely that much of the 365 percent increase in demand would 
remain to be explained by factors other than price. The 
strongest influence on demand for machinery supplies has been 
the rising investment in farm machinery, particularly motor 
vehicles. The complementarity between machinery stock and 
Qjjg is indicated by the positive coefficient of Sp and T. 
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Due to incomplete specification and correlations among trend 
variables, the exact influence of machinery investment on 
purchases of supplies is not ascertainable. Stock of all 
farm machinery increased nearly 150 percent from 1926 to 1959. 
If purchases of machinery supplies increase accordingly, this 
would explain a considerable portion of the total increase 
in demand for machinery supplies. 
After exhausting the (a) short run price and (b) com­
plementarity with machinery inventories hypotheses, approxi­
mately one-third of the total increase in annual sales re­
mains to be explained by additional influences. One import­
ant influence is the Increased requirement of fuel and oil 
per unit of machinery stock. As motor vehicles become a more 
prominent component of machinery stock, requirements for 
gasoline and oil increase. Also, more Intensive tillage prac­
tices require additional operating inputs. 
The role of technology in the demand for motor supplies 
appears to be primarily indirect. Rather than direct improve­
ments in repairs, fuels, oils and lubricants, the improvements 
have been indirect through more efficient engines, more dur­
able, convenient machines, and machinery designed for new 
uses « 
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Trends and projections 
Except for a small dip during the early 1930's, the 
quantity of machinery supplies purchased by farmers has in­
creased steadily until 1949 (Figure 3). From 1950 to the 
present, the upward trend does not appear to be as dominant, 
and some slight setbacks in sales have occurred. The pred-
dlcted values of annual purchases from equation 13-0 provide 
reasonable approximations to the actual data. The equation 
predicts the downturns in the early 1930's, in 1950 and 1954, 
but does not correctly gage their magnitudes. The extra­
polated demand "quantity11 in 1960 is £415 million 1947-49 
dollars, and is three percent greater than the actual esti­
mate of 2341 million 1947-49 dollars. The "actual" estimates 
are often revised and the percent of error may change. 
Assuming prices are at average 1955-59 values, that stocks of 
productive assets increase to 112.4 billion 1947-49 dollars 
by 1965, and that the Influence of technology and other vari­
ables represented by the time variable continue as in the 
1926-59 period, purchases of Q^g totalling 2622 million 
1947-49 dollars are estimated for 1965. If productive assets 
Increase to 114.4 billion 1947-49 dollars, the projected 
estimate of machinery supply purchases is 2659 million 1947-49 
dollars by 1965. The estimates are nine and 10 percent, re­
spectively, above 1960 predicted levels. The projections are 
approximately equivalent to estimates that would be found by 
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a linear extension of the postwar trend. Of course, the 
validity of the projections are subject to conformity with the 
underlying assumptions of the model. 
Demand for Purchased Feeds 
Feed purchases, measured in constant 1947-49 dollars, 
Increased 218 percent from 1926 to 1959. The compound rate 
of growth was 3.6 percent per year. In this study, feed pur­
chases include feed grains and protein feeds. Many of the 
components of operating Inputs such as fertilizer and motor 
supplies sire produced completely by the non-farm sector. 
Feeds, and to some extent seeds, even when purchased from 
non-farm sources usually contain important Ingredients pro­
duced on farms. It Is not surprising, therefore, to observe 
that the Index of the ratio of prices paid for feed to prices 
received by farmers for crops and livestock has been quite 
stable since 1926. The index in 1926 was 98.9 and in 1959 
was 97.4. The ratio of prices paid for feed to prices re­
ceived for livestock displays a similar lack of trend, but 
annual variations in the series provide a basis for apprais­
ing the effects of prices on demand quantities of feed, 
Hlldreth and Jarret estimated the demand for feed grains 
by single and simultaneous equations (61). They specified 
the following variables in the demand equations: the quan­
tity of feed grains fed, feed grain price, livestock price, 
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protein price, beginning year animal units of livestock, and 
roughage consumed by livestock. In the single equations, the 
quantity of feed grains fed to livestock was the dependent 
variable. Additional details of their study including elas­
ticity estimates are discussed later in this section. 
Specification of the demand function 
In this study, the quantity demanded of feed by farmers 
is estimated as a function of feed prices, livestock prices, 
prices paid by farmers, stocks of productive assets, govern­
ment policies, weather and time. The specification is some­
what similar to that of HIIdreth and Jarret except prices 
paid Pp are Included rather than protein prices, and inven­
tories of productive assets are substituted for livestock 
Inventories. The model in this study contains no estimate 
of roughage consumption, but contains variables G, W and T 
representing the Influence of institutions, weather and tech­
nology on feed demand. Sp is highly correlated with livestock 
inventories (r = 0.91), thus the coefficient of Sp broadly may 
be interpreted as the effect of livestock inventories as well 
as other assets on feed demand. 
The exact form and sources of the variables in the feed 
demand function are as follows: 
The dependent variable Is the purchases of feed 
by the U.S. farmers during the current calendar 
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year In millions of 1947-49 dollars (120, 121)• 
The "quantity" is derived by dividing expenditure 
data by prices paid by farmers for feed. Inter-
farm sales are included. The estimate includes 
protein and feed grain purchases. 
(PFd/PR)t The current year index of the ratio of prices 
paid by farmers for feed to prices received by 
farmers for crops and livestock (120). Both 
current and past year prices are included in the 
demand function. 
(Ppd/PLls.)t The current year index of the ratio of prices 
paid by farmers for feed to prices received by 
farmers for livestock (120). The past year 
index is also included in the demand function. 
^Fd^P^t-l The Past Year index of the ratio of prices paid 
by farmers for feed to prices paid by farmers 
for items used In production, interest, taxes 
and wage rates (120). 
Productive assets Sp, an index of government programs G, 
weather W and a time variable T also are Included in the 
demand function. The sources and logic of these variables 
are discussed in more detail in the section on fertilizer 
demand. All equations are estimated with annual data from 
1926 to 1959, excluding the war years. 
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The estimated demand equations 
The Independent variables In equations 17 and 18 of Table 
4 explain a large proportion (R^ = 0.97) of the annual vari­
ation about the mean of Current and past prices, stocks 
of productive assets and time primarily are responsible for 
the high R^. Coefficients of G, W and Pp&/Pp are not signifi­
cant in equations 17 and 18. Insignificance of the coeffi­
cients is not certain evidence that the effects the variables 
are Intended to represent do not influence demand. The re­
sults only indicate that given the form of the variables, 
coefficients of the magnitudes indicated occur frequently 
when the true coefficients are zero. Other variables repre­
senting the same influences but constructed differently might 
exert a significant Influence on feed demand. 
Because the demand for feed primarily is derived from the 
demand for livestock, Py^ is substituted for PR in the remain­
ing equations in Table 4. Equation 19 is the result of this 
substitution and the deleting of insignificant variables from 
equations 17 and 18. The coefficients of current and lagged 
price Ppd/pLk are le8s significant in equation 19 than are 
comparable coefficients of Ppa/PR In equation 17. Based on 
the results in equation 20, the significance of current and 
lagged price variables is inconclusive. The time coefficient 
appears to dominate the Sp coefficient in equations 19-L and 
19-F. The instability of the coefficients of Sp and T may be 
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Table 1*. Demand functions for feed Qpd estimated by least squares with annual data 
19i|2 to 19U5> coefficients, standard errors (in parenthesis ) and related s 
Equation 
and 
transformation 
R2 
d'c Constant 
pFd/pR 
t 
pFd/pR 
t-1 
pFd/pLk 
t 
FFd/pLk 
t-1 
PF 
17-0 0.98 1.05 800.06 -18.78 -27.10 
0.97 (8.67) (8.37) 
18-0 0.98 1.02 2117.02 -2U.10 -25.80 -3 
0.97 (8.13) (8.52) (5 
19-0 0.96 0.75 -3809.j5 -11.09 -8.9k 
0.95 (5.03) (5.20) 
19-L 0.94 0.71 2.56 -0.62 -0.70 
0.93 J (0.29) (0.30) 
19-F 0.21 1.50 U -2.31 -8.1.8 
0.12 (3.27) (3.31) 
20-0 0.98 1.7k 119.1*6 -3.39 -3.20 
0.98 (3.60) (3.7k) 
20-1 0.97 1.68 2.16 -0.23 -0.37 
0.97 (0.20) (0.21) 
21-0 0.98 1.73 -HOi.15 -It.19 
0.98 (3.58) 
21-L 0.97 1.65 1.73 -0.43 
0.97 (0.20) 
a 
Sources and composition of the dependent variable Qpj and the indicated indepei 
^Equations are estimated in the transformations indicated: original values 0, " 
and first differences of original values F. 
cThe Durbin-Watson autocorrelation statistic d1. 
^The intercept or constant coefficient in the first difference equation is corap; 
The standard error of the coefficient was not computed. 
with annual data from 1926 to 1959, omitting 
sis) and related statistics are : included 
/Plk pFd/pLk 
pFd/pp sp G W T 9Pd 
t t-1 t-1 t t t t-1 
39.53 -7.33 3.57 70.79 
(15.75) (7.08) (4.64) (12.53) 
-3.23 35.66 -7.19 73-18 
(5.47) (17.15) (7.28) (13.10) 
.09 -8.94 70.27 57.03 
.03) (5.20) (16.90) (14.21) 
.62 -0.70 1.55 0.0116 
.29) (0.30) (0.75) (0.0029) 
.34 -8.48 -14.14 94.03 
.27) (3.31) (38.62) __d 
.20 31.02 0.765 
.74) (10.62) (0.096) 
.37 0.0065 0.64 
,21) (0.0019) (0.10) 
.19 29.63 0.788 
.58) (10.69) (0.092) 
.43 0.0062 0.674 
,20) (0.0019) (0.099) 
î indicated independent variables are discussed in the text. 
•iginal values 0, logarithms L (T is in original values in L equations), 
equation is comparable to the coefficient of T in the 0 and L equations. 
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the result of the correlation between the two variables, and 
indicates that their coefficients should be Interpreted col­
lectively. The Durbln-Watson statistic Indicates significant 
autocorrelation in the residuals of equations 19-0 and 19-L. 
To reduce the autocorrelation in the residuals and to 
provide more nearly consistent statistical tests of the 
coefficients, equation 19 Is estimated In first differences 
of original values. The d1 is raised from 0.75 in equation 
19-0 to 1.50 in equation 19-F. The degree of autocorrelation 
In the residuals as indicated by d' is reduced somewhat, but 
the test of the null hypothesis of zero autocorrelation is on 
the borderline between Insignificant and inconclusive. The 
drop in the from 0.95 in equation 19-0 to 0.12 In equation 
19-F Indicates that a very large proportion of the variance 
around the mean of Qpr is explained by linear trends removed 
by the first difference transformation. The instability of 
the coefficients of Sp and T In equation 19 may be explained 
by the high correlation between the variables (r = 0.92)• 
Because of the expected complementary relationship between 
durable inventories and Q^, the significant positive coeffi­
cient of Sp in equation 19-0 is most meaningful. 
The magnitudes of the coefficients In the distributed 
lag equations 20 and 21 are not consistent with the coeffi­
cients in previous conventional models. When a strong com­
plementarity is expected to exist between an operating input 
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such as feed and a durable asset such as livestock, there is 
some dotibt about the validity of a distributed lag model of 
the form indicated In equation 20 and 21• The coefficient of 
the lagged quantity variable was insignificant in feed equa­
tions including durable assets. The implication Is that there 
is no long run adjustment of feed purchases, given the level 
of stock. In the long run, as inventories of livestock and 
other assets are changed, feed purchases also change. If this 
reasoning is accepted, equations such as 17, 18 and 19 are 
more appropriate expressions of feed demand than are equations 
20 and 21. 
The price coefficients In equations 20 and 21 are insig­
nificant. An exception is the coefficient of (Ppd/PLk)ti-1 
which Is significant at the 95 percent probability level In 
equation 21-L. The coefficients of the lagged quantity and 
time are significant in the distributed lag equations. The 
results indicate that approximately one-fourth of the adjust­
ment to the equilibrium or desired level of feed purchases is 
made in the short run. Whether the result can be taken 
seriously without specifically including complementary inven­
tories such as livestock in the equation is subject to doubt. 
Price elasticity of demand 
The total demand elasticity with respect to current and 
past year feed prices estimated from equations 19-0 and 19-L 
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are respectively -0.8 and -1.3. Since price ratios are em­
ployed, the elasticity with respect to livestock prices are 
the same values but with positive algebraic signs. Because 
the reliability of the data from which the demand equations 
are generated is questionable, it is desirable to consider 
the estimated elasticities as hypotheses suitable for fur­
ther testing rather than as accurate and final coefficients. 
It is notable, however, that these estimates conform closely 
with the results of the study by Hlldreth and Jarrett (61). 
Their average estimates from single and simultaneous equa­
tions of the demand elasticity of feed grains with respect 
to livestock prices was 1.1 and with respect to feed prices 
was -0.8. 
The estimated demand elasticity with respect to Sp from 
equation 19-0 is 2.3; from equation 19-L is 1.6. A compar­
able statistic from Hlldreth and Jarrett, the elasticity of 
demand for feed grains with respect to livestock inventories 
(an average of several estimates), was 1.6. 
The techniques of this study are not suited for esti­
mating the responsiveness of feed purchases to changes In 
cattle prices through the Inventory effect. A more funda­
mental explanation of the responsiveness of feed demand to 
long run changes in farm product prices through Sp is avail­
able. If a sustained one percent increase in Pp Increases 
Sp one percent, then feed inventories will be increased from 
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one to two percent according to equations 19-0 and 19-L. 
Because the data and procedures are somewhat crude, no attempt 
is made to evaluate the exact long run elasticity with respect 
to PR. It is expected, however, that a sustained one percent 
increase In product prices would Increase feed purchases more 
than two percent in the long run. 
Shifts In demand 
On the basis of equation 19-0, if prices had been at 1959 
levels In 1926, the quantity demanded of feed would have been 
approximately 12 percent greater than the predicted quantity 
in 1926. Thus, nearly 200 of the total 218 percent increase 
in demand from 1926 to 1959 remains to be explained by fac­
tors other than short run price changes. 
Several factors other than short run price changes have 
tended to increase demand for the two major components of 
feed purchases — high protein concentrates and feed grains. 
Improvements in the nutritive content of protein feeds may be 
defined as an improvement in feed quality or as a decrease in 
real cost per nutrient unit of feed. However defined, im­
provements in the vitamin, mineral, protein and other contents 
of "balancer" feeds coupled with greater knowledge by farmers 
of these improvements, undoubtedly has been an important 
element in increasing sales. Both commercial and public in­
terests have assumed an important role in improvement of 
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livestock rations and dissémination of management aid to 
farmers. 
Large increases in feed grain purchases, the second 
major component of total feed purchases, have also occurred 
since 1926. The rise in purchases reflects the tendency 
toward specialization in production of agricultural com­
modities . For example, a Midwest or Great Plains farmer, 
who formerly produced both feed and livestock, now raises 
grains only. The grain eventually arrives in the East where 
It is purchased by a farmer specializing in broiler produc­
tion. As farming becomes more specialized, the proportion 
of purchased Inputs tends to rise. 
Trends and projections 
Figure 4 depicts a decreasing trend in feed purchases 
from 1926 to 19,35. After 1935, a general upward trend In 
purchases Is apparent, despite occasional short term rever­
sals • There are no signs of a reversal of the strong upward 
trend in recent years. 
Some doubt exists about the structural pertinence of 
distributed lag equation 21-0. Its high predictive power 
(R^ = 0.98) and absence of current price recommend it for 
predictive purposes. Some autocorrelation in the residuals 
of the conventional equations seems to be absorbed into the 
coefficients of the distributed lag equation 21-0. This 
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Figure 4. Trends in purchases of feed Qpd from 1926 to 1960, 
showing actual values; and predicted and projected 
estimates from equation 21-0 
203 
autocorrelation may be due to systematic errors in the data 
or failure to specify variables which account for the cattle 
cycle. For predictive purposes, we need not be greatly con­
cerned about the structural validity of the coefficients but 
rather with the fit of the equation to the actual observa­
tions. 
Equation 21-0 predicts the data quite well when the 
quantity changes slowly from year to year. The equation does 
not accurately indicate more violent changes in quantities 
such as occurred in the early I9601s, however. The extra­
polated estimate of feed purchases for 1960 Is six percent 
below actual purchases. 
Projections from the equation Indicate that purchases 
will increase 12 percent above predicted 1960 estimates by 
1965. That is, feed purchases are expected to Increase 
approximately two percent per year according to equation 
21-0. The projection is based on the assumption that prices 
will remain at 1955-59 levels, and that the structural rela­
tionship indicated by equation 21-0 remains appropriate. A 
linear extension of the trend in feed purchases from 1955 to 
1960 would result in a much larger projected increase in feed 
purchases. It appears that the estimate from equation 21-0 
is conservative. It also should be mentioned that the analysis 
is highly aggregative, and purchases of some components of 
feed are expected to increase at greater rates. 
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Demand for Building Repairs 
The USD A classifies expenditures on fences, windmills, 
wells and buildings other than the operator's dwelling under 
two categories — repairs and improvements. Building im­
provements include new construction, additions and major 
improvements and are classified as durable goods or invest­
ment in this study. Building repairs, inputs necessary to 
maintain the usefulness and productivity of buildings, fences, 
etc., have certain characteristics relating to the definition 
of operating Inputs. A large number of these repairs are a 
function of the level of farm output. Hence, building repairs 
are classified as operating inputs, although some components 
of repairs, undoubtedly, do not fall into this classification. 
Purchases of building repairs, measured in 1947-49 
dollars, dropped from 424 million in 1926 to 345 million in 
1959. This was a drop in inputs of building repairs of 19 
percent during the 33 year period, a compound rate of 0.6 
percent per year. The declining trend in purchases of build­
ing repairs is a real contrast to the growth in purchases of 
aggregate operating inputs at an average annual compound rate 
of 3.6 percent. 
Specification of the demand function 
To analyze some of the forces responsible for falling 
demand for building repairs, it is appropriate to consider the 
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demand structure. The demand quantity is a function of prices 
of building and fence materials, prices received by farmers, 
prices paid by farmers, beginning year stocks of buildings, 
beginning year stocks of productive assets, government pro­
grams, weather and slowly changing forces represented by the 
time variable. Stocks of buildings were not available when 
the statistical demand equations were computed. Later, an 
approximate estimate of building inventories was constructed. 
Since this estimate correlates highly (r = 0.92) with stocks 
of productive assets, only the latter is included In the 
demand functions. The variables are defined in more detail 
as follows: 
OgBt The dependent variable is the purchases of 
building repairs by U.S. farmers during the 
current calendar year in millions of 1947-49 
dollars (4). The estimate includes repairs on 
fences, windmills, wells and farm buildings other 
than the operator's dwelling. 
(PB/PR)t The current year index of the ratio of prices 
paid by farmers for building materials to the 
ratio of prices received by farmers for crops 
and livestock (120). Current and past year 
prices are included in the demand function. 
(Pg/Pp)t-i The past year index of the ratio of prices paid 
by farmers for building materials to prices paid 
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by farmers for items used in production, includ­
ing interest, taxes and wage rates (120). The 
simple correlation between current and past 
year values is 0.92, hence, only past year 
values are included in the demand function. 
In addition to these price variables, the demand quantity 
Is specified as a function of the beginning year stocks of 
productive assets Sp, an index of government programs G, 
weather W and time T. The sources and logic of these vari­
ables Is discussed In more detail in the section on fertilizer 
demand. All functions are estimated from aggregate annual 
data for the years 1926 to 1959, omitting 1942 to 1945. 
The estimated demand equations 
In Table 5, the demand quantity of building repairs Qgp 
is depicted as a function of the variables indicated. The 
coefficient of G is not significant in equation 22, therefore, 
the variable is omitted In equation 23. The coefficient of 
the current price PB/PR is low and Insignificant In equation 
26 — the past price ratio is dominant. Beginning year stocks 
of productive assets appear to have little influence on 0gR. 
The insignificant coefficient could be caused by conflicting 
effects on QgR of variables correlated with Sp. Examples of 
these variables are: (a) inventories of buildings, (b) stocks 
of cash and other assets held for production, (c) farm size, 
207 
Table 5» Demand functions for building repairs estimated by 3 
1926 to 1959, omitting 1942 to 1945; coefficients, stand 
related statistics are included8. 
Equation 
and 
transformation 
R2 
and 
E2 d'c Constant 
PB/pR 
t 
PB/PR 
t-1 
PB/PP 
t-1 
22-0 0.57 1.00 237.90 -0.42 -2.69 7.56 
0.43 (0.87) (1.06) (3.22) 
23-0 0.56 1.02 169.57 -0.37 -2.84 8.28 
0.45 (0.85) (1.03) (2.67) 
23-L 0.56 1.01 -0.01 -0.21 -O.98 2.49 
o.45 (0.31) (0.37) (0.76) 
24-0 0.56 1.03 213-49 -3.23 8.56 
0.51 (0.59) (2.36) 
24-L 0.54 1.00 0.42 -1.16 2.46 
0.48 (0.22) (0.67) 
24-F 0.30 2.42 —D -2.48 4.16 
0.23 (0.78) (2.83) 
25-0 0.70 1.91 79.21 -2.35 6.51 
0.64 (0.56) (2.09) 
25-L 0.68 1.95 -0.097 -0.88 1.90 
0.63 (0.20) (0.59) 
a 
Sources and composition of the dependent variable Qg% and the 
discussed in the text. 
^Equations are estimated in the transformations indicated: ord 
original values in L equations), and first differences of original M 
cThe Durbin-Watson autocorrelation statistic d'. 
^The intercept or constant coefficient in the first difference 
of T in the 0 and L equations. The standard error of the coefficier 
estimated by least squares with annual data from 
icients, standard errors (in parenthesis) and 
B/PR PB/PP Sp G V T Qbp. 
t-1 t-1 t t u t-i 
>.89 7.56 0.20 -0.82 0.37 
-5.75 
..06) (3.22) (3.37) (1.99) (0.98) (4.48) 
':8k 8.28 0.52 0.40 -6.91 
.03) (2.67) (3.22) (0.95) (3.43) 
1.98 2,h9 0.53 0.15 -0.0098 
•37) (0.76) (0.88) (0.25) (0.0046) 
• 23 8.56 -6.55 
.59) (2.36) (1.76) 
.16 2.46 -0.0075 
.22) (0.67) (0.0022) 
.48 4.16 2.61 
.78) (2.83) d 
.35 6.51 -4.69 0.40 
,56) (2.09) (1.59) (0.12) 
,88 1.90 -0.0055 0.37 
,20) (0.59) (0.0019) (0.11) 
.e QQR and the indicated independent variables are 
ndicated: original values 0, logarithms L (T is in 
of original values F. 
st difference equation is comparable to the coefficient 
the coefficient was not computed. 
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and (d) structural changes in product demand, specialization 
and production techniques. Greater Investment in buildings 
may tend to Increase demand repairs, but if the new invest­
ment replaces old buildings, repair costs are reduced. Cash 
for productive purposes and other assets may Increase demand 
for building repairs, but shifts in demand from butter to 
margarine and improved methods of storing hay (bales) may de­
crease demand. The Influence of each of these correlated 
variables may be significant, but the collective effect is 
zero in Sp. Undoubtedly, some of these influences are re­
flected in the significant coefficient of the time variable. 
Weather, at least in the form indicated by W, does not influ­
ence significantly the demand quantity. Only the variables 
with significant coefficients in equation 23 are retained to 
form equation 24. 
Although all coefficients are significant in equation 24, 
the three variables explain only one-half of the variation 
about the mean of Qgp. A linear time trend in purchases of 
building repairs is not as apparent as the time trend in pur­
chases of other inputs previously discussed. Much of the 
in previous demand equations resulted from the time trend, 
and exaggerated the ability of the equations to predict annual 
variations in data. 
The d' statistic indicates significant autocorrelation 
of the residuals at the 95 percent probability level in 
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equations 24-0 and 24-L. The Durbin-Watson test suggests 
that the first difference transformation successfully elimin­
ates the significant autocorrelation. The coefficient of 
Pg/Pp after the transformation, which is expected to provide 
a more accurate estimate of the significance of the coeffi­
cients, is insignificant. This casts some doubt on the 
validity of the complementarity of building repairs with 
other inputs implied by the significant positive coefficients 
of Pg/Pp In equations 24-0 and 24-L. The coefficient of T 
is 2*61 In equation 26-F, and Indicates that after adjustments 
for prices, the demand for building repairs has Increased 
during the years 1926 to 1959. Although the coefficient was 
not tested statistically, it is probably not significantly 
different from zero. In this respect, the coefficient of time 
in equation 24-F agrees with the results of equations 22 and 
23-0, i.e., the coefficients of time are not significant. 
The statistical fit is Improved considerably by including 
lagged 0gR as an independent variable (equation 25). Although 
the magnitudes of the price coefficients are reduced from 
equation 24, all coefficients in equation 24 are significant. 
The variables explain 63 percent or more of the annual vari­
ation about the mean of QQR. Autocorrelation is insignifi­
cant in the equation, but It must be remembered that the d1 
statistic tends to underestimate the degree of autocorrelation 
In such equations. Although equation 24 is structurally 
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suspect because of failure to account for building inven­
tories, the equation is useful for predictive purposes. 
Price elasticity of demand 
The price elasticities of demand for building repairs 
with respect to (pb/pr)t-1 ln equations 24-0 and 24-L, re­
spectively are -1.02 and -1.16. The estimates Indicate that 
a one percent Increase in prices received by farmers is asso­
ciated with a one percent increase in purchases of building 
repairs ln the short run. Equation 25 indicates that a major 
portion, approximately 60 percent, of the adjustment of pur­
chases to price changes is made in the short run. The long 
run elasticity computed with respect to (Pg / PR^ t-1 18 "1*23 
from equation 25-0, and -1.40 from equation 25-L. The long 
run elasticities are not much larger than the short run elas­
ticities. This result is substantiated by the insignificance 
of the coefficients of Sp in equations 22 and 23. 
The price elasticity of demand with respect to (Fg/pp)t-l 
estimated from equation 24-0 is 2.18; from equation 24-L 
is 2.46. The results indicate building repairs are comple­
ments of other Inputs in the market. A one percent drop in 
the prices paid for agricultural inputs is expected to in­
crease purchases of building repairs approximately two per­
cent. As indicated previously, the magnitude of the elas­
ticity of demand with respect to (Pg/Pp)t-i 18 somewhat 
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questionable. 
The total elasticity of demand with respect to Pg from 
equation 24-L is 1.3 (-1.16 due to the change ln price rela­
tive to PR plus 2.46 due to the change in price relative to 
Pp). If the complementarity effect is negligible as Indicated 
by equation 24-F, then the elasticity of demand with respect 
to Pg is approximately -1.0. 
Shifts in demand 
Unlike other operating Inputs, the demand quantity Qg% 
has declined at an average compound rate of -0.6 percent per 
year from 1926 to 1959. The demand for building repairs has 
displayed no large shifts such as characterized demand for 
other groups of operating inputs. Had prices been at 1959 
levels in 1926, the demand quantity would have been approxi­
mately 15 percent above actual 1926 levels according to equa­
tion 24-0. The implication is that the demand curve has 
remained quite stable or shifted downward slightly during the 
33 year period. 
Forces influencing demand have not remained constant, 
and the relatively stable demand may be the result of opposing 
forces offsetting each other. Ceteris paribus. the increasing 
output of agriculture requires more operating Inputs. But 
more efficient use of resources, shifts in consumer demsnd and 
other structural changes reduce requirements for some resources. 
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Purchases of repairs was not commensurate with the in­
creased investment in farm buildings of approximately 30 per­
cent from 1926 to 1959. The necessity for purchasing addi­
tional repair for these buildings is offset by other forces 
operating to reduce the demand for building repairs. For 
example, because of shifts ln consumer demand from butter to 
margarine, a large investment in dairy barns and equipment is 
obsolete. Other forces depressing demand for building repairs 
are decreases in the number of farms, development of more 
durable and flexible construction materials, and adoption of 
farm practices which reduce building repair needs. Consolida­
tion of farm units often makes the second set of buildings of 
little use* The marginal value product of obsolete buildings 
is sometimes greatest when used as repairs for other build­
ings . Such repairs are not Included in QQR, the measure used 
ln this report. The substitution of durable items such as 
bricks or blocks for wood in construction also lessens the 
need for repairs. Finally, baling hay, storing shelled corn 
in steel bins, and other changes ln farm practices tend to 
reduce demand for building repairs. 
Trends and projections 
A highly volatile trend in purchases of building repairs 
is depicted in Figure 5. Inputs of building repairs fell 
sharply during the depression years but recovered to the high 
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pre-depression level after 1926. Sales made a rapid recovery 
after World War II until 1948, then leveled off and finally 
began a gradual, somewhat regular decline after 1952. A 
secular trend is not apparent except perhaps after 1948. The 
large fluctuations in quantities during the early years may 
partially be because of errors ln the data. 
Quantities estimated by the distributed lag equation 25-0 
fit the observed values reasonably well ln the postwar period. 
The extrapolated value QgR from the equation for 1960 is -317 
million 1947-49 dollars. The actual 1960 purchases, 311 
million 1947-49 dollars, are overestimated by only two per­
cent. Assuming average 1955-59 prices, and that the struc­
tural relationship embodied In equation £5-0 are relevant until 
1965, the projected 1965 quantity is 277 million 1947-49 dol­
lars. The projected quantity is approximately 12 percent 
below the predicted 1960 quantity. Examination of the recent 
tendency for the decline beginning in 1948 to level off, sug­
gests that this projection may be overly pessimistic. Recent 
structural changes causing demand to fall less sharply may 
not be adequately represented in equation 25-0 because of the 
limited number of observations for the latest years. 
Demand for Miscellaneous Operating Inputs 
Minor operating inputs not included in the previous cate­
gories are classified as miscellaneous inputs. The category 
contains such heterogenous Items as repairs by blacksmiths, 
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expenditures for small hand tools and other hardware Items, 
fire, crop and hall Insurance, greenhouse and nursery sup­
plies, binding materials, veterinary services and medicine, 
telephone, dairy supplies, livestock marketing services, and 
milk hauling. Some of the items are not closely related to 
output but are fixed expenses or investments In minor durable 
items. The major portion of these inputs, however, falls 
within the definition of operating inputs discussed earlier. 
Since expenditures are not available by individual items, the 
entire grouping Is conveniently classified and discussed 
within the framework of operating Inputs. 
Inputs of miscellaneous items Increased 85 percent from 
1926 to 1959, or at an average compound rate of 1.8 percent 
per year. During the same period Inputs of all agricultural 
resources increased only at the rate of 0.2 percent per year 
or a total of only 5.5 percent. Hence, there was a net sub­
stitution of miscellaneous inputs for other inputs In the pro­
duction process. It is useful to examine the demand function 
for miscellaneous inputs to determine some of the forces re­
sponsible for the growing use of miscellaneous items by 
farmers• 
Specification of the demand function 
The quantity purchased is estimated as a function of 
current and past prices of miscellaneous items, price received 
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and prices paid by farmers, inventories of productive assets, 
weather, government programs and slowly changing forces re­
flected by a time variable. Decisions to buy miscellaneous 
inputs are assumed to depend on current and past year prices. 
hany of the items contained in the aggregate are a function 
of fixed resource levels as well as prices. Thus, the stock 
of productive assets is specified in the demand function to 
reflect changes in scale or plant size. Complementarity is 
anticipated between asset levels and purchases of miscellaneous 
items. The variables In the demand function are as follows: 
The dependent variable is purchases of miscel­
laneous operating inputs by U.S. farmers during 
the current calendar year in millions of 1947-49 
dollars (4). 
(PJÎI/PR)}; The current year index of the ratio of prices 
paid by farmers for miscellaneous operating 
inputs (farm supplies) to the ratio of prices 
received by farmers for crops and livestock 
(120)• Current and past year prices are in­
cluded In the demand function. 
The Past year index of the ratio of prices paid 
by farmers for miscellaneous inputs to prices 
paid by farmers for items used in production 
including interest, taxes and wage rates (120). 
Since the simple correlation between current and 
past prices is high (r = 0.93), only past prices 
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are Included in the production function. 
Additional variables specified in the demand function are 
the stock of productive assets Sp, an Index of government 
programs G, a weather variable W and time T. The sources and 
structure of these variables are discussed in more detail in 
the section on fertilizer demand. All variables are aggre­
gate estimates for the U.S. from 1926 to 1959, omitting 1942 
to 1945. 
The estimated demand equations 
Table 6 includes five empirical demand functions for 
miscellaneous operating items estimated by least squares from 
the foregoing data. The institutional variable appears to 
have little influence on demand, and is dropped from equation 
26 to form equation 27. The coefficients of past year prices 
in the equation 27 are of low significance. This need not 
mean that past year prices are unimportant. The current year 
price PJIJ/PR may be a "stronger" variable than the past value, 
and tend to absorb the influence of the latter. For predic­
tive purposes, and to observe the influence of dropping the 
current price variable, equation 28 Is estimated with lagged 
P^l/Pp, Sp, W and T. The coefficients of lagged price and 
weather are significant at the 90 percent level in the log­
arithm equation 28-L. Since 99 percent of the annual vari­
ation about the mean of Q^j is explained by the four inde­
pendent variables in equation 28, It is useful for predictive 
218 
Table 6. Demand functions for miscellaneous operating inputs %% es 
1926 to 1959. omitting 19U2 to 19U5j coefficients, standar 
are included 
Equation 
and b 
transformation 
R2 
and 
R d'c Constant 
pMl/pR 
t 
PMI/PR 
t-1 
pMl/p 
t-1 
26-0 0.99 1.90 -1689.76 -O.ljii 0.056 0.13 
0.99 (0.36) (0.557) (2.43 
27-0 0.99 1.88 -1731.77 -0.1»5 0.16 0.19 
0.99 (0.35) (0.53) (2.1I0 
27-1 0.99 1.85 -1.62 -0.067 -0.018 0.07 
0.99 (0.050) (0.081) (0.26 
28-0 0.99 1.98 -1686.99 -0.17 
0.99 (0.21) 
26-1 0.99 2.03 -1.3k -0.057 
0.99 (0.028) 
29-0 0.99 1.93 -I67k.b0 -0.30 
0.99 (0.21) 
29-L 0.99 1.82 -I.I4I -0.070 
0.99 (0.027) 
29-F 0.37 2.53 —d —0.62 
0.29 (0.13) 
30-0 0.98 2.55 U6.59 -0.143 
0.98 (0.29) 
30-L 0.98 2.73 0.52 -0.07b 
0.98 (0.037) 
^Sources and composition of the dependent variable %% and the 
the text. 
^Equations are estimated in the transformations indicated: or: 
values in L equations), and first differences of original values F. 
cThe Durbin-Watson autocorrelation statistic d'. 
^The intercept or constant coefficient in the first difference 
in the 0 and L equations. The standard error of the coefficient was 
inputs Q},jj estimated by least squares with annual data from 
ents, standard errors (in parenthesis) and related statistics 
l/pR PMI/PP SP G w T 
t-1 t-1 t t t t-1 
1.056 0.13 29.96 -0.59 1.16 o.8i 
.557) (2.43) (2.99) (o.ak) (0.59) (1.31) 
i.l6 0.19 30.32 1.20 0.44 
•53) (240) (2.91) (0.5b) (1.71) 
'.018 0.070 2.30 0.097 0.00043 
1.081) (0.265) (0.26) (0.046) (0.00068) 
'.17 29.70 1.07 1.10 
i.21) (1.80) (0.56) (1.53) 
'.057 2.20 0.090 O.OOO77 
1.028) (0.15) (0.046) (0.00059) 
29.93 1.11 o.64 
(1.71) (0.53) (1.53) 
2.24 0.097 0.00050 
(0.14) (0.043) (0.00059) 
28.01 1.29 2.51 
(8.12) (0.59) —d 
3.71 0.892 
(2.03) (0.075) 
0.00140 0.864 
(0.00076) (0.076) 
i Q#% and the indicated independent variables are discussed in 
idicatedi original values 0, logarithms I (T is in original 
îal values F. 
it difference equation is comparable to the coefficient of T 
jefficient was not computed. 
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purposes. However, the coefficients of current price In 
equation 29 are larger In absolute terms and more significant 
than In equation 28. Coefficients of all variables, except T 
In equation 29-L, are significant at the 95 percent level. 
The d' statistic Indicates that autocorrelation Is Insig­
nificant In equations 29-0 and 29-L. 
Equation 29-F, a first difference transformation from 
original values, Is included to aid In Interpreting the price 
coefficients. That the magnitudes of the price coefficients 
In equation 29-F and 29-L are comparable is evident from the 
respective estimates -0.08 and -0.07 of the price elasticity 
of demand. 
The coefficient of the stock of productive assets Sp is 
highly significant in equations 26 to 29. The trend in the 
variable is somewhat related to the time variable and may tend 
to reflect some of the Influences usually associated with T 
since the coefficient of T is not significant. The inclusion 
of Sp is intended to make the equations short run. As with 
other operating inputs, the coefficient of a lagged dependent 
variable added to equation 29 is not significant. (These 
equations including Sp and Qmt-l are not included ln Table 
6.) The implication is that there is little influence of 
lagged prices P^^-l and other Influences represented by 
Q.MIt-1 on current demand quantities If the scale of plant Is 
fixed. 
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Equation 30 is estimated with Sp excluded as an approxi­
mate indication of demand when the agricultural plant size is 
allowed to vary. The short run price coefficients ln the 
equation are similar in magnitude to the estimates ln equa­
tion 29. The distributed lag equation 30 indicates that 
adjustments of purchases to price changes occurs slowly — 
only approximately 13 percent in the short run. Weather, 
which appeared to be of some Importance in explaining demand 
for Qj4i In equations 26 to 29, is not Included in equation 
30. 
Price elasticity of demand 
The point estimate and 95 percent confidence interval of 
the short run price elasticity of demand for with respect 
to computed from equation 29-L is -0.070 + 0.056. The 
short run elasticity with respect to PR is the same magni­
tude but positive In sign. The results Indicate that the 
short run demand for miscellaneous inputs is highly inelastic. 
A ten percent fall in P%j could be expected to increase pur­
chases less than one percent. The low price elasticity of 
demand for miscellaneous inputs may be explained by: (a) the 
minor importance of the individual components of the inputs 
in the farm budget, (b) the fact that some components of Q^j 
are related to family living as well as production, and (c) 
a strong complementarity of miscellaneous inputs with fixed 
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assets which are relatively unresponsive to short run price 
changes. Electricity and the telephone, for example, are 
closely related to family living expenses as well as produc­
tion, and their use Is often unresponsive to price changes. 
Insurance also tends to remain a relatively stable "quantity" 
in the short run despite changes ln the price of insurance. 
Expenditures for such items tend to remain at fixed levels 
if any production takes place. 
The long run elasticity of miscellaneous Inputs with 
respect to PR is found from the relationship between and 
Sp in demand equation 29. Each of the three forms of the 
equation indicates that a one percent increase ln Sp is asso­
ciated with a 2.2 to 2.4 percent increase In QJJJ . In Table 
6, Chapter 9, empirical analysis indicates that the elasticity 
of Sp with respect to Pp approximately is unitary in the long 
run. The implication is that a sustained one percent rise in 
farm product prices potentially may increase demand for mis­
cellaneous inputs more than two percent. Despite the inelas­
tic response of miscellaneous Inputs to short run prices, the 
response in the long run may be very large. This arises from 
the strong complementarity of miscellaneous Inputs with farm 
productive assets- Two comments should be added. First, the 
long run probably is more than 20 years. Second, the correla­
tion of Sp with technological and other gradual changes in 
farming may Impart positive bias to the coefficient of Sp. 
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Shifts In demand 
Only a small portion (three percent) of the 83 percent 
increase in purchases of miscellaneous operating inputs from 
1926 to 1959 Is explained by short term price changes. Inter­
preted literally, the insignificant coefficient of T in equa­
tion 29 would indicate that there have been no shifts in 
demand for that cannot be explained by the requirement 
to service the growing agricultural plant Sp. Technological 
changes have occurred, however, and the effect partially Is 
reflected in the coefficient of Sp. Technological changes 
which occur and are adopted at a slowly changing rate may 
correlate more closely with Sp than T, hence the effects are 
registered in the coefficient of the productive assets vari­
able. It seems reasonable to conclude that technological 
forces may not have increased demand for miscellaneous inputs 
as much as for other categories of operating Inputs. Innova­
tions sometimes decrease demand for certain inputs, and this 
tendency Is evident in several components of . Examples 
are blacksmith repairs (declining demand for horseshoeing), 
binder twine (grain binders replaced by combines) and dairy 
supplies (less butter production). 
Trends and projections 
The general trend in purchases of miscellaneous inputs 
has been similar to that found previously for other categories 
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of operating inputs (Figure 6). Purchases dropped slightly 
during the depression. Following the depression, purchases 
began an upward trend which persisted except for some short 
run interruptions until 1960. Equation 28-0 predicts the 
actual observations quite well throughout the 33 year period. 
The extrapolation to 1960 from the equation overestimated the 
actual observation by less than one percent. Since equation 
28-0 does not contain current prices, the prediction is made 
from past values of PJ/J/PR, Sp and from T. Projections of 
for 1965 are made from equation 28-0 assuming prices will 
be at 1955-59 levels and that the structure of demand indi­
cated by the equation will remain applicable. Projections 
are based on two estimates of Sp. The lower estimate is 
based on USDA estimates and agrees with projections from 
equation 23, Chapter 9. The higher estimate of Sp is found 
from an investment equation containing an accelerator coeffi­
cient (cf. equation 28, Chapter 9). Under the above assump­
tions, equation 28-0 projects the 1965 demand quantity to be 
seven or eleven percent above the 1960 predicted quantity, 
depending on whether the higher or lower estimate of Sp is 
used. 
Summary of Empirical Results 
In Chapter 6, we analyzed the individual demand struc­
tures for six operating inputs: fertilizer, seed, machinery 
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Figure 6. Trends in purchases of miscellaneous operating 
inputs from 1926 to 1960, showing actual 
values ; and predicted and projected estimates 
from equation 28-0 
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supplies, feed, building repairs and miscellaneous operating 
inputs. Demand functions were estimated by least squares 
with the demand quantity a function of relative prices, the 
asset structure, government programs, weather and slowly 
changing influences represented by a time variable. The 
equations were fitted to annual data from 1926 to 1959, 
excluding 1942 to 1945. 
The generalized results are summarized In Table 7. 
Despite similar trends In prices and quantities of several 
of the Indicated operating Inputs, the estimates of price 
effects and projected quantities often are dissimilar. The 
empirical results suggest that the short run price elasticity 
of motor supplies, building repairs and feed approximately is 
unitary. Seed and miscellaneous Inputs are unresponsive to 
short run price changes. The short run price elasticity of 
fertilizer purchases with respect to Ppr approximately is 
-0.5 and ranks between the above extremes. 
The equations providing for the scale of the agricultural 
plant Sp generally provided the most meaningful expressions 
of demand. The coefficients of lagged dependent variable, 
introduced as a predetermined variable in equations containing 
Sp, were insignificant. The implication is that there are no 
long run adjustments of operating Input purchases, given the 
agricultural plant size. In the long run, the stock of pro­
ductive assets is responsive to prices. Due to the comple-
Table 7. Summary of the analysis of demand structure for six operating inputs; 
short run demand elasticities, structural changes and projections of 
quantities are included® 
Input 
Q,pr %Sd QMS &Fd %BR QMI 
Approximate short run demand elasticity 
estimates with respect to: 
P1 (own price) 
PR 
i 
0 
o
 
01 
ui 0.0 
0.0 
—1.0 
0.3 
-1.0. 
1.0b 
-1.0 
1.0 
I 
o
 o
 
H 
H 
Estimated percentage change ln demand 
quantity from 1926 to 1959 due to 
short run price changes0 30 -15 119 12 15 3 
Actual percentage change in demand 
quantity, 1926 to 1959° 512 212 365 218 -19 83 
Projected percentage change ln demand . 
quantity from all sources, 1960 to 1965 15 12 10 12 -12 9 
aSee the respective sections for input codes, sources of data, type of anal­
ysis, qualifications of findings and other information. 
^Elasticity with respect to P%,% rather than PR. 
cThe difference between changes due to price and actual changes Is explained 
by lagged adjustment to price, changes ln investment ln durable assets, farm size, 
technology, education and Improved management. 
^When projections were made from two estimates of Sp, the table contains only 
an average of the separate estimates. 
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mentarity of most operating Inputs with the scale of plant, 
the long run elasticity of operating inputs with respect to 
product prices PR is large. For some operating inputs, the 
long run elasticity is greater than two. 
Short run price changes explain only a small portion of 
the total change in operating input purchases from 1926 to 
1959. The dominant, unexplained portion of the changes in 
purchases is attributed to demand shifters such as increased 
investment ln durable assets, lagged adjustment to short run 
price changes, larger farms, changing technology, and to 
improved knowledge, education and management. 
The demand equations project fertilizer purchases to be 
approximately 15 percent above 1960 levels by 1965. Purchases 
of other operating inputs are projected to increase from nine 
percent (%%) to 12 percent (Qgd and QFd). Inputs of build­
ing repairs, however, are expected to decrease from 1960 to 
1965. All of the above findings must be interpreted with 
proper considerations of the data and other limitations dis­
cussed in the respective sections, of course. 
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CHAPTER 7: A FRAMEWORK FOR ANALYSIS OF FARM 
INVESTMENT BEHAVIOR 
The changing capital structure of American agriculture 
may be dramatized by comparisons with the capital structure of 
manufacturing industries. In 1939, capital per worker ln 
agriculture was $3,400; in manufacturing was $5,300 (31)-1 
But by 1960 capital per worker in agriculture had increased 
to $22,100; In manufacturing to $19,900. Investment per 
worker is not only greater in agriculture, but it is increas­
ing at a faster rate. 
One of the prominent and unique features of the changing 
capital structure of agriculture has been the rapid substitu­
tion of purchased durable capital for farm produced capital. 
The 60 percent rise in durable assets (productive machinery 
and buildings) from 1926 to 1959 Is less spectacular than the 
200 percent rise ln operating Inputs. But since many durable 
assets such as farm machinery basically are labor and horse­
power saving rather than output Increasing, there is little 
doubt that investment was a significant feature of the 280 
percent rise in labor efficiency (output per worker) from 
1926 to 1959. During this period labor inputs dropped 43 
percent and horse and mule inputs fell 85 percent. 
^Farm assets include the stock of land and service build­
ings, machinery and livestock. Only the productive portion 
is Included, e.g. the farm dwelling is excluded. 
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The rapid capitalization of agriculture has increased 
real income for society ln aggregate. Investment has some­
times brought mixed benefits to farmers, since the economic 
structure of agriculture Is unsuited for retaining the gains 
of greater efficiency. Particularly during periods of high 
unemployment and depression, heavy capitalization tends to be 
associated with underemployment of resources and burdensome 
overhead costs. Furthermore, the investment structure intro­
duces financial handicaps for beginning farmers and changing 
roles for credit institutions. Agricultural Investment com­
prises approximately eight percent of total national invest­
ment, and is of interest in explaining business cycles. It 
Is apparent that the advantages of obtaining a clearer picture 
of the investment process in agriculture are many. 
In this and the following two chapters, we analyze in­
vestment in the following categories of durable resources: 
(a) motor vehicles, (b) machinery other than motor vehicles, 
(c) building Improvements, and (d) an aggregate of all produc­
tive assets including (a), (b) and (c) plus livestock and 
feed inventories, and cash held for productive purposes. The 
specific objectives of this chapter are to: (a) Illustrate 
graphically some of the major input substitutions taking 
place, (b) establish a theoretic framework for analysis of 
the Investment process, and (c) present several statistical 
investment models capable of empirical verification. These 
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models provide the basis for giving empirical content to the 
theoretic constructs. For convenience much of the theoretic 
background Is based on Investment in farm machinery, but the 
results apply in general to the other investment categories 
listed above. 
Trends in Price and Quantity Ratios 
To gain a better perspective of the major substitutions 
occurring in agriculture and to explore the role of prices in 
these substitutions, Figures 1 to 4 are presented to illus­
trate the direction and extent of the substitutions taking 
place between machinery and other major farm Inputs and farm 
output from 1910 to 1959. Previous econometric studies and 
this study (anticipating the results of Chapters 8 and 9) 
have not adequately isolated the influence of labor and other 
input costs on investment. The graphic Illustrations are 
subject to the limitations of a two dimensional analysis, but 
provide an insight into the price-quantity relationships not 
readily offered by more sophisticated econometric techniques. 
The substitution effect is expected to dominate ln most 
instances, I.e. as the price of machinery falls relative to 
other prices, the machinery input is expected to increase in 
relative importance. Machinery inputs 0% are measured as 
the services required to maintain farm machinery and motor 
vehicles (40 percent of auto) for productive purposes. QJJ 
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includes depreciation, license fees, insurance and interest 
on inventory. 
Figure 1 illustrates indices of the ratios: (a) (4) 
to operating inputs QQ, and (b) machinery price to the 
price of operating inputs PQ. The price ratio has remained 
comparatively stable, but the general trend is upward. The 
ratio of quantities declined slightly from 1910 to 1950. The 
stable ratio of quantities may be explained by the strong 
elements of complementarity in the two inputs e.g. between 
tractors and motor fuels. 
Figure 2 depicts the indices of the ratios: (a) 0% to 
total labor employment in agriculture QIJL, and (b) P^ to the 
wage of hired labor PjfL* Major substitutions have occurred 
particularly since 1946. The substitutions cannot be ex­
plained entirely by relative prices; other influences such 
as technology undoubtedly have been important. From 1910 
to 1930, the relative prices remained almost unchanged, 
yet machinery inputs increased relative to labor. Intro­
duction of new tractors, combines, etc., and improvement of 
existing models performed an Important role ln the substi­
tution. Although prices remained almost unchanged from 1946 
to 1959, the ratio of machinery to labor inputs grew by major 
proportions. One explanation is that the relative decline in 
machinery price from 1940 to 1946 created a latent demand 
which could not be filled until the postwar period. Further­
more, depreciation depleted machinery stock in the war years, 
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and machinery could not be replaced until the postwar era. 
Undoubtedly, improvements ln existing machinery, Introduction 
of new models and other non-price Influences also have en­
couraged substitution of machinery for labor inputs during 
the postwar period. 
Figure 3 indicates the indices of the ratios: (a) to 
real estate inputs and (b) P% relative to land price 
PR£. Despite the tendency for machinery prices to rise rela­
tive to land prices, the ratio Q^/QRE increased from 1910 to 
1940. After 1940, machinery prices declined relative to land 
prices, and the relative importance of machinery inputs In­
creased sharply. Since 1955, however, the input ratio has 
stabilized. The lack of correspondence between price and 
quantity ratio may arise because land price is not an im­
portant decision variable in machinery purchases. Cash ex­
penses such as hired labor, and operating inputs, and the 
expected returns from sales of farm output are examples of 
decision variables that may be of greater Importance. 
In Figure 4, two graphs Illustrate: (a) the ratio of P% 
to prices received by farmers for crops and livestock PR, and 
(b) the ratio of to agricultural output 0 from 1910 to 
1959. Since total inputs are nearly equal to output, the 
ratio QjJ/0 is an indication of the relative importance of 
machinery in the total input mix. The quantity ratio was 
quite stable until 1940. During the decade of the 1940's, 
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inputs of machinery declined in relative importance although 
prices were favorable because of conditions mentioned pre­
viously. In the late 1940's as machinery became available, 
the Input began to substitute for other inputs in the produc­
tion process. In the period when the backlog of demand was 
being filled, the quantity ratios ran counter to what might 
be expected on the basis of price ratios. After 1952, Figure 
4 indicates that price-quantity relationships began to dis­
play the association postulated by economic theory. 
Previous Quantitative Studies of Investment 
Previous econometric studies of demand for durable goods 
in agriculture, though few, provide useful insights into some 
of the forces influencing the Investment process. A study by 
Kendrlck and Jones (77) published in 1953 specified the outlay 
for farm plant and equipment (machinery and building improve­
ment) as a simple function of net farm income. Using least 
squares and annual time series from 1910-41, they found a 
significant relationship between income and investment, and 
estimated the income elasticity of demand for plant and 
equipment as 1.08 (77, p. 17). They also noted that farm 
capital outlay was a relatively constant proportion, 20 per­
cent, of net cash income from 1910 to 1941. 
In 1959, several demand studies appeared for durable 
inputs in agriculture. Griliches (46) published an econo­
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metric analysis of the demand for farm machinery — the study 
was published in more detail in 1960 (44) . He specified two 
principle demand functions : (a) the stock of farm machinery 
as a function of the past price of machinery relative to 
prices received by farmers, the rate of interest and lagged 
stock; and (b) the annual investment In machinery as a func­
tion of current price, the rate of Interest and beginning 
year stock. He found the short run price elasticity of the 
tractor stocks to be -0.25; the long run elasticity -1.50. 
The adjustment coefficient (defined later) was 0.17, indicat­
ing the long run is "far away". Elasticity with respect to 
the interest rate was approximately -1.0 in the short run; 
from -4.5 to -10.3 In the long run (46, p. 315). His study 
indicates that the interest rate elasticity is considerably 
higher than the price elasticity. Specification of the price 
of labor, the price of motor supplies, a time trend, a capital 
gains variable, the stock of horses and mules on farms, and 
alternative measures of the stock of tractors on farms did 
not improve the results (46, p. 314). 
Also ln 1959, Cromarty published studies of the demand 
structure for farm machinery and tractors (24, 26), and for 
farm trucks (27). He specified the demand quantity of farm 
machinery (value of manufacturers' sales of machinery deflated 
by the wholesale price index of machinery) as a function of: 
(a) machinery price, (*b) the index of prices received by 
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farmers for crops and livestock, (c) the index of prices paid 
by farmers for items used in production, (d) the value of farm 
machinery at the beginning of the year, (e) asset or equity 
position of farmers, (f) realized net farm Income ln the pre­
vious year, (g) cropland acres per farm, and (h) an index of 
labor costs. A least squares demand equation fitted to annual 
data from 1923 to 1954 explained 95 percent (adjusted R^) of 
the variation about the mean of the dependent variable. Only 
variables (c), (e) and (h) were significant ln the equation. 
The sign of the labor cost variable (h) was negative and does 
not support the hypothesis that machinery is substituted for 
labor as farm wages rise. 
In an alternative specification, Cromarty considered the 
machinery market as an interdependent system. The (a) deflat­
ed value of shipments of farm machinery, (b) retail price 
index of farm machinery, and (c) value of machinery produced 
were determined interdependently in a system of three equa­
tions. The two predetermined variables that most signifi­
cantly explained the three endogenous variables were (a) the 
wholesale price index of farm machinery, and (b) industrial 
wage rates. Predetermined variables such as the parity ratio, 
beginning year assets, a quantified measure of farm price 
programs, changes in manufacturers inventories, steel price 
and a measure of plant capacity had little influence on the 
endogenous variables — using the ratio of the coefficient to 
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the standard error as the criterion. 
Specification of the Investment Function 
Interesting, complex Investment functions providing for 
interaction of Investment and accelerator that explain cycli­
cal fluctuations ln Investment have been formulated by 
Samuelson, Hicks and others (cf. 1). Refined models allow­
ing for macro Influence of aggregate demand seem Inappropriate 
for agriculture since: (a) agricultural investment is a 
sufficiently small portion of total investment that the macro 
effects may be ignored as a reasonable approximation, and 
(b) It is necessary to construct less refined models compat­
ible with statistical procedures and data limitations. The 
procedure in this study is to develop as simple models as 
possible consistent with the desired information about the 
parameters of the investment process. 
It is rational to purchase an additional durable asset 
if the present value of discounted future earnings exceeds 
the cost of the asset. The rate of discount might be the bank 
rate of interest if uncertainty were absent, but In agricul­
ture a liberal discount for risk and uncertainty and capital 
limitations must be made. Future earnings are determined by 
the sales price of the product and the flow of services from 
the durable stock in the production function. Because the 
flow of services from a durable good tends to be proportional 
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to stock, the annual Investment essentially is derived from 
the desire by farmers for a given level of stock. For a dur­
able input, the flow of services from stock rather than annual 
purchases is the relevant input in the production function. 
It does not necessarily follow that the stock of assets rather 
than annual investment should be the dependent variable in 
the investment function. Although the objective may be some 
optimum inventory, the variable manipulated by farmers to 
achieve the proper level of stock is annual purchases (gross 
investment). In this study, the annual investment is chosen 
as the dependent variable rather than stock since the former 
is a more volatile quantity and sensitive measure of invest­
ment behavior. Furthermore, by proper structuring of the in­
vestment equations, it is possible to infer results about 
stock levels from knowledge of annual investment. In the fol­
lowing pages, a number of other variables are specified as 
relevant in the Investment function. 
Application of mathematical tools and rigorous logic of 
the classical economists resulted in well defined demand 
functions for durable goods. Under certain rigid assumptions, 
the volume of investment Is determined by the cost of capital 
and the market rate of Interest (95, p. 8). Because of the 
growing awareness of the role of Investment in business 
cycles, considerably more attention has been focused on in­
vestment behavior in recent years. In general, the trend has 
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been to relax the unrealistic classical assumptions and to 
allow assumptions more nearly approaching real world condi­
tions. The result has been a declining Importance of inter­
est rates as the core of the investment theory, and greater 
emphasis on the nature of expectations and adjustments. 
Profit maximization is no longer the only assumed motivator 
for the decision process, but allowances are made for utility 
maximization, reflected by the desire for security (e.g. game 
theory minimax criterion), convenience, stability, etc. 
Lagged stocks 
The demand for gross annual Investment is derived from 
two sources: (a) desire to increase stock levels, and (b) 
need to replenish existing stock because of depreciation. 
The level of past stock exerts an opposite influence on these 
two sources of demand. The greater the level of beginning 
year stock, the greater the depreciation and demand for re­
placement stocks. But ceteris paribus, greater stock levels 
decrease the marginal product of Investment goods and reduce 
the demand from source (a) above. Because the declining bal­
ance depreciation method (depreciation a linear proportion 
of stock) is considered realistic, inclusion of beginning year 
stocks in the linear investment function represents source (b), 
the coefficient of lagged stock being the rate of depreciation. 
In some Instances the rate of depreciation changes or the same 
level of stock at two points In time do not indicate compar­
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able replacement demande because the total stock is newer at 
one point in time. Refinements such as these can be intro­
duced into the demand function if necessary. The greatest 
challenge, however, is to select variables to represent in­
vestment source (a) — the desire to increase or decrease 
stock levels. Several variables might be suggested. 
Net farm Income 
The variable most often suggested in empirical analysis 
of non-farm Industries as the source of investment is net 
Income or corporate profits. Studies by Meyer and Kuh (95), 
Tlnbergen (112), and several other studies cited by Kuh (86) 
show that profits are an important variable determining the 
actual rate of investment. Grunfeld states, however, that 
while profit may be a useful indicator of investment behavior, 
better indicators might be found (52). He finds that the 
market value of the firm predicts investment better than 
profits. The studies of Investment in agriculture by Cro­
marty (23) and Grlliches (46) indicated no significant im­
portance of net income in explaining demand for farm durables. 
But the study by Kendrlck and Jones (77) does indicate that 
net farm income Is useful In explaining aggregate investment 
behavior. 
The argument for inclusion of net income in the Invest­
ment function is strong. Net farm income (gross receipts less 
241 
production expenses) Yp is an Important expectation variable 
for two reasons. First, it is an indication of the returns 
from the durable resource. After subtracting production costs 
from gross returns, the remainder may be Interpreted as the 
return to family labor and durable resources. Farmers sub­
jectively impute little return to their own labor, hence, a 
tendency exists to attribute the return to fixed capital. 
Theoretically, the decision to purchase a durable resource is 
made If the present value of discounted future earnings from 
the asset is greater than the purchase price• Because ex­
pected future earnings from durable resources tend to be based 
on past earnings, lagged values of Yp in the demand function 
may be important. 
The second reason for including Yp in the investment 
function Is because the variable is an important Indication 
of the future financial capabilities and ability to pay for 
the asset. Investment In a durable asset such as machinery 
entails considerable financial encumbrance in many instances. 
Although the current price of machinery is low relative to 
prices received, a farmer may hesitate to Invest unless he 
feels assured of future earning potential — and the degree 
of assurance often depends on past income. Financial insti­
tutions employ similar decision variables to determine the 
feasibility of a loan. External credit availability is often 
determined to a greater extent by the ability to repay the 
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loan than by the profitability of the specific Investment. 
Though the marginal efficiency of a particular investment is 
high relative to the interest rate, credit sources may be 
reluctant to make the loan if the marginal efficiency is 
highly variable or If the return from the capital is likely 
to be consumed by the household sector. Since the household 
competes with the credit source for added returns, if net 
income Is low but the marginal efficiency of investment Is 
high, lenders may be reluctant to provide funds. The con­
clusion Is that net income reflects both the Internal and 
external financing capabilities of the farm firm. The 
Farmers Home Administration is the only "major" organization 
designed to provide loans to farmers who "can't show they 
don't need it". The organization provides only two to three 
percent of the mortage loans in a given year, however (54, 
p. 86). 
Decisions to invest In farm machinery and other durables 
are often uneconomic. Appendix A and other studies (56, pp. 
554-639) indicate that many U.S. farmers are "machinery poor". 
Farmers occasionally purchase additional machinery because of 
greater convenience or prestige despite the absence of added 
returns. These purchases might be regarded as consumption 
rather than production items and emphasize the intimate inter­
action between the firm and household in the investment pro­
cesses. The marginal efficiency of capital and the Interest 
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rate may have little influence on such purchases. Net income 
is not only the cheapest source of funds but In many in­
stances may be the only source of funds for such purchases. 
Ability to pay for the uneconomic asset depends heavily on 
net income, and past values of Yp again are likely to be an 
important decision variable — both for the farmer and the 
external credit source. 
Income Is determined by prices, weather, technology and 
other Influences that could be specified individually in the 
demand function. Ideally, it would be desirable to include 
each component of Yp separately in the demand function to 
determine the relative Impact of each on the demand quantity. 
Because the least squares model tends to degenerate with the 
large numbers of variables that necessarily would be re­
quired, it is desirable to sacrifice some information about 
the Individual components of Yp to gain a more accurate esti­
mate of the total impact of Yp on the demand quantity. Fur­
thermore, the hypothesis that farmers focus attention on a 
single decision variable such as net income rather than 
attempt to digest the implications of the myriad components 
of Yp appears reasonable. 
Use of gross receipts In the investment function essen­
tially reflects only the product price; net income reflects 
input prices as well. The structure of agriculture has 
changed, permitting greater sales but requiring more input 
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purchases. That is, output is greater because agricultural 
resources formerly produced on farms are now purchased. Use 
of gross receipts in the investment function would contain 
the bias of this structural change while net income is cor­
rected for some of this structural change. 
Equity 
Assets other than Investment stock, of the particular 
demand asset are important in the investment function. The 
demand for a durable asset depends on the form and abundance 
of farm assets. Assets held In a liquid form such as cash 
reserves and government bonds provide most flexibility of 
input purchases. Many assets are technically related — a 
large stock of big tractors may stimulate demand for four or 
six row planting, cultivating and harvesting machinery. 
The ratio of proprietors' equity to total liabilities 
reflects several influences on demand in a dynamic agricul­
ture. First, it Is a measure of the vulnerability of the 
farm firm to uncertain outcomes. According to Kaleckl's (76) 
principle of Increasing risk, the unfavorable impact of an 
uncertain event is an increasing function of the firm's equity 
position. That is, a given loss causes little concern if 
equity is high, but if equity is low the same loss may in­
crease liabilities above equity, creating an Insolvent firm. 
The equity ratio is a measure of this influence both psycho­
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logically for the farmer and actually for outside credit 
sources• 
The equity ratio also indicates the capital gains of 
ownership through inflation. Since liabilities in the short 
run do not reflect inflationary Influences to the extent they 
are reflected In real assets such as land, the equity ratio 
tends to increase in an inflationary boom. Because capital 
gains due to inflation can be a source of funds for Invest­
ment, It seems logical to include the Influence in the in­
vestment function. 
Finally, and perhaps most important, the equity ratio 
may be regarded as the culmination of the income generating 
process. Periods of high Income provide an opportunity for 
farmers to pay debts and build equity. In the long run a 
large portion of these gains Is likely to find Its way into 
additional Investment. Hence, the equity ratio is a kind of 
proxy variable for past Income. If income has been favorable 
for several years, it tends to be reflected In the equity 
ratio because of the lagged adjustment of consumption and 
durable purchases to higher income. 
Monetary variables 
The interest rate is a fundamental concept in marginal 
theories of investment. Yet, Meyer and Kuh (94, p. 8) state 
that "empirical findings . . . indicate that the interest rate 
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Is not Important whether statistical Inference, interviews, 
or questionnaires have been the method of investigation". 
Logic and introspection suggest that the interest rate prob­
ably is overshadowed by other variables as a determiner of 
Investment. Because of fluctuating weather and other 
stochastic elements, the marginal efficiency of capital 
varies widely and Is of far greater concern to farmers than 
the interest rate. Studies by Kendrick and Jones (77, p. 18) 
and by Cromarty (%3, 26) give the interest rate a very second­
ary role in farm Investment decisions. The study by Grlllches 
(44, 46) however, indicates that tractor purchases are highly 
sensitive to changes in the Interest rate. More research is 
needed to determine If the latter result was because of 
failure to specify other trend variables such as farm size, 
asset structure and technological changes In the demand func­
tion, or if, in fact, the Interest rate is highly important. 
The capital market is not perfect, and institutional 
restraints of lending agencies may be of greater significance 
than the interest rate in restraining loans to farmers. 
Tostlebe's study (114, p. 21) Indicates that farmers have 
supplied the major share of the funds financing capital 
acquisitions. But there is evidence that the externally 
financed portion of capital acquisitions is increasing (54, 
p. 88; 64, p. 249). Moreover, it may be argued that external 
capital sources have a significant marginal Impact on Invest-
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ment. Because the external capital agencies such as the 
Farmers Home Administration lending funds which might be 
"marginally11 Important are few, and because studies indicate 
that internal farm management, not credit restrictions is 
the greatest investment restriction (58, p. 37), the institu­
tional restraints are not explicitly included in this study. 
Institutional restraints on credit are defined as factors 
other than the interest rate affecting the availability of 
funds from credit institutions. To a large extent, It is 
believed the Influences affecting Institutional credit 
restraints are reflected implicitly In the investment func­
tion through the Income and equity variables discussed 
earlier. 
Price variables 
As indicated previously, some price variables are im­
plicitly included In net farm income. Prominent price vari­
ables which might be singled out for their hypothesized 
unique and prominent Influence on investment are the own-price 
of the durable and the farm wage rate. The price of the dur­
able is likely to be particularly important in the short run. 
That is, even if equity, earning power and other financial 
variables are favorable, the final decision to purchase may 
be based on the input price. Once the input Is purchased, the 
price is of historic Interest only. Farmers need not be 
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greatly concerned with expectations and future trends since 
ability to pay for the input does not depend on what happens 
to the price, once the durable is purchased. But the ability 
to pay for the input does depend on wage rates, operating 
input prices and on farm output prices. These latter prices 
are more likely candidates for expectation variables. The 
farm wage rate might be singled out as a separate variable in 
the Investment process because of the large substitution of 
capital for labor indicated in Figure 2. Past efforts to 
measure the influence of wage rates on farm investment demand 
largely have been unrewarding, however (23, 46, 77). 
The accelerator 
The argument for the accelerator is based on an assumed 
fixed ratio of output to durable capital. In the short run, 
a decision by farmers to Increase output could be realized 
by applying more operating inputs. But given time to Increase 
durable capital, the former ratio of durable capital to output 
would be restored according to the argument. Inclusion of an 
output variable In the investment function would accommodate 
this accelerator effect. 
The need for the accelerator depends on the investment 
structure being investigated. For farm machinery and build­
ings, the range of substitution with labor and operating 
inputs is large because of the technical characteristics of 
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the Inputs. Also, because farmers tend to be overlnvested In 
machinery In many Instances, a considerable Increase in output 
could occur without increasing machinery inventories. There 
appears to be no strong basis for inclusion of the accelerator 
in the case of farm machinery because the ratio of stock to 
output is quite flexible. 
The basis for the accelerator Is stronger for investment 
In livestock and feed inventories. The nature of these re­
sources suggests there are few substitutes. A certain number 
of breeding stock and feed Inventories are needed for a sus­
tained output, and this ratio of inventories to output Is 
likely to be quite rigid in the long run. The ratio, of 
course, has secularly declined due to growing efficiency. 
In the short run, farmers can increase output by selling 
breeding stock, but if output is to be sustained at the old 
level or at higher levels, the Inventory level must be raised. 
Thus, the argument for the accelerator is strong in an in­
vestment analysis including livestock and feed inventories. 
The assumption is that productive livestock and feed inven­
tories, unlike machinery, do not have properties of a con­
sumption good and, therefore, are not characterized by oppor­
tunities for substitution caused by overcapacity. 
The foregoing logic appears to be anachronistic, since 
it is also reasonable to say that greater investment causes 
greater output. Undoubtedly, some elements of simultaneity 
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are present and, in the absence of more sophisticated tech­
niques, least squares bias may be present. We attempt to 
reduce the bias by using lagged rather than current output 
as an explanatory variable in least squares investment func­
tions in this study. 
A considerable academic controversy exista over the 
relevance of first differences or original values to repre­
sent the accelerator influence. In a 1951 article, Kaldor 
(75) summarizes several positions taken by different econ­
omists. Rather than become involved in the polemic, we 
adopt a pragmatic approach and use the form giving most 
realistic results. In several preliminary regressions, output 
and income variables were included both In first differences 
and original values. Without exception, the equations linear 
in untransformed, original data were more realistic and 
acceptable from a statistical and economic standpoint. 
Other variables 
Of the many additional variables that might be specified 
in the investment function, farm size, government programs 
and technological and other changes reflected in a time trend 
variable are good candidates. A farmer acquiring an addi­
tional farm may work the added acres with the same capital 
equipment but with longer hours of labor and more operating 
inputs such as fertilizer, fuel, oil and repairs. But given 
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time, he is likely to increase his capital stock of machinery, 
livestock and feed. Whether the final, total investment in 
assets will be greater than the combined assets of the new 
owner before the sale and the former owner of the acquired 
farm is difficult to judge- Many would agree that the reduc­
tion in farm numbers has increased demand for machinery. 
The influence of government programs is twofold: acreage 
restrictions and marketing quotas reduce demand for machinery 
but price supports improve the financial position of the 
farmer, encouraging investment. The net influence is not 
clear. 
A major portion of the basic farm machines including the 
row-crop, rubber tired tractor were in existence in the 
1920's. But continual refinements of the basic machinery to 
provide greater versatility, convenience, efficiency and 
other advantages suggests that technological changes have 
played an important role in the demand for durable assets. 
Furthermore, knowledge of the advantages of the new and Im­
proved Investment items came as a gradual process to farmers. 
These and other gradual influences are best represented by 
a time trend in the investment equations. 
Causal structure 
The rationale for a single equation Investment function 
in agriculture is based on several considerations. Using 
machinery as an example, some evidence is available indicating 
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that current prices are somewhat unresponsive to purchases 
(cf. £3, p. 34). If the supply of farm machinery is highly 
elastic as implied, the supply function need not be estimated 
simultaneously with the demand function. However, specifica­
tion of income and output variables In the demand function 
as discussed earlier, may violate the monocausal structure. 
That is, Income and output may be a function of Investment 
and vice versa. Because studies indicate the marginal product 
of machinery is low, and because services of durables are 
spread over the long run, additional investment is expected to 
influence output and gross Income very little in the short 
run. It follows that least squares bias may be small and the 
monocausal structure Implied by the single equation is a 
reasonable approximation. Nevertheless, there appears to be 
sufficient quarrel with the argument to warrant inclusion of 
a machinery demand function estimated by limited information. 
The model Is discussed In detail In Chapter 2. The models 
presented In this chapter are based on single equations only. 
It le obvious from the foregoing discussion that a very 
large number of variables could be specified in the invest­
ment function. The number must be reduced, however, to a 
relatively few Important Influences consistent with the estl-
matlonal "capacity" of existing statistical models and avail­
able data. More responsibility is placed on the researcher's 
Judgment than Is commonly realized since the reduction cannot 
253 
be based on objective statistical tests. That Is, several 
quite different specifications may give equally acceptable 
statistical results. It is well to keep these limitations In 
mind and remember that the final Investment model is a product 
of the researcher's Judgment as well as of statistical infer­
ence. In this study, the Investment function for machinery, 
for example, is specified as 
(l) = f (?#/%, ^F' ®p' ^M' rS' ^ " 
The demand quantity (annual purchases or gross investment) 
is a function of the price of machinery P% relative to prices 
received PR and to wages of hired farm labor P^, net farm 
income Yp, the equity ratio E, stocks of productive assets 
Sp, stocks of machinery 3^, farm size A, short term interest 
rate rg, government programs G and time T. The logic of 
these variables is apparent from the foregoing discussion. 
Time subscripts are not included in equation 1 because the 
nature of the time lags needs further discussion. 
Expectation and Adjustment Models of Investment 
The use of distributed lag models to express Investment 
behavior is Justifiable on several grounds. First, expecta­
tions are important in determining the profitability and 
ability to pay for a durable asset. The principal expecta­
tion variable discussed earlier is net income — primarily 
the output prices and weather components since they are least 
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predictable. A somewhat different form of distributed lag 
model may arise if farmers are subjectively certain of the 
favorable price and financial conditions. A lagged adjust­
ment to an equilibrium or desired quantity may result If 
farmers adopt a wait-and-see attitude (how will the neighbor 
like the machine?), postpone purchase because of inertia of 
past decisions, feel repair facilities for the machine are 
inadequate, etc. 
One of the prominent features of modern econometric 
research is the emphasis on simple, structural equations 
providing information about long and short run coefficients, 
adjustments, expectations and other information (85, 98, 99). 
Various types of statistical distributed lag models may be 
devised to approximate the actual farm investment function. 
Each has unique advantages, depending on the nature of the 
"true11 function. But none of the models possesses all the 
properties desired in a general model. It is useful to con­
sider several of these models and base the final choice on 
the basis of empirical results as well as on a priori con­
siderations. 
tod el A 
The most general model of demand is formed by allowing 
the parameter estimates of lagged variables to be unrestrict­
ed. It is useful to assume that the true model is linear in 
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the parameters, but the estimated parameters of the lagged 
variables need not be forced to decline at a linear or geo­
metric rate. Model A, used In this study, is of that form. 
Expected income Yp is a function of past income, I.e. 
YFt = a + bl YFt-l + b2YFt-2 + *•" + bnYFt-n * 
To form model A, the demand quantity or stock Is considered 
a function of expected income, the ratio of machinery price 
P% to prices received by farmers P%, time T and error u. 
(3) Qfot = a = b Ypt + c (Pj^/Pr)t + d T + ut 1 
The least squares estimate of model A is formed by substitut­
ing the right side of equation 2 for Yp in the demand equa­
tion 3. The advantage of model A Is that no assumption is 
made of the magnitudes of the coefficients of lagged Income, 
but practical statistical considerations such as loss of 
degrees of freedom and multicollinearity limit the number of 
coefficients which may be estimated with reliability. One 
might continue to add lagged variables until the coefficients 
of the additional variables are non-significant, or the ad-
2 
Justed R falls, and/or the coefficients become unstable. 
Unfortunately, It Is impossible to determine if an additional 
variable falls to improve the equation because of statistical 
problems or because the true farm decision function does not 
Include the variable. 
If model A is the appropriate demand function, an auto-
correlated error structure arises from failure to accommodate 
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the distributed lag In the estimation process. Assuming 
model A Is correct and the model is estimated by least squares 
with income lagged only one year, the effect of Yp on pur­
chases for the remaining n-2 years becomes part of the unex­
plained residual. The error would not be distributed ran­
domly, but likely would display positive autocorrelation. 
kodel B 
A second distributed lag model of machinery demand Is 
formed by selecting an explanatory variable which is the 
realization of the Income generating process. The variable 
chosen is E, the ratio of farm proprietor's equity (owned 
assets) to liabilities. We assume that equity on January 1 
of the current year is a function of farm Income in the past 
n years. 
(4) Et = a + b1 YFt-1 + bg Ypt_2 + ... + bn YFt_n . 
Thus E may be used as a proxy variable for Yp. The demand 
model B is formed by substituting Et for the expected income 
In equation 3, i.e. 
(5) Qut - a + b Et + c (PM/PR)t + d T + ut • 
If E% is a realistic Indication of expected Income, models A 
and B are equivalent. The advantage of model B Is that only 
the single variable E% needs to be included in the least 
squares regression to represent the lagged income and other 
effects discussed earlier. But information about the b% 
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values In equation 2 le lost, although an estimate of these 
oan be found from a least squares estimate of equation 4. 
The equity ratio is a useful Indicator to both the farmer 
and credit Institutions of the current financial position 
of the firm and is a measure of ability to finance an addi­
tional durable asset. The variable is also useful in indi­
cating the vulnerability of the firm to an unfavorable finan­
cial event. Finally, it reflects to some extent the capital 
gains and improved financial capabilities arising from in­
flation. If net income is quickly spent, E may not be a 
realistic indication of past net income, however. 
Model C 
If the number of lagged income variables that must be 
included in model A is large, and if a useful proxy variable 
such as E is not available, the expected Income may be rep­
resented by making assumptions about the distribution of the 
b^'s in equation £. One hypothesis Is that expectations are 
most heavily Influenced by recent variables, and that the 
Influence of past variables decline at a linear rate. Using 
this approach, and assuming current income expectations are 
determined by Income of the past n years, expected Income is 
(6) = a + b 
1=0 
and if n = 3, we may write equation 6 as 
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Yp% = a + b 
5YFt-l •*" £YFt-2 ^  YFt-3 
6 
Model C Is formed by substituting the variable in brackets 
for expected Income In equation 3. One might wish to experi­
ment with several values of n and choose the appropriate 
tribution need not, of course, be restricted to the linear 
form illustrated in equation 6. More imaginative forms such 
as a distribution forcing the b^'s to decline at a geometric 
rate might be employed. A distribution declining by equal 
decrements as In equation 6 is intuitively appealing. Cru­
dities of the data may prohibit statistical tests for isola­
tion of a more realistic form. 
Model D 
Ladd and Tedford (89) propose a linear long run equi­
librium model called the generalized Working method which we 
slightly modified to provide a useful investment function. 
The expected income may be expressed as 
where k is the annual decline of the income coefficients. 
When b^ - (n-1) k=0, no additional terms need be added. Sim­
plifying terms, equation 7 becomes 
value on the basis of the R^ or other criteria. The dis-
(7) Yp = a + b^ Ypt_1 + (bj - k)Ypt_2 + . . 
+ £bx - (n-l)k] Ypt_n 
(8) 
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where Y^p and. Y^p respectively are simple and weighted aver­
ages of past income (89, p. 227). Substituting the right 
side of equation 8 for expected Income in equation 3, model 
D is formed. 
The chief disadvantage of model D Is that the year t-n 
when income no longer influences current expectations is not 
determined explicitly by the model. It may be useful to 
estimate model D with average and weighted Income variables 
with increasingly greater lags. The magnitude of the adjusted 
p 
R might be used as the criterion for finally selecting the 
appropriate value of n. 
The advantage of model D is that only two variables need 
be used to represent expected Income, hence, it is suitable 
for least squares estimation. If bj and k are positive and 
significant, the coefficients of lagged income decrease by 
equal decrements k, and models C and D essentially are equi­
valent. Model D allows more flexibility In determining the 
nature of the income lag, however. If k is zero and b^ is 
greater than zero, the model implies that income expectations 
are influenced equally by n past Incomes and not at all by 
income beyond n. That is, the income expectation can be 
represented by a simple average of n past incomes. 
Model E 
If the expected change In Income Is proportional to the 
error made in estimating income last year (the difference 
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between actual income and expected income last year), another 
type of expectation model is generated (99). The model, ex­
pressed mathematically is 
( 9 )  Y p t  - Ypt-l = e (%Ft-l - %Ft-l) 
where e Is the expectation coefficient. If we solve for 
ft # 
current expected income Ypt, then for Yp%_^ in the basic 
demand equation .3 and substitute these values into the ex­
pectation equation 9, the following model E is formed 
(10) = a' + beYt_-]_ + c(Py/PR)t - c(l-e) (pm/pr)t-1 + 
deT + ( 1-e) Qjit-l + ut ~ (l-e) . 
It may be noted that for autocorrelation to be absent in equa­
tion 10, the error structure in equation 3 must be quite com­
plicated. Two estimates of l-e are available — from the 
lagged quantity and lagged price. Model E is sometimes 
approximated In least squares analysis by omitting the lagged 
price variable. The value of e is assumed to lie between 
zero and one, and implies that the influence of successively 
distant prices declines at a geometric rate but never reaches 
zero. 
Income may not be the only expectation variable in the 
demand function. The extent of modification of model E to 
accommodate other expectation variables depends on the nature 
of the respective expectation coefficients. If the expecta­
tion coefficient is the same magnitude for all variables, the 
model becomes comparable to the following adjustment model F. 
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This situation is very unlikely, however. 
Model F 
The previous demand models basically have been expecta­
tion models, that is, farmers are assumed to base purchases 
on expected net income. Model F is an adjustment model. The 
basic assumption is that farmers are subjectively certain of 
the current explanatory variables In the demand equation 1, 
but adjust purchases slowly to desired levels because of 
psychological, institutional, or other reasons. In many 
instances, It is reasonable to assume that the greatest 
adjustment would be made toward the desired or equilibrium 
level of purchases in the early years. As the equilibrium 
level of purchases is approached for the farm firm, the annual 
adjustments become very small. A model of demand proposed 
by Nerlove (98) is based essentially on these conditions. 
The actual adjustment In purchases in year t Is a constant 
proportion g of the difference between the desired or equi­
librium level of purchases in the current year 0#% and the 
actual purchases during the past year. 
(11) Qfct - Qyit-l = g (%t - %t-l) 
or 
Sit = 8 %dt + (1-g) Sit-l • 
The equilibrium quantity is a function of income, prices and 
time, or 
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(12) Q#t = a + b Yt-1 + c + d T + ut • 
The term ut Is the. residual in year t. Substituting the right 
side of equation 12 for in equation 11, model F Is 
(13) Qjit = ag + bg Ypt-l + CS (Pm/Pr^ t + &S ^  
+ (l-g)%t-l + S ut • 
Coefficients in model F may be estimated by least squares. 
The single estimated coefficient of Q^t-l Is 1-g, from which 
the adjustment coefficient g may be found. The coefficients 
of the price and income variables are short run coefficients. 
The long run coefficients b and c in equation 12 are found by 
dividing the coefficients In equation 1.3 by g. Variables 
included in model F are similar to those in model £, but the 
error structure in the latter is somewhat less complicated. 
The single equation least squares estimate of equation 13 is 
a more satisfactory estlmational procedure if the adjustment 
model rather than the expectation model is appropriate. It is 
possible to combine expectation and adjustment models E and F 
into a single equation, but the necessary modifications tend 
to reduce the reliability of the coefficients estimated by 
least squares from time series (98, pp. 59, 60). If expecta­
tion and adjustments are both essential In the investment 
function, any one of several expressions from equations 2, 4, 
6 or 8 might be substituted for in model F. 
If a desired level of annual investment rather than stock 
is the goal of Investment behavior, equation 13 is appropriate 
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In the given form. But if a desired level of stock is the 
goal of investment behavior, then machinery stock might 
be substituted for 0# in the model F, or the following adjust­
ment models might be used. 
Model G 
Conceptually, the principal basis for input purchases in 
agriculture is a subjective farm production function. Machin­
ery inputs are an important resource in the production func­
tion, and the equilibrium or desired level of machinery input 
may be more nearly identified as the total stock of machinery 
than as annual gross Investment. That is, investment in 
machinery during the current year may be a function of the 
desired level of machinery inventory since machine services 
are distributed over several years — not Just the year of 
purchase. G-riliches (46, p. 314) proposes an adjustment model 
based essentially on this argument. The actual adjustment in 
machinery inventories during year t is some proportion g of 
the desired or equilibrium change in inventories. The adjust­
ment to the desired machinery stock is made gradually. 
Mathematically, the adjustment model is 
(14) SMt+l ~ sMt = g ( SMt+l ~ SMV 
where Sjit+l and SMt are machinery stocks on January 1 of year 
t+1 and t respectively. is the desired or long run 
equilibrium stock of machinery on January 1 of year t+1. 
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Depreciation is assumed to be a constant proportion h of 
beginning year stocks. Equation 15 is an identity, indicating 
(15) sMt+l = %it + (1-h) SMt 
that stocks at the end of the year equal Investment plus 
undepreciated carryover from last year. Rearranging terms, 
we may write equation 15 as 
d0) Sit = S^Mt+l " SMt^ + h SMt • 
Assuming the desired level of stocks 8%%+% is 
(1?) sMt+l = a + b YFt-l + c (p>/pR)t + d T + ut 
and substituting the right side of equation 14 for the term 
in parenthesis in equation 16, an investment model G Is 
formed. 
(18) Qfct; » a g + bg YFv1 + eg ( P M/PR)t + dg T 
+ (h-g) Syit + g ut . 
The long run coefficients b, c and d cannot be determined 
directly from model G because the values of h and g are not 
known. Although the values of g in equations 13 and 18 are 
not strictly comparable, the estimate from equation 13 (with 
SJJ rather than % the dependent variable) might be used to 
determine the long run coefficients in equation 17. Also, 
a previous estimate of the rate of depreciation h is sometimes 
available. If so, g can be found from the least squares 
coefficient of beginning year stocks h-g In equation 18. 
Model G has several advantages. It explicitly recognizes 
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machinery stock as an important variable in the investment 
process. The dependent variable, however, is annual Invest­
ment a more volatile and sensitive quantity. We are 
"explaining" considerably more if the annual investment, 
rather than total stock is selected as the dependent vari­
able. Furthermore, the error structure is not particularly 
complicated. A disadvantage of the model is the failure to 
Identify separate values of h and g. 
Model H 
It is possible to formulate an Investment function using 
the assumptions underlying model G, but which provides esti­
mates of g and h (98, pp. 86-93). A slight modification is 
made in equation 17, though it is not necessary In the formu­
lation. Since current income may influence investment, equa­
tion 17 is modified to form equation 19. 
(19) ®Mt+l = a + k Ypt + 0 + d T + ut 
Using the assumptions embodied in equations 14, 15 and 19, the 
following investment model H is derived 
(20) «m = A I- B ïFt • C + D (PM/PH)t 
+ 8 t-1 + F 1 + (l-g) %lt-l * vt 
where B = bg, G = -bg (1-h), D = eg, E = -eg (l-h) and F = 
dgh. The residual Vt is g ut - g (l-h) ut-1, Implying that 
equation 19 must follow a very complicated autoregressive 
pattern indeed for Vt to be distributed randomly. Assuming 
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equation 20 is estimated by least squares from data trans­
formed into logarithms, the following price elasticities of 
demand may be computed: for the short run (first year) D, 
for the intermediate run (two year) D + E, and for the long 
run D/g = c. Similar estimates can be made of the elasticity 
with respect to Yp. The value of the adjustment coefficient 
g can be readily estimated from the coefficient of lagged 0^. 
Model H Is overldentlfled and provides two estimates of the 
depreciation rate: h = (C + B)/B and h = (E + D)/D. Nerlove 
suggests that the coefficients of the variable measured most 
accurately be used to estimate g. Given the value of h and g, 
the value of d may also be computed. 
Model H is very interesting and potentially is useful 
because of the extended information provided by the coeffi­
cients. The chief disadvantage of the model is the frequent 
occurrence of lagged variables which tend to be highly corre­
lated with current values in economic time series. Also the 
error structure is somewhat foreboding. Model H may be re­
vised to conform with the Investment specification of equa­
tion 17 rather than of equation 19. Merely lag Yp one year 
in each of the income variables In equation 20. 
Model I 
The investment model G may be modified slightly to allow 
determination of the adjustment coefficient g. Defining 
267 
AS t^ as - sMt> equation 14 may be written as 
(14) s^ht = 6 SMt+l " g SMt • 
By substituting the expression for desired stocks from equa­
tion 17 Into equation 14, model I is formed. 
(21) A = a g + b gYpt-1 + 0 g(pi/PR^t + d ê'T 
- g SMt + g ut 
Model I, essentially a Koyck model (85), is model G with an 
adjustment of the dependent variable for depreciation. This 
is obvious if we rewrite equation 15 as 
( 1 5 )  A  S M t  = »  Q M t  -  h S M t  
where net Investment is equal to gross investment less depre­
ciation. The advantage of model H is that It can be easily 
estimated, all coefficients are identifiable, and the error 
structure is relatively uncomplicated. Model I is advan­
tageous when estimates of Investment stock are available 
and annual investment ere unavailable. The dependent 
variable in model I is computed by taking first differences 
of S^. After estimating the coefficients in model H by least 
squares, the short run and long run coefficients may be com­
puted. It is possible, of course, to predict ending year 
stocks Sj,- from the predicted change in stocks AS t^, i.e. 
(22) SMt+l = ASMt + SMt 1 
If the rate of depreciation h Is known from other sources, 
gross annual investment may be predicted as 
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(23) Q&T = À SFOT - HSMT 
and may be a useful approximation If h tends to be relatively 
constant. 
An approximate description of the investment process 
depicted by models G and I aids in evaluating the coefficients 
of the models. Assume that product prices Pp increase one 
percent and that YF consequently increases two percent. 
According to the models, the first short run effect is to 
reduce the real price of machinery P^/PR> thereby encouraging 
some investment. Since expected income is based on past 
income variables, the farmer waits a year or more until he 
feels the income rise is "permanent11 before he raises to 
the desired amount. In the intermediate run, after he has 
become subjectively certain of a favorable future income, he 
raises annual Investment to the level necessary to reach 
the desired level of stock at the rate specified by the 
adjustment coefficient g. The complete adjustment of annual 
investment is made long before the desired level of stock is 
reached in most instances. When the maximum response or long 
run elasticity of annual investment to PR is achieved, the 
response of stock to PR is only partially complete and is 
called the "intermediate run" elasticity. Three phases of 
stock elasticity with respect to PR are apparent: (a) the 
short run response with respect to -PM/PR, (b) the inter­
mediate response with respect to (a) plus the PR component of 
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expected net Income, and finally (c) the long run response 
after the adjustment of the desired level of stock is 
achieved. The desired level of stock is reached when the 
inventories no longer grow, i.e. when = hSMt. Deprecia­
tion has reached a sufficient level to consume annual gross 
investment. 
Model J 
Under different assumptions structural models such as I 
may be identically specified but with alternative Interpreta­
tions of the coefficients. Assume that farmers are uncon­
cerned about stock levels but only derive satisfaction from 
the purchase of new machinery. Further assume that they 
adjust immediately to this satisfactory level of purchases 
when they become subjectively certain on the basis of past 
year income that earnings will be favorable for purchasing the 
input. The demand equation Is correctly specified as 
(24) Qfot; = & + bYpt-l + c t + d T + ut . 
Suppose that the right side of identity equation 15 is sub­
stituted for Qjit 
(15) %Mt 3 4 SMt + hSMt 
in equation 24. The resulting equation, after rearranging 
terms Is 
(25) A SMt = a + bYpt-1 + c (?%/?;%)% + d T - hS^ + u% . 
The phenotypes (variables included in the least squares 
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equations) of models I and J are exactly alike. But the geno­
types (true structure) of the two models are quite different. 
Without a priori knowledge of the investment structure, it is 
difficult to Interpret the coefficients correctly. The model 
dramatizes the need for caution In interpreting the results 
of structured equations. Interpretation of the coefficient 
of lagged stock as the depreciation rate h (model J) when it 
actually is the adjustment rate g (model I) would be discon­
certing Indeed. Surprisingly, this does not necessarily lead 
to ambiguity In interpreting the short and long run price and 
income elasticities. The short run coefficient of stock with 
respect to (P^/PR)% in model I Is the least squares coeffi­
cient of the price variable in equation 21. The long run 
coefficient Is the short run coefficient divided by the 
adjustment rate g. 
For model J, the short run coefficient of stock with 
respect to (P /^PR)^ again is the least squares coefficient 
of the price variable in equation 25. Determination of the 
long run coefficient is more subtle, however. In the long 
run, the equilibrium level of stock Sylt+1 Is reached when 
(26) sJt+i = Sjjt 
that is, when net additions to stock become zero, or 
(27) ^SMt = 0 . 
On the basis of equation 27, the right side of equation 25 is 
equated to zero, and the long run equilibrium level of stock 
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occurs when 
(28) a + b YFt-1 + c (P^/Ir) t + d T = h sjit ' 
Substituting the equilibrium stock relationship from equation 
£6, and dividing through by h, the expression for equilibrium 
stock is 
(89) S* l t+1 = |  • g ïFt-l > g (PM/ rR>t * g T ' 
It follows that for model J, the long run coefficient of stock 
with respect to price is the least squares coefficient of the 
price variable divided by the least squares coefficient of 
the lagged stock variable. This is exactly the same coeffi­
cient and procedure as used for computing short and long run 
price responses from model I. Despite the different form of 
the equations, the estimates of price and income responses 
are the same. Less emphasis, therefore, need be given to 
determining whether model I or J is appropriate. 
Other models could be presented which are of velue in 
explaining investment behavior. Adjustment and expectation 
models might be formulated with ending year stock the depend­
ent variable. In this study, it is felt that an explanation 
of net or gross annual investment provides more information 
about Investment. If we have information about the para­
meters determining these quantities, inferences can be made 
about total stock on the basis of models G, H and I, for 
example. 
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In subsequent chapters, the expectation and adjustment 
models are combined. The most successful model combinations 
are formed by combining relatively simple expectation models 
Illustrated by equations 2, 4, 6, and 8 with the adjustment 
models G and I. 
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CHAPTER 8: INVESTMENT IK FARM MACHINERY AND BUILDINGS 
In Chapter 8, we apply the concepts and models presented 
in Chapter 7 to four categories of Investment in agriculture: 
(a) all farm machinery, (b) motor vehicles, (c) machinery 
other than motor vehicles, and (d) building improvements. 
Only the portion of Investment considered to be used for 
productive purposes is included. Only 40 percent of auto­
mobile purchases are assumed to be associated with the pro­
duction rather than the consumption (household) sector. Also, 
the farm operator's dwelling is not included in the produc­
tive portion of investment. 
The procedure in Chapter 8 is to specify the variables 
In the empirical equations, then discuss the statistical 
properties of the estimated investment functions. The 
empirical equations are used to provide inferences about 
historic sources of Increases in annual investment, price and 
income elasticities over various periods of time, and finally 
to project estimates of the annual investment to 1965. 
The Demand for All Farm Machinery 
The investment market for all farm machinery Is estimated 
by least squares and limited Information statistical tech­
niques. The least squares demand equations for all farm 
machinery are presented first. The demand function was 
specified in some detail in Chapter 7. Gross annual invest-
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ment was specified as a function of prices, Income, equity, 
farm size, government programs, the short term Interest rate, 
the level of productive assets and time. 
The variables 
The variables included in the demand equation are as 
follows: 
The dependent variable is a weighted national 
aggregate of motor vehicle and other machinery 
purchases for the current calendar year (4). Quan­
tities are weighted by 1935-39 prices prior to 1940; 
by 1947-49 prices after 1940. Overlapping observa­
tions for 1940 are used to value the entire series 
In millions of 1947-49 dollars. Only the produc­
tive portion of the machinery purchases Is included. 
For automobiles, the productive portion Is assumed 
to be 40 percent. 
(P&/PR)t The current year index of the ratio of the price 
of all farm machinery to prices received by farmers 
for crops and livestock (120). The procedure for 
weighting prices is given in Chapter 4. 
(Pj^/Pfj^)^ The current year index of the ratio of the price of 
all farm machinery to the hired labor wage rate 
(120). 
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s&t The stock of productive farm machinery on January 1 
of the current year (4). The variable is in mil­
lions of 1947-49 dollars. 
Spt The total stock of productive assets on January 1 
of the current year (4, 123). The assets include 
real estate, machinery, livestock, feed, and cash 
held for productive purposes. The variable is in 
billions of 1947-49 dollars. 
The past year ratio of proprietors' equities to 
total liabilities in agriculture (4, 123). 
Ypt-l The net Income of farm operators from farming during 
the past year, deflated by the index of prices paid 
by farmers for items used In production, Including 
Interest, taxes and wage rate (120, 121). Net in­
come includes cash receipts, government payments 
and non-money Income less production expenses. 
YjjPt-l The declining three year arithmetic average of Yp. 
That is 
ÏDFt-1 = 3 ^ t-l + I YFt-3 + YFt-3 . 
An index of government agricultural policies. 
Years when acreage allotments or production controls 
are in force are given the value -1. Years when 
farm prices are supported are assigned values of 
+1. If supports are fixed, an additional +1 is 
added. The values are summed to form the index G 
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(3, 34). 
T Time, an index composed of the last two digits of 
the current year. 
The price indices are expressed as a percent of the 
1947-49 base, i.e., 1947-49 = 100. All variables are annual 
data for the U.S. from 1926 to 1959, excluding 1942 to 1947. 
The observations are chosen as a compromise between a period: 
(a) short enough that structural changes could be accommodated 
in the equations, and (b) long enough to allow variations in 
the structural variables and reasonably precise estimates of 
the structural parameters. Furthermore, since the variables 
tend to be less accurately measured in earlier years, the 
addition of observations prior to 1926 may not add sufficient 
degrees of freedom to compensate for the increase in error. 
The years 1942 to 1947 are omitted because the backlog of 
demand developed during the war years imposed a different 
demand structure. Perhaps additional postwar years should 
have been excluded since many would argue that the demand 
structure had not returned to normal by 1948. 
Agricultural machinery other than automobiles has little 
salvage value outside of the agricultural sector. During 
depressed economic periods In farming, there are few oppor­
tunities to sell machinery to more prosperous sectors because 
the machines are specialized to agriculture. Furthermore, 
cycles in other sectors tend to correlate with economic cycles 
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in agriculture, further limiting the sale of unneeded machin­
ery • It follows that the maximum rate of decline of machinery 
stocks largely is governed by the rate of depreciation during 
an economic downswing. The limits on stock expansion are not 
as severe under normal conditions. The optimum estimatlonal 
approach would be to compute separate demand functions for 
boom and depression periods. This procedure is not followed 
in this study, since It would reduce severely the degrees of 
freedom. Also, gross annual investment was somewhat greater 
than zero in all years although it was low In the early 
1930's. Since gross investment was positive, the assumption 
that the maximum rate of stock decline did not occur appears 
to be reasonably met. Hence, the necessity to allow for dis­
continuous and changing price and income parameters for vary­
ing phases of the business cycle appears to be mitigated to 
some extent. 
Changes in the structure of machinery inputs and farm 
income have been notable since 1926. The quality and size of 
many farm machines have changed, and a unit of machinery 
(e.g. tractor) in 1926 is not strictly comparable to a unit 
In 1959. It is not possible to compensate completely for 
changes in size or quality in the demand variables. Weight­
ing quantities by prices partially compensates, however, 
because the improved unit of machinery is weighted by a higher 
price. The total number of machines may be the same, but the 
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"quantity11 weighted by prices Is greater if the Improvement 
in quality is reflected in the price. 
The farm income structure has changed greatly since 
1926• In particular, gross receipts are much greater because 
resources previously used to provide farm power, seed, etc• 
are free to produce output for sale. Substitution of non-farm 
inputs has permitted greater farm product sales but also has 
added to cash costs. One method of compensating for this 
structural change is to use net income rather than gross in­
come as the explanatory variable. The Increased gross returns 
from use of purchased resources which once were farm produced 
is subtracted out, leaving net income of former and latter 
years somewhat comparable. An additional advantage of using 
net income is that It reflects annual variations in prices 
paid by farmers Pp as well as prices received PR. Use of 
gross income reflects the influence of PR only. Summarizing, 
the net income variable is included in the demand equation to: 
(a) Indicate the earning expectations and financial capabil­
ities of farmers, (b) measure the farmers' expected return 
on durable resources, (c) correct for structural changes in 
farm income, and (d) Indicate the influence on machinery 
purchases of Pp and PR. 
Because the dependent variable essentially Is a first 
difference of stocks, the statistical equations are estimated 
only in original values and logarithms of original values In 
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this chapter. 
Least squares demand equations for all machinery 
Taole 1 indicates the coefficients, standard errors and 
other statistics of the demand equations for machinery esti­
mated by least squares. Some variables from the economic 
model are excluded either because they are insignificant 
(e.g. short term interest rate) or because they are highly 
correlated with other variables (e.g. cropland per farm) 
In equation 24, the coefficients of the variables 
(PK/PR)t. Et-l &n& T are highly significant. Statistical 
tests of coefficients indicate that lagged prices, Sp and 
G do not influence 0% significantly. It should be remembered 
that the insignificance of the coefficients does not indicate 
finally or absolutely that productive assets, labor wages and 
government programs have no influence on Qy. There is a 
high probability that the coefficients of the included form 
of the variables would occur by chance very often when the 
variables have no influence on Q%. But statistical complica­
tions such as correlation among variables, observational 
errors, lack of variation in the data, etc. sometimes cause 
^-Regressions were run Including farm size (cropland per 
farm) and the short term interest rate. The farm size vari­
able was significant, the interest rate variable was not. 
The equations predicted about as well as those in Table 1 
because the farm size variable is highly correlated with other 
explanatory variables. 
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Table 1. Demand (animal gross investment) for all farm machinery % es 
omitting 191*2 to 19it?) coefficients, standard errors (in pare 
Equation, R^ 
transformation and pfc/PR PN/PR PM/PHL P> 
and model" Br d1 Constant % ^-1 t 1 
1-0 B 0.97 1.86 195U.30 -«.99 O.83 -C 
0.96 (1.59) (2.36) (] 
2-0 AB 0.97 1.1*7 535.75 -7.66 
0.96 (1.32) 
2-L AB 0.97 1.77 2.27 -l.i|2 
0.96 (0.17) 
3-0 B 0.92 1.23 106.91* -6.91 ] 
0.91 (2.90) (] 
ll-o B 0.97 1.38 766.78 -8.82 O.lil 
0.96 (1.77) (1.30) 
5-0 B 0.97 1.37 852.25 -8.Ill 
0.96 (1.18) 
6-0 A 0.95 1.27 -111.99 -7.98 
0.9k (1.63) 
6-L A 0.96 1.22 2.9b -1.29 
0.95 (0.18) 
7-0 A 0.96 1.28 -191.26 -7.1*6 
0.95 (1.46) 
7-L A 0.96 1.26 3.01 -1.30 
0.95 (0.19) 
8-0 c 0.97 1.29 -168.19 -7.57 
0.96 (1.26) 
8-1 C 0.95 0.98 3.87 -1.1*7 
0.91* (0.19) 
aSources and composition of the dependent variabxe % and the indi 
^Equations estimated in original observations are designated by 0; 
in the L equations. Also I^pt-l *n the logarithm equations is the lora 
are presented in the text. 
cThe Durbin-Watson autocorrelation statistic d'. 
all farm machinery estimated by least squares with annual data from 1926 to 1959, 
standard errors (in parenthesis) and related statistics are included3 
PMAR VPHL PM/PHL SP s Yf YF TJF G T 
t-1 t t-1 t t-1 t t-1 t-2 t-1 t 
0.83 -0.70 -16.37 98.85 5.1*5 1*0.52 
(2.36) (1.63) (11.73) (33.02) (6.61*) (11.97) 
100.99 0.030 27.00 
(27.62) (0.02k) (5.87) 
-0.1*1 0.81 0.0218 
(0.15) (0.17) (0.0028 
-6.91 1.51 11*5.20 26.63 
(2.90) (1.96) (36.83) (12.60) 
0.1*1 126.01 27.1*5 
(1.30) (20.87) (7.56) 
121*. 60 25.99 
(20.00) (5.87) 
0.092 1*2.63 
(0.022) (l*.9l*) 
0.57 0.0156 
(0.16) (0.0017 
0.056 0.01*8 39.61 
(0.023) (0.018) (U.51*) 
0.59 -O.O3I* 0.0157 
(0.19) (0.11*1*) (0.0018 
0.107 
(0.017) 
0.1*2 
(0.19) 
variable % and the indicated independent variables are discussed in the text. 
ans are designated by 0; in logarithms of original observations by L. The time variable T is in ori, 
m equations is the logarithm of the simple declining arithmetic average. Expectation and adjustme: 
Lc d'. 
es with annual data from 1926 to 1959, 
tatistics are included3 
yf yF yF G T % % 
t t-1 t-2 t-1 t t-1 t 
5.k5 ko.52 
(6.6k) (11.97) 
0.030 27.00 
(0.02k) (5.87) 
0.81 0.0218 
(0.17) (0.0028) 
26.63 
(12.60) 
27.k5 
(7.56) 
25.99 
(5.87) 
0.092 k2.63 
(0.022) (k.9k) 
0.57 0.0156 
(0.16) (0.0017) 
0.056 0.0k8 39.61 
(0.023) (0.018) (k.5k) 
0.59 -0.03k 0.0157 
(0.19) (O.lkk) (0.0018) 
0.107 38.62 
(0.017) (k.lk) 
o.k2 0.0167 
(0.19) (0.0019) 
ables are discussed in the text. 
Lnal observations by L. The time variable T is in original values 
îclining arithmetic average. Expectation and adjustment models 
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Table 1. (Continued) 
Equation, R% 
transformation and PM/PR PM/PR %/%, pm/p 
and model R' d1 Constant t t-1 t t-1 
9-0 BF 0.97 1.43 771.38 -7.63 
0.96 (1.33) 
10-0 F 0.96 1.41 109.92 -6.69 
0.95 (1.58) 
10-L F 0.96 1.19 2.98 -1.28 
(0.19) 
11-0 BG 0.97 1.57 760.25 -8.93 
0.96 (1.17) 
12-0 G 0.95 1.26 -122.34 -8.17 
0.94 (1.75) 
12-L G 0.97 1.43 4.06 -1.41 
0.96 (0.18) 
13-0 H 0.97 1.86 -648.85 -5.65 4.35 
0.97 (2.10) (2.22) 
13-1 H 0.98 2.04 -0,61 -1.36 0.85 
0.97 (0.29) (0.32) 
PM/PR PM/PR P>/PHL VPHL sp E YF YF YF YDF 
t t-1 t t-1 t t-1 t t-1 t-2 t-1 
-7.63 
(1.33) 
99.83 
(27.95) 
-6.69 
(1.58) 
-1.28 
(0.19) 
0.056 
(0.025) 
0.53 
(0.23) 
-8.93 
(1.17) 
126.01 
(19.35) 
-8.17 
(1.75) 
-1.41 
(0.18) 
0.091 
(0.022) 
0.56 
(0.15) 
-5.65 
(2.10) 
-1.36 
(0.29) 
4.35 
(2.22) 
0.85 
(0.32) 
0.045 
(0.024) 
0.21 
(0.20) 
0.063 
(0.025) 
0.70 
(0.20) 
Yp Yp Yp Yjjp G T % % 
t t-1 t-2 t-1 t t-1 t 
23-33 0.15 
(6.17) (0.12) 
0.056 31.39 0.30 
(0.025) (6.53) (0.12) 
0.53 0.0153 0.030 
(0.23) (0.0021) (0.127) 
35.20 -0.038 
(7.98) (0.023) 
0.091 45.36 -0.0099 
(0.022) (9.69) (0.0300) 
0.56 0.0202 -0.28 
(0.15) (0.0027) (0.13) 
0.045 0.063 13.24 0.46 
0.024) (0.025) (7.72) (0.12) 
0.21 0.70 0.0072 0.29 
0.20) (0.20) (0.0027) (0.13) 
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coefficients of "Important11 variables to be insignificant. 
As discussed previously, E may be regarded as the cul­
mination of the Income generating process. Partially as a 
test of this hypothesis, and to determine if both income and 
equity are important variables in the demand function, equa­
tion 2 includes both E and Yp. Equation 2 indicates that 
either variable may be used. The inconsistent signs of vari­
ables In equations 2-0 and 2-L seems to be caused by (a) the 
correlation between the Income and equity variables, and (b) 
the lnapproprla tene s s of the logarithm transformation.^ To 
2The simple correlation between Ypt-1 and E%_i in orig­
inal values Is -0.87. The matrix of simple correlations 
between other specified variables In original values 0 and 
logarithms L is as follows: 
«h ? 
Bt-l ?. 
(ïVPR)t Et-1 T SMt 
—0.48 0.95 0.80 0.77 
-0.54 0.86 0.75 0.74 
0 —0 • 30 0.05 —0.08 
L — —  —0 • 23 0.10 —0.09 
—» — •e — 0.8-3 0.81 
— —  0.89 0.89 
-* — — e* ___ 0.91 
— — 
— — 0.89 
The simple correlation between E and % falls substantially 
when the variables are transformed to logarithms. The rela­
tionship between % and E appears to be linear in original 
values. The insignificance of the coefficient of E in the 
logarithm equations Is ascribed to a situation where the 
logarithm transformation Is not appropriate. It should be 
noted that the time variable T is always in original values. 
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alleviate this difficulty, in later equations either income 
or equity (never both variables) is Included• The logarithm 
transformation does not reflect the influence of E, hence, 
equations involving this variable are estimated only in 
original values. 
Equations 3 and 4 are estimated to determine the im­
portance of wages In the demand for machinery without compli­
cations caused by other variables. Again the coefficients of 
wages are insignificant, perhaps because machinery prices and 
wage rates have tended to move similarly through time. The 
two equations also provide some basis for evaluating the 
relevance of current or past prices in the demand function. 
The magnitude and significance of the current variable ?%/?% 
are greater, the R2 is higher and the tendency for autocorre­
lations, Indicated by d1, is less apparent in equation 4. 
In short, equation 4 appears to be more appropriate. Past 
prices are Important, but the influence of past values of PR 
and resource prices tend to enter through the current price 
and Income or equity variables. Equation 3 with only lagged 
values of the predetermined variables is useful for predict­
ing machinery purchases in the coming year since (P^/PR)t Ie 
unknown. The prediction may be biased if the current price 
is important — as equation 4 Indicates. As a possible im­
provement over the results suggested by equations 3 and 4, 
the ratio of current machinery price and lagged prices 
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received by farmers P>;t/^Rt-l was included in a least squares 
equation with other explanatory variables E and T. The mag­
nitude and significance of the coefficient of the price 
variable ?%%/&&% % were lower than similar quantities in 
equation 5, and the modified price was rejected in favor of 
current price. The current price ratio must be Interpreted 
as representing some influence of past prices. 
The three variables in equation 5 explain 97 percent of 
the variation about the mean of and the coefficients of 
each are highly significant. The test of the null hypothesis 
that the residuals are uncorrelated is inconclusive. Model 
B, employing variable E which is a measure of farmers' finan­
cial position and a proxy variable representing income expec­
tations, apparently is useful for expressing demand for farm 
machinery. 
The remaining equations in Table 1 are Included to evalu­
ate the relevance of other distributed lag models. Equations 
6 and ? are model A with income lagged one and two years, 
respectively. The logarithm transformation indicates that 
income before the past year is not important in determining 
demand for machinery. But the coefficient of ïpt-2 in GQua-
tlon 7-0 is significant at approximately the 99 percent level 
of probability. The magnitudes of the coefficients in equa­
tion 7-0 indicate that incomes prior to the year t-2 may also 
influence current demand. It seems appropriate to assume some 
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structure of the coefficients permitting estimation of the 
lag with fewer variables. Equation 8 is model C, where 
•^DFt-1 Is a declining three year average of ferm Income. The 
coefficient of the variable is highly significant in equation 
8-0, and is slightly larger than the combined coefficients 
2 
of the two income variables in equation 7-0. The R Is 
increased by each additional income variable in equations 
6-0, 7-0 and 8-0, and the last equation appears to be the 
"best11. The statistical properties and the performance of 
the coefficients under changing conditions suggests that the 
equations estimated in original values are more appropriate 
than those estimated In logarithms for introducing income 
lags into machinery demand functions. Equation 5-0 (model B) 
and equation 8-0 (model C) display similar properties and are 
useful for expressing machinery demand. 
Equations 1 to 8 essentially are expectation models. 
The appropriateness of the adjustment models F, G and H may 
be Judged from equations 9 to 13. Equation 9 combines expecta­
tion model B and adjustment model F. The insignificance of 
the coefficient of Qjit-1 suggests that the adjustment model 
is inappropriate for annual gross investment. That is, 
farmers adjust purchases to the desired or equilibrium level 
In the short run if they are subjectively certain of favor­
able prices, income and other explanatory variables. Equation 
10 indicates that if expectations are not adequately repre­
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sented in the model, the adjustment coefficient may be sig­
nificantly different from unity. 
It is well to remember that although annual investment 
in machinery is adjusted to the desired level in the short 
run as Indicated by equation 9, it may still take a long 
time to reach the desired level of stock. Thus, models B and 
G are combined to estimate the adjustment to the desired level 
of stocks. The coefficients of equations 11 and 12-0 are 
insignificant, indicating the adjustment coefficient g and 
depreciation rate h are both zero or are equal to each other. 
Since the depreciation rate is known to lie somewhere between 
0.15 and 0.25, the adjustment coefficient g is also expected 
to be within that range. Equation 12-L presents a different 
result and indicates that the adjustment coefficient Is some­
what larger. Equation 1%-L appears to be less acceptable 
than equation 11, because expectations and financial circum­
stances are more adequately considered in the latter. 
It is interesting to note that if g=h as indicated by 
equation 11 and 12-0, omission of lagged stock from the in­
vestment function causes few statistical complications. That 
is, equations such as 5 and 8 may be very satisfactory expres­
sions of machinery demand. 
The R2 is large and autocorrelation is insignificant In 
the adjustment model H (equation 13). The positive sign of 
the past year price variable (P^/^R^t-l 19 not consistent with 
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logic, however, and the adjustment coefficient 0.54 in equa­
tion 13-0 is inconsistent with estimates of g in equation 11 
and lis-0. 
Of the equations In Tacle 1, several might be chosen to 
represent adequately the demand for farm machinery. The 
models which assume net farm Income to be an expectatlonal 
variable appear particularly appropriate, especially when the 
equations are estimated in original data. In most instances, 
the logarithm equations give less plausible results based on 
the size of the R2, d1 and a priori knowledge of the coeffi­
cients. It is possible to specify several reasons for this 
result. The linear demand function is consistent with a 
quadratic production function which some studies indicate is 
more appropriate than logarithm production functions for ex­
pressing physical relationships In agriculture (115). Some 
error may be introduced because the expectation variables are 
logarithms of simple arithmetic aggregates rather than the sum 
of logarithms In the "L" equations. Another specification 
and aggregation procedure might improve the comparability of 
the estimates from different transformations. A plausible 
explanation for the more favorable estimates from equations 
estimated from untransformed data Is that a specification 
linear in the original observations approximates the nature 
of the demand relationship rather well In the particular period 
studied. Selection of a different period might reveal advan­
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tages of other transformations. 
Limited information demand equation 
for all farm machinery 
When demand for all farm machinery Is estimated as part 
of an interdependent market structure with other farm re­
sources and farm output, the result Is equation 14. 
(14) = 11907 - 90.1 Pot - 5.0 PMt - 59.2 P^t + 70.8 PRt 
[-5.7] [-0.3] f-2.9] [3.4] 
- 113.9 Nt - 1.7 (PM/PR)t_i + 197.0 Et-1 
[-4.3] [-0.15] [o.a] 
+• 66.3 — 6.6 T • 
[n.e] 
The demand quantity Q^, the number of farms N, and the prices 
of operating inputs P0, machinery P%, hired labor PHL, and 
farm output PR are endogenous variables. The equity ratio E, 
short term interest rate rg, time T and (PM/PR)t-1 are regarded 
as predetermined variables. The variable rg is coded as 100 
times the short term Interest rate. The price variables are 
adjusted to a 1947-49 base and are deflated by the implicit 
price deflator of the gross national product (128). The data 
extend from 1926 to 1959, omitting 1942 to 1945. Rather than 
sacrifice the data for 1946 and 1947 in the entire model be­
cause the backlog of demand for machinery had not been filled, 
the data for machinery are "corrected" for the condition by 
using predicted values of 0,M for 1946 and 1947 from a single 
equation, least squares demand function. Standard errors were 
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not computed for equation 14. Elasticities are Included in 
brackets below the coefficients of all variables except time T 
to aid in interpretation of the results. 
The equation substantiates the results of the least 
squares functions — that the current price of machinery is 
more Important than lagged price. The elasticity of machinery 
demand with respect to farm numbers N is -4, indicating that 
a one percent decrease In farm numbers tends to be associated 
with a four percent increase in machinery sales. The result 
implies a large substitution of machinery for labor as acre­
age per farm Increases. However, the negative sign of the 
farm wage rate P^ coefficient indicates, perhaps Incorrectly, 
that labor and machinery are short run complements. The 
signs of the PQ and PR coefficients are as expected, but the 
magnitudes of the coefficients are unusually large. 
Of the predetermined variables, the equity ratio appears 
to be quite Important; the coefficient is larger than in the 
least squares equation 5. The sum of the P% coefficients 
-6.7 is slightly less (absolute value) than the coefficient 
of price -8.4 in equation 5. The signs of the rg and T 
coefficients In the equation conflict with a priori considera­
tions. The slowly changing rg variable could have absorbed 
the Influence of the time trend and vice versa. 
The general conclusion is that the limited Information 
equation 14 is less acceptable than the least squares equa­
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tions for expressing machinery demand. The signs and magni­
tudes of the coefficients In equation 14 are questionable in 
several instances. The standard errors were not computed, 
but the large size of some of the questionable coefficients 
indicates that they may be significant. In future computa­
tions of price elasticities and analysis of changes in demand 
quantities through time, we rely heavily on the single equa­
tion results. 
The limited information equation 14 may be less satis­
factory than the least squares equation for expressing machin­
ery demand cecause of the nature of the identification pro­
cess (for rule of identification, see Tlntner (113)). Those 
equations in the simultaneous model which are of greatest 
Interest to the researcher tend to be specified in detail. 
Equations of least interest tend to be specified less fully• 
But the conditions for identification indicate that the 
tendency for underldentifloatIon is most likely to be found 
In the equations including the greatest number of variables 
(most adequately specified). Unwittingly, the researcher 
gets less satisfactory results from the equations in which he 
has greatest interest because of a tendency for underldentlfi-
cation. Also, some difficulties may arise because of multi-
colllnearlty when many variables are specified in the equa­
tion. 
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Price and Income elasticities 
of demand for all machinery 
Table 2 Illustrates the elasticities of demand for annual 
purchases and stock with respect to prices and expected 
income from selected equations in Table 1. The elasticity of 
annual investment with respect to P% or PR approximately is 
unitary in the short run. The percentage increase in stock 
is less than one-fourth this amount because of the greater 
initial quantity. P% essentially is a short run variable and 
is not assumed to be a part of expectations, hence, the elas­
ticity of with respect to P# Is the same in the short and 
long run. 
Because of the importance of P% in Yp, the long run 
elasticity of % with respect to PR is greater than the short 
run elasticity. Two equations are needed to translate E in 
equations 5 and 8 into PR. The equations containing 5 but 
not Yp can be translated by assuming that E is generated from 
past income. To determine the relationship between income and 
equity, the following least squares equation 15 was computed 
from logarithms of annual data extending from 1926 to 1941 and 
1946 to 1959. Equity is estimated as 
(15) Et+1 = -5.57 + 0.71Ypt + 0.86 YDFt-1, R2 = 0.80 
(0.24) (0.24) 
a function of net income Yp and a declining average of net 
income YDp. The equation indicates that a sustained rise of 
one percent in net income will increase the equity ratio 1.57 
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Table 2. Elasticities of demand for annual investment in machinery % and for machin 
computed from the equations in Table la 
Equation, 
Elasticity of QM with respect to: 
b %= 15 5Î" 
transformation Short run Yp* ^  Short run® Long run*" Short run? Lon 
and model (1-2 years) (1-2 years) (3-4 years) (1-2 years) (man; 
5-0 B -0.79 0.79 0.79 2.37 -0.18 
8-0 C -O.7I 0.7b 0.71 2.19 -0.l6 
ti-L G 
-1.47 0.42 1.47 2.31 -0.33 
11-0 BG -0.83 0.80 0.83 2.43 -0.19 
^See the text and Table 1 for discussion of data, methodology, coefficients, stai 
^Elasticities for data in original values are computed at the means. 
^Computed from the coefficient of current price (%/?%) f 
^Computed from the sum of lagged income coefficients. The equity ratio E rather 
coefficient of E was translated into elasticities with respect to Yp by the least squ< 
(a) Et+i *= -5.57 + 0.71 Ypt + 0.86 YDFt-1 R2 - 0.80 
(0.24) (0.2k) 
where E%+i is the January 1 equity ratio, Yp is net farm income and Ypp is a declining 
in logarithms from 1926 to 1941 and 1946 to 1959. 
^Computed from the price variable (PM/PRH* 
^The sum of the short run elasticity plus the component Pg of Yp*, assumed to be 
Appendix B. For equation 8-0, the elasticity is 0.71 + (2.0)(0.74) = 2.19. 
gFound by multiplying the elasticity of Q# with respect to (PM/PRH by the ratio 
^The short run elasticity divided by the adjustment coefficient 0.20. The adjust 
depreciation rate according to equation 11-0. The USDA (121, 123) estimated the machi 
year stocks for each of the six years from 1955 to 1960. 
i-Found by multiplying the ratio of means by the elasticity of QM with respect to 
after Qy has been increased to the desired level. 
JThe intermediate run elasticity divided by the assumed adjustment coefficient, a 
the maximum level of stock achieved after an increase in P%, and may not be reached fo 
approximately 90 percent of the total adjustment will be completed in 10 years. 
aery % and for machinery stocks SJ,J with respect to price and net farm income 
Elasticity of S# with respect to: 
% PR 
Short runS Long runh Yp* Short run^ Intermediate run1 Long run^ 
) (1-2 years) (many years) (1-2 years) (3-k years) (many years) 
-0.18 -0.90 0.18 0.18 0.5k 2.70 
-0.16 -0.80 0.1? 0.16 0.ii9 2.k5 
-0.33 -1.65 0.10 0.33 0.52 2.60 
-0.19 -0.95 0.18 0.19 0.55 2.75 
>gy, coefficients, standard errors and related statistics. 
;he means. 
equity ratio E rather than income was included in equations 5 and 11. The 
;o Yp by the least squares regression 
- 0.80 
and Ypp is a declining three year average of Yp. The variables are annual data 
of Yp*, assumed to be twice the income elasticity based on the results of 
7k) " 2.19. 
(Pm/PrH b7 the ratio of mean of % to SM. 
ient 0.20. The adjustment coefficient approximately is equal to the 
3) estimated the machinery depreciation to be 0.19 percent of beginning 
of QM with respect to P%. This is the approximate response in total stock 
ustment coefficient, as indicated in footnote h. The long run elasticity is 
may not be reached for several years. If the adjustment coefficient is 0.20, 
ed in 10 years. 
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percent. Since the elasticity of 0# with respect to E in 
equation 5 is 0.50, the elasticity with respect to Yp approxi­
mately is (0.50)(1.57) = 0.79. The result is reassuringly 
similar to the results of equation 8-0 in which income was 
directly Included. The implication is that model 3 is a 
relevant proxy variable for net Income in the Investment 
function. 
A definitional equation relating net income to Pp/Pp 
is presented in Appendix B and provides a useful basis for 
translating net income into price elasticities. The equation 
indicates that the average elasticity of net income with re­
spect to PR/PP IS 2.0. Therefore the elasticity of 0# with 
respect to PR computed from the income component of equation 
5 approximately is (2.0)(0.79) = 1.58. The total long run 
elasticity of 0# with respect to PR is therefore 0.79 (due 
to PJI/PR) plus 1.58 (due to E), or 2-37. The result agrees 
favorably with the estimates of other equations and indicates 
that a one percent increase in PR tends to raise annual in­
vestment slightly more than two percent in the long run. Some 
disparity exists between the original value and logarithm 
equations in allocating the Influence of PR In P>I/PR and Yp. 
Since the logarithm equation tends to allocate more influence 
to P^/PR and less to Yj-, the short run elasticity is greater 
in equation 8-L, but the long run elasticities are surpris­
ingly similar between transformations. 
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Once the desired level of annual purchases is reached, 
the stock of machinery continues to grow until gross invest­
ment equals depreciation. The maximum level (long run) of 
stocks is reached much later than the maximum (long run) level 
of annual investment. The estimates of stock elasticities 
in Table 2 are computed basically from the annual investment 
elasticities. The ratio of the Investment mean to the stock 
mean was multiplied by the annual investment elasticities to 
form the short and intermediate run stock elasticities. The 
long run elasticity is based on equations 11-0 and 12-0, which 
indicate that the adjustment and depreciation rates are approx­
imately equal. From knowledge of the depreciation rate, the 
adjustment rate is assumed to be 0.20- The results indicate 
that stock Is relatively unresponsive to changes in price in 
the short and intermediate run. The analysis Indicates that 
a one percent rise in prices received Pp tends to raise stock 
only one-fifth of one percent in the first one or two years, 
but after several years may increase stock between two and 
three percent.*" The length of time required to reach this 
^The number of years N required for a specified propor­
tion A of total adjustment, given the adjustment rate g is 
N = log (1-A) . 
log (1-g) 
If a =« 0.9, g = 0.2, then K = 10. That is, 10 years are re­
quired to make 90 percent of the adjustment to the equilibrium 
level of machinery stock. The number of years required for 
the adjustment of stock is (continued on next page) 
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percentage depends on the adjustment rate. Because of the 
historic volatility of PR, a major portion of the past vari­
ation in investment activity has been closely associated with 
farm output price PR. 
The elasticity with respect to a third price variable 
Pp (prices paid by farmers for items used in production, in­
cluding interest, taxes and wage rates) may be computed but 
is not included in Table 2. Although labor and other input 
prices are not explicitly included in the functions, they are 
components of Pp through net income. The elasticity of either 
Qfc or with respect to Pp is roughly -1.5 in the long run. 
The implication is that other inputs are net complements of 
machinery in the market. The elasticity Is negative because 
an increase in input prices reduces the surplus of income 
available for machinery purchases. This result does not pre­
clude the existence of substitutes for machinery, notably 
labor, in the market. It only indicates the net Influence of 
input prices Pp. 
It Is well to compare these estimates with results from 
other studies. Cromarty's (23, p. 40) least squares estimates 
(footnote continued from previous page) conservative because 
the formula assumes the annual investment is at the equilib­
rium level. Because three or four years are required for 
annual investment to reach this level, an adjustment may be 
made in the time required to reach the equilibrium level of 
stock by adding two or three years to N above. 
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of short run demand elasticities for machinery purchases with 
respect to P# is -1.0, PR is 0.7. His results agree quite 
closely with those of this study. Cromarty makes no estimate 
of long run elasticities, but If we use the above estimate to 
translate Income elasticity to price elasticity, the long run 
elasticity of annual purchases with respect to PR is 0.7 plus 
(2.0)(0.5) = 1.7. His study also includes farm assets as an 
explanatory variable, and if the PR influence on assets is 
included, the total elasticity might be very near the esti­
mates of this study. 
The limited information demand equation 14 indicates 
that demand elasticity of with respect to P% is -0.5. The 
elasticity of the same quantity with respect to PR Is 3.6 
without consideration of E. If the influence of PR on E were 
also included, the elasticity would be unusually large and 
quite unrealistic. 
The actual proportion of the total change in machinery 
purchases attributed to price and income over time depends on 
the historic movements of the variables as well as on the 
coefficients and elasticities. The equations in Table 1 pro­
vide the basis for evaluating the extent of the actual change 
in demand quantities over a specified time period attributable 
to prices PR/PKJ income Yp and slowly changing Influences of 
technology, knowledge, etc. represented by the time variable 
T. This investigation of historic sources of the Increased 
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demand for machinery in the U.S. from 1926 to 1959 is post­
poned until the final section of the chapter. 
Trends and projections In all machinery purchases 
Figure 1 Indicates that demand for farm machinery is 
considerably more volatile and displays a different trend than 
the demand for operating Inputs. The figure illustrates 
graphically the quantitative results in Table 2 — that 
machinery purchases are more sensitive than operating input 
purchases to changes in prices received by farmers. Machin­
ery purchases fell sharply In the depression years and again 
in 1938 when farm output prices dropped appreciably. Improved 
machinery, new models, favorable prices and other factors 
undoubtedly contributed to the large amount of purchases in 
the late 19401 s• As the backlog of machinery orders were 
filled and farm Income declined, demand for machinery began 
to fall in the 1950's. The downward trend In machinery demand 
during the postwar era shows few signs of reversal according 
to the actual observations in Figure 1. 
Equation 8-0 predicts the actual observations quite well, 
but unfortunately there are rather large errors in recent 
years, i.e. 1956 and 1957. Also, the extrapolated value for 
1960 considerably overestimates the actual quantity. The 
actual quantity is a preliminary estimate, and later revisions 
may reduce the prediction error. The machinery purchases 
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Figure 1. Trends In purchases of all farm machinery % from 
1926 to I960, showing actual values ; and predicted 
and projected estimates from equation 8-0 
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projected for 1965 depend on the assumed values of the inde­
pendent variables — prices and net farm income. The higher 
estimate is made from equation 8-0 assuming income and prices 
will be at 1955-59 average values in 1965. Because the price 
of machinery has tended to increase relative to prices re­
ceived by farmers, the second, lower prediction is made 
assuming (P^/PR)^ will be 10 percent greater in 1965 than in 
1955-59, but that net farm income will remain at the 1955-59 
level. The two estimates indicate that by 1965 the quantity 
will be respectively 15 and nine percent greater than the pre­
dicted 1960 level. Based on past trends, the price of machin­
ery is expected to increase by 1965, hence, the lower predic­
tion is more realistic. That is, annual gross investment in 
machinery is expected to increase nine percent above the pre­
dicted 1960 level by 1965. whether these projections are 
realized depends to a large extent on the value of PR since 
it is the most volatile element In both the price and income 
variables. 
The equations In Table 1 Indicate that demand increases 
from two or more percent per year (from the coefficient of T) 
aside from changes in prices and income. Hence, demand In 
1965 could be expected to be greater than in the 1955-59 
period even though prices and income remain unchanged. The 
projections imply that the downward postwar trend in pur­
chases will be reversed. Since the value of % projected for 
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1965 depends heavily on the underlying assumptions about the 
values of explanatory variables, the reader may wish to note 
the influence on demand quantity of alternative assumptions 
about prices and incomes for 1965. 
Supply of all farm machinery 
estimated by limited Information 
. The decoded supply equation for all farm machinery Is 
(16) PMt = -18.75 + 0.0218 Qj,lt + 0.93 P%st - 0.32 Ct 
(0.0084) (0.27) (0.17) 
where is defined as previously, Pjg is the wholesale price 
of iron and steel (30) and C is a structural variable with 
a value of zero in each prewar year; 100 in each postwar year. 
Prices are deflated by the general price deflator of the 
gross national product, and are adjusted to make 1947 to 1949 
equal 100. The annual data extend from 1926 to 1941 and 1946 
to 1959. To adjust for the latent demand in 1946 and 1947, 
values of predicted by a least squares equation, estimated 
without the two years, were used as observations In the 
simultaneous model for 1946 and 1947. 
The price elasticity of machinery supply computed from 
equation 16 is 2.92. The coefficient of 0# Is more than twice 
the standard error (in parenthesis) and probably is not equal 
to zero. The coefficient Indicates the price flexibility, 
and if it is near zero the supply elasticity is very large. 
The approximate confidence limit for price elasticity is 
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computed from the Inverse of two standard deviations on each 
side of the price flexibility coefficient. Estimated by the 
procedure at the means, the confidence interval for price 
elasticity of supply is 1.8 to 4.1. The estimate indicates 
that the elasticity of short run machinery supply is very 
high but not Infinite. In an earlier, slightly modified 
structural model containing the same variables as in equation 
16 but with actual rather than predicted values of 0% for 
1946 and 1947, the coefficient of % was smaller than the 
standard error. The result was consistent with the hypothesis 
that machinery supply is perfectly elastic. Although equation 
16 indicates supply is less than perfectly elastic, it does 
indicate that price Is relatively unresponsive to quantity 
changes in the short run. 
That farmers are price takers (quantity a function of 
price) and manufacturers are price setters (price a function 
of quantity) should not be inferred from the limited informa­
tion equations because of the normalization on quantity in 
equation 14 and price in equation 16. The limited information 
coefficients are independent of the direction of normaliza­
tion — the results would have been the same if the equations 
would have been normalized on other endogenous variables. 
The variable most significantly explaining machinery 
price is Pjg. A one percent increase in iron and steel price 
raises machinery price one percent according to equation 16. 
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The result Is not surprising -- steel is an Important raw 
material in farm machinery. Because non-farm wage rates 
affect the cost of steel production, the wage rate tends to 
be reflected in the price of iron and steel. 
The real price (relative to all prices of goods and 
services in the U.S. indicated by the deflator for the GNP) 
has declined in the postwar period according to the coeffi­
cient of C In equation 16. The decline may not be signifi­
cant; the coefficient Is less than twice the standard error. 
Demand for Motor Vehicles Estimated by Least Squares 
The specification of the demand for motor vehicles is 
similar to the previous specification of demand for all farm 
machinery. Variables considered to be important influences 
on demand quantities are motor vehicle prices, prices received 
by farmers, wages paid for hired farm labor, stocks of assets, 
net farm income, the equity ratio, government programs and 
time. The logic of the specification and the nature of 
expectations and adjustments are similar to those discussed 
previously in this chapter and In Chapter 7. 
The variables 
Variables peculiar to the demand functions for motor 
vehicles are: 
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The dependent variable is s weighted two-price 
aggregate of motor vehicle purchases during the 
current calendar year (4). The variable includes 
tractors, trucks and the productive portion of 
automobile purchases, assumed to be 40 percent. 
The procedure for weighting the quantities is dis­
cussed in the previous section on all farm machin­
ery • The variable is expressed in millions of 
1947-49 dollars. 
(P^y/P^t The current year index of the ratio of prices paid 
by farmers for motor vehicles to prices received 
by farmers for crops and livestock (l£0). 
(P^y/^HL^t The current year index of the ratio of prices 
paid by farmers for motor vehicles to the hired 
labor wage rate on farms (120). 
The remaining variables specified in the demand function 
S , E, Yp, Ydf, g and T are discussed in the previous section 
on all farm machinery. The variables are annual data for the 
U.S. from 1926 to 1959, omitting 194z to 1947. All price 
indices are expressed as a percent of the 1947-49 average. 
The estimated demand equations 
Coefficients, standard errors and related statistics 
for motor vehicle demand equations presented In Table 3 are 
very similar to the results in Table 1. The price of motor 
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Table 3» Demand (annual gross investment) functions for motor vehicles Qppj estj 
omitting 19k2 to 19k7; coefficients, standard errors (in parenthesis) 
Equation, R2 
transformation and WPR WPHL PmVPHL 
and model" H* d' Constant t t-1 t t-1 
17-0 B 0.95 2.16 1332.91 -5.77 0.95 -0.0k -1 
0.93 (1.21) (1.78) (1.28) ( 
18-0 AB 0.93 1.57 335.9k -k.33 
0.92 (1.09) 
18-1 AB 0.93 1.52 2.33 -1.15 
0.92 (0.21) 
19-0 B 0.88 1.39 -27.09 -3.97 1.68 
0.86 (2.03) (1.33) 
20-0 B 0.9k 1.6k 235.61 -6.11 1.35 
0.93 (l.ko) (1.00) 
21-0 B 0.93 1.51 k90.8k -k.72 
0.92 (0.97) 
22-0 A 0.91 l.k3 -2k.51 -k.55 
0.90 (1.21) 
22-L A 0.92 l.k3 2.77 -1.08 
0.92 (0.21) 
23-0 A 0.93 l.k6 -63.32 -k.25 
0.91 (1.16) 
23-L A 0.93 l.k7 2.88 -1.09 
0.91 (0.22) 
2k-o c 0.93 i.k7 -51.38 -k.31 
0.93 (1.0k) 
2k-L C 0.92 1.28 3-51 -1.22 
0.91 (0.21) 
aSources and composition of the dependent variable and the indicated in< 
^Equations estimated in original observations are designated by Oj in logari 
original values in the L equations. Also Tppt-1 in ' i^e logarithm equations is ti 
and adjustment models are presented in the text. 
cThe Durbin-¥atson autocorrelation statistic d1. 
i functions for motor vehicles Qppj estimated by least squares with annual data from 1: 
mts, standard errors (in parenthesis) and related statistics are included3 
'mv/Pr pMVPR PMv/PHL PMV/PHL SP E YF YF YF Y] 
t t-1 t t-1 t t-1 t t-1 t-2 t' 
0.95 
(1.78) 
-0.0k 
(1.28) 
-lit. 39 
(8.71) 
-3.97 
(2.03) 
1.6b 
(1.33) 
1.35 
(1.00) 
60.17 
(2343) 
56.36 
(21.U8) 
-U.23 
(0.19) 
91.21 
(23.kl) 
72.62 
(15.20) 
60.66 
(15.17) 
0.015 
(0.019) 
0.59 
(0.22) 
0.050 
(0.015) 
o.kk 
(0.18) 
0.030 
(0.017) 
0.k8 
(0.21) 
0.026 
(0.013) 
-0.059 
(0.165) 
0.0 
(0.0 
0.3 
(0.2 
lent variable and the indicated independent variables are discussed in the text. 
•vations are designated by Oj in logarithms of original observations by L. The time • 
:DFt-l logarithm equations is the logarithm of the simple declining arithmetic 
text. 
itistic d'. 
least squares with annual data from 1926 to 1959, 
bed statistics are included3 
E Yp Yp Yp YDp G T 
b-1 t t-1 t-2 t-1 t t-1 
30.17 2.82 27.38 
?3-43) (4.71) (8.96) 
>6.36 0.015 15.31 
>1.48) (0.019) (1.73) 
•0.23 0.59 0.0189 
0.19) (0.22) (0.0037) 
'1.21 lii.Ub 
Î3-U1) (8.43) 
2.62 19.39 
5.20) (5.68) 
>0.66 14.87 
5.17) (4.67) 
0.050 24.15 
(0.015) (3.71) 
o.kk 0.0153 
(0.18) (0.0021) 
0.030 0.026 22.40 
(0.017) (0.013) (3.61) 
0.48 -0.059 0.0155 
(0.21) (0.165) (0.0022) 
0.058 21.90 
(0.013) (3.40) 
0.32 0.0164 
(0.20) (0.0023) 
variables are discussed in the text. 
original observations by L. The time variable T is in 
thm of the simple declining arithmetic average. Expectation 
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Table 3* (Continued) 
Equation, R2 
WPR PMV/PR pMv/pHL PMV transformation and 
and model R2 d' Constant t t-1 t t 
25-0 BF 0.93 1.61 458.8? -4 »4i 
0.92 (î.ii) 
26-0 F 0.92 1.64 37.46 -3.92 
0.91 (1.28) 
26-1 F 0.93 l.4i 2.72 -1.12 
0.91 (0.22) 
27-L H 0.95 2.30 -0.64 -1.17 0.73 
0.94 (0.35) (0.38) 
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Jonstant 
s-
PMV/PR 
T-1 
PMv/PHL PMV/PHL 
t t-1 
Sp E 
t t-1 
YF 
t 
YF YF 
t-1 t-2 
458.87 -4.4I (I.II) 61.18 (19.79) 
37.46 
2.72 
-3.92 (1.28) 
-1.12 
(0.22) 
0.037 (0.018) 
O.54 
(0.25) 
-0.64 -1.17 (0.35) 0.73 (0.38) 0.25 (0.24) 0.71 (0.24) 
E Yp Yp Yp Ypp G T Qfjpj 
t-1 t t-1 t-2 t-1 t t-1 
61.18 13.70 0.095 (19.79) (5.12) (0.159) 
0.037 19.31 0.22 (0.018) (5.12) (0.16) 
0.54 0.0163 -0.098 (0.25) (0.0027) (0.167) 
0.22 0.71 O.OO85 0.11 (0.21) (0.24) (0.0033) (0.17) 
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vehicles relative to prices received in the current year is 
the most significant price variable (equations 17, 19, 20). 
According to equation 18, either Income or equity, but not 
both variables, need be specified In a given demand equation. 
One possible reason for the insignificance of Sp in equation 
1? is that the variable is highly correlated with motor 
vehicle stock and the coefficient may be zero because of com­
pensating influences of the adjustment and depreciation 
coefficients (cf. model G). The coefficient of G in equation 
17 and of P^v/^HL in equations 17, 19 and 20 do not suggest 
that farm wage rates and government programs have played sig­
nificant roles in the rising demand for farm machinery. The 
coefficients of the three Independent variables In equation 
21-0 are highly significant. Together the variables explain 
93 percent of the annual variation in motor vehicle purchases. 
The influence of additional lagged values of net Income 
may be observed in equations 22-0, 23-0 and 24-0. The magni­
tude of the sum of income coefficients increase from 0.050 
to 0.056 to 0.058 as successive Income variables are included 
in the respective equations. The small increments in the mag­
nitude of the coefficient and Imply that additional income 
lags beyond t-3 would Improve the equation very little. 
The insignificant coefficients of the lagged quantities 
%iVt-l ln adjustment equations 25 and 26 imply that farmers 
do not delay in adjusting annual purchases to desired levels 
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after they have become convinced that price and Income con­
ditions are favorable. The adjustment coefficient for annual 
gross investment in motor vehicles is not significantly dif­
ferent from unity, indicating that the adjustment form is not 
needed to express annual purchases. This does not imply that 
total stocks are adjusted to equilibrium levels in the short 
run also. Additional adjustment models such as G with begin­
ning year stocks were not estimated. But adjustment model H, 
estimated only ln logarithms, is included (equation 27). The 
coefficient of lagged motor vehicle quantity is non-Signifi­
ed 
cant. The R is high, but the sign of the lagged price is 
inconsistent with a priori considerations and leads one to 
question the appropriateness of the model. One difficulty 
embodied ln adjustment model H is the importance of P^ in the 
four price and income variables. Because this common compo­
nent of several variables tends to create colllnearltles, the 
regression law is unable to allocate the relative influence 
of each variable. 
The conclusion from Table 3 is that gross annual invest­
ment in productive motor vehicles can be expressed simply by 
the current price (P^/P^)^, time T and by one or more vari­
ables such as E or Yp expressing the financial structure in 
the demand function. Some difficulties in interpretation 
arise because of inconsistencies between equations estimated 
in original values and ln logarithms. In some respects each 
307 
is an acceptable form and the degree of autocorrelation ln 
the residuals, indicated by d1 does not appear to be high in 
the equations. The equations estimated in original values 
appear to indicate the anticipated influence of past income 
on machinery purchases more adequately, however. 
Demand for motor vehicles was estimated as a function 
of current price, past year income, cropland per farm, the 
short term Interest rate and time. The coefficient of the 
short term Interest rate was highly insignificant. The co­
efficient of the farm size variable was significant and nega­
tive. Because farm size is highly correlated with other 
variables, it was not retained in the equation. Current year 
machinery prices may be known and current year prices received 
unknown when machines are purchased. The ratio of current 
machinery price to past year prices received was included ln 
the demand equation with other explanatory variables E and T. 
This price variable was considered inferior to current price 
and was not retained In subsequent equations. 
Price and Income elasticities 
of demand for motor vehicles 
The pattern of demand elasticities for motor vehicles 
is similar to that depicted for all machinery ln Table 2. 
The elasticities appear to be slightly lower for motor 
vehicles, however. Based on equations 23-0 and 24-0, the 
price elasticity of demand with respect to ()t 18 -0*64. 
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The demand elasticity with respect to Yp computed from the 
same equations is 0.66. Using the definitional equation 1, 
Appendix B, to translate income to price elasticity, the 
elasticity of Q^y with respect to Pp is -(2.0)(0.66) = -1.32, 
and with respect to Pp is 0.64 plus 1.32, or 2.0 in the long 
run. Similarly, the respective total elasticities of Q^y with 
respect to P^, Pp and Pp from equation 23-L are -1.1, -0.84 
and 1.9. It appears that the unstab!lity in relative magni­
tudes of the price and income elasticities between the orig­
inal value and logarithm equations may arise from the impor­
tance of Pp in the variables. The logarithm equation indi­
cates a heavier weight for current price; the original value 
equations a heavier weight for Income (past price). But the 
total, long run elasticity of %y with respect to Pp approxi­
mately is 2.0 for both forms. 
Because mean annual purchases are approximately one-
fourth of the mean stock of motor vehicles, the percent in­
crease in stock from a one percent increase in P^v/^R 
(0.25)(-0.64) = -0.16 cased on equations 23-0 and 24-0. The 
elasticity of stock at the time (three or four years) when 
annual purchases have reached the desired level is referred 
to as the intermediate elasticity of stock. It is approxi­
mately (0.25)(2.0) = 0.5 with respect to Pp according to the 
above equations. If we assume the adjustment coefficient is 
0.2, the long run elasticity of stock with respect to Pp is 
309 
0.-5/0.8 = 2.5. If 0.2 is the correct adjustment rate, approx­
imately 10 years are required to make 90 percent of the 
adjustment to the long run level of stock. The one percent 
increase ln is assumed to be sustained through the entire 
period, of course. 
Trends and projections of motor vehicle purchases 
The purchases of motor vehicles fell appreciably in the 
depression years and again in 1938 (Figure 2). In the Imme­
diate postwar years, farmers spent more than twice as much 
for motor vehicles as in 1940. The demand quantity began a 
downward trend In the postwar years that seems to be con­
tinuing to the present time. In some, recent years, annual 
investment has been below the 1941 level. 
Equation 24-0, selected to predict the demand quantity, 
indicates a recent reversal of the downward postwar trend. 
Recent predictions by the equation are somewhat inaccurate, 
and the extrapolated quantity for 1960 overestimates demand 
by a sizeable amount. The prediction error is somewhat larger 
than could be expected from normal sampling variation, and may 
be caused by failure to specify currently significant vari­
ables In the demand function. 
Assuming 1955-59 average prices and net farm income for 
1965, the demand quantity Is projected to be 10 percent above 
predicted 1960 levels by 1965. There has been a tendency for 
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Figure 2. Trends in purchases of motor vehicles from 
1926 to I960, showing actual values; and predicted 
and projected estimates from equation 24-0 
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machinery prices to increase relative to prices received in 
recent years. If the ratio P^/PR Is 1° percent above the 
1955-59 average in 1965 and net income remains at the 1955-59 
average, then the projected demand quantity is eight percent 
above the predicted 1960 quantity. Hence, the equation pro­
jects a reversal of the postwar downward trend in motor 
vehicle purchases, and indicates that demand in 1965 will be 
somewhat greater than in 1960. It seems likely that relative 
motor vehicle prices will be higher in 1965, thus the lower 
projected increase of eight percent by 1965 is more reason­
able. 
The projections depend heavily on the underlying price 
and net Income assumptions. One may wish to consider addi­
tional assumptions about these variables and observe the 
influence on the projected estimates of motor vehicle pur­
chases. No estimate is made of the statistical standard error 
of prediction for 1965, but it is expected to be large for 
extrapolations several years in advance. 
Demand for Farm Machinery and Equipment 
Estimated by Least Squares 
Machinery and equipment includes all farm machinery other 
than motor vehicles. Items ranging from milking machines to 
combines are included ln the category. The specification of 
the demand function for machinery and equipment is similar 
to the specification of demand for motor vehicles. 
311 
The variables 
Variables peculiar to the demand specification for 
machinery and equipment are defined as follows. 
Qj^Et The dependent variable is a weighted two-price 
aggregate of farm machinery and equipment pur­
chases during the current calendar year for pro­
ductive purposes (4). The variable includes 
planting, harvesting and tillage machines, farm 
wagons, sprayers, gas and electric engines, dairy 
machines and haying equipment, and is expressed in 
millions of 1947-49 dollars. Motor vehicles are 
excluded. 
(PjjIe/Pr) t Ihe current year index of the ratio of prices paid 
by farmers for machinery and equipment to prices 
received by farmers for crops and livestock (120). 
t The current year index of the ratio of machinery 
and equipment prices to the composite farm wage 
rate (120). 
The price Indices are adjusted to make the 1947-49 aver­
age equal 100. All variables are annual data for the U.S. 
from 1926 to 1959, omitting 1942 to 1947. Other variables 
specified in the demand function such as stock of productive 
assets Sp, the equity ratio E, net farm Income Yp, government 
programs G, and time T are defined in the section on all farm 
machinery. 
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The estimated demand equations 
The significance of the coefficients and other properties 
of the estimated demand equations for machinery and equipment 
presented in Table 4 are similar to the estimates in Tables 1 
and 3. There is little need again to discuss the common 
properties. Some characteristics of Interest In Table 4 are 
the greater R^1s than ln Table 3, and the significance of the 
adjustment coefficients in equations 36 and 37. The equa­
tions indicate that a large portion, about 70 percent, of the 
adjustment to the equilibrium or desired level of machinery 
and equipment purchases is made In the short run. That is, 
Table 4 supports the conclusions from Table 1 and Table 3: 
If farmers ere subjectively certain that prices and financial 
circumstances s re favorable, then they are not severely 
restrained from making a short run adjustment to desired 
annual investment by Institutional or technological barriers. 
The adjustment to the desired level of stock may require con­
siderable time despite the rapid adjustment of annual pur­
chases, however. 
The three explanatory variables in equation 32-0 and 
35-0 explain 97 percent of the annual variation in the annual 
volume of machinery purchases. The adjusted coefficient of 
determination R^ = 0.97 ln these equations Is higher than the 
O 
R in the adjustment equations 36-0 and 37-0 despite the sig­
nificant coefficients of lagged quantity in the latter equa-
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Table it. Demand (annual gross investment) functions for farm machinery an 
data from 1926 to 1959» omitting 1942 to 1947j coefficients, sta 
Equation, R^ 
transformation and ^ME/PR PME/PR FME/PHL FME/p 
and model6 R^ d,c Constant t t-1 t t-1 
28-0 B 0.97 1.25 692.73 -3.32 0.14 
0.96 (0.68) (1.10) 
29-0 AB 0.97 1.25 191.64 -3.11 
0.97 (0.54) 
29-1 AB 0.96 1.90 0.91 -1.81 
0.96 (0.25) 
30-0 B 0.94 1.29 173.26 -3.22 
0.93 (1.02) 
31-0 B 0.97 1.23 433.73 -2.94 -0.58 
0.97 (0.63) (0.49) 
32-0 B 0.97 1.18 346.25 -3.45 
0.97 (0.47) 
33-0 A 0.95 1.10 -121.88 -3.19 
0.95 (0.68) 
33-L A 0.95 0.90 1.87 -1.56 
0.94 (0.28) 
34-0 . A 0.96 1.02 -161.47 -2.98 
0.96 (0.61) 
34-L A 0.95 0.33 1.75 -1.55 
0.94 (0.29) 
^Sources and composition of the dependent variable and of the indi 
^Equations estimated in original observations are designated by Oj in 
values in the I» equations. Also Ygpt-1 in the logarithm equations is the ] 
and adjustment models are presented in Chapter 7• 
cThe Durbin-Watson autocorrelation statistic d1. 
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ss investment) functions for farm machinery and equipment other than motor vehicles estim 
1959» omitting 1942 to 1947J coefficients, standard errors (in parenthesis) and related stati 
Pme/Pr Pme/PR Pme/PhL Pme/PhL sp E ÏF Yp Yp 
Constant t t-1 t t-1 t t-1 t t-1 t-2 
692.73 -3.32 0.14 -0.77 -3.67 38.82 
(0.68) (1.10) (0.97) (7.57) (15-10) 
191.64 -3.11 47.59 0.014 
(0.54) (12.16) (0.011) 
0.91 -1.81 -0.69 1.28 
(0.25) (0.22) (0.24) 
173.26 -3.22 0.38 55.82 
(1.02) (0.71) (14.97) 
433.73 -2.94 -0.58 56.12 
(0.63) (0.49) (8.94) 
346.25 -3.45 58.17 
(0.47) (8.84) 
-121.88 -3.19 0.044 
(0.68) (0.010) 
1.87 -1.56 0.89 
(0.28) (0.25) 
-161.47 -2.98 0.027 
(0.61) (0.011) 
1.75 -1.55 0.86 
(0.29) (0.28) 
1 of the dependent variable and of the indicated independent variables are discussed in t! 
original observations are designated by 0; in logarithms of original observations by L. The 
ilso Ygpt-1 in the logarithm equations is the logariilim of the simple declining arithmetic avi 
ssented in Chapter 7• 
îorrelation statistic d'. 
ind equipment other than motor vehicles estimated by least squares with annual 
«indard errors (in parenthesis) and related statistics are included3 
'PHL Sp E Yp Yp Yp YQP G T %E 
•1 t t-1 t t-1 t-2 t-1 t t-1 
7 -3.67 38.82 2.95 14.61 
7) (7.57) (15.10) (2.86) (5.92) 
47.59 O.OI4 10.96 
(12.16) (0.011) (2.46) 
-0.69 1.28 0.0254 
(0.22) (0.24) (0.0038) 
8 55.62 12.18 
1) (14.97) (4.34) 
56.12 9.04 
(8.94) (2.68) 
58.17 10.37 
(8.84) (2.45) 
0.044 18.18 
(0.010) (2.07) 
0.89 0.0151 
(0.25) (0.0022) 
0.027 0.0224 16.91 
(0.011) (0.0080) (1.88) 
0.86 0.060 0.0149 
(0.28) (0.212) (0.0024) 
dicated independent variables are discussed in the text. 
n logarithms of original observations by L. The time variable T is in original 
logariilim of the simple declining arithmetic average net farm income. Expectation 
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Table 4. (Continued) 
Equation, R2 
transformation and %E/PR ^E^R . PME/PKL 
and model0 R d' Constant t t-1 t 
35-0 
35-L 
36-0 
37-0 
37-L 
38-L 
C 
C 
BF 
F 
F 
0.97 
0.97 
0.93 
0.93 
0.97 
0.96 
0.97 
0.96 
0.96 
1.04 
0.58 
1.37 
0.65 
H 0.90 1.14 
0.97 
-147.18 
3.15 
1.35 305.48 
79.16 
3.26 
-2.20 
-3.04 (0.52) 
-1.61 
(0.29) 
-3.01 
(0.48) 
-2.69 
(0.57) 
-1.52 
(0.25) 
-1.46 
(0.37) 
1.06 
(0.37) 
PKE/PR . PME/PKL PME/PHL Sp e YF YF YF YDF G 
t-1 t t-1 t t-1 t t-1 t-2 t-1 t 
36.91 
(12.50) 
0.019 
(0.011) 
0.36 
(0.31) 
1.06 0.47 0.60 
(0.37) (0 .25 )  (O . 27 )  
0.0504 
(0.0077) 
0.69 
(0.28) 
E Yf rF YF YDF G T QME 
t-1 t t-1 t-2 t-1 t t-1 
0.0504 16.43 
(0.0077) (1.71) 
0.69 0.0161 
(0.28) (0.0026) 
36.91 9.13 0.26 
(12.50) (2.33) (0.11) 
0.019 12.04 0.39 
(0.011) (2.38) (0.11) 
0.36 0.0127 0.28 
(0.31) (0.0023) (0.12) 
0.47 0.60 0.0038 0.51 
(0.25) (0.27) (0.0028) (0.11) 
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tions. The coefficients of the variables ln equations 32-0 
and 35-0 have the anticipated signs and each is highly sig­
nificant. These expectation equations provide useful and 
meaningful expressions of machinery demand. A note of caution 
Is suggested by the Durbin-Watson statistic which indicates 
the possibility of autocorrelation in the residuals and con­
sequent loss of statistical efficiency. 
p 
The high R in equation 38, estimated linear ln loga­
rithms only, Indicates certain posltivlstic advantages for 
model H. The model predicts well but the signs and magnitudes 
of some coefficients (e.g. the coefficient of (?ME/pR)t-1^ are 
suspect. High correlations between explanatory variables 
negates the usefulness of model H for making inferences about 
structural parameters. 
Price and Income elasticities of demand 
for farm machinery and equipment 
Equations 34-0 and 35-0 indicate that the elasticity of 
demand for farm machinery other than motor vehicles with 
respect to (P^E^R^t ls The total elasticity with 
respect to Income computed from the same equations approxi­
mately is 0.86. Assuming that a one percent rise in (P^/Pp)t 
Increases net Income by two percent (cf. Appendix B), the 
long run elasticity of Q^E with respect to Pp is -1.50, with 
respect to PR IS 0.75 plus 1.50, or 2.25. Similar computa­
tions from equation 34-L Indicate the elasticity of <^E with 
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respect to the price variable P^ is -1.55, Pp is -(2.0)(0.86) 
= -1.72, and P^ (long run) is 1.55 plus 1.72, or 3.3. Assum­
ing the average of these estimates is relevant, a sustained 
one percent increase in prices received by farmers is expected 
to increase machinery purchases allghtly more than one per­
cent in the short run, and nearly three percent in the long 
run. The elasticities from equations estimated ln original 
observations are calculated at the means of the variables. 
The elasticities of machinery and equipment stock may be 
approximated from the above elasticities. Since annual pur­
chases are only one-fifth of machinery and equipment stock on 
the average, the short run elasticity of stock with respect 
to Pj,;e/Pr is (0.2)(-0.75) = -0.15 based on equations 34-0 and 
35-0. Since the adjustment rate and ratio between annual 
purchases and stock are assumed to be nearly equal for machin­
ery and equipment, the long run elasticity for stock and 
annual investment with respect to Pp are the same magnitude, 
or 2.25. But the "long run" for Is three or four years, 
whereas only about 90 percent of the adjustment to the "long 
run11 of stock is made ln 10 years ( assuming the adjustment 
coefficient is 0.2). The adjustment coefficient 0.2 is based 
on the equations in Table 1. The long run elasticity of stock 
is particularly sensitive to the magnitude of the adjustment 
coefficient. It Is difficult to obtain an accurate estimate 
of the coefficient because the influence of other variables 
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correlated with stock Is confounded in the coefficient of the 
lagged stock variable. The reader may wish to consider the 
magnitude of the elasticity under alternative assumptions 
about the value of the adjustment coefficient. 
Trends and projections of farm machinery 
and equipment purchases 
The trend in machinery and equipment purchases, shown In 
Figure 3, Is similar to the trend in motor vehicle purchases. 
The quantities appear to follow a somewhat more uniform trend 
ln Figure 3, however, and there appears to be stronger signs 
of a reversal of the postwar decline ln purchases. Equation 
35-0 estimates the actual quantities reasonably well, and the 
error in predicting the 1960 quantity is small. The equation 
appears to be a useful predictive device. 
Assuming prices and net farm income are at 1955-59 values 
in 1965 and that equation 35-0 is the correct demand struc­
ture, purchases of machinery and equipment are projected to 
be 18 percent above predicted 1960 levels by 1965. If the 
price of machinery and equipment is 10 percent higher in 
1965, but net Income is at the 1955-59 level, the demand 
quantity is projected to increase 12 percent over the 1960 
predicted value by 1965. 
The assumption that net income will remain at the 1955-59 
level may be overly optimistic. It essentially Is based on 
the assumption that demand for farm products will expand 
317 
1500 
CO 
or 
< 
_i 
§ 1000 
<n 
i 
£ 
- 500-
z 
o — PREDICTED 
++4 EXTRAPOLATED 
_l 
1970 1950 I960 1920 1930 1940 
YEAR 
Figure 3. Trends in purchases of farm machinery other than 
motor vehicles QME from 1926 to I960, showing 
actual values; and predicted and projected 
estimates from equation 35-0 
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uniformly with farm output, and leave nearly unchanged. 
Gross receipts, however, are expected to be greater because 
more units of output will be marketed. Furthermore, farms 
will become more efficient, producing more output with the 
same or fewer resources. These tendencies to increase income 
may be offset or more than offset by increased input prices 
and greater reliance on purchased inputs. Thus, net Income 
is expected to remain nearly unchanged by 1965 (73, p. 18). 
Historically, machinery prices have displayed a tendency to 
increase relative to farm output price. The more conserva­
tive estimate of a IE percent rise in machinery purchase by 
1965 probably is most realistic• 
Demand for Building Improvements Estimated 
by Least Squares 
The final category of Investment examined in this chapter 
Is building improvements. The two previous categories and 
were investigated In the aggregate as QM and, therefore, 
were treated in a somewhat cursory manner. Building improve­
ments are a quite different form of Investment than those 
considered earlier and are discussed ln more detail. 
While the virgin soil resources remained stable or 
declined because of cropping attrition and requirements for 
non-agricultural uses, the physical volume of total real 
estate increased 10 to 20 percent from 1926 to 1959 (4, 123). 
The increase largely is due to annual investment in building 
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Improvements, Including fences, windmills and wells. In this 
study, the demand quantity (annual gross investment) of build­
ing materials is specified es a function of prices, beginning 
year stock of assets, equity, net farm income, farm size, the 
interest rate and slowly changing influences represented by 
the time variable. Several of the variables are defined in 
the earlier section on all farm machinery. 
The variables 
The variables not defined earlier but included In the 
least squares equations are: 
Qglt The dependent variable is the national aggregate 
of expenditures on building improvements, includ­
ing fences, windmills, wells and dwellings not 
occupied by the farm operators, deflated by prices 
paid by farmers for building materials (120, 121). 
The variable Is ln millions of 1947-49 dollars. 
The current year index of the ratio of the price 
of building materials to prices received by farmers 
for crops and livestock (120). 
(PB/pP^t-l The Past year index of the ratio of the price of 
building materials to prices paid by farmers for 
items used ln production, including interest, 
taxes and wage rates (120). 
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SBt The stock of farm buildings, excluding operators' 
dwellings on farms at the beginning of the current 
year. The variable Is constructed from benchmark 
(census year) estimates by Tostlebe, and inter­
polating between these benchmarks from USDA (114, 
121) data on building expenditures and deprecia­
tion. The variable is in millions of 1947-49 
dollars. 
All price indices are expressed as a percentage of the 
1947 to 1949 average. All variables are annual data for the 
U.S. from 1926 to 1959, omitting 194% to 1945. The assumption 
is that the supply of building materials was comparatively 
less restricted than the supply of machinery ln 1946 and 1947. 
The equations for building improvements do not display large 
prediction errors for these years and It does not appear to 
be unrealistic to include the two observations. 
The estimated demand equations 
The seven Independent variables ln equation 39, Table 5, 
explain 98 percent of the annual variation about the mean of 
Qfiit* Coefficients of only three of the variables — 
(PB/PR)t> Spt and Et-1 — are significant, however. The 
pattern is similar to machinery demand. That is, the past 
year prices and G are non-significant. One notable differ­
ence is that the coefficient of Sp rather than T is slgnlfl-
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Table 5» Demand (annual gross Investment) functions for building imj 
omitting 1942 to 1945i coefficients, standard errors (in pi 
Equation, R2 
transformation and c Pg/Pg Pg/P% Pg/^p 
and model"3 I? d' Constant t t-1 t-1 
39-0 B 0.98 1.77 -032.90 -3.59 0.64 -2.58 
0.97 (0.83) (1.01) (3.07) 
40-0 AB 0.98 1.48 -895.83 -3.58 
0.97 (0.77) 
40-1 AB 0.94 1.49 -8.12 -2.60 
0.92 (0.55) 
41-0 B 0.96 1.18 -923.30 -2.52 0.57 
0.95 (0.91) (3.5b) 
42-0 B 0.98 1.58 -990.70 -3.27 
0.97 (0.55) 
43-0 A 0.94 1.77 -1631.95 -2.44 
0.93 (1.14) 
43-L A 0.94 1.38 -7.68 -2.58 
0.93 (0.54) 
44-0 C 0.97 1.45 -1659.44 -2.18 
0.96 (0.77) 
44-L C 0.94 l.ll -7*99 -2.54 
0.93 (0.44) 
45-0 BF 0.95 1.29 7 6.71 -2.35 
0.95 (0.75) 
^Sources and composition of the dependent variable Qgj and of the 
^Equations estimated in original observations are designated by 0 
in the L equations. Also Ygpt-1 -*-n the L equations is the logarithm 0 
adjustment models are presented in Chapter 7* 
cThe Durbin-Watson autocorrelation statistic d1. 
functions for building improvements Qgj estimated by least squares with annual date 
its, standard errors (in parenthesis) and related statistics are included8 
/PR PB/PR PBAP sp e YF YDF G T 
t t-1 t-1 t t-1 t-1 t-1 t 
.59 
.83) 
0.6k 
(1.01) 
-2.58 
(3.07) 
18.53 
(3.17) 
49.39 
(10.32) 
0.83 
(2.35) 
-2.15 
(k.91) 
.58 
.77) 
.60 
.55) 
18.69 
(2.0k) 
6.81 
(i.ki) 
59.22 
(10.03) 
-0.11 
(0.32) 
-0.0058 
(0.0100) 
0.66 
(0.k6) 
-5.05 
(3.00) 
0.0039 
(0.007k) 
-2.52 
(0.91) 
0.57 
(3.5b) 
15.86 
(k.01) 
56.79 
(J-U.btij 
-k«02 
(6.33) 
.27 
.55) 
19. Oil 
(2.810 
5k .65 
(6.15) 
-5.27 
(2.9k) 
>kk 
.no 
,58 
•51») 
21.76 
(k.kk) 
6.7k 
(1.37) 
0.0k06 
(0.0096) 
0.57 
(0.38) 
-0.k7 
(k.k5) 
0.0026 
(0.0063) 
10 
77) 
5k 
hh) 
21.68 
(3.3k) 
6.60 
(1.32) 
0.0k82 
(0.0068) 
0.70 
(0.3k) 
-2.56 
(3.30) 
0.0019 
(0.0059) 
35 
75) 
31.81 
(10.99) 
6.91 
(2.81) 
at variable Qgj and of the indicated independent variables are discussed in the tex 
ations are designated by Oj in logarithms by L. The time variable T is in original 
nations is the logarithm of the simple declining average net farm income. Expectat: 
Is tic d1. 
Qgj estimated by least squares with annual data from 1926 to 1959» 
and related statistics are included a 
YF Ydf g t QBI sB 
t-i t-i t t-i t 
0.83 -2.15 
(2.35) (ii.91) 
-0.0058 -5.05 
(o.oioo) (3.00) 
o.66 0.0039 
(0.I46) (0.007k) 
-k.02 
(6.33) 
-5.27 
(2.9k) 
O.OkOô -O.k7 
(0.0096) (k-k5) 
0.57 0.0026 
(0.33) (0.0063) 
O.Ok82 -2.56 
(0.0068) (3.30) 
0.70 0.0019 
(0.3k) (0.O059) 
6.91 0.39 
(2.81) (0.11) 
independent variables are discussed in the text. 
ithms by L. Hie time variable T is in original values 
le declining average net farm income. Expectation and 
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Table 5» (Continued) 
Equation, 
transformation and „ P-n/PR Pp/PR Pr,/Pp 
and modelb F d'C Constant t t-1 t-1 
46-0 F 0.94 
0.93 
U6—L F 0.96 
0.96 
U7-0 BG 0.97 
0.97 
1*8-0 G 0.93 
0.92 
48-L G 0.94 
0.93 
1.53 -45.16 -2.30 
(1.14) 
1.52 8.22 -2.47 
(0.43) 
1.42 -289.21 -3.24 
(0.58) 
1.45 -828.20 -2.42 
(1.25) 
i.4i -6.40 -2.51 
(0.54) 
E IF % G T 
t-1 t-1 t-1 t 
0.012 9.70 
(0.011) (2.95) 
-0.75 0.020k 
(0.36) (0.0033) 
59.ho 2.16 
(6.56) (2.40) 
0.043 9.60 
(0.011) (3-39) 
0.67 0.0165 
(0.38) (0.0045) 
t-1 
XDF 
t-1 
G 
t 
QBI 
t-1 
0.012 9.70 0.54 
(0.011) (2.95) (0.11) 
-0.75 0.020k 0.639 
(0.36) (0.0033) (0.088) 
2.16 0.060 
(2.40) (0.010) 
0.043 9.60 0.063 
(0.011) (3.39) (0.016) 
0.67 0.0165 2.66 
(0.38) (0.0045) (0.55) 
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cant, perhaps because the productive assets variable absorbs 
the time trend. 
Addition of Income YF to the equation does not Improve 
the results according to equation 40. reflects the in­
fluence of income and is the stronger of the two variables. 
Equation 40-L does not Indicate the Influence of E, and later 
equations including the variable are estimated only in orig­
inal observations. 
That the current and past values of P3/PR compete in 
explaining the demand quantity is evidenced by equation 41. 
The significance and magnitude of the coefficient falls for 
the past value of price in equation 41, indicating that cur­
rent as well as past price is important. Although equation 
41 is useful for predicting quantities when current price is 
unavailable, some bias may result. It seems wise to include 
only current price and to interpret the coefficient as the 
influence of both current and past prices. Equation 42 is 
equation 39 with the price and institutional variables having 
insignificant coefficients omitted. Later the equation is 
the basis for estimates of demand shifts and elasticities. 
Equations 43 and 44 indicate the influence of past in­
come on annual Investment in building improvements. The 
coefficient of Income increases from 0.041 to 0.048 as addi­
tional lagged values of income are included In equations 43-0 
and 44-0, respectively. The small size of the increment 
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Indicates that additional lags might add little to the coeffi­
cient of Income. 
Some evidence for the adjustment model to represent 
annual gross building investment is provided by equations 45 
and 46. The results indicate that if expectations are 
specified as in equation 45, the adjustment is very rapid — 
about 60 percent in the short run. This implies that the 
adjustment of annual purchases to desired levels occurs 
quickly, but does not indicate the speed of adjustment to the 
desired level of stock. Inclusion of lagged building stock 
in investment equation 47 improves the fit over equation 45 
and allows approximate determination of the adjustment coeffi­
cient. The coefficient of lagged stock is positive and highly 
significant. Because It is the depreciation coefficient h 
less the adjustment coefficient g, it indicates h exceeds g 
by 0.06. The exact depreciation rate is unknown but probably 
is considerably below the machinery depreciation rete. If 
the depreciation rate is 0.10, the adjustment rate is 0.10 -
0.6 = 0.04, a slow rate of adjustment indeed. Some difficulty 
in estimating the coefficient is evidenced by equation 48-L. 
The coefficient of lagged stock is large, significant and 
unrealistic. The complication may arise because: (a) ex­
pectations are not adequately considered in the equation, 
(b) other variables not included in the equation but corre­
lated with SB exert a strong positive influence on Qgj, and 
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(c) the stock variable is crudely formulated and subject to 
error. The result is that no great confidence may be placed 
in the estimate of the adjustment coefficient. Since the 
depreciation rate is low, a large number of years may pass 
before the equilibrium stock Is reached, i.e. where Qgj = 
h Sfi. 
It is notable that the R^'s are somewhat lower for the 
adjustment equations 45 to 48 than for the previous conven­
tional equations 42-0 and 44-0. Comparing equations esti­
mated in original values and in logarithms, the former gen­
erally explain more variation in the dependent variable, 
display more meaningful coefficients based on economic theory, 
and indicate a lower degree of autocorrelation In the resid­
uals. In subsequent analysis, we rely heavily on the equa­
tions in original values for inferences about the nature of 
investment in building improvements. 
Two additional variables, cropland acres per farm and 
the short term interest rate, were Included in an equation 
with Pg/PR, Sp, E and T. The coefficients of both added 
variables statistically were insignificant, end the equation 
is not included in Table 5. 
Price and Income elasticities of 
demand for building Improvements 
According to equation 42, the short run elasticity of 
Qgj with respect to (Pg/P%)t is -0.88. A sustained one 
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percent increase in net income raises E 1.57 percent according 
to equation 15. Using this relationship, the elasticity of 
Qgj with respect to net income is 1.30. If a one percent 
increase in P%/Pp increases net income two percent (cf. 
Appendix 3), the long run elasticity of demand for Qgj with 
respect to PR is 0.88 ( from (PM/PR)-^ Plus 2,60 (from E). or 
3.48* The elasticity is computed at the means of the vari­
ables found In equation 42. 
The result indicates that investment in real estate 
Improvements is more responsive than investment in machinery 
to price changes. Average annual investment in building im­
provements is a small proportion of building stock because 
depreciation (replacement requirements) is low. A large per­
centage change in annual Investment is required if only a 
small increase in stock is desired. This explains the high 
elasticity of annual Investment — particularly of annual 
Investment in building improvements. Three or four years 
after a sustained one percent rise in prices received by 
farmers, annual investment will be more than three percent 
above the initial investment according to the above results. 
The depreciation rate and pattern of resource use is such 
that farmers may easily postpone Investment in real estate 
improvements in unfavorable years without seriously reducing 
production. In favorable years, the opportunity and need to 
expand investment in building improvements are great, par-
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tially because an improved financial situation permits pur­
chase of building Improvements (which are a major non-
divisible expense in many instances) and also because a back­
log of Improvements may have developed during depressed 
periods. 
Since annual investment tends to be a small proportion of 
the stock of buildings on farms, the elasticity with respect 
to Sg is much below the above estimates. The elasticity of 
Sg with respect to (Pg/%)t from equation 47 is only -0.06. 
The Intermediate run elasticity (after Qgj has reached the 
desired level) of Sg with respect to P^ is 0.14, computed from 
the same equation. In spite of the elastic demand for Qgj, 
a sustained one percent increase in Pp would increase build­
ing stocks only 0.14 percent in about four years according 
to the above estimate. If the adjustment coefficient is 0.04, 
the long run elasticity of stock with respect to P^ is 3.5. 
The "long run" is very far away; more than 50 years are re­
quired to make 90 percent of the desired adjustment! The data 
are tenuous and subject to large errors. Hence, the above 
results should be considered hypothesis for further testing 
rather than as conclusive and precise estimates. 
Trends and projections of 
building Improvement purchases 
Figure 4 indicates that Investment in building improve­
ments fell appreciably in the depression years, then recovered 
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Figure 4. Trends in purchases of building improvements QBI 
from 1926 to I960, showing actual values; and 
predicted and projected estimates from equation 
44-0 
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in the late 1930's but not to the immediate pre-depression 
level. Annual investment in the postwar period was on a 
totally higher plane than during the postwar period. As the 
backlog of demand created by depreciated stocks, latent tech­
nology , rationing of material and Improved farm financial 
situation was filled, the demand quantity declined In the mid 
1950's. There Is some evidence that the downward trend of 
recent years Is slowing. 
Actual observations are predicted by equation 44-0 for 
the 33-year period. The fit generally is good, but some large 
errors are apparent. The extrapolated estimate for 1960 
exceeds the actual observation by several million dollars. 
The error appears larger than might be ascribed to normal 
sampling variation. The result partially may be caused by 
failure to include recent structural changes in the model. 
The "actual" observation for 1960 is preliminary, and later 
revisions sometimes reduce the degree of error. 
Gross annual Investment Qgj is projected to 1965 from 
equation 44-0 under various assumptions concerning the level 
of farm income and prices. The higher projection probably is 
overly optimistic and indicates that Qgj will be 13 percent 
above the predicted 1960 level by 1965. The projection is 
based on the assumption that prices and farm income will be 
#t 1955-59 levels In 1965. Sp Is estimated from investment 
equation 28, Chapter 9, to be 114.4 billion 1947-49 dollars 
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on January 1, 1965, assuming output will increase eight per­
cent by 1965 (73). 
The lower projected estimate of gross investment in 
building improvements appears to be more realistic and indi­
cates Q,gj will be only seven percent above the 1960 level by 
1965. It is based on the assumption that the real price of 
building materials Pg/PR will be 10 percent greater in 1965 
than the 19 55-59 average. It is also based on the assumption 
that Sp will be 112.4 billion 1947-49 dollars on January 1, 
1965 (73). 
Other quite different projections could be obtained 
under differing assumptions about prices, income, output, etc. 
Time limitations prevent an extensive exploration of many 
alternative assumptions. The reader may wish to explore 
these, using the coefficients In equation 44-0 or others In 
Table 5. Alternative assumptions about the income level in 
1965 might be particularly interesting. 
Changes in Annual Investment in Machinery 
and Building Improvements 
Table 6 indicates the total and annual increases In gross 
investment in farm machinery and building improvements from 
19%6 to 1959. Three sources of the Increased annual invest­
ment Q,i and the variables representing each are: (a) price 
(Pi/Pr^t' (b) earnings and equity E, and (c) structure T 
(Sp and T for Qgj). Other changes may be associated with 
Table 6. Estimated percentage changes in annual purchases (gross Investment) in 
farm machinery and building improvements from 1926 to 1959 attributed 
to prices, equity and demand structure based on selected equations® 
Input 
and 
equation 
Percentage change in gross annual Investment attributed to: 
Earnings and Total by 
Price equity Structure regression Actual change 
Annual Annual Annual Annual Annual 
Full aver- Full aver- Full sverr Full av er- Full 
period period ageD perlod ageb 
a -
perlod ageD period ageb 
aver­
age13 
Qjvi 5—0 -53.55 —2.35 59.49 1.42 80.75 1.81 86.69 1.91 108. 69 2.25 
QMV 21-0 — 52» 88 -2.31 5K. 16 1.28 73.53 1.68 72.81 1.67 90.18 1.97 
Q^IE 32-0 -49.83 -2.il 77.00 1.75 89.35 1.95 116.52 2.37 140.99 2.70 
Qgl 4)5-0 -54.27 -2.40 99.35 2.11 109.74e 2.27e 154.82 2.88 140.22 2.69 
aThe three sources of increases in the demand quantities are estimated from the 
three explanatory variables in the demand equation, i.e. price (Pi/PR)t> earnings 
and equity E%_% and structure T. For example, the demand equation for all machinery 
is of the form : 
(a) Qjâ = a + b Et_1 + c P^/PRt + d T + ut . 
The total percentage increase predicted by regression from 1926 to 1959 is found 
from the predicted values of machinery purchases : , 
(b) Total percentage increase by regression = 100 j——^ - 1 
1 Qm (1926) 
(c) Total percentage shirt attributed to price (P^/PR)^ = 
100 c [PY/PR (1959) - Pm/PR (1926)] 
C& (1926) 
bThe compound average annual change. 
°For building improvements, "structure" includes Sp and T. 
331 
errors in prediction, indicated by the difference between the 
total percentage change by regression and the actual per­
centage change. 
Shifts in machinery demand 
Since shifts in demand for all machinery motor 
vehicles and machinery other than motor vehicles are 
similar, only the results for and Qgj are discussed in 
detail. Consider first the demand for all farm machinery. 
The actual changes which, in fact, have occurred in demand 
for machinery depend on the parameters of the demand functions 
as well as on the relative shifts in prices, Income and other 
relevant variables. The standard partial regression coeffi­
cients indicate the relative impact that variables can have 
on the demand quantity Q%. These respective coefficients for 
the price, farm income and time variables computed from 
equation 8-0 are -1.4, 1.5 and 2.2. These coefficients indi­
cate that the influences represented by the time variable 
potentially are Important In determining the demand quantity. 
The magnitudes of the other influences are sizeable also, and 
If historic trends in the price or income variables are large, 
either one could be responsible for a greater portion of the 
change in 0% than the time variable. 
According to Table 6, actual purchases (constant 1947-49 
dollars) of all farm machinery increased 109 percent since 
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1926, or at an average compound rate of 2.25 percent per year. 
Equation 5-0 provides a basis for investigating the sources 
of the increase. Real machinery price (P^/PR)t was over 60 
percent greater in 1959 than in 1926. If other variables had 
been at 1926 values but P^/PR had been at the 1959 value in 
1926, the demand quantity would have been 54 percent below 
the actual 1926 purchases according to equation 5-0. The 
more than 100 percent increase in demand for machinery during 
the 33-year period can hardly be attributed to the falling 
relative price of machinery. 
Equation 5-0 Indicates that machinery purchases would 
have been 60 percent greater in 1926 if farmers would have 
experienced the financial or equity position present In 1959, 
ceteris paribus. Kore efficient methods of production, sub­
stitution of cheap operating inputs for farm labor and horse­
power, Improved management and inflation permitted a slight 
Increase in net farm Income and a considerable Improvement In 
the equity of farmers from 1926 to 1959 despite the rise in 
the ratio P^/PR. An "accelerator" influence may be evident, 
since adoption of machinery in early yeers partially was 
responsible for the increased efficiency and Improved finan­
cial position of farmers, permitting greater machinery pur­
chases In later years. 
Table 6 Indicates that the major source of the Increased 
machinery demand has been structurel changes represented by 
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the time variable- The two "economic" categories (a) price 
and (b) earnings or equity, nearly offset one another, leaving 
"structure11 to explain almost the entire shift In machinery 
demand since 1926. Most notable of the structural changes 
embodied in the time variable Is the continuous Improvement 
in the quality and adaptability of machinery. Concurrent 
with these improvements is the Increased awareness by farmers 
of the returns and convenience from using Improved machinery. 
Of course, It is well to remember that the structural and 
financial categories are not entirely independent. 
The non-farm sector has performed an important role in 
farm mechanization despite the ignoring of machinery supply 
in Table 6. If the supply of farm machinery were not highly 
elastic and if a small increase in ferm demand would have 
brought sharp machinery price increases, farm mechanization, 
undoubtedly, would have progressed less rapidly. The fact 
that manufacturers have made farm machines available in quan­
tities and of the quality desired by farmers has been an 
important element explaining the rapid growth of farm machin­
ery stock. In turn, the rising stock of farm machinery and 
substitution of machinery for farm produced power has been a 
significant element in the rising farm labor efficiency. 
Several direct and Indirect sources of the annual 1.8 
percent Increase In 0# attributed to structure can be cited. 
The direct influences reflected in the time coefficient are 
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gradual Increases In the quality, adaptability and convenience 
of machinery, coupled with growing knowledge by farmers of 
the benefits to be gained from mechanization. But more funda­
mental and indirect sources of the structural shift in demand 
may be found. Perhaps the most basic indirect source of the 
structural Increase in machinery demand is the growth of the 
American educational plant. Without the large investment in 
education, it is unlikely that engineering and other talents 
of human resources would have been able to develop rapidly the 
steel, coal and automobile industries so vital to the growth 
of the farm machinery Industry. Education also was important 
In providing a farm management base and broad perspective in 
farmers necessary for the adoption and efficient utilization 
of farm machinery. Human ingenuity was a basic element in the 
invention of the Internal combustion engine, steelmaklng pro­
cesses, etc. Less basic than education but perhaps the most 
important "intermediate" factor responsible for the develop­
ment of the farm machinery Industry and farm mechanization, 
was the growth of the automobile industry in this country. 
Without the know-how and industrial climate created by the 
auto industry, it Is doubtful that farm mechanization would 
have occurred so quickly. 
Thus, the development of America's agriculture is an 
Interdependent accomplishment. The basic ingredients are 
the natural resources, educational attainment and techno­
335 
logical know-how for building farm machines and the desire 
and ability to use them profitably on farms. On this founda­
tion, the total economy grows as the machines are made avail­
able to farmers, adding to financial surpluses for purchasing 
more machines. Simultaneously, workers who are freed from 
farming, provide the basis for further expansion of Industry 
and improved standards of living for both the farm and non-
farm sectors. Although the growth of America's agricultural 
plant principally was financed internally from net farm in­
come, a strong non-farm sector, undoubtedly, car. be an Impor­
tant source of credit in times of rapid expansion of farm 
Investment. 
Shifts In building Improvement demand 
In 1952, annual gross investment in building Improvements 
was 140 percent above the 1926 level. Equation 42-0 is used 
as a basis for estimating the sources of this Increase in 
annual investment. Three hypothetical sources of the invest­
ment increase are: (a) prices PR/PR, (b) earnings and equity 
E, and (c) structure Sp and T. Because of the correlation 
between Sp and T, it is advisable to give the variables a 
joint interpretation. If 1959 values are given these vari­
ables, equation 42-0 indicates demand would have been 155 
percent greater than in 1926, hence, some discrepancy exists 
between the actual and predicted changes In demand quantity. 
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If price Pg/PR had been at 1959 level in 1926, other things 
equal, the demand quantity would have been 50 percent less 
than the actual demand in 1926 according to equation 42-0. 
If earnings and equity had been at the 1959 value in 1926, 
demand would have been 100 percent above the 1926 level, 
other things equal. Because other input prices fell and 
because efficiency increased, farmers apparently Improved 
their financial status sufficiently to increase purchases of 
building Improvements by a sizeable amount. The Influence of 
both price and equity would increase demand by a net of about 
50 percent. Hence, the remaining portion of the total 140 
percent Increase remains to be explained by structural 
changes. Included In structural changes are a broad range 
of physical and technological Influences. Examples are the 
large building investment needed to store and house Increased 
inventories of livestock and feed. Technological influence 
may not be as dramatic as for farm machinery. Nevertheless, 
changes in methods of storing feeds, handling dairy cattle, 
etc. have influenced demand for buildings. Influences tend­
ing to reduce farm numbers and replace labor with other re­
sources also have created an impact on the investment in real 
estate Improvements. Some of these influences reduce demand, 
others Increase demand, but the net influence according to 
equation 42-0 is to shift demand to the right approximately 
two percent per year. 
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Summary of Empirical Results 
The empirical analysis in Chapter 8 indicates that annual 
investment in machinery and buildings substantially may be 
explained by: (a) current own-price relative to prices re­
ceived by farmers, (b) net farm Income or the equity ratio 
and (c) gradually changing influences represented by a time 
or productive assets variable. The single equation provides 
more realistic results than the limited Information demand 
equation, hence, is the basis for subsequent inferences. 
As anticipated, demand for durable inputs is sensitive 
to prices and is considerably more price elastic than the 
demand for operating Inputs. The fact that it is necessary 
for farmers to adjust annual investment by a large percentage 
to secure even a small change in desired stock accounts for 
the high elasticity. A surprising degree of uniformity is 
apparent among durable input categories in the response of 
annual gross investment to price changes. The magnitude of 
the price elasticities may be illustrated by a simple ex­
ample. Assume that annual investment and prices Initially 
are at an index of 100. Assume further that farm product 
price Increases to 101 in year t and remains at that level 
for many years. After one or two years, annual investment 
may be expected to increase from 100 to 101. After three or 
four years, the index of annual investment approximately is 
102 or 103 for any one of the categories of investment 
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according to the results of Chapter 8. If the price of output 
is at 100 but the investment item price decreases to 99, the 
index of investment again will Increase to 101 in a year or 
two, but does not increase any more, even after a number of 
years. 
There is less uniformity in the influence of prices on 
stocks among durable inputs. If prices received by farmers 
increase from 100 to 110 in year t, the stock of machinery 
will Increase from 100 to 102 in one or two years, to 105 In 
three or four years and to 1%5 in 10 or more years according 
to the equations In Tables 1, 3 and 4. FOR the same sustained 
increase in prices received, the stock of building improve­
ments is expected to increase from 100 to 100.6 in one or two 
years to 101.4 In three or four years and to 135 in more than 
150 years. Annual Investment is a small portion of total 
building stock, and depreciation is low. Hence, a long time 
Is required to raise stock to the equilibrium level although 
current annual investment Is highly sensitive to prices. For 
stock, therefore, the short run price elasticity is low, but 
the long run elasticity is higher than might be commonly 
thought. 
A fall in the price of a durable input is assumed to 
exert the full Influence on annual Investment in one or two 
years. For any of the inputs analyzed, a 10 percent fall in 
the input price will increase annual investment from an index 
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of 100 to approximately 110. The sustained Increase In annual 
Investment increases stock only one or two percent in the 
short run, but by 10 percent in the long run. For building 
improvements, the long run Is many years, however. 
The contribution to output from a durable asset approxi­
mately is proportional to stock. Assuming the elasticities 
of production are equal for operating and durable Inputs, the 
operating inputs would be responsible for the greater portion 
of supply (farm output) response to a change In farm prices 
in the short run. This Is because operating inputs ere more 
price elastic than durable stock in the short run. The fact 
that annual Investment is sensitive to price changes in the 
short run Is of secondary importance In estimating supply 
response. In the long run, however, durable stocks are re­
sponsive to price changes and might be the dominant component 
of long run farm product supply elasticity. 
Projections of annual investment are made for 1965 
assuming net farm income will remain at the 1955-59 average 
level and that by 1965 durable input prices relative to 
prices received by farmers will be 10 percent above the 1955 
to 1959 average. Annual Investment in motor vehicles, 
machinery other than motor vehicles and building Improvements 
is expected to increase eight, 12 and seven percent respec­
tively above the predicted 1960 level by 1965. These projec­
tions indicate a reversal of the downward postwar trend in 
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motor vehicle purchases. The projections depend heavily on 
assumptions about income and prices. 
Three potential sources of the historic increases in 
machinery and building improvement demand are : (a) prices, 
(b) financial structure and (c) slowly changing influences 
reflected by a time variable. Because prices of investment 
goods have tended to increase relative to prices received by 
farmers, the results indicate that Investment would have 
decreased due to (a) from 1926 to 1959. However, improvement 
in financial status because of greater efficiency, lower 
prices of operating inputs and inflation tended to increase 
annual investment. For each durable input studied, the in­
fluence shifting demand to the right at the most rapid rate 
was (c). Included in this category are improvements in qual­
ity, adaptability and convenience of durables. Other compo­
nents of the time variable are the gradual awareness by farm­
ers of better management practices end of the profitability 
and convenience of Investment in durable resources. 
The supply of farm machinery Is analyzed as part of an 
interdependent system of ferm input and output demand and 
supply equations. The short run supply elasticity approxi­
mately is three or greater according to the limited informa­
tion equation. Thus, supply prices are quite unresponsive 
to changes in quantity even in the short run. The most impor­
tant influence on the machinery supply appears to be the price 
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of iron and steel. A one percent increase in the price of 
iron and steel tends to increase the supply price one percent. 
The price of non-farm labor is expected to be reflected in the 
iron and steel price. 
Coefficients of variables representing (a) hired labor 
wages and (b) government farm programs were insignificant in 
all the equations. The fact that machinery prices and wages 
have displayed similar time trends precludes precise estimates 
of the effect of farm labor costs on investment. But because 
several studies have failed to uncover the hypothesized ten­
dency for farmers to substitute machinery for high priced 
labor, the original hypothesis needs revision. The substitu­
tion may be more complicated than Implied by the least squares 
models. Even if farm labor wages had remained low relative 
to machinery prices, the substitution of machinery for labor 
might have occurred rapidly. It is entirely possible that 
possibilities for increased output, greater convenience and 
prestige prompted machinery purchases by farmers. This, 
coupled with the favorable income earning opportunities in 
the non-farm sector for those who could not afford machinery 
encourage outmovement of labor. The revised hypothesis ex­
plains the substitution of machinery for labor partially in 
terms of prices, but emphasizes that the relationship is more 
complex than postulated by the single equations. 
The coefficient of the G variable, reflecting the 
342 
institutional structure of government farm programs, was 
insignificant. The variable was crudely constructed and is 
indeed a weak measure of the changing institutional influence 
of government programs. The effect of government programs 
also is reflected in the financial variables, prices and 
income. To the extent government policies Increase income, 
they are also influential in encouraging investment. Whether 
the resulting investment and consequent substitution of 
machinery for labor creates problems of underemployment in 
agriculture depends on the nature of the farm labor functions, 
to be examined later. 
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CHAPTER 9: AGGREGATE INVESTMENT IN PLANT AND 
EQUIPMENT IN AGRICULTURE 
Chapter 9 essentially is an extension of the methodology 
in Chapter 7 and the empirical applications in Chapter 8. In 
this study "capital" is divided into two categories: (a) 
operating or working capital, and (b) durable or fixed cap­
ital . Even durable capital is an amorphous classification, 
however. At times it is necessary to determine the response 
of electric motor purchases by farmers to changes in prices, 
and a micro analysis is appropriate. But the necessity for 
information on macro or scale-of-plant response to price and 
other conditions suggests the usefulness of combining such 
diverse elements as electric motors and automobiles into a 
single category in Chapter 9. 
An important purpose of the analysis of aggregate in­
vestment behavior in this chapter is to explain the stock of 
productive assets In functions indicating: (a) demand for 
other resources such as operating inputs, and (b) the supply 
of agricultural output. Further it is useful to evaluate the 
magnitude of price response and rate of adjustment of the 
agriculture scale of plant to the optimum level. The optimum 
investment or equilibrium level of stocks might be stated in 
terms of the entire resource mix in agriculture necessary to 
maximize returns or bring returns comparable to what similar 
resources would bring in other economic sectors. 
344 
From a broad policy standpoint, problems of underemploy­
ment in farming and pressures for labor movements from rural 
areas are associated with the labor saving investment process 
in agriculture. Policies to deal with these problems cannot 
be devised intelligently without knowledge of the effect of 
"cures" on the agricultural investment process and labor 
movements. The problems are quite different in under devel­
oped areas where Investment does not occur rapidly enough, 
cut the same type of information about the investment para­
meters can be useful in devising strategies to stimulate 
capital formation. 
The procedure in Chapter 9 is to examine the nature of 
the aggregate Investment process; to isolate and determine 
the quantitative impact of variables that influence annual 
net and gross Investment in agriculture. Least square esti­
mates provide the foundation for empirical inferences of price 
and income elasticities, historic sources of variation in in­
vestment and projections of asset levels to 1965. 
Two major non-specific categories of investment are 
examined In this chapter. The first category is the aggre­
gate investment in the productive portion of farm buildings 
and Improvements and of all farm machinery. This investment 
aggregate is analyzed for these reasons : (a) it is the aggre­
gate often referred to as "investment in agricultural plant 
and equipment", (b) it provides a measure of the propensity 
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to invest and other aggregate quantities in which we are 
interested, yet preserves some properties of homogeneity by 
excluding human, livestock and feed components of investment, 
and (c) the analysis is a methodological "proving grounds" 
for a larger aggregate, the stock of productive assets, be­
cause Chapter 8 provides a sizeable amount of information on 
the elasticities, depreciation rates and other empirical 
quantities for building improvements and farm machinery. 
The second, most inclusive measure of investment in agri­
culture to be examined in this chapter includes all farm 
machinery, real estate, livestock, feed and cash held for 
productive purposes. 
Investment in Building Improvements 
and All Farm Machinery 
The logic of the Investment process was discussed in 
detail in Chapter 7 and need only to be reviewed briefly. 
Annual net or gross investment is considered a function of 
prices, technology, weather, government programs, external 
and Internal financing capabilities, the interest rate, 
capital gains and weather. Expectations are undoubtedly 
important, for the profitability and ability to pay for a 
durable asset depends on future prices, technology, weather, 
etc. Theories of risk and uncertainty indicate that farmers 
base future expectations on past realities, hence It is 
desirable to include past values of prices and other variables 
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in the investment function. Even if the data were available, 
it would be desirable to reduce the number of explanatory-
variables because of the limitations of the least squares 
statistical model. The analysis in this study is restricted 
to those few variables found most significant In explaining 
investment behavior in Chapter 8, and such additional vari­
ables as deemed appropriate for specific Investment quan­
tities . 
Past net farm Income concisely represents several expec­
tation influences that are essential elements of the invest­
ment function. Since net income may be either invested in 
productive assets or spent for household items, the variable 
introduces concepts associated with the firm-household com­
plex. The marginal propensity to Invest and to consume may 
be regarded as a manifestation of the preference or indiffer­
ence function of the farmer, and perhaps as important, of his 
wife. At times the distinction between the firm or production 
sector and the household or consumption sector is not clear. 
This is especially apparent for farm autos, but is more subtle 
for farm tractors. Undoubtedly, many farm tractors add more 
to farm costs than returns. These uneconomic purchases of a 
"productive" asset might very well be classified as consump­
tion expenditures because the purchase is similar to expendi­
tures for household appliances providing comfort and conve­
nience • These considerations do not necessarily lead to a 
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different specification of the investment function, but sug­
gest caution in interpretation of the coefficients as "mar­
ginal propensities to invest in productive assets11. 
Since expectations and adjustments are important features 
of the investment process in agriculture, it is desirable to 
combine adjustment models such as G, I and J with the expecta­
tion models B or C from Chapter 7• A more accurate estimate 
of stock than of annual gross investment is available for all 
productive assets, hence, models I and J are useful. These 
models are based on the assumption that farmers adjust gradu­
ally to the equilibrium level of stock on the basis of ex­
pected income, prices and other variables. The dependent 
variable is net investment (first differences of total stock), 
and is a sensitive measure of investment behavior. In addi­
tion, models I and J are more amenable to estimation of the 
elasticities of stock with respect to income and prices than 
are models with gross annual purchases as the dependent vari­
able. 
Estimates of gross and net investment in building im­
provements and machinery are available, hence, functions are 
estimated using each as the dependent variable as a test of 
the comparability of models such as G and J and as a prelude 
to the estimate of net investment in all productive assets. 
Equations are estimated in original values only because 
net investment is sometimes negative and not suited 
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for the logarithm transformation. Net investment is e. first 
difference, consequently, an additional first difference 
transformation is not appropriate. Also, equations estimated 
In original values in Chapter 8 are quite adequate. 
The variables 
The variables specified In the investment function are 
defined as follows: 
The first dependent variable is the national aggre­
gate expenditure on building improvements (including 
fences, windmills, wells and dwellings not occupied 
by the farm operator), motor vehicles (40 percent of 
automobile purchases) and other farm machinery and 
equipment (4, 120, 121). The variable is Intended 
to measure the productive portion of the purchases 
and is In millions of 1947-49 dollars. It is QQJ 
and 0^ from Chapter 8 weighted by 1935-39 prices 
prior to 1940; 1947-49 prices after 1940. 
S%% The stock of farm buildings and all farm machinery 
on farms on January 1 of the current year (4, 114, 
121). The variable is in millions of 1947-49 
dollars. 
4 Sit A second dependent variable is the change in invest­
ment stock during the current year, I.e. Sjt+1 - sit> 
measured in millions of 1947-49 dollars. 
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(Pj/P^)^ The current year index of the ratio of the price of 
all farm machinery and building materials to prices 
received by farmers for crops and livestock (120); 
1947-49 = 100. 
The past year ratio of proprietors' equities to 
total liabilities in agriculture (4, 123). 
The net income of farm operators from farming during 
the current year, deflated by the index of prices 
paid by farmers for items used in production, includ­
ing Interest, taxes and wage rates (120, 121). Net 
income includes cash receipts, government payments 
and non-money income less production expenses in 
millions of 1947-49 dollars. Lagged values of income 
are also specified in the investment function. 
•"•DFt-1 The declining three year arithmetic average of Yp. 
Past year Income t-1 Is weighted by 0.50, the pre­
vious year t-2 by 0.33, and the year t-3 by 0.17. 
^AFt-1 The simple past four year arithmetic average of Yp. 
^WFt-1 The increasing arithmetic average of Yp. ^Ft-2 is 
weighted by 0.16, YFt-5 by 0.33 and Ypt-4 by 0.50 
(see kodel D, Chapter 7). 
T Time, and index composed of the last two digits of 
the current year. 
All variables in Tables 1 and 2 are annual data for the 
U.S. from 1926 to 1942 and 1948 to 1959. In Table 3, varl-
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Table 1. Annual gross investment in all farm machinery and building improveit 
with annual data from 1926 to 1959* omitting 1942 to 19k?> coeffici 
and related statistics are included0 
Equation 
and , 
model 
R2 
and 
R2 d'c Constant 
Pl/PR 
t 
?F 
t-1 
?F 
t-2 
YDF 
t-1 
1 B 0.98k 
0.981 
1.55 887.92 -11.65 
(1.19) 
2 A 0.959 
0.953 
1.09 -348.11 -11.54 
(2.15) 
0.117 
(0.027) 
3 A 0.973 
0.968 
1.04 -455.08 -10.79 
(1.78) 
0.063 
(u.027) 
0.072 
(0.020) 
4 c 0.977 
0.975 
1.06 
-467.05 -10.74 
(1.50) 
0.142 
(0.019) 
5 D 0.983 
0.981 
1.24 -226.87 -11.78 
(1.19) 
6 BF 0.986 
0.982 
1.60 785.98 -10.23 
(1.33) 
7 F 0.976 
0.972 
1.39 93.15 -8.66 
(1.82) 
0.054 
(0.026) 
8 G 0.960 
0.953 
1.17 -491.68 -10.94 
(2.28 
0.123 
(0.028) 
aSources and composition of the dependent variable Qj and the indicated 
text. 
^Estimated only from original observations. Adjustment and expectation 
cThe Durbin-Watson autocorrelation statistic d'. 
chinery and building improvements Qj estimated by least squares 
itting 1942 to 1947j coefficients, standard errors (in parenthesis) 
yf Ydf Yap E T Qj SJ 
t-2 t-1 t-1 t-1 t-1 t 
1.74 
(0.19) 
0.072 
(0.020) 
0.142 
(0.019) 
0.135 
(0.015) 
1.33 
(0.27) 
38.00 
(5.62) 
63.10 
(6.27) 
50.62 
(5.31) 
56.91 
(4.72) 
55.07 
(4.09) 
33.05 0.188 
(5.87) (0.095) 
39.92 0.41 
(7.55) (0.10) 
55.88 
(10.73) 
0.017 
(0.021) 
ariable Qj and the indicated independent variables are discussed in the 
Adjustment and expectation models are presented in Chapter 7* 
; d'. 
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Table 2. Annual net investment in all farm machinery and building improvements 
with annuai data from 1926 to 1959, omitting 1942 to 1947; coefficient 
and related statistics are included3 
Equation 
and 
model 
R2 
and 
E2 d«c Constant 
Pi/PR 
t 
?F 
t-1 
?F 
t-2 
Tj)p 
t-1 
10 BJ 0.944 
0.934 
1.35 1297-26 -10.28 
(1.35) 
11 AJ 0.924 
0.907 
1.10 109.12 -9.36 
(1.90) 
0.049 
(0.028) 
0.056 
(0.021) 
12 CJ 0.932 
0.92U 
1.16 196.27 -9.38 
(1.63) 
0.110 
(0.020) 
13 DJ 0.944 
0.934 
1.30 429.01 -10.35 
(1.34) 
^Sources and composition of the dependent variable Ù S% and the indicated i 
in the text. 
estimated only in original observations. Adjustment and expectation model 
cThe Durbin-¥atson autocorrelation statistic d1. 
machinery and building improvements A Sj estimated by least squares 
9, omitting 1942 to 1947; coefficients, standard errors (in parenthesis) 
eda 
/PR 
t 
?f 
t-1 
Yp 
t—2 
T3p 
t-1 
Taf 
t-1 
E T SI 
t 
.28 
.35) 
1.34 
(0.21) 
37.85 
(8.20) 
-0.113 
(0.014) 
.36 
.90) 
0.049 
(0.028) 
0.056 
(0.021) 
48.98 
(8.97) 
-0.100 
(0.017) 
.38 
.63) 
0.110 
(0.020) 
48.52 
(8.05) 
-0.102 
(0.016) 
.35 
.34) 
0.107 
(0.017) 
50.46 
(6.97) 
-0.111 
(0.014) 
mt variable 6 S% and the indicated independent variables are discussed 
is. Adjustment and expectation models are presented in Chapter 7» 
;istic d1. 
352 
Table 3« Annual net investment in all farm machinery and building im] 
substituted for the current price variable used in Table 2j 
parenthesis) and related statistics are included for least i 
from 1926 to 1959 and from 1913 to 1959, omitting 1942 to 1! 
Equation, 
time period 
and modelé 
R2 
and 
R2 d,c Constant 
YF 
t 
YF 
t-1 
YF 
t-2 
lii (1926-59) 
BJ 
0.909 
0.893 
1.70 -685.76 0.130 
(0.025) 
15 (1926-59) 
AJ 
(1913-59) 
0.912 
0.892 
0.756 
0.721 
1.34 
1.98 
-1634.91 
-1473.88 
0.116 
(0.027) 
0.122 
(0.029) 
0.082 
(0.027) 
0.057 
(0.032) 
0.032 
(0.024) 
0.0 30 
(0.027) 
16 (1926-59) 
CJ 
(1913-59) 
0.917 
0.902 
0.775 
0.750 
1.42 
2.06 
-1607.16 
-1473.91 
0.119 
(0.025) 
0.119 
(0.026) 
17 (1926-59) 
DJ 
(1913-59) 
0.918 
0.900 
0.801 
0.773 
1.51 
2.35 
-1582.25 
-1453.58 
0.120 
(0.025) 
0.131 
(0.026) 
18 (1926-59) 
DJ 
(1913-59) 
0.913 
0.898 
0.800 
0.778 
1.71 
2.29 
-1546.20 
-1458.33 
0.131 
(0.024) 
0.125 
(0.022) 
^Sources and composition of the dependent variable A Sj and the ir 
^Estimated only from original observations. Adjustment and expecl 
cThe Durbin-Watson autocorrelation statistic d'. 
improvements à  Sj with current net income 
2j coefficients, standard errors (in 
t squares estimates from annual data 
1947 in each series0 
YDF XAF YWF E T SJ 
t-1 t-1 t-1 t-1 t 
0.113 
(0.023) 
0.097 
(0.027) 
0.188 
(0.072) 
0.065 
(0.079) 
0.104 
(0.022) 
0.105 
(0.024) 
-0.074 
(0.061) 
0.035 
(0.067) 
.30 -4.53 
.29)  (8 .82)  
8.88 
(8.45) 
6.5 4 
(5.35) 
8.25 
(8.05) 
6.68 
(5.06) 
7.81 
(8.17) 
6.96 
(4.82) 
7.01 
(8.24) 
6.97 
(4.78) 
-0.054 
(0.019) 
-0.04o 
(0.018) 
-0.038 
(0.020) 
-0.048 
(0.018) 
-0.043 
(0.019) 
-0.050 
(0.018) 
-0.055 
(0.019) 
-0.052 
(0.015) 
-0.053 
(0.019) 
indicated independent variables are discussed in the text, 
jctation models are presented in Chapter 7* 
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ables extend from 1913 to 1959, omitting 1942 to 1947 In 
selected equations for comparison with the results of equa­
tions fitted to data for 1926 and later years. 
In addition to the variables Indicated, the price of 
operating Inputs PQ, the hired farm wage rate P  ^and the 
price of farm inputs Pp individually were specified in the 
investment function, but the coefficients of the variables 
were insignificantly different from zero. The Influence of 
operating input and other related Input prices perhaps Is 
best expressed in the net farm Income variable. Equations 
were specified including farm size, the short term Interest 
rate and a measure of return on investment in common indus­
trial stock, but the coefficient of each of these variables 
also was not significant. 
Investment equations estimated by least squares 
Current price, net income, the equity ratio and time 
explain a large proportion of the annual variation in gross 
annual investment according to the results indicated in Table 
1. The coefficients of PJ/PR, E and T are highly significant 
in equation 1 and the coefficient of determination between 
Qj and the three variables is 0.98. According to the Durbln-
Watson statistic (d1 = 1.55), the hypothesis that the residu­
als are uncorrelated is not rejected at the 95 percent prob­
ability level. Interpreting E as the culmination of the 
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Income generating process, capital gains, and as a measure of 
financial position representing both the willingness of 
farmers to invest and also the willingness of external 
sources to lend funds, equation lis a simple but meaningful 
expression of the investment process. 
Equations 2 to 5 are included to Illustrate the role of 
net income in the investment process. As additional lags are 
introduced, the Increases. The sum of the income coeffi­
cients In equations &, 3 and 4 Increases from 0.117 to 0.135 
to 0,14c as additional lags are added. It appears that the 
marginal propensity to invest (income coefficient) would be 
increased very little by additional Income lags. The four 
year simple arithmetic Income average in equation 5 increases 
C 
the R slightly, but the marginal propensity to invest is 
slightly less. Originally, the equation was estimated as the 
Ladd-Tedford model D, but the coefficient of the weighted 
income variable ¥'w'Ft-l was not significant. The weighted 
Income variable was dropped from the equation. 
The coefficient (1—g) of the lagged annual gross invest­
ment Qit-1 Is significantly greater than zero in equation 7 
and indicates that the adjustment coefficient may be less 
than one. Equation 6 gives a different result and indicates 
that the adjustment coefficient is unitary or nearly unitary. 
If expectation variables ere adequately specified as in equa­
tion 6, there appears to be no pressing need for the adjust-
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ment model of annual purchases. That Is, If farmers and 
external credit sources are satisfied with the current finan­
cial and price structure, and are subjectively certain of 
favorable future earnings, little time is required to adjust 
to the equilibrium level of annual purchases. Although little 
time is required to adjust to the desired level of annual 
investment, the time required to adjust to the equilibrium 
level of stock may be long. Model G (equation 8), included 
to determine the nature of the long run adjustment to equi­
librium stock, Indicates that the adjustment and depreciation 
coefficients are of equal magnitude. Since the coefficient 
of lagged stock, h-g, statistically does not differ from zero, 
the Implication is that the adjustment and depreciation rates 
are equal. If the depreciation rate is 0.10, the adjustment 
rate also approximately Is 0.10. 
On the basis of the equations In Table 1, annual invest­
ment Qj can be expressed adequately without legged annual 
investment or stock. It is interesting to note that the long 
run coefficients in equation 6, found by dividing the short 
run coefficients by the adjustment coefficient 0.81, is -12.6 
for and is 1.64 for E^-l* The similarity of these 
coefficients to the respective estimates -11.65 and 1.74 in 
equation 1 implies that the error Introduced Into estimates 
of short or long run elasticities from ignoring the adjust­
ment of annual purchases to equilibrium is small. 
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Ket Investment is the dependent variable in the equations 
presented in Table 2« The relationship between net investment 
5%% and gross Investment Qjt is evident from the identity 
(9) A Sjt = Q,It - h SIt 
where h is the rate of depreciation. Gross investment is 
always positive, but if < h St, net investment is nega­
tive • If the depreciation allowance h S^ is nearly constant 
through time, the magnitude of the coefficients for comparable 
variacles In Tables 1 and 2 should be similar. Of course, 
SJ-J. is not constant through time. and S%% are increasing 
functions of time and subtraction of the replacement or depre­
ciation allowance from Q,It tends to reduce the absolute magni­
tudes of the coefficients.1 Thus, the coefficients are nearer 
zero in Table 2 than In Table 1. An adjustment Is made in the 
coefficients to insure comparability of elasticity estimates 
in subsequent analysis. 
Aside from the fact that the R^1s are lower In Table 2 
than in Table 1, the results are reassuringly similar. This 
similarity is preserved although the dependent variable ASj 
is the first difference of a stock variable based on somewhat 
dubious data- Because of initial errors and additional errors 
^Subtraction of a quantity essentially proportional 
(o < h < l) to the dependent variable is similar to dividing 
the dependent variable by a constant and, of course, moves the 
coefficients of the independent variables toward zero. 
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introduced in construction of the stock data, changes in the 
depreciation rate h, etc., the Identity in equation 9 is not 
satisfied. But the underlying assumptions are met to an ade­
quate degree and the least squares model I Is sufficiently 
vigorous to overcome shortcomings in the data. The R^'s in 
Table £ are relatively high considering that the dependent 
variable is a first difference of stock. 
The coefficients of lagged stock are negative and sig­
nificant. The coefficient may be interpreted as: (a) the 
coefficient of adjustment (model I), (b) the coefficient of 
depreciation (model J), (c) a positlvistic expression of 
farmers' desire to reduce annual purchases when stocks are 
high, and (d) the cumulative influence of variables correlated 
with stock but not included in the equation such as farm size, 
amount of liquid assets, technological advances and improved 
knowledge of the profitability and convenience of greater 
investment. These interpretations are not mutually exclusive, 
of course. Fortunately, the model G, Chapter 8 and Table 1, 
Chapter 9, indicate that the adjustment and depreciation 
rates approximately are equal. Since the estimates of elas­
ticities and long run equilibrium are not Influenced by the 
interpretation, it is not necessary to specify whether the 
equations In Table & are model I or J. A depreciation rate 
of 0.10, indicated by equations 11 and 12, is considerably 
lower than the rate for machinery, but higher than the rate 
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for building Improvements. Thus, there is no basis for re­
jecting the estimate as unrealistic. Because of interpreta­
tions (c) and (d) above, the coefficient of lagged stock is 
expected to be biased toward zero. That is, it is likely 
that the net influence on Investment of variables correlated 
with lagged stock but excluded from the equation is positive. 
Because the long run coefficients are found by dividing the 
price and Income coefficients by an adjustment coefficient 
biased toward zero, the estimated coefficients probably rep­
resent the upper boundary of long run response to price and 
income. 
Prices of Investment items are not always available, and 
it sometimes may be useful and meaningful to substitute income 
for a price variable such as (Pj/PR)f Several advantages 
of doing so in Table 3 are: (a) adequate measures of PJ/PR 
and E are not available for earlier years; substitution of Yp 
permits estimation of the equations back to 1913, (b) the use 
of income rather than price permits a measure of the total 
marginal propensity to invest out of net income, and (c) use 
of current net income rather than PJ/PR may reduce the 
ambiguity In interpreting results. That is, price and income 
variables are related because of the common element Pp in each 
and because Pj tends to be correlated with many of the prices 
Pp paid by farmers for items used in production which im­
plicitly are included in net farm income. Because of the 
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collinearity among input prices, interpretation of the influ­
ence of Pj on investment is difficult — the elasticity of 
investment with respect to Pj may, in fact, be the elasticity 
with respect to Pp. Of course, if the price of investment 
durables is the relevant short run decision variable as 
implied in Tables 1 and Id, substitution of Yp for Pj/P^ is 
not appropriate. It Is hoped that the results In Table 3 
will help clarify this question of specification. 
The significance of the income coefficient, multiple 
coefficient of determination and magnitude of the coefficient 
of lagged stock are less satisfactory when Ypt is sub­
stituted for (FJ/PR)t in Table 3. The more acceptable results 
In Table 2 than in Table 3 support the hypothesis that the 
price of durable investment items are important in the invest­
ment decision function. Equations not shown indicate that 
lagged price variables PJ/PR are overshadowed by adequately 
specified income variables. It Is possible to go a step fur­
ther and state that the results support the hypothesis that 
the price of durable Investment items is important in the 
decision framework, but only in the short run. The realistic 
implication is that because the price of the durable item is 
of historic interest after the investment decision is made, 
expectations based on past prices are not important. But 
because the important concern Is the ability to pay for the 
newly acquired asset out of future earnings, expected earnings 
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reflected by past net farm Income Is an Important element In 
the investment function. 
The coefficients of income in equation 15 decline at an 
"orderly" rate and indicate that additional lags would add 
little to the explanation of investment. The similarity of 
the results in equations 15 and 16 also gives assurance that 
additional income lags are unnecessary. Equation 17 is Ladd-
Tedford model D with a four year income lag. The coefficient 
of ¥WFt-1 18 not significant, hence, the variable is deleted 
to form equation 18. The implication is that income of each 
of the past four years exerts an equal influence on current 
investment. Equation 16, which depicts a declining income 
influence, gives a larger and coefficient of past income, 
and Is a more reasonable expression of the investment func­
tion than equation 18. Model DJ was also estimated with a 
three year income lag. The results were very similar to those 
In equations 17 and 18, hence, are not presented. 
Equations for both time periods consistently Indicate 
that the marginal propensity to invest Is 0.2. The implica­
tion is that a sustained rise of one million dollars in net 
income eventually will increase annual net investment In plant 
and equipment 200 thousand dollars in agriculture. 
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Price and Income elasticities 
Equations in Table 1 ideally are suited for estimating 
the elasticity of gross annual Investment (annual purchases). 
Equations in Tables 2 and 3 are best suited for estimating 
the elasticity of demand for investment stock. As anticipated, 
the price elasticities of demand for Qj are similar to those 
computed for machinery and building improvements Qgj in 
Chapter 8 and need little further discussion. The elasticity 
of with respect to Pj computed from equation 4 is -0.76. 
The elasticity of annual purchases with respect to P% computed 
from the same equation is 0.76 in the short run (current and 
past year) and 2.3 In the long run (three or four years). 
Equation 6 indicates that the adjustment of annual purchases 
to the desired level substantially is complete In four years. 
According to the estimates in Table 4, the demand for 
stock of machinery and building Improvements is highly Inelas­
tic In the short run• Stock Is very responsive to price 
changes in the long run, but If the adjustment coefficient is 
0.11, only 90 percent of the total adjustment is completed in 
20 years. Equations 1, 4, 10 and 12 indicate that the elas­
ticity of investment stock Sj with respect to Pj approximately 
is -0.1 in the short run, -0.7 in the long run. From the same 
equations, the elasticity of Sj with respect to P% approxi­
mately is 0.1 in the short run, 0.2 in the intermediate run 
and 2.0 in the long run. The results also indicate that 
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Table 4. Elasticities of investment demand for the aggregate 
Sj with respect to price and net farm income compute 
Equation Model 
Dependent 
variable6 
Short runb 
(1-2 years) 
Pi PR 
Inter 
(3 
Pi 
1 b Qit -0.080 0.080 -0.080 
4 c Qit -0.074 0.074 -0.074 
10 bj ASlt -0.078 0.078 -0.078 
12 cj 4sIt -0.071 0.071 -0.071 
14 bj ZSjt YF 
0.073 
16 (1926-59) 
(1913-59) 
cj flsIt 0.067 
0.069 
aSee the text and. Tables 1, 2 and 3 for discussion of dati 
related statistics. Elasticities are computed at the means. 
kprice elasticities are computed from the coefficient of < 
current income Ypf 
°A one percent change in the parity ratio Pp/Pp is assume* 
farm income (cf. Appendix B). Translation of intermediate run 
of elasticities is done for convenience, but may impart some uj 
from the model B equations including equity E are computed on t 
percent in net income will in three or four years cause the eqi 
15, Chapter 8). The intermediate run elasticity with respect 1 
plus the short run price elasticity. Since Pj is not an imp or 1 
intermediate run elasticities are identical. 
^The intermediate run elasticities divided by the adjustme 
eThe elasticity estimates are "corrected" for the non-comp 
h Sjt to the mean of Sj^+i in equations 1 and 4, because the de 
than Sjt+l - Sj-fc. 
^Assumed adjustment coefficients, based on Table 2. The n 
the adjustment to equilibrium at the annual adjustment rate g i 
approximately 20 years are required to make 90 percent of the t 
the aggregate stock of farm machinery and buildings 
income computed from the equations in Tables 1, 2 and 3* 
^ Adjustment 
Intermediate runc Long run or 
(3-4 years) (many years) depreciation 
Pj Pp Pp Pj Pp Pp coefficient 
)80 -0.080 -0.16 0.2k -0.73 -1.45 2.18 0.11f 
)74 -0.07k -0.15 0.22 -0.67 -1.36 2.00 0.11f 
)?8 -0.078 -0.14 0.22 -0.71 -1.27 2.00 0.11 
)71 -0.071 -0.13 0.20 -0.71 -1.30 2.00 0.10 
Yp Yp 0.054 
Ô.lti 3-34 
0.13 2.73 o.o48 
0.13 2.98 0.043 
cussion of data, methodology, coefficients, standard errors and 
it the means. 
oefficient of current price (PR/PI)tî income elasticities from 
p/Pp is assumed to be associated with a two percent change in net 
termediate run elasticities of E and Yp to prices by multiplication 
impart some upward bias to the results. The price elasticities 
e computed on the assumption that a sustained increase of one 
s cause the equity ratio to increase 1.57 percent (cf. equation 
with respect to PR is the price Pp component of income or equity 
s not an important component of equity or income, the short and 
by the adjustment coefficient g. 
or the non-comparability of the dependent variables by adding 
because the dependent variable is 5%t+l - Sjt, + h Sjt rather 
Table 2. The number of years N required to make T proportion of 
stment rate g is N » If the adjustment rate is 0.11, 
srcent of the total adjustment. 
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stock is quite responsive to changes in prices paid by farmers 
Pp in the long run — the elasticity is about -1.3. Equity 
and net Income in equations 1, 4, 10 and 12 are translated to 
prices by the definitional equation 15, Chapter 8, and equation 
1, Appendix B. Since price ratios are used throughout, the 
investment functions are homogeneous of degree zero in prices. 
Due to the similarity of response of annual investment 
to price changes, inferences about the aggregate may be ex­
tended to the components of Qg-, i.e. and Qgj. But because 
of the lack of uniformity in depreciation rates, adjustment 
rates and ratios of annual purchases to stock, It is Indeed 
unwise to generalize results of the aggregate functions in 
Table 4 for machinery stock and building stock Sg. The 
equations in Table 2 indicate that the depreciation or ad­
justment rate for the aggregate investment function is 0.11. 
The rate for machinery is considerably greater than this 
figure and for building improvements is considerably less than 
this estimate on the basis of the results in Chapter 8. 
Equations 14 and 16 provide the basis for estimating 
the income elasticity of demand for Investment stock. Because 
current net income does not appear to be an adequate substi­
tute for prices, and because the equations in Table 3 are 
inferior in other respects to those In Table 2, the derived 
income elasticities should be regarded as tentative estimates. 
The income elasticity of stock demand is 0.07 in the short 
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run, 0.1 or 0.2 In the Intermediate run and approximately 
3.0 in the long run according to equations 14 and 16. These 
estimates, particularly the long run estimates, appear to be 
unusually large. One reason is that the adjustment coeffi­
cients are low. Since the intermediate run elasticities are 
divided by the adjustment coefficient to form the long run 
elasticities, the long run elasticities are inversely related 
to the size of the adjustment coefficient. The adjustment 
coefficients are expected to be biased toward zero because of 
correlations with variables exerting a positive Influence on 
net Investment. Thus, the elasticity estimates represent the 
upper boundary of anticipated response. 
Shifts In Investment 
Equation 1 provides the basis for estimating sources of 
shifts in annual investment Qj from 1926 to 1959. The results 
are similar to those depicted In Table 6, Chapter 8., and can 
be given a cursory discussion. The actual increase in annual 
Investment from 1926 to 1959 was 105 percent and equation 1 
depicts a 108 percent Increase. Thus, there is little appar­
ent error: the equation only slightly overestimates the 
actual Increase. Equation 1 indicates that had the price 
Pj/PjR been at the 1959 level In 1926, annual Investment would 
have been 60 percent less than the predicted demand. If the 
financial or equity position E had been at the 1959 level in 
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1926, ceteris paribus. the predicted demand quantity would 
have been 69 percent greater. The price and financial Influ­
ences nearly offset each other. If the price and equity vari­
ables are set at the 1926 level, equation 1 depicts a 99 per­
cent increase in aemand by 1959 due to the slowly changing 
forces represented by the time variable T. The results 
emphasize again the importance of improved machinery, in­
creased knowledge by farmers, and related influences tending 
to increase farm Investment. The replacement demand is 
Ignored in the equation. If the adjustment and depreciation 
rates are equal' as indicated by equation 8, the "adjustment 
quantity" and replacement demand are offsetting, and both may 
be Ignored according to model G. 
Trends and projections 
Figure 1 illustrates the historic relationship between 
annual gross Investment Q,j and stock Sj. The two series dis­
played similar trends during the postwar period. It Is not 
surprising that annual investment was much greater in 1948 
than in 1941. That stock increased appreciably during the 
period is surprising, however. Apparently, farmers obtained 
sufficient quantities of Investment items to more than re­
place depreciated stock during the 1942 to 1947 period. 
Despite the downward trend in annual investment in the post­
war period, stock continued to increase rapidly because annual 
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investment was considerably greater than replacement require­
ments .. By 1955, annual purchases approached replacement 
requirements, and total stock began to level off• In 1956 
and 1957, depreciation was greater than purchases, and the 
stock of durables Sj declined. 
Equation lc predicts total ending year stock sjt_i by 
equation 20 
(19) SIt+1 - SIt = ASIt (20) Sjt+1 = & Sj + SIt 
where is the change in stock predicted by equation 12 
and Sjt; is the known beginning year stock. (The notation 
"t+l" is used because the "ending year" stock actually is 
the January 1 stock of the following year t+l.) The pre­
dicted annual gross investment is computed from identity 
equation 9 as 
(21) Qit = ^sit + h 3It • 
The depreciation rate h Is the coefficient of lagged stock 
according to model J. Figure 1 indicates that equation 12 
predicts well In the postwar years, but the depreciation rate 
appears to be low in the prewar years. A fixed rate h may be 
too rigid an assumption for the years covered by the data; the 
depreciation rate may be declining. Equation 12 predicts 
annual investment more accurately in recent years than did 
the equations used to predict and Qgj In Chapter 8. The 
error Is small in extrapolating gross investment to i960 from 
data outside the range of observations to which the equation 
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was fitted. The equation predicts stock very well. Because 
of the technique used to estimate stock, rather large errors 
in predicting changea in stock would not appear large in the 
upper graph of Sj. The actual estimate of stock for 1960 
(January 1, 1961) is not available and could not be checked 
against the extrapolated estimate. 
Equation 12 provides the structure for projecting esti­
mates of investment stock and purchases to 1965. The term 
"projection" is used because assumptions must be made about 
the price and income level in 1965. The first projection, 
based on the assumption that net income and prices will remain 
at the 1955-59 average level, indicates that annual gross 
investment will be 12 percent, stock six percent above pre­
dicted 1960 levels by 1965. A second, lower and more realis­
tic projection is based on the assumption that net income will 
remain at the 1955-59 average but that the relative price of 
investment items PJ/PR will increase 10 percent by 1965, the 
increase being spread proportionately over the period. Based 
on these assumptions gross annual investment is projected to 
be eight percent greater, stocks five percent greater than 
predicted 1960 levels by 1965. Annual investment is projected 
to be 10 percent greater than predicted 1960 levels by 1965 
under the same assumption but from equation 4 with Qj the 
dependent variable. The results consistently depict an In­
creasing trend for annual Investment and stocks by 1965. The 
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projections are highly sensitive to the underlying assumptions 
and the reader may wish to examine the changes in projections 
under alternative price and income assumptions. The standard 
error of the projected estimates were not computed but would 
be large for distant extrapolations. 
Investment In All Productive Assets on Farms 
The most highly aggregated measure of farm Investment 
used in this study is all productive assets on farms. The 
measure includes machinery, real estate, livestock, feed and 
cash held for use in production. The specification of the 
investment function is similar for productive assets and for 
machinery and building improvements, discussed earlier in the 
chapter. Some notable differences are apparent, however. 
The. price of productive assets is not available and is not 
constructed for the study. Perhaps a market price is not 
/ meaningful because many of the components are produced on 
farms and have only an imputed price. A quantity representing 
the Imputed price is net farm income. That is, net farm in­
come is the residual after paying production costs, and is 
the approximate return on durable assets and family labor 
(assuming constant returns to scale). If farmers ignore the 
family labor component, and subjectively impute the entire 
residual return to durable assets, then net income is a logi­
cal measure of the Imputed price of productive assets. 
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The argument for inclusion of past output in the invest­
ment function for all productive assets is based on a fixed 
relationship between asset stocks and output. That is, out­
put may be increased in the short run by substituting more 
operating inputs into the resource mix. But given time, the 
farmer restores the old ratio of output to durable capital 
because of profit considerations and technical conditions. 
A considerable margin of variation appears to be possible in 
the ratio of machinery stocks to output because a number of 
substitutes exist for machinery and some evidence indicates 
farmers tend to be over invested in machinery. For livestock, 
feed and cash for production, few substitutes exist, and 
changes in the ratio of these productive assets to output may 
only be tolerated In the short run, it may be argued. Suffi­
cient grounds exist to account for the accelerator effect by 
Including past output in the investment function. It is 
difficult to distinguish the amount of feed, livestock and 
cash held for productive purposes from the amount held for 
markets, which are anticipated to improve in the future. For 
this reason, considerable error may be expected in the data. 
Because livestock and feed inventories are sensitive to 
weather conditions, it seems desirable to include a measure 
of weather In the investment function. Theoretically, the 
decision to invest is a function of the discount rate as well 
as expected future returns. Two measures of the discount rate 
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were included in the investment function: (a) the short term 
interest rate on loans to farmers, and (b) the rate of return 
on industrial common stock. These rates were included direct­
ly in the investment function and also as ratios to the rate 
of return on Investment in agriculture (residual farm income 
divided by the total farm assets) . But the coefficients of 
all these variables were non-significant. 
Because estimates of gross annual investment are not 
available, but estimates of stock are contained in secondary 
sources, model I or J Is appropriate. 
The variables 
The following variables are included in the investment 
function: 
Spt The stock of productive assets on farms January 1 
of the current year (4, 123). The variable includes 
machinery, real estate, feed, livestock and cash 
inventories held for productive purposes and is 
measured in 10 millions of 1947-49 dollars. 
A Spt The dependent variable is the net annual investment 
in productive assets, I.e., the change in total stock 
during the current year. It is the first difference 
of the foregoing variable Sp. 
Yp.|- The net income of farm operators from farming during 
the current year, deflated by the index of prices 
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paid by farmers for items used in production, in­
cluding Interest, taxes and wage rstes (120, 121). 
Net Income includes cash receipts, government pay­
ments and non-money income less production expenses 
in millions of 1947-49 dollars. 
YDpt The declining three yesr arithmetic average of Yp. 
Current year income Yp% is weighted by 0.50, the past 
year Ypt-1 by 0.33 and the previous year Ypt-2 by 
0.17. 
ÏAFt-1 The simple past four year average of Yp. 
0%_i Farm output during the past year in millions of 
1947-49 dollars (4). 
0%_2 Simple average of farm output 0 of the past two 
years. 
Wt Stalling1 s index' of the influence of weather on 
farm output in the current year (108, lc4). Stal­
ling1 s data extend only to 1957. Observations for 
1958 and 1959 are computed from the deviations from 
a linear yield trend. 
T Time, an index composed of the last two digits of 
the current year. 
All variables are aggregate annual observations for the 
U.S. from 1913 to 1941 and from 1948 to 1959 except 0t_j_ 
which was not computed for 1913 to 1925. As Indicated 
earlier, additional variables such as the return on investment 
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in common industrial stock and the short term interest rate 
were included in the investment function, but the coeffi­
cients were not significant. Also, first differences of 
income and output variables were included in the functions 
but did not significantly improve the explanation of net 
investment. Depending on what variables are specified in the 
function, the coefficient of farm size may be significant. 
But because of the high correlation between beginning year 
stock and farm size, the latter variable is excluded from 
the investment function. 
Investment equations estimated by least squares 
Income, weather, time and beginning year stock explain 
70 percent of the variation In annual net Investment according 
to equation 22, Table 5. Current year income reflects an 
unusual proportion of the total influence of income on annual 
Investment. Some least squares bias is suspected, that is, 
Ypt and the errors In the dependent variable are correlated. 
The income variable in equation 23 which forces the influence 
of income to be spread over three years is intuitively more 
appealing and consistent with the results of the foregoing 
Investment studies. The time variable is insignificant in 
the equations estimated from 1926 to 19 59 data. Gradually 
changing technological, educational and other Influences 
probably are absorbed by the beginning year stock variable. 
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Table 5» Annual net investment in productive farm assetsASp estimated by 
from 1926 to 1959 and 1913 to 1959, omitting 191*2 to 1947 in ea< 
standard errors (in parenthesis) and related statistics are incj 
Equation 
and 
years 
R2 
and 
R2 d'c Constant t 
ÏDF 
t 
yDF 
t-1 
22 (1926-59) 
(1913-59) 
0.751 
0.69k 
0.690 
0.646 
1.67 
1.19 
-142.53 
-106.85 
0.0242 
(0.0090) 
0.0261 
(0.0061) 
0.0083 
(0.0077) 
0.0084 
(O.OO63) 
23 (1926-59) 
(1913-59) 
0.734 
0.687 
0.663 
0.625 
1.67 
1.20 
-72.89 
-67.56 
0.0305 
(0.0066) 
0.0339 
(0.0050) 
2k (1926-59) 
(1913-59) 
0.759 
0.704 
0.700 
0.658 
1.72 
1.19 
-108.64 
-67.96 
o
 o
 o
 o
 
o
 o
 o
 o
 
O
 r
o 
o
 r
o 
25 (1926-59) 
(1913-59) 
0.738 
0.692 
0.675 
0.638 
1.64 
1.19 
-195.46 
-166.20 
0.0309 
(0.0065) 
0.0316 
(o.oo46) 
26 (1926-59) 
27 (1913-59) 
0.821 
0.770 
0.740 
0.694 
2.10 
1.62 
455.13 
202.71 
0.0320 
(0.0083) 
0.0319 
(0.0061) 
-0.0032 
(0.0078) 
0.0018 
(0.0064) 
28 (1926-59) 
29 (1913-59) 
0.778 
0.728 
0.683 
0.638 
1.88 
1.49 
412.00 
138.37 
0.0273 
(0.0063) 
0.0336 
(0.0050) 
30 (1926-59) 
31 (1913-59) 
0.820 
0.779 
0.739 
0.702 
2.05 
1.63 
426.84 
205.99 
0.0295 
(o.oo56) 
0.0332 
(0.0042) 
aSources and composition of the dependent variable ASp and of the ind 
Estimated only from original observations. Adjustment models I or J 
Chapter ?• 
cThe Durbin-Watson autocorrelation statistic d1. 
d by least squares with annual data 
Q each series; coefficients, 
included6 
YAF 0 0 w T Sp 
t-i t-1 t-1 t t 
) 2.10 3.67 -0.052 
0 (1.19) (3.64) (0.040) 
I 1.14 2.88 -0.044 
1) (0.88) (1.32) (0.025) 
2.42 4.93 -0.067 
(1.17) (3.50) (0.025) 
1.38 3.20 -0.052 
(0.90) (1.34) (0.025) 
0.0099 2.15 3.73 -0.058 
(0.0072) (1.17) 0.58) (0.040) 
0.0101 1.13 2.98 -0.051 
(0.0058) (0.86) (1.30) (0.025) 
1.99 3-36 -0.042 
(1.19) (3.64) (0.039) 
1.09 2.65 -0.033 
(0.89) (1.32) (0.024) 
0.043 1.35 -3.19 -0.188 
) (0.015) (1.06) (3.96) (0.059) 
0.0216 0.87 -1.21 -0.114 
) (0.0085) (0.82) (2.02) (0.036) 
0.030 2.10 0.95 -0.175 
(0.014) (1.10) (3.78) (0.062) 
0.0126 1.29 0.96 -0.0971 
(0.0084) (0.88) (1.99) (0.0386) 
0.040 1.44 -2.60 -0.181 
(0.013) (1.02) (3.62) (0.055) 
0.0226 0.85 -1.44 -0.115 
(0.0077) (0.81) 11.84) (0.035) 
s indicated dependent variables are discussed in the text. 
ir J are combined with expectation models discussed in 
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Over a longer period, the stock variable does not accommodate 
adequately these changes — the time variable is significant 
in equations 22, 23, 24 and 25 for the 191.3 to 1959 period. 
The degree of autocorrelation present in the residuals as 
evidence by the Durbin-Watson d1 statistic is low for the 
equations estimated from the shorter time series. Structural 
changes not accommodated in the model appears to be producing 
some autocorrelation in the residuals of equations estimated 
from 1913 to 1959, however. 
The introduction of the accelerator effect through the 
lagged output variable appears to reduce autocorrelation and 
to enhance other properties of the investment equations 26 
to 31. The absolute magnitude and significance of the coeffi­
cient of the lagged stock variable is Increased. Some in­
stability is exhibited in the magnitude of the accelerator 
coefficient, depending on the form of the output variable. 
Coefficients of both output variables are significant, cut 
the two year average output variable registers a more sizeable 
influence on net investment. 
Although introduction of the accelerator effect Increased 
£ the R and reduced autocorrelation in the residuals, it also 
introduced more collinearlty into the equations. In equation 
29, for example, the highest simple correlation 0.82 was be­
tween Spt and T — other simple correlations were much lower 
before Introducing lagged output into the equation. The 
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simple correlation between Ô%_i and Sp1- is 0.93, thus intro­
duction of lagged output in the equation can create problems 
of coefficient instability, difficulty in interpretation and 
other features associated with multicolllnearlty. Despite 
these problems, the results indicate that lagged output does 
Improve the explanation of annual net investment, and the 
specification does not seem to be complete without the accel­
erator. 
The units of the dependent variable are ten times as 
large as the units of income and output. To observe the 
effect of a one unit Increase in income or output on invest­
ment, we merely move the decimal point of the respective 
coefficients one place to the right. The results Indicate 
that the "marginal propensity to invest" out of net income 
is approximately 0.3. This does not mean that thirty cents 
is invested by farmers from every dollar of net income• The 
interpretation is much less precise. The results indicate 
that a sustained one million dollar Increase in net income 
eventually will Increase annual investment 300 thousand dol­
lars or more in U.S. agriculture. The. term "or more11 is used 
because an additional recursive Influence on investment comes 
through the accelerator. There is a direct influence of net 
income on investment from the explicitly specified income 
variables in the equations, and an indirect influence because 
favorable farm prices increase farm output, causing additional 
377 
investment through the accelerator effect. The relationship 
between income and investment also is indirect because: (a) 
the measure of income Yp used In this study includes non-
money income, for example, and other concepts of Income would 
result In other estimates of the marginal propensity to in­
vest, (D) many components of Sp are farm produced rather than 
cash purchases, and additional net income may first be in­
vested in operating inputs, for example, before inventories 
of livestock and feed are Increased, and finally (c) external 
credit sources provide some funds for investment in agricul­
ture because net farm Income is favorable. 
Price and Income elasticities 
Table 6 illustrates the price and Income elasticities 
of stock Sp with respect to prices and net income computed 
from the equations in Table 5. The Income elasticities are 
translated into price elasticities by the definitional equa­
tion 1, Appendix B. The equation indicates that a one per­
cent increase In the parity ratio has been associated with a 
two percent Increase in net income. The elasticities with 
respect to prices paid Pp are the elasticities given for Pp/Pp 
but with a negative sign. The results indicate the price or 
Income elasticity of stock is low in the short run. A sus­
tained one percent increase In net income increases the stock 
of productive assets only 0.02 percent in the short run; 
Table 6. Elasticities of Investment demand for the stock of all productive assets 
Sp with respect to price and net farm income computed from the equations 
in Table 5a 
Equation 
and year 
Short run 
(1-2 years) 
Intermediate run 
(3-4 years) 
Long run 
(many years) 
Adjustment 
or 
depreciation 
coefficient V PRAPC YFb PR/PP° V PR/PPD 
23 (1926-59) 0.017 0.035 0.035 0.069 0.52 1.03 0.067 
23 (1931-59) 0.019 0.039 0.039 0.077 0.74 1.49 0.052 
28 (1926-•59) 0.016 0.031 0.031 0.062 0.20 0.39 0.175 
29 (1913-•59) 0.019 0.038 0.038 0.077 0.41 0.82 0-097 
aSee the text and Table 5 for discussion of data, methodology, coefficients, 
standard errors and related statistics. Elasticities are computed at the means. 
^Computed from the declining three year average net farm income variable 
which implies that one-half the elasticity Is attributed to the current year. 
^Translated from the definitional equation 1 In Appendix B which indicates 
that a one percent rise in the price ratio PR/PP is associated with a two percent 
rise in net farm income in the 1946-59 period (cf. equation 1, Appendix B). 
^Found by dividing the intermediate run elasticity by the adjustment coeffi­
cient g. If the adjustment coefficient is 0.10, over 20 years are required to 
make 90 percent of the total long run adjustment. 
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0.04 percent in the intermediate run. Although demand for 
stock is highly inelastic in the short run because of the time 
and money required to increase livestock, feed and other in­
ventories, demand is considerably more responsive in the long 
run. The long run elasticities are computed by dividing the 
Intermediate run elasticities by the coefficient of lagged 
stock. Because the coefficient is somewhat unstable, there 
is a lack of uniformity in estimates of long run elasticities 
among equations. In general, the results indicate that a 
sustained one percent Increase in income Yp will increase 
investment stock one half of one percent In the long run. 
Similarly, a one percent sustained increase in Pp (decrease 
in Pp) in the long run Is expected to increase the level of 
investment stock one percent. The "long run" is distant, 
however. Twenty-two years are required to make 90 percent 
of the long run adjustment If the adjustment rate is 0.10. 
The results from equation 3, Chapter 11, are used to deter­
mine the influence of prices on output, and this accelerator 
Influence is added to the elasticities computed from equations 
28 and 29. 
Shifts in Investment 
The stock of productive assets Sp was 30 percent greater 
in 1959 than in 1926. Stock at the end of a given year is the 
sum of the carryover from the past years plus annual Invest-
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ment. The principal reason 19 59 stock was greater than 1926 
stock was because a much larger volume of inventories was 
carried over into 1959. To determine why carryover was 
greater, It Is necessary to trace through time the pattern 
of gross annual investment, since stock is the culmination 
of the annual investment pattern. Analysis of the individual 
influences of income and other variables on investment for 
each intervening year from 1926 to 1959 would be a cumbersome 
process indeed. To gain some insight into the annual Invest­
ment process, equation 22 is assumed to be model J, and the 
influence of Income and the time variable on annual invest­
ment is compared for the two extreme years only. It is 
likely that the types of influences registered for these 
years will also provide some insight Into a comparison of 
annual investment behavior between other years. 
According to equation 22 (1926-59) gross annual invest­
ment in 1959 was 42 percent greater than in 1926. If net 
farm income had been at the 1959 level In 1926, ceteris 
paribus. the equation indicates that demand would have been 
only seven percent greater. Setting only the time variable 
at the 1959 value, leaving other variables at 1926 values, 
the equation depicts a 27 percent increase in demand. The 
discrepancy between the total percentage increase in demand 
and the sum of the percentage increases due to Income and 
time Is explained by the difference in the weather variable. 
381 
There le little doubt that some of the 27 percentage 
increase attributed to time in equation 22 could be associated 
with the accelerator effect, or farm output. To test this 
hypothesis, sources of the increase in gross annual Investment 
since 1926 are estimated from equation 29 ( 191-3-59) . The 
equation predicts a o4 percent total increase In annual In­
vestment between 1926 and 1959. Setting the income variable 
at tne 1959 level, other variables at the 1926 level, the 
equation indicates only a five percent increase in invest­
ment. If the income component of output could be Included, 
the increase due to income would be greater than five percent 
and might be more consistent with the seven percent increase 
due to income depicted by equation 22 (1926-59). If time is 
at the 1959 value, other variables at 1926 values, equation 
29 depicts only a four percent increase in annual investment. 
Following the same procedure for the output variable, the 
equation predicts a 22 percent increase in demand. The sum 
of the Increase attributed to time, four percent, and to out­
put, 22 percent, is 26 percent, and agrees closely with the 
27 percent increase associated with time in equation 22, which 
excluded the output variable. Because time and output are 
highly correlated, not enough information is available to 
distinguish the relative influence of each on annual invest­
ment. The results Indicate that a major portion of the secu­
lar increase In annual investment in productive assets is 
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associated with the gradually shifting variables such as time 
and output rather than with net income. Although these 
gradual changes sre responsible for secular shifts in invest­
ment , year to year fluctuations in Investment are more closely 
identified with changes in the volatile net income variable. 
Trends and projections 
The stock of productive assets increased slowly from 1926 
to 1930, then dropped during the depression years of the 
1930's (Figure 2). The downward trend we s not reversed until 
1935. Following that year, the stock of productive assets has 
demonstrated e continuous, impressive increase. The sharp 
upward trend showed signs of decreasing In the late postwar 
period, but 1958 and 1959 observations suggest a linear rather 
than a declining postwar trend. Equation 28 predicts the 
actual observations rather well, but inadequately indicates 
sluggish investment periods such as 1938-39 and 1956-57. The 
equation indicates that investment stock again will Increase 
in 1960. Under the assumption that net income will remain at 
the 1955-55 average level until 1965, and that an anticipated 
eight percent Increase in farm output (cf. 73) will be dis­
tributed uniformly over the period until 1965, investment 
stock is projected to ce 5.5 percent above the 1960 predicted 
level by the end of 1965. Thus, the upward trend in stock Is 
projected to continue to 1965 under the above assumptions 
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Figure 2. 
YEAR 
Trends In ending year stock Sp and gross annual 
Investment Qp In productive assets (actual values 
of Sp are shown from 1926 to 1959; predicted or 
projected values of Sp and Qp from 1926 to 1965 
based on equation 28) 
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according to equation 28. 
Gross annual investment is predicted from equation 28, 
assuming it is model J and employing the prediction relation­
ship indicated by equation 21. Gross annuel investment has 
been remarkably stable over the entire period. Except for 
troughs in investment in the mid 1930's and. 1950's, the equa­
tion indicates that annual Investment did not fluctuate widely 
even between prewar and postwar years. Except for the early 
1930's, annual Investment was greater than replacement re­
quirements, and net additions were made to total stock. Com­
paring Figures 1 and 2, the lack of volatility in Investment 
In productive assets is notable. One important reason why 
investment in buildings and machinery is more sensitive to 
economic conditions than investment in productive assets is 
the presence of farm produced durables in the letter. Because 
the reservation price for many farm resources such as land is 
low, even if market prices are relatively unfavorable, there 
may be e few alternative uses for these "fixed" resources 
than to produce additional productive assets for use in later 
years when prices are favorable. In some instances, "produc­
tive" livestock and feed inventories are not held for current 
or even future production, but are held strictly for direct 
future sales. Conceptually, these holdings should not be 
classified as productive assets. However, techniques used 
to ascertain the quantities of assets are sometimes Inadequate 
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to distinguish the true intent or purpose in holding farm 
inventories. 
Based on the same assumptions used to project Sp to 
1965, annual investment Qp is projected to be five percent 
aoove the 1960 predicted quantity by 1965. Unfortunately, 
adequate actual observations were not available to check the 
predictive ability of equation 28 from 1926 to 1959. The 
depreciation rate appears to be unusually high, and the esti­
mated level of gross investment may contain an upward bias. 
It is hoped that the equation predicts the charges somewhat 
more accurately than the level of annual investment. 
Summary of Empirical Results 
Farm investment behavior for two aggregate categories 
of investment (a) the productive portion of building improve­
ments and farm machinery and (b) all farm productive assets 
are investigated in Chapter 9. The marginal propensity to 
invest out of net Income (as defined in this study) is 0.2 for 
the first category and 0.3 for the second category of Invest­
ment . Since more items are included in the second category, 
all productive assets, it is expected that the marginal pro­
pensity to Invest would ce greater. 
Several Important implications stem from these results. 
If farmers are living at subsistence levels as in many under­
developed areas of the world, the entire net income must be 
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consumed and internal investment cannot occur. External 
credit agencies must be en Important source of Investment 
funds where the marginal propensity to consume is one. Fur­
ther, improved farming methods and adoption of new technology 
can play an important role In raising net incomes to levels 
such that the entire earnings are not consumed by the house­
hold. Paradoxically, agriculture must cross the threshold 
above subsistence before it can begin to grow and prosper 
from internal Investment. 
The rather high propensity of American farmers to invest 
is a reflection of the internal production end market struc­
ture that permitted a surplus of income above consumption re­
quirements . But the "savings ethic" of American fermera also 
has been an important element in the investment process. In 
some societies it is likely that, given the same income, 
farmers would have consumed the amount that American farmers 
invested. In areas where the marginal propensity to invest 
is very low because of cultural backgrounds, ? structure of 
agriculture featuring individual decisions end initiative 
such as found in America may not give the desired rate of 
growth even under favorable income conditions. It is not 
always desirable to encourage the type of investment included 
above, of course• In some underdeveloped countries where 
laoor is abundant (the marginal product of ?.ebor In agricul­
ture or industry is near zero) and capital is very scarce, 
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encouragement of investment in modern labor saving farm 
machinery would ce incompatible with optimum resource alloca­
tion and use of investment funds. Funds would ce used more 
profitably in improving farm management and technology, and 
in purchasing additional fertilizer and irrigation facilities 
to increase output. The optimum focus and extent of invest­
ment is a function of the stage of development, underlying 
resource base and goals of society. 
The empirical analysis Indicates that the elasticity of 
investment stock Sj with respect to own price Pj is approxi­
mately -0.1 in the short run (one or two years) and -0.7 in 
the long run (over 20 years). The elasticity of Sj with 
respect to is 0.1 in the short run (one to two years), 
0.8 in the intermediate run (three to four years) and %.0 in 
the loi>g run (over %0 years). The elasticity of investment 
stock in productive assets 3p with respect to P^ is estimated 
to be 0.04 in the short run (one or two yerrs;, 0.07 in the 
intermediate run (three or four years) and 1.0 in the long 
run (over 20 years) . Some interesting patterns in the elas­
ticities are apparent. As expected, the price elasticities 
of productive assets Sp are consistently lower than those of 
machinery and improvements Sj. Because of the nature of the 
production process in agriculture, livestock inventories can­
not be readily increased, and some components of real estate 
Inputs ' are highly restricted. Stock is highly price inelastic 
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In the short run. In the long run, stock Is very responsive 
to price changes according to the analysis. The implication 
is that government policies and other influences on farm 
product prices have little influence on stock end consequently 
on output (through 3p) in the short run. The Influence on 
stock can be sizeable in the long run, however. Whether the 
increase in stock Increases output depends on the elasticity 
of production. It is well to note that the complete 11 long 
run" is never realized because prices are continually changing 
and because technological and other structural changes obscure 
the price effects. 
Although stock Is not sensitive to price changes In the 
short run, annual investment is highly responsive. For 
example, the elasticity of Qj with respect to Pr is approxi­
mately 1.0 in the short run (one or two years) and more than 
£.0 In the long run (three or four years). This sensitivity 
of annual investment to prices is a potential source of busi­
ness fluctuations, but the effect is dampened or cushioned by 
the remaining large private economic sector and by government 
spending. 
The analysis indicates that gradually shifting influences 
such as improved technology, managerial ability, and oppor­
tunities to substitute machinery for labor primarily have 
been responsible for the 105 percent rise in Qj and estimated 
34 to 4% percent rise In Qp from 1926 to 1959. 
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Projections based on least squares equations are made to 
1965. Assuming net farm income will remain at the 1955-59 
level and the relative price of investment items in Q,j will 
increase ten percent by 196b, equations 4 and lb indicate Q,j 
will be approximately nine percent above the predicted 1960 
level by 1965. Assuming net Income will be at the 19 55-59 
level in 1965, equation 28 indicates annual investment in 
productive assets Qp will be five percent above the predicted 
1960 quantity in 1965. Under the stated assumptions, stocks 
Sj and Sp are predicted to grow five and 5.5 percent respec­
tively above predicted 1960 levels by 1965. Under the stated 
assumptions, the agricultural plant is expected to grow 
through 1965. Problems of capital accumulation for beginning 
farmers, large overhead costs, pressures for labor movement 
out of agriculture due to adoption of labor saving machinery, 
and other structural changes accompanying increased capitaliza­
tion of agriculture will remain. But more Important, society 
reaps the benefits of higher real income end farmers obtain 
the advantages of less h arid labor and drudgery and other 
conveniences of a highly mechanized agriculture. 
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CHAPTER 10: THE MARKET STRUCTURE OF FAMILY 
AND HIRED FARM LABOR 
The total number of agricultural workers declined from 
13.6 million in 1916 to 7.4 million in 1959. Since 1226, the 
numcer of all agricultural workers has declined at an average 
compound rate of 1.7 percent per year. Despite the rapid out-
movement of workers, the per capita ratio of farm to non-farm 
income remains low. The ratio was 0.4 3 in 1926, and was 0.41 
In 1959 (121). The relative per worker income in agriculture 
has not improved. Yet economic theory postulates that adjust­
ments should occur until returns to s given resource are equal 
in all comparable uses in a free market economy. 
Answers to a numcer of fundamental questions depend 
heavily on the nature of the labor market in agriculture. 
Whether a return to an agriculture free of government controls 
will eventually raise farm income per worker depends on the 
responsiveness of farm workers to a fall in relative income. 
Whether a government policy to raise fprm income perpetuates 
the farm problem by retarding needed labor adjustments also 
depends on the nature of the labor function in agriculture• 
How farm labor mobility is influenced by non-farm variables 
such as national unemployment and the non-farm wage rate is 
one of the basic questions asked by individuals concerned 
with agricultural adjustment. The interrelationships of 
policies affecting national employment and farm labor mobility 
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cannot be accurately Judged without gaging the magnitude of 
parameters In the farm labor function. In this chapter, we 
attempt to derive estimates of quantities which will aid in 
answering these and other fundamental questions about the 
agricultural labor markets. 
Two categories of farm labor (a) hired and (b) family 
are considered in this chapter. Principal emphasis is placed 
on family labor because: (a) It comprised a major portion, 
75 percent, of the total farm labor force from 1955 to 1959, 
(b) knowledge of family labor mobility Is an Important ele­
ment In appraising alternative policy instruments such as 
free prices, or subsidies to achieve the target of parity 
farm income per worker, and (c) family labor has received 
little attention in previous quantitative studies. Family 
labor functions are specified and estimated by single equation 
least squares. The results provide the basis for Inferences 
about the relative influence (elasticities) of variables on 
labor mobility and of historical sources and projected changes 
in the number of family laborers engaged In agriculture. The 
demand function for hired labor is estimated by least squares. 
In addition, demand and supply functions for hired labor are 
estimated by limited information simultaneous equations. 
Inferences are made from these equations about the relative 
influence of price and other variables on the number of hired 
workers in agriculture, and projections are made to 1965. 
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Price and Quantity Ratios 
Before presenting the more complex statistical analysis 
of labor markets, we present graphically some of the major 
substitutions taking place between labor and other major farm 
inputs. The graphic presentation provides a useful histori­
cal perspective of changes occurring in the resource structure 
and also illustrates some of the major substitutions not 
readily apparent from more complex statistical functions. 
Economic theory postulates that the marginal rate of 
substitution (and marginal products) be equated with the rele­
vant price ratios to maximize profits. In the absence of 
technological changes or other complexities, an increase In 
the relative price of labor will be associated with a decrease 
In the quantity employed. In Figures 1 to 4, it is possible 
to observe if the substitutions are consistent with price 
relationships. It is well to keep in mind that complex inter­
relationships may escape the two dimensional setting. 
Figure 1 shows indices of the ratios: (a) the number 
of hired and family workers 0%^ to operating Inputs Q^, and 
(b) the wage rate of hired farm labor P%^ to the price of 
operating inputs Pq from 1910 to 1959. The underlying assump­
tion is that Pjjl Is the relevant decision variable for family 
as well as hired labor. Price and quantity ratios remained 
quite stable from 1910 to World War I. Except for the de­
pression, and early post World War II period, P^ increased 
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relative to Pq since 1921. The increase in the price of labor 
resulted in the substitution of operating inputs for total 
labor. The results are consistent with rational economic be­
havior. 
Indices of the ratios of: (a) total employment in agri­
culture to machinery Inputs and (b) the farm wage Pj$l 
to machinery price P# are Illustrated in Figure 2. Machinery 
inputs are valued as the services required to maintain the 
input at current levels. The direction of trends In prices 
and quantities In Figures 1 and 2 are similar. The price 
ratio Pyx/Pii has increased less than the relative prices of 
other major inputs, but the substitution is large. The ex­
tent of substitution appears Inconsistent with price movements 
In some periods such as 1910 to 1916 and 1946 to 1950. These 
and other inconsistencies partially are explained by techno­
logical changes in machinery which decrease the real price, 
but are not reflected in the price coefficients. It is not­
able that the price and quantity ratios have remained quite 
stable since 1950 In Figure 2. 
Figure 3 depicts indices of the ratios: (a) to real 
estate inputs (services) and (b) Pg^ to per acre land 
values Pre from 1910 to 1959. A gradual substitution of land 
for labor is indicated by Figure 3, but the rate of substitu­
tion seems unresponsive to relative prices Phl/Pre- A pos­
sible explanation Is that land prices are a residual relation-
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ship reflecting the general profitability of farming and is 
not a relevant decision variable. The ratio of labor to land 
is determined to a greater extent by more basic price ratios 
such as depicted in Figures 1 and 2 and by technological 
forces. 
Indices of the ratios: (a) tù farm output 0 and (b) 
Phl to prices received by farmers for crops and livestock Pr 
are illustrated in Figure 4. In the absence of overriding 
Improvement in the quality of farm labor, one would expect a 
decrease in labor inputs to equate the marginal product with 
the rising price ratio. Figure 4 indicates that this type of 
adjustment has occurred in agriculture. The ratio of labor 
input to farm output (and all Inputs) has declined at a par­
ticularly rapid rate since the mid 1930's. Some interruptions 
in the changing relative price of labor are apparent, but a 
general upward tendency is apparent in the same periods : 
Figures 1 to 4 indicate that adjustments of resources 
are consistent with a movement toward economic efficiency.• 
The more complex influences associated with the changing 
structure of the labor input are examined in the following 
sections. 
Family Labor Functions 
Some possible explanations for the discrepancy between 
farm and non-farm labor returns are: (a) that the existing 
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ratio of farm and non-farm Incomes represents an equilibrium; 
that relative incomes are equal because psychic income from 
the farm way of life is very great, (b) the ratio of returns 
represents an equilibrium, equal returns for equal skills, 
because worker skills in agriculture are low, (c) that union­
ization of urban workers has reduced the mobility of farm 
workers and has perpetuated the disequilibrium income problem, 
(d) that mobility between regions is low and that no serious 
disequilibrium exists between farm and non-farm earnings in a 
given region, (e) farmers are unaware of higher earning poten­
tial in alternative employments, (f) that farmers are respon­
sive to wage differentials but that unemployment in the urban 
sector has hindered farm labor mobility, and (g) that farmers 
are responsive to wage (income) differentials but the re­
sponsiveness (elasticity) has not been high enough to cope 
with changes In farm structure. These changes in farm struc­
ture include output increasing (income decreasing) farm in­
vestment and technology. 
Studies by D. Gale Johnson (65, 66, 67, 79, 70) provide 
support for rejecting hypotheses (a) to (d). He states that 
it would be necessary for per capita income of the farm popu­
lation to be about 60 to 70 percent of the per capita Income 
of the non-farm population to have comparable real incomes 
(66, 67). While It is reasonable to expect that In equi­
librium some difference would exist between farm and non-farm 
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incomes due to psychic returns in the farm sector, the current 
discrepancy is too great to be explained by hypothesis (a). 
Johnson (65) and Bishop (13) provide data to reject the second 
hypothesis that skill capacities of rural workers Is low. 
Based on actual earnings of farm migrants to urban areas and 
of urban non-migrants, they conclude that the average laborer 
employed In agriculture has a labor capacity approximately 90 
percent of the labor capacity of urban and rural non-farm 
populations for similar age and sex distributions. It is 
notable that differences in skills and earning capacities be­
tween farm migrants and non-farm workers In urban areas tends 
to diminish with additional experience of farm workers on 
non-farm jobs. Johnson's (69) work also Indicates that 
hypotheses (c) and (d) do not explain the differential in 
Incomes between agriculture and other industries. Unions have 
not been a serious obstacle to farm labor mobility. Also 
differentials in income between farm and non-farm sectors are 
found throughout the country. Sizeable gaps exist between 
returns from farm and urban employment in all low Income farm­
ing areas of the country. Also, some mobility exists between 
sectors, thus hypothesis (d) does not explain the failure of 
the gap between per capita incomes in agriculture and other 
Industries to narrow. 
The principal purpose in this section Is to evaluate 
hypotheses (f) and (g). The hypotheses imply that the re-
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sponeiveness of family workers to a change In relative earn­
ings Is too low to cope with the output Increasing (income 
depressing) technology and capital formation, particularly 
when unemployment Is high. Quantitative measures of the In­
fluences of some of these relevant variables are necessary 
to evaluate the hypotheses. 
Specification of a family labor function 
Before specifying the family labor function as conceived 
In this study, it is well to consider previous specifications 
of similar functions. Despite the Importance of family labor 
in determining per capita Income and labor efficiency In agri­
culture, few quantitative studies have dealt with the family 
labor function. 8. Johnson (74) specified the number of 
family workers in agriculture as a function of the farm wage 
rate P^, the value of farm machinery, the ratio of farm 
prices received to prices paid for production items, time, and 
a lagged dependent variable. Depending on the period esti­
mated, the magnitude and signs of the coefficients differed 
considerably (74, p. 92). In 1961, Sjaastad (107) published 
estimates from a regression of a two year moving average of 
net off-farm migration on the ratio of per capita farm to 
non-farm incomes, and the percent of national unemployment. 
The size and sign of the coefficients varied markedly, depend­
ing on the period being estimated. Bishop (11) regressed the 
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rate of migration on the ratio of farm to non-farm earnings 
and the percent of the labor force unemployed in the economy. 
Again, the magnitude and significance of the coefficients 
were highly sensitive to the specification and time period 
considered. 
In this section, we attempt to develop a flexible model 
of labor mobility accommodating a fluctuating income and em­
ployment structure. The purpose is to obtain reliable esti­
mates of the influence of unemployment and other factors on 
labor mobility from a function fitted to data extending over 
periods of heterogeneous employment and wage structures. 
A single equation expressing the number of family workers 
as a function of earnings, unemployment and other variables 
appears satisfactory. Some Justification for the single func­
tion Is provided by the fact that the decisions to supply 
more manual labor or management in response to a favorable 
derived demand are made by the same individual. Too, the 
number of family workers remaining in agriculture is assumed 
to be a function of predetermined past Income, financial posi­
tion, machinery investment, and of exogenous unemployment 
and non-farm income variables. 
Some studies (74) have assumed that the hired farm wage 
rate, prices paid, and prices received by farmers are the 
relevant family labor decision variables. In this study, 
residual farm income is used as the measure of the "price" 
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of family labor. The logic is that family labor is not an 
out-of-pocket cost and, hence, market prices are not neces­
sarily relevant. Whether the family worker stays on the farm 
is assumed to be a function of the residual Income which 
remains to pay living expenses after production costs are 
paid. Although prices are unfavorable, this residual still 
may be sizeable because of improved farming efficiency and 
management, or good weather. To consider the decision of a 
family worker to remain In agriculture as a function of farm 
prices received relative to the price of hired labor would 
Ignore the increased residual to family labor growing out of 
increased farming efficiency and other structural changes 
associated with Improved entrepreneurial skills. There are 
also definite statistical advantages from summarizing the 
many price and efficiency aspects into the single variable. 
We specify the number of family workers employed in 
agriculture Qjï<l as a function of the ratio of income per 
factory worker to income per farm worker YR, the national un­
employment rate U, the farm equity ratio E, forced farm sales 
F, government programs G, machinery Investment and slowly 
changing influences T. The form and logic of the specifica­
tion needs additional explanation. 
The usual statistical model is a simple linear function, 
for example, 
(1) %FLt = a - bYRt-1 + c Ut_1 + d X 
402 
where X represents variables other than income and unemploy­
ment influencing Qj>l. The negative coefficient of Yp indi­
cates that as non-farm income rises relative to farm income, 
OpL will decrease as family workers take urban employment. 
An important aspect of labor mobility which creates unstable 
coefficients in linear equations such as above is the inter­
action between U and Yr^ -I* The rate b at which a given Income 
ratio moves workers off farms is a function of the unemployment 
rate. To account for this structure, an interaction variable 
Yr (l-U) is added to equation 1 to form equation £. 
(2) %Lt = a - b YRt-l + c ut-l + d X - ejYa(l-U)Jt_1 . 
Combining the two terms containing income, the coefficient of 
Yr is -b -e (l-U) and obviously is a function of the level of 
unemployment. 
Equation 2 is modified slightly to conform to certain 
a priori considerations. There Is some doubt whether unem­
ployment U shifts the level of family labor of itself, irre­
spective of Income and other Influences. To correct for this, 
the variable Ut_^ is omitted. Second, it is likely that if 
U reaches some level, the coefficient of relative Income be­
comes zero. The implication is that when national employment 
reaches some critical level V, a low relative income in 
agriculture no longer Is effective in adjusting employment 
to equilibrium levels. Under these circumstances, average 
incomes are not a useful economic Indicator. At the margin. 
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Yr is zero because the marginal non-farm income is zero for 
the unemployed factory worker (assuming no unemployment com­
pensation) • If the signs of the coefficients are as indicated 
in equation 2, the coefficient of Yr approaches -b as U 
approaches one. This critical value is too high, and equation 
2 is modified In two ways to accommodate a lower value. The 
first is to assign different values of V in the interaction 
term. The equation is 
(3) %Lt 3 a ~ 1 ~ U/V)j + d X . 
It is apparent that when U equals V, b equals zero. The vari­
able within brackets may be constructed for several values of 
V until one is found by trial and error giving the highest 
R^. The variable is constructed to equal zero when U is 
greater than the assigned value of V. The assumption Is that 
b may be negative or zero but not positive. 
If we allow b to be positive or negative, the trial and 
error method for finding V in equation 3 may be replaced by 
a non-iterative scheme. The case for a positive coefficient 
b when U is larger than V is supported by the growth in num­
bers of agricultural workers during the depression. If the 
necessary statistical assumptions also are met, the following 
model will also give the best linear unbiased estimate of V. 
The model is formed by multiplying the terms within the 
brackets of equation 3 by b. The result is 
(4> - a - b yRt- l  +  5 < U  V t - l  +  4  X  •  
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It is apparent that the critical unemployment level V at which 
relative income no longer is effective in drawing workers 
from agriculture Is readily computed from the coefficient of 
UYR. Equation 4 does not restrict the value of b — the 
coefficient becomes positive when U is greater than V. This 
conforms with historical experience. The greatest potential 
influence of YR on lG indicated by b. That is, the co­
efficient of YR is the maximum negative value b only when 
unemployment is zero. The logic of the model of income and 
unemployment depicted In equation 4 is appealing and is the 
foundation for several fitted equations in the empirical 
section.^ 
Mother, non-linear assumptions about the relationship 
between unemployment and relative incomes may be appropriate. 
One is to assume a model of the form 
(a) %L = a YR~b(l~U/V) Xe . 
It may be estimated by least squares as a linear function 
(b) log Qfl = log a - b log YR + ^(U log YR) + c log X. 
Another suggested model is 
(c) QFL = a - b YR (1 - U2/V) + c X 
and would be estimated by ordinary least squares as 
(d) QFL = a - b YR * |(U2 Yr) + c X. 
405 
The variables 
The "X" variables In equation 4 need further explanation. 
These variables are Investment in farm machinery S%, the 
equity ratio E, percentage of forced (bankruptcy) sales F, 
government programs G and slowly changing Influences T. If 
farmers are in a favorable financial position because of in­
flated land or other values or because past Income has been 
greater than expenses, it is reflected in the ratio of pro­
prietors' equity to liability. E is a measure of long term 
financial success and ability to withstand the vicissitudes 
of short run income fluctuations. If E is high, farmers may 
be able to withstand short run income reverses by utilizing 
past financial reserves. 
Investment in machinery is to some extent output and cost 
increasing for a given number of workers. Due to the inelas­
tic demand for farm products, these influences of machinery 
are reflected in residual farm income. Some may argue that 
machinery Investment need not be specified separately In the 
labor function because the labor saving feature does not of 
Itself reduce family employment — workers need only work 
fewer hours and receive the same income. There exists an 
important indirect reason for specifying an investment effect 
other than reflected in farm Income. One of the chief bar­
riers to persons wishing to enter farming is high capital 
requirements. Although farm income is favorable, some workers 
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will migrate because of high capital requirements, or because 
they are not needed on highly mechanized farms. 
The following variables undoubtedly have influenced 
family labor mobility, but cannot be specified separately in 
the labor function. The slowly changing time variable T indi­
cates some of these influences. Improved education has in­
creased the mobility of the farm population. With improved 
skills and removal of cultural barriers through education, 
migrants adjust more readily to a changing environment. Bar­
riers to mobility also have declined gradually with better 
roads, cars, airplanes and other advanced transportation. 
Changes in communications such as the rise of the movie, radio 
and television industry have changed value structures and re­
moved some of the impediments to job flexibility. The influ­
ence of economies of scale and consequent pressures for larger 
and fewer farms also may be reflected in the time variable. 
When farm incomes become very low, the "smoothly" func­
tioning labor market breaks down as farmers become bankrupt. 
To accommodate this changing structure, a variable indicating 
the percent of forced sales is included in the labor function. 
The family farm operator who has lost his farm may become a 
hired farm laborer if he cannot find employment in a depressed 
urban economy. 
Government policies which influence farm income are re­
flected in Yr. But other indirect influences of legislation 
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may be specified separately. Land retirement policies may 
have a direct effect not shown by YR, and are indicated by a 
separate variable G. 
Finally, if adjustments to relative income, machinery 
investment and other explanatory variables are made slowly, 
the lagged employment variable QpLt-l may be specified in the 
labor function to estimate the adjustment coefficient (cf. 
model F, Chapter 7). 
Some may contend that an improved farm financial posi­
tion indicated by a low value of Y% or a high value of E 
facilitates labor mobility by providing capital for moving. 
The fact that outmovement of family laborers has been rapid 
from low income areas provides a sufficient basis for reject­
ing this hypothesis. This does not preclude the hypothesis 
that favorable agricultural earnings reduce the number of 
agricultural workers in the long run by providing funds for 
labor saving farm mechanization. 
The variables in the family labor function are defined 
specifically as follows: 
%Lt dependent variable is the number of family workers 
employed in agriculture during the current year, 
measured in 10 thousands (30, 118). 
YRt-1 ^ index of the ratio of the average annual wage per 
employed factory worker to the residual farm income 
per family worker In agriculture in the past year 
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(118, 121). Residual farm Income is gross farm income, 
including government payments and non-money income, 
less production expenses including hired labor. The 
index is expressed as a percent of the 1947-49 average. 
The percentage of the national labor force unemployed 
during the past year, unadjusted for seasonal variation 
(30). When specified with income as UY%, the unemploy­
ment variable is a proportion rather than a percent. 
Et-1 The past year ratio of proprietors' equity to liabil­
ities in agriculture (4, 123). 
The percentage of farm sales forced through bankruptcy 
in the current year (118). 
G-j. An index of government policies. Years when acreage 
allotments or production controls are in force are 
given the value -1. Years when farm prices are sup­
ported are assigned values of +1. If supports are 
fixed, an additional +1 is added. The values are 
summed to form the index G (3, 34). 
S^t The stock of all productive farm machinery on farms 
January 1 of the current year (4, 123). The variable 
is in millions of 1947-49 dollars. 
T Time, an index composed of the last two digits of 
the current year. 
All the above variables are annual data for the U.S. from 
1926 to 1959, omitting 1942 to 1945. Some of the variables 
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were not available prior to this period. While there would 
be obvious advantages in analyzing the labor function for 
various segments of the 1926-59 period, the data are not 
considered adequate for such refinements. 
Family labor equations estimated by least squares 
The six explanatory variables in equation 5, Table 1, 
explain a large proportion of the annual variation in the 
quantity of family labor employed on farms. Two variables, 
F and G, contribute little to the explanation, however. The 
results indicate that there has been an insignificant direct 
effect of government programs G and forced (bankruptcy) sales 
F on labor mobility not reflected by other variables such as 
Y£ and E. In equation 6, the beginning year stock of machin­
ery Sjj is substituted for these variables. The standard error 
is twice the coefficient of the machinery variable. For this 
reason, is excluded in equation 7. The four Independent 
variables in equation 7 explain 98 percent of the variation 
about the mean of coefficient of Yr is significant 
at the 95 percent probability level, the other coefficients 
are significant at the 99 percent level. All coefficients 
display the expected signs. The test for autocorrelation in 
the equation is Inconclusive. 
If E is omitted and F and G are included as in equation 
8, the coefficient of G is positive and significant. If taken 
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Table 1. Functions for family labor Qfl estimated by least squares with annua! 
19k2 to l^Uï)? coefficients, standard errors (in parenthesis) and rel; 
Equation 
R2 
and 
R2 d.» Constant 
ÏR 
t 
UYR 
t 
YR 
t-1 
UÏR 
t-1 
E 
t-1 
5 0.979 
0.97 k 
1.16 13kk -0.50 
(0.25) 
3.32 
(0.67) 
19.31 
(5.03) 
6 0.979 
0.97k 
1.10 1367 -0.1+0 
(0.31) 
3.30 
(0.83) 
16.01 
(2.75) 
7 0.978 
0.975 
1.1k 1385 -0.50 
(0.2k) 
3.60 
(0.5k) 
16.07 
(2.70) 
8 0.966 
0.9# 
0.86 11*69 -0.75 
(0.30) 
k.33 
(0.77) 
9 0.983 
0.981 
1.10 11*55 -I.I6 
(0.19) 
4.69 
(0.L7) 
ll.7k 
(2.12) 
10C 0.990 
0.988 
c —C 
-0.56 
(0.18) 
2.22 
(0.60) 
1.79 
(2.66) 
11 0.989 
0.987 
1.1+0 321+ 0.25 
(0.23) 
0.30 
(0.78) 
7.90 
(2.5B) 
12 0.993 
0.991 
1.68 671 -0.1+B 
(0.18) 
2.29 
(0.52) 
7.k3 
(1.61) 
^Sources and composition of the dependent variable Qpx, and of the indicate 
text. All equations are linear in original values. 
^The Durbin-Watson autocorrelation statistic d'. 
^Estimated by least squares with a first order autoregressive transformati 
coefficient was estimated to be 0.92; the standard error 0.09. The Durbin-Wats 
constant terms were not computed for the autoregressive equation. 
r QpL estimated by least squares with annual data from 1926 to 1959> excluding 
Î, standard errors (in parenthesis) and related statistics are included^ 
t 
UYR 
t 
YR 
t-1 
UÏR 
t-1 
E 
t-1 
% 
t 
F 
t 
G 
t 
T 
t-1 
-0.5 o 
(0.25) 
3.32 
(0.67) 
19.31 
(5.03) 
0.71 
(0.9?) 
-0.1+7 
(0.91) 
-15.27 
(1.08) 
-0.1+0 
(0.31) 
3.30 
(0.83) 
16.01 
(2.75) 
-0.0022 
(0.001+6) 
-lit.97 
(1.3k) 
-0.50 
(0.21+) 
3.60 
(0.51+) 
16.07 
(2.70) 
-15.52 
( 0 . 1 0 )  
-0.75 
(0.30) 
1+.33 
(0.77) 
-1.19 
(1.08) 
2.13 
(0.82) 
-11+. ol+ 
(1.30) 
-1.16 
(0.19) 
1.69 
(0*1+7) 
11.71+ 
(2.12) 
-11+.63 
(0.60) 
-0.56 
(0.13) 
2.22 
(0.60) 
0.25 
(0.23) 
0.30 
(0.78) 
1.79 
(2.66) 
7.90 
(2.50) 
-1.1+1 
(1.19) 
-5.13 
(2.19) 
0.71+ 
(0.15) 
-o.Ua 
(0.18) 
2.29 
(0.52) 
7.U3 
(1.61) 
-7.1+3 
(1.33) 
0.51+ (0.10) 
dependent variable and of the indicated independent variables are discussed in the 
riginal values. 
ion statistic d'. 
h a first order autoregressive transformation. The first order autoregressive 
j the standard error 0.09. The Durbin-Watson autocorrelation statistic and 
the autoregressive equation. 
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seriously, the inference is that government programs signifi­
cantly have influenced family labor mobility. The inconsis­
tency of the results in equations 5 and 4 and the crude formu­
lation of the variable G suggest that the extent of the direct 
influence of government programs on labor mobility cannot be 
determined from the equations in Table 1. 
When current rather than past income and employment 
variables are included in the labor function, the magnitude 
and significance of the coefficients of YR and UYR are in­
creased. The is greater in equation 9 than in equation 7. 
Statistically, equation 9 is preferable, but logically equa­
tion 7 with lagged variables is desirable. It is expected 
that at least a one year lag is required for farmers to adjust 
to a change in relative incomes. 
The relatively low values of d1 casts doubt about the 
randomness of the residuals in equation 9 and previous equa­
tions. For this reason equation 9 is estimated assuming the 
p 
residuals follow a first order autoregressive scheme. Auto-
%The assumption is that the residuals are formed by a 
Markov process, i.e. 
(a) ut = A ut-1 + et 
where u* is the current residual and e+ is randomly dis­
tributed. In equation 10, the residual is found by an itera­
tive process with a high speed electronic computer, and is 
(b) u-t = 0.92 ut-1 + et . 
(0.09) 
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regressive equation 10 is estimated with the assumption that 
the current residuals are a linear function of the residuals 
in the past year plus a random element. The transformation 
resulted in a first order autoregressive coefficient of 0.92^ 
with a standard error of 0.09. The highly significant coeffi­
cient obviously has absorbed the time trend in equation 10. 
The autoregressive transformation (and time T) essentially is 
a substitute for other variables which cannot be specified 
individually in the equation. Whether the secular trend is 
reflected in the autoregressive scheme or in the time variable 
itself does not necessarily lead to a different interpreta­
tion. Either result is an indication of our inability to 
specify more exact variables and we can only postulate what 
influences either represents. Analysis of employment numbers 
(cf. Figure 5) suggests a strong basis for a time trend not 
adequately explained by the Independent variables. Equation 
10 adds little to our knowledge of labor mobility and is more 
difficult to interpret than other equations in Table 1. Thus, 
inferences of the nature of family labor mobility in subse­
quent pages are based on other equations in Table 1. 
Equations 11 and 12 are estimated with a distributed lag 
to allow a gradual adjustment to equilibrium. The results 
using the current rather than past income and employment vari­
ables are more acceptable. Certain considerations suggest 
that inclusion of the lagged employment variable completes 
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the specification. First the coefficient of the variable is 
significant and the is increased. Second, the autoregres­
sive transformation applied to equation 12 (the equation is 
not included) resulted in a first order coefficient of 0.58 
2 
with a standard error of 0.33. The R was not increased by 
the transformation. A highly insignificant F test for the 
contribution of the autoregressive transformation to the ex­
planation of employment suggests that introducing the auto­
regressive scheme only realigned coefficients and did not 
3 improve the explanation. The coefficients of income, 
employment and Op^t-l remained nearly the same, but the 
coefficients of E and T were reduced substantially by the 
autoregressive form of equation 12. A third reason for 
thinking that addition of completes the specification 
is the similarity of the coefficients of Y% and UYR in 
equations 10 and 12. The implication is that the autoregres­
sive scheme "substituted" for %Lt-i in equation 10. It is 
not possible to infer from this that the autoregressive 
transformation always will substitute for an incomplete 
specification. Even if the short run coefficients of YR and 
UYR are more accurately measured after the transformation in 
^The F test is sometimes useful for estimating the con­
tribution of one or more additional variables when collinear-
ity is high and the standard errors for t tests are highly 
sensitive to the specification. The procedure for the F test 
is found in Foote (33). 
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equation 10, without knowledge of the correct structure, In­
ferences about the long run coefficients would be incorrect. 
The long run labor function is found by dividing the coeffi­
cients in equation 12 by the adjustment coefficient 1 - 0.54 = 
0.46. If this is done, it is interesting to observe that the 
long run coefficients are very similar to the coefficients of 
equation 9, estimated without the lagged employment variable. 
The R^ is 0.99, the coefficients meaningful and signifi­
cant — equation 12 appears to be a useful expression of the 
family labor function. Some instability is introduced by the 
high simple correlation (r = 0.94) between T and O^Lt-l* Other 
simple correlations among explanatory variables are less than 
0.90 in equation 12. 
To help resolve the question of the importance of current 
and past price and employment variables posed by Table 1, the 
specification of the family labor function may be modified 
slightly. Let us assume that decisions to seek alternative 
employment are based on expected relative income. The ex­
pected income is likely to be based primarily on past income 
because current income is not known until late in the year. 
If expected Income is favorable, the ultimate and final deci­
sion to change jobs may depend on current unemployment. This 
reasoning leads to specification of variables YR^-I 
Ut^Rt-i in the family labor function. The resulting least 
squares equation is 
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(13) QFLt = 1407 - 0.86 ïRt-1 + 4.27 (I^Yr^) 
(0.29) (0.64) 
+ 12-70 Et_1 - 14.57 T . 
(2.82) (0.73) 
R2 = 0.979 d1 = 1.19 
In some respects the equation is an improvement over equation 
7. The R2 is slightly higher, the magnitude and significance 
of the coefficient of YR£_]_ is greater. Also, the degree of 
autocorrelation, indicated by d1, is somewhat less in equation 
13. The importance of current and past price variables is 
not completely resolved, however. To avoid misinterpretation, 
coefficients of either current or past income and employment 
variables are labeled 11 short run". 
Table 2 illustrates alternative specifications of the 
family labor function based on the variables found most useful 
in Table 1. The Importance of unemployment in labor mobility 
is illustrated forcefully in equation 14. The number of 
family laborers is specified as a conventional simple linear 
function of YR, U, E and T (cf. equation 1). The coefficient 
of YR is non-significant and the sign is incorrect. Yet the 
coefficient of determination is larger than for several equa­
tions in Table 1. Addition of the interaction term in equa­
tion 15 reverses the sign on the coefficient of Yp, but 
neither the coefficient of Yp nor of Yp(l-U) is significant 
(cf. equation 2). It is probable that an F test for the 
joint influence of the two variables containing YR would be 
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Table 2. Alternative functions for family labor estimated by least squares with 
excluding 1942 to 1945j coefficients, standard errors (in parenthesis) and 
Equation 
R2 
•G d'b Constant 
YR 
t 
u 
t-i 
YR(I-U) 
t-1 
YR(1-3U) 
t-1 
YR(I-5U) 
t-1 
?R( 
111 0.984 
0.982 
1.07 1285 0.19 
(o.iU) 
6.40 
(0.76) 
15 0.986 
0.983 
l.oit 1212 -1.83 
(1.45) 
10.49 
(3.01) 
2.56 
(1.82) 
16 0.916 
0.907 
0.25 1295 0.68 
(0.3B) 
17 0.95K 
0.919 
0.78 1517 -1.34 
(0.26) 
13 0.975 
0.972 
0.79 114*3 -0.95 (0.11) 
19 0.970 
0.966 
0.58 1430 
20 0.993 
0.992 
1.36 750 -0, 
(0, 
^Sources and composition of the dependent variable and of the indicated indej 
text. All equations are linear in original values. 
^The Durbin-Watson autocorrelation statistic d'. 
r Qpi, estimated by least squares with annual data from 1926 to 19$9y 
standard errors (in parenthesis) and related statistics are included 
YR(I-U) YR(1-3U) YR(1-5U) Yr(1-5U) YR(1-7U) 
t-1 t-1 t-1 t-1 
E T 
t-1 
22.13 -16.52 
(2.31) (0.60) 
16.69 -17.19 
(3.79) (0.76) 
13-99 -15.56 
(5.20) (11.36) 
6.8U 
-14.47 
(2.95) (0.97) 
13.35 -15.24 
(2.27) (0.71) 
14.50 -15.47 
(2.55) (0.79) 
8.19 -8.20 
(1.65) (1.38) 
QFL 
t-1 
2.56 
(1.02) 
0.68 
(0.30) 
-1.34 
(0.26) 
-0.95 
(0.11) 
-0.59 
(0.11) 
-0.90 
(0.12) 
0.19 
(0.10) 
ariable Qpi, and of the indicated independent variables are discussed in the 
.es. 
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significant. Thus, equation 15 does not necessarily lead us 
to accept the hypothesis that relative incomes are unimportant 
in determining the level of family employment. 
Equations 16 to 19 are included to illustrate the results 
of using several critical unemployment values V (cf. equation 
3). The income-employment variable Yp (1-U/V) is constructed 
to equal zero when U is greater than V. For convenience the 
critical value is given as a reciprocal in Table 2» That is, 
for Yr(1-3U), V = 0.33; for YR(l-5U), V = 0.20; and for 
Yr(1-7U), V = 0.14. When V = 1.00 in equation 16, the co­
efficient of the Income-employment variable is insignificant, 
the R2 is relatively low and autocorrelation in the residuals 
is highly significant. As V is decreased to 0.20 the R2 in­
creases, the degree of autocorrelation in the residuals de­
clines and the significance of the coefficient of the income-
employment variable increases appreciably. The results indi­
cate that V approximately is 20 percent unemployment. 
Equation 20 estimated with a distributed lag, and assum­
ing V equals 0.20, explains 0.99 percent of the annual vari­
ation about the mean of Q,p^. All coefficients have the ex­
pected signs and are highly significant. The estimated adjust­
ment coefficient 0.5 is the same as that estimated in equation 
12, Table 1. The distributed lag model appears to be a useful 
form of the family labor function. It may be noted that the 
long run coefficients of E and T, found by dividing the short 
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run coefficients by the adjustment rate 0.5 in equations 12 
and 20, are nearly equal to the coefficients of E and T in 
equations 5 to 9 and 14 to 19. 
Income elasticities 
The elasticities of family labor numbers with respect 
to relative incomes are illustrated in Table 3. The results 
indicate that the short run (one or two years) response to 
relative incomes is low and is sensitive to the level of 
unemployment. The maximum short run elasticity (zero unem­
ployment) probably is no greater than -0.1 according to Table 
3. The implication is that a 10 percent decline in farm 
income relative to Income of factory workers could decrease 
the number of family workers up to one percent in the short 
run. But if unemployment were 15 to 20 percent, a 10 percent 
decline in relative farm Income would have no effect on the 
number of family workers in agriculture. Thus, the short run 
response of QFL to relative incomes is low when national 
unemployment is low and is negligible when unemployment 
reaches 15 to 20 percent according to Table 3. 
The long run response of family workers to changes in 
relative incomes is considerably greater than the short run 
response. In the long run, the farmers' financial situation, 
Indicated by the equity ratio E, deteriorates with a low farm 
income. The result is that the long run elasticity with 
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Table 3* Elasticities of family labor Qp^ with respect to farm income per family WOJ 
per worker Y^p estimated at the mean from selected equations in Tables 1 ai 
Equation 7 Equation 12 
Unemployment 
(percent) 
Short run 
(1-2 years) 
Long run 
(U-6 Years) 
Ypk 
Short run 
(1-2 years) 
YR8 
Long run 
(l*-6 years) 
YNF° rFd 
0 
-0.089 — -O.O87 -0.189 --
5 -0.057 0.25 -O.O67 -0.114* 0.3k 
10 -0.02b 0.22 -O.OI46 -0.099 0.30 
15 0.008 -0.025 -0.05U --
20 o.oiil o.ool* 0.008 
25 0.073 0.017 0.037 
1926-59 average 
(9 percent) 
-0.031 0.23 -0.050 -0.108 0.31 
191*6-59 average -0.063 0.26 -0.071 -0.153 0.35 
(i; percent) 
*The short run elasticities with respect to YR. Since YR = YNL/YF, the short r 
to Yr,and -Yp are equal. 
^The long run elasticity with respect to farm income Yp is the short run elasti 
plus the elasticity with respect to E. The elasticity of Qp^ with respect to E is 0 
increase in Yp is expected to raise E approximately 1.57 percent (cf. equation 15, C 
elasticity with respect to Yp roughly is 0.057 + (0.126) (1.57) " 0.25 when unemploy 
the elasticity with respect to E is not adjusted adequately for U, it is only estima 
the average U from historical experience. 
°The short run elasticity with respect to YR divided by the adjustment coeffici 
in equation 20. The long run elasticity with respect to Y^p is much less than with 
influence E. 
^The ij-ong run elasticity with respect to Yp is the short run elasticity 0.067 ( 
long run Yp component of 3, or 0.091, divided by the adjustment coefficient 0.1*6. 1 
(0.067 + 0.091)/0.U6 • 0.35. Similar computations are made for equation 20. The lc 
Yp is much greater than with respect to Y%p because a reduction in the former affect 
the adjustment coefficient 0.5 indicates that slightly over three years are required 
adjustment after the explanatory variables have changed. Because the explanatory v= 
diately, one to three years are added to the three year adjustment indicated in the 
QFL with respect to farm income per family worker Yp and factory income 
the mean from selected equations in Tables 1 and 2 
Equation 12 Equation 20 
: run 
Years) 
Short run 
(1-2 years) 
Long run 
(l*-6 years) 
Short run 
(1-2 years) 
Long run 
ll*-6 years) 
YRa Ypd ÏRa y C yNF Tpd 
— 
-0.087 -0.189 - - -O.IO7 -0.208 --
25 -0.06? -0.1kb 0.3k -O.O8O -0.156 0.35 
22 -0.0lj6 -0.099 0.30 -0.05I* -o.iol* 0.30 
-0.025 -0.05I* -- -0.027 -0.052 — 
0.00b 0.008 0.000 0.000 --
0.017 0.037 0.000 0.000 - -
23 -0.050 -0.108 0.31 -0.028 -0.055 0.36 
,26 -0.071 -0.153 0.35 -0.01*1 -0.080 0.26 
respect to YR. Since YR = Ynl/TF> the short run elasticities with respect 
ipect to farm income Yp is the short run elasticity 0.057 (for U = 5 percent) 
, The elasticity of QFL with respect to B is 0.126. A sustained one percent 
approximately 1.57 percent (cf. equation 15, Chapter 8). The total long run 
is 0.057 + (0.126) (1.57) * 0.25 tîhen unemployment is five percent. Because 
3t adjusted adequately for U, it is only estimated well within the range of 
ice. 
aspect to YR divided by the adjustment coefficients 0.1*6 in equation 12 and 0.52 
Lty with respect to Y%p is much less than with respect to Yp "because Y^p does not 
spect to Yp is the short run elasticity 0.067 (for U = 5, equation 12) plus the 
divided by the adjustment coefficient 0.1*6. The total elasticity is, therefore, 
computations are made for equation 20. The long run elasticity with respect to 
bo Yjjp because a reduction in the former affects farm equity. The magnitude of 
tes that slightly over three years are required to make 90 percent of the total 
ables have changed. Because the explanatory variables do not change imme-
to the three year adjustment indicated in the equation. 
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respect to farci income may be as high as 0.-36 according to 
4 
equation 20. Because the Interrelationship between labor 
mobility, unemployment and a change in equity E was not 
stressed in the empirical analysis, it is not feasible to 
estimate the response to a change in E for values of U other 
than five and 10 percent. That these unemployment rates are 
quite realistic and well within the range of historical expe­
rience is indicated by the average unemployment in the 1926-59 
and 1946-59 periods in Table 3. It seems reasonable that the 
long run response to a given income differential is less con­
ditional upon the level of unemployment than is the short 
run response. Given time, family workers can filter into 
scattered non-farm jobs despite high general unemployment. 
The long run elasticity of QFL with respect to a change 
in the non-farm income Y^F may be as high as -0.21 according 
to equation 20. The long run elasticity with respect to Y^p 
is lower than with respect to Yp because a sustained drop in 
farm incomes leads to a weakening of the farm financial posi­
tion. Eventually the farmer may not be able to meet fixed 
^The elasticities computed from equation 13 are not 
included in Table 3 although the equation has certain logical 
and statistical advantages. The short run elasticities com­
puted from equation 13 are slightly greater than those com­
puted from equations 7, 12 and 20. The long run elasticities 
computed from equation 13 are less; the maximum long run 
elasticity for U = 0.05 is 0.27 compared with 0.34 and 0.35 
based on equations 12 and 20. 
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financial obligations and loan foreclosure or other diffi­
culties may result. To summarize, a 10 percent fall in farm 
income may decrease the number of family workers up to 3.5 
percent in the long run. A 10 percent rise in non-farm in­
comes may decrease the number of farm family workers as much 
as two percent. But if unemployment is high, the response 
of workers to a change in income may be much lower than these 
estimates according to Table 3. 
The elasticity estimates are from data covering a period 
of falling family employment and relative farm income. The 
results, therefore, are relevant for such conditions, and it 
is hazardous to gage the impact of large Increases in farm 
income or employment from Table 3. 
Table 3 emphasizes the Important interaction between 
the rate of unemployment and the income elasticities. The 
critical level V at which elasticities reach zero for equa­
tion 7 is 0.14, equation 10 is 0.25, equation 12 is 0.21, 
equation 13 is 0.20 and for the trial and error equations 16 
to 19 is 0.20. In several depression years, national unem­
ployment equaled or exceeded the critical value indicated by 
the above equations. Unemployment of three percent of the 
national labor force is consistent with seasonal and fric-
tional labor adjustments. Equation 7 Indicates that the short 
run effectiveness of relative incomes in bringing adjustments 
in the farm labor force is decreased 25 percent when unemploy-
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ment increases from three percent to six percent (unemployment 
in some recent years has been six percent or slightly great­
er) . The results emphasize the close economic relationship 
between the farm and non-farm sectors. It also emphasizes 
that a government policy encouraging high national employment 
also facilitates adjustments in agriculture. 
Shifts in the family labor function 
The number of family workers in agriculture declined 43 
percent from 1926 to 1959, or at an average compound rate of 
1.7 percent per year. Some of the forces responsible for this 
change may be evaluated from the estimated labor functions. 
A measure of the relative influence of income, equity and 
time on the number of workers may be Judged by the standard 
partial regression coefficients. If U equals zero, the 
standard partial regression coefficients of equation 7 are 
-0.16 for YR, 0.39 for E and -1.15 for T. If U equals 14 
percent, the standard partial regression coefficient of YR 
is zero. The results indicate that the relative influence 
of Yr on 0,51^ is small and is overshadowed by E and T. If U 
equals zero, the actual coefficient of Y% is -0.86 and of T 
is -14.57 in equation 13. The index of relative incomes Y% 
would have to fall 17 points in one year to decrease Qfl in 
the short run as much as forces associated with the time 
variable. 
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The actual change In Q^L for a given period of time 
depends on the trend In the variables as well as on the rela­
tive impact of a given variable on Equation 7 predicts 
a total decline of 42 percent in the family labor force — the 
actual decline was 43 percent. The value of YR was nearly 
the same In 1926 as in 1959. Even if the coefficient of In­
come were large it would not explain the decline in QPL from 
1926 to 1959. Ceteris paribus, the Improvement in equity E 
from 1926 to 1959 would have increased QpL by eight percent 
according to equation 7. It is apparent that nearly the entire 
decline in is associated with the time variable T. The 
results indicate that the family labor force has decreased 
approximately 150,000 per year due to factors associated with 
the time variable. This result is based on the coefficients 
of T in equations 5 to 10, 13, and 14 to 19. (This result 
also agrees with the long run coefficients of equations 12 and 
20.)  
Implications of policy alternatives 
Various instruments of policy might be considered, given 
the goal of narrowing the gap between farm and non-farm in­
comes. It is not the purpose of this study to state what the 
goal should be, or what instruments should be used to attain 
a given goal. The purpose is rather to point out the implica­
tions of various instruments such as continuation of present 
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policies, free prices, production controls, rationing of tech­
nology and inputs, and direct subsidies, if narrowing the 
income differential is a goal of society. 
It the ratio of farm to factory worker income is now 
0.5 and the equilibrium ratio is 0.7, the equilibrium may be 
achieved, ceteris paribus, by reducing the farm family labor 
5 force 25 to 30 percent. One alternative is to continue with 
essentially the current policies. Tables 1 and 2 indicate 
that influences such as improved education, communication, 
transportation, and labor saving investment reflected by the 
time variable reduce family employment in agriculture up to 
150,000 per year. This is more than two percent of the cur­
rent annual family labor force. The implication is that 
forces represented by T would reduce family employment 1.5 
million, or 27 percent in 10 years. This is substantially 
^The required 25-30 percent decrease in number of family 
workers is computed as follows: 
(a) Yp/Q= • 50 Y^l 
where Yp is total farm income, QPL is number of family workers 
and Y^L is income per worker in factories. Equation (a) 
indicates that per worker farm income is 50 percent of per 
worker factory income. To increase per worker farm income to 
70 percent of Y^L, simply reduce 0,pL 28.6 percent, I.e. 
(b) Yp/( l-0.286)Q,pL = 0.70 YNL • 
An equilibrium farm income only 70 percent that of non-farm 
income is assumed because of the composition of QPL (includes 
many part time, young, inexperienced workers) and because of 
other considerations such as psychic farm Income, and differ­
ent degrees of skill. Some basis for unequal equilibrium in­
come also exists because of differences in the concept and 
measurement of income In agricultural and non-agricultural in­
dustries . 
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the reduction needed to equate returns in farm and non-farm 
employment. Unfortunately, it is not reasonable to conclude 
that if we merely "tread water11 for 10 years the farm income 
problem will be solved. The relative income in agriculture 
did not improve from 1926 to 1959 because the outmovement of 
workers was Just rapid enough to compensate for the reduction 
in total residual income resulting from adoption of output 
Increasing (income decreasing) farm technology. That is, the 
reduction in number of family workers was offset by the de­
crease in residual farm income, leaving relative income per 
worker unchanged. There is little reason to believe that this 
tendency will decline in the future. This conclusion leaves 
small hope that the gap between farm and non-farm incomes will 
narrow appreciably in the near future without additional pro­
grams . 
Because the demand for farm products is inelastic, total 
farm income is depressed by the rapid adoption of new tech­
nology and investment in output increasing capital. If insti­
tutional or other barriers to off-farm migration had been 
great, income per worker in agriculture would have decreased. 
Perhaps it is notable that farm technology and capital in­
vestment were sufficiently labor saving and off-farm oppor­
tunities sufficiently great to prevent an even greater deteri­
oration of relative farm Income per worker. 
Let us consider the feasibility of free markets for 
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bringing the necessary adjustment based on the results in 
Table 3. The analysis Is partial — the outmovement of 
workers reflected by the time variable is expected to con­
tinue at a rate that just compensates for the total income 
reducing effect of improved technology. Assuming that a 
shift to free markets reduced farm incomes 35 percent for 
five years, the family labor force would be reduced approxi­
mately 10 percent according to Table 3. (A reduction in 
family employment will take place without any additional fall 
in relative income, but the drop is assumed to be 10 percent 
greater because of free prices.) Given the unlikely prospect 
that total farm income returned to present levels after the 
adjustment and that workers consequently did not return to 
agriculture, only one-half or less of the required adjustment 
of the farm labor force would be made.® This example is 
How total gross farm income might be influenced by a 
reduction in QFL depends on the influence of labor on farm 
output. Appendix A indicates that the marginal product 
of farm labor is low and a reduction In ftpL would have little 
influence on farm output and, hence, on total gross farm in­
come. That labor would not move into agriculture with a 
return to higher incomes is based on an assumed irreversible 
labor function. The assumption that total income in agri­
culture would return to present levels in the long run Is 
overly optimistic and depends on the movement of resources 
such as operating Inputs and durables with high elasticities 
of production. The response of these resources (and farm 
output) to price changes is discussed later in this study. 
If prices fell far enough so that the financial structure of 
agriculture was impaired, the movement of workers out of 
agriculture might be more rapid. This possibility is ruled 
out by the assumption that the social and political upheaval 
would result in government action (continued on next page) 
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somewhat unrealistic but is an attempt to combine the most 
favorable elements of adjustment to a free price equilibrium. 
The actual adjustment might be much less favorable than de­
picted. For falling farm incomes to remove the imbalance in 
relative income, the outmovement of workers must be greater 
proportionately than the fall in income. The inelastic re­
sponse of family workers to relative income indicates that a 
fall in farm income would result in an even greater disparity 
in per worker incomes in the farm and non-farm sector, even 
in the long run. 
How adjustments due to adoption of labor saving machin­
ery, education and training for non-farm jobs, etc. would be 
affected by a fall in farm is difficult to Judge. The above 
conclusions are based on the assumption that these adjustments 
depicted by T and in the estimated equations would be 
unaffected by a free market system or would be compensated by 
changes in the rate of adoption of output increasing tech-
(footnote continued from previous page) before a general farm 
financial crisis occurred. Finally, the assumed 35 percent 
reduction may be too great, but a smaller reduction would be 
even less effective in moving family workers. 
The analysis of the influence of free prices on farm 
numbers is superimposed on the existing structure. It is a 
partial analysis abstracting from technological and invest­
ment effects. The underlying assumption is that any drop 
in farm income due to output increasing technology would be 
just compensated by the decrease in the number of family 
laborers due to education, etc. and other factors associated 
with T. 
428 
no logy. 
Increasing the mobility of farm workers through improved 
skills, subsidies or loans to migrants and through national 
employment agencies to disseminate job information is desir­
able from the standpoint of economic efficiency and societal 
welfare. If the annual marginal value product (contribution 
to the real income of society) is much higher in non-farm 
employment, the gains to society are large Indeed from migra­
tion of 150,000 farm workers per year. National income is 
increased a great deal by the migration of farm people to jobs 
paying $2000 per year more than their former employment. Even 
if this is only a crude and somewhat overstated indication 
of the real gains to the individual (salary) and to society 
(marginal value product), it does emphasize some of the actual 
and potential benefits of a mobile population. There are few 
gains in increasing the mobility of the farm population if 
national unemployment is high. In fact, the national income 
may be reduced by migration if unemployment is high. The 
marginal product of the unemployed in agriculture essentially 
is zero, but in urban areas Is negative because of unemploy­
ment compensation and other social costs. It follows that 
policies to encourage full national employment and a vigorous 
economy have important ramifications for farm people as well 
as for non-farm people. 
The influence of various policy instruments on factors 
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represented by time T is difficult to judge. Active policies 
may be necessary to maintain the employment flow at its high 
present level. That the family labor force annually decreased 
by 150,000 workers because of influences represented by T, is 
not unreasonable for the 1926 to 1959 period, but it is not 
meaningful for extended projections. If we extrapolate from 
T, the number of family workers in agriculture would be zero 
by the year 2000. The annual outmovement of workers will 
decline in the future, of course. 
An alternative government policy is to reduce farm out­
put (raise total farm income) by production controls, ration­
ing of inputs and technology, etc. These measures to restrict 
output are more effective, especially in the short run, than 
measures to increase mobility in raising per worker Income in 
agriculture* These measures are less efficient from an eco­
nomic standpoint, however. The measures do not deal directly 
with adjustments necessary to attain the optimum resource mix 
and maximum real output of the economy. But they are effec­
tive in raising farm income while the necessary adjustments 
are taking place. How the income increasing effects of these 
programs and of direct price supports and subsidies influence 
labor mobility and per worker farm income may be Judged from 
Table 3. The direct effect of an increase in total farm 
income is to retard slightly the outmovement of family labor. 
A government program which increases farm Income 10 percent 
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may reduce the outmovement of workers more than three percent 
in the long run cased on the results in Table 3. This is a 
small influence compared with the annual migration of more 
than two percent of the family labor force for reasons not 
directly associated with short run income. The empirical re­
sults also indicate that the long run response of workers to 
income is inelastic. The implication is that a given per­
centage Increase in farm income will not increase the number 
of family workers by a similar percentage." Thus, a farm 
program providing a sustained increase in total farm income 
will increase income per worker, even in the long run. There 
need be no conflict between the immediate aims of the policy 
to increase income per worker and the long run consequences 
according to these results. In the long run, the effect of 
# a program designed to increase per worker income would be 
dampened by restrained migration. When the influence of 
higher farm incomes on the rate of technological innovation, 
investment In labor saving machinery, etc. is considered, the 
net effect of higher farm incomes on labor mobility (and on 
per worker income) becomes unclear. 
Trends and projections 
Figure 5 indicates the number of family workers in agri­
culture dropped sharply from the mid 1930's to the present. 
The increase in labor numbers during the depression years of 
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the 1930's indicates labor mobility is related to economic 
conditions. The out-migration was interrupted by World War 
II but continued at nearly the same linear rate during the 
postwar years that was established in the late 1930's. There 
is some evidence that the rate is slowing in recent years. 
Out-migration remains large, however. 
The actual values are predicted by equation 7. In gen­
eral, the predictions are quite accurate. The number of 
workers is estimated for 1960 by extrapolating from 1959 
values of explanatory variables. The actual number of 
workers is overestimated slightly, but the error is small. 
The number of family workers is projected to 1965 from equa­
tion 7 assuming relative income and equity will remain at 
1955-59 levels. The projected number of family workers for 
1965 is slightly over 4.6 million. The number approximately 
is 14 percent below the predicted 1960 number. The results 
suggest that the number of workers in agriculture will be 
considerably less in 1965. Whether this reduction will in­
crease per worker income in agriculture depends on movements 
in total net income. 
The Market for Hired Labor 
The market for hired labor has been analyzed quantita­
tively by Johnson (74), Schuh (103) and Griliches (46). 
Griliches estimated the number of hired workers employed in 
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agriculture as a function of the ratio of hired labor wages 
to prices received by farmers, and of the lagged dependent 
p 
variable. The two independent variables gave R 1 s up to 
0.98 in equations fitted to annual data from 1912 to 1956. 
Johnson (74) estimated the demand for hired labor over 
various periods of time by single and simultaneous equations. 
He considered the number of hired laborers employed in agri­
culture to be a function of the hired farm wage rate, prices 
received by farmers, the value of farm machinery, time and 
lagged employment. In the simultaneous model, the wage rate 
was also made endogenous. In general, the coefficients of 
prices, time and lagged employment displayed the correct 
signs but the significance was sensitive to the specifica­
tion. The coefficient of the machinery variable was positive 
and highly significant. Johnson specified employment and 
farm wages as jointly determined by the lagged employment, 
time and a composite non-farm wage variable which equaled 
zero when unemployment reached 20 percent. The supply 
adjustment coefficient was estimated as 0.19. The price 
elasticities obtained by the above authors are discussed 
later. The analysis by Schuh was similar to Johnson's simul­
taneous estimates and is not discussed. 
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Specification of the demand function 
for hired labor 
In this study, the demand for hired labor is estimated 
by a least squares single equation and also by a limited 
information simultaneous system. In the interdependent 
system, the market for hired farm labor is estimated jointly 
with demand and supply functions for other inputs and farm 
output. The number of hired workers in the single demand 
equations is specified as a function of the wage of hired 
farm labor, prices received by farmers for operating inputs 
and machinery, the stock of all productive assets, a variable 
representing government policies, and slowly changing influ­
ences represented by a time variable. These variables are 
defined explicitly as follows: 
%Lt The dependent variable is the number of hired 
workers employed in agriculture during the current 
year, measured in 10 thousands (30, 118). 
(PHl/PR)t current year index of the ratio of the farm 
wage rate to prices received by farmers for all 
farm commodities, expressed as a percent of the 
1947-49 average (120). In addition, the past year 
ratio is also included. 
(Pni/fp)t The current year index of the ratio of the farm 
wage rate to prices paid by farmers for operating 
inputs and machinery; expressed as a percent of 
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the 1947-49 average (120). The past year ratio is 
also specified. 
Spt The total stock of productive farm assets on 
January 1 of the current calendar year (4, 123). 
The variable is in billions of 1947-49 dollars. 
G-ç An index of government agricultural policies (3, 
34). 
T Time, an index composed of the last two digits of 
the current year. 
All variables are national aggregates for the calendar 
year from 1926 to 1959, excluding 1942 to 1945. 
The least squares demand equations 
The coefficient of (pni/PR^t-l 18 only significant 
coefficient of the three price variables in equation 21, Table 
4. The coefficient of the government program variable G is 
negative and significant in the equation. The result is con­
sistent with the hypothesis that government programs have not 
inhibited farm labor mobility. No strong inferences can be 
made, however, because of the crude formulation of the vari­
able. G is not included in subsequent equations. 
Equations 22 and 23 are included to demonstrate the role 
of current and past prices in the labor function. The magni­
tude and significance of the coefficients of lagged prices 
are greater than current price. If the price of operating 
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Table 4. Demand functions for hired labor estimated by least squares with annual dat 
excluding 1942 to 1945? coefficients, standard errors (in parenthesis) and rela 
Equation 
and 
transformation 
R2 
and 
R2 d'c Constant 
pHl/pR 
t 
pHl/pR 
t-1 
PHl/Fj. 
t 
PHl/?P 
t-1 
21-0 0.982 
0.978 
1.08 345.13 -0.0043 
(0.2260) 
-0.69 
(0.22) 
0.30 
(0.19) I 
22-0 
22-L 
0.978 
0.975 
0.985 
0.902 
1.06 
1.34 
335.58 
2.18 
-0.45 
(0.16) 
-U.199 
(0.051) 
-0.027 
(0.137) 1 
-0.0011 (0.0350) ( 
23-0 
23-L 
0.973 
0.969 
0.979 
0.975 
0.78 
1.83 
339.78 
2.21 
-0.33 
(0.20) 
-0.157 
(0.066) 
-0.0079 
(0.1670) 
0.012 
(0.043) 
{ 
( 
24-0 
24-L 
0.978 
0.976 
0.985 
0.983 
1.06 
1.34 
337.56 
2.18 
-0.4B 
(0.15) 
-0.200 
(0.046) 
( 
( 
25-0 
25-L 
0.902 
0.980 
0.987 
0.986 
1.56 
1.75 
196.42 
1.66 
-0.056 
(0.097) 
-0.072 
(0.033) 
^Sources and composition of the dependent variable Qf^ and of the indicated independe 
^Equations designated 0 are estimated linear in original values, those specified L ar 
The time variable T is untransformed in the L equations. The annual percent shift in dems 
is computed from the coefficient c of T ass 100(antilog c - 1). 
cThe Durbin-Wataon autocorrelation statistic d'. 
estimated by least squares with annual data from 1926 to 1959, 
its, standard errors (in parenthesis) and related statistics are included 
pHl/pR PHl/PR staAi sp G T 
t t-1 t t-1 t t t-1 
-0.001(3 -0.69 0.30 1.99 -0.56 -5.19 
(0.2260) (0.22) (0.19) (0.70) (0.24) (0.38) 
-0.1*5 -0.027 2.2k 
-5.49 
(0.16) (0.137) (0.62) (0.37) 
-u.199 -0.0011 0.49 -0.00800 
(0.051) (0.0350) (0.19) (0.00054) 
-0.33 -0.0079 2.10 -5.59 
(0.20) (0.1670) (0.65) (0.43) 
-0.157 0.012 0.^2 -0.00820 
(0.066) (0.0^3) (0.26) (0.00065) 
-0.46 2.21 
-5.50 
(o.i5) (0.59) (0.37) 
-0.200 0.49 -0.00800 
(0.046) (0.18) (0.0053) 
-0.056 -1.88 0.56 
(0.097) (0.61) (0.12) 
-0.072 -0.00390 o.44 
(0.033) (0.00086) (0.11) 
at variable and of the indicated independent variables are discussed in the text. 
inear in original values, those specified L are estimated linear in logarithms. 
L equations. The annual percent shift in demand through time in the L equations 
100(antilog c - 1). 
istic d'. 
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inputs and farm machinery influence the demand for hired 
labor, it is not apparent from the insignificant coefficients 
of PhlAp in equations 21, 22 and 23. Yet there exists sound 
a priori basis for the variables to be important in explaining 
demand for labor. Some reasons why the coefficients are not 
significant are: (a) the variables have an Important influ­
ence, but only in the long run, (b) the level of aggregation 
is too great, the individual effects offset each other and 
leave the coefficient zero, (c) the correlation between 
^Hl/^P and ^ Hl/^R 18 high (r = 0.88) and causes the former 
variable to be overshadowed, and (d) the influence of machin­
ery and operating Inputs on demand for hired .labor largely 
arises from technological and other non-price influences. 
The influence of related inputs when the price effect 
is not dominate perhaps is best represented by including the 
predetermined stock of related Inputs in the demand function. 
This is a principal reason for including Sp in the demand 
function. The coefficient of Sp is positive and significant 
in the demand equations. The coefficient of Sp in the logar­
ithm equations L indicates that a one percent increase in the 
stock of productive assets increases the demand for hired 
labor one percent. The coefficient is consistent with the 
short run influence of investment in machinery and other stock 
on labor demand. That is, increases in the stock of machinery 
raise the marginal product of labor. In the long run, how­
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ever, machinery and other assets substitute for labor and a 
negative coefficient would be expected. 
The coefficients of the three explanatory variables 
(pHL/pr)t-l> sp T, are highly significant in equation 24. 
Together, the variables explain 98 percent of the variation 
in the number of hired laborers. The slightly higher R^ and 
the smaller degree of autocorrelation in the residuals indi­
cated by d1 = 1.34 in equation 24-L suggest certain advan­
tages of the logarithm form for expressing hired labor demand. 
A distributed lag adjustment model is formed by including 
a lagged employment variable in equation 25. The coefficient 
of 0-HLt-l was insignificant when S t was included and indicates 
there is no long run adjustment given the size of the agricul­
tural plant. The stock variable is omitted in equation 25 
and the coefficient of lagged employment is significant. 
The significant coefficient indicates that the adjustment 
coefficient approximately is 0.5. The rates of adjustment 
for hired and family labor to changes in explanatory variables 
appear to be approximately equal according to Tables 1, 2 and 
4. The coefficients of price and time are lower in adjustment 
equation 25 than in the conventional equation 24. It is dif­
ficult to ascertain the structural validity of adjustment 
2 
equation 25, but the high R indicates that the equation is 
a useful predictive device. 
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Demand for hired labor estimated 
by limited information 
In Chapter 2, various considerations suggested that the 
case for interdependence of supply and demand was stronger 
for hired farm labor than for any other major agricultural 
input. The assumption of the simultaneous model is that cur­
rent agricultural employment and wage rates are determined 
simultaneously by farm variables as well as by non-farm vari­
ables including factory wages and unemployment. The limited 
information model, discussed in earlier chapters, is estimated 
from variables specified in the single equation plus a farm 
numbers variable N. Prices are deflated by the implicit 
price deflator of the gross national product. The limited 
information demand equation, estimated with annual data from 
1926 to 1959, excluding 1942 to 1945, is 
(26) QnLt = 1566 - 4.30 Pot + 2.06 PMt - 1.55 PHLt +2.28 PHt 
[-1.69] [0.8l] [-0.46] [o.ee] 
- 9.16 Nt - 0.44 (Phl/Pr)t-1 ~ 0.38 sp t  
[-2.12] [-0.15] [-0.14] 
- 1.18 T 
where Pq is the price of operating inputs, pm  is the price of 
farm machinery. Standard errors were not estimated; elas­
ticities are included in brackets below the coefficients. 
The last three variables (Phi/^rH-I' Spt anà T are predeter­
mined, the remainder endogenous. The equation indicates that 
operating inputs are complements; machinery inputs are sub­
440 
stitutes for hired labor in the market. Based on equation 
26, a one percent fall in the price of machinery tends to be 
associated with a 0.8 percent decrease in demand for hired 
labor. The negative coefficient of N indicates that decreases 
in the number of farms (expansion in farm size) is associated 
with an increasing demand for hired labor. It seems reason­
able that as farms expand in size, it is necessary to supple­
ment family labor with hired labor. 
The coefficients of P^ and P% possess the expected 
signs. The magnitudes of the coefficients and dominance of 
current variables conflicts with the single equation esti­
mates. The least squares estimates appear to be more reason­
able, however. The results conform with those of previous 
limited information estimates of input demand in this study. 
That is, the magnitudes of the coefficients appear unusually 
large. The cause is difficult to pin point, but may arise 
from multicollinearity and underidentification. Because the 
signs of the coefficients generally are consistent with logic 
and because there is no exact test of the structural reliabil­
ity of the equation, it is included as a tentative hypothesis. 
Structural inferences in the following pages are based pri­
marily on the single equation results. 
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Price elasticity of demand 
The demand elasticities estimated from the single equa­
tions in Table 4 are relevant only for "average" national 
employment conditions from 1926 to 1959. The heroic assump­
tion of the linear single equation is that a shift in the 
farm wage or price variable will shift the demand quantity, 
irrespective of the level of unemployment in the non-farm 
sector. The estimated coefficients actually would be much 
lower for periods of high unemployment. 
The logarithm equations displayed certain advantages 
for expressing demand for hired labor, hence, the elasticity 
estimates are based on equations 24-L and 25-L. Equation 
24-L indicates that the point estimate and 94 percent confi­
dence interval of the demand elasticity and with respect to 
Phl or -P% is -0.20 + 0.095. The adjustment equation 25 
indicates that the short run demand elasticity with respect 
to Phl or ~Pr *s -0.072 ± 0.068. The long run elasticity 
-0.14 is found by dividing the short run elasticity by the 
adjustment coefficient 0.56. Approximately 90 percent of 
the long run adjustment is completed in five years. The re­
sults Indicate that a 10 percent fall in farm product prices 
or increase in farm wages would decrease the number of hired 
farm laborers approximately one percent in one or two years 
and up to two percent in five years. 
The distributed lag models estimated in logarithms by 
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Griliches (46) indicated the short run demand elasticity 
with respect to Pri/Pr is and the long run elasticity 
is -0.44. Johnson's (74) estimates of the elasticity ranged 
from near zero to -0.9, depending on the period studied and 
the model specification. On the basis of the results in 
Table 4 and from other studies, it is apparent that demand 
for hired labor is Inelastic even in the long run. In the 
short run when unemployment is high, the elasticity is nearly 
zero. 
Shifts in demand 
The number of hired laborers employed in agriculture 
declined 44 percent from 1926 to 1959, or at an average com­
pound rate of 1.75 percent per year. It is Interesting to 
note that the number of family laborers declined 43 percent 
during the same period. The two components of total farm 
labor behaved much alike. The relative price Pri/Pr of hired 
labor increased 100 percent in the 33 years. Because of the 
negative relationship between employment and price, equation 
24 indicates that 10 percent of the decline in the number of 
hired laborers from 1926 to 1959 arises from the increased 
relative wage rate. After allowing for errors in measurement 
due to failure to Include other prices, adjustments for un­
employment, etc., a large proportion of the total decrease 
in employment of hired labor remains to be explained by 
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factors other than short run price. The coefficient of T in 
equation 24-L indicates that employment fell 1.8 percent per 
year due to factors associated with the time variable. Equa­
tion 25-L provides nearly the same estimate of the long run 
rate of decline in Qjjl from influences represented by T. 
Some of these influences, discussed in the family labor sec­
tion are: (a) the growing awareness of alternative oppor­
tunities and means of mobility provided by improved transpor­
tation, communication and education, and (b) the "push" of 
labor saving machinery, specialization, technology, etc. 
Trends and projections 
The trend in the number of hired farm laborers is sim­
ilar to that depicted earlier for family labor (Figure 6). The 
general downward trend is interrupted by the depression and by 
the Immediate recovery after World War II. In recent years 
the downward trend was interrupted, perhaps mainly due to the 
recession and unemployment in 1958. Equation 24-0 does not 
predict the trend reversal because an unemployment variable 
is not included in the equation. A reduced form, hybrid 
equation containing the supply variables would predict more 
accurately. Predictions from the single demand equation 
essentially are made with the assumption that supply condi­
tions remain unchanged. Based on a projection of Sp = 
114.4 billion 1947-49 dollars by 1965 from equation 28, 
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predicted and projected estimates from equation 
24-0 
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Chapter 9, and on 1955-59 average prices, employment of hired 
labor is projected to be 1.64 million workers in 1965. The 
relative price of labor rose over 10 percent from 1955 to 
1959. Assuming prices rise 10 percent over 1955-59 levels by 
1965, employment of 1.58 million workers is projected for 
1965. These estimates are respectively six and nine percent 
below predicted 1960 employment. The projected nine percent 
fall in employment is considered more realistic. These pro­
jections are based on "normal" conditions of national unem­
ployment. If unemployment should rise markedly, the rate of 
outmovement of hired labor could be much lower. 
The limited information supply equation 
The supply equation for hired farm labor estimated by 
limited information with annual time series from 1926 to 
1959, excluding 1942 to 1945 is 
(2?) PflLt " -36 + 0.183 QHLt • 0.43 + °-147 [W-50)]w. 
(0.056) (0.10) (0.051) 
+ 0.374 Ct 
(0.056) 
where C is a shift variable with values of zero from 1926 to 
1941, and values of 100 from 1946 to 1959. P^ is the wage 
rate of factory workers and U is the proportion of the nation­
al labor force unemployed. The price variables are deflated 
by the implicit price deflator of the gross national product. 
Standard errors, indicated in parenthesis below the coeffi-
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cients, are less than one-half the coefficients. All coeffi­
cients display the expected signs. 
The supply elasticity computed from equation 27 is 1.63. 
Prl and are endogenous in equation 27 and the limited 
information estimate is independent of the direction of nor­
malization. Whether price or quantity is to the left of the 
equal sign in equation 27 makes no difference, the computed 
supply elasticity is the same. 
The result indicates that a sustained one percent rise 
in Pjjl tends to increase Phl approximately 0.62 percent when 
U is at the 1926-59 average level. The coefficient of C 
indicates that there has been a significant upward shift in 
supply during the postwar period. 
Summary of Empirical Results 
Despite the reduction of the family labor force by 1.7 
percent per year since 1926, the outmovement has not been 
rapid enough to increase farm income per worker. Adoption 
of new methods, which increase farm output faster than the 
demand expands for farm products, have depressed farm prices 
and income. The result is that the gap between income per 
worker on farms and in factories has not narrowed in the last 
35 years. Graphic analysis reveals that movements of the 
total farm labor force have been consistent with relative 
price relationships. The relative increase in labor costs 
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has resulted in substitution of capital for labor and in a 
major reduction of labor in the total input mix. 
The empirical results indicate that a 10 percent reduc­
tion in farm income per family worker will result in a reduc­
tion of the family labor force by one percent in one or two 
years, and up to 3.5 percent in four to six years. A 10 per­
cent increase in income per factory worker will result in a 
one percent reduction in the number of farm family workers 
in one or two years and up to a two percent reduction in four 
to six years. These results are conditioned by the level of 
unemployment. The equations indicate that as unemployment 
increases, the responsiveness of family workers to a change 
in relative income falls markedly, and reaches zero when 
unemployment approaches 20 percent. 
The inelastic long run response of family labor to rela­
tive income has several policy implications. A policy to 
increase outmovement of family labor by reducing total farm 
income by a given percentage will reduce the family employ­
ment by a smaller percentage — decreasing income per family 
worker. A policy that raises farm income will have some of 
its intended benefits dampened in the long run by encouraging 
workers to stay in agriculture. But even in the long run, 
the results indicate that the additional percentage of workers 
staying in agriculture will be less than the total increase 
in income. The result is that income per worker will be 
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increased, even in the long run, but not to the extent per 
worker income is increased in the short run. 
The results indicate that up to 150,000 family workers 
are moving from agriculture each year due to long run adjust­
ments to relative income, barriers to entry into farming posed 
by high capital requirements, farm consolidation and labor 
saving equipment, and due to improved education, communica­
tion, and transportation. Assuming relative farm income per 
worker remains at the 1955-59 level, the number of family 
workers in agriculture is projected to be 4.6 million in 1965, 
a reduction of 14 percent below the predicted 1960 number. 
Single equation demand functions for hired farm labor 
indicate that a 10 percent increase in the farm wage rate (or 
decrease in prices received by farmers) will reduce employment 
of hired labor one percent in one or two years and by two 
percent in four to six years. The rate of adjustment to the 
equilibrium or desired employment for both hired and family 
workers is estimated as 0.5 per year. That is, approximately 
one-half of the gap between the desired employment and the 
current employment is made in one year. 
Based on a 10 percent increase in relative wage rates 
from the 1955-59 average, employment of hired farm labor is 
projected to decrease nine percent from predicted 1960 values 
by 1965. 
The supply equation for hired labor indicates that a 
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sustained one percent increase in the wage of non-farm labor 
will increase farm wages 0.62 percent. The results again 
indicate the close interaction between the farm and non-farm 
sectors of the economy. Policies of the government, labor 
unions or industrial management which influence national 
unemployment and wages of non-farm labor have a large impact 
on the income and mobility of farm labor. 
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CHAPTER 11: AGGREGATE OUTPUT SUPPLY FUNCTIONS 
AND ADJUSTMENTS 
Much of the current policy debate is centered on the 
nature of the response of output to prices In agriculture. 
Some persons contend that the supply elasticity is large 
enough to bring needed resource, output and income adjust­
ments in a few years. At the other extreme, some individuals 
imply that the aggregate supply function is backward sloping 
because farmers increase output to meet fixed expenses when 
prices fall. The latter view, when coupled with a supply 
curve shifting faster than the demand curve to the right, 
presents very bleak prospects for the price system to bring 
needed resource, output and income adjustments in agriculture. 
The above are two extreme concepts of the nature of aggregate 
supply in agriculture. 
A less extreme view is that supply response is low in 
agriculture and that the price mechanism will not bring 
adjustments that equalize incomes in the farm and non-farm 
sector. Many individuals holding this view still favor free 
markets because they consider the gains in freedom (to make 
individual decisions) more than compensate for the additional 
income that might be gained under a more controlled agricul­
ture . Unless complete freedom has an infinite price, the 
decision regarding the optimum degree of controls cannot be 
made without knowledge of the income sacrificed for each 
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additional degree of freedom. The analysis in this chapter is 
intended to provide basic information necessary to predict the 
implications of various policy instruments, including freedom 
from controls. We attempt to measure both the time and size 
dimensions of the supply response to price in agriculture. 
It is hoped that the analysis will resolve some of the con­
flicting concepts about the nature of product supply in agri­
culture. The aggregate supply response depends fundamentally 
on the resource flexibility in agriculture. Hence, it is 
logical for this study of resources to culminate in an ex­
planation of aggregate supply in agriculture. The procedure 
is to base estimates of supply on previously estimated- input 
demand functions and on direct estimates of the supply func­
tion. The U.S. farm output of crops and livestock is esti­
mated by least squares. In addition, the sales of agricul­
tural products (current output less changes in farm inven­
tories) is estimated by least squares and by limited informa­
tion simultaneous techniques. 
In recent years, a number of excellent studies have 
dealt with the supply response of many individual farm com­
modities (cf. 82, 92). These studies unfortunately do not 
provide a basis for inferences about the aggregate supply 
response. Opportunities for substituting one commodity for 
another are great because farm resources are flexible among 
commodities, i.e. the same resources can be used to produce 
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any one of several products. Perhaps many Inferences about 
aggregate supply response have been based on observations of 
the relatively large supply elasticities for individual farm 
commodities. It is difficult to determine aggregate supply 
elasticity by aggregating supply elasticities for corn, oats, 
hogs, beef, etc. A simple and useful approach is to estimate 
the aggregate supply from aggregate output and price vari­
ables in macro functions or from input demand functions. 
Several authors (55, 68, 72) have attempted to deduce the 
nature of aggregate supply response on the basis of resource 
flexibility in agriculture. In general, these non-quantita­
tive studies conclude that the supply elasticity in response 
to falling product prices is low because there are few alter­
native uses for farm resources outside of agriculture. 
In 1960, G-rilich.es (43) published a quantitative esti­
mate of the aggregate output function for agriculture. His 
most successful equations depicted output as a function of 
relative price, weather, trend and lagged output. The price 
variable was specified as the ratio of prices received by 
farmers to prices paid by farmers for items used in produc­
tion, including interest, taxes and wage rates on March 15 
of the current year. Inclusion of relative price in the pre­
vious year, prices received deflated by prices paid for items 
used in production only (excluding interest, taxes and wage 
rates), farm wage rates, farm Income, non-farm income, un-
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employment in the non-farm economy, land prices and lagged 
weather did not improve the least squares equation. Inclu­
sion of lagged output in the output function reduced the 
extent of autocorrelation in the residuals, but the coeffi­
cient of the lagged variable was highly sensitive to the 
specification of the time period and variables. The G-rilich.es 
study, therefore, did not provide reliable estimates of the 
long run elasticity and adjustment (or expectation) coeffi­
cients. The equations indicated that the short run aggre­
gate supply function is shifting to the right at the rate of 
1.5 to 1.7 percent per year, with the shift accelerating in 
recent years. Estimates of the price elasticity of output 
are discussed later in this chapter. 
Specification and Estimation of the Aggregate 
Supply Function for Farm Products 
Two concepts of the agricultural supply quantity are 
used in this chapter. The first, agricultural output 0, is 
the production of feed and livestock during the current year, 
excluding interfarm sales, seed, and crops fed to livestock. 
It represents the current product of agricultural resources 
available for eventual human consumption. The concept is 
considered the most relevant long run measure of supply quan­
tity since it is closely tied with the resource structure and 
is not influenced by fluctuations of non-productive farm 
inventories. 
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The second measure of the supply quantity Qg is output 0 
less changes in farm inventories of livestock and feed. Qg 
measures the quantity of farm commodities entering the market­
ing system in a given year. It is useful in explaining cur­
rent farm prices. It is not necessarily a realistic indica­
tion of the production potential because inventory changes 
obscure the true output-input relationships. That is, farm 
inventories placed on the market may represent superfluous 
past output held for speculative purposes or non-productive 
inventories such as culled livestock. Since there is no pro­
duction period for farm inventories, decisions regarding the 
level of inventories can be based on current supply and demand 
for farm inputs and products. For this reason, the supply 
concept Qg which includes inventory changes is estimated as 
part of an interdependent system of demand equations for farm 
products and demand and supply equations for farm inputs. The 
supply concept 0 is analyzed only by ordinary least squares. 
The assumption is that current output is predetermined by 
past prices PR/Pp, durable input levels Sp, government pro­
grams G, weather W, and trend T. The output supply function 
is 
(i) ot = spt> 6v "v T) • 
The technology or productivity variable T1 is the aggregate 
measure of output per unit of input in agriculture. It is 
composed of a long term trend (approximately T) determined by 
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efficiency (management, specialization, etc.) and technology 
(changes in the true physical production function). Short 
term fluctuations in the productivity variable T1 are deter­
mined mainly by the weather. Thus, in a second formulation 
of equation 1, T1 is substituted for W and T. Given the level 
of aggregate inputs and T' , the output is also known. It 
follows that the variables P^/Pp, Sp and G primarily are con­
cerned with predicting the aggregate input level in agricul­
ture. But with the beginning year stock of productive assets 
Sp in the function, only operating inputs, labor and current 
inputs of durables are left to be determined by P^/Pp and G. 
Since durable assets and labor have little short run 
effect on output, the price variable primarily reflects the 
short run influence of operating inputs. Equation 1 may be 
regarded as a dynamic agricultural production function with 
price substituted for the quantity of operating inputs. The 
supply equation is extremely simplified and is short run. It 
can be made long run by substituting an investment function 
for Sp into thexsupply function. The supply function is 
specified in a highly simplified form to avoid statistical 
complications. But from knowledge of the input structure 
(investment function) much can be learned about the nature 
of supply elasticity in agriculture. 
There are several reasons for arguing that short run 
supply elasticity has increased. As the proportion of pur­
455 
chased, flexible, operating inputs in the resource mix in­
creases, opportunities become greater for adjusting output 
to price changes. More emphasis on cash, non-farm produced 
resources makes farmers' short run net returns more sensitive 
to price changes. Switching from slowly reproducable farm 
produced resources to non-farm inputs with high production 
elasticity and input supply elasticity, is expected to in­
crease the farm output supply elasticity. More education and 
emphasis on management increases farmers' awareness of the 
gains from optimum adjustments to price changes. Improved 
outlook information also might be expected to Increase the 
supply elasticity. 
Other Influences such as gradual awareness of the cycli­
cal nature of agricultural production (commodity) cycles may 
tend to reduce the short run supply elasticity. Increased 
application of inputs, given the technology, moves agricul­
ture farther up the aggregate output-input curve, lowering 
production and supply elasticities. Finally, improved tech­
nology and increasing proportions of flexible Inputs may raise 
the marginal response to a price change. But because the 
elasticity is computed at a larger output for any given price, 
the magnitude of the elasticity may remain unchanged or may 
decline. The supply elasticity is (dQ/dP) (P/Q), and if the 
decline in the ratio P/Q, is more rapid because of improved 
technology than is the increase in marginal response dQ/dP, 
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the supply elasticity will decline. 
To determine if the supply elasticity has increased, two 
methods are used. The first is to include separate price 
variables for (a) 1926 to 1941 and (b) 1946 to 1959 in a 
supply equation including other variables for the 1926 to 
1959 period. If the estimated coefficients of the separate 
price variables are significantly different, the null hypoth­
esis that the supply response or elasticity has not changed 
is rejected. The influences other than price are assumed to 
be homogeneous over the entire period. Some of these influ­
ences, e.g. Sp, T and T1 are quite highly correlated, espe­
cially over short periods. It is not considered feasible to 
estimate the individual effects of these variables in equa­
tions including less than 30 observations. 
The second method for determining supply response through 
time is to Include an interaction variable of price with 
time.^ The interaction variable allows a gradual increase 
^The least squares equation for output estimated as a 
function of price P, time T and other variables X is 
(a) 0=a+bP+c (TP) + d X. 
After the form (a) is estimated, the equation may be written 
(b) 0 = a + (b + cT) P + d X. 
The coefficient (elasticity if 0 and P are in logarithms) of 
0 with respect to P is b + cT and may either increase, de­
crease or remain constant through time, depending on the 
sign of c. If c is significant, the (continued on next page) 
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in the price coefficient through time, rather than a single 
shift as in the first method. The interaction of price with 
time or technology may be regarded broadly as a "real price". 
The fact that technology has improved permits greater pro-
2 
duction for a given price. 
The variables in the supply functions are defined as 
follows: 
0 The dependent variable is the production of crops 
and livestock on U.S. farms during the current 
calendar year for eventual human consumption (4). 
The quantity is corrected for intermediate use of 
resources such as farm produced seed, feed and 
livestock, and for farm produced power. The 
(footnote continued from previous page) hypothesis is reject­
ed that the coefficient of P has remained stable (has not 
changed at a linear rate) through time. 
%The meaning of real price may be illustrated by a simple 
example. In competitive equilibrium with constant returns to 
scale, the input cost XpPp equals output returns YRPR, 
(a) YRPR = XPPP . 
The expression may be written 
t b )  ç "  •  
It is apparent that a change in the output-input or produc­
tivity ratio YR/XP = T1 may be interpreted broadly as a 
decrease in the real cost PP/PR (or increase in real product 
price PR/PP). 
458 
quantity is expressed in millions of 1947-49 
dollars. 
Qg The dependent variable is the quantity of farm 
products supplied to the markets during the cur­
rent year. The variable is current farm output 
including quantities sold from farm inventories 
of feed and livestock (4). 
(Pp^/Pp) t-1 T'he past year index of the ratio of prices re­
ceived by farmers for crops and livestock to 
prices paid by farmers for items used in produc­
tion, including interest, taxes and wage rates 
(120). When the price variable is specified as 
1926-41 or 1946-59, it is the actual observations 
in the period indicated, zeros elsewhere. 
Spt The beginning year stock of productive farm 
assets, including real estate, machinery, feed, 
livestock and cash held for productive purposes 
(4, 123). The variable is in billions of 1947-49 
dollars. 
Stalling1s index of the influence of weather on 
farm output (108, 124). Values for 1958 and 1959 
are computed from the deviations from a linear 
yield trend. 
T1 An index of productivity, the ratio of farm output 
to all farm Inputs in the current year (124). 
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The variable is expressed as a percent of the 
1947-49 average ratio of output to input. 
T Time, an index composed of the last two digits 
of the current year. 
The variables are national aggregates and extend from 
1926 to 1959, excluding 1942 through 1945. Modifications 
discussed earlier are introduced to allow estimation of the 
parameters of price for segments of the entire period. 
The supply (output) function 
estimated by least squares 
In Table 1, the coefficients, standard errors and other 
statistics for least squares estimates for farm output 0 as 
a function of prices, productive assets and other variables 
are indicated. The coefficient of each variable is highly 
significant and displays the anticipated sign in equation 2. 
a quantified measure of the direct, influence of government 
policies G was included with the same variables as in equation 
2, but the coefficient of G was not significant. The coeffi­
cient of current price variable (Pr/Pp)t> included with the 
variables in equation 2, also was not significant. Thus, 
(Pft/Pp)t and G are not included in Table 1. The productivity 
index T1 is substituted for t and W in equation 3. Together, 
the three variables (PR/pp)t-i> ®pt t' explain 99 percent 
of the variation in 0. The coefficients are highly signifi­
cant. The magnitude of the coefficient of Sp is considerably 
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Table 1. Supply functions for aggregate farm output 0 estimated by least squares \ 
emitting 19U2 to 1945; coefficients, standard errors (in parenthesis) anc 
Equation*3 
R2 
and 
R2 d«c Constant 
vtp 
t-1 
(1926-59) 
vpr 
t-1 
(1926-1:1) 
P^/PP 
t-1 
(1946-59) 
t-1 
(1926-59) 
2 0.980 
0.977 
1.80 
-19174 35.22 
(12.58) 
3 0.990 
0.989 
0.94 -12710 31.95 
(8.59) 
4 0.980 
0.97O 
1.79 -17929 28.43 
(20.44) 
32.81 
(13.99) 
5 0.990 
0.989 
0.97 -13712 36.15 
(13.13) 
33.49 
(9.43) 
6 0.991 
0.989 
0.94 -15109 49.49 
(16.99) 
-0.42U 
(0.352) 
7 0.989 
0.987 
l.ifit -7802 30.12 
(13.53) 
25.60 
(9.59) 
S^ources and composition of the dependent variable 0 and of the indicated inde] 
kfill equations are estimated linear in original values. 
°The Durbin-Watson autocorrelation statistic d1. 
estimated by least squares with annual data from 1926 to 195?, 
1 errors (in parenthesis) and related statistics are included0 
.) 
Pg/Pp 
t-1 
(191:6-59) 
TP%/Pp 
t-1 
(1926-59) 
$ w t T T' 0 t-1 
261.35 (44.20) 87.57 (13.61) 211.69 (38.16) 
123.17 
(32.33) 
258.99 
(19.59) 
) 
32.81 
(13.99) 
254.68 
(47.63) 
88.71 
(14.09) 
202.78 
(44.04) 
) 33.49 (9.43) 
-0.42U 
(0.352) 
129.62 
(36.09) 
132.29 
(32.98) 
260.99 
(20.45) 
276.06 
(24.14) 
) 
25.60 
(9.59) 
270.69 
(21.17) 
0.223 
(0.077) 
0 and of the indicated independent variables are discussed in the text. 
Lues. 
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less, of price slightly less, than the comparable coefficients 
in equation 2. The degree of autocorrelation, indicated by 
d' , is greater in equation 3 than in equation 2. 
To determine if the marginal response to price has 
changed, equations 2 and 3 are estimated with Pp/Pp divided 
into two subperiods. The equations provide conflicting esti­
mates of the direction of change in the coefficient of price 
between the prewar and postwar periods. The null hypothesis 
that the coefficients are equal was not tested statistically 
but undoubtedly would not be rejected. The equations in Table 
1 are estimated in original values only and indicate the mar­
ginal response to price, not the elasticities. The elas­
ticities computed from equations 3 and 4 are discussed later. 
The variables in equation 6 allow the coefficient of 
price to change uniformly through time. The coefficient of 
TPft/Pp is not significant — we have no basis for rejecting 
the hypothesis that the coefficient of price has remained 
stable through time. 
The coefficient of lagged output 0t-1 was insignificant 
when included with the variables in equations 2 and 3. The 
interpretation is that there is no long run adjustment given 
the stock of productive assets and technology. An alternative 
formulation is that in.the long run Pg/Pp determines Sp. 
Therefore, we may substitute lagged output for Sp in the 
supply function. The resulting equation provides estimates 
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of short run price coefficients similar to those in equations 
4 and 5. The estimated adjustment coefficient, 0.78, indi­
cates that the movement to the desired or equilibrium output 
is rapid. This result indicates that aggregate resource 
adjustments occur rapidly. The adjustment of some resources 
such as operating inputs takes place in a short period accord­
ing to earlier results, but adjustments of durable capital 
and labor were found to take place over a number of years. 
For this reason, distributed lag equation 7 is rejected as a 
suitable expression of long run agricultural supply. 
Elasticity of supply (output) 
On the basis of the equations in Table 1 and the derived 
demand equations for agricultural inputs, the elasticity of 
farm output may be estimated over various periods of time. 
We first consider the short run elasticity. The elasticity 
of output 0 with respect to (PR/Pp)t-l computed from equations 
2 and 3 at the 1926-59 means is 0.12 and 0.10, respectively. 
The elasticities computed for the 1926 to 1941 and 1946 to 
1959 subperiods computed at the means of these periods are 
both 0.10 according to equation 4. Computed from equation 5, 
the elasticity for the first subperlod is 0.13 and for the 
last subperlod is 0.10. These results provide no support for 
the hypothesis that the aggregate short run supply elasticity 
has increased between the two periods. 
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The output elasticity may also be computed as the sum of 
the elasticities of demand for input Xj_ with respect to output 
price PR multiplied by the respective elasticities of produc­
tion with respect to (cf. equation 15, Chapter 2). This 
relationship is dynamic when we consider the input demand 
elasticities over various periods of time. The results in 
Chapter 5 indicate that the demand elasticity of operating 
inputs with respect to product price approximately is 0.3 in 
the short run (one or two years). The elasticity of durable 
assets SP with respect to PR was estimated to be approximately 
0.04 in the short run in Chapter 9. Based on the production 
functions in Appendix A, the production elasticity with 
respect to operating inputs is approximately 0.3 and with 
3 
respect to durables is 0.6. The short run elasticity of 
output based on these estimates is therefore (0.3) (0.3) plus 
(0.04) (0.6) or 0.11. The result agrees closely with the 
estimates from equations 2 and 3. The elasticity of labor in 
production approximately is zero according to Appendix A, and 
therefore labor need not be included in deriving the supply 
^Sp is not directly included in the production functions 
in Appendix A, but the elasticity of production for Sp is the 
sum of the elasticities with respect to real estate, machinery 
and livestock Inputs. The production elasticity of the real 
estate Input approximately is 0.5. The production elas­
ticities with respect to other durables is considered to be 
0.1, hence, the elasticity of output with respect to Sp 
approximately is 0.6. 
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elasticity. Griliches' (43) estimates of the short run supply 
elasticity agree very closely with the above results. We con­
clude that a 10 percent drop in prices received by farmers 
reduces aggregate farm output approximately one percent in two 
years. 
The intermediate and long run elasticity of farm output 
is found by substituting the investment function for Sp into 
the supply equation. Equations 2 and 3 indicate that a one 
percent decrease in Sp reduces farm output 0.95 and 0.46 per­
cent, respectively. These estimates essentially are produc­
tion elasticities. The estimate from equation 2, 0.95, 
appears too large. An average of the estimates from equa­
tions 2 and 3, 0.7, agrees quite closely with the production 
elasticity computed from the production functions in Appendix 
A. Hence, the intermediate run elasticities are based on 
equation 3 and on the average of the estimates from equations 
2 and 3. The intermediate run (approximately four years) 
elasticity of Sp with respect to Pr was found to be 0.07 in 
Chapter 9. The supply elasticity therefore is increased 
(0.07) (0.46) = 0.03 (equation 3) or (0.07) (0.7) = 0.05 
(average of equations 2 and 3) by the intermediate run effect 
of Sp. The total intermediate run elasticity is the short 
run elasticity 0.10 plus the additional intermediate component 
due to Sp and is 0.13 to 0.15. The intermediate run supply 
elasticity derived from the demand elasticities in Chapters 
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5 to 9 and the production elasticities in Appendix A is the 
component due to Sp or (0.07) (0.6) = 0.04 plus the component 
due to operating inputs 0.09 or 0.13. Again the labor compo­
nent is omitted because the production elasticity is nearly 
zero. The operating input component is omitted because the 
response of operating inputs to Pr is zero after two years 
(except through Sp) according to Chapter 5. It seems reason­
able to conclude that the intermediate run elasticity of 
output with respect to Pr is not much greater than 0.15. 
A sustained fall of 10 percent in prices received by farmers 
is expected to reduce aggregate output about 1.5 percent in 
four years. 
The long run elasticity of output with respect to prices 
received by farmers may be greater than commonly supposed. 
Based on the analysis in Chapter 9, the elasticity of Sp with 
respect to PR is nearly unitary in the long run. Equation 3 
indicates that the elasticity of 0 with respect to Sp approxi­
mately is 0.46, hence, the elasticity of output with respect 
to Sp is (l.O) (0.46) or 0.46. If the short run elasticity 
is added, the total long run elasticity with respect to PR is 
between 0.5 and 0.6. The derived long run supply elasticity 
computed from the production functions in Appendix A and the 
demand equations in Chapters 5 to 9 is (0.3) (0.3) = 0.09 
(operating inputs) plus (1.0) (0.6) = 0.6 (productive assets) 
or a total of 0.7. Based on the foregoing results, a sus-
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tained 10 percent decrease in prices received by farmers 
might reduce farm output from five to seven percent in the 
long run. The long run is more than 20 years away if the 
coefficient of adjustment for Sp is 0.10. Thus, the supply 
elasticity of 0.5 to 0.7 may not be meaningful because struc­
tural changes distort the long term price influences. But the 
long run supply elasticity is a useful indicator of the poten­
tial responsiveness of output to prices. It must be remember­
ed that the computation of supply elasticities are a partial 
analysis and sizeable changes in output may occur due to other 
sources such as changes in technology. The role of technology 
is discussed in the following pages. Also, it is well to be 
mindful that the foregoing estimates of supply elasticity are 
subject to all the limitations of the data, techniques and 
judgment of the researcher. 
Shifts in aggregate supply (output) 
Farm output 0 increased over 70 percent from 1926 to 
1959, or at an average compound rate of 1.71 percent per year. 
Equation 3 predicts a slightly greater percent increase in 
output during the same period. The variables in the equation 
provide the basis for ascertaining two general sources of the 
increased output: (a) changes in the input level indicated 
by the variables Pp/Pp and Sp and (b) changes in the output 
with a given level of conventional Inputs indicated by the 
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variable T1. The output-input or productivity index indicates 
the change In output due to weather, management and efficiency. 
If T1 is at the 1959 value and other variables are at the 1926 
value, equation 3 indicates output would have been 61 percent 
greater than the predicted 1926 output. Of course, we would 
not have needed to use this method to compute the change in 
output associated with T1. The productivity index was 75 in 
1926, 121 in 1959, an increase of 61 percent. The equivalent 
results give credence to the estimational procedure. The 
implication is that if farm resources had remained stable, 
farm output would have increased 61 percent or 1.45 percent 
per year due to changes in productivity. 
Equation 3 indicates that output was increased 16 percent 
from 1926 to 1959 due to investment in agriculture, indicated 
by Sp. If equation 2 were used to compute the portion of in­
creased output imputed to Sp, the estimate would be higher. 
Equation 3 further indicates that output would have been two 
percent lower in 1926 if prices had been at 1959 levels; 
ceteris paribus. To summarize, the major portion of the in­
crease in output from 1926 to 1959 is associated with increas­
ed productivity. Short run price influences have had little 
effect on the secular increase in output. 
It must be emphasized that the foregoing breakdown of 
sources of rising output primarily explain the aggregate 
resource movements in response to the direct price Pp/Pp• It 
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is not surprising that aggregate inputs increased only six 
percent from 1926 to 1959 since PR/Pp decreased 12 percent. 
Ascribing the major portion of increased output to produc­
tivity hides many important resource substitutions. These 
substitutions are prompted by relative input prices (not 
reflected in the single price variable P^/Pp) and by improve­
ments in relative quality, convenience and productivity of 
resources. To a considerable extent the rise in productivity 
T1 is caused by the substitution of productive fertilizer, 
protein feed, hybrid seed, etc., for less productive farm 
produced labor, power, seed and feed. Resource movements 
and substitutions are a more important facet of rising produc­
tivity and output than the above discussion might lead one to 
believe. To some extent, the substitutions are the result 
of long run adjustments to changing input price ratios. A 
more fundamental explanation of increasing output would in­
clude individual input price ratios in the supply equation. 
Problems of multicollinearity makes this degree of refinement 
impractical in this study, however. 
Trends and projections 
Figure 1 illustrates graphically some of the economic 
and technological Interpretations discussed earlier. The 
influence of weather is apparent from the low output in 1934 
and 1936 and the high output in 1959, 1960 and 1961. If 
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Figure 1. Trends in aggregate farm output from 1926 to 1960, 
showing actual values; and predicted and projected 
values based on equation 3 
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data for these years were corrected for weather, the trend 
in farm output would be considerably more uniform and would 
dramatize the unresponsiveness of output to economic stimuli. 
The insensitivity of short run supply to price changes is 
demonstrated by the low response to falling prices in the 
early 1930's and in recent years. Despite the fact that 
relative farm prices Pp/Pp gradually declined in the past 
decade, and in 1960 were only 73 percent of the 1947-49 aver­
age, the increase in farm output was spectacular. The in­
creased output is attributed to better weather, long run price 
effects, to improved technology and farming efficiency. 
Equation 3 accurately predicts the changes in output, 
even the recent changes. Figure 1 indicates that the pre­
diction errors were considerably greater in the prewar than 
in the postwar period. The extrapolated estimate of 1960 
output predicts the actual output very well. The prediction 
is misleading, however, since the index of productivity T' 
for 1960 was known and used in the extrapolation. The error 
might have been large if an estimated value of T1 had been 
used. The systematic component of T1 is quite predictable, 
but the random component, due mainly to weather, can result 
in rather large prediction errors when T1 is unknown. 
The level of output is projected to 1965 assuming prices 
will remain at the 1955-59 average level and that Sp will be 
112.4 billion 1947-49 dollars by 1965. The estimate of Sp 
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is based on equation 23, Chapter 9 and is consistent with a 
USDA estimate (73). T1 is assumed to continue increasing at 
the same average rate as in the 1926 to 19 59 period. The 
lowest projected output is based on an extension of T1 for 
six years beginning with 1959. The second, higher estimate 
is based on an extension of T1 for five years beginning with 
1960. The second estimate of T1, and consequently of output, 
is much greater because of the large increase in T' from 
1959 to 1960. The increase may be the random influence of 
weather, hence, the lower estimate is included. The two re­
sults indicate output will be four and seven percent above 
the predicted 1960 estimate by 1965. 
The supply (output less change In farm 
inventories) functions estimated by least 
squares and limited information 
In the short run, it is possible to increase the supply 
of farm products by depleting inventories of livestock and 
feed. The result is that the short run supply elasticity 
that allows for changes in inventories is somewhat greater 
than output elasticity. In the long run the two measures 
of supply elasticity could be equivalent, depending on the 
future output sacrificed by depletion of current production 
stock. In this study, we are less concerned with the short 
run aspects of inventory changes and give the Qg measure of 
supply only a cursory examination. A single supply equation 
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estimated by least squares from annual data from 1926 to 1959, 
excluding 1942 to 1945 is 
(8) Qgt= -16285 + 44.56 (PR/Pp)t-1 + 3-31.91 S t +. 173.13 T, 
(14.45) (50.79) (44.51) 
d' = 1.08 R2 = 0.9,7 
where Qg is the predicted supply quantity, including changes 
in inventories. The standard errors are in parenthesis. The 
equation is linear in original values of variables defined 
earlier. The coefficients of current price (Pp/Pp)^ weather 
Ï and a measure of government programs G were not significant 
and were excluded from the equation. The weather variable is 
insignificant because of its conflicting influences on farm 
output and inventory components of Qg. The elasticity of Qg 
with respect to P%/Pp is 0.15; with respect to Sp is 1.21 in 
equation 8. If the data except T are transformed to loga­
rithms, the resulting equation is 
(9) Qgt= 1.80 + 0.151 (PR/Pp)t-1 + 1-10 Spt+ 0.00344 T . 
(0.050) (0.21) (0.00086) 
d' = 1.17 R2 = 0.96 
Equations 8 and 9 are quite comparable, both indicate that 
the short run elasticity of supply is 0.15. The coefficients 
of the variables in equations 8 and 9 are highly significant 
and the variables explain a high proportion of the annual 
variation in Qg. The hypothesis that the residuals are not 
autocorrelated is rejected at the 95 percent level In equation 
8 and is inconclusive In equation 9. 
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Because opportunities exist to adjust farm inventories 
and, hence, farm supply in response to current changes in 
demand for farm products, it was considered advisable to esti­
mate the supply function as part of an interdependent system 
(cf. Chapter 2). The assumption is that the current supply is 
determined jointly with the markets for farm inputs and farm 
output. The supply equation, estimated by limited information 
techniques with annual data from 1926 to 1959, omitting 1942 
to 1945,, is 
(10) Qg = 3100 - 3427 PQt - 1740 PHLt + 1658 PRt - 2548 Nt 
[-14.08] [-5.4l] £ 5.15] [-6.17J 
+ 1448 S t * 2132 Gt + 1740 T 
[5.29] >[0.7l] 
where PQ is the price of operating inputs, P^ is the wage of 
hired farm labor, N is farm numbers and G is an index of 
government programs. Other variables are defined earlier in 
the chapter. Prices are deflated by the implicit price de­
flator of the gross national product. Elasticities are given 
in brackets below the coefficients; standard errors are not 
computed. All coefficients possess the anticipated signs, but 
the magnitudes are too large. Because the elasticities are 
too large to be meaningful, we do not discuss the individual 
parameter estimates. 
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Supply Response for Two Components of Output — 
Crops and Livestock 
The complications from substitutions among components of 
output are avoided by estimating the aggregate supply function 
in Table 1. The conclusion that the response of output to 
price has not increased in the postwar period does not pre­
clude the existence of changing responses to price for compo­
nents of output. In this section, a brief analysis of the 
supply functions of output, yield and production units for 
(a) crops and (b) livestock are presented to determine the 
sources of output elasticity (from changes in acreage and 
animal units or yield). 
Total output 0 is equal to the number of production units 
L multiplied by the yield per unit 0/L. Tweeten and Heady 
(115) show that the elasticity of 0 with respect to price P is 
equal to the elasticity of L with respect to P plus the elas­
ticity of yield 0/L with respect to P if yield is independent 
of L. Knowledge of the response of production units and yield 
to price, therefore, helps to identify the source (change in 
yield or production units) and magnitude of the total supply 
elasticity. The assumption that yield is independent of acre­
age or livestock numbers is unrealistic, however. It is 
reasonable that crop yields diminish as cropland is extended 
to inferior lands in the short run. If prices fall, low pro­
ducing cows or chickens are culled, increasing average 
475 
production per remaining head. It follows that in the short 
run, yield and the number of production units are inversely 
related. This short run interdependence may be accommodated 
in a recursive model. The nature of the production process 
suggests that the "units" decision (how many acres or animals 
to use in production) is made before the yield decision. We 
assume that the current number of production units L is a. 
function of past price Pt_i> other variables and an 
error u%, i.e. 
(11) = f(P^_]_, %%_]!, Uç) . 
Yield per production unit 0/L is a function of the number of 
production units, current price, other variables Y, and error 
w, or 
(12) (0/L)£ = g(P^, L.J., Y.J., wt) . 
To avoid least squares bias (correlation between Lt and w%), 
the predicted value of production units L1 from equation 11 
is inserted in equation 12. This is equivalent to making L a 
predetermined rather than a current endogenous variable in 
the supply equation 12. 
The variables used in these functions, not described 
earlier in this chapter, are: 
Oq .j. The gross production of crops in the current year, 
expressed as a percent of the 1947-49 average crop 
output (124). 
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^Lkt The gross production of livestock in the current 
year, expressed as a percent of the 1947-49 average 
livestock output (124). 
Lat Cropland used for crops In the U.S. In the current 
year in millions of acres (124). The variable in­
cludes acreage of land from which one or more crops 
are harvested, plus acreage of crop failure and sum­
mer fallow. L,j is the predicted values of L& from 
a least squares equation. 
The current number of animal units of breeding 
livestock in the U.S. (124). The variable is ex­
pressed as a percent of the 1947-49 average and 
excludes horses and mules. L^ is the predicted 
from a least squares equation. 
(0/L)^at Crop production per acre in the current year, ex­
pressed as a percent of the 1947-49 average (124). 
(0/L)Lkt Livestock production per breeding unit in the cur­
rent year, expressed as a percent of the 1947-49 
average (124). 
(^Lk/^Fd^t The eurent year index of the ratio of prices re­
ceived by farmers for livestock to the price paid 
by farmers for feed, expressed as a percent of the 
1947-49 average (120). When subperiods are 
specified, for example 1926-41, the observations 
are actual annual values from 1926 to 1941, zeros 
from 1946 to 1959. 
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All variables are annual U.S. data from 1926 to 1959, 
excluding 1942 to 1945. Other variables are defined pre­
viously in the chapter. 
Crop supply estimated by least squares 
Coefficients, standard errors and elasticities are indi­
cated for crop output 0qt as a function of past year prices 
Pp/Pp for two subperiods, the stock of productive assets, 
weather and time (Table 2). The coefficients of price are 
0.20 for both periods and provide no basis for rejecting the 
null hypothesis that the response of crop output to prices 
has remained unchanged between the 1926-41 and 1946-59 
periods. The results indicate that the short run elasticity 
of crop output with respect to PR or -Pp approximately is 
0.18. 
Equation 14 indicates that the marginal response of acre­
age to prices has increased at a linear rate since 1926. The 
coefficient of TPR/Pp is significant and positive. Computed 
at the mean of the price and time variables, the price elas­
ticity of acreage is 0.055. The result indicates that acreage 
is relatively unresponsive to price changes. The long run 
elasticity is the short run elasticity divided by the adjust­
ment coefficient 0.5 (one minus the coefficient of , 
and is twice the short run elasticity. 
The response of yield (0/L)Qr, indicated in equation 15, 
478 
Table 2. Supply functions for crop production 0cr, cropland and crop 
with annual data from 1926 to 1959, excluding 1942 to 1945 J coe 
statistics are included3 
Equation 
and b 
dependent variable R2 Constant 
Pg/Pp 
t-l 
(1926-59) 
t-i 
(1926-41) 
?R/Pp 
t-i 
(1946-59: 
13 Ocrt 
Coefficient 
Standard error 
Elasticity 
0.94 -48.32 0.20 
(0.10) 
0.19 
0.20 
(0.07) 
0.17 
Ht Ldt 
Coefficient 
Standard error 
Elasticity 
0.77 252.48 -1.04 
(0.42) 
0.055 
15 (o/L)Crt 
Coefficient 
Standard error 
Elasticity 
0.96 157.87 0.156 
(0.092) 
o.i5u 
0.207 
(o.o65: 
0.173 
^Sources and composition of the variables are discussed in the text 
^All equations are estimated linear in original values. Elasticity 
subperiod indicated at the top of the column. 
cThe two coefficients of PR/PP are combined by assuming T is at the 
of elasticity is obtained. 
n 0Cr, cropland and crop production per acre {0/L)Qt estimated by least squares 
excluding 1942 to 1945j coefficients, standard errors (in parenthesis) and related 
pp 
1 
-59) 
PK/PP 
t-1 
(1926-41) 
PR/Pp 
t-1 
(1946-59) 
TPa/Pp 
t-i 
Sp 
t 
W 
t 
T Ld 
t-1 
Ld 
t 
0.20 
(0.10) 
0.19 
0.20 
(0.07) 
0.17 
0.66 
(0.23) 
0.438 
(0.067) 
0.46 
(0.21) 
oh 
055° 
0.030 
(0.010) 
—C 
0.49 
(0.24) 
-3.10 
(1.00) 
0.51 
(0.13) 
0.156 
(0.092) 
o.i5u 
0.207 
(0.065) 
0.173 
0.55 
(0.22) 
0.436 
(0.066) 
0.35 
(0.22) 
-0.50 
(0.16) 
s are discussed in the text. 
riginal values. Elasticities are computed at the mean of the 1926-59 period or the 
ned by assuming T is at the mean for the entire period. Hence, only one estimate 
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to price appears to have increased in the postwar period. The 
standard error of the difference between the coefficients of 
price for the two periods is 0.054. The difference in the 
coefficients is 0.051, hence, we have no basis for rejecting 
the hypothesis that the yield response to price in the two 
periods was equal. The elasticity of yield response to price 
approximately is 0.16 according to equation 13. The results 
indicate that yield approximately is three times as price 
elastic as acreage (when elasticities are computed at the 
means of the entire period). The coefficient of the predicted 
current acreage is negative and significant in equation 13 
and indicates that greater acreage is associated with lower 
yields. Because of the current interaction between yield and 
acreage the elasticities of and (o/L)Cr with respect to 
price do not sum to the elasticity of crop output with respect 
to price. The coefficient -0.5 of indicates that a one 
percent decrease in current acreage is associated with a 0.12 
percent increase in current yields. The result is an empiri­
cal manifestation of why acreage control programs have not 
been as effective as intended. If the coefficient is an 
accurate measure of short run acreage-yield interaction, 
from 10 to 15 percent more acres must be removed from produc­
tion to reduce crop output a given amount than would be 
necessary if acreage-yield interaction were zero. 
The current price variable (PR/Pp)t was also included 
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in the three equations in Table 2, but the coefficients were 
insignificant in all cases. The implication is that the 
effect of current year price is either too small to be 
detected by the small sample of observations or is over­
shadowed by the past year price. The prices received by 
farmers for crops and livestock rather than prices received 
for crops alone are included in the functions in Table 2 be­
cause many crops are grown for livestock feed. For these 
feed crops, livestock rather than crop prices are the relevant 
decision variable. 
Livestock supply estimated by least squares 
Table 3 illustrates the coefficients, standard errors 
and price elasticities for least squares equations expressing 
livestock output 0^, animal units Lk and livestock output 
per animal unit (O/L)^. Equation 16 indicates that the elas­
ticity of with respect to past year price approximately is 
0.14. The current year price coefficient is not significantly 
different from zero. Equation 18 provides insufficient grounds 
for concluding that the marginal price response in the postwar 
and prewar periods differ. Collinearity is less apparent, 
standard errors smaller, and degrees of freedom greater in 
equation 17 than in equation 18. Hence, equation 17 provides 
the more reliable estimate of the price elasticity 0.19 of 
livestock numbers on farms. The adjustment coefficient 0.25 
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Table 3» Supply functions for livestock production 0%%, animal units < 
estimated by least squares with annual data from 1926 to 1959) 1 
errors (in parenthesis) and related statistics are included8 
Equation 
and 
dependent variable R2 d' Constant 
pLk/pFd 
t 
(1926-59) 
PLk/pFd 
t 
(1926-itl) 
16 °Lkt 
Coefficient 
Standard error 
Elasticity 
0.99 26.39 
CM o
 o
 o
 
17 Lkt 
Coefficient 
Standard error 
Elasticity 
0.86 50.80 
18 Lkt 
Coefficient 
Standard error 
Elasticity 
0.87 62.96 
19 (0A)Lk 
Coefficient 
Standard error 
Elasticity 
0.99 16.08 0.161 
(0.020) 
0.217 
aSources and composition of the variables are discussed in the text. 
^All equations are estimated linear in original values. Elasticities 
column. 
[,% and livestock production per animal unit (O/L)^  
?, excluding 1942 to 1945» coefficients, standard 
pLk/pFd 
t 
(1946-59) 
pLk/pFd 
t-1 
(1926-59) 
pLk/pFd 
t-1 
(1926-41) 
pLk/pFd 
t-1 
(1946-59) 
Sp 
t 
¥ 
t 
Lk 
t-1 
Lk 
t 
0.116 
(o.o4i) 
0.135 
1.16 
(0.13) 
0.024 
(0.048) 
0.68 
(0.11) 
0.165 
(0.033) 
0.188 
-0.081 
(0.037) 
0.745 
(0.073) 
0.140 
(0.038) 
0.177 
0.115 
(0.050) 
o.ii6 
-0.088 
(0.037) 
0.59 
(0.14) 
0.274 
(0.032) 
0.255 
1.060 
(0.074) 
0.887 
(0.069) 
0.029 
(0.123) 
:t. 
lies are computed at the mean of the 1926-59 period or the subperiod indicated at the top of the 
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(one minus the coefficient of !%.%_]_) indicates that the long 
run elasticity approximately is four times as large as the 
short run elasticity. 
The marginal response of livestock yield (livestock out­
put per animal unit) to price increased in the postwar period 
according to equation 19. The t test for the difference be­
tween the coefficients, 0.161 and 0.274, is highly significant. 
It is interesting to note that the price elasticities 0.22 and 
0.26 for the respective prewar and postwar periods are rather 
similar. The elasticities are computed by multiplying the 
price coefficients by the price-yield ratio in the respective 
periods. Because of marked improvements in livestock produc­
tion efficiency and for other reasons, the mean of yields is 
much larger in the postwar period. Since relative prices 
have not changed appreciably, the difference in elasticities 
is not large despite the significant shift in marginal re­
sponse between the two periods. 
i 
The insignificant coefficient of in equation 19 is 
consistent with the hypothesis that there is no interaction 
between livestock numbers and output per animal. In another 
formulation, the coefficient was significant and negative, how­
ever. The equations in Tables 2 and 3 are not intended to 
provide a definitive analysis of supply response but are in­
tended to give a brief summary of the price response for two 
components of aggregate supply. The results are summarized 
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as follows : The short run price response for all components 
of output are low and highly inelastic. The livestock and crop 
components may be more responsive than aggregate output to 
prices because of opportunities for substituting crops for 
livestock and because much feed is fed to livestock. Only 
the response of cropland and livestock output per animal unit 
to prices increased significantly in the period studied. 
Computed at the means, the price elasticity of cropland is 
lowest and of livestock yields is highest. Current prices 
have little influence on crop output and livestock inventories, 
but have a significant effect on current livestock yields. 
Adjusting Farm Output 
Based on the analysis in this study, it is possible to 
appraise the implications of various instruments for adjusting 
demand and supply in agriculture. Much of the discussion is 
oriented toward the goal of raising farm income. We do not 
indicate that this should be the goal of policy or what instru­
ments must be used to attain the goal. It is for society to 
to determine whether parity income, parity prices, stable farm 
income or maximum real Income to society is the relevant goal 
and what instruments are consistent with attaining the goal. 
It is possible, of course, that the most effective instruments 
for raising farm income may conflict with other goals such as 
maximum welfare for society. 
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Adjusting output by the price system 
If the aggregate supply curve and the demand curve for 
farm products shift to the right at nearly the same rate, the 
price system can be an effective instrument for achieving the 
necessary adjustments. A supply curve which is vertical or 
negatively sloped would negate the usefulness of the price 
system if the shifters (non-price influences) move supply 
faster than demand to the right. The foregoing analysis in­
dicates that the supply elasticity is greater than zero and, 
hence, does not rule out the price system as a useful mechanism 
for bringing necessary adjustments unless the supply curve 
shifts too rapidly to the right. THE major shift variable of 
output supply is farm technology T1, and of demand is popula­
tion. It is interesting to note that these forces have shifted 
demand and supply at nearly equal average annual rates, 1.7 
percent, during the postwar period. U.S. population increased 
28 percent and agricultural productivity increased 27 percent 
from 1946 to 1960. Additional sources of product demand ex­
pansion such as increased disposable per capita income, 
foreign markets and improved diets have not resulted in large 
shifts in the demand curve in recent years and can not be ex­
pected to do so in the foreseeable future (18). If demand 
expands at the same rate as resource productivity T1, no 
change in the aggregate level of conventional farm resources 
would be necessary. It is not surprising that aggregate 
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inputs in farming increased only three percent from 1946 to 
1960. 
Improvement in agricultural prices, income and return 
on resources can be achieved through demand expansion or sup­
ply contraction. It is logical to focus our attention only 
on feasible policy alternatives. National population and 
farm productivity T1 are not considered relevant policy instru­
ments. Most policymakers agree that the gains to society 
from greater productivity are too great to be disturbed by 
direct action. Because the income elasticity of demand for 
farm products is low and for other reasons, the potential for 
expanding the demand for agricultural products is limited. 
The onus of long run agricultural adjustments falls logically 
on resource movements (and, consequently, output) in agricul­
ture. The supply elasticity abstracts from the productivity 
index and is an indication of the output response to prices 
4 
received PR through resource adjustments. 
We first consider the implication of free markets for 
adjusting output, prices and income in agriculture. Some 
^The assumption is that the aggregate output-input ratio 
in agriculture is unaffected by prices received PR. To test 
this hypothesis, the productivity .index T' was regressed on 
relative prices PR/PP in agriculture. No significant rela­
tionship could be found and the hypothesis was not rejected. 
This test does not preclude the possibility of sensitivity 
of T1 to changes in the relative input prices, e.g. ratios of 
farm labor wages to machinery price or operating input price. 
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studies of this type have been made (18, 105, 117) but have 
lacked adequate knowledge of the supply response. A study of 
the ramifications of free markets is a major research project 
in itself. The principal purpose of this study is to estimate 
supply parameters rather than to trace the exact implications 
of free markets. But to illustrate the meaning of the supply 
elasticities found in this study and to illustrate broadly 
some of the adjustments that would occur, a free market model 
is simulated using elements of the existing situation. The 
assumptions of the model are: (a) current agricultural output 
is predetermined by past prices (supply) and current price is 
determined by current output (demand), (b, the average price 
flexibility of product demand in the short run at the farm 
level is -4.0 (price elasticity is -0.25),5 (c) that five to 
^A recursive model is assumed in Table 4. The model is 
equivalent to assuming that the current supply quantity (out­
put) is a function of past prices in the supply equation 
linear in logarithms. Similarly, the current price is a func­
tion of the predetermined current quantity in a single least 
squares product demand equation linear in logarithms. The 
coefficient of the quantity variable in the demand equation is 
the constant price flexibility. It is not strictly correct 
to assume that the Inverse is the price elasticity of demand. 
That is, the price flexibility generally is defined as the 
coefficient of quantity when price is the dependent variable. 
Price elasticity of demand generally is defined as the co­
efficient of price when quantity is the dependent variable. 
The two concepts are equivalent only if there is no error in 
the model or if the assumptions are correct underlying the 
limited information technique, which is independent of the 
direction of normalization. The product demand function was 
not estimated in this study. For a summary of several esti­
mates of the price elasticity of demand for product aggregates 
in agriculture, see Brandow (17, pp. 19, 50). 
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10 percent of all agricultural output Is being diverted from 
price setting markets by government accumulation of surplus, 
export and consumer subsidies or resource restrictions (cf. 
105, p. 6; 117, p. 20), (d) that non-price influences shift­
ing supply to the right are offset by demand expansion, (e) 
that input prices in aggregate will remain stable, that 
existing stocks will not be placed on the market, that prices 
will be determined by current output, and (f) that markets 
for farm products (outside of government restrictions, etc.) 
are now in equilibrium. The estimated elasticity of aggre­
gate supply (output) is 0.10 in the short run, 0.15 in the 
Intermediate run. There would be obvious advantages in con­
sidering the output responses for several categories of farm 
output. For purposes of this study, however, it is felt that 
many of these advantages would be lost because of the elusive 
substitution possibilities among components of farm output. 
The movements of farm prices, output and gross income 
are indicated in Table 4. The first example assumes that 
relaxing of government restrictions would increase marketing 
of farm products five percent above the initial level. The 
five percent increase in output decreases farm prices from 
the initial index of 100 to 80 in year 1, or 20 percent. 
Because output is greater, gross income falls by a smaller 
percentage, 16 percent. Assuming production expenses remain 
at current levels, net income would fall more than 40 percent 
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Table 4. Simulated adjustments of output, price and gross 
income to free markets based on supply (output) 
elasticities estimated in this study8-
Year 
0 12 3 4 
Cumulative supply 
elasticity 0 0 0.10 0.13 0.15 
Example 1 —five percent increase in output 
Output 0 100.0 105.0 102.9 102.6 102.4 
Price PR 100.0 80.0 88.4 89.6 90.4 
Gross income 100.0 84.0 91.0 91.9 92•6 
Example 2 — ten percent increase in output 
Output 0 100.0 110.0 105.6 104.9 104.5 
Price PR 100.0 60.0 77.6 80.4 82.0 
Gross income 100.0 66.0 81.9 84.3 85.7 
aThe short run supply elasticity is 0.10, the inter­
mediate run elasticity 0.15. Other assumptions are discussed 
in the text. 
in year l.6 The supply response to low prices in year 1 be­
comes apparent in year 2- For each 10 percent drop in 
prices, farmers decrease output one percent. Hence, output 
falls from 105 in year 1 to 103 in year 2. The reduction of 
output in year 2 arises primarily from the reduction in operat-
^Realized gross farm income currently is approximately 38 
billion dollars, production expenses 26 billion dollars and 
net income 12 billion dollars. If gross Income fell to 84 
percent of the current level as in example 1, Table 4, and 
production expenses remained at the current level, net income 
would be 32 - 26 = 6 billion dollars. Net income would fall 
from 12 billion to 6 billion dollars, or 50 percent below the 
initial level. 
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ing inputs such as fertilizer, protein feed, etc. After year 
2, supply adjustments depend primarily on adjustments in dur­
able inputs. The potential long run adjustment of output is 
large from durable inputs such as irrigation equipment, drain­
age and livestock inventories (the long run price elasticity 
is 0.6). The annual or "marginal" adjustment is small, how­
ever, and is only 0.03 from year 2 to year 3. Since PR is 
88.4 in year 2, or 11.6 percent below the initial price, the 
output adjustment is (11.6) (0.03) or 0.3. Output in year 3 
is therefore 102.9 - 0.3 = 102.6. The "excess" supply is 2.6 
percent, hence, Pp is (4) (2.6) or 10.4 percent below the 
equilibrium or initial price in year 3 according to the 
assumptions in example 1. Gross income is (102.6) (89.6) or 
and index of 91.9 in year 3. Net income is not shown but 
also is improved, not only because gross income is higher, 
but also because expenses are lower in year 3. It is appar­
ent that the rate of adjustment of prices, output and income 
toward initial levels are slowing considerably by year 4. 
Prices and incomes remain considerably below Initial levels 
but are improving gradually. Adjustments become small, there­
fore, the adjustments after year 4 are not illustrated. 
Because removing government restrictions is expected to 
increase marketings between five and 10 percent, example 2 is 
also included in Table 4. A 10 percent increase in output 
depresses farm prices 40 percent. Gross income decreases from 
490 
an index of 100 in year 0 to an index of 66 in year 1. Farm 
inputs have not yet responded to falling prices and produc­
tion expenses remain at the initial level in year 1 according 
to the assumptions of the model• Actual farm expenses cur­
rently are 65 to 70 percent of realized gross farm income. A 
drop of one-third in gross farm income, depicted in year 1 of 
example 2, would leave farmers with little net income. Be­
cause net income is required for household and other expendi­
tures, a serious farm financial crisis would result. The 40 
percent decrease in farm prices decreases output four percent 
from year 1 to year 2. This adjustment of output from 110 to 
105.6 improves farm prices and income, but the respective 
indices are only 77.6 and 81.9 percent of the initial levels 
in year 2. The rate of adjustment of output to low prices is . 
slow in years 3 and 4. In year 4, PR is 82 percent of the 
initial price and gross income is 86 percent of the initial 
income. 
As indicated earlier, Table 4 is presented to illustrate 
(a) the adjustment to free markets and (b) the interpretation 
of the parameters estimated in this study. The recursive 
nature of the adjustment process is apparent. It is not pos­
sible to conclude because the intermediate run elasticity is 
0.15 that a 40 percent drop in PR (from an index of 100 to 
60 in example 2) will decrease output (40) (0.15) = 6 percent 
in four years. To decrease output six percent, the 40 percent 
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fall in price must be sustained each year. Because some 
adjustment occurred before year 4, P# was above the year 1 
index in years 2 and 3 (was less than 40 percent below the 
initial level). Thus, output declined to an index of 104.5 
rather than to 103.4 (110 less six percent of 110) in example 
2. These results indicate that the supply elasticity may be 
a misleading indication of adjustment potential. Supply elas­
ticity estimates indicate that output is decreased six per­
cent in approximately c5 years by a sustained 10 percent drop 
in PR. But because of the recursive nature of adjustments, 
indicated in Table 4, the initial drop in price is not sus­
tained, but gradually rises. The result is that less adjust­
ment is made in a given period than the supply elasticity, 
defined in terms of a sustained price, might lead one to 
expect. 
The benefits of a supply response greater than zero are 
apparent from Table 4. If the elasticity of supply were 
zero, the indices of price and income would fall to 60 and 66, 
respectively, in example 2 and remain at that level each year 
thereafter. The fact that gross income recovered nearly 30 
percent from year 1 to year 4 in example 2 indicates that 
supply response can not be omitted in studies of free markets 
without introducing large errors. 
For gross income per farm worker to be improved, the 
respective number of workers would need to decline approxi­
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mately seven and 15 percent in examples 1 and 2. In Chapter 
10, a sustained 35 percent fall in relative (residual) farm 
income per worker was found to reduce the number of workers 
10 percent in four to six years. We cannot determine the 
decline in residual income to labor from Table 4 without mak­
ing assumptions about expenditures. Based on the assumptions 
that a one percent decline in PR decreases residual income two 
percent (cf. Appendix B), the average decline of net income 
from the initial value is 25 percent in example 1. If the 
elasticity of response of labor to income is 0.35 in four 
years (cf. Chapter 10), the decline in labor numbers is 
(25) (0.35) = 9 percent. PR is 90.4 or 9.6 percent below 
initial levels in year 4 (example 1). Based on the assumed 
two percent average drop in net income for each one percent 
decrement of PR below equilibrium, total net income would be 
(2.0) (9.6) = 19 percent below the initial level in year 4. 
Thus, the fact that net income has fallen more than employment 
suggests that per worker incomes would be considerably below 
initial levels by year 4. The example is crude, of course, 
and is only a very rough measure of the effect of free markets 
on per worker incomes. Over a longer period, income per 
worker would continue to improve but at a very slow rate. 
One may question whether the results in Table 4 under­
estimate or overestimate the ability of free prices to adjust 
incomes in agriculture. Based on the previous chapters, the 
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assumption that non-price influences shifting supply to the 
right will be offset by demand expansion may not be realistic. 
Rapid recent increases in farming efficiency indicate that 
this source alone may meet or exceed the expanding demand 
without increasing the application of conventional inputs. 
Restraining the level of conventional inputs places a great 
strain on the price system. The input demand functions esti­
mated in this study suggest that there are strong non-price 
influences which increase inputs with high production elas­
ticities. These influences, discussed in the foregoing 
chapters, are likely to continue in the future. In some in­
stances the forces other than price overshadow the price 
effects. Even drastic reductions in farm prices may not be 
able to offset the input increasing effects of these forces. 
It follows that Table 4 may present an overly optimistic view 
of the ability of the price system to cope with the resource 
7 
and income adjustments needed in agriculture. 
Some implications of direct supports for farm prices 
without controls or diversionary purchases are apparent from 
rp 
Another source of declining net income and need for re­
source adjustment is the increasing prices paid by farmers 
for inputs. Prices of some resources (e.g. labor) increase 
more than others (e.g. operating inputs), but the general 
price trend is upward. From 1946 to 1960, prices paid by 
farmers for items used in production, including interest, 
taxes and wage rates, increased 44 percent. Rising input 
prices like falling output prices depress net farm income and 
place an additional burden on the price mechanism to bring 
needed adjustments. 
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the estimated supply elasticity. The output increasing effect 
of price supports acts against the intended purpose. Assume 
that direct price supports increase PR 10 percent. Since the 
short run supply elasticity is 0.10, output is increased one 
percent in two years. If price flexibility is -4.0, the one 
percent increase in output tends to decrease PR four percent. 
Hence, the net "real" support price is the original 10 percent 
increase'minus four percent, or six percent. In the inter­
mediate run, the supply elasticity is 0.15, hence, output is 
1.5 percent greater. The net real increase in PR would be 
only four percent. It is apparent that because of the inelas­
tic demand for farm products, the intended price and income 
benefits to farmers would soon be dissipated unless farm out­
put is controlled. 
Adjusting output by changing 
Inputs of individual resources 
Another method of reducing output in agriculture is by 
controlling inputs either by price restrictions and incentives 
or by direct controls on inputs. Unfortunately, a conflict 
exists between resource adjustments to encourage economic 
efficiency and to cut production (raise product prices) . 
From the standpoint of economic efficiency, the desired 
adjustments should encourage outmovement of resources which 
have a higher marginal value product in alternative uses. 
The results in Appendix A indicate that the marginal value 
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product of labor In agriculture is nearly zero. If national 
unemployment is not too high, the returns from shifting a 
unit of labor from agriculture to other areas may be large 
according to Chapter 10. But because the mobility of labor 
is not highly responsive to price, and outmovement of each 
unit has little effect on farm production, the means for de­
creasing output (increasing total income) have centered on other 
farm resources, principally on operating inputs and real 
estate. Because the production elasticity of operating inputs 
is quite high (approximately 0.3 according to the equations 
in Appendix A) and the short run demand elasticity is size­
able (found to be approximately -0.6 in Chapter 5), a tax on 
operating inputs would bring quick results. A 20 percent 
reduction in operating inputs (fertilizer, protein feeds, etc.) 
would reduce output six percent. It would be necessary to 
increase the price of operating inputs 30 to 35 percent by a 
tax or other means to achieve the desired reduction in output. 
The analysis in Chapter 5 indicates that the reduction could 
be effected in the short run, approximately two years. This 
does not necessarily mean that the problem of low returns in 
agriculture would be solved. Higher input prices would mean 
greater expenses although the proceeds of the tax might be 
returned to farmers. Also, reduced output would raise farm 
output price PR and encourage additional application of fer­
tilizer and other inputs and would dampen the first benefits 
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of the program. Many of the short term gains, therefore, 
would be lost in the long run. 
Direct rationing or restricting operating inputs by 20 
percent would be more effective than controlling input price 
and would not have the side effects of increasing operating 
expenses and expanded use of operating inputs as product 
prices increase. Because of opportunities for substituting 
other inputs for operating inputs, again some of the short 
run benefits would be lost in the long run. 
The other major resource which has an important impact 
on farm output is real estate, including buildings, land and 
improvements. The resource quality is heterogeneous. The 
production elasticity, approximately 0.5 in Appendix A, 
refers to an "average unit" at the margin. An average unit 
could be defined as a complete farm (less operating inputs, 
machinery, livestock and feed inventories) in an area of 
average national productivity. It is apparent that one of 
the most effective ways of reducing farm output would be 
to remove whole farms from production. To reduce output five 
percent, it would be necessary to reduce the aggregate real 
estate input 10 percent. Since cropland used for crops is 
now approximately 360 million acreage, 36 million average 
crop acres including real estate improvements would need to 
be taken out of production to lower output five percent 
according to the results of this study. The foregoing state-
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ments apply to average land at the margin. There is consid­
erable enthusiasm for converting farm land to recreational 
uses. The marginal value of much of this land is lower in 
farming than in alternatives such as wild life preserves, 
parks, etc- Converting such land which has a low product in 
agriculture to other uses is consistent with economic effi­
ciency and societal welfare but cannot be expected to reduce 
output appreciably or close the gap between returns to labor 
and capital in the farm and non-farm sectors. A land retire­
ment program will be effective only to the extent that pro­
ductive real estate is converted to alternative uses (or 
\ 8 
non-use). 
It is well to emphasize again that the above statements 
do not imply what should be done, but only point up the . 
implications of various alternatives. 
SSome possible methods of removing real estate from pro­
duction are rural zoning, taxes or direct payments. Because 
real estate has few alternative uses outside agriculture in 
most instances, the level of use is unresponsive to land 
price. Land price is a residual claimant, and tends to re­
flect the capitalized net return on land. A direct payment 
greater than the residual return would move land out of pro­
duction. It is interesting to note that a gradual program 
of direct payments for taking land out of production would 
become increasingly more costly. The more effective the 
program in reducing output and increasing income, the greater 
the tendency for land values and residual income to land to 
increase. The result would be greater costs for removing 
land from production as the program progressed. 
498 
Summary of Empirical Results 
The supply function in agriculture depends on resource 
mobility and productivity. The supply elasticity was esti­
mated from the input demand equations in Chapters 5 to 9, 
the production functions in Appendix A and direct supply 
equations in Chapter 11. The results Indicate that the 
output supply elasticity with respect to prices received 
is 0.10 in one or two years, 0.15 In four years and 0.6 in 
more than 20 years. If inventory changes are included with 
output, the short run (one or two year) supply elasticity 
with respect to prices received by farmers is higher, 
approximately 0.15. 
The supply response was divided into four categories In 
Tables 2 and 3: (a) cropland acres, (b) crop output per 
cropland acre, (c) animal units of livestock, and (d) live­
stock output per animal unit. The results indicated that the 
response of acres (a) to prices is lowest, of livestock yield 
(d) to prices is highest of the categories studied. The 
elasticity of crop output per acre (b) and of livestock 
numbers (c) with respect to prices ranks between the fore­
going extremes. The price response of these latter components 
(b) and (c) have not increased significantly in the period 
studied, 1926 to 1959, but the response of acres and live­
stock yields to price appears to be increasing. The influence 
of current price was only significant in determining 
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livestock yields. The potential for increasing livestock 
output per animal unit in the current year is relatively 
high — the price elasticity with respect to the livestock-
feed price ratio was 0.26. For other components of total 
output, past year prices appeared to be more important than 
current year prices. For all categories which were analyzed, 
the short run supply was highly inelastic. 
Total farm output increased 71 percent from 1926 to 1959. 
Because total inputs in agriculture increased only six per­
cent in the 33 year period, rising productivity must explain 
most of the increase in farm output. This conclusion obscures 
some of the important adjustments taking place in the resource 
structure- To a considerable extent, the rising productivity 
reflects the substitution of productive non-farm inputs such 
as fertilizer for less productive farm produced resources. 
Based on the assumptions that (a) investment in produc­
tive assets will be 112.4 billion 1947-49 dollars by 1965, 
(b) prices will remain at the 1955-59 average level, and 
(c) productivity will continue to increase at the average 
rate of the 1926-59 period from 1960 to 1965, the projected 
output for 1965 is seven percent above the predicted 1960 
output. 
The supply coefficients estimated in this study provided 
the basis for a simulated model of free markets in agricul­
ture. Based on several assumptions discussed in the text, 
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the trend in output, price and income are traced for four 
years. If farm marketings are increased five percent by 
removing government restrictions, prices received by farmers 
are expected to be 10 percent below the Initial price by the 
fourth year. Gross income is estimated to fall below the 
initial level by 16 percent the first year and seven percent 
the fourth year. Net income declines even further the first 
year, approximately 50 percent. Adjustments after year 4 
become very small; recovery of the initial income level would 
require many years according to the results of this study. 
Introduction of the family labor function into the analysis 
also indicates that the net income per worker would be lower 
than the initial level by year 4, and improvements thereafter 
would be slow. The results indicate that considerable farm 
income would be sacrificed by a return to free prices. 
Whether gains in "freedom" more than compensate for the loss 
in income must be determined by farmers and policymakers. 
The analysis may overestimate the level of farm prices and 
incomes under free markets. Because influences other than 
price tend to Increase inputs of highly productive resources 
in agriculture, the price mechanism may not restrain output 
to the extent indicated in Table 4. The result would be 
lower prices (received) and income by farmers than indicated. 
Adjustments of individual resources also provide oppor­
tunities for decreasing output and increasing returns in agri-
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culture. From the standpoint of economic efficiency and 
maximum societal welfare, resources with higher returns in 
non-farm uses such as marginal labor and land suited for 
recreation should be shifted to non-agricultural uses. But 
the most effective measures to control output must concentrate 
on the productive operating and real estate resources. The 
results indicate that a 30 to 35 percent increase in the 
relative price of operating inputs would reduce output six 
percent in the short run. In the long run, the operating 
input price increase would be less effective because of higher 
farm product prices and possibilities for substitution among 
inputs. According to the analysis, it is necessary to reduce 
real estate input 12 percent to reduce output six percent. 
The IB percent reduction in real estate input would require 
retirement of over 40 million average cropland acres (with 
improvements) from production. The implications of other 
policy instruments also may be evaluated from the coefficients 
derived in this study. 
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CHAPTER 12: CONCLUSIONS 
Results of the study have been discussed pertaining to 
four specific objectives, i.e. estimating structural coeffi­
cients in demand and supply equations, projecting future quan­
tities, determining aggregate product supply and implications 
of policy alternatives. The general impression is that the 
analysis was successful, although shortcomings can be cited. 
Many of the results are summarized adequately in the respec­
tive chapters and need not be discussed again. Some implica­
tions of the study logically could not be summarized in any 
one chapter. For example, estimates relating to a fifth 
objective, determining the interrelationships of variables 
in the farm and non-farm sector were presented in several 
chapters, and a general summary is necessary. The purpose 
in Chapter 12 is to: (a) compare general empirical results 
among chapters, (b) present a critique of statistical methods 
and models, and (c) summarize quantitative relationships 
between the farm and non-farm sectors. 
Input Demand Functions 
Elasticities 
Demand elasticities differ markedly over time and among 
inputs. As expected, annual Investment in farm durables such 
as machinery and building improvements is most sensitive to 
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price in the short run. The short run price elasticity of 
demand for these items approximately is unitary. The "aver­
age" own-price elasticity of operating inputs is nearly -0.6. 
The short run price elasticity for components of operating 
inputs varies from nearly zero for seed to unity for building 
repairs. Of the major input groups, durable stocks and labor 
are least responsive to prices in the short run. The price 
elasticity of building and machinery stocks or labor with 
respect to own-price (or prices received by farmers) approxi­
mately is -0.1 in the one or two years. 
The magnitudes of the elasticities are larger, but the 
relative positions remain quite similar, when the short run 
(one or two years) is extended to the intermediate run (three 
or four years). In the long run, which may be over 20 years, 
the short run pattern is upset. Stocks as well as annual 
investment in buildings and machinery are responsive to price 
when the price rise is sustained for several years — the 
elasticity is 2.0 or greater with respect to prices received. 
Demand for operating inputs and hired labor is inelastic in 
the long run. To summarize, the price elasticity of demand 
for durables is highest and for farm labor is lowest in the 
long run. 
Derived input demand and production elasticities and 
direct estimates of aggregate supply functions Indicate the 
response of farm output to price. The short run supply 
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elasticity, Imputed primarily from operating inputs, is 0.10. 
The intermediate and long run elasticities, imputed to a large 
extent from durable assets, are 0.15 and 0.6, respectively. 
More than 20 years are required to make the long run adjust­
ments according to the results of this study. 
Four components of supply briefly were analyzed : acre­
age, animal units, crop yield and livestock yield. The supply 
response of livestock yield in the current year is relatively 
high and is increasing — the price elasticity is 0.2 to 0.3. 
Other components of supply are more responsive to past than 
current year price. As expected, the response of cropland 
acreage to price is lowest, but is increasing. 
The analysis indicates that farm labor has little influ­
ence on the supply of farm products. Labor mobility influ­
ences income per worker, however. According to the results 
in Chapter 10, a sustained 10 percent drop in farm income 
reduces employment of family workers up to 3.5 percent in 
approximately five years. 
There is a basis for criticizing our emphasis on elas­
ticities rather than on marginal response (coefficients in 
equations linear in original values). Some of the disadvan­
tages of working with elasticities rather than marginal 
response (slope of demand or supply curve) were discussed in 
Chapter 11. The elasticities may hide changes in the marginal 
response to price, particularly in industries characterized 
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by rapid technological change. The slope of the supply curve 
may have increased appreciably over a given period, but be­
cause a greater quantity is supplied at a given price, the 
elasticity may be constant or decrease. The elasticity is 
independent of the unit of measure but not of the base. 
Depending on whether the elasticity is computed at the mean 
of the postwar or prewar period, quite different results may 
be obtained. To avoid misinterpretation in Chapter 11, both 
the marginal response and elasticities are included in Tables 
£ and 3. In other sections of this study, elasticities are 
emphasized. The reason is that it is not very enlightening to 
state that aggregate farm output will increase 10 billion 
1947-49 dollars if prices received by farmers increase one 
1947-49 index point. 
•Substitutions among Inputs 
The empirical demand equations provide meaningful esti­
mates of the response of input demand quantities to own-price 
and product price. Because input prices tend to be correlated 
through time, time series statistical analysis do not provide 
detailed estimates of market substitutions among inputs. The 
extent of bias arising from failure to adequately specify the 
substitution effects in the demand functions is unknown. Some 
of the techniques used in the study reduce the extent of bias. 
For example, specification of beginning year inventories of 
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durable assets Sp in the demand functions for operating inputs 
reduces the number of variables in the equation. The relation 
of operating input purchases to variables explaining durable 
assets is found by inserting price and other variables ex­
plaining Sp into the estimated operating input demand equa­
tion. Use of abbreviated forms such as income equations re­
duces the required number of price variables and specification 
error. Additional regressions of income on prices and other 
variables permit isolation of more detailed substitution and 
other effects. 
Graphic analysis and estimated demand equations indicate 
sources of historic trends in input purchases. The input 
demand equations show that the historic trends cannot be 
attributed entirely to declining own-price relative to output 
price. Much of the secular rise in demand for machinery and 
operating inputs is associated with other input prices, con­
venience, improvements in input quality and other variables 
not specifically identified in the demand equations. Graphic 
analysis illustrates that major shifts in demand quantities 
(except real estate) are consistent with relative prices. 
Rising machinery inventories cannot be explained by trends in 
machinery prices relative to prices received by farmers. But 
the graphic analysis indicates that the growth in machinery 
inventories is consistent with complementarity with operating 
inputs and substitutability with labor. That is, the prices 
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of operating inputs have decreased, of labor have increased, 
relative to machinery prices. 
Trends and projections 
Some of the major structural changes taking place in 
agriculture in the last three decades are apparent from 
changes in the inputs of major agricultural resources. From 
1926 to 1959 inputs of operating items increased 200 percent, 
durable capital (stock of all farm machinery and buildings) 
increased 60 percent, cropland acreage remained nearly con­
stant and family (or total) labor employment declined 43 per­
cent. Projections for the future are quite consistent with 
these past trends. By 1965, annual Inputs of operating items 
are projected to ce approximately 10 percent greater than in 
1960. The projected increase in some components of operating 
inputs such as fertilizer are expected to be even greater. 
Based on assumptions discussed in Chapter 9, stocks of dur­
ables (machinery and buildings) are expected to be five per­
cent above the 1960 level by 1965. 
The rapid outmovement of labor is expected to continue. 
The number of family workers in agriculture is projected to 
be 14 percent below the 1960 number by 1965. Based on these 
results, there are few signs of a slowdown in the major 
structural changes occurring in agriculture. Standard errors 
of the projections were not computed. It is expected that 
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the errors would be large for several years In advance, how­
ever. 
Interaction between the Farm and Non-Farm Sectors 
The functions estimated in this study provide quantita­
tive measures of the influence of non-farm variables such as 
wage rates, unemployment, etc. on the farm economy. The input 
supply equations, estimated by limited information, indicate 
the relationship between farm input prices and non-farm wages 
and prices. Because the input supply equations contain few 
variables, complications caused by multicollinearity may not 
be as large as in other simultaneous equations estimated in 
this study. Nevertheless, the coefficients should be inter­
preted cautiously. The limited information equations indi­
cate that a one percent increase in non-farm wage rates is 
associated with a one percent increase in operating input 
prices, and with a 0.6 percent increase in farm wage rates. 
Similarly, a one percent increase in the wholesale price of 
iron and steel tends to be reflected in a one percent increase 
in farm machinery prices. 
These results are somewhat consistent with the postwar 
trends In prices paid by farmers and non-farm wage rates. 
From 1946 to I960, annual wage rates per factory worker in­
creased 107 percent, or five percent per year. In the same 
period, prices paid by farmers for items used in production, 
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interest, taxes and wage rates increased 44 percent, or 2.6 
percent per year. The relationship of non-farm wage rates to 
input prices has important implications for farm expenses and 
income. On the average a 2.6 percent increase in input prices 
tends to be reflected in a similar percentage increase in 
farm operating expenses. Operating expenses currently are 
approximately one-half gross farm income. Hence, a given in­
crease in operating expenses tends to decrease net income 
(after paying operating expenses) a similar percentage. To 
some extent, wage increases are reflected in higher consumer 
incomes and greater demand for farm products. But the in­
crease does not compensate for higher farm expenses. Prices 
received by farmers were nearly the same level in 1960 as in 
1946. These results highlight the close relationship between 
farm input prices and non-farm variables. Labor contracts 
providing for wage increases clearly are related to produc­
tion expenses in agriculture. The wage-price spiral in non-
farm industries has expense and income repercussions on the 
farm economy. 
The influence of unemployment on farm labor mobility is 
apparent from Chapter 10. The results indicate that the ten­
dency for a given Increase in non-farm income to encourage 
outmovement of family workers from agriculture gradually 
diminishes as unemployment rises. Response of workers to 
non-farm income is negligible when unemployment reaches 
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20 percent. The elasticity of family labor numbers in agri­
culture with respect to non-farm income is as high as 0.2 
when unemployment is near zero and is zero when unemployment 
is 20 percent. 
Other variables which have some elements exogenous to 
the farm sector are national disposable income, interest rates 
and government programs. The demand for farm products was not 
estimated in this analysis, but previous studies indicate that 
the average income elasticity of demand is 0.2 or 0.3 (42, 
p. 109). When economic conditions in the non-farm economy 
are depressed, national disposable income tends to fall faster 
than wage rates because of the institutionalized wage struc­
ture. That is, the depressed economic conditions (reduced 
disposable income) are reflected in unemployed workers rather 
than in lower wage rates. The result is that prices received 
by farmers tend to fall more than prices paid in agriculture. 
If interest rates and government programs exert a sig­
nificant influence on input purchases in agriculture, it was 
not apparent from the study. Coefficients of interest vari­
able either had the wrong sign or were insignificant in the 
investment equations. The coefficients of a dummy variable, 
intended to reflect the direct influence of acreage restric­
tions and other government programs on input purchases, were 
significant in some Instances. The number of significant 
variables was no greater than anticipated when sampling from 
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a population in which the coefficient is zero. Insignificance 
of the rather crude dummy variable does not preclude a direct 
influence of government actions on input purchases through 
price and income effects, however. The impact of a govern­
ment program, which alters prices by a given amount, on inputs 
and output can be judged from the estimated price elasticities. 
Table 1 illustrates some of the concepts discussed pre­
viously. Consecutive years are selected to avoid structural 
changes connected with comparisons between distant periods. 
Table 1. Comparison of actual changes in farm and non-farm 
variables between selected years of economic 
expansion and recession® 
Recession (1948-49) Expansion (1950-51) 
Percentage change Percentage change 
Non-farm variables 
Annual wage rates 
per factory worker 1.46 9.08 
Unemployment 2.10 -2.00 
Disposable income 
per capita -1.47 7.67 
Farm variables 
Index of weather -20.33 -1.96 
Prices paid by farmers 3.38 10.61 
Prices received 
by farmers -13.21 17.89 
Total net income -14.12 14.96 
Number of farm workers -3.85 -3.83 
Net income per 
farm worker -9.28 17.71 
aData from USDA (120, 121, 124) and other sources (-30, 
108) . 
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In the recession, factory wages increased 1.5 percent, prices 
paid by farmers increased 3.38 percent. Despite the rise in 
non-farm wage rates, disposable income per capita declined 
1.5 percent and farm prices received fell 13 percent. Net 
farm income declined 14 percent due to low prices and also to 
poor weather. 
Wages and income improved appreciably in the non-farm 
sector from 1950 to 1951. Changes in these variables are re­
flected in higher farm prices received and paid by farmers. 
Despite changes in unemployment in the national economy, the 
rate of outmovement of farm workers was about 3.8 percent in 
each period. The reasons may be that farm labor is unre­
sponsive to relative income in the short run, and because 
changes in income are correlated. The fact that economic 
conditions are correlated in the farm and non-farm sectors 
impedes the effectiveness of the price mechanism from bring­
ing needed resource adjustments. The sample is small and cer­
tain qualifications are necessary. Relations between farm and 
non-farm variables are obscured by changes in weather and 
supply between periods. The results are consistent with some 
of the coefficients discussed earlier, however. 
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Critique of the Statistical Procedures 
Single and simultaneous equations 
The results from the single least squares equations are 
more acceptable than those from the more "refined" limited 
information simultaneous equations. The number of anomalous 
coefficients are fewer in functions estimated by ordinary 
least squares. The single equations present a consistently 
meaningful and precise pattern of estimated coefficients. 
The magnitudes of the coefficients in equations estimated by 
limited information appear to be unusually large. Perhaps 
too little and too much is attempted with the simultaneous 
model• Too much is attempted by assuming a higher degree of 
interdependence in the system than is necessary. Too little 
is attempted because many separate, smaller interdependent 
models might be fitted for market subsystems. Additional 
"experimentation" with small subsystems, undoubtedly, would 
provide more realistic coefficients in the limited information 
model than were obtained by the technique in this study. The 
interdependent model may be particularly appropriate for hired 
farm labor markets and for livestock and feed inventory 
markets. 
The less acceptable results of the limited information 
model to some degree are a function of the large computational 
requirements» Lack of flexibility of the approach hinders 
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taking advantage of new information as it becomes available. 
Based on additional replicated studies, more accurate apprais­
al of the causal structure and consequent degree of refine­
ments needed in statistical models will become more clear. 
One can only conclude on the basis of this study that single 
equations emphasizing the recursive production and decision 
process are a satisfactory stochastic model of the agricul­
tural resource structure. 
Distributed lag models 
The study indicates some form of dynamic distributed lag 
(adjustment or expectation) is necessary for expressing demand 
for all categories of agricultural Inputs. For operating in­
puts, prices lagged no more than one year appear to be appro­
priate. Demand for durables (investment) is expressed most 
adequately by combining simple, naive expectation variables 
with adjustment models of the Koyck-Nerlove type. The dis­
tributed lag adjustment model seems to complete the specifica­
tion of the family labor function. Particular success is 
obtained by oversimplifying the demand and supply functions 
into an abbreviated form. That is, a single variable is used 
to represent expectations in the demand functions for durable 
inputs. Similarly, a single variable representing durable 
stock is used in the operating input and product supply equa­
tions. From knowledge of the process by which these single 
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variables are generated (e.g. from the Investment function)> 
a great deal can be learned of the long run process generat­
ing operating input demand or product supply in agriculture. 
In many instances, this procedure appears to be more useful 
than the Koyck-Nerlove models. The Koyck-Nerlove approach is 
based on equal rates of adjustment of the dependent variable 
to each Independent variable. The abbreviated form provides 
more flexibility in rates of adjustment to different under­
lying influences. 
There is a premium on simplicity in positivistic, 
stochastic models. The simple, abbreviated least squares 
equations of a monocausal or recursive type are applicable in 
a large number of instances. To summarize, there is no clear 
verdict for any one model or technique to be used in all in­
stances. This conclusion is not very startling, and is what 
might be expected. 
Other statistical considerations 
High values of the multiple coefficient of determination 
o 
R are obtained in most of the equations estimated in this 
study. Ceteris paribus, some advantages of a high R^ are in­
creased confidence in the specification, less autocorrelation 
in the residuals and least squares bias, and more precise 
predictions and parameter estimates. A major source of the 
high R^'s is the easily predictable (and undefinable) 
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Influences associated with trend variables. The high aggre­
gation averaged out some of the variation found in the micro 
variables. Hence, the high R2 is a misleading indicator of 
what is known of the resource structure. 
Aggregation procedures and data reliability are discussed 
in detail in Chapter 4. It is well to stress again that the 
implications of the study are subject to the reliability of 
the data as well as to the adequacy of the techniques. Per­
haps too much emphasis is on significant results and struc­
tural relationships and not enough on the reliability of the 
underlying data. The independent variables are assumed to be 
measured without error — but all the data contain errors. 
The extent of consequent bias in the coefficients is diffi­
cult to judge. Additional investigation is required to 
determine the degree of errors introduced into quantity, price 
and other variables by changes in input quality, aggregation 
procedures, etc. 
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APPENDIX A: AGGREGATE PRODUCTION FUNCTION FOR AGRICULTURE 
Tables 1 and £ contain six aggregate average production 
functions for U. S. agriculture estimated by least squares 
from times series. The variables included in Table 1 are 
defined as follows : 
0 The dependent variable is the production of crops and 
livestock on U. S. farms during the current calendar 
year for eventual human consumption (4). The measure 
is corrected for intermediate use of resources such 
as farm produced power, for feed fed to livestock, etc. 
ORE Real estate input, measured as the constant dollar 
value of annual services required to maintain the input 
at the current level (4). The variable includes in­
terest, depreciation, damage and repairs, and taxes 
on real estate, i.e. land and buildings. Taxes are 
included to reflect the social input. 
QQ Input of durables, measured as the services, required 
to maintain the input at the current level (4). The 
variable includes interest, depreciation, insurance 
and taxes on productive machinery, livestock, feed, 
horse and mule Inventories plus license fees on the 
productive motor vehicles. The repairs, fuel and 
lubrication requirements for farm machinery are in­
cluded in operating inputs QQ, not in QQ. 
531 
QTL Total farm employment in 1000 workers, including hired 
and family laborers during the current calendar year 
(30, lib). 
i 
QQ Inputs of operating items, including fuel, oil and 
repairs for machinery, electricity, blacksmith repairs 
and hardware expenses, binding materials, dairy sup­
plies, ginning costs, the non-farm share of feed, seed 
and livestock purchases, fertilizers and, finally, 
interest on operating capital (4). It differs from 
the quantity QQ in Chapter 5 by excluding building 
repairs and including the interest on operating 
capital. 
W Stalling1s index of the effect of weather on farm 
output in the current year (108, 1£4)„ Indices for 
1958 and 1959 were not available from the original 
source, but were estimated from the deviations from a 
linear yield trend. 
T Time, an index composed of the last two digits of the 
current year. (Other variables are in logarithms, but 
time is in original values.) 
All of the foregoing variables except T are logarithms 
of national aggregates for the current calendar year from 
1926 to 1959. Quantities other than QPL are aggregated by 
1935-39 prices prior to 1940, by 1947-49 prices after 1940. 
After aggregation, the variable is expressed as the "physical 
Table 1. Average aggregate production functions for U. S. agriculture estimated 
by least squares with annual data from 1926 to 1959; elasticities of 
production, standard errors (in parenthesis) and related statistics 
are included^ 
Equation 
R2 
and 
R2 d'b Constant QRE % %TL QQ W T 
1 0.98 
0.97 
1.95 0.066 0.47 
(0.49) 
0.038 
(0.127) 
0.16 
(0.22) 
0.28 
(0.10) 
0.345 
(0.062) 
0.0024 
(0.0015) 
2 0.98 
0.98 
1.89 1.13 0.40 
(0.18) 
0.294 
(0.051) 
0.331 
(0.055) 
0.0014 
(0.0010) 
3 0.98 
0.97 
1.78 0.69 0. 50 
(0.33) 
-0.024 
(0.108) 
0.373 
(0.048) 
0.309 
(0.058) 
4 0.98 
0.97 
1.79 0. 58 0.44 
(0.18) 
0. 363 
(0.015) 
0.313 
(0.055) 
aSee text for source and composition of variables- All variables, except T, 
are In logarithms of original observations. 
^The Durbin-Watson autocorrelation statistic d1. 
Table 2. Average aggregate production function for U. S. agriculture estimated per 
unit of farm labor by least squares from annual data; elasticities of 
production, standard errors (in parenthesis) and related statistics are 
included^ 
R2 
Equa- Time and , , 
tion period R2 d1 Constant Q.re/' T^L Q,LF/<^ TL ^O/^TL ^ ^ 
7 1910-39 0.90 1.56 0.66 0.69 0.042 -0.14 0.21 0.247 0.0019 
0.87 (0.44) (0.098) (0.15) (0.16) (0.069) (0.0013) 
8 1926-59 0.99 2.05 0.42 0.45 0-049 0.14 0-200 0.384 0.0028 
0.99 (0.21) (0.060) (0.10) (0-071)(0.064) (0-0015) 
aSee text for source and composition of variables. All variables, except T, 
are in logarithms of original observations. 
bThe Durbin-Watson autocorrelation statistic d', 
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volumen of input in 1947-49 dollars by splicing the two 
weighting periods on the basis of the overlapping values for 
1940. 
The independent variables are intended to provide a com­
prehensive coverage of all inputs used in agriculture in the 
current yeer. Limitations of least squares precludes inclu­
sion of a large number of separate inputs in the production 
function. It is necessary to include items in QQ, for 
example, which might be expected to have heterogeneous elas­
ticities of production and, hence, do not fulfill the optimum 
aggregation criterion. It may be debated whether taxes should 
be included in the production function, since a lag occurs 
between payment of taxes and the resulting social input. 
The independent variables explain a high portion of the 
variation in farm output and autocorrelation does not appear 
to be a problem based on the Durbin-Watson d1 statistics 
(Table l)• The elasticity of production of the real estate 
input is about 0.4 or 0.5, consistently larger than other 
elasticities. Production elasticities of labor QJL and dur­
ables Qj) are low. If correct, the results indicate that an 
increase in labor or durables such as machinery, livestock 
and feed inventories would have little or no influence on farm 
output. The elasticity of production of the operating input 
variable is 0.3 or 0.4. Based on the known influence of 
fertilizer on crop yields and protein supplements on livestock 
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production, it is not surprising to note the significant 
influence of operating inputs on output. The combined elas­
ticities of two inputs, real estate and operating items, 
totals approximately 0.8 according to Table 1. If the 
hypothesis of constant returns is accepted for agriculture, 
other inputs would have a combined elasticity of approximately 
0.2 and, therefore, only a small influence on output. The 
variables in Table 1 are highly correlated and the coeffi­
cients are sensitive to changes in specification. Therefore, 
caution is suggested in interpreting results. 
Table 2 is an alternative specification. The quantities 
in the input variables are revised slightly, but more impor­
tant, the input and output variables are specified per unit 
of labor. Even if the elasticity of product for labor is not 
zero, the revised specification does not necessarily lead to 
autocorrelation in the residuals. Consider the following 
logarithm production function 5 where X3 is labor, Y is output 
per unit of labor, X-j_ and Xg are inputs per unit of labor, 
and u is the residual. The total, aggregate production func­
tion is 
(5) X3Y = b0 (X3  Xx) 1 (X3 Xg) X3 u . 
Estimating the production function on a per unit basis 
theoretically does not leave any component of X3 for the 
residual if b-j_ + bg + bg = 1, i.e. if the production function 
is homogeneous of degree one. Dividing equation 5 by X, we 
636 
have 
(6) ï = b0 Xxbl x/2 X3(tl + + b3 " 11 u. 
If we have constant returns to scale, the exponent of X3 
equals zero, and the least squares estimate of equation 6 
estimates have the desired properties (assuming equation 5 
has these properties) even though bg is not equal to zero. 
Equations 7 and 8 in Table 8 are estimated to (a) increase 
the stability of the parameter estimates and (b) allow for 
the fixity of labor inputs in agriculture. The variables 
are defined as follows: 
O/QTL Output of crops and livestock per unit of labor 
employed in agriculture (4, 118). 
QR£/QTL Real estate input less taxes per unit of labor 
(4, 118). 
0,^ /QTL Machinery input (interest and depreciation) per 
unit of labor (4, 118). 
Q,LF/QTL Interest on productive livestock and feed inven­
tories per unit of labor (4, 118). 
Input of (defined above) per unit of labor (4, 
118). 
The weather W and time T variables are defined previously 
in Appendix A. All variables except T are logarithms of 
national aggregates for the current calendar year. Methods 
of aggregation were described earlier. 
Equations 7 and 8, Table 2, indicate that the elasticity 
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of production of real estate has declined. In general, the 
size of the elasticities are comparable to the estimates in 
Table 1. Again the responsiveness of output to inputs 
primarily is a function of real estate and operating inputs. 
The average productivity of livestock, feed and machinery is 
low according to equations 7 and 8. 
Weather exerts a consistent influence on output. In 
all instances the coefficient is approximately 0.3 and sig­
nificant. If the time coefficient is 0.0U&, the production 
function has shifted upward at approximately 0.5 percent per 
year. That is, the efficiency of farm inputs has in aggre­
gate increased an average of one-half of one percent each 
year according to equations 5 and 7. 
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APPENDIX B: RELATIONSHIP BETWEEN NET FARM INCOME 
AND FARM PRICES 
For many purposes, it is useful to be able to translate 
farm price changes into net income changes. The aggregate 
expression for net farm income Y may be defined as gross 
receipts less production expenses, or 
(1) Yp = Q,£ P^ - Qp Pp 
where % is the quantity of farm products sold, Pp is prices 
received by farmers, Qp is total farm inputs and Pp is prices 
paid for inputs. The price component is quite well defined 
in agriculture; the quantity relationship historically is 
more enigmatic. The relationship between Q% and Qp depends 
broadly on the aggregate input-output ratio and, hence, on 
weather and technology. Yp is the return to durable assets 
and family labor, and to some extent, net income is a function 
of secular shifts in the level of durables. 
With some adjustments, net income in equation 1 can be 
expressed as a function of farm prices Pp/Pp, the aggregate 
input-output or efficiency ratio T1, weather W and the stock 
of productive assets Sp, i.e. 
(2) Yp = f (Pa/Pp, Bp' W, ?') -
The real price relationship in agriculture is an interaction 
between relative price and efficiency. This concept approxi­
mately is a ratio form of net income, 
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(approx.) 
(3) Qp Pp - Qp Pp = (Pp/Pp) (Qp/Qp) 
where Qp/Qp = T1. Since not all inputs are included in Qp 
(Yp is a residual income), it is well to include Sp in the 
definitional function to compensate for the conceptual dis­
crepancy. The logic of equations 2 and -3 are combined in a 
new definitional model, including time subscripts 
(4) ïn =4V spt. «t. T'] • 
Other, slightly different forms might be used to represent 
the "real price" in parenthesis in equation 4. The variables 
providing the empirical foundation for the definitional equa­
tion are defined specifically as follows: 
Yp-ç The net income of farm operators from farming 
during the current year, deflated by the index of 
prices paid by farmers for items used in produc­
tion, interest, taxes and wage rates (120, 121). 
Net income includes cash receipts, government 
payments and non-money income less production ex­
penses in millions of dollars. 
(PR/Pp)t The current year index of the ratio of prices 
received by farmers for crops and livestock to 
prices paid by farmers for items used in production, 
interest, taxes and wage rates, 1947-49 = 100 (120). 
Spt The beginning year stock of farm productive assets, 
in billions of 1947-49 dollars (4, 123). 
540 
Stalling1s index of the influence of weather on 
farm output in the current year (108, 124). Ob­
servations for 1956 and 1959 were not available 
from the original source, hence, were estimated 
from deviations from a linear yield trend. 
T1 The index of farm efficiency, the ratio of aggregate 
output to aggregate input in agriculture, 1947-49 = 
100 (1*4). 
T Time, an index composed of the last two digits of 
the current year. 
Each equation was estimated from annual data from 1910 
to 1959, omitting 1942 to 1945. The coefficients, standard 
errors and elasticities of the estimated equations are included 
in Table 1. The price variable Pp/Pp is included in several 
forms. Since the price responsiveness is expected to change 
from 1910 to 1959, two methods were used to accommodate the 
shifting price response. In equations 5, 6 and 7 three price 
variables are included. The first price variable contains 
actual prices from 1910 to 1925, zeros in other years. The 
two remaining price variables for these equations are spec­
ified similarly but with non-zero values of price for the 
1926 to 1941 and 1946 to 1959 periods. Equation 8 contains 
price relationships as an interaction between price and T1. 
For any given value of T1, the relationship between price 
and income may be estimated. Equations 5, 6 and 7 indicate 
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Table 1. Definitional equations relating net farm income to farm prices and o1 
elasticities and other statistics are included for least squares esti 
etc. with annual data from 1910 to 1959> excluding 191+2 to 19k5" 
Equation*3 
R2 
and 
R d'c Constant 
(W 
t 
(1910-25) 
(PR/Pp) 
t 
(1926-kl) 
(I 
(15 
5 0.9k 
0.93 
1.88 -1090 Coefficient 
Standard error 
Elasticity® 
183.93 
(12.85) 
1.75 
188.95 
(lk.51) 
1.66 
2 
( 
6 0.9k 
0.93 
1.58 -7k6 Coefficient 
Standard error 
Elasticity 
183.9k 
(13.12) 
1.75 
187.39 
(lk.78) 
1.65 
2 
( 
7 0.9k 
0.93 
1.91 -3827 Coefficient 
Standard error 
Elasticity 
17k.ko 
(12.60) 
1.66 
191.51 
(15.16) 
1.68 
2 
( 
8 0.9k 
0.93 
1.88 2kll Coefficient 
Standard error 
Elasticity 
9 0.93 
0.92 
1.29 Coefficient 
Standard error 
Elasticity 
^The form and composition of the variables are discussed in the text. 
^All equations are linear in original observations. 
°The Durbin-Watson autocorrelation statistic d'. 
^The elasticities are computed at the means of the variables for the time ] 
®The elasticities computed for the two-variable price model at the means o: 
farm prices and other variables; coefficients, standard errors (in parenthesis), 
W to 191:5° 
(PR/PP) 
t 
(1926-U) 
(%/Pp) 
t 
(19k6-59) 
ipR/ïp) 
t 
(1910-59) 
(T'PR/PP) 
t 
(1910-59) 
SP 
t 
w 
t 
T' T 
188.95 
(lk.51) 
1.66 
207.10 
(11.25) 
1.96 
-177.57 
(k5.28) 
-I.51 
32.23 
(0.79) 
5k.08 
(33.26) 
o.k5 
83.1k 
(37.78) 
187.39 
(XU.78) 
1.65 
209.16 
(11.38) 
1.98 
-lkk.30 
(kl.22) 
-1.23 
35.16 
(9.82) 
ilk.08 
(33.32) 
191.51 
(15.16) 
1.68 
210.81 
(11.65) 
1.99 
-lk7.66 
(k5.26) 
-1.26 
J1.01 
(10.2k) 
90.95 
(30.12) 
0.75 
105.66 
(36.33) 
0.87e 
Ilk.37 
(37.85) 
__e 
-177.68 
(33.01) 
-1.51 
30.05 
(9.85) 
95.96 
(27.26) 
211.60 
(10.ii'3) 
1.75 
-118.75 
(29.16) 
-1.01 
35.16 
(10.62) 
165.72 
(15.87) 
in the text. 
iles for the time periods indicated. 
lei at the means of the time periods indicated are: 1910-25 ••• 1.80 
192641 ... 1.73 
192*6-59 ... 1.5k. 
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that a one percent increase in Pp/Pp is associated with a 
two percent increase in Yp in the 1946 to 1959 period. The 
estimate of elasticity for the same period from equation 8 is 
1.54. The positive coefficients of the interaction terms in 
equation 8 indicate that the marginal response of income to 
price is increasing through time. But because the ratio of 
prices to net income is falling faster than the marginal 
response is rising, the elasticity is declining. All the 
equations in Table 1 indicate that the marginal response of 
income to prices is increasing. There is considerably less 
unanimity in the estimates of trends in elasticities, however. 
The implication is that a given price will result in a greater 
net income now than in the past. 
