We construct and study a family of continuum random polymer measures M r corresponding to limiting partition function laws recently derived in a weak-coupling regime of polymer models on hierarchical graphs with marginally relevant disorder. The continuum polymers are identified with isometric embeddings of the unit interval [0, 1] into a compact diamond fractal with Hausdorff dimension two, and there is a natural probability measure, µ, identifiable as being 'uniform' over the space of continuum polymers, Γ. Realizations of the random measures M r exhibit strong localization properties in comparison to their subcritical counterparts when the diamond fractal has dimension less than two. Whereas two directed paths p, q ∈ Γ chosen independently according to the pure measure µ have only finitely many intersections with probability one, a realization of the disordered product measure M r × M r a.s. assigns positive weight to the set of pairs of paths (p, q) whose intersection sets are uncountable but with Hausdorff dimension zero. We give a more refined characterization of the size of these dimension zero sets using generalized (logarithmic) Hausdorff measures. The law of the random measure M r cannot be constructed as a subcritical Gaussian multiplicative chaos because the coupling strength to the Gaussian field would, in a formal sense, have to be infinite.
Introduction
A statistical mechanical model is said to be disorder irrelevant if introducing a sufficiently small but fixed level of disorder to the system will have a vanishing influence on the behavior of the model in a large-scale limit [14] . In other terms, the presence of a weak enough disorder is overpowered by the entropy as the system grows. Alternatively, if the perturbative effect of any fixed disorder strength increases as the system is scaled up, the model is classified as disorder relevant. Disorder relevance opens up the possibility that the system can be driven towards a nontrivial limit through an appropriate weak-disorder/coarse-graining transformation for which the limit is an attractive fixed point within some space of models [6] . Borderline cases of disorder relevant models are referred to as marginally relevant, and their renormalization procedures tend to require scalings with slowly-varying functions rather than power laws and to exhibit nonlinear behaviors that are precluded by a more robust form of disorder.
In this article, we will construct and analyze a one-parameter (r ∈ R) family of continuum random polymer measures (CRPMs), M r , whose laws are derived through a weak-disorder limiting regime introduced in [9, 11] for models of random polymers on hierarchical graphs with marginally relevant disorder. This scaling limit is similar to the critical regime for (2+1)-dimensional polymers studied by Caravenna, Sun, and Zygouras in the article [8] , which extends their previous work [4, 5, 6, 7] and is related to the recent result [15] by Gu, Quastel, and Tsai on the two-dimensional stochastic heat equation at criticality. The weak-disorder regime for (2+1)-dimensional polymers poses fundamental new challenges from the disorder relevant (1+1)-dimensional polymer model studied by Alberts, Khanin, and Quastel [2, 3] , where the convergence of the partition functions can be handled through a termby-term analysis of polynomial chaos expansions that limit to corresponding Wiener chaos expansions. The exact renormalization symmetry baked into our hierarchical model allows us to proceed further in developing a theory for the CRPMs (M r ) r∈R in this setting than has currently been achieved for the marginally relevant (2+1)-dimensional model at criticality, and the results here suggest some ideas for what to expect in general for similar critical continuum polymer models.
The disordered measures M r act on a space of directed paths Γ crossing a compact diamond fractal D having Hausdorff dimension two. Each path p ∈ Γ is an isometric embedding of the unit interval [0, 1] into D that bridges points A and B on opposite ends of the fractal. An analogous theory for the subcritical case in which the Hausdorff dimension of the diamond fractal is < 2 was developed in [10] for a family M β of CRPMs indexed by β ≥ 0 whose laws arise from weak-disorder scaling limits of disorder relevant polymer models on hierarchical graphs [1] (with either vertex or edge disorder). The motivation for [10] was to define a counterpart to the continuum (1+1)-dimensional polymer [3] in the setting of diamond hierachical graphs. The measure M β has expectation µ, where µ is a canonical 'uniform' probability measure on the space of paths Γ, and M β can be constructed as a subcritical Gaussian multiplicative chaos (GMC) formally given by M β (dp) = e βW(p)− β 2 2 E[W 2 (p)] µ(dp) for the Gaussian field W(p) := over p ∈ Γ, where W ≡ {W (x)} x∈D is a Gaussian white noise over D. The point-wise correlations of M β can be expressed as E M β (dp)M β (dq) = e β 2 T (p,q) µ(dp)µ(dq) for p, q ∈ Γ , where T (p, q) is the intersection time, i.e., a quantity measuring the fractal set of intersection times I p,q := {t ∈ [0, 1] | p(t) = q(t)} between paths p and q. When the diamond fractal D has Hausdorff dimension d ∈ (1, 2), the set I p,q either has Hausdorff dimension 2−d or is finite (negligible intersection set) for µ × µ-a.e. pair of paths (p, q). The above subcritical GMC construction from the pure measure µ and the Gaussian white noise W breaks down for the critical CRPMs, M r . One reason for this constructive limitation is that the pure product µ × µ is supported on the set of pairs of paths (p, q) having trivial intersections (I p,q is finite) when D has Hausdorff dimension two. The construction of the CRPMs, M r , in this article is a straightforward task using the limiting partition function laws derived in [11] . Beyond outlining some of the basic features of M r , such as that M r is a.s. non-atomic and mutually singular to E[M r ] = µ, our main focus is on characterizing the typical size of intersection-times sets I p,q for (p, q) ∈ Γ × Γ in the support of M r × M r . When not finite, the sets I p,q are a.s. uncountable but of Hausdorff dimension zero. A more refined understanding of the size of these sparse sets can be achieved using generalized Hausdorff measures [13] defined in terms of logarithmic dimension functions h (a) = 1 | log(1/a)| for exponent > 0 in place of standard power functions h α (a) = a ; see Definition 2.25. Generalized Hausdorff measures of this form have been considered, for instance, in the theory of Furstenberg-type sets [17, 18] . The trivial-to-nontrivial gap in the behavior of I p,q between the pure product measure µ × µ and realizations of the disordered product measures M r × M r is a strong localization property that suggests M r is supported on a set of paths restricted to a measure zero subspace of D. This effective constriction of the space available to paths drives them into having richer intersection sets when chosen independently according a fixed realization of M r .
As R −∞ the law of the random measure M R converges to the deterministic pure measure µ on paths. In heuristic terms, a second reason that the CRPM M r does not fit into the mold of a subcritical GMC on µ is that it would require an infinite coupling strength β = ∞ to a field. There is, however, a conditional GMC construction of M r from M R for any R ∈ (−∞, r), which is discussed in [12] . To summarize the construction, we write M r (dp)
(p)] M R (dp) , (1.2) where, roughly, W M R (p) is a Gaussian field on (Γ, M R ) when conditioned on M R that has correlation kernel E W Mr (p)W Mr (q) M R = T (p, q) ,
for an intersection time T (p, q) defined in Section 2.7 that measures the size of the Hausdorff dimension zero sets I p,q . An analogous construction of the subcritical GMC M β in (1.1) from M β for β ∈ [0, β) holds, but an obvious difference in our critical model is that the parameter R is not bounded from below. In particular, the coupling strength β = √ r − R in (1.2) tends to infinity as R −∞ and the law of M R approaches µ. Although the conditional GMC structure is of mathematical interest in itself, it also enables an easy proof that the continuum polymer model transitions to strong disorder as r ∞ in the sense that the total mass, M r (Γ), converges in probability to 0.
Article organization
This article has the following organization: Sections 2.1-2.3 outline the basic definitions and notation related to diamond fractals and their paths space, and Sections 2.4-2.9 state the main results regarding the construction and properties of the continuum random polymer measures (CRPMs). Section 3 formulates the diamond fractal-related structures more precisely. Sections 4-9 contain the proofs of propositions from Section 2.
2 Continuum random polymers on the diamond hierarchical lattice
Construction of the hierarchical diamond graphs
With a branching number b ∈ {2, 3, . . .} and a segmenting number s ∈ {2, 3, . . .}, we define the hierarchical diamond graphs (D b,s n ) n∈N inductively as follows:
• The first diamond graph D b,s 1 is defined by b parallel branches connecting two nodes, A and B, wherein each branch is formed by s edges running in series.
• The graph D A directed path on D b,s n is defined as a function p : {1, . . . , s n } → E b,s n for which p(1) is incident to A, p(s n ) is incident to B, and successive edges p(k) and p(k + 1) share a common vertex for 1 ≤ k < s n . Thus the path starts at A and moves progressively up to B. The set of directed paths on D b,s n is denoted by Γ b,s n .
Hierarchical diamond graph notation
The hierarchical diamond graphs are canonically embedded on a compact fractal with Hausdorff dimension (log s + log b)/ log s that we refer to as the diamond hierarchical lattice (DHL). Before discussing the DHL further, we will prune and then extend our diamond graph notations. For the remainder of this article, we will focus on the Hausdorff dimension two case of the DHL in which the segmenting and branching parameters are equal (b = s) and treat b ∈ {2, 3, . . .} as a fixed, underlying parameter that will not be appended to notations for objects depending on it, e.g., D b,b n ≡ D n . For easy reference, we list the following notations relating to the diamond graph, D n :
The path in Γ N enveloping the path p ∈ Γ n where n > N
The following are a few basic observations about the diamond graphs that derive from their recursive construction: for n > N ,
• E N determines a canonical equivalence relation on E n , and
• Γ N determines a canonical equivalence relation on Γ n .
Diamond hierarchical lattice
The definitional interpretation of the DHL, D, that we outline here was introduced in [10] . Under this point of view, D is a compact metric space on which each directed path, p ∈ Γ, is an isometric embedding p : [0, 1] → D with p(0) = A and p(1) = B. Thus D is a network of interweaving copies of [0, 1] and distances are measured with a travel metric. We make the definitions more precise in Section 3, and, for now, we extend our notations as follows:
First-generation embedded copies of D on the j th segment of the i th branch ν Uniform probability measure on D µ Uniform probability measure on Γ
The path in Γ n enveloping the path p ∈ Γ
The following are some canonical identifications between the diamond graph structures and subsets of the DHL and its path space.
• V is a countable, dense subset of D that is identifiable with ∪ ∞ n=1 V n .
• The edge set E n defines an equivalence relation on E in which elements of E n correspond to cylinder subsets of E.
• The path set Γ n defines an equivalence relation on Γ in which each element in Γ n corresponds to a cylinder subset of Γ.
• Under the identifications above, the measures (D, ν) and (Γ, µ) assign weights ν(e) = 1/|E n | and µ(p) = 1/|Γ n | to the cylinder sets e ∈ E n and p ∈ Γ n , respectively.
Remark 2.1. Let Γ, µ (i,j) be copies of (Γ, µ) corresponding to the embedded subcopies, D i,j , of D.
The path space (Γ, µ) can be decomposed as
by way of b-fold concatenation of the paths.
Remark 2.2. For n ∈ N, there is a canonical bijection between Γ and
• [p] n ∈ Γ n is the n th generation coarse-grained version of the path p referred to above, and
j ∈ Γ is a dilation of the part of the path p through the shrunken, embedded copy of the DHL corresponding to the edge [p] n (j) ∈ E n .
Thus any p ∈ Γ n is identified with a cylinder set {p ∈ Γ | [p] n = p}.
The following proposition implies that two paths p, q ∈ Γ chosen uniformly at random a.s. have a finite (trivial) intersection set. This contrasts with the DHL in the case b < s for which there is a positive probability that the set of intersection times will have Hausdorff dimension (log s−log b)/ log s, and thus be uncountably infinite [10] . Proposition 2.3. If p ∈ Γ is fixed and q ∈ Γ is chosen uniformly at random, i.e., according to the measure µ(dq), then the set of intersection times I p,q := {r ∈ [0, 1] | p(r) = q(r)} is a.s. finite. Moreover, the intersection points p(r) = q(r) ∈ D occur only at the vertex points of D.
Proof. For p, q ∈ Γ and n ∈ N, let ξ n (p, q) denote the number of graphical edges shared by the discrete paths [p] n , [q] n ∈ Γ n . It suffices to show that the sequence ξ n (p, q) n∈N has only finitely many nonzero terms for µ-a.e. q ∈ Γ. The sequence ξ n (p, q) can be understood as the number of members at generation n ∈ N 0 in a simple Markovian population model that begins with a single member (ξ 0 (p, q) = 1) and where each member of the population independently has either no children with probability b−1 b or b children with probability 1 b . If p n denotes the probability of extinction by generation n, then p 0 = 0 and, by hierarchical symmetry, {p n } n∈N 0 satisfies the recursive relation
The map ψ has a unique attractive fixed point at x = 1, and thus p n converges to 1 with large n, and the probability of eventual extinction is 1.
Corollary 2.4. For (p, q) ∈ Γ × Γ, define ξ n (p, q) ∈ N 0 as the number of edges shared by the coarsegrained paths [p] n , [q] n ∈ Γ n . The set, S ∅ , of pairs (p, q) ∈ Γ × Γ such that ξ n (p, q) = 0 for large enough n is a full measure set for µ × µ.
Correlation measure
In Section 2.5 we will introduce a canonical family of random measures (M r ) r∈R on Γ that emerge as a continuum limit of models for random polymers on diamond graphs. First we define a function R : R → [0, ∞) that defines the variance of the total mass of M r and a measure υ r on Γ × Γ that characterizes the local correlations of M r :
and υ r (dp, dq) = E M r (dp)M r (dq) .
The following lemma was proven in [9] .
Lemma 2.5 (total mass variance function). For b ∈ {2, 3, . . .}, there exits a unique continuously differentiable increasing function R : R → R + satisfying the properties (I)-(III):
translates the parameter r ∈ R by 1: M b R(r) = R(r + 1).
(II) As r → ∞, R(r) grows without bound. As r → −∞, R(r) has the vanishing asymptotics
(III) The derivative R (r) admits the limiting form R (r) = lim n→∞
Remark 2.6. Notice that applying the chain rule to the recursive relation (I) implies the identity
Thus property (III) above is equivalent to stating that
Lemma 2.7 (correlation measure). Let R : R → R + be defined as in Lemma 2.5. The following statements hold for any r ∈ R.
(i) There is a unique measure υ r on Γ × Γ such that for any two cylinder sets p, q ∈ Γ n with n ∈ N 0
where ξ n (p, q) is the number of edges shared by the paths p and q. The marginals of (Γ × Γ, υ r ) are both equal to 1 + R(r) µ.
(ii) The Lebesgue decomposition of (Γ × Γ, υ r ) with respect to the product measure µ × µ is given by υ r = µ × µ + R(r)ρ r , where ρ r is a probability measure on Γ × Γ that is supported on the set of pairs (p, q) such that ξ n (p, q) > 0 for all n, i.e., the complement of S ∅ , as defined in Corollary 2.14. The marginals of (Γ × Γ, ρ r ) are both equal to µ.
Remark 2.8. Note that we get υ r (Γ × Γ) = 1 + R(r) by applying (2.1) with n = 0.
Remark 2.9. The measure ρ r on Γ×Γ from part (ii) of Lemma 2.7 can be defined through conditioning the correlation measure υ r on the event S c ∅ , i.e., ρ r (A) = υ r (A ∩ S c ∅ )/υ r (S c ∅ ) for A ∈ B Γ×Γ . Thus ρ(dp, dq) defines a law on pairs of paths (p, q) whose coarse-grainings ([p] n , [q] n ) are conditioned to have overlapping edges at all generations n ∈ N.
The following proposition connects the correlation measure υ r with a singular kernel T (p, q) that characterizes the intersection time between two paths p, q ∈ Γ. Proposition 2.10. Let the family of measures (υ r ) r∈R on Γ × Γ be defined as in Lemma 2.7. For p, q ∈ Γ and n ∈ N 0 , define ξ n (p, q) has the number of edges shared by the coarse-grained paths [p] n , [q] n ∈ Γ n . The statements below hold for any r ∈ R.
(i) The sequence κ 2 n 2 ξ n (p, q) converges υ r -a.e. with large n to a finite limit that we denote by T (p, q). We define T (p, q) = ∞ for pairs (p, q) such that the sequence
(ii) In particular, υ r assigns full measure to the set of pairs (p, q) ∈ Γ × Γ such that T (p, q) < ∞.
Moreover, for the measures µ × µ and ρ r from the Lebesgue decomposition of υ r in part (ii) of Lemma 2.7, µ × µ is supported on the set of pairs (p, q) with T (p, q) = 0 as a consequence of Proposition 2.3, and ρ r is supported on the set of pairs (p, q) with 0 < T (p, q) < ∞.
(iii) υ t has Radon-Nikodym derivative exp{(t − r)T (p, q)} with respect to υ r for any t ∈ R.
(iv) The exponential moments of T (p, q) under υ r have the form
aT (p,q) υ r (dp, dq) for any a ∈ R .
The continuum random polymer measure
The following theorem formulates a canonical one-parameter family of random measures (Γ, M r ) that are defined on an underlying probability space (Ω, F , P). We will suppress the dependence on ω ∈ Ω as in M r ≡ M ω r and denote expectations with respect to P by E. E Γ×Γ g(p, q)M r (dp)M r (dq) = Γ×Γ g(p, q)υ r (dp, dq) .
(III) For each m ∈ {2, 3, . . .}, the m th centered moment of the total mass, E M r (Γ) − 1 m , is finite and equal to R (m) (r) for a function R (m) : R → R + that vanishes with order ( 1 −r ) m/2 as r → −∞ and grows without bound as r → ∞.
) be independent copies of (Γ, M r ) corresponding to the first-generation embedded copies, D i,j , of D. Then there is equality in distribution of random measures
Remark 2.12. As a consequence of property (I) of Theorem 2.11, the expectation of M r (Γ) is µ(Γ) = 1. Moreover, (II) of Theorem 2.11 implies that E M r (Γ) 2 = υ r (Γ × Γ) = 1 + R(r). Hence, the variance of the total mass M r (Γ) is R(r).
The corollary below unfurls a structural consequence from property (IV) of Theorem 2.11 held for a.e. realization of the random measure M r . We will use the following notation: Notation 2.13. For a ∈ E k and (i, j) ∈ {1, . . . , b} 2 , let a × (i, j) denote the element in E k+1 corresponding to the j th segment along the i th branch on the subcopy of D 1 identified with a ∈ E k embedded within D k+1 . Corollary 2.14. For r ∈ R, the random measure (Γ, M r ) of Theorem 2.11 can be defined on the same probability space as a family of random measures (Γ, M e r−k ) for k ∈ N and e ∈ E k that a.s. satisfies the properties below for every k ∈ N 0 .
(i) M e r−k e∈E k is an i.i.d. family of copies of the random measure Γ, M r−k ).
Remark 2.15. Corollary 2.14 has the following consequences for n ∈ N and a.e. realization of M r :
• The restriction of M r to a cylinder set p ∈ Γ n is a product measure,
• Let us identify p ∈ Γ with the tuple p; p
for p ∈ Γ n and p (n) ∈ Γ through the interpretation in Remark 2.2. When the path p is conditioned to pass through a given e ∈ E n , i.e., e = p(l) for some l ∈ {1, . . . , b n }, the distribution of p
is independent of p and the
Proposition 2.16. Let the random measures {M r } r∈R be defined as in Theorem 2.11. The statements (i)-(iii) below hold a.s. for any r ∈ R.
(i) M r is mutually singular to µ.
(ii) M r has no atoms.
(iii) The support of M r is dense in Γ. In other terms, M r (A) > 0 for any open set A ⊂ Γ.
(iv) M r converges to µ as r → −∞ in the sense that for any g ∈ L 2 (Γ, µ)
(v) The total mass, M r (Γ), converges in probability to zero as r → ∞.
Remark 2.17. Part (v) of Proposition 2.16 characterizes a transition to strong disorder as r → ∞, and its proof is in [12] .
Remark 2.18. In the language of [3] , the continuum directed random polymer (CDRP) on D with parameter r ∈ R refers to the random probability measure Q r (dp) = M r (dp)/M r (Γ). This is a.s. a well-defined probability measure since the measure (Γ, M r ) is a.s. finite and M r (Γ) > 0 by (iii) of Proposition 2.16.
Weak-disorder limit theorem for disordered Gibbsian measures
Next we will describe how the CRPMs (M r ) r∈R arise as distributional limits of disordered Gibbsian measures on the space of discrete polymers Γ n as n → ∞. Let {ω h } h∈En be an i.i.d. family of random variables having mean zero, variance one, and finite exponential moments, E exp{βω h } for β ≥ 0. Given an inverse temperature value β ∈ [0, ∞), we define a random path measure M ω β,n on the set of generation-n directed paths such that p ∈ Γ n is assigned weight
where h p means that the edge h ∈ E n lies along the path p.
Definition 2.19 (critical weak-disorder scaling). For b ∈ {2, 3, . . .} and a fixed value r ∈ R, let the sequence (β n,r ) n∈N have the large n asymptotics 
Discussion of the weak-disorder scaling in Definition 2.19, which is comparable to the critical window scaling for (2+1)-dimensional polymers in [8] , can be found in [11, Section 2.3].
Definition 2.21. Let n be a finite measure on the path space, Γ n . We define the measure (Γ, n ) to satisfy that
• n (p) = n (p) for every p ∈ Γ n , and
• n is uniform on p ⊂ Γ. In other terms, the restriction of n to p, viewed as a subset of Γ, is the product measure
Theorem 2.22 (weak-disorder/continuum limit). Let the random measure (Γ n , M ω β,n ) be defined as in (2.2) and β n,r > 0 be defined as in (2.3). With β = β n,r define the averaged measure M ω r,n := M ω β,n on Γ in the sense of Definition 2.21. The sequence of random measures {M ω r,n } n∈N converges in law as n → ∞ to M r in the sense that for any continuous function g :
M r (dp) .
Intersection-times set of two independently chosen paths
By Corollary 2.14, µ × µ assigns full measure to the set of pairs (p, q) ∈ Γ × Γ with intersection-times sets, I p,q = {t ∈ [0, 1] | p(t) = q(t)}, that consist of only finitely many points. In contrast, for a.e. realization of the random measure M r the product M r × M r assigns a positive weight to pairs (p, q) such that I p,q is uncountably infinite and has Hausdorff dimension zero. The definitions below provide us with a framework for characterizing the size of these intersection-times sets.
Given a dimension function h, the generalized Hausdorff outer measure of a compact set S ⊂ R d is defined through the limit
where the infimum is over all countable coverings of S by sets I ⊂ R d of diameter ≤ δ. A dimension function h is said to be zero-dimensional if h(x) x α as x 0 for any α > 0.
Remark 2.24. When the dimension function has the form h(x) = x α for α > 0, then H h reduces to the standard dimension-α Hausdorff outer measure. The Hausdorff dimension of a compact set S ⊂ R d is defined as the supremum of the set of α
Definition 2.25 (Log-Hausdorff exponent). Let S ⊂ R be a compact set of Hausdorff dimension zero. For h ≥ 0 and 0
We define the log-Hausdorff exponent of S as the supremum over the set of h
Lemma 2.26. Let the measure (Γ × Γ, υ r ) be defined in Lemma 2.7. The normalized measure ρ r = 1 R(r) (υ r − µ × µ) assigns probability one to the set of pairs (p, q) such that the intersection-times set
Theorem 2.27. Let the random measures (M r ) r∈R be defined as in Theorem 2.11. The statements below hold for any r ∈ R and a.e. realization of the measure M r .
(i) The set of intersection times
(ii) The product M r × M r is supported on the set of (p, q) ∈ Γ × Γ such that T (p, q) < ∞, i.e., where the sequence 1 n 2 ξ n (p, q) converges to a finite limit as n → ∞. Moreover, the exponential moments of T (p, q) with respect to M r × M r have expected value
aT (p,q) M r (dp)M r (dq) = 1 + R(r + a) for any a ∈ R .
(iii) The product M r × M r assigns full measure to the set of (p, q) ∈ Γ × Γ such that one of the following holds:
Moreover, M r × M r assigns both of these events positive measure.
(iv) Given p ∈ Γ let s p be the set of q ∈ Γ such that the set of intersection times I p,q has log-Hausdorff exponent h = 1. Then M r satisfies that M r (s p ) > 0 for M r -a.e. p ∈ Γ. The analogous statement holds for the sets
Remark 2.28. Parts (iii) and (iv) of Theorem 2.27 imply a form of locality for the disordered measure M r . Paths chosen independently according to M r may intersect nontrivially, whereas this is impossible under the pure measure µ by Corollary 2.14.
The spatial concentration of path intersections
Our formalism for analyzing path intersections under the disordered product measure M r × M r can be extended by considering a measure ϑ Mr induced on the DHL, D, through weighing A ∈ B D in proportion to how much pairs of paths independently generated from M r intersect in A. (I) τ p,q is non-atomic is supported on the set of intersection times, I p,q .
(II) τ p,q has total mass T (p, q).
, the product M r × M r a.s. assigns full measure to the set of pairs (p, q) such that τ p,q is well-defined and satisfies (I)-(III) of Proposition 2.29.
Definition 2.31. For r ∈ R and a realization of the random measure M r from Theorem 2.27, define ϑ Mr as the Borel measure on D given by
where γ p,q := τ p,q • p −1 is the push forward measure of τ p,q on D determined by the path p :
Remark 2.32. Since γ p,q has total mass γ p,q (D) = T (p, q), the total mass of ϑ Mr is equal to Γ×Γ T (p, q)M r (dp)M r (dq), which has expectation R (r) as a consequence of part (ii) of Theorem 2.27. 
denotes the corresponding measure defined as above, then ϑ Mr can be decomposed as
where we identify D ≡ 1≤i,j≤b
Recall that ν is the uniform probability measure over the space D, which has Hausdorff dimension Section 3 ) and g D (x, y) denote the first n ∈ N such that x ∈ E and y ∈ E do not belong to the same equivalence class in E n . Theorem 2.34. Let (D, ϑ Mr ) be defined as in Definition 2.31 for a given realization of (Γ, M r ).
(ii) ϑ Mr a.s. has Hausdorff dimension two, i.e., if A ∈ B D and ϑ Mr (A) > 0 then dim H (A) = 2. In particular ϑ Mr assigns the countable set V measure zero.
(iii) When x, y ∈ E the point correlations are formally given by E ϑ Mr (dx)ϑ Mr (dy) = C r (x, y)ν(dx)ν(dy) for C r : E × E → R + satisfying the asymptotics
For a.e. realization of M r , the energy Q λ (ϑ Mr ) is finite for any λ > 9, and the expectation of Q λ (ϑ Mr ) is infinite for λ ≤ 9. for all λ > 9 implies that H λ (S) = ∞ for any ϑ Mr -full-measure set, S, and λ > 9. 1 Thus a more complete result here would be to show that there exists a set S with full ϑ Mr -measure such that H λ (S) = 0 for all λ < 9.
The Hilbert-Schmidt operator defined by the intersection-time kernel
Next we discuss the linear operator T Mr on the space L 2 (Γ, M r ) defined through integrating against the intersection-time kernel T (p, q), i.e.,
Our analysis will be rooted in the measures ϑ Mr , and the results here on T Mr will be applicable in [12] , where T Mr is the correlation operator for a Gaussian field on (Γ, M r ). Recall that, intuitively, ϑ Mr (dx) measures how much pairs of paths generated from the product M r × M r intersect at a point x ∈ D. Since the behavior of ϑ Mr (dx) is related to the space of paths crossing over x, we introduce the following specialized notations:
The conditioning of M r to the event Γ
The set of points in E that share a path with x ∈ D, i.e., the path horizon of x More precisely, we define E x for x ∈ D as the set of y ∈ E such that there exists a p ∈ Γ with x, y ∈ Range(p). Since the set Γ x will a.s. have measure zero under M r , defining Θ
x Mr requires a closer look at the structures involved.
Remark 2.37. The path horizon of x ∈ E can be decomposed as a countable union of 'blocks' (cylinder sets)
• x and e are contained in the same equivalence class in E k−1 , and
• there is a coarse-grained path p ∈ Γ k passing over both x and e.
Each set E x k contains b − 1 elements, and E x has measure ν(E x ) =
1 Note that increasing the parameter λ makes the dimension function h λ (a) =
Remark 2.38. For x ∈ E, a path p ∈ Γ x can be decomposed as a sequence of p e ∈ Γ labeled by e ∈ E x k for k ∈ N:
where p e ∈ Γ is a dilation of the part of the path p ∈ Γ passing through the shrunken, embedded copy of D corresponding to e ∈ E x k .
Definition 2.39. Let the family of measures (Γ, M (e) r−k ) for k ∈ N and e ∈ E k be defined in relation to (Γ, M r ) as in Corollary 2.14. We define (Γ, Θ x Mr ) as the probability measure assigning probability one to the event Γ x and having the decomposition 
Theorem 2.41. For r ∈ R let the random measure (Γ, M r ) be defined as in Theorem 2.27 and the kernel T (p, q) be defined as in Proposition 2.10. For a.e. realization of M r , the kernel
(i) T Mr is Hilbert-Schmidt but not trace class.
Remark 2.42. In particular (ii) of Theorem 2.41 implies that T Mr is a positive operator.
be the component measures related to Γ, M r as in Remark 2.33. We can decomposeŶ Mr in terms of the operatorsŶ M
, and p ∈ Γ is identified with the tuple (i; p 1 , . . . , p b ) ∈ {1, . . . , b} × Γ b as in Remark 2.2.
We end this section with the following easy-to-prove lemma, which characterizes a simple and natural approximation method forŶ Mr and T
(n)
Mr by finite rank operators.
s. has the following properties as n → ∞:
Mr * converge M r × M r -a.e. to T (p, q), and (III) for any a ∈ R the exponential moments of T (n)
aT (p,q) M r (dp)M r (dq) < ∞ .
DHL construction, directed paths, and measures
The DHL construction that we sketch here was introduced in [10] , and our presentation will be specialized to the b = s case. A closely related perspective on diamond fractals that is oriented towards a discussion of diffusion can be found in [20, 21] . Diffusion has also been studied on critical percolation clusters constructed in a diamond graph setting [16] .
DHL construction through sequences:
The recursive construction of the diamond graphs implies an obvious one-to-one correspondence between the edge set, E n , of the diamond graph D n and the set of length-n sequences, 
] to be defined below in (3.1) that, intuitively, measures the traveling distance along paths.
The metric: Define the map π :
} k∈N is assigned the number, π(x), with base b decimal expansion having s x k − 1 ∈ {0, . . . , b − 1} as its k th digit for each k ∈ N: 
The semi-metric d D (x, y) takes values ≤ 1 since, by definition, z x and z y for any z ∈ A or z ∈ B, and thus
Self-similarity: The fractal decomposition of D into embedded, shrunken subcopies of D is easy to see through the family of shift maps S i,j : D → D for (i, j) ∈ {1, . . . , b} 2 that send a sequence x ∈ D to a shifted sequence y = S i,j (x) having initial term (i, j). In other terms,
The S i,j 's are well-defined as maps from D onto D i,j with the contractive property
These maps S i,j are "simitudes" of the fractal D, and the above property implies that the space (D, d D ) has Hausdorff dimension two.
The vertex set: The sets A, B ⊂ D form equivalence classes under the metric d D that correspond to the root nodes of D. Similarly, the higher-generation vertices, V n \V n−1 for n ∈ N, of the diamond graphs are identified with large (uncountably infinite) equivalence classes of D of the form
for a length-n sequence of pairs (b k , s k ) ∈ {1, . . . , b} 2 with s n < b; see [10, Appendix A.1] for a more explicit construction of these vertex equivalence classes. In contrast, elements of E := D\V for V := n V n have unique representations in D. The vertex set V is dense in D.
Measure theoretic structures on the DHL: For E := D\V , define the (cylinder-like) subsets of E
for a given length-n sequence of pairs (b k , s k ) ∈ {1, . . . , b} 2 . These sets are canonically identifiable with elements in E n , and, under this association, the Borel σ-algebra,
Thus the path moves progressively at a constant speed from A to B. We can measure the distance between paths using the uniform metric:
This form implies that distances always have the discrete form d Γ p, q = b −(n−1) for n ∈ N, where n ∈ N is the lowest generation of any vertex that sits on the trajectory p but not q.
Measure theoretic structures on paths: The set of directed paths Γ n on the n th diamond graph defines an equivalence relation on Γ for which q ≡ n p iff the coarse-grained paths [p] n and [q] n are equal. The Borel σ-algebra, B Γ , on (Γ, d Γ ) is generated by the semi-algebra ∪ ∞ n=1 Γ n , and there is a unique measure µ on (Γ, B Γ ) satisfying µ(p) = |Γ n | −1 for all n ∈ N and p ∈ Γ n ; see [10, Appendix A] for more detail. The uniform measure on Γ refers to the triple Γ, B Γ , µ .
4 The correlation measure construction and properties
Set algebras on Γ and Γ × Γ
Recall that B Γ denotes the Borel σ-algebra on Γ. Lemma 4.5 below is worth stating to avoid repetition in the proofs concerned with defining measures on Γ and Γ × Γ. Definition 4.1. For a set A let P(A) denote its power set.
• Define A Γ := ∪ ∞ n=1 P(Γ n ) as a subset of B Γ through the canonical identification of subsets of Γ n with cylinder sets in Γ.
• Define A Γ×Γ := ∪ ∞ n=1 P(Γ n × Γ n ) as a subset of B Γ×Γ := B Γ ⊗ B Γ through the analogous identification.
Remark 4.2. In different terms, P(Γ n ) is the finite algebra of subsets of Γ generated by the map from Γ to Γ n that sends a path p to its n th -generation coarse-graining, [p] n . Remark 4.3. For n > N the algebra P(Γ N ) is a subset of P(Γ n ).
Remark 4.4. Every element A ∈ A Γ is both open and closed in the topology of the metric space (Γ, d Γ ). This holds because there exists an n ∈ N such that A is a finite union of cylinder sets p ∈ Γ n and p = q ∈ Γ d Γ (p, q) ≤ δ for any element p ∈ p and any choice of must be a premeasure and thus extend to a measure on (Γ, B Γ ) through the Carathéodory process.
(ii) The analogous statement holds for A Γ×Γ and (Γ × Γ, B Γ×Γ ).
Proof. The only statement from (i) that is not obvious is that any finitely additive function : A Γ → [0, ∞] must automatically be countably subadditive, and thus be a premeasure. The countable subadditivity property holds vacuously because if A = ∪ ∞ k=1 A k is a disjoint union with A ∈ A Γ and A k ∈ A Γ for all k ∈ N, then only finitely many of the sets A k are nonempty. To see this, note that as a consequence of Remark 4.4 the set
A k is an intersection of nested, closed sets that will be nonempty unless A = n k=1 A k for large enough n. The analogous statement (ii) for the algebra A Γ×Γ holds by the same argument.
Proof of Lemma 2.7
Proof of Lemma 2.7. Part (i): By Lemma 4.5, it suffices to define a finitely additive function υ r :
Since A can also be viewed as an element of P(Γ n × Γ n ) for any n > N , we need to show through an induction argument that the above definition of υ r (A) remains consistent when N is replaced by any larger n ∈ N. By the recursive relation 1 + R(r − N ) =
Lemma 2.5 and the combinatorial identity |Γ N +1 | = b b N |Γ N |, the above can be written as
Thus
n ∈ N for any n > N . This consistency implies that υ r is well-defined and finitely additive on A Γ×Γ , and thus υ r extends to a measure on B Γ×Γ .
Part (ii): Let S ∅ ⊂ Γ × Γ be defined as in Corollary 2.4. The set S ∅ can be written in terms of cylinder sets as follows:
For p, q ∈ Γ n sharing no edges, the definition of υ r reduces to υ r (p × q) =
Some useful martingales under the correlation measure
Definition 4.6. . Define F n as the σ-algebra of subsets of Γ × Γ generated by the map
Proposition 4.7. Let the family of measures (υ r ) r∈R on Γ × Γ be defined as in Lemma 2.7. For n ∈ N and r, t ∈ R, define φ
, where ξ n (p, q) ∈ {1, . . . , b n } is the number of edges shared by the coarse-grained paths [p] n , [q] n ∈ Γ n . Then (υ r ) r∈R and φ (r,t) n satisfy the properties (i)-(iii) below for all r, t ∈ R.
(i) Under the probability measure υ r := 1 1+R(r) υ r , the sequence φ (r,t) n n∈N forms a nonnegative martingale with respect to the filtration (F n ) n∈N . The martingale φ (r,t) n n∈N converges υ r -a.e. and in L 2 (Γ × Γ, υ r ) to a finite limit φ (r,t)
∞ := exp{(t − r)T (p, q)}, where T (p, q) is υ r -a.e. equal to the limit of
1+R(r−n) ξ n (p, q) forms a nonnegative martingale under υ r with respect to the filtration (F n ) n∈N and converges υ r -a.e. to T (p, q) as n → ∞.
∞ is the Radon-Nikodym derivative of υ t with respect to υ r for any r, t ∈ R.
Proof. Part (i): Let E υr denote the expectation with respect to the probability measure (Γ × Γ, υ r ).
The σ-algebra F n is generated by the product sets p × q ⊂ Γ × Γ for p, q ∈ Γ n . To see that (φ (r,t) n ) n∈N is a martingale with respect to the filtration (F n ) n∈N under the measure υ r , notice that for cylinder sets p, q ∈ Γ N with N < n the conditional expectation of φ
n (p, q)υ r (dp, dq) ,
where the above uses that the normalizing constant 1 1+R(r) in the definition of υ r cancels out. We can write p × q as a disjoint union of product sets p × q ∈ Γ n × Γ n with p ⊂ p and q ⊂ q:
n (p, q)υ r (dp, dq) .
Since φ
By our previous computation (4.2), we have
Finally we use (2.1) again for υ r (p × q) to get
Therefore (φ (r,t) n ) n∈N forms a martingale. Since the martingale is nonnegative and υ r -integrable ( Γ×Γ φ (r,t) n (p, q)υ r (dp, dq) = 1 + R(t)), the sequence (φ (r,t) n ) n∈N converges υ r -a.e. to a nonnegative, υ r -integrable limit φ (r,t) ∞ (p, q).
Next we show that the log of φ (r,t) ∞ (p, q) is υ r -a.e. equal to the large n limit of (t − r)
The small x asymptotics log(1 + x) = x − for −r 1 from property (II) of Lemma 2.5 yields that for n 1
Since the sequence (φ (r,t) n ) n∈N converges υ r -a.e. to a finite limit φ (r,t)
∞ for any r, t ∈ R, the sequence κ 2 n 2 ξ n n∈N converges υ r -a.e. to a finite limit, which we denote by T (p, q).
The martingale (φ (r,t) n ) n∈N has uniformly bounded second moments. To see this notice that (φ (r,t) n ) 2 is bounded by the υ r -integrable function φ (r,2t−r+1) ∞ := exp{(2t − 2r + 1)T (p, q)} for large enough n. Thus the sequence (φ
is also a martingale. However, R(r − n) vanishes with large n and R (r − n) = κ 2 n 2 + o 1 n 2 by Remark 2.6. Hence R (r−n) 1+R(r−n) ξ n (p, q) becomes close to κ 2 n 2 ξ n (p, q) with large n, and thus converges υ r -a.e. to T (p, q).
Part (iii)
: For p, q ∈ Γ N notice that the expression (4.5) is equal to υt(p×q) υr(p×q) by definition of υ t . Thus by canceling υ r (p × q), the equality between (4.4) and (4.5) reduces to υ t (p × q) = p×q φ (r,t) n (p, q)υ r (dp, dq) (4.6) for any n ≥ N . Since the functions φ (r,t) n are uniformly bounded in L 2 (Γ×Γ, υ r )-norm and converge υ ra.e. to φ (r,t) ∞ , the equality (4.6) holds for the limit function φ (r,t) ∞ = exp{(t − r)T (p, q)}. The measure υ t is determined by its assignment on products of cylinder sets, and therefore φ (r,t) ∞ is the Radon-Nikodym derivative of υ t with respect to υ r .
Proof of Proposition 2.10
Proof of Proposition 2.10. Parts (i) and (iii) follow directly from Proposition 4.7. The formula in part (iv) holds because e aT (p,q) is the Radon-Nikodym derivative of υ r+a with respect to υ r by part (iii) of Proposition 4.7, and thus Γ×Γ e aT (p,q) υ r (dp, dq) = υ r+a Γ × Γ = 1 + R(r + a) .
The only statement from part (ii) that does not follow from Lemma 2.7 and Proposition 4.7 is the claim that υ r − µ × µ assigns full measure to the set of pairs (p, q) such that T (p, q) > 0. Define S = {(p, q) | T (p, q) = 0}, and let S ∅ ⊂ Γ × Γ be defined as in Corollary 2.4. As a → −∞ the left side of (4.7) converges to υ r S , and the right side converges to 1 since R(r) vanishes as r → −∞. However, S ∅ ⊂ S and υ r (S ∅ ) = µ×µ(S ∅ ) = 1 by Lemma 2.7. Therefore, υ r S−S ∅ = 0, and υ r −µ×µ is supported on the set of pairs (p, q) such that T (p, q) > 0.
5 The continuum random polymer measures
Proof of Theorem 2.11
The proof of Theorem 2.11 below relies on Theorem 5.2, which was proven in [11] .
Notation 5.1 (edge-labeled number arrays). For numbers x e ∈ R labeled by e ∈ E k , the notation {x e } e∈E k denotes an element in R b 2k , which we will refer to as an array. ( Proof of Theorem 2.11. We will construct the random measure M r using the sequence in k ∈ N of arrays of random variables W (k) e e∈E k from Theorem 5.2. Recall from Lemma 4.5 that B Γ is generated by the algebra A Γ = ∞ k=1 P(Γ k ), where, as before, subsets of Γ k are interpreted as cylinder subsets of Γ. For A ∈ P(Γ N ) define M r (A) as
To see that the above definition for M r (A) is consistent, notice that for any n ∈ N with n > N an inductive application of property (IV) of Theorem 5.2 along with the identity
Thus the weight assigned to A ∈ A Γ by this definition of M r does not depend on which subalgebra, P ( (II) For any B ∈ P(Γ k × Γ k ) viewed as a cylinder subset of Γ × Γ,
and part (II) of Theorem 5.2 implies that
where, recall, ξ k (p, q) is the number of edges shared by the coarse-grained paths p, q ∈ Γ k . Thus the formula E Γ×Γ g(p, q)M r (dp)M r (dq) = Γ×Γ g(p, q)υ r (dp, dq) holds for g = χ B when B ∈ A Γ×Γ . We can then generalize to nonnegative Borel measurable functions through the monotone convergence theorem.
(III) By definition, M r (Γ) is equal to the random variable W (k) e with k = 0 and e ∈ E 0 . Thus the m th centered moment of M r (Γ) is equal to R (m) (r) by part (III) of Theorem 5.2.
(IV) Any p ∈ Γ k+1 can be written as a b-fold concatenation p 1 ×· · ·×p b ⊂ Γ k n , where p j (l) is identified with p (j − 1)b k + l for j ∈ {1, . . . , b} and l ∈ {1, . . . , b k }. Since |Γ k+1 | = b|Γ k | b , the random variable M r (p) can be written as
The above establishes the existence of a family of random measure laws (M r ) r∈R satisfying (I)-(IV) of Theorem 2.11. To see uniqueness, let (M r ) r∈R be such a family, and define the random measures Γ,M e r−k for k ∈ N 0 and e ∈ E k as in Corollary 2.14. The family of random variablesŴ (k) e := M e r−k (Γ), i.e., the total masses of the measuresM e r−k , satisfies properties (I)-(IV) of Theorem 5.2. This uniquely determines the joint law of the family {Ŵ
, implying thatM r is equal in law to the random measure M r constructed above.
Proof of Proposition 2.16
Proof of Proposition 2.16. Part (i): Let us write M r = M r + A r , where M r and A r are respectively the singular and continuous components in the Lebesgue decomposition of M r with respect to µ. We must show that A r = 0 holds a.s. By symmetry of the path space Γ, the expectations of M r and A r are multiples of the uniform measure: E[ M r ] = α r µ and E[A r ] = β r µ for α r , β r ∈ [0, 1] with α r + β r = 1. By property (II) of Theorem 2.11 and part (ii) of Lemma 2.7, respectively, υ r = E M r × M r and υ r = µ × µ + R(r)ρ r . Thus we have the equality
The inequalities for the braced terms will be explained below. The lower bound for E M r × M r by α 2 r µ × µ holds since the restriction of E M r × M r to the set S ∅ ⊂ Γ × Γ, defined as in Corollary 2.4, is
The first equality holds since S ∅ is a union of disjoint cylinder sets (4.3) on which M r , and thus also M r , assigns weights independently. The second equality above holds since µ × µ is supported on S ∅ by Corollary 2.4. The lower bounds of E M r × A r and E A r × M r by α r β r µ × µ follow by the same argument. Since ρ r is mutually singular to µ × µ and 1 = α r + β r , the rightmost term in (5.4) must be ≤ β 2 r µ × µ, and thus E dAr dµ (p) dAr dµ (q) is µ × µ-a.e. less than or equal to β 2 r . For a continuous function g : Γ → [0, ∞), we have Var Γ g(p)A r (dp) = E Γ g(p)A r (dp)
dA r dµ (dp) dA r dµ (dq) µ(dp)µ(dq) − β 2 r Γ g(p)µ(dp)
2 since E[A r (dp)] = β r µ(dp). However, the µ × µ-a.e. inequality E dAr dµ (dp) dAr dµ (dq) ≤ β 2 r implies that the variance above is equal to zero. Therefore Γ g(p)A r (dp) is a non random constant. Since this holds for any g, the measure A r must be deterministic and equal to β r µ.
Since A r = β r µ, equation (5.4) reduces to 6) and M r = M r + β r µ for M r with expectation α r µ. The first and second moments of M r (Γ) are respectively E M r (Γ) = α r and E M r (Γ) 2 = α 2 r + R(r), where the form for the second moment holds by evaluating both sides of (5.6) with the set Γ×Γ. As a consequence of Remark 2.1 and property (IV) of Theorem 2.11, β r must satisfy the recurrence relation β r+1 = β b r for any r ∈ R. In particular, if β r > 0 for some r, then β r−n = β 1/b n r converges to 1 as n → ∞ with an error, α r−n = 1 − β r−n , of order b −n . The third moment of M r−n (Γ) has the lower bound
The inequality above implies that the third moment of M r−n (Γ) grows exponentially as n → ∞ since α r−n = 1 − β r−n vanishes exponentially and R(r − n) ∝ 1 n by Lemma 2.5. This contradicts that the moments of M r (Γ) converge to 1 as r → −∞ as a consequence of part (III) of Theorem 2.11
Part (ii): The a.s. absence of atoms for M r follows trivially from part (i) of Theorem 2.27, which we will prove in Section 7.
Part (iii): We will first show that the total mass of M r is a.s. positive. Define x r ∈ [0, 1] as the probability that M r (Γ) = 0. Notice that
and thus x r must vanish as r → −∞. By the distributional recursive relation in property (IV) of Theorem 2.11, (x r ) r∈R must satisfy the recursive relation x r+1 = ψ(x r ) for the map ψ :
Notice that ψ is contractive towards 0 for small x > 0 because
Since x r → 0 as r → −∞ and x r contracts towards zero through the operation of ψ, it follows that x r = 0 for all r ∈ R. Therefore, for any r ∈ R the measure M r is a.s. non zero. Next we leverage this result to show M r (A) > 0 for any open set A ⊂ Γ. There exists an N ∈ N and a cylinder set p ∈ Γ N such that p ⊂ A. Then M r (A) has the distributional lower bound
where the product is over the edges, e ∈ E N , along the path p, and the i.i.d. random measures M e r−N are defined as in Corollary 2.14. Thus M r (A) is a.s. nonzero by our result above for the total mass.
2 ρ r (dp, dq) .
The marginals of ρ r are both equal to µ, so we have
2 µ(dp) .
The result then follows since R(r) = O(1/|r|) as r → −∞.
Proof of Theorem 2.22
The proof of Theorem 2.22 relies on Theorem 5.5 which was proven in [11] .
Definition 5.3. For some fixed r ∈ R, let β n,r > 0 be defined as in (2.3). Let the random variables {ω h } h∈En be as in (2.2). We inductively define the i.i.d. arrays of random variables W (k,n) e e∈E k for k ∈ {0, 1, . . . , n} as follows:
(I) For h ∈ E n define the random variable W .
(II) For k < n define the random variables in the array W
, where e × (i, j) ∈ E k+1 is defined as in Notation 2.13.
Remark 5.4. Let the random measure Γ n , M ω r,n be defined as in Theorem 2.11. For any k ∈ {0, 1, . . . , n} and q ∈ Γ k , interpreted as a subset of Γ n , the variables W
where the first equality follows immediately from the definition of M ω r,n , and the second equality follows from iterative use of (II). (
Proof of Theorem 2.22. Let g : Γ → R be continuous and the algebra A Γ be defined as in Lemma 4.5. For any > 0, there exists a A Γ -measurable simple function ψ = 8) where the convergence holds by (ii) of Theorem 5.5. The same argument applies to bound the L 2 distance between Γ g(p)M r (dp) and Γ ψ(p)M r (dp) except that the limit is replaced by an equality. 5 The random variables W Pick N ∈ N large enough so that A j ∈ P(Γ N ) for all j and let n > N . Since ψ is a simple function, we have the explicit integral
Since every A j is subset of Γ N , we can rewrite the above slightly differently as . Therefore (5.10) converges in law as n → ∞ to
Since > 0 is arbitrary, Γ g(p)M ω r,n (dp) converges in law to Γ g(p)M r (dp).
Path intersections under the correlation measure
In this section we prove Lemma 2.26. The main step is to show that for ρ r -a.e. pair (p, q) the set of intersection times I p,q = {t ∈ [0, 1] | p(t) = q(t)} has log-Hausdorff exponent ≥ 1. This is achieved through an energy bound in Proposition 6.7.
Path intersections as a generation-inhomogeneous Markovian population model
Recall from Corollary 2.4 that the product µ × µ assigns full measure to the set of pairs (p, q) ∈ Γ × Γ such that the number, ξ n (p, q) ∈ {1, . . . , b n }, of edges shared by the coarse-grained paths [p] n , [q] n ∈ Γ n a.s. becomes zero for all large enough n. This is equivalent to the a.s. extinction of a population beginning with a single member where each member of the generation n ∈ N 0 population independently has either b children with probability 1 b or no children at all. Under the normalized measure υ r = υ r /(1+R(r)), the intersection number ξ n (p, q) has a similar, but generation-inhomogeneous population interpretation wherein a member of generation n has b children with probability 1 b (R(r − n − 1)) b /(1 + R(r − n)) or is childless. 6 The following list summarizes our previous definitions/results related to the probability measures µ × µ, υ r , and ρ r on the space Γ × Γ in the population language. 6 The consistency of the interpretation uses the identity R(t + 1) =
• The events S ∅ and S c ∅ correspond to eventual extinction and perpetual survival, respectively.
• Extinction is certain under µ × µ by Corollary 2.4.
• Perpetual survival occurs with probability
1+R(r) under υ r by (ii) of Lemma 2.7.
• ρ r is the conditioning of υ r on the event of survival by Remark 2.9.
• The population grows quadratically with n in the event of survival by (ii) of Proposition 2.10.
Lemma 6.4 below characterizes the asymptotic growth of the number, ξ n (p, q), of members within the generation-n population having progeny that will never go extinct when conditioned on the indefinite survival of the total population. First we require a few more definitions.
where S ∅ is defined as in Corollary 2.4. 7
(I) Define ξ n ≡ ξ n (p, q) as the number of elements in I n (p, q).
(II) Define F n as the σ-algebra on Γ × Γ generated by the function I n : Γ × Γ → P {1, . . . , b n } and the σ-algebra F n defined in Definition 4.6.
where the edges [p] N (L) ∈ E N in the expression above are identified with their canonically corresponding cylinder subsets of E.
Remark 6.3. Given paths p, q ∈ Γ, the variable ξ n ∈ N counts the number of shrunken embedded subcopies of the DHL corresponding to e ∈ E n on which the paths p and q have nontrivial intersections (indefinitely surviving progeny). The σ-algebra F n corresponds to knowing the coarse-grained paths [p] n , [q] n ∈ Γ n and also which edges e ∈ E n shared by [p] n , [q] n have nontrivial intersections between p and q within them.
Lemma 6.4. (critical population model) For (p, q) ∈ Γ × Γ let ξ n ≡ ξ n (p, q) be defined as in Definition 6.1, and recall that ξ n ≡ ξ n (p, q) is the number of edges shared by the coarse-grained paths
(i) Under the measure ρ r , ( ξ n ) n∈N is a Markov chain starting with ξ 0 = 1 and having transition
n , where the random variables n (k) n are independent and take values in {1, . . . , b} with probability
(ii) Under the measure ρ r , the sequence m n := R (r−n) R(r−n) ξ n is a martingale with respect to the filtration F n . Moreover, ( m n ) n∈N converges ρ r -a.s. with large n to T (p, q) > 0. Since
1, this, in particular, implies that ξ n ρ r -a.s. grows linearly. 7 As before, S c ∅ denotes the complement of S ∅ in Γ × Γ.
(iii) Under the measure υ r , the conditional expectation of m n with respect to the σ-algebra F n is equal to m n := R (r−n) 1+R(r−n) ξ n , and m n converges υ r -a.s. with large n to T (p, q). Since
for n 1, this, in particular, implies that ξ n ρ r -a.s. grows quadratically.
Remark 6.5. It is interesting to compare the linear growth of the number, ξ n , of generation-n members that have indefinitely surviving progeny with the quadratic growth of the total population, ξ n . Thus, in this critical population model, where there is neither inevitable extinction nor the possibility of asymptotically exponential growth, a vanishing portion of the population has unending family lines. A member of the generation-n population with surviving progeny will have b children, but when n 1 typically only one of them will carry the family line. 8 Proof of Lemma 6.4. The Markovian interpretation in (i) is made possible through the identity
with t = r − n − 1.
Parts (ii) and (iii):
The martingale property for ( m n ) n∈N holds since
where the second equality holds by the calculation below. Using part (i)
The recursive identity R(t + 1) =
, so the above is equal to
Next we shift our focus to the conditional expectation connection between m n and m n . Note that we can rewrite m n in the form
However, under the measure υ r , the probability that ∈ I n (p, q) when conditioned on the event
1+R(r−n) . Thus m n is the conditional expectation of m n given F n :
Since ( m n ) n∈N is a nonnegative martingle with finite expectation,
R(r) , the martingale convergence theorem implies that ( m n ) n∈N converges ρ r -a.s. to a limit m ∞ with finite expectation. This a.s. convergence extends trivially to the measure υ r = 1 1+R(r) (µ × µ + R(r)ρ r ) since m n = 0 for large enough n on the support of µ × µ as a consequence of Corollary 2.4. By part (ii) of Proposition 4.7 the sequence (m n ) n∈N converges υ r -a.e. to T (p, q). The calculation below shows that E υr ( m n − m n ) 2 vanishes with large n, and thus T (p, q) = m ∞ for υ r -a.e. pair (p, q) ∈ Γ × Γ. We can write the L 2 distance between m n and m n as
where the third equality follows as a consequence of m n = R (r−n) 1+R(r−n) ξ n being a martingale with expectation R (r) 1+R(r) by part (ii) of Proposition 4.7. Since R(t) ∼
Construction of the measure on the intersection-times set
Proof of Proposition 2.29. We will break the proof into parts (a)-(e), where (a)-(c) construct τ p,q and the remaining parts concern the properties of the measures ([0, 1], τ p,q ). It suffices to work with the measure ρ r = 1 R(r) (υ r − µ × µ) rather than υ r since µ × µ assigns full measure to the set of pairs (p, q) ∈ Γ × Γ such that T (p, q) = 0, in which case we define τ p,q := 0. for some k, n ∈ N 0 and E := [0, 1] − V. Points in V correspond to the dense set of times when directed paths cross through vertex points, i.e., p(t) ∈ V iff t ∈ V for any p ∈ Γ. An arbitrary Borel set A ⊂ B [0, 1] can be decomposed into a disjoint union A = A V ∪ A E for A V ⊂ V and A E ⊂ E. We denote the restriction of the Borel σ-algebra B [0,1] to E by B E . Define the algebra
E is the collection of all finite unions of sets of the form −1 b n , b n ∩ E for n ∈ N 0 and ∈ {1, . . . , b n }. Note that A E countable base for the topology of [0, 1] restricted to E, and, in particular, A E generates B E .
(b) Sequence of measures: For p, q ∈ Γ and n ∈ N, define I n (p, q) ⊂ {1, . . . , b n } as in Definition 6.1, and let S (n) p,q be the set of intervals −1 b n , b n such that ∈ I n (p, q). In the language of Section 6.1, S (n) p,q is the generation-n subpopulation that have indefinitely surviving progeny. We define the measure τ
In the analysis below, we will show that for ρ r -a.e. pair (p, q) the sequence τ (n)
p,q (A) n∈N converges to a limit τ p,q (A) for any A ∈ A E . The limit defines a finitely additive set function τ p,q : A E → [0, ∞). Of course, it would make not make a difference if we worked with the closures A for A ∈ A E since V = [0, 1] − E is countable, and thus τ (n) p,q (A − A) = 0. Let A ∈ A E be arbitrary and pick N ∈ N large enough so that A ∈ A (N ) E . The computation below is similar to (6.2) and shows that the sequence of random variables τ (n) p,q (A) n≥N forms a martingale on the probability space (Γ × Γ, ρ r ) w.r.t. the filtration, (F 
Since each e ∈ S (n) p,q has j ∈ {1, . . . , b} children in S (n+1) p,q with probability
the above is equal to
which by the chain rule and the identity R(r − n)
p,q (A) n∈N forms a nonnegative martingale for any A ∈ A E when n ∈ N is large enough. Notice that τ 
By the martingale limit theorem, τ
p,q (A) n∈N converges with large n to a limit τ p,q (A) for ρ r -a.e. pair (p, q). Also, since τ
Since the algebra A E is countable, the sequence τ (n) p,q (A) n∈N converges to a limit τ p,q (A) for all A ∈ A E for ρ r -a.e. pair (p, q). In parts (c)-(e) below, we show that τ p,q extends to a Borel measure ([0, 1], τ p,q ). 
Thus for n, m > N the triangle inequality yields
p,q and τ (m)
p,q assign V = [0, 1] − E measure zero and sup x∈E g(x) − ψ(x) < , the inequality (6.7) implies
p,q (dx) n∈N is Cauchy and thus convergent. Since g is an arbitrary continuous function on [0, 1], the sequence of measures τ (n) p,q n∈N converges weakly to a limit measure τ p,q .
(d) The limit measure assigns V weight zero: Next we argue that τ p,q (V) = 0 for ρ r -a.e. (p, q), which follows from a sense in which the measures τ (n) p,q are asymptotically concentrated away from V with large n. For ρ r -a.e. (p, q) the following statement holds: given any x ∈ V there exists ε x , N x > 0 such that the support of dτ
To see this, note that if n 1 and x ∈ V is on the boundary of some interval e = k−1
p,q , then there is roughly a 1 b probability that x ∈ f for some child f ∈ S (n+1) p,q of e since R(r − n − 1) ∼ κ 2 /n as n → ∞; see Remark 6.5. If x / ∈ f for all of the children f ⊂ e, then x will have a distance
f , i.e., the support of dτ (n) p,q /dx. Thus the probability that x is not gapped from the support of dτ (n) p,q /dx vanishes exponentially with large n, and with probability one there exist ε x , N x > 0 such that τ (n) p,q (x − ε x , x + ε x ) = 0 for all n > N x . Since V is countable, this property a.s. holds for all elements in V. The weak convergence of τ (n)
p,q to τ p,q for ρ r -a.e. (p, q) implies that there exists an open set O p,q such that V ⊂ O p,q and τ p,q (O p,q ) = 0, and, in particular, τ p,q (V) = 0.
(e) Properties of the limit measure: Next we address the properties (I)-(III) claimed in the statement of Proposition 2.29. The conditional relation in (V) will be useful in next section.
(I) We can quickly verify the claim that I p,q is a full measure set for τ p,q . The complement of
O N must also be a measure zero set for the limit measure τ p,q . Therefore τ p,q assigns [0, 1] − I p,q measure zero. That τ p,q is a.s. nonatomic follows trivially from the energy estimate in Proposition 6.7.
(II) By applying the weak convergence of τ (n)
p,q to τ p,q with g = 1, we get that the total mass of τ p,q is ρ r -a.e. equal to an open set A ⊂ [0, 1] , the same argument as used in the proof part (iii) of Lemma 6.4 shows the first equality below
(IV) The fact that τ p,q (V) = 0 has a few implications. Firstly, the measure τ p,q is determined by its operation on A E . Moreover, we can use τ p,q (V) = 0 to prove that τ p,q (A) = τ p,q (A) for all A ∈ A E using the argument that follows. By (I) and τ p,q (V) = 0, for any A ∈ A E ,
For a closed set C ⊂ [0, 1], the weak convergence of τ (n)
p,q to τ p,q as n → ∞ implies that τ p,q (C) is bounded from below by the limsup of τ (n) p,q (C) as n → ∞, and thus for
Since the same reasoning applies with A replaced by E − A, we get that τ p,q (A) = τ p,q (A) for all A ∈ A E .
(V) The equality τ p,q = τ p,q on A E and (6.6) implies that
and n ≥ N .
A lower bound for the log-Hausdorff exponent of the intersection-times set
The following is a corollary of Proposition 6.7 below. Recall that ρ r is the probability measure on Γ × Γ from part (ii) of Lemma 2.7 and I p,q = t ∈ [0, 1] p(t) = q(t) is the set of intersection times of two paths p, q ∈ Γ.
Corollary 6.6. The set of intersection times I p,q has log-Hausdorff exponent ≥ 1 for ρ r -a.e. pair (p, q).
The proof of Corollary 6.6 is placed in Appendix A since it proceeds from the energy bound in Proposition 6.7 without change from the analogous method for obtaining a lower bound for the Hausdorff dimension of a set using an energy bound. 
Proof. We divide the proof into parts (a)-(e).
(a) Energy estimate: It suffices to prove that E ρr Q h (τ p,q ) < ∞ for any h ∈ [0, 1). We will define a slightly different energy function Q h below that fits conveniently with the hierarchical structure of our model and that can be used to bound Q h . For x, y ∈ [0, 1] define g(x, y) as the smallest value n ∈ N such that x and y do not belong to the same interval [
and define Q (n) h analogously with g replaced by its cut-off version g n := min(g, n) for n ∈ N. For
|r+s| drds, our analysis will be split between showing (I) and (II) below.
where the measures τ (n)
p,q are defined as in (6.3) . Recall from the discussion in part (e) of the proof of Proposition 2.29 that τ (n) p,q (A) = E ρr [τ p,q (A) | F n ] forms a martingale for each A ∈ A E that a.s. converges to τ (n) p,q (A) with large n. The second inequality above holds since
p,q ) by a generalized version of Fatou's lemma [19, Section 11.4 ] since g n converges point-wise to g and the measures τ
(b) Proof of (I): We write the expectation of Q h (τ p,q ) in terms of nested conditional expectations as
where
h (p, q) denotes the conditional expectation, and similarly
h (p, q) can be written as
To see the above equality, first recall that the measure τ (n)
p,q (A) is the conditional expectation of τ p,q (A) with respect to F n for any set A that is a union of intervals (
b n ) for 1 , 2 ∈ N with 1 = 2 , however, the measure τ p,q acts independently on the intervals (
we have the equality
The bracketed expression is smaller than cn h by the computation (6.14) below, and thus
Using the definition of τ (n)
p,q again, we have
The last equality follows by the same argument as for (6.12) . Thus (I) follows once the inequality (6.13) is justified. To see (6.13) , recall that the sets e 1 , e 2 in (6.13) have the forms (
b n ) for some 1 , 2 ∈ N with 1 = 2 . Without loss of generality, we can assume 1 < 2 . The left side below is maximized when 2 = 1 + 1, i.e., the intervals are adjacent, so we have the inequality
The change of variables s = 1 − b n x and t = b n y − 1 yields that
(6.14)
Finally the above is less than cn h .
(c) First step towards proving (II):
p,q can be written as
where g n (e 1 , e 2 ) := g n (x, y) for representatives x ∈ e 1 and y ∈ e 2 . The conditional expectation of Q
with respect to F n has the form
and we can split our sum into the cases e 1 = e 2 and e 1 = e 2 to write the above as
We have applied the identity (6.2) twice to rewrite the sum over the e 1 = e 2 terms.
(d) A single term in the sum (6.15): Next we will show that terms e ∈ S (n) p,q from the sum (6.15) satisfy the n 1 order equality
Notice that the left side of (6.16) can be rewritten as
where the above terms correspond, respectively, to when f 1 = f 2 and f 1 = f 2 . The factor ( − 1) appears in the above since if e has ∈ {1, . . . , b} children then there are ( − 1) ways to choose f 1 , f 2 ⊂ e such that f 1 = f 2 . We can use the chain rule to write
and another application of the chain rule with R(r − n)
Applying the quotient rule and factoring out n h R (r−n)
which we can write in terms of log as
.
Computing the derivative with the chain rule and factoring out
The equality R(r) = −
for −r 1 implies that the braced expression is 1 + h n + o 1 n with large n. (e) Returning to (6.15) . As a consequence of the order equality (6.16), there is a C > 0 such that for all n ∈ N
where ξ (n) p,q is the number of elements in S
can be written in terms of a telescoping sum as
Inserting nested conditional expectations and applying (6.17) yields
The expectation of ξ
R (r−k) as a consequence of part (ii) of Proposition 4.7, so we have
The inquality holds for large enough C > 0 since 
as n → ∞ is finite.
Proof of Lemma 2.26
Proof of Lemma 2.26. For p, q ∈ Γ the set of intersection times I p,q = {r ∈ [0, 1] | p(r) = q(r)} can be written as
By Corollary 6.6 the log-Hausdorff exponent of I p,q is ≥ 1. Thus we only need to show that the log-Hausdorff exponent of I p,q is ≤ 1 by showing that H 
, . . . , b n } be defined as in Definition 6.1. The set I p,q ∩ E is covered by ξ n (p, q) intervals
with k ∈ {1, . . . , b n }, and thus
However, by part (ii) of Lemma 6.4,
n ξ n (p, q) converges ρ r -a.e. to T (p, q). Thus for ρ r -a.e. pair (p, q) we have the bound
Since T (p, q) is ρ r -a.e. finite by part (ii) of Proposition 2.10, H log 1 (I p,q ) is ρ r -a.e. finite. Therefore the log-Hausdorff exponent of I p,q is ≤ 1 for ρ r -a.e. pair (p, q).
Proof of Theorem 2.27
Proof of Theorem 2.27. Part (i) is a corollary of (iii), which is proved below.
(ii) By property (II) of Theorem 2.11 and part (iv) of Proposition 2.10,
aT (p,q) M r (dp)M r (dq) = Γ×Γ e aT (p,q) υ r (dp, dq) = 1 + R(r + a) .
It follows that M r ×M r a.s. assigns full measure to the set of on pairs (p, q) s.t. T (p, q) := lim n→∞ κ 2 n 2 ξ n (p, q) is well-defined and finite.
(iii) Let G be the set of (p, q) ∈ Γ × Γ such that the intersection-times set I p,q has log-Hausdorff exponent one and G be defined as the set of (p, q) such that T (p, q) > 0. The events G and G differ by sets of υ r -measure zero since
where G∆ G denotes the symmetric difference (G\ G) ∪ ( G\G). The first equality above holds by part (ii) of Lemma 2.7, the second equality is a consequence of Corollary 2.4, and the third equality holds because ρ r assigns full measure to G and G by Lemma 2.26 and Proposition 2.10, respectively. Applying property (II) of Theorem 2.11 with g = χ G∆ G yields
Thus M r × M r a.s. assigns the set G∆ G measure zero. Let S be the set of pairs (p, q) such that the intersection-times set I p,q is finite and S be the set of pairs such that T (p, q) = 0. Then S ⊂ S, and
where the third equality holds by part (ii) of Proposition 2.10, and the fourth equality uses that S is a full measure set for µ × µ. Since Γ × Γ = S ∪ G, the above shows that M r × M r a.s. assigns full measure to G ∪ S, which was the desired result.
(iv): Given p ∈ Γ recall that s p is defined as the set of q ∈ Γ such that T (p, q) > 0, which can be expressed as s p = q ∈ Γ | (p, q) ∈ G} for G defined as in the proof of part (iii). Define the set S Mr := p ∈ Γ M r ( s p ) = 0 and the corresponding indicator function I Mr := χ S Mr . By definition, we must show that M r a.s. satisfies M r (S Mr ) = 0. We can write M r = A r + B r , where A r (dp) := I Mr (p)M r (dp) and B r (dp) := 1 − I Mr (p) M r (dp). The following gives us a lower bound for the second moment of the total mass of (Γ, B r ):
The first equality holds because υ r = µ × µ + R(r)ρ r , the probability measure ρ r assigns probability one to G, and µ × µ( G) = 0. The second equality is by property (II) of Theorem 2.11. The third equality above follows closely from the definition of A r since
dp) = 0 , and the same result holds for M r × A r G . Since E[M r ] = µ and µ is a probability measure, the constants α r := E[A r (Γ)] and β r := E[B r (Γ)] sum to 1. The distributional recursive relation in (IV) of Theorem 2.11 implies that α r satisfies α r+1 = α b r for all r ∈ R because two paths would need to have trivial intersections in all b components of the concatenation decomposition to avoid having nontrivial intersections. Thus if α r > 0 for some r ∈ R then α r−N = α b −N r converges to 1 exponentially quickly as N → ∞. The third moment of M r−N (Γ) has the lower bound 
where the second equality follows from (ii) of Theorem 2.27, and third equality holds by differentiating (iv) of Proposition 2.10 at a = 0. Therefore c = R (r).
Part (ii): Suppose to reach a contradiction that there is a positive probability of there being an A ∈ B D and a h ∈ [0, 2) such that dim H (A) = h and ϑ Mr (A) > 0. For any α ∈ (h, 2) the energy defined bŷ
must by infinite. This, however, contradicts part (iv) below, which shows that the analogous energy remains finite when the dimension function x α is replaced by the generalized dimension function h λ (x) = x 2 log(1/x) −λ with λ > 9, which decays faster as x 0 than x α for any fixed α < 2.
Part (iii): For n ∈ N and E n we can generalize Remark 2.33 to write ϑ Mr in the form 
where the spaces D e are copies of D and the measures Γ, M e r−k are interpreted as in Corollary 2.14. For x, y ∈ E we write x y if there is path passing through both x and y and x y otherwise. Case x y: Suppose the points x, y ∈ E satisfy g D (x, y) = n and x y. Then there exist e, f ∈ E n such that x ∈ e and y ∈ f , and we can write E ϑ Mr (dx)ϑ Mr (dy) The underbraced asymptotics holds since for −t 1
by Remark 2.6, Lemma 2.5, and (III) of Theorem 2.27, where κ 2 := Thus A r can be expressed through the series form
Since the third moment of M r− (Γ) can be written in terms of its centered moments as 1 + 3R(r − ) + R (3) (r − ), applying the asymptotics (8.4) when −r 1 yields
A similar analysis that begins by expanding E M r (Γ) 2 ϑ Mr (dx) as in (8.7) leads to an analogous recursion relation for B r that depends on A r . The resulting series representation for B r again yields B r ∼ κ 2 r 2 for −r 1. Thus (8.5) is asymptotically equivalent to (8.2).
Part (iv): By a similar argument as in Proposition 6.7, it suffices to work with a modified version of Q λ having a form that fits the hierarchical structure of the model:
where g D (x, y) is defined as in part (iii). Define U n := {(x, y) ∈ E × E | g(x, y) = n and x y} and U ♦ n analogously. The expectation of Q λ (ϑ Mr ) can be written as
The correlation function C r (x, y) is constant over the sets U n and U ♦ n , i.e., there are constants C r,n , C r,n > 0 such that C r (x, y) = C r,n for (x, y) ∈ U n and C r (x, y) = C r,n for (x, y) ∈ U n . Thus we have = ∞ n=1 b 2n n λ C r,n ν × ν U n ) + . The constants C r,n and C r,n are asymptotically proportional to n 8 for n 1 by part (iii), and therefore the above series converge iff λ > 9.
9 Proofs of results from Section 2.9
Proof of Proposition 2.40. Define the measures Φ Mr and Ψ Mr on D × Γ × Γ by Φ Mr (dx, dp, dq) := γ p,q (dx)M r (dp)M r (dq) and Ψ Mr (dx, dp, dq) := Θ x Mr (dp)Θ x Mr (dq)ϑ Mr (dx) , which both assign full measure to triples (x, p, q) ∈ D × Γ × Γ such that x ∈ Range(p) ∩ Range(q). The total masses of the measures Φ Mr and Ψ Mr agree since Θ x Mr is a probability measure and γ p,q has total mass T (p, q):
where the second equality holds by Remark 2.32. Our proof will leverage (9.1) using the hierarchical symmetry of the model. Notice that Φ Mr a.s. assigns V × Γ × Γ measure zero since V is countable and M r × M r a.s. assigns full measure to pairs (p, q) such that γ p,q := τ p,q • p −1 has no atoms as a consequence of Proposition 2.29. Similarly, part (ii) of Theorem 2.34 implies that Ψ Mr (V × Γ × Γ) = 0 holds a.s. Thus we can focus on the restrictions of Φ Mr and Ψ Mr to the space Υ := E × Γ × Γ. The Borel σ-algebra B Υ is generated by the algebra of cylinder sets A Υ := ∪ ∞ n=0 P(E n ) ⊗ P(Γ n ) ⊗ P(Γ n ), so it suffices for us to show that Φ Mr (e × p × q) = Ψ Mr (e × p × q) for every e ∈ E n and p, q ∈ Γ n . When the edge e does not lie at an intersection between the coarse-grained paths p and q, then we already know that e × p × q has measure zero under both Φ Mr and Ψ Mr , so we will focus on the case when e ∈ Range(p) ∩ Range(q).
Given n ∈ N and e ∈ E n , let the family of measures (Γ, M e r−n ) be defined in relation to M r as in Corollary 2.14. If p, q ∈ Γ n and e ∈ Range(p) ∩ Range(q), then by Remark 2. r−n (dp)M e r−n (dp)
Φ M e r (D×Γ×Γ)
. (9.2) For x ∈ e, let x e ∈ E denote the corresponding point within the embedded copy of the space D identified with e. We have the following decompositions of the measures ϑ Mr and Θ where the second equality is by Proposition 2.40, and the last equality uses that (D, γ p,q ) has total mass T (p, q). The operatorŶ Mr must be compact sinceŶ MrŶ * Mr is Hilbert-Schmidt. T (p,q)M r (dp)M r (dq) = E Mr×Mr T (p, q) | F n , where the σ-algebra F n = P(Γ n ) ⊗ P(Γ n ) is defined as in Definition 4.6. By Jensen's inequality the exponential moments of T Mr (p, q) n∈Γ is a martingale with respect to F n that converges M r × M r -a.e. to T (p, q), and the convergence of the exponential moments holds by Fatou's lemma.
A Energy-based lower bounds for the log-Hausdorff exponent
Proof of Corollary 6.6. By Proposition 6.7, for ρ r -a.e. pair (p, q) there is a nonzero measure τ p,q that assigns full measure to I p,q and for which the energy Q h (τ p,q ) is finite for all 0 ≤ h < 1. For a fixed h ∈ [0, 1) define h(a) := 1/ log h ( Subadditivity of the measure τ p,q yields the first inequality below
The second inequality above follows from how we chose M . Since the lower bound is uniform for all coverings C of I p,q , it follows that H log h (I p,q ) > 0, and so H loĝ h (I p,q ) = ∞ for all 0 ≤ĥ < h. Since h is an arbitrary element in [0, 1), we have shown that the log-Hausdorff exponent of I p,q is ρ r -a.e. ≥ 1.
