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Summary
The concept of context-awareness and consequently the acquisition of context information is an 
important research area in Ambient Intelligent systems. The fundamental objective of this thesis is 
to capture context information and make it accessible to mobile applications via a service 
platform by horizontalising access to a common wireless sensor network (WSN) space. In this 
thesis a design of an end-to-end system integrating WSN into a communication and service 
platform is described. More specifically, the work designs and specifies a WSN protocol stack 
architecture and investigates several clustering algorithm as protocol elements, as well as 
specifying how WSN can be integrated into next generation mobile networks and the IP 
multimedia service platform (IMS). There are 3 main components to the end-to-end system, the 
WSN protocol stack architecture, the gateway architecture and a context service enabler as part of 
the service platform. Each component is specified to a high level of detail and a test bed 
implementation shows the proof of concept, autonomously collecting context information from 
WSN. On top of this implementation a Mood based instant messaging application shows the 
interaction with a single application and the possible end-user benefit of such a system.
Key words: Wireless Sensor Networks, BP Multimedia Subsystem, Context Awareness.
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Chapter 1
1 Introduction
In recent years, Ambient Intelligence has been a key driver for telecommunication innovation. 
Ambient Intelligence is the ability of a system to know about its surrounding conditions and 
requirements and therefore to be able to adapt to the users’ and systems’ needs and conditions. 
Although the need to know about the conditions and requirements and to be able to interpret them 
has been recognised, there has been little or no drive towards enabling the capture of context 
information through autonomous systems for a horizontal platform; meaning that systems 
autonomously capture context and offer this to any application via a service platform rather than 
single applications. Instead, the main research focus was and still is on the adaptation mechanisms 
that use contextual information to (re-) configure systems, services and applications during run­
time.
Ambient Intelligence: extract from ISTAG 2004 [1]
Ambient intelligence refers to a digital environment that is sensitive, adaptive and responsive to 
the presence o f people. Ambient intelligence will encompass the home, car, clothing, work and 
public places.
Ambient intelligence will support people in their daily life in a non-intrusive way. ICT will 
become part o f the environment in which people fulfil their tasks and in which people live. User 
interfaces will disappear and interaction will be with a federation o f devices like sensors, 
actuators and microcomputers.
The communication in these intelligent surroundings will be based on conversational interaction 
technologies such as speech, gesture and emotions. In such an environment human-computer 
interaction will be transformed into human computer co-operation.
This thesis was inspired by the lack of autonomous systems able to capture context information in 
a mobile environment for horizontal applications. The hypothesis is to design and specify a 
wireless sensor network (WSN) protocol stack architecture able to facilitate the capturing of data 
from the environment, users and objects and make this data available via mobile phone gateways 
and service platform to applications and services hosted by the service platform as well as 
communication systems and infrastructures. The main contributions of this work are further 
outlined in section 1.3.
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1.1 Methodology and Design Goals
The overall goal of this work was to design and specify an autonomous system capable of 
gathering context information in a mobile environment and offer this information to horizontal 
applications via a service platform; and to build a complete end-to-end system to validate the 
concept in a working prototype system and application. Designing a system of this complexity 
and scale requires a rigorous methodology and clear design goals.
Figure 1-1 shows the design methodology. It is composed of several stages. The starting point of 
the methodology is the vision. The vision helps identify the boundaries or scope of the work and 
sets the challenges that need to be solved. A set of design goals formalise the vision, using input 
from the state of the art. The remainder of the process is iterative, observing emerging patterns 
and mapping them to components. During this iterative process, it is important to specify choices 
and implement instances until a complete system design is achieved. This is a very fluid process, 
so the main focus of this thesis is on the resulting design, however the introduction and the 
following chapter on the background of this work will provide some insight into the design 
process, thus to enable a better understanding and justification of the choices that were made.
Figure 1-1: Design Methodology
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1.1.1 Vision
The vision of this work is to provide context information “on tap” (through a common WSN 
space) in a mobile environment for horizontal applications via a service platform. Ubiquitously 
deployed sensor networks gather context information about a user or object and their 
environment. WSN can sense the location of users or objects, their activities, mood, state, 
situation and their setting in the environment. The information that can be gathered is endless. 
This information can be used to adapt applications and services, offering more personalised 
services and a greater sense of intelligence from applications. But this is not where it ends. There 
are currently over four billion mobile phone subscribers, with the potential to providing a wealth 
of information. Collecting information about objects and user groups, operators can adjust their 
infrastructure according to needs, statistical data can be gathered for human behavioural studies, 
traffic patterns can be used to monitor and control traffic in congested areas or supply chains can 
be monitored. The combinatorial possibilities of different information and benefiting user groups 
are endless.
The key aspects of the vision are context information capturing mechanisms, the mobile phone as 
a ubiquitous gateway for information access and a platform that manages the access and 
distribution of this information to applications and services by offering high level query 
interfaces.
Why is context important?
Dey [2] defines context as “any information that characterizes a situation related to the 
interaction between humans, applications, and the surrounding environment.” This is a very 
broad definition, but its open boundaries provide a glimpse of the scale of possibilities. Context 
information can provide the richness of information that allows applications to become smarter, to 
know what a user wants, making human computer interactions much more natural. It also enables 
systems to adapt their logic to changing conditions. A good example of context information is 
user mood. Gathering information about the users’ mood can enrich applications and allow 
computer systems to be more personalised in their interactions with users. In chapter 7 such a 
mood based system example is provided, offering an enhanced Instant Messaging service to 
provide a better experience between users. Although it is a very crude mood recognition 
mechanism, the information can be used to provide an emotional link between friends, alerting 
each other about important events in their daily lives and providing an increased sense of being 
emotionally connected. What is however interesting is the fact that user mood is derived from 
several physiological parameters, which in turn can be used for medical applications, leisure and 
sports at the same time. Context is modular, raw data (low level context) can be aggregated to
3
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provide higher level context information and each element can be reused and reformulated to 
provide different contextual information.
Why can WSN capture context?
WSN cannot capture everything. They don’t know a user’s schedule or an event calendar; but 
most of this information is already available in digital formats and ways to retrieve and reason on 
such information is dealt with in the research area of e.g. the semantic web. [3] is addressing these 
issues as well as other context frameworks [2] [4]. However WSN can measure physical, real 
world, phenomena. They are able to measure temperature, light level, physiological parameters of 
a user, location, activity, etc. Much of this information is already being used in closed vertical 
systems; i.e. one or several sensors are directly bound to an application, for example home 
automation systems offer closed control loops to adjust the temperature levels of a building. 
Opening these systems up, providing WSN that are accessible by any application or system offers 
a vast pool of contextual information that can be reused and reformulated to offer different high 
level context information. For example, physiological parameters, measured by sensors on a 
person (Electrocardiogram (ECG), Electro-dermal activity (EDA), skin temperature and breathing 
rate) can provide a notion about the mood of a person or alternatively, this information can be 
used to facilitate health care or sports and leisure applications as already mentioned in the 
previous paragraph.
Why integrate WSN into IMS?
To be able to leverage information gathered by WSN it has to be made available to applications 
and services in a managed environment. Managed means that access, discovery and transport are 
somehow controlled and that the information is offered over well defined interfaces, even being 
able to respond to very high level queries from applications. In telecommunications such managed 
environments are offered through service platforms. Significant research and standardisation 
efforts in recent years have seen IMS [5] emerge as an important architectural framework to 
deliver multimedia services to mobile users. Originally designed with the vision of enabling the 
delivery of IP based multimedia services in third generation (3G) networks, IMS has been adopted 
as a key subsystem in the TISPAN [6] architecture for next generation networks. Consequently 
IMS is expected to play an important role in a future Internet based on converged fixed and 
wireless networks.
There are essentially two arguments for choosing IMS as the service platform to deliver not only 
multimedia services but also context information. Firstly, IMS provides many features that are 
required in mobile communications systems, such as authentication, session management and 
access control. But most importantly, the presence server of the platform provides contextual 
information about the availability of a user, much like this vision suggest, however not in the
4
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detail as WSN could offer. Hence there are already mechanisms in place which can be leveraged 
to realise the vision.
Secondly, adaptation by operators has been slow due to the limited set of direct user benefits IMS 
provides. There are currently not enough dear arguments for operators to invest. The vision of 
this work is to increase this benefit by leveraging the ability of WSN to capture context 
information and combine this with IMS to provide a system that can deliver an unprecedented 
level of physical world information to applications and services as well as communication 
systems over a well defined and specified architecture.
How can such a system be realised?
Following the vision, the end-to-end system can be split into three main components:
■ A WSN system -  capturing real world, raw context information,
® A Gateway -  bridging the WSN and the Service Platform and offering processing 
capabilities to transform raw context information into high level context information, and
a A  Service Platform -  providing access, discovery and control functions for context 
information.
1.1.2 Design Goals
Formally, the following design goals have been identified based on the state of the art (Chapter 2) 
and the Vision. They are split according to the three main components, WSN protocol stack 
architecture (WA-DG-X), Gateway Functions (GF-DG-X) and Service Platform (SP-DG-X):
WSN protocol stack architecture (WA-DG-X):
WA-DG-1: The WSN protocol stack architecture has to be flexible.
Rational: WSN application requirements vary considerably. For instance a real time 
streaming WSN such as for video surveillance has different traffic and QoS requirements 
compared to event based WSN such as for fire and smoke detector networks. A WSN 
protocol stack architecture has to have the flexibility to provide instantiations for these 
different requirements by selecting appropriate protocols and service functions.
WA-DG-2: The WSN protocol stack architecture should be able to support advanced protocol 
concepts and new communication paradigms such as data centricity.
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Rational: Data centric communications allows for efficient design of large scale WSN. 
Often it is not necessary to know from which node a single piece of information 
originates, but to collaboratively aggregate information over a network [7].
WA-DG-3: The WSN protocol stack architecture should support efficient operation o f protocols 
through cross-layer interaction.
Rational: Efficiency is a primary objective for WSN. It has been shown that cross-layer 
designs can achieve a high degree of energy savings compared to strictly layered systems
[8] [9].
WA-DG-4: The WSN protocol stack should support re-configurability during runtime.
Rational: WSN are exposed to changing environmental conditions as well as re-tasking. 
The protocol stack architecture needs to have inherent mechanisms to update state 
variables, re-programme parts of the stack (so called protocol elements) or replace a 
whole image [10],
WA-DG-5: The WSN protocol stack should support localisation and time-synchronisation.
Rational: Meta-data is an important feature for context information. It is not only 
important to describe the values in terms of units (e.g. degrees Celsius or Fahrenheit), but 
also tag the information with a time-stamp and/or location information. In addition, 
localisation information (as well as time-synchronisation) is often used in communication 
protocols.
Gateway Functions (GF-DG-X):
GF-DG-1: The gateway has to support seamless interaction between the service platform and the 
WSN.
Rational: The gateway is the link between context information provided by WSN systems 
and the applications and services hosted on the service platform. In the vision the 
importance of mobile phones as gateways is emphasised. They need to be tracked by the 
Service Platform and provide information about the availability of context information 
offered by WSN systems, continuously updating a service registry and their own 
availability.
GF-DG-2: The gateway should be able to interpret context information to provide high level 
context information.
Rational: Due to the higher processing capabilities, the gateway is the first point at which 
context information can be suitably aggregated and processed. They have the ability to
6
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offer higher level context information as aggregated services directly to the service 
platform.
Service Platform (SP-DG-X):
SP-DG-1: The service platform has to provide horizontal access to context information.
Rational: Current WSN applications are mostly vertical implementations, i.e. a specific 
WSN is tasked with a specific purpose and bound to one application. One of the main 
objectives of this work is to horizontalise access to context information, allowing any 
applications and service to use any available context on the service platform.
SP-DG-2: The service platform should include mechanisms to resolve high level context queries.
Rational: Context information can be aggregated and processed to form higher level 
context information such as for instance mentioned previously, mood. It should not be the 
objective of replicating this context processing mechanisms at each application on the 
service platform, instead a mechanism needs to be in place that can resolve high level 
context queries into lower level sensing tasks and processing mechanisms. Consequently, 
an application needs to be able to be described in terms of a distributed task graph and a 
mapping mechanism needs to be in place to map these distributed task graphs onto one or 
several WSNs.
Other important aspects across all three components are security issues; however this is out of the
scope of this thesis.
1.2 Design Patterns: High-Level Architectural Views
The first high level pattern that emerges is a split of the end-to-end system into three high level
components (see Figure 1-2):
* The WSN system component, this could be any type of sensor network capturing 
contextual information of a user, e.g. physiological parameters, through the use of body 
sensor networks (BSN), the user’s environment, e.g. temperature, noise level, etc, through 
the use of environmental sensor networks (ESN), or the state of objects, e.g. location, 
velocity, etc, through the use of object sensor networks (OSN).
B The Gateway component, providing the means of delivering contextual information, i.e. 
serving as a network bridge as well as client to the mobile service platform. This can 
either be raw, unprocessed data directly form the WSN or the Gateway can offer
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processing services to interpret raw sensor data into high level context information and in 
turn offer these to the service platform.
* And the Service Platform component, keeping track of available context information, 
associated identities and where this information can be located in the network, but also 
offering query interfaces to applications for contextual information.
Figure 1-2: High Level Architectural Components
In the following subsections an overview of the different components is given (sections 1.2.1,
1.2.2 and 1.2.3), resulting in an end-to-end architectural view from a deployment perspective 
(section 1.2.4).
1.2.1 WSN System Component
Overall there are five design goals for the WSN system component:
■ WA-DG-1: The WSN protocol stack architecture has to be flexible.
■ WA-DG-2: The WSN protocol stack architecture should be able to support advanced 
protocol concepts and new communication paradigms such as data centricity.
■ WA-DG-3: The WSN protocol stack architecture should support efficient operation of 
protocols through cross-layer interaction.
m WA-DG-4: The WSN protocol stack should support re-configurability during runtime.
■ WA-DG-5: The WSN protocol stack should support localisation and time-
synchronisation.
WA-DG-1 provides the goal of a flexible WSN protocol stack architecture to enable the 
configuration of WSN systems for different applications and network environments such as Body
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(BSN), Environment (ESN) and Object Sensor Networks (OSN). In contrast to this, the goal of 
WA-DG-3 is to allow the system to be optimised through cross-layer optimisation. To address 
these conflicting goals a trade-off can be achieved by grouping related functions together into 
subsystems within which close cross-layer optimisation can he achieved and optimisations across 
subsystems can be achieved through shared state variables in a common data base.
In the design for the WSN protocol stack architecture, the subsystems have been logically split 
into four subsystems, Application (AP), Management (MA), Middleware (MW) and Connectivity 
(CO) Subsystem. Each of these subsystems hosts a set of service functions and can be populated 
by a set of protocol elements.
Application subsystem
The application subsystem hosts one or several sensor applications. Each application can send and 
receive sensor data by using the data transfer services provided by the middleware subsystem. 
Configuration and management of the node according to the application requirements can be 
performed by using the services provided by the management subsystem.
Management subsystem
The management subsystem is responsible for the configuration and initialisation of the 
connectivity and middleware subsystem through a dedicated programming service (WA-DG-4). It 
thus defines the role of the node within the sensor network. Based on the information provided in 
the application profiles, the management subsystem implements a programming service, time- 
synchronisation and location positioning of sensor nodes (WA-DG-5). Moreover, it manages the 
sensor node, the sensor network, and security issues. The management subsystem interfaces to the 
middleware subsystem to configure the middleware and to exchange management protocol 
messages with peer nodes, and to the connectivity subsystem to manage the network and MAC 
functions of the sensor node.
Middleware subsystem
The middleware subsystem provides a data transfer service for the transport of the application 
data packets, and a management service for executing node/service discovery. Generally 
speaking, the role of the middleware subsystem is to provide a context access abstraction in order 
to facilitate information exchange through a data centric approach or node centric approach (WA- 
DG-2).
Connectivity subsystem
The connectivity subsystem consists of functions that are required for operating the physical layer 
(PHY), the medium access control (MAC) and the network (NW). The PHY layer functions 
operate the radio transceiver. The MAC functions control the access of nodes to the radio channel
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by using a multiple access protocol, and they provide means for synchronization, beaconing, and 
reliable frame transmission. The NW functions include mechanisms to join and leave the network, 
to route messages to their destination, to apply security and possibly reliability to the messages, 
and to route frames to their intended destinations. In addition, these functions are responsible for 
discovering / maintaining routes between nodes and, when appropriate, creating a new network, 
and assigning addresses to newly associated devices.
Application Subsystem
Connectivity Subsystem
Data
Transport Support
Service Services
(Network, (e.g. Network
MAC and formation)
PHY)
Management
Subsystem
Support Services 
(including 
localisation and 
time- 
synchronisation)
Figure 1-3: High level Decomposition of the WSN Protocol Stack Architecture
Chapter 3 provides a detailed description o f the WSN protocol stack architecture.
1.2.2 Gateway Component
Overall there are two design goals for the Gateway component:
■ GF-DG-1: The gateway has to support seamless interaction between the service platform 
and the WSN.
■ GF-DG-2: The gateway should be able to interpret context information to provide high 
level context information.
GF-DG-1 reflects the vision o f the mobile phone as the gateway to the WSN. Although it is 
effective to have dedicated gateways for WSN in some scenarios, it is the mobile phone that 
offers the most ubiquitous access to contextual information. To offer seamless interactions, the 
gateway needs to support several service functions:
■ Service discovery through a Service Promoter;
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■ Tracking o f the gateway to be able to find the contextual information associated to a
wider context (or an entity o f interest) -  Gateway Manager;
■ And a mechanism to mediate between the Context Service Enabler o f the Service
Platform and the WSN middleware for context service access -  Middleware Interaction 
Manager.
The second design goal (GF-DG-2) should allow to keep processing o f contextual information at 
the edge of the network. This is a key enabler for efficient delivery o f contextual information. In 
some applications it will be useful to obtain raw context information, however applications are 
mainly only interested in higher level contextual information. Hence removing the raw data from 
the set o f information that needs to be transmitted over the backend reduces the amount of data to 
be transmitted significantly. As an example the mood algorithm in chapter 7 is executed on the 
gateway.
Overall the additional service functions are an extension to the WSN protocol stack, as can be 
seen in Figure 1-4 compared to Figure 1-3.
Service
Promoter
Gateway
Manager
B3G Connectivity 
Subsystem
Management Subsystem
Application Subsystem
Middleware Subsystem
yff,
'M
/ciS
Node or Data 
Centric
Context-Access
Service
Support 
Service (e.g. 
Node and 
Service 
Discovery)
.. , Jlr
Management
Subsystem' + j ' ''', \
Programming
Service
  -------
+- 7 "
Support Services 
(including 
localisation and 
time- 
synchronisation)
SM.
Gateway Extensions
Figure 1-4: High Level Decomposition of the Gateway Extensions
Chapter 5 provides a detailed description of the Gateway architecture.
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1.2.3 Service Platform Component
Overall there are two design goals for the Service Platform Component:
■ SP-DG-1: The service platform has to provide horizontal access to context information.
■ SP-DG-2: The service platform should include mechanisms to resolve high level context 
queries.
SP-DG-1 is the key design goal o f this work. It is paramount to allow horizontal access to context 
information in such a system. This requires a set o f functions that collectively are termed Context 
Service Enabler functions and several o f the functions have an interaction point with the Gateway 
Extensions:
■ System tracker to track the Gateway to specific context information;
■ Service Directory to register available services;
■ Dynamic service composition and resolution (SP-DG-2):
o  Semantic Query Processor; 
o  Knowledge Repository; 
o  Task Graph Data Base;
■ Authentication and Authorisation.
The dynamic service composition is another feature to support horizontalisation. It allows 
applications to inject very high level queries into the system that can be resolved, i.e. matched to 
lower level context resources and processing to satisfy application queries.
Context SE service functions
Dynamic Service Composition and 
Resolution
Service Directory
System T racker
Authentication & Authorisation
V__________________ J
Figure 1-5: High Level Decomposition of Context SE Service Functions 
Chapter 5 provides a detailed description of the IMS integration.
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1.2.4 End-to-End Architecture and Deployment
Figure 1-6 provides an abstract view o f  the end-to-end components of the system. In this section a 
more deployment oriented vision o f the end-to-end system is provided.
The core network can be a beyond third generation (B3G) mobile communications system or a 
conventional wired backbone network. Attached to the core network are servers, which are used 
to store sensor data, visualize the sensed data on terminals, execute sensor applications, or provide 
services based on the sensed data. To avoid overloading the core network with sensor data traffic, 
an edge server (e.g. gateway) can be used to aggregate, abstract, and filter sensor data. In the core 
network, a messaging protocol (publish/subscribe) is used for distributing the sensor data between 
the gateway and the application servers.
ESN Data Storage
Figure 1-6: End-to-end Deployment View
IMS Service Platform
Service
Platform
Services and 
Applications
1.3 Novel Work Undertaken
There are four main contributions in this work:
■ A flexible WSN protocol stack architecture, a first o f its kind [11],
■ A comparative study o f energy efficient clustering algorithms for WSN based on 
simulations, showing energy consumptions of the actual clustering mechanisms (scientific 
paper is currently under review),
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■ A framework for W SN integration into IMS using mobile phones as a Gateways (the 
Context Service Enabler), a first of its kind [12],
■ A  prototype application for sensing user mood based on an implementation o f the WSN  
protocol stack architecture and integration framework [13].
The following paragraphs provide more detail on the contributions.
The WSN protocol stack architecture is a flexible, energy-efficient architecture for capturing 
context information with wireless sensor networks that:
* integrates advanced protocol concepts and new communication paradigms,
■ is configurable for various sensor applications by selecting appropriate protocol elements 
and service functions,
■ offers enhanced support functionality such as localisation and time-synchronisation as 
required for many advanced WSN applications,
■ allows an efficient integration o f  cross-layer optimized protocols,
" allows wireless sensor nodes and the network to dynamically adapt their behaviour to
environmental conditions, and
0 considers gateway extensions to allow easy integration o f  W SNs into B3G systems and
subsequently service platforms such as IMS.
Efficiency in W SN is a key aspect due to the limitations o f sensor nodes, in particular battery 
power. Clustering algorithms have been extensively researched to address the efficient operation 
o f WSN. In this work a survey o f clustering algorithms targeting energy efficiency has been 
conducted and a set o f four types o f  clustering algorithms were identified, random cluster head 
selection, cluster head selection based on residual energy, cluster head selection based on 
instantaneous residual energy and advanced cluster head selection based on several parameters 
including multihop routing. Four representative clustering algorithms were selected, LEACH [14], 
SEP [15], DEEC [16] and VCA [17], and an extensive comparative study based on simulations 
was performed. This study includes novel metrics to analyse the efficiency o f the algorithms as 
well as the energy consumption o f  the actual clustering algorithm which has so far been neglected 
in other works.
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The WSN integration into IMS offers application and service entities in the IMS domain unified 
access to sensor based context information from a variety o f WSN systems via gateways. The 
architecture is scalable and easy to deploy as it makes use o f  standardised protocol solutions that 
are well tested and understood. It requires the introduction o f a novel service enabler in the IMS 
domain and service extensions for the gateways o f WSN systems. The Context service enabler 
provides sensor based context information as a dedicated service and can be used as a service 
building block for the realisation o f various different context aware services and applications 
hosted on application servers in the IMS domain. The service enabler interacts with various WSN  
systems connected via gateways to the IMS domain using a light weight publish/subscribe 
mechanisms.
Specific innovation aspects are:
a Context Service Enabler to provide sensor based context information as a dedicated 
service to applications and services on the service platform,
a Middleware framework based on light weight publish subscribe to provide the transport 
mechanisms between the W SN systems, gateways and Context Service Enabler,
H Management framework to keep track o f gateways and associated services via a service 
discovery framework, and
B Event package for the SEP integration framework to describe sensor information and 
identification.
The Test Bed and Mood Prototype Application are the first o f its kind and demonstrate the 
feasibility o f the architecture as envisioned by its design. The prototype application, although not 
of high accuracy, provides a futuristic insight into the deployment o f novel context aware 
applications for mobile users.
Test Bed:
■ Real end-to-end implementation o f the architecture, operating on real devices, sensor 
nodes and mobile devices and an IMS service platform.
B Implementation o f  the W SN system architecture, the Context Service enabler and 
gateway functions.
Mood Application:
0 Identification o f most significant physiological sensors for mood sensing.
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■ A simple online based mood algorithm using real time sensor information and processing 
on a mobile device without the need for complex offline processing.
0 User interface and messaging application integrating mood as high level context.
1.4 Structure o f Thesis
This thesis is organised into 8 chapters, including this introduction chapter.
Chapter 2 reviews the related work, which is categorised into WSN architectures -  describing the 
current state o f the art o f W SN protocol stacks and current standards -  Energy Efficient Clustering 
Algorithms -  describing the current state of the art categorised into four types, random cluster 
head selection, cluster head selection based on residual energy, cluster head selection based on 
instantaneous residual energy and advanced cluster head selection based on several parameters 
including multihop routing -  and Wireless Sensor Network Integration Frameworlcs -  describing 
the current state o f the art o f  sensor network integrations into wide area networks and backend 
systems.
Chapter 3 describes the W SN protocol stack architecture, detailing the design o f four subsystems, 
the connectivity, middleware, management and application subsystem, describing in detail the 
service functions for each subsystem.
Chapter 4  describes a comparative study on energy efficient clustering techniques for wireless 
sensor networks based on simulations.
Chapter 5 describes the integration o f WSN systems into IMS, including the gateway interactions 
and functions, the Context Service Enabler and how such a system can be realised.
Chapter 6 provides an evaluation o f the end-to-end system based on a test bed implementation. 
This work looks at the W SN performance, the gateway implementation and IMS operation.
Chapter 7 gives an example application using the end-to-end test bed. It explains in detail the 
Mood application, how the parameters were chosen to obtain the high level context “Mood” from 
raw physiological sensor data through first an offline and then an online processing algorithm.
Chapter 8 concludes the thesis and provides some insight into possible future work.
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Chapter 2
2 Background
Sensor networks and applications have been intensively researched in the past decade and a 
variety o f systems have meanwhile deployed in real world settings. Most o f these applications and 
the corresponding sensor networks they utilise are designed as vertically integrated systems [18]
[19] [20]. In such vertical systems a single sensor network or a limited set of mostly homogeneous 
sensor networks are deployed for a specific application in mind. The application is mostly the sole 
user o f this sensor network and has a priori knowledge of the capabilities that the sensor 
network(s) provides. An application also typically knows how to address the respective 
gateways/sinks o f the sensor networks, in order to interact with the sensors and shares a common 
interaction protocol with them.
As the number of the sensor networks that may be used by an application grows, it is becoming 
increasingly cumbersome for applications to directly manage these interactions. Furthermore the 
reuse o f  the existing sensor network infrastructure for multiple applications could avoid redundant 
deployment o f  similar sensor networks at die same location and provide higher returns for the 
initial investment costs o f the deployed sensor network infrastructure. Recent research has 
therefore focused on overcoming the inflexibility o f the tightly coupled vertical system and 
proposed several sensor network integration frameworks [21] [22] [23]. These frameworks aim to 
break up the vertical systems into horizontal reusable system components and make them 
available to a larger set o f  applications. The frameworks typically provide support functionality 
that significantly reduces the interaction complexity o f applications and eases incremental 
deployment o f new sensor networks. Via these frameworks, applications can gain access to a 
large variety o f connected geographically distributed sensor networks.
In the following an overview o f existing wireless sensor network applications, architectures, 
algorithms and sensor network integration frameworks is presented.
2.1 Wireless Sensor Network Architectures
Wireless Sensor Network (WSN) research has gained significant attention in the research 
community in recent years. A s a consequence, a variety of protocols for WSNs have been 
developed by researchers across the world, addressing different issues such as the design o f
17
Chapter 2. Background
advanced medium-access control, networking and clustering algorithms, and data transport 
protocols, as well as the development o f efficient data messaging concepts. More recently, 
research work has also been started to address the compatibility and re-configurability issues o f  
the resulting protocol stack structure within WSNs. New protocol architectures aimed at WSNs 
have already been proposed to unify the stack executed on the processor in sensor nodes [24],
[25], or to more easily adapt the stack to application requirements [26]. While the initial proposals 
seem promising, the work is still in the early stages. The current de-facto standard for operating 
low-cost, low-power devices in a W SN has been specified by the ZigBee Alliance [27]. Based on 
the IEEE 802.15.4 MAC and physical layer standard [28], the ZigBee specification defines an 
architecture for sensor networks that comprises a network layer, an application support layer, as 
well as a security managing unit. This specification represents a first important step towards an 
architecture that ensures compatible implementations o f wireless sensor nodes and networks, and 
allows a unified development o f sensor applications. More detail on the ZigBee protocol stack 
architecture is given below. However, while being designed for mainly simple, static sensor and 
control applications, the current version o f the ZigBee protocol stack is constrained by limited 
protocol options and a lack o f service and support functions. Therefore, a more flexible 
architecture is required to satisfy the requirements o f new applications, which will likely emerge 
with the integration o f W SN into beyond 3G mobile communication systems.
The ZigBee global specification [27] is the current de-facto standard for operating low-cost, low- 
power devices in a wireless sensor network. Besides the description o f some application profiles, 
the specification mainly defines the ZigBee protocol stack architecture, which is made up o f  
several protocol layers as illustrated in Figure 2-1.
The ZigBee stack builds upon the IEEE 802.15.4 standard [28] that specifies the characteristics o f  
the physical (PHY) and medium-access control (MAC) layer for low-rate personal area networks 
(PANs). The radio transceiver o f  a ZigBee device applies a direct-sequence spread spectrum 
(DSSS) scheme to transmit data at a rate o f 250 kb/s if  the radio is operated in the 2.4 GHz 
frequency band, and the MAC controls the access o f the network nodes to the radio channel with 
an unslotted CSMA/CA protocol or, optionally, with a slotted CSMA/CA protocol if  the network 
nodes are synchronized. The ZigBee Alliance defined the higher layers o f the protocol stack, 
which comprises the network (NW) layer, an application support (APS) layer, the security service 
provider (SSP), the ZigBee device object (ZDO) and the application objects. The NW  layer is in 
charge o f  organizing a multihop network and routing data packets over it. The network can be 
organized in a star, tree, or mesh topology and is always centrally controlled by the ZigBee 
coordinator. When a tree or star topology is used, packet forwarding is performed with a simple
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tree-based hierarchical routing algorithm, while in case of using a mesh topology, a simplified 
version o f the ad-hoc on-demand distance vector routing algorithm [30] is applied.
User
__
ZigBee Device 
Object (ZDO)Application Objects
........ ... . .
Application
Network
Medium Access Control (MAC)
Physical Layer (PHY)
ZigBee
"Alliance
4
IEEE 
"802.15.4
Figure 2-1: ZigBee Protocol Stack Architecture [27]
The SSP unit provides a security service to the ZigBee network, which includes methods for 
ensuring freshness of data, message integrity, network and node level authentication, and 
encryption. The ZDO entity provides the service to discover other devices and application objects 
in the network. The APS layer is responsible for binding together devices based on their service 
needs in order to exchange application messages between them. Finally, the user can define 
several application objects to implement its sensor application.
2.2 Energy Efficient Clustering Algorithms
Hierarchical clustering splits WSN into clusters with a cluster head (CH) acting as a local 
controller on behalf of a cluster o f sensor nodes [31], [32], [33]. Compared to peer-to-peer flat 
topologies clustered WSN have a backbone that is provided by CHs. As a local controller, a CH 
manages its member nodes, (e.g. to allocate time slot for data transmission to each node, to 
collects data from member nodes, to aggregate the collected and to relay them to the sink through
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single-/multi-hop routes), the cluster structure (e.g. to maintain the cluster organization in 
mobility scenario) and it also maintains inter-cluster connectivity (e.g. to relay data for other 
CHs). A CH is therefore much more active compared to a member node, using more energy per 
unit time, resulting in quicker battery depletion and eventual death of the node. To address this 
problem, research has been conducted to optimise the CH selection. Clustering algorithms can be 
categorised into four types, random cluster head selection, cluster head selection based on 
residual energy, cluster head selection based on instantaneous residual energy and advanced 
cluster head selection based on several parameters including multihop routing.
Random CH Selection
As a CH is more active than member nodes, distributing the higher load among the nodes helps to 
prevent premature CH death. Randomly rotating the CH role among nodes can realize this 
objective (e.g. [14], [34]). The random CH selection and rotation provides an equal chance for 
each node to become a CH. In a homogeneous WSN formed with nodes of equal energy capacity, 
such random CH rotation distributes the higher load of CH among node.
CH Selection based on Residual Energy
In a heterogeneous WSN consisting of nodes with different initial energy, giving nodes with 
lower energy the same chance to be CH results in their premature death. In such a WSN (e.g. 
formed with nodes with more initial energy (advanced nodes) and nodes with less initial energy 
(normal nodes) [15]), allocating the probabilities to become a CH to the nodes biased according to 
their energy helps extend lifetime ([15], [35], [36], [37], [38], [39], [40], [41], [42]). This initial 
energy availability consideration distributes loads among nodes in a heterogeneous WSN much 
better.
CH Selection based on Instantaneous Residual Energy
In case the probability of a node to become a CH is constant throughout the network lifetime, an 
advance node will still more frequently serve as a CH even though its real-time residual energy is 
lower than that of a member node and consequently it may die earlier than a normal node. Taking 
into account the real-time residual node energy for CH selection therefore distributes the loads 
among the nodes better, ([16], [17], [43], [44], [45], [46], [47], [48], [49], [50], [51], [52]).
Advanced Parameters and Multihop Routing
Residual energy is an important parameter for CH selection, however other parameters have been 
used for additional gains, such as node degree, cluster size and cluster organization, etc ([46],
[47], [48], [49], [53], [54], [55]). With this consideration, better CH selection and cluster 
formation can be achieved. In addition, providing multihop capabilities for the backbone formed 
by CHs provides an additional benefit for network lifetime.
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Besides the evolution as summarised above according to the CH selection, clustering algorithms 
can also be categorised according to the routing from CH to the sink, which dramatically affects 
the energy efficiency. Single-hop routing has been widely applied in some clustering algorithms 
([43], [44], [45], [49], [51], [52], [54], [55]). However, it is unreasonable to assume that all nodes 
in the network can access the sink with a single hop, especially in a large size WSN. Moreover, 
research has shown that when the distance between a source node and a destination node exceeds 
a threshold value, a single hop route is not energy efficient at all [56]. Therefore, multi-hop 
routing from CH to sink has been proposed for energy conservation ([46], [47], [48], [53]).
2.3 W ireless Sensor Network Integration Frameworks
IrisNet [22] is one of the first attempts to develop an architecture that is able to provide integrated 
access to globally distributed sensor networks over the Internet. IrisNet’s goal is to reuse the 
infrastructure of deployed sensor networks by enabling the sharing of generated sensor feeds 
among many applications (sensing services). IrisNet provides sensing services with the view of a 
distributed database in which data of different sensor networks can be collected and queried. 
IrisNet is realised as a two tiered architecture with organisation agents (OA) and sensing agents 
(SA) as fundamental components. A developer of a sensing service provides a database schema 
tailored to its application, which is implemented on a distributed set of OAs. The group of OAs 
maps to a single sensing service and must collect and organise sensor data to answer a particular 
set of service-specific queries. OAs form a distributed database in which data is hierarchically 
organised in self describing tags based on XML. Queries on the database are expressed in 
XPATH and select data from a node set in the hierarchy. Each of the distributed OAs can store a 
subtree/set of the hierarchy in which each node either points to data sources for sensor streams 
(represented by SAs) directly providing corresponding service data or other OAs, besides pointing 
to other nodes, that implement parts of a missing subtree. The IrisNet infrastructure enables the 
distribution of the query to adequate OAs and ultimately to the SAs providing the required data, 
and the composition of the final response across multiple OAs on the reverse path. OAs register a 
global name and IP address with DNS, so queries across distributed OAs can be dynamically 
resolved. Data of queries can be cached at their corresponding OAs, and repeated requests directly 
served from cache to improve subject to freshness requirements of the sensing service. IrisNet 
also provides replications OAs and placement of OAs as additional mechanism to improve system 
reliability and query performance. SAs provide a generic data acquisition interface towards 
sensors and sensor networks and typically collect raw sensor readings as required. Besides a 
database schema for the OAs, developers of sensing services write so called senselets that execute 
in a secure environment of the SAs. These senselets are able to process (e.g. filter) the incoming
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raw sensor stream and send the processed sensor information to nearby OAs. In addition SAs 
mediate the access of senselets to the resources of its attached sensors.
The IrisNet architecture provides several desired features, ranging from sensor network reuse, 
application specific in-network processing resource mediation on the SAs, fault tolerance and 
geographic information lookup and scales well as it provides a distributed database view for each 
sensing service. While providing the possibility of sharing computation across senselets, it does 
little in optimising the data traffic from the sensor networks to the sensing services. Data is routed 
via the OA overlay, which may result in suboptimal data paths and it does not allow concurrent 
applications to share the same sensor data. Creating a distributed database for each sensing service 
leads to services often implementing redundant databases that could have been shared among 
several applications. IrisNet also does not provide discovery mechanisms that allow sensor 
networks and their capabilities to be automatically discovered by application developers at design 
time, not to mention run-time.
Hourglass [57] aims at creating an Internet based framework for connecting heterogeneous 
geographically distributed sensor networks with applications that require sensor information. 
Hourglass provides an infrastructure for data collection referred to as data collection network, 
which handles service naming, service discovery, route setup from sensor networks to 
applications and provides support for integrating internal services along the data dissemination 
path to perform aggregation or buffering of sensor information. Hourglass primarily addresses 
stream based aggregation and processing of sensor information that is required by applications 
over a longer period of time. Hourglass treats the sensing and processing capabilities sensor 
network offer as services, and extends the service concept to also encompass any intermediate 
processing service on sensor data. Typically services can act as data consumers, data producers or 
both. Services in Hourglass are organised into service providers. Each service provider is 
comprised of one or more Hourglass nodes forming a single administrative domain, entering or 
leaving the Hourglass system as a unit. Each service provider needs to support minimum 
functionality in terms of a circuit manager and a registry. In addition a service provider can 
provide several generic or application specific services. A service registry is a (distributed) 
repository of information about various services and active circuits in the Hourglass system. It is a 
lookup service that allows the resolution of service endpoints. Each service provider typically 
maintains a local registry, with which active services of a service provider register via service 
announcements. Such service announcement typically contains communication endpoint 
identifiers, topic name, predicates and expiration time as entries are kept as soft state. An 
application that aims to establish a “streaming session” with one or more sensor information 
sources and intermediate processing first queries the service registry for available services in the
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Hourglass system. It then specifies its query requirements as so called “circuit” descriptions that 
link one or more data producers and a data consumer with possible intermediary in-network 
services into a logical data flow. The circuit manager instantiates the described logical flow as 
network data flow by establishing connections between the different physical nodes offering the 
respective services. The hourglass service layer manages the invocations to the service interface 
and the multiplexing of data to and from the connected circuits. Sensor data is routed along the 
established path and possible processed at intermediate nodes.
Hourglass provides reliability to system dynamics by explicitly supporting a mechanism to deal 
with temporarily disconnections of a circuit that is if the connectivity to a service provider that is 
part of a circuit becomes unavailable. Disconnections are monitored by heart beat mechanisms 
along the circuit, based on explicit control messages or implicitly by data that is exchanged. Once 
a disconnection is detected appropriate actions such as buffering of data can take place in the 
circuit. Thus Hourglass offers the advantage to modify existing circuits to adapt the services to 
changing conditions for continuous application queries. It allows optimisation of the delivery of 
same sensor information by combining transmission between service endpoints across multiple 
circuits/applications. While the architecture has the intention to scale well by planning for 
distributed operation across multiple service providers, it leaves open how respective service 
registries distributed across multiple service providers interact or are managed and how the 
connection managers of different service providers cooperate to establish connections across 
multiple domains. The overhead for establishment of circuits for each data request by application 
together with the fact that state needs to be maintained at each node that is part of the circuit is a 
severe scalability concern. While it may be justified for streaming type queries for longer periods 
of time it does not suit well one-shot queries or periodic queries with little data exchange.
Janus [23] is an attempt to break up the tight coupling between sensor networks and their 
application, by inserting an intermediate broker into the interaction path. Janus makes use of 
extensible resolution protocol (XRP) and introduces two entities as part of its architecture, namely 
an XRP agent and an XRP engine. Instead of directly interacting with a sensor network, 
applications interact with an intermediate broker realised by the XRP agent, typically located 
somewhere in the access network. The XRP agent then interacts with XRP engine(s) located in 
the gateway of the sensor network(s), via an RPC-style interface. The XRP agent can discover 
available services at a sensor network and gain access to the services by receiving a locator bound 
to local functions calls at the corresponding XRP engine. These locators can be used as selectors 
to identify services in subsequent RPC function calls at the remote sensor network, realising both 
query-reply based as well as event based interaction. Different applications can be interfaced to 
the XRP agents via the implementation of application specific proxies.
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Janus achieves a decoupling of sensor networks and applications, by introducing itself as level of 
indirection between the two systems. Thus applications and sensor networks can evolve 
independently, while relying on the Janus framework to remain an invariant achieving 
compatibility via XRP. Janus is able to integrate different heterogeneous networks, as long as they 
implement an XRP engine that exports the available services via new RPC selectors and that 
implements a translation of the function RPC calls to the sensor network native mechanisms. 
Heterogeneous applications can be supported, however for each application a specific proxy needs 
to be implemented that interacts with the XRP agent. Clear interfaces to the XRP agent are not 
specified, which makes it difficult to write application proxies. The reliance on an XRP agent as 
centralised broker makes Janus not scale well for large number of applications and sensor 
networks. Janus does not provide any support for composition of context information of different 
sensor networks or functions to aid the automatic selection of appropriate sensor networks for 
interaction. It shifts the onus to perform this task to the application. A major drawback is that 
Janus does not provide any mechanisms that are able to optimise the delivery of same sensor 
information to multiple applications.
jWebDust [58] provides a software framework that allows web based applications to query and 
control multiple potentially heterogeneous wireless sensor networks. WebDust is based on a 
multi-tier architecture, splitting the overall system into 5 tiers, namely sensor, control, data, 
middle and presentation tier. All framework components are implemented in Java, apart from the 
ones contained in the sensor tier. The sensor tier is formed of one or more wireless sensor 
networks consisting of sensor nodes (motes) operating a TinyOS based jWebDust firmware. The 
jWebDust firmware enables multi-hop routing within the WSN and provides support functions 
such as query subsystem, discoveiy services, monitoring service and time synchronisation. Sensor 
network are connected to control centres that form the control tier, acting as gateways between the 
sensor tier and data tier. The control centres are responsible for the gathering of all readings 
coming from the sensor network and the forwarding of queries from the data tier to the sensor 
nodes. Control centres periodically poll the data tier for new available queries and store all 
available sensor readings into the data tier. Control centres are able to handle temporal 
disconnections of the sensor tier from the data tier by buffering of sensor readings until 
reconnection subject to local capacity constraints. The data tier is based on a relational database 
system and hosted by SQL servers. Information is stored in tables that can be grouped into three 
categories. Mote related tables store information on the hardware characteristics and sensing 
services of sensor networks. Query related tables hold information on currently active queries in 
the jWebDust system. Sensor reading tables hold sensor readings that have been performed by 
each particular mote in the system. The middle tier provides a set of re-usable components that
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allows the mapping of the information stored in the tables of the data tier, the manipulation of the 
information, e.g. creation of queries in the data tier and implementation of rule based actions and 
notifications. The presentation tier implements the user interface components visible to the end 
user, providing interaction controls and sensor data visualisation tools.
JWebDust decouples applications from the sensor networks via the n-tier architecture and 
supports horizontal composition of WSAN applications of different domains. Applications can 
learn about the availability of different sensor networks and their capabilities by 
querying/browsing the data tier. Individual motes within a WSN are assumed to have unique IDs. 
In order to make them globally distinguishable across multiple WSNs each WSN is assigned a 
unique sensorNetworklD. The addition of a new sensor network requires some initial 
configuration, e.g. assignment of sensorNetworklD and inclusion of novel mote and sensor types. 
Afterwards discovery of new motes and sensors in a sensor network executes automatically. 
jWebDust supports interactions with different heterogeneous WSNs, where control centres are 
able to hide the heterogeneity of WSNs from the data tier. Although the framework claims to 
support a variety of different query types, applications currently require explicit knowledge of a 
sensor network and sensor types (learned from the data tier) in order to create various queries for 
sensor information. Service broker like components with semantic query support could 
theoretically be implemented as part of the middle tier, however such functionality is currently 
non-existing. Although jWebDust claims to provide concurrent access by multiple applications, 
mechanisms for resource arbitration are currently lacking. JWebDust also requires all sensor 
nodes to implement the same firmware for correct query processing and service discovery. While 
most TinyOS capable platforms are supported, it requires each sensor node in the network to be 
reprogrammed and configured prior participation in the framework. jWebDust also lacks 
functions for security, privacy and trust and accounting and provides no explicit support for 
controlling the access to different sensor network resources. The reliance on a central relational 
database in the data tier can become a scalability bottleneck, once the amount of participating 
sensor networks and querying applications grows.
Sensor Web Enablement (SWE) [59] is an initiative by the Open Geospatial Consortium aiming 
at the development of a set of standards to enable the discovery, exchange and processing of 
sensor information and tasking of sensor systems over existing Internet. SWE strives for plug- 
and-play like integration of sensor networks and enabling protocols to make those accessible and 
controllable by web-based applications. The current standards framework encompasses seven 
different standards, some of them completed and others in draft stage. Three of the standards are 
concerned with the XML based encoding and representation of sensor information/observations 
and the description of sensor capabilities and related information processing steps. The remaining
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four standards describe standard web service interfaces for tasking of and interaction with sensors. 
The observations and measurement (O&M) schemas provide XML schemas for representing and 
observations, measurements, procedures and metadata of sensor systems and efficiently encoding 
them for transfer and archiving. The sensor model language (SensorML) supports the description 
of a functional model of a sensor system by providing models and XML schema for describing 
processes of measurement and post-measurement processing and their exact chaining. The 
transducer markup language (TML) provides models and CNK schema for describing hardware 
response characteristics of transducers (more complex integrated sensors/actuators) and efficient 
method for encoding and real time transport of sensor data. While partially overlapping with 
SensorML, TML focuses more on support of streamed real-time sensor information flows, 
preserving their spatial and temporal association for later data fusion. The sensor observation 
service (SOS) specifies a web service interface that allows SWE clients to obtain observation and 
measurements from a collection of sensors. The SOS also allows clients to access metadata 
information about associated sensors, platforms, procedures and other metadata associated with 
observations. The information is exchanged using the three aforementioned XML based data 
formats. The sensor planning service (SPS) acts as a broker service between clients and different 
SOS. It allows clients to determine the availability of certain sensing services that may be needed 
to satisfy collection requests and the feasibility of those via a standardised web service interface, 
potentially spanning multiple sensor systems and management of such collection requests. The 
sensor alert service (SAS) provides web service interfaces that allow clients to subscribe to alerts / 
event notifications of particular sensors. The SAS acts only as a registry that enables clients to 
determine the nature of available alerts, protocols used and the options to subscribe to specific 
alerts. Alerts or event notifications themselves are forwarded my messaging servers. The web 
notification service (WNS) specifies a web service interface that allows clients to interact with 
one or more services in an asynchronous way. WNS provides support for both unidirectional and 
bidirectional asynchronous communication.
SenseWeb [60] provides an infrastructure for sharing information generated by globally 
distributed sensor networks. Applications can use SenseWeb to create a variety of different 
applications, otherwise not possible due to the lack of sensor network coverage and diversity of 
sensor information. At the heart of the SenseWeb system architecture is the coordinator, which is 
central point of access into the system by all applications and sensor network contributors. It can 
be seen as a centralised broker that coordinates the information access of application to relevant 
sensor networks. The coordinator is decomposed into a tasking module and a senseDB. The 
tasking module receives application requests and tries to find matching sensor network 
information, considering required accuracy, capabilities and policies of available sensor networks.
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The senseDB component of the coordinator tries to optimise data access across different 
application queries with overlapping space-time window by combining requests for common data 
whenever possible or serving request from cached data of previous queries. The senseDB also 
indexes sensor network characteristics and other shared resources in the system and enables their 
discovery by applications. Sensor or sensor network are connected via sensor gateways, which on 
one side implement sensor network specific access methods, but on the other side expose a 
standardised WS API to allow other SenseWeb component to access sensor data streams, submit 
data collection demands or access sensor characteristics. Sensor gateways typically implement 
policies defining what sensor information is to be shared. Sensors that do not have a gateway can 
be connected by a shared gateway referred to as Datahub. In addition mobile proxies are special 
GWs dedicated to one spatial area that allow mobile sensors to opportunistically provide 
information, while hiding the temporary availability of different sources to applications. 
Senseweb also provides data transformers that convert data semantics by some processing. Data 
transformers can be shared across multiple applications and link themselves between applications 
and coordinator.
SenseWeb has a variety of features that are able to deal with heterogeneity and scalability present 
in the Internet of Things. Heterogeneity in sensor network access is overcome by providing access 
through a unified WS interface. Heterogeneity in terms of sensor information quality and access 
policies is addressed by meta-data in the sensor descriptions and learning sensor characteristics 
(e.g. disruptions of availability) at runtime, while allowing application to explicitly specify their 
requirements. Improved scalability is achieved by minimising data collection for common data 
among different application queries and approximating subset of information, e.g. based on 
cached information. In addition, SenseWeb allows data to be collected only when actually 
required by applications. While these features certainly contribute to scalability by reducing the 
amount of generated traffic in the system, the architecture of SenseWeb does not scale well for 
many applications and many sensor networks due to its centralised broker nature. While 
SenseWeb provides support for inserting data transformers, between the coordinator and 
applications, it does not seem to provide means to insert such mechanisms closer to the source 
between coordinator and sensor networks, where it often make more sense. Continuous queries 
are static in a sense that once the coordinator decides on a way to serve a sensor request, they 
cannot adapt to changing availability of services. Only mobile proxies provide a limited support to 
deal with such changes at sensor network level.
Global Sensor Networks [61] is an approach of providing a distributed middleware platform for 
integrating heterogeneous sensors into a “sensor web” providing internal stream processing 
capabilities on the exchanged sensor information. The architecture of the GSN framework is
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based on distributed peer entities called GSN containers. GSN containers are typically deployed at 
normal Internet hosts or servers and communicate with each other via point to point connections. 
Core element in GSN is the so called virtual sensor abstraction. Virtual sensors abstract 
implementation details to access information from physical sensors and allow a unified way of 
treating sensor services or composed sensor service by the middleware. The specification of a 
virtual sensor includes meta-data for identification and discovery, the structure of input and output 
streams, SQL like internal streaming processing and properties related to life-cyele management 
and physical deployment. Virtual sensors have one or multiple input streams and produce exactly 
one output stream. Input streams can come from physical sensors interfaced via implementation 
specific wrappers or other virtual sensors. Virtual sensors can manipulate and combine streams of 
different characteristics using SQL like operations and conditionally produce output streams 
(event like). Virtual sensors can be dynamically deployed on the GSN containers and the 
production of its output stream is dynamically triggered by the arrival of input streams. Besides 
running instances of deployed virtual sensors, GSN containers provide additional functionality 
supporting the management of the virtual sensor instances and their required resources, function 
to manage streams and resources required for stream processing, query management (request 
input data from other virtual sensors and keep track of other virtual sensors requiring their output) 
and a storage layer for the management of persistent storage of data streams. Access to GSN 
container internal functions is provided by an interface layer, which is used to communicate 
between GSN containers or can be accessed directly via web interfaces. Besides providing access 
control at different levels of granularity down to the virtual sensor level, the interface layer 
provides integrity and confidentially functions for the exchange of data streams.
The work presented in [62] represents the first step of an ongoing research activity towards the 
Ubiquitous Sensor Networks concept from the ITU-T [63]. The presented platform is being 
designed following a horizontally layered approach, so networks and services can evolve 
independently. The four layers of the platform, following a bottom up approach, are: the Sensors 
and actuators networks, the Gateway (that provides independence from the networking 
technology), the NGN core (IMS) and the Service Layer (where an enabler is provided). The key 
elements of the platform are:
B The USN-Gateway: Is a logical entity whose main goal is to provide independence from 
the sensing or networking technologies used to communicate sensors and actuators. The 
independence is provided by performing two transformations: from one side it provides 
homogenous communication towards and from the sensors and actuators networks, and 
from the other side it provides homogenous data representation. It is being defined as an
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IMS User-equipment which already provides important functionalities like AAA and it 
allows to be deployed in a wide range of devices.
■ The USN-Enabler: Is defined as an OMA enabler, intended to allow services to be created 
in a cost-efficient way following an horizontal approach, where multiple services can 
access the same Sensor&Actuator networks. The basic functionalities it provides are: 
resource discovery, publish-subscribe-notify mechanisms, event-filtering & processing 
and homogeneous remote management. More than the functionalities it provides, the key 
issue of the USN-Enabler is the way in which it has been designed, since it follows the 
OGC Sensor Web Enablement Family of Standards and the OMA Presence Simple and 
XDM specifications.
■ Standardized homogeneous representation of sensor data and metadata: It provides 
homogeneous representation of the sensors and actuators representations and 
measurements following the OGC® SensorML and Observations & Measurements 
(O&M) standards.
2.4 Summary
The background work described in this chapter provides an insight into a fragmented state of the 
art on the integration of WSN. None of the systems addresses the horizontalisation in depth or the 
automation of context acquisition in as much detail as in this thesis. None of the platforms address 
mobility as a key research challenge by introducing a gateway component. They also assume 
more homogeneous WSN systems, whereas this work recognises the need for a framework -  
WSN protocol stack architecture -  to allow a holistic approach to WSN design.
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Chapter 3
3 Wireless Sensor Network Protocol Stack 
Architecture
3.1 Overview of Protocol Stack Architecture
Figure 3-1 shows the architecture of the protocol stack. The WSN protocol stack architecture is a 
framework to allow WSN designers to instantiate a protocol stack for specialised WSN by 
selecting appropriate service functions and protocol elements to populate the architecture. This 
approach has the advantage of modularising the system, allowing for a greater deal of flexibility 
while maintaining interoperability. The architecture is divided into four logical subsystems, 
namely the connectivity (CO), middleware (MI), management (MA), and application (AP) 
subsystem. Each subsystem comprises various protocol entities, which offer a wide range of 
services at various service access points (SAPs) to other subsystems. The entities can be 
combined in many ways to configure the protocol stack according to the role of the sensor node in 
the network and application requirements. The entire stack has to be implemented only in a full- 
function sensor device, while fewer functions are required in a reduced-function device; this is 
part of their role assignment in the network. It should be noted that the protocol stack is not as 
strictly layered as specified in the classic OSI model to facilitate cross-layer optimisation; 
however a clear separation is still kept to maintain modularity.
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Figure 3-1: Architecture of the Protocol Stack
The connectivity subsystem of the protocol stack consists of functions that are required for 
operating the physical layer (PHY), the medium access control (MAC), and the network (NW) 
layer. The PHY functions comprise the radio transceiver. The MAC functions control the access 
of nodes to the shared radio channel and provide means for synchronisation, beaconing, and 
reliable message transmission and reception. It is initially assumed that the PHY and MAC 
functions are very similar to those defined in the IEEE 802.15.4 low-rate wireless PAN standard 
or derivatives such as the IEEE 802.15.4a ultra wide band (UWB) standard [28], The NW 
functions can create and maintain WSNs. WSNs consist of various types of network nodes, such 
as coordinators, clusterheads, and end devices, and can support a star, tree, or mesh network 
topology. The NW functions also include mechanisms to discover existing networks, to let 
devices join and leave a network, to discover and maintain routes between nodes, and to transfer 
messages securely and reliably from a source to the destination.
The middleware subsystem has the purpose to create and maintain an infrastructure network 
where information sensed by nodes is processed in a distributed fashion and, if necessary, the 
result is transmitted to an actuating node or to a backbone network by means of a gateway. The 
middleware subsystem provides two types of data transfer services for the transport of application 
data packets, namely a node-centric service and a data-centric service. The former service enables 
sensor nodes to transfer data to particular nodes or group of nodes by using an explicit unicast or 
multicast address. The latter one is a data transfer service based on the publish/subscribe 
paradigm. This messaging system facilitates information exchange among nodes because senders
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and receivers do not communicate directly with each other but via a message broker. In addition 
to the transport mechanisms for sensor information, the middleware subsystem also provides 
means to process the sensed information in a distributed fashion.
The management subsystem is responsible for the configuration and initialisation of the 
connectivity and middleware subsystems based on information provided in the application 
profiles. The management subsystem interfaces to the middleware subsystem to configure the 
middleware and to exchange messages with peer nodes, and interacts with the connectivity 
subsystem to manage the NW, MAC, and PHY functions of the sensor node. In the management 
subsystem, several functions are implemented:
■ Service and node discovery: The service and node discovery functions enable the 
subsystem to find a service or node in the network.
B Location and positioning: The location and positioning functions supply information on 
the absolute or relative position of the node.
H Time synchronisation: The time synchronisation functions supply a notion of common 
timing between nodes or the entire network.
B Security manager: The security manager controls all issues related to authentication, 
privacy and trust.
* Node and system manager: The node and system manager handles all tasks related to the 
correct operation of the node and system.
The management subsystem also provides means to program and manage the life-cycle of the 
system by updating software code (simple parameters up to protocol stack reconfiguration) 
according to application requirements; moreover, it comprises an information database that stores 
all parameters and attributes related to the subsystems.
The application subsystem hosts one or several sensor applications. Each application can send and 
receive sensor data by using the data transfer services of the middleware subsystem. The 
application subsystem configures the management subsystem of the node according to its 
functionality and role in the sensor network.
3.2 Connectivity Subsystem
This section presents further details on the services and corresponding protocol functions of the 
connectivity subsystem of the protocol stack. The services provided by the connectivity
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subsystems to other subsystems in the system can be grouped into data transfer services and 
configuration services.
The data transfer service of the connectivity subsystem facilitates the exchange of data within the 
system between sensor nodes as well as between sensor nodes and B3G communication systems. 
The functionality of the data transfer service is achieved by a cooperation of various protocol 
elements and mechanisms ranging from the PHY to the network layer.
The data transfer service provides other subsystems with the capability of data exchange with 
different QoS requirements (delay, reliability); it supports node and data centric addressing, 
multiple protocol profiles and provides the capability to automatically adapt to a change in 
environmental conditions by reselecting a protocol profile
The configuration service of the connectivity subsystem provides the means to configure the 
composition of the protocol stack, protocol parameters as well as internal state of the connectivity 
subsystem according to given requirements and application environment. It also provides other 
subsystems with the means to obtain internal state and connectivity-context information of the 
connectivity subsystem.
The configuration service provides other subsystems with the capability to influence the operation 
and behaviour of the connectivity subsystem by configuring the composition of the protocol stack/ 
selection of protocol profiles, setting parameters of protocol elements, manipulating internal state 
of the connectivity subsystem such as routing tables. To facilitate this, the management subsystem 
needs to be informed by the connectivity subsystem of certain failure events or conditions and 
allow other subsystems to obtain connectivity subsystem specific information.
3.2.1 Data Transfer Service
The connectivity subsystem provides a data transfer service to the middleware subsystem at the 
MICO-SAP. The data transfer services can be accessed through service primitives. Table 3-1 
provides a summary of these service primitives, which are described in more detail in [64].
Table 3-1: Data Transfer Service Primitives
Service Primitive req ind cnf rsp
MICO-DATA-TRANSFER ✓ V -
MICO-DATA-RECEIVE - - -
The data transfer service can be used to exchange service data units (SDUs) between two or more 
sensor nodes within the WSN by using the MICO-DATA-TRANSFER and MICO-DATA- 
RECEIVE service primitives. After invoking this service by requesting the transmission of an
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SDU to a destination node, a suitable protocol profile is selected according to the specified QoS 
requirements. This profile defines the routing and transmission method to be used for the data 
transfer. Accordingly, a sequence of proper operations such as encryption, segmentation, and 
coding is performed on the SDU to create packets that are well-suited for hop-by-hop 
transmission to the destination. The address of the next-hop node is determined by using either a 
pre-generated routing table or by applying opportunistic routing principles. After performing 
these operations, MAC and PHY functions are invoked to control the access of the node to the 
radio channel and to transmit the packet to the next-hop node. Retransmission of packets may be 
applied in case of transmission failures. The connectivity subsystem of the next-hop or destination 
node can only receive data packets after a proper reception profile has been selected. According to 
this profile, the connectivity subsystem can activate its transceiver to receive packets addressed 
for this node or can actively poll data from a specified source node. Moreover, reception filters 
can be installed to receive packets only from particular source nodes or evaluation handlers can be 
registered for data-centric processing of received data packets. After the receiver chain has been 
configured, the packet can be received, decoded, and further processed based on the protocol 
discriminator information provided in the received packet and the reception profile. If the 
receiving node is the final destination, the reconstructed SDU is indicated to the middleware 
subsystem; otherwise, the received packet is forwarded to the next-hop node. This sequence is 
summarised in Figure 3-2.
Connectiv ity  subsystem  o f sender
Protocol profile
Connectivity subsystem  o f receiver
Protocol profile
Figure 3-2: Signalling flow between Sending and Receiving Entity during Data Transfer
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3.2.2 Configuration and Support Services
The connectivity subsystem provides configuration and support services to the management 
subsystem at the MACO-SAP. These services provide means to establish and control a WSN, to 
configure the protocol stack, and to set and monitor protocol parameters as well as internal states 
of the connectivity subsystem according to given application requirements.
The configuration services can be accessed through service primitives. Table 3-2 provides a 
summary of these service primitives, more detail can be found in [64].
In the following paragraphs, each of these service functions is briefly described and summarised 
in Figure 3-3.
Network Formation: This service configures the connectivity subsystem of a full-function device 
so that a new network can be established. To do so, the connectivity subsystem performs an 
energy detection scan followed by an active scan over all radio channels within the personal 
operating space (POS) of the node to identify the best-suited radio channel for the network. After 
selecting a channel, a unique network identifier (WSNId) is assigned and functions are started to 
control the access of network nodes to the radio channel. These functions can be provided with or 
without periodically broadcasting beacon frames.
Table 3-2: Configuration Service Primitives
Service Primitive req ind cnf rsp
MACO-NET-FORMATION - -
MACO-NET-DISCOVERY - y -
MACO-NET-MEMBERSHIP-JOIN V -
MACO-NET-MEMBERSHIP-LEAVE V -
MACO-START-CLUSTERHEAD - V -
MACO-NET-RESET - V -
MACO-SYNC ✓ V -
MACO-LOCATION V -
MACO-DISCOVER-NEIGHBOUR ✓ - V -
Network and Device Discovery: These services discover networks and devices, which are 
currently operating within the area of the node. To discover an established network, an active scan 
is performed over all specified radio channels to retrieve information provided in beacon frames 
transmitted by the coordinators or clusterheads of existing networks. This information contains 
addressing information, the WSNId, security settings, and information on whether the beaconing
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device permits joining. All parameters are stored into the neighbour table of the information 
database. The device discovery service can be used to iteratively search for neighbour nodes. The 
discovered device identifier as well as device attributes such as distance, network role, etc., are 
reported to the service user.
Network Join and Leave: These services provide means to join or remove an end device to or 
from an existing network. The join service establishes a parent-child relationship between the 
node that requests joining the network and the coordinator or clusterhead of a selected WSN. The 
child node initiates the association process by selecting a suitable parent node from its neighbour 
table and issuing to this node an association request command indicating its own operational 
capabilities. After receiving this command, the parent node may allow the child node to join the 
network if sufficient radio resources are available. If this is the case, a new entry is created in the 
neighbour table of the parent node, containing information on the capabilities of the joining 
device. Moreover, a unique network-address is assigned to the new node and sent back to the 
child with an association response command. The child node acknowledges the successful 
reception of the command and terminates the association process after having stored the assigned 
network-addresses into its information database. A similar service is provided to remove nodes 
from the network; however, the required disassociation functions can be initiated by the end 
device, the network coordinator, as well as the associated clusterhead.
Start Clusterhead: This service configures the connectivity subsystem of a full-function device, 
which has already joined the WSN, to start its operation as a clusterhead. The service verifies 
whether the device has already joined the network, configures the MAC frame structure according 
to the needs of the network manager, broadcasts beacon frames, and controls the association and 
disassociation process of a joining or leaving end device. Moreover, this service can also be used 
to reconfigure the MAC frame structure of the network coordinator and already operational 
clusterheads.
Synchronisation: This service of the connectivity subsystem establishes and maintains timing 
synchronisation between an end device and the coordinator or clusterhead in a beacon-enabled 
WSN. After enabling the radio receiver, the synchronisation procedure starts searching for the 
next beacon frame transmitted on the radio channels specified for the device. Depending on the 
requested service, the receiver can also continuously track beacons by regularly activating the 
radio. Moreover, this service is also used to notify its user in case of a synchronisation loss.
Location Positioning: This service of the connectivity subsystem provides means to obtain 
absolute or relative location information of a device. The location information can be its 
geographical position, but also other metrics that are related to the location of the device such as 
the “signal strength”, “direction of arrival” or “time of arrival” of a received radio signal. To
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obtain the requested location information from the connectivity subsystem, the location 
positioning service verifies whether a recently updated location or metric value can be found in its 
own information database. If the metric value is not available or outdated, the service initiates the 
exchange of test frames over the appropriate radio channel to estimate the requested metric. This 
metric together with a parameter characterising its quality is finally reported to the service user.
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Figure 3-3: Configuration of CO Subsystem for Data Transfer Service of Network Nodes
3.3 Middleware Subsystem
This section presents further details on the services provided by the middleware subsystem. In 
distributed systems, the middleware bridges the gap between the operating system and the 
application to facilitate the development of distributed applications. The services can be grouped 
into a node-centric data service and a context access service. The middleware subsystem further 
provides support for a distributed data processing service.
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3.3.1 Node Centric Data Service
The node-centric data transfer service functions are responsible for the transfer of data to a 
specific node or a group of nodes. They are based on the data transfer functions provided by the 
connectivity subsystem. The middleware subsystem provides mechanisms for a reliable data 
transport that supports “guaranteed delivery”, “best effort”, and “probabilistic guarantees”. 
Furthermore, it can be specified whether a packet should be delivered “at least once”, “at most 
once”, or “exactly once”. The sender can request to be informed about the successful data 
delivery.
With support of the management subsystem, the middleware subsystem also provides congestion 
control that takes into account the priority level of the data to be transmitted. Data with the 
highest priority is transferred first. If bandwidth is still available, then data with the next lower 
priority is transferred. If data that should be delivered with a low priority cannot be delivered due 
to congestion, the data source is informed. The data source can then decide to reduce the 
bandwidth it requires by reducing the quality of the results or by lowering the sampling rate. In 
doing so the data gets transmitted with a higher priority. This allows an application to continue 
operation at a reduced quality instead of being shutdown completely due to congestion.
The node centric context access services can be accessed through service primitives. Table 3-3 
provides a summary of these service primitives, more detail can be found in [64].
Table 3-3: Node Centric Context Access Service Primitives
Service Primitive req ind cnf rsp
APMI-DATA-TRANSFER V V V -
APMI-D AT A-RECEIVE V - - -
Figure 3-4 shows an example of using node centric data transfer services of the middleware 
subsystem.
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Figure 3-4: Message Sequence Diagram of a Node Centric Data Transfer
A receiver configures adequate reception filters locally. The node centric data service function 
subsequently configures the reception filters within the connectivity subsystem. The sender 
initiates the transfer of a SDU. The data transfer function immediately verifies if a specific 
protocol profile has been provided. If not the data transfer function derives a suitable protocol 
profile. If no parameter is provided, a default protocol profile is selected. A protocol profile 
determines a chain of protocol elements, which are successively called to perform some operation 
on the SDU to be transferred. The SDU, provided as parameter in the primitive invocation, is 
copied into a transmission buffer of the protocol stack, returning a failure if no buffer is available.
It is assumed that protocol parameters of the selected protocol profile have been previously 
configured by respective management subsystem entities using the configuration service.
According to the transport functionality required by the selected protocol profile an appropriate 
protocol element is invoked. The protocol element evaluates that relevant parameters have been 
correctly provided in the primitive invocation (e.g. destination address) and performs required 
tasks on the SDU in the buffer (e.g. creation of PDUs by appending additional headers, 
segmentation, checksum calculation, etc.). After performing all protocol specific handling, data 
transfer service primitive of the connectivity subsystem is invoked, passing the created PDU with 
appropriate parameters.
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In case the selected protocol profile does not require transport functionality of the node centric 
data transfer service, the data transfer service primitive of the connectivity subsystem service is 
directly invoked passing the SDU with appropriate parameters.
A successful reception of a node centric PDU at the receiver side is indicated to the node centric 
service functions. If a PE for the support of transport functionality has been involved in the node 
centric data transfer, respective protocol actions are completed before the initial SDU can be 
recovered and passed to the receiving (application) entities. Otherwise the received PDU is 
transparently passed as SDU.
At the sender side a successful transmission of an SDU is indicated to the invoking (application) 
entity. In case of a failure a respective error code is provided with the invocation of the primitive.
3.3.2 Context Access Service
The context access service maps data from a source to an interested receiver without the source or 
the receiver being aware of each other. It would be much too complicated for a sensor to discover 
and maintain a list of receivers that were potentially interested in its measurements. Similarly an 
application, which processes sensor data, is often not interested from where the data originates but 
rather that it receives a specific kind of data. Therefore, the middleware offers a publish/subscribe 
system which decouples the data sources (e.g. sensors) from the data sinks (e.g. applications or 
actuators) by using message brokers. A semantic mapping service is used to translate high-level 
descriptions of data and requests to low-level handlers used in the publish/subscribe system. 
Furthermore, the middleware offers means for processing and combining data in order to provide 
contextual information. Similar to the node-centric data service, the context access service 
supports data transport with various delivery options and priority classes to deal with congestion.
The context access service contains a set of functions that enables context aware applications to 
retrieve contextual information gathered by the system by subscribing to contextual information at 
different levels of granularity. The context access service is realised by a broker based 
publish/subscribe middleware functionality:
■ Provides context aware applications with the means to subscribe to contextual 
information at different levels of granularity,
■ Allows for different types of context subscriptions (one-shot, periodic, event based),
■ Provides means to advertise availability of its context information (publish),
■ Provides mechanism to access and process sensor information,
B Provides mechanisms to ensure reliable transport of context information,
■ Provides a mechanism to specify the semantics as well as Quality of Context (QoC) 
information required.
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Publish/subscribe services are provided to the application subsystem via the APMI-SAP. Sensors 
and other information providers register their capability to the network with the canjpublish 
primitive. They get notified by the network if an interest for the given data is available. To publish 
actual data, sensors and other information providers use the publish primitive. To receive data, an 
information consumer subscribes to a topic with the subscribe primitive. Finally a user of the 
system can register a processing function for in-network processing of data with the 
injectprocessing primitive, see next section. An overview of the service primitive is provided in 
Table 3-4.
Table 3-4: Data Centric Context Access Service Primitives
Service Primitive req ind cnf rsp
APMI-CAN-PUBLISH ✓ % - -
APMI-PUBLISH-END ✓ ✓ - -
APMI-PUBLISH ✓ - - -
APMI-SUBSCRIBE v' - -
APMI-UN SUB SCRIBE - - -
APMI-INJECT -PROCESSING. - - -
The data centric service functions can be associated with three different roles:
B publisher,
H subscriber, and 
■ broker.
A device can act at any given moment in any of these roles. If a device acts as publisher, it 
produces data. If it acts as subscriber, it consumes data. Devices that actively participate in the 
organisation of the communication act as brokers.
It is assumed that the network always chooses a broker and that all nodes of the network know 
about their assigned broker. It could be assumed that if the network is organised in clusters, the 
clusterhead is also the broker for all nodes in the cluster.
To achieve functionality across the boundaries of the clusters, the brokers interact with the service 
discovery service. Each broker informs and updates the service discovery service about the topics 
that are available within its cluster. It also informs and updates the service discovery service about 
software code that was injected to process data. When a broker receives a subscription, it checks
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with the service discovery to see whether data sources with the given topic would be available in 
other clusters. If there are no publishers but the service discovery knows about a software code 
that has been injected and that could produce the desired kind of information through processing 
data from available publishers, that software code is copied to the broker closest to the data source 
to provide the desired information.
Publisher Broker Subscriber
Figure 3-5: Interaction between different Instances of the Middleware
3.3.3 Distributed Data Processing
The raw data produced by the sensors are often not usable by an application. To obtain data that is 
more meaningful to the application, the raw data has to be processed and data from different 
sensors has to be combined. Important bandwidth savings could be obtained by doing such 
processing as close to the source as possible. In addition, an application might not know how to 
process the data from the particular set of sensors available in the local network in order to obtain 
the data the application is interested in. To solve this problem, the middleware subsystem of the 
system supports distributed processing in the form of task networks [65]. Each processing step, or 
task, subscribes to a number of topics and publishes its results on a different topic. An algorithm 
that implements a processing step can be made available to the network by registering it with the 
middleware, which in turn informs the broker about its existence. When an application subscribes
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to a topic for which there is (currently) no data source, the broker tries to combine processing 
steps in order to obtain data for the desired topic by combining data from available data sources.
3.4 Management Subsystem
This section presents further details on the services provided by the management subsystem. The 
management subsystem is responsible for the configuration and initialisation of the connectivity 
and middleware subsystems. By utilising the information provided in the application profiles, it 
implements service discovery, node discovery, and location positioning of sensor nodes. It 
manages the sensor node, the sensor network, and security issues.
Its services can be logically grouped into support services, management services, and 
programming services.
3.4.1 Support Services
The support services provide complementary functionalities to the application and other 
subsystems, which go beyond middleware and connectivity aspects. These services are briefly 
described in the following paragraphs and they are listed below:
■ Registration and Deregistration of Services 
a Service Discovery 
0 Node Discovery
0 Time Synchronisation
B Localisation
An overview of offered service primitives is provided in Table 3-5. Each of the service primitives 
is described in the subsection below.
Table 3-5: Overview of Support Service Primitives
Service Primitive req ind cnf rsp
APMA-REGISTER-SERVICE Z -
APMA-DEREGISTER-SERVICE y - Z -
APMA-SERVICE-DISCOVERY / - Z -
APMA-DEVICE-DISCOVERY Z - Z -
APMA-SYNC-CAPABILITY Z - Z -
APMA-SYNC-PERFORMANCE Z - Z -
APMA-SYNC / - V -
APM A-DROP-S YNC - - -
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Service Discovery: Sensor nodes, which want to offer their services for a given time to other 
nodes, have to register them in a service directory. This service directory stores information about 
all available services in the WSN, and may dynamically move from one node to another in the 
WSN. A service directory may refuse to register a service with a given service description, and 
may set another service expiration time than specified in the registration request; however, the 
service registrar receives indications about any change of its service registration until it 
deregisters the service. The service discovery function allows a sensor node to search for a 
specific service offered by any other node in the WSN by propagating a service query to the 
service directory. The service directory responds to the query with a list of services, including 
information on how they can be accessed and when they expire.
Figure 3-6 gives an overview of the usage of the service primitives and possible interaction of 
service functions between a local node and the service directory.
Node Discovery: This service provides network topology information on nodes of the WSN that 
are in the neighbourhood of a sensor node. The description of the surrounding network topology 
is provided as a tree-like list that comprises for each node the node identifier and its 
corresponding attributes.
Location and Positioning: This service enables a sensor node to obtain absolute or relative 
geographical location position information of all sensor nodes in the WSN. The own position of 
the sensor node is computed by triggering the execution of an appropriate location positioning 
algorithm provided in the connectivity subsystem. On request, the retrieved position information 
together with a parameter characterising its accuracy can be disseminated in the network. To 
obtain location information of other nodes in the WSN, protocol messages are exchanged with 
neighbour devices to retrieve the desired position information in their information data bases. 
Note that the devices in the network may compute their positions using a variety of algorithms, 
selected on user preferences and available resources.
Time Synchronisation: This service manages all synchronisation related issues within a node and 
between sensor nodes. There are many synchronisation sources in a WSN which can provide 
timing and/or synchronisation information. Each potential source has to register its capabilities in 
a service directory before it can be invoked when required. The role of the synchronisation service 
is to configure and control the various synchronisation sources, and provide a unified interface for 
sensor nodes to request and receive synchronisation information.
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Figure 3-6: Example use of Service Discovery Service Functions
3.4.2 Management Services
The management services are provided by the node, system and security manager, which 
implement mechanisms for initialising, configuring, and securely operating sensor nodes in a 
WSN. The management services of the management subsystems provide mechanisms for 
configuration and initialisation of a sensor node. Local configuration and initialisation of 
subsystems of a sensor node is handled by the node manager. Besides configuration, the node 
manager takes care of enforcing local resource and power management policies. The system
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manager coordinates the configuration across sensor nodes of a whole network and provides 
assignment of roles and adaptability/reconfiguration of protocols according to conditions in the 
WSN environment. The security manager controls security aspects across all subsystems of 
protocol stack.
The node manager handles the initialisation, configuration and reconfiguration of all subsystems 
of a sensor node. In addition, the node manager takes care of enforcing local resource and power 
management policies. It also provides an information service that allows protocol entities in a 
subsystem to access and modify parameters of other protocol elements, possibly located in other 
subsystems. In this way, information can efficiently be exchanged across layers as required for 
cross-layer optimisation of the protocols.
The system manager coordinates the configuration across sensor nodes of a whole network. It 
assigns roles to sensor nodes and adapts/reconfigures the protocol stack executed on the sensor 
node according to application requirements and current network conditions. The system 
manager’s job is also to keep track of available resources and provide an overview of these to the 
applications. Resources can be located on nodes anywhere in the network and they are found by 
the Node Discovery service. There may be a number of services on each node and these are found 
by the Service Discovery service.
Pointers to node resources are provided to the applications by a broker that collects and stores 
information about the available resources in the network. Resources may be processing power or 
measurements. The broker has no understanding of the type of the measurements and they are 
stored in a standard data structure together with meta data from the node that describes the nature 
of the measurement. An example of the format is given below:
SensorMeasurement(
SensorlD
SensorType (Temp, Humidity, Sound, Light, Picture,...)
Location
TimeStamp
MeasDataType (float, int, ....)
MeasSize (byte)
Measurement[MeasSize]
LastUsed[xJ (Array o f timestamps from the last x measurements) 
LastUsed[x] (Array o f subscribers to the last x measurements)
)_____________________________________________________
The table below gives an overview of the service primitives provided by the system manager.
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Table 3-6: Service Primitives provided by the System Manager
Service Primitive req ind cnf rsp
APMA-GET-SENSOR-LIST Z - Z -
APMA-GET-CPU-LIST Z . Z -
APMA-SUBSCRIBE Z - Z -
APMA-UNSUBSCRIBE Z - Z -
APMA-START-JOB Z - Z -
APMA-STOP-JOB - -
The APMA-GET-SENSOR-LIST service directive is used by applications to retrieve a list of 
available measurement resources in the network. Applications may request a list of sensors that 
must comply with a set of requirements submitted in the request. Requirements can be set up for 
the attributes sensor type, data collection mode and desired location. The confirmation returns a 
list of sensors that are within the requirements with their exact attributes.
The APMA-GET-CPU-LIST service directive is used by applications to retrieve a list of CPU 
resources available in the network. Applications may request a list of CPU time available at 
different nodes that must comply with a set of requirements submitted in the request. 
Requirements can be set up for the attributes, required memory, required processing power, 
required network bandwidth and maximum distance on the network. The confirmation returns a 
list of nodes that are within the requirements with their exact attributes.
The APMA-SUBSCRIBE service directive is used by the applications to subscribe to 
measurement data from a single sensor on the network. The request contains the subscriber ID 
(the application), the Node ID for the node on which the measurement must be taken and the data 
acquisition settings for the sensor (Sample rate, Data collection mode). The request indicates 
whether the subscription was successful with an error code. Upon a successful subscription the 
sensor is set up to the desired settings and data are sent to the subscriber.
When applications no longer need measurements from a sensor they may use the APMA- 
UNSUBSCRIBE command to unsubscribe. The consumer ID, Node ID and Sensor ID are used to 
identify the subscription in the request, and the confirmation returns these variables as well 
together with an error code indicating if the request was successful.
Applications may use the APMA-START-JOB directive to start a job on a node in the network. 
The request contain a Consumer ID which identifies the application, a Node ID that identifies the 
desired node on which the job shall be executed, an estimate of the total MIPS required by the job 
and the job itself. The confirmation returns a Job ID that identifies the job, the available resources 
on the node and an estimate of the time of completion for the job. This is never better than the
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total MIPS estimate from the application and it may also be disturbed by other unpredictable 
factors.
If a job must be terminated before it has finished by itself it the APMA-STOP-JOB service 
command may be used. The request contains the Consumer ID, Job ID, a shutdown timeout and a 
Kill Mode description that defines if the job should be signalled to shut down properly. The 
confirmation error code indicates if the job was successfully terminated within the shutdown 
timeout or not.
The security manager controls all aspects of security across all subsystems of the protocol stack. 
The security manager is responsible for defining the level of security and trust. Its management 
decisions depend on the context information provided by the node discovery, service discovery, 
and localisation service, and on the information provided by the application subsystem.
An overview of offered service primitives is provided in table below. The details of the security 
manger are out of the scope of this work, but are listed in [64] and [66].
Table 3-7: Overview of Management Service Primitives
Service Primitive req Ind cnf rsp
APMA -RESET y - V -
x-MA-GET y - V -
x-MA-SET - y -
APMA-PRIVACY y - y -
MACO-SECURITY y y y y
MACO-PRIV AC Y ✓ y -
3.4.3 Programming Services
Life-cycle management is an important operational aspect of WSNs as faults may be detected in 
original software components, the application environment may change, or more efficient 
algorithms may become available for specific tasks. Software components can include protocol 
elements, computational algorithms, or data structures of the information data base of sensor 
nodes. The programming service functions provide means to program and manage the software 
components of a sensor node by injecting code and configuration data according to application 
requirements. Particular functions, which the programming service provides, are functions for 
coordinated installation, upgrade and removal of software components or data files, and querying 
the state of software components on a sensor node.
Table 3-8 gives an overview of the different service primitives.
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Table 3-8: Programming Service Primitives
Service Primitive req ind cnf rsp
APMA-UPGRADE Z < -
APMA-ENFORCE-UPGRADE Z < < -
APMA-INSTALL < P -
APMA-REMOVE < S P -
APMA-QUERY V S V <
The programming service functions are provided by a set of service primitives in the system 
responsible for life-cycle management. Only authorised systems are allowed to invoke those 
primitives. Security functions in the system have to ensure that appropriate access to and usage of 
those primitives is enforced. Particular functions the programming service provides are intended 
for:
■ Installation of software components/data files
■ Upgrade of software components/data files
■ The enforcement of an upgrade
■ Querying the software component state of sensor nodes
a Removal of software components/data files.
Figure 3-7 shows a sequence diagram involving programming service functions, in order to 
demonstrate the usage of the service primitives provided by the programming service. On the left 
side of the figure a sequence of calls to primitives of the service functions is depicted for the 
programming of subsystems. The system that is intended to be (re)-programmed will be referred 
to as target system and is depicted on the right hand side of the figure. The state of a specific 
software component on the target system is indicated by the rounded boxes.
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Programming system System to be reprogrammed
Figure 3-7: Example use of the Programming Service Functions
The upgrade service function facilitates the replacement of an existing service component or data 
file with one of a different version.
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Often upgrades are made available with the intention that their enforcement may take place at a 
later time. It is sometimes also essential that an upgrade takes place synchronously across the 
whole sensor network, in order to avoid different versions of a software component to run 
concurrently in the network. For this purpose a separate service function, the ENFORCE 
UPGRADE service function, exists as part of the programming service functions. The service 
function allows an already uploaded upgrade to be executed and enforced at a particular time on a 
sensor node and are invoked by the upgrade service primitives.
The query service allows a programming system to determine the software state of on or more 
target systems in the WSN.
The remove service allows the removal of a previously installed or upgraded software component 
or data file from the subsystems of a sensor node.
The management subsystem is also responsible for maintaining an information base, which 
contains relevant state information of all subsystems and their protocol elements. A shared 
information base facilitates cross-layer optimisation and can be accessed and manipulated by the 
x-MA-GET and x-MA-SET primitive of the node manager.
3.5 Summary of WSN Protocol Stack Architecture
A flexible protocol architecture for WSNs has been introduced, which is well-suited for capturing 
the context surrounding service users in order to enable a variety of advanced context-aware 
applications in beyond 3G systems. To obtain an efficient cross-layer optimized protocol design, 
the system architecture has been divided into three modular, easily re-configurable subsystems, 
namely the connectivity, middleware, and management subsystem. In this chapter, all service 
functions provided by each subsystem have been listed and discussed. More details on the 
protocol functions including a formal subsystem service/interface specification of the protocol 
stack can be found in [64]. This also includes three example instantiations of the protocol stack 
architecture.
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Chapter 4
4 Study of Energy Efficient Clustering
This chapter addresses protocol elements that addresses aspects in both the management and 
connectivity subsystems of the WSN protocol stack architecture, offering the functionality for 
networking through a clustered approach.
Due to the limited energy supply in sensor nodes, energy efficiency is one of the primary 
challenges for wireless sensor networks [31], [32], [33]. Research to conserve energy has 
therefore been a primary goal to improve energy efficiency or to extend network lifetime. Within 
the numerous proposed techniques, hierarchical clustering shows to be a promising energy- 
efficient solution for data gathering and routing [14].
Hierarchical clustering splits WSN into clusters with a clusterhead (CH) acting as a local 
controller on behalf of a cluster of sensor nodes. Compared to peer-to-peer flat topologies 
clustered WSN have a backbone that is provided by CHs. As a local controller, a CH manages its 
member nodes, (e.g. to allocate time slot for data transmission to each node, to collect data from 
member nodes, to aggregate the collected data and to relay them to the sink through single-/multi- 
hop routes), the cluster structure (e.g. to maintain the cluster organization in mobility scenario) 
and it also maintains inter-cluster connectivity (e.g. to relay data for other CHs). A CH is 
therefore much more active compared to a member node, using more energy per unit time, 
resulting in quicker battery depletion and eventual death of the node.
To address this problem, research has been conducted to optimize the CH selection. This chapter 
investigates the existing clustering techniques for energy conservation in WSN. It particularly 
concerning the methods for optimisation of CH selection, as well as the routing from CH to the 
sink as both greatly affect the energy efficiency of the network. Therefore, the evolutions of the 
clustering techniques can be categorised according to CH selection or routing from CH to sink.
Categories of clustering techniques:
Random CH Selection - Randomly rotating the CH role among nodes.
CH Selection based on Residual Energy -  Heterogeneous WSN consist of nodes with different 
initial energy, allocating the probabilities to become a CH to the nodes biased according to their
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energy helps to extend lifetime. This initial energy availability consideration distributes loads 
among nodes in a heterogeneous WSN much better.
CH Selection based on real-time Residual Energy - In case the probability of a node to become 
a CH is constant throughout the network lifetime, an advance node will still more frequently serve 
as a CH even though its real-time residual energy is lower than that of a member node and 
consequently it may die earlier than a normal node. Taking into account the real-time residual 
node energy for CH selection therefore distributes the loads among the nodes better.
Advanced Parameters and Multihop Routing - Residual energy is an important parameter for 
CH selection, however other parameters have been used for additional gains, such as node degree, 
cluster size and cluster organization. With this consideration, better CH selection and cluster 
formation can be achieved. In addition, providing multihop capabilities for the backbone formed 
by CHs provides an additional benefit for network lifetime.
4.1 Selected Algorithms for comparison
To more comprehensively investigate clustering algorithms, this section selects some 
representatives for modelling and comparison. The rule for representative selection is based on 
the major characteristics of the algorithm. The algorithm which covers most characteristics 
summarized above have been selected based on Table 4-1. LEACH (Low Energy Adaptive 
Clustering Hierarchy) [14], SEP (Stable Election Protocol) [15], DEEC (Distributed Energy- 
Efficient Clustering) [16] and YCA (Voting-based Clustering) [17] have been chosen to map the 
four evolutionary stages respectively. These algorithms have also been mapped to the routing 
categories: LEACH, SEP and DEEC use single-hop routes to the sink whereas VCA adopts multi­
hop routes. The following sections describe these algorithms in brief and a table (Table 4-1) 
shows and compares their major characteristics and concerns.
4.1.1 LEACH
The operation of LEACH [14] is separated into rounds. Each round has two phases, the setup 
phase, in which the CHs are selected and the clusters are organized; and the steady state phase, in 
which the data packets are transferred to the sink. The duration of the steady state phase is longer 
than the duration of the setup phase in order to minimise overhead.
During the setup phase, a pre-determined fraction of nodes, p opt, elect themselves as CHs as 
follows. A sensor node chooses a random number, r, between 0 and 1. If this random number is 
less than a threshold value, T(sj) as shown in (1) [14], the node becomes a CH for the current 
round.
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T(si) = --------7------------  t---- m (1 )
1 “  Pop, \mod\r, round (1 / popl)))
The threshold value is calculated based on an equation that incorporates the desired percentage to 
become a CH, the current round, and the set of nodes that have not been selected as a CH in the 
last (1/pop,) rounds. All elected CHs then broadcast an advertisement message to the rest of the 
nodes in the network that they are the new CHs. All non-CH nodes, after receiving this 
advertisement, decide the cluster to which they want to belong. This decision is based on the 
signal strength of the advertisement; the assumption is that the stronger the signal the shorter the 
distance to the CH. This helps the non-CH nodes join in the CH with the shortest distance, 
conserving energy for data communication between the non-CH nodes and CH. A non-CH node 
informs the appropriate CH that it will be a member node of the cluster. After receiving all the 
messages from the nodes that would like to be included in the cluster and based on the number of 
nodes in the cluster, a CH creates a multiple access schedule, such as time division multiple 
access (TDMA), and assigns each node a unique access slot. This schedule is broadcast to all 
member nodes in the cluster.
During the steady state phase, the sensor nodes begin sensing and transmitting data to the CHs. 
The CH node, after receiving data, aggregates the data before transferring the aggregated data to 
the sink. The data amount that must be transmitted to the sink is significantly reduced and energy 
can be saved.
After a certain time, which is pre-determined, the network goes back into the setup phase again 
and enters another round of selecting new CHs.
4.1.2 SEP
Differing from LEACH, SEP [15] assumes a two-level heterogeneous WSN, which is composed 
of advanced nodes (higher energy level) and normal nodes (lower energy level).
SEP aims at prolonging the stability period, which is defined as the time interval before any node 
dies. SEP assumes a WSN of n nodes. The initial energy of normal nodes is E0. It defines m as the 
fraction of advanced nodes and a as the additional energy factor between the advanced and the 
normal nodes. Therefore, the total initial energy of the network is increased by a factor of axm. In 
order to optimize the stable region of the network, the new epoch is equal to ( l+ a x m ) / p ojn 
because the network has axm  times more energy and axm  more nodes (with the same energy as 
the normal nodes.)
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In order to maintain the probability of nodes becoming CHs each round and to prolong the stable 
region of the WSNs, the possibility to become a CH for a normal node and an advanced node is 
defined as shown in (2) [5].
P  adaptive
Jr opt
TZJTT, normal—node1 + (x-m (2)
Pop! . . advanced -  node
f  +  a - m
x(l + a)
Using (1) and (2), the methodology to determine a CH in SEP can therefore be determined as 
shown in (3).
^ ______  P  adaptive ______
1 -  Padaptive (mod(r, round (l /  p adaptive)))
Besides CH selection, SEP shares the same processes, i.e. how to organize clusters and how to 
collect data, with LEACH.
4.1.3 DEEC
SEP considers the initial node energy during CH selection, which may result in the advanced 
nodes draining energy quickly. DEEC [16] further optimises the CH selection by considering the 
real-time residual node energy, which at the same time makes DEEC suitable for WSNs 
consisting of nodes with multi-level initial energy.
The residual node energy is updated during each round and is applied to select CHs for this 
specific round. It assumes that N  nodes are uniformly distributed within an area of MxM. To 
guarantee the average total number of CHs per round per epoch is equal to Nx popt, (4) needs to be 
realised:
A " A * f w  <4>
Ej(r)  is the residual energy of node i at rth round and ~E(r) is the average residual node energy of 
rth round. Parameter E(r) is determined by (5).
(5)
R is the expected lifetime of the network and can be described with (6), where Etotai is the total 
initial energy of the network and Eround is the total energy consumption of one round.
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R ^ 3 oH!L (6)
Eround
To get R, the expected total energy consumption of each round needs to be calculated. It is 
assumed that each member node sends L bits of data to its CH during each round, the total energy 
dissipated in the entire network during a round can be determined as (7) [14], [16].
Eround = U2NEclec+ NEda+ ksmpdtoS+ N sfsd toCf )  (7)
M ,n ,
“ " “ Vm
d„s =0.765|- (7b)
_ 4n
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e fs M
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(7c)
Extending the two-level SEP as shown in (2) into a multi-level heterogeneous network, (8) can be 
achieved [16] by:
P i
P o p ffiO j
(1+ a-m )E (r)
PoPta+<x)Efr) w
(1+ a-m )E (r)
Using p opl in (4) to replace p opl in (8), the probability of a node to become a CH can be 
determined as in (9).
P.r,N(t + a,)E,(r)
P ( ‘) = ,  ;— ——  (9)
N + %a, £(r)
i=1 J
Similarly to LEACH and SEP, the methodology to determine a CH in DEEC can finally be 
achieved as shown in (10) [16].
T(si) = \
Pi--------  if s, G g
l-^ J rm o d —) (10)
q otherwise
Similarly to SEP, DEEC also shares the same processes, i.e. how to organise clusters and how to 
collect data, with LEACH.
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However, research has shown that nodes in the network do not have similar lifetime at all [14], 
[15], [16], which makes the total energy consumed through the network within a round not a 
constant. It is therefore not accurate to achieve the estimated lifetime R described in the previous 
analysis. To get a more accurate R, the node lifetime needs to be equalized throughout the 
network and the total energy consumption of one round needs to be re-estimated. This method is 
used in this study.
Besides the optimisation of CH selection based on residual energy consideration, VCA [17] also 
takes into account the node degree. It defines the total vote of sensor node i as the sum of the 
votes from all its neighbours as shown in (11) [17], in which R means the threshold of distance to 
a neighbouring node.
(12) implicates that the node with more residual energy gets a higher chances to be a CH. To 
balance the energy distribution among the CHs, more sensor nodes are subscribed to a CH with 
more residual energy. A fitness function has been proposed for such purpose as shown in (13)
If the residual energy is the same, CH with more neighbours has a lower fitness than those with 
fewer neighbours. A sensor node selects the CH with the highest fitness within its radius.
Besides optimisation of CH selection, VCA also realises that the routing from CHs to the sink 
also dramatically affect the lifetime of the nodes and consequently the whole network. Besides the 
fact that it is not reasonable to require all nodes to be accessible by the sink within a single hop, 
especially in large size WSN, a long single-hop to the sink itself is not energy efficient. VCA 
therefore suggests transferring data to the sink using multi-hop routes. Table 4-1 summarises the 
major characteristics and concerns of the selected representatives.
4.1.4 VCA
vote(V;)= J jK v ^ v ,.) (11)
(12)
[17].
fitn ess(V i) =  — — -—  
deg ree .
(13)
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Table 4-1: Summary and Comparison of the Selected Algorithms
Algorithms LEACH [14]
Other example 
[34].
SEP [15]
Other examples 
include [35], 
[36], [37], [38], 
[39], [40], [41] 
and [42].
DEEC [16] 
Other examples 
include [43], 
[44], [45], [46], 
[47], [48], [49], 
[50], [51] and 
[52].
VCA [17]
Other examples 
include [53], [54] 
and [55].
Assumptions Residual node 
energy aware
Power adjustable 
and high enough
Sink at the centre 
of the network
Residual node 
energy aware
Power high 
enough
Residual node 
energy aware
Power high 
enough
Expected 
network lifetime 
available
CH’s power 
adjustable
Data to sink Single-hop Single-hop Single-hop Single-hop / 
multi-hop
Homogeneous/
Heterogeneous
Homogeneous Heterogeneous Heterogeneous Heterogeneous
CH selection No. of CH 
optimized
Randomly
selected
No. ofCH 
optimized
Initial node
energy
considered
No. of CH 
optimized
Initial and 
residual node 
energy 
considered
No. of CH 
optimized
No. of
neighbouring 
nodes and total 
residual energy 
of neighbouring 
nodes considered
Residual node
energy
considered
4.2 Simulation Scenarios and Parameters
This section describes the simulation scenarios and parameters. Note, in section 4.1.3 it has been 
stated that the estimated lifetime achieved with the DEEC method is not accurate, this work 
therefore adapts a more reasonable methodology by using £ rMf-».w(r) to replace E(r) in (5), where 
~Ercai-,tme(r) is the real-time average residual node energy at the rth round as described in (14).
— F  fr)rr . r , . \ __  totalrealtime\  /  A\F real-time\f) -  —  —— (14)
activenode\ )
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where EtotalreaUime(r)  is the total residual energy of the network at rth round and N activenode(r)  is 
the total number of active nodes at the rth round.
The simulation assumes that the node density is 0.01 (e.g. 100 nodes randomly distributed within 
an area of 100m x 100m), which has been adopted in many research papers, e.g. [14], [15], [16] 
and [17]. The nodes are uniformly distributed in the network area. The sink is located at the origin 
(0, 0). Two types of nodes are defined, normal nodes and advantage nodes as per requirement of 
SEP. Normal nodes have 0.5J initial energy. As the scalability of the algorithm is to be 
investigated, the network sizes are increased as shown in Table 4-2.
Tabic 4-2: Simulation Scenarios
Network area size Number of nodes
(20000m,20000m) 200
(40000lu, 40000l/2) 400
(60000+  600001'2) 600
(80000+  80000l/i) 800
(1000001'2, 100000f 2) 1000
To comprehensively evaluate the algorithms, this simulation uses the following lifetime 
definitions:
m First-node lifetime (FL): the period at which any first node dies, which is also referred to
be the ‘stability period’ in SEP;
■ Availability lifetime (AL): the period at which a certain percentage (defined as PP1, 
which is 30% here) of nodes die. It is assumed that before AL the availability of the 
network is acceptable;
■ Network lifetime (NL): the period at which a certain percentage (define as PP2, which is 
70% here) of nodes die. This period defines the absolute limit at which a WSN can still 
provide usable (but not accurate) information.
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The parameters used in this simulation are provided in Table 4-3.
Table 4-3: Simulation Parameters
ETR=ERX E fs 
for n=2
E(imp 
for n=4
EDA M a
50 nJ/bit/m 10 pJ/bit/m 0.0013
pJ/bit/m
5 nJ/bit/signal 0.3 3
PP1 PP2 CH
percentage
PLength BPLength Enormal
0.3 0.7 0.05 250kB 20kB 0.5J
* M  is the ratio between the number of advanced nodes and the total number of nodes in the 
network;
■ a is the ratio of initial energy between advanced node and normal node;
■ PLength is the data packet sizes;
■ BPLength is the clustering packet size.
■ Definitions of other parameters can be referred to from [14], [15], [16] and [17],
The simulations were performed using the NS/2 network simulator.
4.3 Simulation Results and Analysis
This section provides the simulation results and analysis. It is organised as following: FL lifetime 
performance, AL lifetime performance, NL lifetime performance and clustering performance.
4.3.1 First-Node Lifetime (FL) Performance
The FL of the algorithms are shown in Figure 4-1. The FL decreases according to network sizes. 
In a clustered WSN in which single hop is applied to send data to the sink, e.g. LEACH, SEP and 
DEEC, the increase in node distance to the sink results in earlier node death in the far region from 
the sink than in a smaller WSN. In a clustered WSN in which multi-hop is applied to send data to
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the sink, e.g. VCA, the increase in data amount that the nodes near the sink needs to relay results 
in earlier node death in the near area to sink than in a smaller WSN (Figure 4-4 and Figure 4-8).
In a homogeneous WSN, the first node lifetime of LEACH is exactly the same as in SEP as only 
the initial node energy is considered. DEEC considers the real-time node residual energy resulting 
in longer FL for both homogeneous and heterogeneous WSNs than LEACH and SEP.
VCA shows the best scalability as its FL decreases more slowly according to network sizes. 
However, one interesting observation is that although VCA has the most complex CH selection 
and multihop routing, its FL is even shorter than LEACH, SEP and DEEC when the network size 
is less than 600 nodes, though, it becomes better when the network size is larger than 600 nodes. 
The explanation will be explored in the clustering performance subsection.
During the simulation, it is assumed that all packets sent by the source nodes are received by the 
sink. Therefore, multiplying FL with the respective number of nodes yields the total packets 
delivered to the sink. Packets delivered to sink before FL come from the entire network and are 
assumed to be reliable. This parameter is important when high QoS is required. The performance 
of delivering data to sink is shown in Figure 4-2. This result illustrates that when the network size 
increases, the packets delivered to the sink do not necessarily increase accordingly. The 
explanation is that, though the network size increases, the decreases in FL may be more 
significant. The maximum value of LEACH and SEP is achieved at network size of 200 nodes, 
whereas 400 for DEEC and 800 for VCA, showing better scalability than others. Increase in
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delivering packets to the sink is quite significant in heterogeneous WSNs compared to 
homogeneous WSNs.
Figure 4-2: Packets delivered to the Sink before First Node Lifetime versus Network Size
Figure 4-3 shows the node energy distribution at FL when the network size is 600. More nodes 
with less residual energy mean better performance in balancing energy consumption. VCA shows 
the best performance compared to other algorithms in both homogeneous and heterogeneous 
WSNs. However, all algorithms have significant residual energy at FL, which means that the 
initial node death is early in all techniques. This observation shows that significant improvement 
can be expected if the node lifetime can be balanced throughout the network.
The residual energy distribution shown in Figure 4-3 has been used to evaluate the algorithms in 
[40]. This result, however, does not show clearly where the energy in the network is situated. 
Figure 4-4 shows the energy distribution at FL of heterogeneous WSNs of size of 600. Larger 
sized dots represent nodes with more residual energy. From this figure, LEACH and SEP perform 
poorer than DEEC and VCA. Another interesting observation is that, the smallest dots (least 
remaining energy) are found at different area in the algorithms. In LEACH, SEP and DEEC, they 
are found at the area farthest to the sink (sink is located bottom left at the origin). This is because 
the CHs in these algorithms sent data to the sink with single hop. However in VCA, they are 
found in the area nearest to the sink. This is because in VCA, the nodes nearer to the sink need to 
relay more data than others.
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Figure 4-3: Residual Node Energy Distribution at First Node Lifetime
Residual Energy Distribution at FL (SEP-ht)
««* * * •» .  *
Residual Energy Distribution at FL (VCA-ht)
Figure 4-4: Residual Node Energy Distribution at First Node Lifetime (location)
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4.3.2 Availability Lifetime (AL) Performance
AL are shown in Figure 4-5, which also decrease with network sizes. The results in this figure are 
consistent with those in Figure 4-1. The AL of LEACH and SEP are still almost the same in a 
homogeneous WSN but extended in SEP in a heterogeneous WSN. If scalability is measured by 
the ratio between the FL of 1000 nodes and of 200 nodes, scalability of AL performance is better 
than that of FL.
Figure 4-5: Available Lifetime versus Network Size
The number of packets delivered to the sink up to AL, as shown in Figure 4-6, is less than the 
value achieved by multiplying AL and number of nodes as some nodes have died after the FL and 
cannot deliver data to the sink any longer. One interesting observation in this figure is that the 
scalability of the packets delivered to the sink is better than that of FL. The maximum values of 
LEACH, SEP and DEEC are achieved when the network size is 400, 400, 600 and 1000 
respectively whereas they are 200, 200, 400 and 800 respectively for FL.
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Packets delivered to sink before AL vs. Different network sizes 
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- DEEC(ht)
■  - VCA(ht)
200 400
No. of Nodes
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Figure 4-6: Packets delivered to the Sink before Available Lifetime versus Network Size
Figure 4-7 shows the node energy distribution at AL when the network size is 600. This 
distribution is better than that of FLs as more nodes are located in the area with less than 10% 
residual energy. VCA still presents best performance compared to the other techniques.
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Figure 4-7: Residual Node Energy Distribution at Available Lifetime
Similarly to FL, the residual energy distribution at AL in the network is shown in Figure 4-8. This 
illustrates that significant energy is left at AL in LEACH and SEP whereas it is much better in 
DEEC and VCA. VCA has more nodes with lower energy, e.g. less than 10%, so it still performs 
best among the algorithms.
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Figure 4-8: Residual Node Energy Distribution at Available Lifetime (location)
4.3.3 Network Lifetime (NL) Performance
Ratios between packets that have been sent to the sink up to FL and up to NL are described in 
Figure 4-9. Note that a high ratio does not necessarily mean more packets are delivered to the 
sink. The results are quite interesting as the ratio of the same algorithms is quite similar in 
homogeneous and heterogeneous WSNs, excluding LEACH. Among these four algorithms, VCA 
performs the best overall.
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Ratios between packets that have been sent to the sink up to AL and up to NL are described in 
Figure 4-10. Assuming that the packets delivered to the sink before AL are with acceptable 
reliability, the performance of delivering acceptable reliable packets is better at AL than at FL. An 
interesting observation is that, differing from the results in Figure 4-9, LEACH performs similarly 
in homogeneous and heterogeneous WSN whereas SEP and DEEC perform differently.
Figure 4-10: Ratios between Packets sent to the Sink up to AL and NL
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The number of alive nodes is shown in Figure 4-11. It is observed that the nodes die faster in 
homogeneous WSNs, especially for VCA, than in heterogeneous WSNs. One explanation is that, 
VCA performs better in balancing energy consumption as shown in Figure 4-4 and Figure 4-8. 
After some nodes die in SEP, the rate that nodes die becomes similar both in homogeneous and 
heterogeneous WSNs. This is due to the death of advanced nodes and hence others now have the 
same chance to be a CH. The number of alive nodes in SEP and LEACH in a homogeneous WSN 
are quite similar.
Figure 4-11: Number of Life Nodes versus Rounds
4.3.4 Clustering Performance in Heterogeneous WSNs
The number of clusters during each round before FL when the network size is 600 is shown in 
Figure 4-12. The more stable value according to rounds means better performance in clustering 
(less re-clustering). From this point of view, VCA performs best among the algorithms whereas 
SEP in heterogeneous WSN performs poorest.
The energy consumption of clustering is shown in Figure 4-13. This figure provides an 
explanation why VCA shows shorter FL and AL than most others in a small WSN, as it needs 
much more energy for clustering than others. Though VCA optimizes CH selection over others, 
the optimization complicates the CH selection methodology itself and consumes more energy than 
the improvement it achieves. DEEC shows the second highest as it needs to update the average 
residual energy of the nodes. LEACH and SEP perform similar in clustering energy consumption. 
This result illustrates that it is necessary to consider the trade off between the cost of CH selection 
optimization and the cost of this optimized selection, which unfortunately is usually overlooked in 
most existing research.
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Figure 4-12: Number of Clusters during each Round before FLs
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Figure 4-13: Energy Consumption of Clustering
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4.4 Summary of Energy Efficient Clustering
This work investigates and categorises clustering evolutions from both optimised CH selection 
and routing from CH to sink. The evolutions are random cluster head selection, cluster head 
selection based on residual energy, cluster head selection based on instantaneous residual energy 
and advanced cluster head selection based on several parameters including multi-hop routing and 
LEACH, SEP, DEEC and VCA are selected to be the representative of each evolutionary 
algorithm stage. The study shows that more advanced CH selection methodology, e.g. VCA, does 
not necessarily improve the energy efficiency if energy consumed by the actual clustering is 
considered, even though multi-hop routing does show significant improvement. The first 
conclusion is that clustering cost needs to be considered when designing an optimized CH 
selection methodology.
The simulation results show that, the nodes do not randomly die in the network but in specific 
areas (e.g. area nearer the sink in VCA and area farther away from sink in LEACH, SEP and 
DEEC) die earlier. The second conclusion is that node lifetime needs to be equalized throughout 
the network.
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5 Integration of Wireless Sensor Networks 
into IMS
Significant research and standardisation efforts in the recent years have seen the IP Multimedia 
Subsystem (IMS) [5] to emerge as an important architectural framework to deliver multimedia 
services to mobile users. Originally designed with the vision of enabling the delivery of IP based 
multimedia services in third generation (3G) networks, IMS has been adopted as a key subsystem 
in the TISPAN [6] architecture for a next generation network. Consequently IMS is expected to 
play an important role in a future Internet based on converged fixed and wireless networks.
Although IMS solutions are currently mainly deployed as experimental systems, considerable 
investments have been made by telecommunication software and equipment vendors to 
standardise and develop solutions and products centred on IMS. The industry has meanwhile 
recognised that the success of IMS will mainly depend on a set of novel or enhanced services that 
can be offered to the mobile users on the market. Therefore recent research effort address the 
extension of IMS to a real service delivery platform by adding a service layer based on service 
oriented principles, in order to support the creation of a variety of different horizontal application 
solutions around it. Key components in such a service layer are service enablers that can be 
combined and orchestrated in different ways to build novel end user services and applications 
termed service and application mash-ups, similar to what can be seen in the web of the internet 
today. Early examples of currently standardised service enablers for the IMS system are the IMS 
group management, presence [67] or messaging services. A longer term aim is to offer more 
advanced applications and end user services that exploit context-awareness of the mobile user and 
its environment, allowing for personalisation and adaptation of service content, its delivery and 
interaction with the user leading to a more enhanced user experience. Current prototypes make 
merely use of contextual sources such as location, context derived from manual user input such as 
calendars or from service and user profiles, or sensed directly by communicating devices.
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Up to now sensor networks have been primarily investigated as dedicated systems, designed and 
optimised with a particular application in mind [67] [69] [70] and exclusively integrated with the 
respective application tools over mostly proprietary interfaces. In future, however, the majority of 
contextual information can be derived in an automated fashion based on information gathered by 
sensor networks. These sensor networks, whether wired or wireless, can be deployed in buildings 
and the environment, on the body of users or attached to objects such as cars, machines or goods. 
Offered as a dedicated context information service in the service layer of an IMS based service 
delivery platform, a powerful service enabler could be created to enable real context aware 
services and applications. Such a context enabler would facilitate the standardised access to 
sensor based context information by a variety of different applications and services, thus reusing 
effectively the deployed sensor network infrastructure.
The work presented in this chapter addresses the problem of efficiently integrating wireless sensor 
networks into existing telecommunication networks and service infrastructures in a scalable 
manner. An architecture together with associated service components are proposed, offering 
application and service entities in the IMS domain unified access to sensor based context 
information from a variety of wireless sensor networks via gateways. The architecture is scalable 
and easy to deploy as it makes use of standardised protocol solutions that are well tested and 
understood. It requires the introduction of a new service enabler in the IMS domain and service 
extensions for the gateways of WSN systems. The service enabler provides sensor based context 
information as a dedicated service and can be used as a service building block for the realisation 
of various different context aware services and applications hosted on application servers in the 
IMS domain. The service enabler interacts with various WSN systems connected via gateways to 
the IMS domain.
5.1 Background and Related Work
In Chapter 3 a flexible WSN protocol stack architecture was introduced, offering capabilities that 
go well beyond current ZigBee systems. It supports efficient integration of cross-layer optimised 
protocols for a wide range of different WSN application; it makes use of advanced protocol 
concepts and new communication paradigms, e.g. data centricity and provides enhanced support 
functionality such as localisation and ranging support.
One of the key features of the overall system, highlighted in this chapter, is its efficient 
integration into IMS based service platforms. In recent years researchers have proposed several 
related approaches that aim at integrating WSNs into Internet or telecoms based service platforms. 
First approaches such as IrisNet focus at providing WSN support for Internet based service 
platforms. IrisNet [22] aims to be a scalable networked infrastructure for deploying wide area
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sensing services. Although not considering IMS, IrisNet is a potentially global network of smart 
sensing nodes, with webcams or other monitoring devices, and organizing nodes that provide the 
means to query recent and historical sensor-based data. The Sense Web project [60] by Microsoft 
Research aims at integration of geographically distributed WSN islands into a geographic 
information database and to make die information available for web based applications.
Recent research has also addressed the integration of WSN into service platform of 
telecommunication network operators. In the Sensor Planet project [71], Nokia is developing a 
remote sensing platform centred on mobile phones, acting as sensor sink in local WSNs. Mobile 
phone potentially aggregate sensor data and provide notifications of changed sensor data towards 
a back end application server upon subscription to the particular data. In [72] a scalable 
architecture based on a hierarchy of context mediators is presented to extend the presence service 
in IMS. Although the work does not directly address integration of WSNs as context information 
sources, it proposes hierarchical context information collection and processing mechanisms based 
on the IMS presence service model to enrich IMS services and applications. A service presented 
in [73] proposes a framework for integrating WSNs with WAP based service platforms in UMTS 
networks. For interactions the framework makes use of the multimedia messaging services 
(MMS). In [72] an interworking architecture of the SIP framework and ZigBee is presented. The 
architecture makes use of the SIP event framework in order to establish application layer bindings 
in ZigBee. Finally another approach of integrating WSN sensing capabilities into IMS has been 
recently proposed in [75]. This work extends the 3GPP presence service enabler to effectively 
convey sensor and context information of users along side presence information to enhanced 
presence servers in the network.
A more complete analysis of the background work can be found in section 2.3.
5.2 Integrating WSN into the IMS Architecture
WSN systems can provide a wealth of contextual information for context-aware application and 
services, if ubiquitously deployed. Efficiently integrating a large number of these WSN systems 
into future service environments, such as IMS based service platforms, causes amongst others the 
following challenges.
Often the use of a single sensor network is not sufficient to satisfy more complex context 
information requests from applications and may require information services offered by multiple 
sensor networks. For example, determining the activity and mood of a mobile user with sufficient 
reliability may require physiological information provided by a body sensor network (BSN) of the 
user as well as information provided by an environmental sensor network (ESN) or an object 
sensor network (OSN) in the user’s vicinity. Having each application dealing directly with each
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relevant sensor network system would unnecessarily put an increased burden on these 
applications. An application would need to determine what WSN it should utilise based on their 
interest coverage area and services they offer. Furthermore each application would need to 
perform additional semantic data fusion in order to combine sensor based context information 
obtained from different WSN.
Instead of duplicating such functionality at each application, this thesis envisions a dedicated 
service enabler for sensor based context information in the IMS system, taking away the burden 
of sensor network interaction from IMS applications. Similar to service enablers such as the 
presence service, a new service enabler for sensor based context information is introduced in the 
IMS domain, called the Context Service Enabler (SE). Figure 5-1 shows a simplified view of the 
IMS architecture, including the proposed service enabler and relevant key components of the IMS 
system. Relevant interaction at the WSN system side are realised by gateway extensions to the 
systems.
The Context SE provides sensor based context information as a dedicated service via a unified 
interface, referred to as Iae reference point, using standardised IMS protocols such as SIP. Thus 
the Context SE can be used as a service building block for the realisation of various different 
context aware applications hosted on application servers in the IMS domain. This context-aware 
application are not only limited to multimedia communication services between users, but could 
also include user to machine or machine to machine communication. The Context SE performs 
authentication and authorisation of an IMS application user with respect to the context 
information query, and keeps track of different context information queries, one-time, event-based 
or continuous queries that may arrive from applications in the IMS domains.
Figure 5-1: Proposed Integration of a WSN System in the IMS Architecture
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The gateway extensions allow the integration of a WSN system into the IMS domain and provide 
service functions for interaction with the Context SE, via the les reference point. Each WSN 
system, via a gateway or multiple gateways is an IMS user identified by a unique IP multimedia 
private identity (IMPI), e.g. private SIP URL In addition to the IMPI, a WSN system is also 
assigned an IP multimedia public identity (IMPU) for each gateway. Using the gateway 
extensions, the WSN systems register their presence with the IMS core platform and available 
services with the Context SE.
It is expected that applications and services will express their context requirements on a 
semantically high level of abstraction and that the Context SE may have to interact with multiple 
WSN systems to derive the required context information components. Based on an incoming 
context information request of an IMS application over the lae interface, the Context SE performs 
a decomposition of high level context information requests into low level service task graphs to be 
executed by one or more WSN. The Context SE then requests the low level services from the 
identified WSN systems via the les interface and composes the context information response from 
the required context information components of the service responses.
5.2.1 Gateway Extensions
The protocol stack architecture described in the previous chapter focused on system aspects on the 
wireless sensor network side. The described service functions and respective service interfaces 
will be sufficient for most of the sensor nodes in the system. In order to integrate such wireless 
sensor networks into beyond 3G communication systems, the protocol stack architecture needs to 
be extended with additional service functions and respective service interfaces. Such service 
functions, also referred to as gateway functions, are only required for sensor nodes acting as 
gateways to the B3G communication systems.
The gateway provides connectivity with core networks, Internet, and existing (2G, 3G) and future 
Beyond 3G (B3G) mobile and wireless communication systems. Its purpose is to enable the 
connectivity between personal devices and heterogeneous wireless sensor networks that can be 
owned by the user or are part of the ubiquitous sensor-enabled environment, or connectivity 
between sensors with a backbone network based application for processing environmental data or 
performing asset monitoring functions.
The gateway is the network device that enables wireless sensor networks to interact with existing 
network infrastructures. Its functionality is required to bridge remote WSNs for inter node 
communication via a B3G communication system or to enable and control the flow of data and 
context between nodes of a WSN and entities external to the WSN (e.g. in a B3G access network 
or applications hosted by a service platform). Moreover using a middleware layer, the gateway
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may also be able to analyse sensed data in order to perform appropriate actions by means of an 
actuating system or simply further process data.
In order to reach these goals the gateway has to include both, elements of wireless sensor 
networks and B3G access networks into its architecture, as well as other functional and non­
functional elements to enable optimised operations. The design of a gateway needs to be 
independent of which technology is adopted in the access network. From B3G network point of 
view, the gateway can include several B3G network technologies and certain usage policies to 
manage them.
According to different environment requirements, the gateway functionality can be assigned to 
different network elements within the WSN (e.g. clusterheads); these network entities have to 
support all the capabilities designed for a full functional device (FED) and have to implement at 
least one B3G network interface.
The gateway’s logical middleware structure has to include functions related to both distributed 
processing middleware inside the WSN and middleware outside the WSN in the B3G network 
infrastructure. Moreover the middleware subsystem includes a set of functions and mechanism 
that provide the brokering function, the mapping between two middleware technologies and 
distributed control actions. Additional functionalities within the connectivity, middleware and 
management subsystems are required to ensure access and interaction to B3G networks.
Figure 5-2 shows the logical architecture of the gateway protocol stack. Following the previously 
defined protocol stack architecture, its architecture is divided into four logical subsystems, named 
as application (AP), management (MA), middleware (MI), and connectivity (CO) subsystem.
The role of the Gateway (GW) requires an extended logical internal architecture that includes new 
elements with respect to sensor nodes. In particular the introduction of gateway functionality 
implies modification of the connectivity, management and middleware subsystems. In the 
following paragraphs the structure of each subsystem is described in more detail.
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B3G Connectivity 
Subsystem
6 APMA-SAP:Application-Management Subsystem SAP
6 APMI-SAP:Application-Midcieware Subsystem SAP
6MAMI-SAP:Managemert-Middeware Subsystem SAP
6MICO-SAPMiddeware-Connectivity Subsystem SAP
6 MACO-SAP:Management-Connectivily Subsystem SAP 
MW. Middleware 
App: Application 
CO: Connectivity 
PHY: Physical Layer 
SAP: Service Access Point 
B3G: Beyond 3"1 Generation 
WSN: Wireless Sensor Network
Gateway Extensions Protocol Stack Architecture for WSN system
Figure 5-2: Gateway Architecture
On the gateway side three new functional components are introduced, in order to enable the 
required interaction with the context SE via the Ies interface, the Service Promoter (SP), the 
Middleware Interaction Manager (MIM) and the Gateway Manager (GM). Both Service Promoter 
and Middleware Interaction Manager represent a functional decomposition of the so called 
Middleware Mapping entity.
The Service Promoter (SP) enables the interaction of the service enabler with the management 
subsystem of the WSN system, in particular with the service discovery service and associated 
service and resource directory. It interacts with two enabler components, the Task Graph Database 
(TGD) and the Service Directory (SD). The SP has to ensure that the SD in the service enabler is 
always up to date and reflecting the offered services according to service and resource availability 
in the WSN system. It also interacts with the TGD, to obtain task graphs to compose more 
complex services based on availability of simpler WSN services.
The Middleware Interaction Manager (MIM) enables the interaction of the Context SE with the 
middleware sub-system of the WSN system, in particular with the publish/subscribe services. It 
receives queries formulated by the semantic query processor for required sensor based context 
components and maps them onto respective subscription invocations at the pub/sub middleware. It 
also triggers the execution of task graphs that are required to install the necessary processing of 
context information within a WSN system. The MIM can aggregate necessary query results and 
send them back to the semantic query processor for further processing.
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The Gateway Manager (GM) is responsible for the B3G connectivity management of the 
gateway. It triggers the establishment and release of the B3G connections as required and is able 
to retrieve management information from the B3G that may be relevant for the selection of an 
appropriate B3G connection (e.g. setup latency, network conditions, price, data rates). The GM 
handles the traffic coming to and from the sensor network and performs necessary buffering, 
scheduling and prioritisation of data. In addition the gateway manager implements necessary 
functions for WSN system discovery service of the service platform on the WSN system side. It is 
responsible for the discovery of the Context SE and registration of one or more gateways, their 
reachability information and characteristics with the System Tracker (ST). The GM, together with 
the ST, performs coordination of traffic in the presence of multiple gateways in the overall 
system.
5.2.2 Context Service Enabler and Gateway Interactions
Within the IMS based service platform the context service enabler will have to perform a variety 
of different functions:
* Authentication and authorisation of a service user with respect to the context information 
query.
B Keeping track of different context information queries, one-shot, event-based or 
continuous queries that may arrive from applications and services in the IMS domains.
■ Keeping track of available WSN systems in the IMS domain and the services they can 
offer.
■ Decomposition of high level context information queries into suitable context 
components that are based on the available services offered by WSN systems.
■ Selection of appropriate WSN systems and injection of adequate requests into those for 
required context information components.
■ Collection of context information components received by WSN systems associated with 
a query decomposition, and composition of higher level context information based on the 
requirements from an initial application/service query.
Figure 5-3 shows the necessary high level functional components of the Context SE and relevant 
parts of the gateway and their logical relationship. Main functional components of the context SE 
are:
B Authentication and Authorisation,
B Semantic Query Processor,
B Knowledge Repository,
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■ Task Graph Database,
■ Service Directory and
■ System Tracker.
Context SE
lae les
Figure 5-3: Functional Block Diagram of the Context SE and Gateway
Authentication and Authorisation (AA) is responsible for the authentication and authorisation of 
users of the Context SE. An IMS application on an application server (AS) has to authenticate 
itself with the Context SE before being granted access to the context information services. The 
application AS is able to initiate context information queries for context information based on its 
level of authorisation. The AA entity therefore needs to keep track of authorised applications and 
the level and type of context information they are able to obtain from the different WSN system. 
The AA is only responsible for the AA of IMS applications. If an AS hosts applications and 
services that are offered to several users, it will have to provide necessary mechanisms to ensure 
the security and privacy of access by its own service users.
The Semantic Query Processor (SQP) is responsible to deal with high level context information 
queries received from IMS application servers via the lae interface. In the following these queries 
will be referred to as application queries. The SQP has to keep track of incoming application 
queries from a variety of different applications and is responsible for their further processing. 
Application queries are usually provided on a semantically high level and may not be directly
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mapped to context information queries for a WSN system. Often an application query will have to 
be decomposed into a set of sensor based context information components (atomic sensor 
services) that can be obtained from one or more WSN system(s). Using the KR the SQP is able to 
perform such decomposition into suitable context components. The SQP also verifies with the SD, 
whether and which of the services available at the WSN system(s) are able to provide the required 
sensor based context components and selects a suitable set of those. It formulates suitable queries 
for the identified context components and WSN system(s) and exchanges relevant information 
with the MIM in the respective gateway(s) via the Ies interface. It also performs the composition 
of high level context information for the response to an application query. Finally the SQP has to 
ensure that continuous application queries are satisfied, even if the underlying availability of 
services provided by WSN systems changes. In such cases the SQP may have to reselect context 
components and inject new suitable queries and/or terminate old ones at the respective WSN 
systems.
The Knowledge Repository (KR) can relate the high level of abstraction of an application query to 
a set of possible lower level context components that can be provided by WSN systems (and 
possibly other B3G system components). The KR provides a set of possible service compositions 
including references to associated task graphs that are required to generate the proposed context 
components within a WSN system.
The Service Directory (SD) is a database that stores services that are available in all WSN 
systems that are connected to the IMS service platform. The database does not contain 
information about services available on single sensor devices, but rather a summary of which 
services are available on a particular WSN system. The service directory also maintains 
necessary addressing information to contact gateways of a WSN system.
The Task Graph Database (TGD) contains a set of task graphs that can be executed on WSN 
systems. These task graphs represent composed services that are only executable if multiple 
simpler WSN services (atomic sensor services) are available within a WSN system. The TGD 
usually contains a much larger set of tasks graphs than may be required by a single WSN system. 
Depending on the simpler WSN services available within a WSN system, only a subset of these 
may be required and useful. A WSN system thus only needs to be aware of the set of task graphs 
that suits its own service availability. The TGD is therefore located in the Service Platform as part 
of the service enabler to reduce the amount of data stored in the Service and Resource Directory 
of a WSN system.
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The System Tracker (ST) implements necessary functions of a WSN system discovery service on 
the service enabler side. The discovery of a WSN system is the first step that allows the service 
enabler to learn about existing WSN systems in an IMS domain, its capabilities and reachability 
information, e.g. address of gateways. The information of available WSN systems and related 
parameters can be stored in the SD or a collocated database. The ST interacts with the gateway 
manager (GM) of the WSN system. Once the system is registered, the ST is responsible to 
maintain up-to-date reachability information of the WSN system and provides mechanisms that 
allow the establishment of a connection/session with the gateway whenever required. A WSN 
system can also register multiple gateways. The ST and GM both provide functions that allow the 
coordination of interactions with a WSN system across multiple gateways.
5.3 Specification of Service Procedures
In this section the service procedures over the lae and the les reference points are described in 
more detail.
Service procedure over the lae interface:
" Context information request procedure (and implicit authentication)
Service procedures over the les interface:
■ WSN System Registration/Deregistration/Update Procedures
■ Context Service Enabler Discovery Procedure
■ Service Registration/Deregistration Procedures
■ Context Information Service Request Procedures
5.3.1 Context Information Request Procedure
The context information request procedure has to apply to different requirements. For example 
there could be one or more AS requiring context information from one or more WSN systems. For 
this purpose the Context SE should be able to manage multiple requests from concurrent AS, 
request a particular type or parametric information, compose information before sending a 
response and periodically update information. Figure 5-4 illustrates the signalling flow of the 
procedure, which is described in the following:
1) An application, using the Context SE, initiates a high level context query by issuing a 
context information request to the SQP.
2) The SQP requests from the KR a decomposition of the high-level context query into 
suitable services offered by WSN systems.
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3) The KR identifies suitable combinations of services and returns the results to the SQP.
4) The SQP then performs a matching of the services by querying the SD for available 
services.
5) Based on the response received from the SD, the SQP can select the best suitable set, 
consisting of services that the WSN systems provide.
6) The SQP injects the specific request to the MIMs of the WSN system(s) in order to obtain 
a specific service.
7) Following the context information service request procedure the SQP then composes an 
appropriate high level response based on service components received by the WSN 
system(s) and returns this response to the application.
AS Context SE WSN system
Figure 5-4: Context Information Request Procedure
5.3.2 WSN System (De-)Registration and Update Procedures
The WSN system discovery procedure is used for the registration of a WSN system with the IMS 
domain and the service enabler via a gateway. Using the standard IMS registration procedure, one 
or more gateway(s) register the WSN system with the IMS domain using their assigned IMPI. 
Besides the standard IMS registration procedure, a trigger point is defined in the HSS that 
forwards an additional registration message to the Context SE. This part is known as IMS 3rd
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party registration. After the procedures are completed the WSN system becomes reachable from 
the IMS domain and the service enabler learns about its existence.
The WSN system registration procedure enables the Context SE to discover the availability of a 
WSN system in the network, its capabilities and provides all necessary information to enable 
further communication. The WSN system registration procedure is initiated by the Gateway 
Manager of a WSN system whenever it has completed system configuration and is available for 
the integration into the service platform. The essential information about the existing WSN 
system and related parameters will be stored in Service Directory database. Figure 5-5 illustrates 
the WSN System registration procedure, which is described in more detail in the following:
When a WSN system is available, a registration request will be sent to the ST from the GM to 
update registration of the newly discovered available WSN system. The registration request can 
contain information about single or multi gateways depending on how many gateways are present 
in a WSN system.
1) The ST registers the received capability and reachability information of the newly 
discovered WSN system with the SD. This is achieved by sending a WSN system update 
request message to the SD.
2) The SD updates the database with the newly available WSN system information then it 
sends back an indication to the ST to confirm the successful registration of the newly 
WSN System.
3) The ST sends a response to the GM to inform the GM that the WSN system update has 
been successfully terminated.
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Context SE WSN system
Figure 5-5: WSN System Registration Procedure
Similarly, a WSN system may be shutdown or may want to choose to disassociate itself 
(temporarily) from the service platform. By using the WSN deregistration procedure a WSN 
system can deregister itself from the service platform. Deregistration procedure is usually initiated 
by the GM. The description below explains the deregistration procedure in more detail, which is 
depicted in Figure 5-6:
1) In order to perform deregistration, the GM of a WSN system sends a deregistration 
request to the ST in the service enabler.
2) The ST extracts all necessary information for deregistration of the WSN system that is 
becoming unavailable and sends a WSN system deregistration request to the SD.
3) The SD updates its database accordingly and sends back a response to confirm the 
successful deregistration of the unavailable WSN System
4) The ST confirms successful deregistration and sends it back to the GM.
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Context SE WSN system
Figure 5-6: WSN System Deregistration Procedure
The WSN Systems update procedure is used to update the Context SE if any information with 
respect to registered WSN systems has changed. This includes changes with respect to 
reachability information, availability of gateways and preference parameters as well as other 
WSN system capability information. The system update procedure can be realised by the 
execution of the WSN registration procedure. If an ST receives a registration request for an 
already registered WSN system, it will treat the provided parameters as an update. For example 
in SIP signalling, registration should be repeated periodic with repeat time depending on 
expiration time that is a parameter included in the SIP header file. The expiration time is a time 
interval for which a registration is valid.
5.3.3 Context Service Enabler Discovery Procedure
The Context Service Enabler Discovery Procedure provides functions and mechanisms to register 
the context service enabler with WSN Systems. There are two possible ways for discovering the 
Context SE. The first possibility is statically pre-configuration of the system. In this case all WSN 
systems should have all necessary information and parameters about the Context SE hard coded, 
this is assumed in this thesis. However, a far more flexible solution would enable an automatically 
configuration of the system, but further investigation is required in future work.
5.3.4 Service (De-)Registration Procedure
The service registration procedure is used in order to register services that are available in a WSN 
system with the service directory of the service enabler. It ensures that the service directory in the
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service enabler is up-to-date and synchronised with the service capabilities of a WSN system. The 
service registration procedure is usually initiated by the service promoter of a WSN system 
whenever a new service becomes available,
A direct update of the SD by the WSN system is achieved once services in the WSN system 
become available and subsequent update of high level services from the TGD, without direct 
involvement of the WSN system. Figure 5-7 illustrates the service registration procedure, which is 
described in more detail in the following:
1) After a successful service registration, the service and resource directory (SR&D) is 
updated and the service promoter is informed of the update by a service update request.
2) The service promoter (SP) requests a registration of the newly discovered service with the 
service directory (SD) providing necessary information, e.g. WSN system identifier, 
service identifier, service description. The SD adds the received information to the WSN 
system entries in its data base.
3) The SD encodes a short representation of available services for the registering WSN 
system and sends a service update request to the TGD providing the encoded 
representation in order to learn about the availability of new high level services.
4) The TGD verifies the availability of different high level services based on the received 
decoding the received short representation and returns all newly discovered services in its 
service update response.
5) The SD updates the data base entry of the WSN system with the newly available services. 
It then confirms the successful registration of the WSN services by sending a register 
service response message back to the SP. In the response it provides all newly discovered 
high level services.
6) The WSN system then requests proactively the TG for the newly discovered high level 
services from the TGD, providing the service identifiers in the Get Service TG Request.
7) The TGD looks up the TG for enquired high level services and returns them back the SP 
in the Get Service TG Response.
8) The SP then informs the S&RD of the WSN system that the service updated request has 
successfully terminated and provides the obtained TGD for the new high level services.
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Context SE WSN system
Figure 5-7: Service Registration Procedure
The service deregistration procedure is used to deregister services that have become unavailable 
in a WSN system. It is usually initiated by deregistration of a basic WSN service with the S&RD 
in the WSN system. Figure 5-8 illustrates the signalling flow of the procedure, which is described 
in the following:
1) After deregistration of an elementary WSN service in the WSN system, the S&RD 
initiates deregistration procedure by requesting an update from the SP. It also determines 
all high-level services that may have become unavailable due to the absence of the 
elementary WSN service and marks them appropriately.
2) The SP sends a deregistration request for the affected services to the SD providing their 
identifiers as well as the one of the basic service from the WSN system.
3) The SD updates its database accordingly and confirms the successful deregistration of the 
services to the SP.
4) The SP confirms the successful deregistration via a service update confirmation sent to 
the S&RD.
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Context SE WSN system
Figure 5-8: Service Deregistration Procedure
5.3.5 Context Information Service Request Procedures
The service request procedure is used to obtain sensor based context information from a WSN 
system. The procedure is usually initiated by a context information request made by an 
application/service to the context service enabler, or whenever the state of a context information 
component changes for a continuous context query.
Fetching of possible high level services TG into the WSN system is usually done in a proactive 
manner as a result of the service registration procedure. However in order to limit the amount of 
required storage, the S&RD in the WSN system can decide to clear high level services and 
associated TG from the directory cache, if they have not been used after a certain amount of time. 
Thus only popular high level services and associated TG are constantly kept in the S&RD. In the 
case of a service request for a high level service that has been cleared from the S&RD cache, the 
SP has to fetch the respective service description and TG from the TGD in a reactive fashion. For 
this purpose the below described service request procedure requires the additional execution of 
step la) and lb).
Figure 5-9 illustrates the service request procedure, which is described in the following:
1) The SQP issues a service request describing the required services to the selected WSN 
systems.
a. In case the requested high level service and associated TG has been cleared from 
the cache of the S&RD, the SP requests the necessary task graphs to satisfy the 
service request from the TGD.
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b. The TGD directory returns all required high level service descriptions and 
associated task graphs to the SP.
2) The SP verifies with the S&RD whether really all requested services are available in the 
WSN system.
3) The S&RD confirms the availability to the SP. As a result the MIM initiates the 
deployment of the task graphs for the requested services.
4) The MIM collects the results for a particular service request.
5) The MIM then returns the service response containing the results of the service request to 
the SQP.
The SQP then usually composes an appropriate high level response based on service components 
received by the WSN system(s) and may return this response to the application.
Context SE WSN system
Figure 5-9: Service Request Procedure
The Deployment of Task Graph Procedure is used to instantiate service requests in the form of 
tasks graphs in WSNs. The procedure is usually instantiated by a service request and once the 
Context Information Request Procedure has verified that the services can be executed on a WSN 
using the Service and Resource Directory.
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Figure 5-10 illustrates the Deployment of Task Graph Procedure and is explained in the 
following:
After the Context Information Service Request Process completes a Verify Service Response, the 
MIM instructs the System Manager to perform a task allocation, mapping the tasks to the 
resources in the WSN and if necessary to update the services that the system offers by instructing 
sensor nodes to download necessary code, using Deploy TG Request.
1) The System Manager can use at this point a Task Allocation mechanism to map tasks to 
the WSNs using Deploy Task Graph Request/Response.
2) Once an allocation is provided to the System Manager, the System Manager instructs the 
deployment of the Task Graph using Deploy Task Graph Request/Response.
3) The System Manager can at this point also instruct specific nodes to download code to 
satisfy a task graph mapping using Get Code Request/Response.
4) After the System Manager has found a suitable solution, it responds to the MIM
5) The MEM can then instructs the publish/subscribe mechanism to execute and maintain the 
transport for the service request.
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WSN system
Figure 5-10: Deployment of Task Graph Procedure
5.4 System Realisation
A set of service procedures have been defined, in order to realise the interactions between 
applications on the IMS AS and the context SE, as well as the ones between the SE with the WSN 
system (via a gateway). The identified procedures make use of the standard IMS procedures such 
as the registration procedure and the standardised SIP event framework (RFC3265) and its 
extensions (RFC3903). A customised SIP event package has been designed, called the context 
event package and an additional XML based messaging format has been defined, carried as part 
of the message body.
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The interaction of the Context SE and the WSN system takes place over the Ies interface and is 
realised by the following set of service procedures:
* WSN system registration: registers WSN systems with the context service enabler and the 
IMS domain. The procedure makes use of the standard IMS registration procedure, using 
the REGISTER method.
■ Service discovery: this procedure allows the context service enabler to learn which 
services a registered WSN system offers. A WSN system uses the PUBLISH method 
(RFC3903) to register and deregister services with the service directory of the context SE.
B Service request: invokes the execution of services on a WSN system to obtain sensor 
based context information. The Context SE uses the SUBSCRIBE method of the SIP 
event framework in order to request context information services from a WSN system, 
which returns the answer via the NOTIFY method.
The interaction between applications on IMS AS and the Context SE via the lae interface is 
realised by the following service procedures:
B Context information request: used as procedure by context-aware applications on IMS AS 
to access context information from the context SE. The context information procedure 
also implicitly authenticates the requesting IMS service user with respect to the requested 
context information. Like the service request procedure the context information request 
procedure makes use of the SUBSCRIBE and NOTIFY mechanisms of the SIP event 
framework.
The event package defines the information data format (IDF) used in the message body of the 
utilised SIP methods. An IDF document is a well formed XML document with an UTF-8 
encoding declaration in the XML declaration. Figure 5-11 shows the XML schema of this 
document used for messages over the Ies interface, which is composed of different elements for 
PUBLISH, SUBSCRIBE and NOTIFY messages.
The role of a PUBLISH message consists in updating service availability to the context SE and 
also updating information related to temporary service changes. For this purpose an action 
element has been introduced to specify when a publishing message behaviour adds a new 
available service instead of modifying or removing a previously published one.
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Figure 5-11: The XML Information Data Format used as Message Body for the Event Package
A SUBSCRIBE message is used to query context information and provide a list of needed 
services that can assure the application requirements with the additional information of frequency 
subscription and duration. In case that the context query consists of a one-shot query, this message 
applies the service request ‘once’, while in case of continuous query the message refers to a 
‘periodic’ request.
Finally the NOTIFY message contains context information as a result of a service subscription. 
This message allows semantic interpretation of values carried in the request through context type 
descriptions.
5.4.1 WSN System Discovery, (De-)Registration and Update
The WSN system discovery procedure is used for the registration of a WSN system with the IMS 
domain and the service enabler, via a gateway. Using the standard IMS registration procedure, 
one or more gateway(s) register the WSN system with the IMS domain using their assigned IP 
multi-medial public identity. Besides the standard IMS registration procedure, a trigger point is 
defined in the HSS that forwards an additional registration message to the context SE. This part is 
known as IMS 3rd party registration. After the procedures are completed the WSN system 
becomes reachable from the IMS domain and the service enabler learns about its existence.
5.4.2 Service Discovery, (De-)Regjstration in the IMS Domain
The service request procedure allows the WSN systems to register available services with the 
context SE via its gateways. Figure 5-12 shows a signalling diagram of the procedure. The 
procedure is usually invoked whenever new services become available in the WSN system or 
whenever existing services become unavailable (1). The GW constructs a PUBLISH message as
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described above, providing the affected services as part of the message body and sends the 
message to the context SE (2). The context SE parses the message body and creates, updates or 
removes the provided services as indicated in the “action” element and updates an internal 
database entry of the WSN system with all newly available services. Deregistration of services 
works in a similar manner; the WSN system sends a PUBLISH message identifying the services 
that have become unavailable to the SD in the context SE and ‘remove’ in the action element.
5.4.3 Context Information and Service Request
An application in an IMS AS requests context information from the context SE with the context 
information request procedure. Figure 5-13 shows the signalling flow and the respective 
interaction between components within the context SE. (1) It is assumed that the user has already 
established a service session with the application. (2) As the application requires contextual 
information it sends a SUBSCRIBE message to the Context SE. The SUBSCRIBE message 
contains a high level context query according to semantics understood by the context SE. The 
context SE extracts the high level query from the incoming SUBSCRIBE message and identifies 
suitable combinations of services to satisfy the context information request. (3) It then selects the 
best suitable set services and triggers the service request procedure for the identified service 
components with each WSN system offering those. (4) Once all service responses have been 
received from the different WSN systems, the context SE composes an appropriate high level 
response based on received service components and returns this response to the application as part
1. w
BSN
Figure 5-12: Service Request Procedure
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of the message body of a NOTIFY message. The application then obtains context information 
response from the message body.
BSN
Figure 5-13: Signalling Flow of the Service Request Procedures
BSN
Figure 5-14: Signalling Flow of Context Information Request Procedures
The service request procedure is depicted in Figure 5-14. (1) The context SE sends a 
SUBSCRIBE message to the primary gateway of the respective WSN system, detailing one or 
more required service components in the message body. The incoming message is processed in
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the gateway by analysing the value of the “expires” header and the message body. The GW 
determines the availability of services identified in the message body in the WSN (3) The GW 
then interacts with the middleware of the WSN system to obtain the requested services. (4) After 
collecting service responses from the WSN middleware, the GW creates a NOTIFY message with 
results of the service response in the message body, which is sent to the context SE within the 
dialog established by the SUBSCRIBE message. The context SE then identifies the corresponding 
previous SUBSCRIBE service request based on the Call-ID of the dialog and extracts the results 
of the queiy from the message body of the NOTIFY message.
Fetching of possible high level services TG into the WSN system is usually done in a proactive 
maimer as a result of the service registration procedure. However in order to limit the amount of 
required storage, the S&RD in the WSN system can decide to clear high level services and 
associated TG from the directory cache, if they have not been used after a certain amount of time. 
Thus only popular high level services and associated TG are constantly kept in the S&RD. In the 
case of a service request for a high level service that has been cleared from the S&RD cache, the 
SP has to fetch the respective service description and TG from the TGD in a reactive fashion.
The Get TG Request Procedure is used to obtain Task Graph file from the TGD. Besides SIP, this 
procedure involves the Session Description Protocol (SDP) and the Message Session Relay 
Protocol (MSRP), In practice this procedure sets up a binary file transfer from the Service 
Promoter in the gateway (SP) to the TGD in the Context SE.
In the following message exchange details of Figure 5-15 are described. (1) A SIP INVITE 
message is sent by the SP that contains all specification needed to start up the SDP session 
between SP and TGD. The message contains a SDP offer that wraps a file transfer request. SDP 
parameters specify protocol details to transfer file from TGD to SP and file details like “file- 
selector” to univocally identify the required file. The IMS core sends the INVITE message to the 
SP offering for media configuration. (2) The TGD answers with a SEP 183 session progress 
indicating negotiated media configuration. (3) After negotiating media configuration the SP sends 
an UPDATE to the TGD offering for a specific SDP active session. (4-8) The TGD tries to 
establish a TCP connection with the SP using a message data flow of SEP 200 OK, SIP 180 
ringing, SIP 200 OK. After this the SP replies with an ACK, thus establishing the connection. 
Finally the TGD sends a MSRP file transfer containing the required TG file.
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W S N  S y s te m  IM S  C o n t e x t  E n a b le r
Figure 5-15: Get Service TG Request Procedure
5.5 Summary of Integrating WSN into IMS
Future service creation environments require access to real-time contextual information, in order 
to enable novel context-aware services and applications. WSN systems are able to capture a 
variety of sensor based context information. This chapter presented the approach for integrating 
ubiquitously deployed WSN into IMS based service platforms. The chapter demonstrates how 
standardised protocol solutions can be easily adapted to realise necessary system interactions 
between the identified system components. As a result the approach is by design scalable and 
from a practicality point of view simple to deploy. The architecture allows IMS based applications 
to access sensor based context information via a unified service interface, hiding complex 
interaction with different WSNs from the application. As a result powerful integrated end user 
solutions can be developed in an easy manner.
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Chapter 6
6 Test Bed and Evaluation
In the previous chapters the WSN protocol stack architecture, the Context Service Enabler and the 
Gateway Extensions were described. In this chapter a test bed built on the specification of the 
three components is described and some evaluation is performed. The test bed, although general, 
is keyed towards the Mood Application prototype that will be explained in chapter 7.
The main objectives of the test bed are:
■ To validate the end-to-end System Architecture, demonstrating how context information, 
captured via ESN/BSNs, can be used by B3G/IMS services/applications in an end to end 
system implementation and demonstrating how context information can be used by 
multiple B3G services/applications
■ To validate the protocol stack architecture for WSNs, by developing an implementation 
that conforms to the protocol stack specification at sub-system, service access point and 
service primitive level, implementing the protocol stack on both sensor nodes and 
gateway level, implementing key protocol stack functions including communications 
protocol stack, service discoveiy, node discovery and publish/subscribe middleware.
* To facilitate the system for the Mood Application described in chapter 7.
6.1 System Platform
The test bed consists of a variety of different hardware and software components. Figure 6-1 
shows an overview of the physical architecture of the test bed. At the heart of the test bed is the 
body sensor network, depicted on the left hand side of the figure. It consists of four sensor nodes 
with different sensor probes worn on the body of a person in order to capture physiological data 
and a sensor node to capture environmental information. A gateway device connects the BSN to 
the B3G network, which provides an IP multimedia subsystem core, application servers (AS) and 
the Context service enabler. The application server can host context aware services and 
application, which interact with the gateway of the BSN via the Context service enabler, in order 
to obtain context information.
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Figure 6-1: Overview of the Physical BSN Test Bed Architecture.
6.1.1 Hardware Architecture 
WSN component
The BSN is based on four Sensinode [76] Micro.2420 wireless sensor nodes (see Figure 6-2 and 
Table 6-1). Like many other Motes, the Micro.2420 is designed around a MSP430 micro 
controller and provides an IEEE 802.15.4 radio in the 2.4 GHz ISM band (CC2420). Two of the 
four sensor nodes are directly worn on the body of a person, each attached with two sensor probes 
and respective signal conditioning boards (see Figure 6-3 and Figure 6-4). The third sensor node 
is attached to the USB port of the mobile device acting is a bridge to the 802.15.4 network. And 
the final sensor node is a temperature sensor located in the environment.
Figure 6-2: Sensor Node Platform Sensinode Micro.4.
The BSN provides four different sensor sources to extract a variety of different physiological 
parameters of the mobile user. The four different sensor probes attached to the sensor nodes of the 
BSN are:
■ ECG electrodes with snap leads: used as a source to derive the heart rate and its 
variability of a person.
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B Piezo Respiratory Belt Transducer: used as a source to derive the breathing rate of a 
person.
m Finger electrodes: used as a source to measure the electro dermal response or activity of a 
person.
B Skin temperature sensor: used as a source to measure skin temperature.
Table 6-1: Key Characteristics of the Sensor Node Platform Sensinode Miero.4.
Key Characteristics Micro.2420
MCU 1 Texas Instruments MSP430
RAM lOkB
Flash memory 256kB+ 4Mbit external
Radio chip Chipcon CC2420
Phy/MAC standard IEEE 802.15.4
Frequency 2.4 GHz
Max data rate 250 kbps
Rx mode current -  25mA
Sleep mode current nA
Dimensions 40 x 40 mm
Two custom signal conditioning boards have been developed for the different sensor probes. The 
first signal conditioning board hosts necessary circuitry for ECG and breathing rate sensor. For 
the ECG signal, an ASICs is used that is specifically designed for the amplification and 
conditioning of bio-potential signals [77]. The respiratory belt requires additional amplification 
due to the low output voltage of the piezo-electric signal source. The second signal conditioning 
board hosts a measurement bridge for the skin resistance of a person and an input for the skin 
temperature sensor. Both signal conditioning boards provide the conditioned signals as analogue 
output to the AD converters of the micro controller on the sensor nodes. Adequate drivers that 
allow a configuration and interaction with the signalling boards had to be developed.
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BGN N*mU>
Figure 6-3: BSN Component: Outside and Inside View for ECG/Breathing Node
Figure 6-4: BSN Component: Outside and Inside view of EDA/Skin Temperature Node
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Gateway Component
As a mobile user device and gateway a Nokia 770 Internet Tablet, based on an ARM-9 micro 
controller core @252MHz, has been selected. There are two major motivations for the selection of 
the device. The N770 runs a Linux 2.6.16 kernel, allowing easy porting of Linux based tools that 
are used for the communication with the sensor network. The second motivation is the 
configurable USB host functionality, to connect the bridging sensor node directly via USB. Most 
PDAs don’t offer a USB host controller, and are only able to operate as slaves. The N770 can be 
configured to operate as a USB host device. Appropriate FTDI drivers for USB-serial 
communication can be easily cross-compiled for the platform. Although the N770 can act as a 
USB host device, it does not provide any output power over the USB interface. The sensor node 
has been integrated together with an external battery in an extension cover that can be attached to 
the N770, as shown in Figure 6-5.
Besides the USB IEEE 802.15.4 interface bridge, the N770 is equipped with WLAN and 
Bluetooth interfaces. The WLAN interface was sufficient in the test bed setup to act as access 
interface to a B3G network, as all communication from the gateway to B3G network are expected 
to be handled on top of IP. What matters is that the gateway is able to connect to B3G service 
platform. For connection to the infrastructure a WLAN access point is utilised.
t
Figure 6-5: N770 Setup with Extension Cover for Sensor Node and Battery.
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Service Platform Component
The service platform is comprised of several software components which are installed and 
configured on two different server computers. The main server is dedicated to the IMS core and 
standard IMS presence enabler. The second server is dedicated to custom development of the 
Context service enabler as well as the development of server side IMS applications.
The servers are connected via a lOOMbit/s Ethernet switch, which is also connected to the 
aforementioned wireless access point. As part of the communication infrastructure a DNS server 
is necessary to set up proper domain name for the server machines, but is considered out of 
context for the test bed.
The main IMS core server has the following software components installed:
H OpenlMSCore 
B OpenSer presence server
This machine is a medium class server: Fujitsu-Siemens Primergy TX150 S5.
Main features are:
■ CPU: Dual Core Intel Pentium D 3.0 GHz
- RAM: 2 GB
The application server has the following software components installed:
■ Mobicents framework
This machine is a medium class desktop machine: Fujitsu-Siemens SCENIC WBS015.
Main features are:
* CPU: Intel Pentium 4 2.66 GHz
- RAM: 512 MB
6.1.2 Software Architecture 
Sensor Node
The sensor node platforms make use of a real time operating system called FreeRTOS [78], in 
order to manage the execution of software components on top of the platform. The currently 
utilised version on the operating system is version 4.3 providing a pre-emptive and co-operative 
scheduling support, co-routines, message queues and semaphores. On top of the operating system,
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the protocol stack has been implemented. The protocol stack is an instantiation of the system 
architecture and is depicted in detail in Figure 6-6.
A P M I - S A P
M IC O - S A P
0 CO 0
C O  C o n t r o l  
E n t i t ie s
C O  D a ta  T r a n s f e r  
E n t i t ie s
Leaend: 
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6 A P M I - S A P :A p p l ic a t io n - M id d le w a r e  S u b s y s te m  S A P
6 M A M I - S A P :M a n a g e m e n t - M id d le w a r e  S u b s y s te m  S A P
6 M IC O - S A PM ilid d le w a r e - C o n n e c t iv i t y  S u b s y s te m  S A P
£  M A C O - S A P :
M a n a g e m e n t - C o n n e c t iv i t y  S u b s y s te m  S A P  
A S :  A p p l ic a t io n  S u b s y s te m  
A p p :  A p p l ic a t io n  
M l:  M id d le w a r e  S u b s y s te m  
C O :  C o n n e c t iv i t y  S u b s y s te m  
P H Y :  P h y s ic a l  L a y e r  
S A P :  S e r v ic e  A c c e s s  P o in t
Figure 6-6: Protocol Stack Module
According to the system architecture, the protocol stack consists of four subsystems: connectivity 
(CO), middleware (Mi), management (MA) and application subsystem (AS). Each subsystem is 
realised as an independent task running concurrently on the sensor node with different priority.
The connectivity subsystem provides IEEE 802.15.4 PHY and MAC protocol entities and IETF 
6LowPAN support [108], including framing, mesh routing headers and compressed IP and 
compressed UDP protocol entities. The middleware subsystem is realized as a light-weight 
publish subscribe middleware and forwarding techniques in the form of probabilistic forwarding 
[109] for data dissemination in the network. The management subsystem offers a service 
discovery service, which allows sensor nodes to register their services with a local service 
directory in their cluster. Furthermore a node discovery service makes it possible to discover the 
nodes in their neighbourhood as well as their respective roles. The application subsystem can be 
configured according to the requirements of the experiment. Interaction between the subsystems 
follows the service primitives defined for the SAP in chapter 3.
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Gateway
The protocol stack architecture of the gateway is depicted in Figure 6-7. The gateway implements 
all components of the WSN protocol stack as described above. In addition the gateway protocol 
stack comprises a full TCP/IP protocol stack including SIP user agent support for the 
communication with IP based B3G networks and the proposed gateway extension from chapter 5. 
This includes the middleware interaction manager, the gateway manager and the service 
promoter.
The B3G connectivity subsystem is comprised of IEEE 802.1 lb/g PHY/MAC and offers a full 
TCP/IP Linux stack on top of it. As SIP protocol stack, the SOFIA SIP [79] stack has been 
utilised. For the parsing of the XML based messages of the data format for which the libXml2 
[80] has been utilised.
All subsystem functions, except the WSN connectivity subsystem run physically on the N770. 
The WSN connectivity subsystem runs on the attached Micro.2420.
All protocol stack components have been implemented in the C language. Apart from the TCP/EP 
networking stack all protocol stack components run in the user space of the Linux operating 
system.
The middleware and management subsystem run as a gateway daemon process name gated and 
communicate with the connectivity subsystem of the WSN via the nRouted process using a TCP 
socket. The IEEE 802.15.4 packets received by the micro USB module from local sensor network, 
simply convert into nRoute protocol format. nRoute protocol is used in communication between 
host Nokia 770 and a serial device to allow the N770 access to the local sensor network. The 
nRouted process sends all received data via the USB serial interface to the application and 
forwards all incoming WSN data over the USB serial interface back to the gated process.
Service Platform
Several software components are integrated to provide the functionalities that all together 
resemble a commercial IMS service platform. Figure 6-9 illustrates how software components are 
deployed on physical devices. And Figure 6-8 illustrates the overall IMS Core Architecture. In 
order to create a single IMS domain for the test bed, several DNS entries were added in to the 
DNS server used by these machines.
The following paragraphs will offer further details about each physical machine and its related 
software components.
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Legend:
B 3 G :  B e y o n d  3 rd G e n e r a t io n  
P u b / S u b :  P u b l is h  S u b s c r ib e  
S IP :  S e s s io n  In i t ia t io n  P r o to c o l  
C O :  C o n n e c t iv i t y  S u b s y s te m  
W S N :  W ir e le s s  S e n s o r  N e tw o r k
Figure 6-7: Protocol Stack Architecture of the Gateway
SIP AS
IMS Client
Figure 6-8: IMS Core Architecture
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Figure 6-9: Block diagram of IMS platform Components
The FOKUS Open IMS framework (http://www.openimscore.org) is an implementation of an 
IMS core, comprising:
■ Call Session Control Functions (P-CSCF, I-CSCF, S-CSCF)
■ Home Subscriber Server (HSS).
CSCFs perform the main SIP signalling and are themselves built upon SIP Express Router (SER). 
They are written in C language.
HSS contains user and service profiles and performs authorisation procedures. It is written in Java 
language and based upon Open Source Software e.g. MySQL and Tomcat; it provides a web- 
based management interface.
The OpenSer SIP server is used as a SIP presence server. It is build upon SIP Express Router 
(SER) and it also uses MySQL.
The operating system of the Application Server is Windows XP Professional. Java Virtual 
Machine version 1.5 is also installed. Mobicents acts as a framework/container on top of a JBoss 
Application Server for the development of the needed logical components. Mobicents is an event- 
driven application server compliant with the JSLEE 1.0 standard. JSLEE specification allows the 
JAIN SIP protocol stack to be wrapped into a SIP resource adaptor and to be used by Mobicents 
to manage SIP events.
The main component is the Context service enabler, which introduces a uniform interface with 
which IMS applications can use services provided by WSN. Each IMS application lies on top of
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the MobiCents application server framework. The application server provides service enablers 
required for each specific application scenario.
Two Nokia 770 tablets are used at the client side as user equipment, one also acting as a gateway.
Both the IMS Application Client and the gateway are implemented on top of the Sofia SIP stack 
(http://opensource.nokia.com/projects/sofia-sip/). They are written in C language. The IMS 
Application Client also provides a graphical user interface (GUI) based upon GIMP Tool Kit 
libraries.
Context Service Enabler
The Context service enabler runs as service component on the MobiCents Application server. It is 
implemented in the Java programming language, using the JAIN SIP protocol stack.
The Context service enabler communicates with the gateway and the IMS application via the SIP 
event framework, using the event package.
The Context service enabler processes context information queries of IMS applications via the 
semantic query processor. The knowledge repository used to map semantic queries into services is 
hard coded in the semantic query processor and out of the scope of this test bed. In addition the 
service enabler hosts a service directory that keeps track of the services available in a WSN 
system. The system tracker is realised by the HSS of the IMS platform described in the previous 
section.
Leaend:
B 3 G :  B e y o n d  3 rd G e n e r a t io n  
S IP :  S e s s io n  In i t ia t io n  P r o to c o l
B 3 G S I P
S ta c k
V
Figure 6-10: Context Service Enabler
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6.2 Evaluation
With respect to the system components in the BSN the following tests were performed:
■ Functional tests of service function behaviour using internal state inspection via 
debugging tools and verification of protocol message exchange based on over-the-air 
monitoring of protocol messages with the Wireshark protocol analyser:
o  Service registration, service deregistration and service update 
o  Node discovery service
o  Semantic transport mechanisms provided by the pub/sub middleware 
o  Connectivity subsystem operation
■ Memory characteristics such as code size, RAM utilisation using debugging tools
■ Performance characteristics such as packet processing delay in the protocol stack using 
debugging tools and protocol stack instrumentation
■ Communication characteristics such as packet delivery delay, jitter and packet loss by 
means of instrumentation of packets with time stamps and sequence number
In addition to the above mentioned tests the gateway extensions were tested. This includes in 
particular the following features:
■ Functional tests of service function behaviour using internal state inspection via 
debugging tools and verification of protocol message exchange based on monitoring of 
protocol messages on the network with the Wireshark protocol analyser:
o  System registration procedures 
o  Service registration procedure 
o  Service request procedure
In order to verify correct operation and the performance of the service platform components the 
following tests were executed:
* Registration to IMS platform from within the client application on mobile device.
■ Standard IMS presence supports (subscribe, publish, notify) from within client 
application on mobile device.
15 Subscription to a custom application (showcase scenarios) involving context information
access.
a Notification of status changes to subscribed IMS client as a consequence of updated
context information (e.g. mood detection).
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In addition the developed test bed allows the testing of different types of context-aware IMS 
applications that make use of the context information service, provided by the Context service 
enabler.
6.2.1 System Testing
The system has been implemented according to the architectural framework. As shown in Figure 
6-11 the protocol stack of the WSN system has four subsystems: application, middleware, 
management and connectivity. Each subsystem has a service access point to be accessed by other 
subsystems. During system testing, the implemented functionalities and the interaction between 
subsystems are tested. The following functions have been tested successfully:
* Device discovery: The WSN system is able to query for a needed device with specified 
roles in the network, for example, the Service Directory holder. The WSN system is able 
to create a record to store this information for query and update.
■ Service discovery: The WSN system is able to query, with the Service Directory holder, 
the provisioning of a certain service in the network. The service availability information 
and the provider’s address are returned. This information can be used for service 
subscription.
■ Service registration/deregistration: The WSN system enables its application to register the 
service it can provide with the Service Directory holder. The service information is stored 
in the Service Directory for service discovery. When a service provider determines not to 
provide the service any more, it can deregister the service with the Service Directory 
holder and the corresponding service information is updated or removed.
■ Service subscription/unsubscribing: The WSN system enables its application to subscribe 
to a service which is provided by other WSN nodes. When the service is not needed any 
more, the subscriber can unsubscribe the service and the service provider will stop data 
publishing.
a Service publishing: The request of service subscription is received by the middleware 
subsystem and then passed to the application subsystem. The requested data can be 
published successfully according to the indicated sampling rate and quantity.
In the prototype implementation of the WSN system, a unicast forwarding technique has been 
implemented, but the WSN system has the flexibility to incorporate other forwarding techniques. 
Regarding system performance aspects during implementation, system memory has been 
monitored as wasteful implementations can lead to a system failure.
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Figure 6-11: Overview of the Protocol Stack Architecture of the Test Bed Components
6.2.2 Gateway Testing
Figure 6-12 shows the system architecture of the test bed. In the following, end-to-end tests are 
run to involve all entities and their functionalities.
During system integration, the following gateway functionalities were tested successfully:
■ Gateway discovery: In the Service Directory holder, the gateway is discovered 
successfully by the WSN system. The gateway replies to device discovery requests with 
its identification.
■ Service registration/deregistration: The application of an WSN system can register its 
service with the gateway and the gateway is able to store the service information in the 
Service Directory.
■ Service publication from gateway to IMS platform: On receiving service registration, the 
gateway sends service publication to IMS platform via SEP.
■ Gateway can receive service subscription request form application user (application 
gateway) via IMS platform.
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Figure 6-12: System Architecture of Test Bed
Application Users
j
6.2.3 IMS Platform Testing
In order to verify the correct operation and the performance of the service platform components, 
the registration process of the gateway (IMS client) and the application gateway (IMS client) to 
the IMS service platform have been tested. The Wireshark package analyser has been used to 
control the signalling between the IMS client and IMS service platform during the execution of 
the registration procedure. Figure 16 shows the gateway registration process and Figure 6-13 
shows the application gateway registration process with IMS Platform.
t> In te rn e t P ro toco l. Src: 192.168.9.65 (192.168.9 .65). Ost: 192.168 9.65 (192.168.9.65)
^  Session I n it ia t io n  Protoco l
> Request-Line: REGISTER s ip :e u .ln s th .e e .su rre y .a c .u k  S IP /2 .0 
^  Message Header
V ia : SIP/2.O/UOP 192.168.9.65:5868;rport:branch=z9hG4bK28JXD7Ba35l0c 
Max-Forwards: 70 
> From: < s ip : gwlfleu. imstb ee su rrey . ac .uk>; tag=2QNH48H53UN4Q 
l> To: < s ip :g w l^eu .in s tb .e e . surrey.ac.uk>
C a ll 10: ck)4a91da 27e9- 122b- eca2 00181827f210 
D CSeq: 92865737 REGISTER 
t> Contact: cs ip : 192. 168.9.65: 5868>
Exp ires: 3600
User-Agent: s o f la - s ip /1.12.4 
A llow : INVITE, ACK, BYE, CANCEL, OPTIONS, PRACK, MESSAGE, SUBSCRIBE, NOTIFY, REFER, UPDATE 
0000 00 00 03 04 00 80 00 07 0e 80 be a0 00 00 08 00
0010 45 00 02 2 f 00 80 40 00 40 11 a4 eb cO a8 09 41
0020 CO a8 09 41 13 CC 13 C4 02 lb  95 f f  52 45 47 49
0030 53 54 45 52 20 73 69 70 3a 65 75 2e 69 6d 73 74
0040 62 2e 65 65 2e 73 75 72 72 65 79 2e 61 63 2e 75
E . 0.  
STER s ip  ei
Figure 6-13: Wireshark screen shot showing Gateway Registration to IMS Platform
In order to verify the standard IMS presence supports (subscribe, publish, notify) from within the 
client application on the mobile user device (Nokia 770), subscribe, notify and publish requests
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have been sent and received from and to the (Nokia 770) client via the IMS service platform to 
the IMS application server and the service enabler. When the client gateway receives a publish 
request from the WSN, the client sends the publish request to the service enabler to keep the 
record of new services in the service directory. The client application (Nokia 770) sends a 
subscribe-mood request to the IMS application server and receives a notify indication from the 
application server. The Application server then sends a subscribe request to the service enabler 
and receives a notify indication from the service enabler, which then forwards a notify indication 
to the IMS application gateway. The service enabler finds the corresponding gateway from the 
service directory and sends the subscribe request to the gateway. All these signalling processes 
between gateways, IMS application server, service enabler and application gateway have been 
completed with the IMS service platform and tested successfully in several stages. The Wireshark 
analyser has been used for monitoring the packet exchange between the IMS service platform and 
other entities.
t> Fr*n» 64 (572 by t*5  on w lr * .  572 by te * cnpturud)
> Linux cooked capture
I In te rn e t P ro toco l, Src. 192.168.7.28 (192.168.7 .28), D st: 192.168.9.65 (192.168.9.65) 
b User Datagram P ro toco l. Src P o rt: s ip  (5060), Dst P o rt: s ip  (5068) 
sr Session In it ia t io n  Protoco l
> Request-Line: REGISTER s ip :m ik«*eu .lm s tb .e e .surrey ac.uk S IP/2 .0 
■sr Message Header
0 Via: SIP/2 0/UDP 192 168.7 28; rport;br»nch=79nG4t>K2108jZ30gl6FK 
Max-Forwards: 76 
I* From: <slp:mlkeeeu. imstb. ee. su rrey .ac.uk>: tag=2g490)UMvX8UK 
(> To: < s lp :mlke$eu. lm stb.ee. surrey, ac.uk>
C a ll- ID : 7327aa2d-2fle-1201-9d9b-0014a7fa9282 
t> CSeq: 39035303 REGISTER 
t> Contact: <sto: 7.2R>
0000 00 00 00 01 00 06 00 07 0e 80 be aO 00 00 08 00
0010 45 00 02 2c 00 00 40 00 3e I I  a9 13 c0 a8 07 Ic E. . ,  .<« » ............
0020 CO a8 09 41 13 c4 13 c4 02 18 08 75 52 45 47 49 . . .A... .............uREGI
0030 53 54 45 52 20 73 69 70 3a 6d 69 6b 65 40 65 75 STER s ip  mlke^eu
0040 2e 69 6d 73 74 62 2e 65 65 2e 73 75 72 72 65 79 lm stb.e e surrey
0050 2e 61 63 2e 75 6b 20 53 49 50 2 f 32 2e 30 Od 0a ac.uk S IP /2 .0 .
Figure 6-14: Wireshark screen shot showing Application Gateway Registration to IMS Platform
The subscribe process from the application gateway to the gateway client involving context 
information access through the service enabler and IMS service platform has been successfully 
tested.
Figure 6-15 shows the subscribe and notify process between application gateway and application 
server through IMS platform.
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Figure 6-16 is a Wireshark snapshot which shows the subscribe and notify signalling process 
between application server and service enabler through IMS platform.
In order to verify notification of status changes to subscribed IMS clients as a consequence of 
updated context information (mood detection), showcase scenarios have been tested with a 
“dummy” mood notification from the gateway.
28; recelved-192.168. 7.28; rport«506©; branch=r9h&4bK8QrxxiO2ypc0r 
i. surray. ac.uk>;tag=58gn630vKr8np
1* Via: SIP/2.0/UOP 192.168.:
Max-Forwards: 15 
b From: <slp: mlkepeu. lmstb.i 
b To; «sip: mi ke$eu.imstb.ee.surrey.ac.uk>
C all-ID: c09779cd-2fle-120l-9d9b • 0014a7fa9282 
t> CSeq; 39035307 SUBSCRIBE 
b Contact: «slp:192.168.7 28>
Expires: 3600
User-Agent: son a -s ip /1 .12.0
Accept; applleatlon/cplm-pldf*xml;q=0 5, appllcation/pldT-partialexm l
Allow: INVITE, ACK. BYE. CANCEL. OPTIONS. PRACK. MESSAGE. SUBSCRIBE, NOTIFY REFER. UPDATE
Content-Type te x t/p la in
Content-Length: 271
P-Asserted-Identity: «sip:mlke£eu,imstb.ee.surrey.ee.uk>
P-Charging-Vector: lcld-value«*P-CSCFabcd4767910800©0©d©f•• lc ld  generated at=*192.168 9.65 
’ M» stage body 
'r Line-based text data: tex t/p la in
<7xml v#rsion-*1.8* 7><emsg »sgtype='subscrlbe‘ xquery><gtype>ptrlodlc</qtype^<perlodiclty>10«:/periodiclty>^duration>l00</duratlon»
0010 45 10 05 C7 00 00 4© 00 3e 11 a6 43 cO a8 09 41 E........ 9
0020 cO a8 06 41 17 ac 14 28 05 b3 85 b* 53 55 42 53 A. (
0930 4 3 5 2 49 42 45 20 7 3 69 70 3a 6d 69 6b 65 40 65 CRIBE SI p BUM*
0040 75 2e 69 6d 73 74 62 2e 65 65 2e 73 75 72 72 65 u.lmstb. ee.suri
©050 79 2e 61 63 2e 75 6b 20 53 49 50 2f 32 2e 3© 0d y .ec.uk SIP/2.1
0060 Oa 52 65 63 6f 72 64 2d 52 6f 75 74 65 3a 20 3c Record Route:
Figure 6-15: Wireshark screen shot showing Subscribe and Notify Process between Application
Gateway and SE (1)
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Figure 6-16: Subscribe and Notify Process between Application Gateway and SE (2)
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6.2.4 Application Gateway Testing
The application gateway has been tested by sending an emulation of a publish message and 
attaching an xml file containing sensor data. The sensor data were compliant to the specification 
defined for data communication exchange between the IMS platform and the (Nokia 770) client 
application. The data consisted of mood sensors physiological parameters and mood sensor 
psychological data (e.g. “activated” or “relaxed” state parameters).
6.3 Summary of Test Bed and Evaluation
Although a formal validation of the end-to-end System Architecture has not been achieved within 
this work, the functional aspects of the end-to-end System have been demonstrated.
Functional testing for the WSN system part includes:
a Device discovery
■ Service discovery
B Service registration/deregistration
■ Service subscription/unsubscribing
■ Service publishing
Functional testing for the Gateway includes:
B Gateway discoveiy
■ Service registration/deregistration
■ Service publication from gateway to IMS platform
■ Service subscription from IMS platform to Gateway 
Functional testing for the IMS platform includes (for several scenarios):
■ Registration of the gateway and the application gateway to the IMS service platform
■ Signalling between gateways, IMS application server, service enabler and application 
gateway for publish/subscribe and notify
The performance evaluation of the end-to-end system cannot be achieved as the system was 
implemented on components that do not represent commercial hardware platforms. I.e. the IMS 
platforms was implemented on “normal” PCs (at a later stage laptops were used) and a WLAN 
network was used for connectivity. The only meaningful performance analysis can be done for the 
GatewayAVSN system as this represents a commercial platform and interfaces. However the 
analysis would not yield useful information as the bottleneck problem is the scalability of many 
WSN and Gateway systems connected to the IMS platform. This will be discussed further in the 
Conclusions and Future Work in Chapter 8.
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7 Prototype Mood Application
7.1 Introduction and Motivation
The introduction of context-awareness to the mobile communications world has paved the way for 
a new class of highly adaptive and personalised mobile services and applications. The idea behind 
such context-aware services and applications is the use of knowledge about the user’s current 
context and associated preferences in the application logic, in order to provide enhanced user 
experience, tailored to the situation and preference of a user. Much of the research in recent years 
has concentrated on the means to derive necessary context information of a user, its processing 
and use in application frameworks and the development of novel context-aware services and 
applications that make use of the available context information. As a result a variety of different 
mobile services and applications have emerged, the majority of those exploiting location 
information or offline context (manual input of information) such as preferences or the calendar 
of a user.
Recent advances in wireless sensor networks (WSN) have created new opportunities in the way 
that context information can be captured. Using WSNs a greater diversity of contextual 
information can be obtained for static or mobile users. Despite advances in processing and 
reasoning of sensor data a variety of unsolved challenges still remain. Examples are the capturing 
of complex contextual information such as the mood or emotions of a person.
This chapter presents first steps towards the provision of mood-based mobile services and 
applications using solutions from the previous chapters and building a prototype. A prototype is 
presented that allows the capturing of the mood of a mobile user and making this context 
information available to mobile applications on the service platform as an application. The Test 
Bed is based on a body sensor network, wirelessly connected to a PDA class device, which serves 
as a gateway to the service platform, as described in the previous chapter. As part of the platform 
an online mood detection algorithm has been implemented on the device that interprets the 
physiological parameters captured by the body sensor network. A simple mood based messaging 
service prototype has been realized on top of this platform. To the author’s knowledge, this is the 
first completely mobile platform that is able to derive the mood of a person and integrate it into a
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mobile solution. Although the initial results are promising, a lot of research challenges need to be 
solved, in order to reliably detect a variety of mood states of a mobile person.
The main objectives of the prototype are:
" To demonstrate the capturing of physiological data and environmental data, infer a notion 
of mood and integrate this into a mobile messaging application using the test bed.
7.2 Related Work
The mood of a person is important contextual information for many human interactions. 
Knowledge about the mood or in the extreme case emotional state of a person enhances cognition. 
Machines, computing systems, their applications and even persons with autism 01* Asperger’s 
Syndrome do not have a natural ability to recognize or convey mood and emotional states. This 
section gives a brief summary of the work so far in the commercial and research communities for 
mood models applicable to machine mood recognition systems and what information these 
systems use and how they obtain it as well as their application.
7.2.1 Emotional Models
Current theories from psychology on emotions can be grouped into theories that focus on how 
emotions arise and how they are perceived, and theories focusing on how observed emotions 
could be categorized or structured. Since theoretical aspects on how emotions arise, when and 
how they are perceived, and which biological mechanisms induce them are less important for 
systems to recognize emotions, these approaches will not be reviewed here. Please refer to the 
respective literature for further information [81] [82] [83].
Among the theories for categorising or structuring emotions, two main theories are currently 
established: a discrete approach, claiming the existence of universal ‘basic emotions’ [84][85] and 
a dimensional approach, assuming the existence of two or more major dimensions which are able 
to describe different emotions and to distinguish between them [86]. There is still controversy on 
the matter of which approach is the one that best captures the structure of emotion even though 
attempts have been made to conflate the two [87].
Discrete emotion theories claim the existence of historically evolved basic emotions, which are 
universal and can therefore be found in all cultures. Several psychologists have suggested a 
different number of these, but there has been considerable agreement on the following six: anger, 
disgust, fear, happiness, sadness and surprise. Several arguments for the existence of these 
categories have been provided, like distinct universal facial signals, presence in other primates 
etc.
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Figure 7-1: A Circumplex Model of Affect (taken from Russell, 1980) [86]
Dimensional emotion theories use dimensions rather than discrete categories to describe the 
structure of emotions. According to a dimensional view, all emotions are characterised by their 
valence and arousal (see Figure 7-1). Valence is defined by its two poles negative/bad and 
positive/good, whereas the two poles of the arousal dimension are sleepy/calm for very low 
arousal and aroused/excited for very high arousal. These two dimensions are not claimed to be the 
only dimensions or to be sufficient to differentiate equally between all emotions, but they have 
proven to be the two main ones, accounting for most of the variance observed [86].
7.3 Mood Recognition Systems
Mood systems can be categorised into systems using manual mechanisms to input mood states, 
audio/visual recognition systems, in particular facial recognition for video and key word or voice 
carrier frequency for audio systems, physiological body sensor systems, and other systems that 
use specific information such as pressure sensors on seats to infer e.g. movement or posture and 
subsequently mood.
Example applications that use mood obtained by manual input mechanisms are already 
commercially available. In particular the iPod application Moody [76] uses manual input to tag 
tracks with mood information. Similarly Nokia in the context of the MOBILIFE project [89]
118
Chapter 7. Prototype Mood Application
developed a ContextWatcher application [90] that also tags context information to content; in the 
case of mood this is also manual.
Systems that rely on video processing seem to be the most reliable and mature autonomous 
systems based on one type of input, although direct comparison of video processing systems and 
other systems do not exist in the literature. However these systems are unsuitable for mobile 
applications as they rely on facial pattern recognition [91] or a video camera infrastructure for 
movement pattern recognition [92]. The majority of the facial expression mechanisms are based 
on Ekman’s work called Facial Action Coding System (FACTS) [93]. It is the most popular 
standard currently used to systematically categorise the physical expression of emotions. The 
affective computing lab at MIT for example uses facial expression recognition methods to provide 
human computer interfaces of computers with a notion of the users’ mood [94]. Alternatively 
systems using an electromyogram (EMG) can also be used to obtain facial expressions [95], these 
systems do not rely on video inputs, however use similar techniques to evaluate facial movement 
patterns to derive mood, but are even more intrusive.
Systems that use audio input such as the voice carrier frequency have shown promising results 
and are applicable to mobile scenarios. [96] describes such an example of using speech 
recognition to establish a notion of mood. The application described in the paper is related to the 
car environment during which the driver interacts with the computer system of the car. Audio 
based system requires a certain speech or sound input of significant length to be reliable, which 
only makes them applicable for conversational scenarios or voice interactions with computers.
Physiological body sensor networks have mainly been developed for medical applications. These 
systems can also be used for machine mood recognition as physiological parameters are unbiased 
due to the nature of the signal (a person is usually not able to influence physiological parameters); 
however physiological reactions can be very difficult to measure in mobile environments and are 
not straight forward to interpret to obtain mood information. [97] and [98] present example 
systems measuring physiological parameters to obtain mood. Typically only one or two 
parameters, such as heart rate and/or breathing rate are used.
7.3.1 Mood Recognition Entity
This section describes the development of the mood recognition entity. The first part describes 
details of a measurement campaign that has been undertaken, in order to collect sufficient 
physiological data traces for its development. Then details on the offline analysis of the data sets 
are provided. Furthermore a first online version of the mood detection algorithm developed for the 
system platform is presented.
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The test sample for the mood trials consisted of 40 subjects (27 male) with a mean age of 30 and 
an age range from 22 to 54, recruited from the Centre for Communication Systems Research 
CCSR and Surrey's School of Management, who voluntarily took part in the experiment and were 
not rewarded. The sample was multi-cultured with representatives from 16 different countries.
The experiment was performed at CCSR at the University of Surrey in Guildford, England over a 
period of five days. The subjects sat in a separated windowless test room in 2m distance of a 2.4m 
x 1.35m screen. Subjects were equipped with the HealthLab System [99] for physiological 
measurement, which included a chest belt for respiration measurement, ECG electrodes, EDA 
electrodes, EMG electrodes for facial muscle measurement, a neck microphone for voice 
parameters and a wristband for measurement of skin temperature. The procedure was explained to 
them and it was made clear that they were to watch short films and afterwards state how they had 
felt in doing so. The investigators observed the trial via a glass pane from a separate room.
In total 5 short movie clips were shown to the subjects. Each movie intended to invoke a mood 
state in the subject. The mood states were: Happy (cartoon clip), Sad (slide-show), Anger (war 
movie clip), Angst (horror movie clip) and Neutral/Relaxed (nature scene). After each movie the 
subjects were asked to provide vocal feedback matched to a cartoon face illustrating several 
emotions and indicate the strength of their emotion on a scale of 1 to 6. The vocal feedback was 
used for voice carrier frequency analysis of the emotion of the user together with their subjective 
evaluation, both results were used in the offline analysis explained in the following paragraphs.
Offline
During the experiments data was recorded from the HealthLab System and monitored in order to 
check the correct fit of the sensors and the correctness of the data. There were separate data 
records for each film and person, which contained the data sets of all sensors. The received data 
had to pass through various pre-processing routines before the required parameters were 
extracted.
Electrocardiogram (ECG): An important feature which can be extracted from the ECG is the 
heart rate variability (HRV). HRV is a measure of variations in the heart rate and is usually 
calculated by analysing the time series of beat-to-beat intervals. The raw ECG signal has to pass 
through various pre-processing and verification routines to ensure the accuracy of the resulting 
array of R-peaks. Following parameters are directly derived from the calculated time series of R- 
peaks:
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■ Heart_rate: The average number of heart beats per minute. Different studies indicated 
fairly strong correlations with valence [97][10l].
* RMSSD: The root mean square of the standard deviation.
■ pNN-50: The percentage of differences between adjacent beat-to-beat intervals that are
bigger then 50 msec.
As mental stress increases, the variability of the heart rate decreases and thus, the RMSSD and the 
pNN-50 should theoretically decrease as well. The two parameters should also correlate 
significantly [102].
A frequency domain analysis is performed to investigate effects of the sympathetic and 
parasympathetic nervous system. A common frequency domain method is the application of the 
discrete Fourier transformation to the beat-to-beat interval time series. This analysis expresses the 
amount of variation for different frequencies. Several frequency bands of interest have been 
defined in humans [102]:
■ High Frequency band (HF) between 0.15 and 0.4 Hz. HF is driven by respiration and 
appears to derive mainly from vagal activity.
" Low Frequency band (LF) between 0.04 and 0.15 Hz. LF derives from both vagal and 
sympathetic activity and has been hypothesised to reflect the delay in the baroreceptor 
loop.
m The LF/HF ratio describes the relation between the activating (sympathetic) and 
deactivating (parasympathetic) influence of the autonomic nervous system. Therefore, 
rising values could indicate an increased activity level.
Breathing rate: After baseline and shock removal the peaks of the single breaths are detected and 
the resulting parameter breathing rate computed. It describes the average number of breaths per 
minute during a film.
Electrodermal activity (EDA): Changes in electrodermal activity are thought to reflect dilations 
and secretions of the eccrine sweat glands. They are innervated by the sympathetic nervous 
system, but not by the parasympathetic nervous system. Electrodermal activity is often associated 
with levels of emotional arousal [105]. At large, electrodermal activity consists of two 
components. The tonic component is a low frequency baseline conductivity level. The phasic 
component is of higher frequency. The tonic component of the data can be easily computed by 
applying a long-term average filter (about 30 secs) to the data. Statistically meaningful tonic 
parameters are:
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■ EDA_changes: The total number of turning points of the signal. Assuming that smaller 
numbers imply a low level of arousal.
" EDAJncrease: The percentage of increasing data of the low-pass filtered data curve. This 
is a long-term measure and can be interpreted as inversely proportional with arousal.
The phasic component, which basically consists of short term reactions, is determined by a 
pattern-recognition algorithm, which separates the detected ‘responses’ from the rest of the data. 
A ‘response’ is a short term variation of the signal and has to meet certain criteria: The amplitude 
is larger than 3 lcOhm and the duration of the decrease is between 0.5 and 5 seconds [97]. Based 
on that following phasic parameters are extracted:
■ EDA_responses: The total number of responses. Larger numbers could be a sign of a 
higher level of arousal.
■ EDA_slope: The average slope of an EDA-response. Higher slopes could indicate a 
higher intensity of a reaction and thus correlate with arousal.
Electromyogram (EMG): This is a measure of electrical potentials generated by the muscles in 
activation and rest. Zygomatic EMG, which collects muscle activity at the corners of the mouth 
and corrugator EMG, which measures muscle activity of the eyebrows, were used in this study. 
Veiy strong correlations with the valence dimension are described in [106]. For both EMG 
datasets, identical parameters were extracted:
■ EMG_reactions: The total number of typical contractions of the respective muscle. The 
number increases with rising facial activity, for example laughing.
■ EMG_activity: The percentage of the data in which any activity is measured.
Skin temperature: The measured temperature evolves inversely proportional to the skin 
resistance. Two parameters were extracted from the signal:
■ TEMPjmean: The mean value of the smoothed signal.
■ TEMPjrise: The gradient of the linear regression function of the signal. Positive values 
imply a long-term increase of the skin temperature during the film and therefore a 
lowered arousal level.
The development of the mood-detection algorithms aims at assigning the aggregated 
physiological data to a specific sector of the coordinate system, which is defined by the two axes 
‘valence’ and ‘arousal’. Offline analysis of features extracted from the collected data sets has
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shown good detection rates of up to 80% for arousal and 70% for valence based on 5 features
[107] using classifiers based on Support Vector Machines (SVM). ECG, EDA, Breathing rate and 
Skin Temperature have provided the strongest indications for the level of arousal and have 
therefore been utilized in the online algorithm described below.
The offline analysis was performed with the help of psychologists from Human-Factors-Consult 
GmbH, Berlin, Germany.
Online
The design of the online version of the algorithms proved more challenging as incoming data have 
to be continuously processed in real time on the computational constraint devices (the BSN nodes 
and the Nokia N770), hence the use of SVMs is not permissible. Consequently the capabilities of 
the implemented mood recognition algorithm is limited to the detection of the level of arousal, 
interpreted as two emotional states, namely relaxed and activated.
Figure 7-2 gives an overview of the signal processing chains utilised for the extraction of desired 
features for the mood recognition algorithm. The measured analogue signals at the sensor probes 
are conditioned in the sensor processing boards at the sensor nodes, before being sampled at 
different rates. The ECG signal is sampled at 250Hz, while the other remaining signals are 
sampled at 20Hz. Digital pre-filtering takes place on the sensor node before transmission to the 
Nokia N770. Further processing steps for the extraction of required features of the physiological 
signals take place in the Nokia N770.
The most complex processing chain in terms of algorithmic and computational complexity is the 
ECG processing chain. A peak detection algorithm has been implemented with automatic 
threshold detection, in order to extract the RR peak distances of the heart beat. Additional 
mechanisms increased the reliability of peak detection in presence of noise artefacts in the signal 
or packet loss.
Several features are computed from the RR peak distances: the heart rate, RMSSD and PNN-50. 
Furthermore a spectral analysis is performed to identify high and low frequency components and 
their ratio. For the spectral analysis a 256 FFT is utilized.
The EDA processing chain considers both the short term (ST) phasic components in form of skin 
resistance response (SRR), and the long term (LT) tonic components in form of the skin resistance 
level (SRL).
The skin temperature processing chain computes short and long term development of the skin 
temperature over time in form of the mean and temperature rise.
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All physiological data is continuously provided to the processing chains and buffered for further 
processing. The processing chain is invoked every 5 seconds on the currently buffered data set 
and necessary features are extracted and provided to the mood detection algorithm, which 
currently only detects the level of arousal. The interval of 5 seconds provided a good tradeoff 
between required resolution accuracy and computational effort on the resource limited system.
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Figure 7-2: Signal Processing Chains for Physiological Data.
7.3.2 Mood based Messaging Application
In order to demonstrate the utilisation of the system platform by a mobile context-aware service, a 
mood based messaging application has been developed. In the following subsections the mood- 
based messaging application and experimental setup are briefly presented, followed by a 
discussion of initial experiments.
The mood-based messaging application (MMA) provides a simple peer to peer text based chat 
and messaging service that allows the exchange of messages with one or more parties. The
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message exchange is realized via a multicast channel, to which all interested communication 
parties are able to subscribe. Figure 7-3 shows the main window of the MMA. Like a normal 
messaging application, the MMA allows manual entry and exchange of messages as well as 
displaying of sent and received text messages. In addition the MMA interacts with the mood 
entity that has been implemented as part of the service environment of the system, in order to 
obtain physiological parameters and a mood state vector of the attached person.
On the right hand side, different physiological parameters are displayed, that have been extracted 
from the original sensor information of the BSN. This includes heart rate, its variability expressed 
as pnn50 and power spectrum density of LH and HF components and their ratio, long term and 
short term trend of the EDA and the skin temperature. On the bottom of the figure the intensity of 
the mood vector is represented as a bar graph. Currently two states namely “relaxed” and 
“activated” are shown. A growing bar in one or the other direction indicates an increase in 
intensity in the recognized mood state. Besides manual sending of messages, the MMA provides 
an automatic generation of messages if the computed mood state vector reaches a certain 
threshold in either of the states. Depending on the mood state a different message is sent. This 
message can be freely customized and tagged with e.g. location information or other sensor data.
▼ Mobile MoodLab
I_am_getting_excited!
Send
Relaxed .J U .
-E C G  P a re m e te rs -
Heart Rate 77 7 bpm
PNN50: 1
RR RMS 0.8
Pow_VLF 16.3 uW
P o w LF: 15.1 uW
Pow_HF: 23 2 uW
PowRatiO: 0 06
-E D A  P a ra m e te rs -
Mean (ST) 447 kOhm
DifF (ST): 0 kOhm
Mean (LT). 255 kOhm
Dlff (LT): 1 kOhm
-S k in  T e m p e ra tu re -
Mean: 33.4174 Cel
Diri -2 Cel
Activated
Figure 7-3: Main Window of the Mobile Mood-based Messaging Application.
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7.4 Experimental Setup
In the following the experimental setup typically used for demonstrations is described. The 
developed BSN system is attached to the test subject, measuring ECG, EDA, breathing rate and 
skin temperature. The nodes wirelessly transmit required sensor information, which is received by 
the sensor node attached to the mobile PDA device. In addition the time variations of the real-time 
physiological parameters are visualized on a laptop in an oscilloscope type application. The 
Laptop also has a sensor node attached that listens on the same channel in promiscuous mode.
The most difficult part of the experiment is the controlled induction of a certain mood state. After 
investigation of different audio visual methods, a scenario based only on audio has been selected. 
For the test case the test subject wears noise cancellation headphones and listens to a carefully 
edited music track. The track starts with a 2 min long period of silence, which is used to record a 
physiological baseline of a person. Then a period of classical music begins that puts the test 
subject into a more relaxed mood state. After a certain period of time, the music unexpectedly 
changes to an extreme heavy metal track. As a consequence a transition of the test subject’s mood 
state from a “relaxed” to an “activated” state is expected.
7.5 Summary and Discussion of Prototype Mood Application
Figure 7-4 shows an example of the calculated mood vector that has been recorded during the 
audio experiment. During the silence period a baseline of the person is initially recorded. The test 
subject seemed slightly activated in anticipation of the music to start. After the classical music 
started the mood vector decreased constantly indicating relaxation of the person.
Towards the end of the classical music period the mood vector returned to zero, indicating that the 
relaxation phase of the test subject ended re-entering a neutral state. The sudden change to the 
heavy metal music is notable at the following increase of the mood vector, indicating a change to 
an activated state of the test subject. The initial activation eases of over time as the test subject is 
getting used to the music. The experiment showed a similar development of the mood vector with 
different participants for the first execution of the experiment. A reproduction of the test results 
on the same test subject using the same audio material showed a greater variance of the mood 
vector over time, as the test subject quickly got used to audio material as they remembered the 
music transitions. Especially the relaxation phase became shorter, as the test subject activated 
when anticipating the start of the heavy metal song. Also the use of the music depends on the 
subjective perception of a test subject, as not all found for example classical music relaxing. 
Inducing a desired mood state during an experiment proves very difficult to control and 
substantial research is still required to develop methodologies and techniques that allow the
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induction of mood states in a reliable fashion, while considering the individual characteristics of 
human nature.
As expected, the application automatically generated messages when a certain threshold of the 
mood vector is exceeded. In our case the thresholds has been set to 0.2 to indicate an activated 
state of a person and -0.2 to indicate a relaxed state. A corresponding mobile device then received 
a message notifying the user that the corresponding party (in this case the test subject) is now 
relaxed or excited. Although the messaging application is veiy basic, it should simply serve as a 
proof-of-concept.
Figure 7-4: Mood Vector Trace for Mood Messaging Experiment of a Single Subject
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8 Conclusions and Discussion
The following section revisits the thesis as a whole, capturing what have been the novel 
contributions for each part of the system and the end-to-end system as a whole as well as how this 
work can be extended in future research. This is followed by a discussion on the future scope of 
this area of work.
In summary, there are four main contributions in this work;
■ A flexible WSN protocol stack architecture, a first of its kind [11],
■ A comparative study of energy efficient clustering algorithms for WSN based on 
simulations, showing energy consumptions of the actual clustering mechanisms (scientific 
paper is currently under review),
■ A framework for WSN integration into IMS using mobile phones as a Gateways (the 
Context Service Enabler), a first of its kind [12],
■ A prototype application for sensing user mood based on an implementation of the WSN 
protocol stack architecture and integration framework [13].
8.1 Revisiting the End-to-End System
The first aspect describes the WSN component of the system. This component is necessary to 
capture context; and the nature of the context is diverse and requires a flexible protocol stack 
architecture that is suitable for many different types of WSN, namely BSN, ESN and OSN. 
Chapter 3 describes a novel protocol stack architecture for WSN that:
■ integrates advanced protocol concepts and new communication paradigms,
■ is configurable for various sensor applications by selecting appropriate protocol elements 
and service functions,
■ offers enhanced support functionality such as localisation and time-synchronisation as 
required for many advanced WSN applications,
■ allows an efficient integration of cross-layer optimized protocols,
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• allows wireless sensor nodes and the network to dynamically adapt their behaviour to 
environmental conditions,
■ considers gateway extensions to allow easy integration of WSNs into B3G systems and 
subsequently service platforms such as IMS.
The next step of this work is to define instantiation of the protocol stack architecture. This 
requires the definition of suitable protocol elements to fulfil the required functionality of each 
subsystem and suit the applications that it needs to support. Initial instantiations can be found in 
[110].
Chapter 4 provides a study of a specific family of protocol elements, namely Clustering 
Algorithms that are suitable for a specific part of an instantiation of the protocol stack 
architecture discussed in the previous chapter. Clustering algorithms show their strengths for 
energy efficient operation of WSN, one of their main challenges and bottlenecks. Although the 
chapter does not propose a novel clustering algorithm, it provides detailed insight into the inner 
workings of clustering algorithms; in particular it shows the energy consumption of the clustering 
mechanisms itself. It shows that increasing the complexity of the CH selection will increase the 
energy efficiency of the steady state phase; however it will also increase the cost of the set-up 
phase, negating the energy savings of the steady state phase. This is a fairly obvious statement, 
but a fact that has been neglected in previous work.
The next step of this work is to provide a novel clustering algorithm. The findings of this work 
show that an increase of parameters complexity for CH selection yields more efficient cluster 
operation, however the cost of the actual clustering also increases. A trade-off study of the 
specific parameters will show their impact on clustering costs versus more efficient cluster 
operation.
Chapter 5 then adds again to the overall system by introducing the integration of WSN into IMS. 
The chapter demonstrates how standardised protocol solutions can be easily adapted to realise 
necessary system interactions between the WSN, Gateway and Context Service Enabler. As a 
result the approach is scalable and easy to deploy. The architecture allows IMS based applications 
to access sensor based context information via a unified service interface, hiding complex 
interaction with different WSNs from the application. As a result powerful integrated end user 
solutions can be developed in an easy manner.
The main additions to the work should focus on;
“ increase scalability by distributing the service enabler, and
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■ interaction between peering IMS service platforms.
Other work that is not directly associated to the IMS integration are functional additions, such as a 
high level query resolver, semantic sensor descriptions and more generic gateway 
implementations supporting heterogeneous WSN and a Service Oriented approach using Web 
Service technology.
Chapter 6 and 7 provide an overview of a test bed and prototype using the end-to-end system. 
The test bed implements a minimum set of functionalities for the WSN component, the Gateway 
and the IMS platform. However it shows the main functionalities for the operation of the test bed 
in an end-to-end fashion. In addition, the set-up is used for a real prototype application -  Mood 
Messaging. Two sensor nodes have been built from scratch, measuring physiological parameters 
of a user. This information is processed at the Gateway to mood information. Both processed and 
raw data is accessible via the service platform and a simple Instant Messenger application can be 
run to show how Mood Messaging can be used in a mobile application.
The next step of the test bed work is to integrate the context service enabler into a commercial 
IMS platform and increase the scale of the system (several gateways and WSN). Regarding the 
application, there are many open research questions that are mainly topical for human sciences 
research. To name a few:
■ accuracy of the mood algorithm, adding voice carrier frequency to detect the valence level 
(negative or positive effect),
" studies across cultural differences on responses to physiological parameters raised by 
external events, and
■ social acceptance of mood based services.
Overall, the end-to-end system has been specified to the design goals detailed in section 1.1.2. A 
simplified version has been implemented in a real test bed and the basic functionality has been 
tested using a single application. And the system represents an initial step of a mobile Internet of 
Things.
8.2 Discussion and Recommendations
A lot of research effort has been spent on WSN, from the physical layer to the applications, 
related to many different platforms and operating systems. The total number of publications in the 
IEEE explorer database [111] searching for “(sensor <in> metadata) <and> (networks <in>
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metadata)” is 24,945 (ACM portal; 26,755) compared to 1,910 for publications 10 years ago 
(search performed 17“’ February 2009). What is less obvious is the fact that most of these 
publications are on algorithmic improvements much like the evolution of clustering algorithms 
presented in chapter 4. How much of this effort flows into proprietary protocol stacks is any ones 
guesswork. What is however visible is the effort on standardisation of WSN protocols stacks. In 
recent years we have had several versions of ZiGBee, but none of which have come even close to 
the promise that WSN will take off on a large scale.
So why have we not seen an explosion of WSN being deployed ubiquitously?
Standards -  ZiGBee was put together hastily. The promise of business forecasted by many 
analysts was too big an opportunity not to pursue. ZiGBee version 1 was released in 2004 with 
little understanding of the complexity of WSN and consequently failed to gain support or any 
uptake at all.
There is no standard that solves the complexity of WSN as a whole -  proprietary solutions 
(expensive to mass produce) are still favoured as they are tailored to a small tail of applications. 
However proprietary solutions do not favour the market -  they are costly due to little or no 
competition and limited production numbers.
Efficiency -  Power, Processing and Communications -  The main limitation for small devices is 
still a long lasting or renewable power source. Ubiquitous deployment does not allow 
maintenance that cannot be performed remotely -  changing batteries is out of the questions.
Energy efficiency of communication protocols is one of the answers to the problem of power, but 
as we have seen in chapter 4, this is also poorly understood. Increasing the complexity of 
managing sensor networks to gain efficiency in their operation just moves the power inefficiency 
to the set-up and maintenance.
One key aspect of saving power is processing before communicating. Communication is more 
costly than processing. It is therefore important to keep communication data small and event 
based where possible. Tiered processing, in-WSN, gateway and backend show promising results.
But all of this is application dependant. [112] describes Censorship -  a self critical paper 
addressing the problematic of WSN research. We have to accept that on a protocol level we need 
to work application specific.
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Context -  What is the killer application of WSN? Analysts have not addressed this early enough. 
But it is fair to say that the killer application such as voice communication for 
telecommunications does not exist. So the information that WSN can provide is not backed by a 
clear demand or market and consequently we are still talking about “Anything is Context!”
Where to from here?
This work is a clear step towards providing a platform for integrating WSN into 
telecommunications service platforms. It is a step that indicates that with current technologies and 
focussed research and development we can achieve usability of context information in mobile 
applications -  a playground for mobile application developers. But there are several steps that can 
improve this work significantly:
1. WSN protocol stack instantiations -  the work described here focuses on the specification 
of the protocol stack, but does not address specific instantiations -  these can be 
developed specific to application requirements. However a generic underpinning set of 
communication protocols can be seen to emerge form the research and industrial 
community, following paradigms that have been immensely successful -  IEEE802.15.4 
(PHY and MAC), 6L0WPAN (compressed IPv6) and most recently IETF ROLL 
(routing). This could form a basis for many applications with more specialised 
management and middleware protocols.
2. IMS is not everything. For telecommunications operators, IMS is an important platform 
with many of the global manufacturers providing solutions. However other industries 
focus on solutions based on service oriented architectures and more specifically web 
service technology. These two domains are not mutually exclusive. There are attempts to 
unify these platforms and offer both benefits [113].
3. The Gateway is key. Providing a gateway solution that allows heterogeneous WSN 
deployments, but unified communication to service platforms (e.g. IMS or SOA based) 
would build a narrow waste (“hour glass”) not on the communication protocol 
architecture, but on the topology deployment.
4. Application driven versus holistic context modelling -  we cannot follow “Anything is 
Context!”. Applications are emerging and some will prevail, others will falter. Which 
context is important and which context can be neglected will establish itself over time. 
However this “bottom up” approach will not help us in building efficient systems at 
present. We should focus on a small set of context models such as the user profile,
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describing the user in the real world and for example network context to help manage 
large networks and endpoints.
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