In conventional fuzzy logic controllers, the computational complexity increases with the dimensions of the system variables; the number of rules increases Gxponentially as the number of system variables increases. Hierarchical fuzzy logic controllers have been introduced to reduce the number of rules to a linear function of system variables. However, the use of hierarchical fuzzy logic controllers raises new issues in the automatic design of controllers, namely the coordination of outputs of sub-controllers at lower levels of the hierarchy.
In this paper, we describe a method for automating the design of hierarchical fuzzy logic controllers using an Evolutionary Algorithm called Differential Evolution. We demonstrate the applicability of our method by developing a two-stage hierarchical fuzzy logic controller for controlling a cart-pole with four state variables.
1.Introduction
Fuzzy logic controllers (FLCs) are rule-based expert systems that use human-like intelligence. They can be used for the control of complex and/or ill-defined systems as they can easily capture the approximate and qualitative aspects of human knowledge and reasoning. The key components of an FLC are the membership functions for defining the fuzzy sets and the rule base for producing the output. Traditionally, these components have been designed using expert heuristic knowledge and trial and error. Since this is a tedious and non-optimal method, many automated techniques have been successfully proposed since.
In conventional FLCs, the number of rules increases exponentially as the number of system variables increases [l] . Hierarchical FLCs (HFLCs) can be used to reduce the number of rules to a linear function of system variables. It consists of dividing a global task into sub-tasks, designing an independent FLC for each sub-task, and, devising a strategy for coordinating the sub-controllers to achieve the global objective. The concept of hierarchy in fuzzy logic control has also been introduced for reasons other than the reduction of number of rules. In certain circumstances, the Mamdani FLC yields unsatisfactory results [2] . To fix this problem, Yager [3] proposed a hierarchy called Hierarchical Prioritized Structure (HPS) where specific fuzzy rules override more general ones, Other reasons for using HFLCs for controlling multivariable systems include scalability of the system and simplicity of design and tuning.
The HFLC architecture we are interested in is shown in Figure la . The lower level FLCs control closely associated system variables such as the error and change in error of a particular system variable (in the case of the cart-pole control, FLCl controls the error and change in error of the pole angle while FLCZ controls the error and change in error of the cart position from the center of the track). The higher level FLC then integrates the outputs of the two lower level sub-controllers into a final control output. In this paper, we describe a method for the automatic design of an HFLC using an Evolutionary Algorithm called Differential Evolution. In developing this method, we aim it to be versatile enough to be applied to any HFLC architecture and not just the one shown in Figure la . We first describe the automatic design for a simple FLC, and then that for an HFLC using our method. We demonstrate the applicability of our method by developing a two-stage HFLC for controlling a cart-pole with four state variables.
2.Related work
Raju et al. [l] proposed a hierarchical structure in which the most influential system variables are at the first level, the 0-7803-5406-0/99/$10.00 '1999 IEEE
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next most important variables at the next level, and so on. The first level controller gives an approximate output which is modified by the second level controller: the inputs to the latter being the output of the first level controller and other system variables. This process is repeated at succeeding levels of the hierarchy to eventually produce a control output. Our work is different from Raju's work because they used a different HFLC architecture as shown in Figure l b and furthermore no automation of the design was involved. Lin et al.
[4] automated the design of Raju's HFLC to control the water level in an advanced boiling water reactor. The HFLC was optimized by using the steepest descent method to tune the scaling factors and a method similar to the fuzzy model reference learning control technique [SI to modify the first-level control rules.
Berenji et al. [6] proposed a hierarchical approach that focuses attention on a particular goal at each time instance and which can achieve interacting goals simultaneously. Their "conjunctive goal achievement" technique is in essence similar to Raju's work and no automation of the design was involved as well. Two rule bases were formulated for controlling the cart pole; the first rule base controls the pole angle and the second rule base is activated only if the pole is "approximately" balanced.
Hammell et al. [lo] to the multistage decision case where rules are grouped and groups chained in order to get a hierarchy of decisions. Here, the objective of the hierarchy is to achieve simplification of controller design and tuning. Since decomposition reduces antecedent complexity [ll], the designer can fix the most evident rules (or groups of rules) and leave only a few rules to be tuned. Kandadai et al.
[12] modified and extended Berenji and Kheddar's GARIC architecture [ 131 to automatically generate a knowledge base for an HFLC. However, instead of using an FLC for combining the outputs of two lower levels FLCs, they used an exponential function.
3.Differential Evolution Differential Evolution (DE) [14] is a recently developed
Evolutionary Algorithm (EA). EAs are characterized by the use of an objective function to guide the search for the best solution to a problem using the mechanics of evolution (such as selection, reproduction and mutation) while DE is characterized by its use of population-derived noise to adapt the mutation rate of the evolution process, simplicity and speed of operation.
In DE, individuals are represented as real-valued vectors. For each generation of the evolution process, each individual (target individual) of the population competes against a new individual (trial individual) for survival to the next generation; only the fitter of the two survives. The trial individual is created by recombining the target individual with another individual created by mutation (mutant individual).
Mutation is performed either on the best individual found so far in the evolution process or any randomly drawn individual from the population. This individual is mutated by adding a perturbation vector to it. The perturbation vector is calculated as the scaled difference between two randomly sampled individuals from the population. Mathematically this can be expressed as:
, where Q is a system parameter.
Recombination creates an offspring (trial individual) by selecting parameters from either the target individual or the mutant individual. Two methods of recombination are used: binary and exponential. In binomial recombination, a series of binomial experiments are conducted to determine which parent contributes which parameter to the offspring. Each experiment is mediated by a crossover constant, CR, where 0 5 C R 2 1. Starting at a randomly selected parameter, the source of each parameter is determined by comparing C R to a uniformly distributed random number from the interval [0,1).
If the random number is greater than CR, the offspring gets its parameter from the target individual, otherwise, the parameter comes from the mutant individual. In exponential recombination, a single contiguous block of parameters of random size and location is copied from the mutant individual to a copy of the target individual to produce an offspring. Starting at a randomly selected parameter, parameters are copied from the mutant individual while a uniformly distributed random number from the interval [0, 1) is less than CR.
4.The Design Method
Most FLCs used for control purposes need to have symmetrical outputs (same magnitude but different directions for inputs of same magnitude and different directions); this fact is often overlooked when FLCs are automatically designed by techniques such as Evolutionary Algorithms and neural networks. In order to produce symmetrical outputs, an FLC has to be symmetrical at two levels: the membership functions and the rule base.
To keep the design of FLCs simple, we use triangular membership functions for the inputs and singletons for the outputs. We also use a degree of overlapping of two as shown in Figure 2a . This results in the use of only one parameter to describe a fuzzy set (the two other parameters required for triangular fuzzy sets are defined by the neighbouring fuzzy sets). Furthermore, since we use a universe of discourse normalized to the range [-1.0, 1.01 and we avoid the use of trapezoidal fuzzy sets for the first and last fuzzy set, we fix the apices of the first and last fuzzy sets to -1 .O and 1 .O respectively.
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Degree Should the use of the MacVicar-Whelan rule base prove unsatisfactory, then a new rule base should be designed for the control problem, however, care should be taken to ensure that the designed rule base has symmetrical properties. Figure  4 shows the four steps used in building a symmetrical 7 by 7 rule base.
Step 1 consists of generating the rules for the top triangular portion of the rule base. Notice that for the rule base to be symmetrical, the rule at the middle of the matrix should output the middle fuzzy set i.e. if a 7 by 7 rule base is used, the middle rule should output a fuzzy set encoded as 4 (if the first fuzzy set is numbered as 1). In step 2, all the generated values are replicated to the left of the rule base by transposing rows to columns.
Step 3 involves completing the values along the diagonal at the bottom of the matrix. This is achieved by replicating the values already generated along the diagonal. However, the replicated fuzzy sets should be of different "polarity" i.e similar fuzzy sets on the other side of the universe of discourse. In the last step, the remaining cells below the diagonal are filled by transposing and changing the "polarity" of the fuzzy sets generated/replicated in the upper half of the matrix above the diagonal. and HFLCs. However, in a previous study we found out that in many eases FLCs do not require a tailor-made rule base: all that is required is a standard MacVicar-Whelan rule base.
A close look at the standard MacVicar-Whelan rule base depicted in Figure 3 shows that it conforms to our notion of a symmetrical rule base. Thus, HFLCs are more likely to use our method for building rule bases.
5.An Application
In this section we apply our method to the design of an HFLC for controlling the well known cart-pole problem also known as the inverted pendulum. The specifications of the cart-pole problem and the simulation of the equations of motion are as described by Barto et al. [16] To build an HFLC
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for the inverted pendulum, we need to design three FLCs: one FLC for controlling the pole, a second one for controlling the cart and a third one for combining the outputs of the first and second FLCs. As a preliminary step, we determined whether the Macvicar-Whelan rule base has to be amended for use in independent FLCs for controlling the pole and the cart. The FLCs were trained to control the pole from an initial angle of 15 degrees and the cart from an initial position of 2.4 meters from the center of the track. The pole FLC was tested on the following initial angles: 15, 7.5, 0 , -7.5 and -15 degrees. The cart postion controller was tested on the following distances from the centre of the track: 2.4, 1.2, 0, -1.2 and -2.4 meters. Figure 5a and 5b show the performance of the FLCs controlling the pole and the cart separately. It can be seen that the controllers are perfectly symmetrical and furthermore they are able to generalize the control of the pole and the cart from initial positions not used during the optimization process. Figure 5 clearly shows that the Macvicar-Whelan rule base can satisfactorily control the cart and the pole without any modification. Thus, the problem to be solved consists of optimizing the membership functions of all the inputloutput variables used by the three FLCs as well as the formulation of a rule base for combining the outputs of the two lower level FLCs.
We used 7 fuzzy sets for each inputloutput variable and furthermore we only used 7 inputloutput variables instead of 9 since we used the same membership functions to describe the outputs of the pole and cart FLCs and the inputs to the higher level FLC. According to our method, only 2 parameters have to be optimized by the EA for a 7-fuzzy-set variable such that in total only 14 parameters have to be optimized. DE was chosen to automate the design of the HFLC because it is simple to use and is very fast. The strategy used for mutation and recombination was based on the best individual found so far (instead of a random individual). Mutation was performed by adding the perturbation vector to the best individual while recombination consisted of creating a trial individual by conducting a series of binomial experiments to determine whether to inherit parameters from the target or mutant individual.
We used a population of 50 individuals, (Y = 0.7, and c r = 0.7. The objective function used was the sum of Integralof-Time-multiplied Absolute-Error (ITAE) of the pole angle and the cart position over 300 time steps. In order to train the HFLC correctly, we need training situations that will activate the rules in all four quadrants of the rule base but since the rule base is symmetrical we can reduce the training to two quadrants only. The training situations used were: pole angle of 15 degrees, cart position of 2.4 meters and pole angle of -15 degrees, cart position of 2.4 meters. The first training situation uses rules in the fourth quadrant while the second one uses rules in the second quadrant. We summed the objective score of each training situation to obtain a global objective score. DE performed the optimization within 200 generations.
Alternative higher level rule bases for the HFLC were also experimented with and are shown in Figure 6 . We first tried to use the standard Macvicar-Whelan rule base shown in Figure 6a as the higher level rule base of the HFLC. We found out that that it worked satisfactorily when the pole and the cart require balancing forces in the same direction because it averages the outputs of the two subcontrollers (rules in first and fourth quadrants). However, if the two subcontrollers require opposing forces to keep the pole balanced (such as in cases where the pole is at one extreme position and the cart at the opposite), this averaging process tend to produce a zero balancing force. This is evidenced by the values of 4 (4 is the code for zero output in a set of 7 fuzzy sets) along the diagonal of the rule base.
We concluded that the rules in the first and fourth quadrants of the Macvicar-Whelan rule base can be used for hierarchical control, and that the rules in the remaining quadrants (or possibly only the rules along the diagonal excluding the centre rule which is fixed) have to be modified. We experimented with three different rules bases: a manually modified Macvicar-Whelan rule base along the diagonal as shown in Figure 6b , an automatically amended Macvicar-Whelan rule base (only the offending quadrants) as shown in Figure 6c and a whole rule base generated from scratch as shown in Figure  6d according to the method explained in the previous section.
The performance of the HFLCs with the three different rule bases are shown in Table 1 . .
6.Conclusions
This paper has presented a method for the automatic design of symmetrical FLCs and HFLCs using Differential Evolution. Symmetricity is a fact that is often overlooked in the literature on FLCs, especially when automatic design meth- We have tested the method by designing an HFLC using Differential Evolution for controlling an inverted pendulum and we have found out that it performs very well. The experiments carried out show that the FLCs/HFLCs generated are guaranteed to be symmetrical and they are able to generalize control actions to conditions that are not used during training. Furthermore, the use of a reduced set of parameters to be optimized coupled with the use of a fast Evolutionary Algorithm such as Differential Evolution leads to fast optimization i.e. a solution is found within 200 generations using a population of 50 individuals.
Our work is different from those reviewed in the literature. Its salient features are completeness and simplicity. The method is complete because the design of the whole HFLC is automated. It is simple because DE does all the job, no hybrid techniques are used. The highly reduced number of parameters to be optimized (used for representing the membership functions and the rule base) further supports our claim for simplicity.
