Abstract: Analysis of mediation effects is common in educational research. The most popular methods for testing mediation effects are the causal steps approach proposed by Baron and Kenny (1986) , and Sobel's test (1982). Numerous studies have pointed out limitations of these classic procedures, and modern methods based on bootstrap techniques have been proposed. However, the robustness of these modern methods has not been thoroughly understood. In this study, we evaluate the impact of non-normality and heteroscedasticity on the performance of both classic and modern methods for mediation analysis. Results from our simulation show that non-normality and heteroscedasticity can substantially undermine the statistical power of all methods. Nevertheless, modern bootstrap techniques are preferred over classic methods.
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Introduction
A mediation effect, sometimes known as an indirect effect, refers to a situation where two variables of interest are associated via a third variable. Mediation analysis is commonly used in educational research to reveal the processes underlying certain phenomena. For example, research on mathematical learning and gender differences has found that the relationship between gender stereotypes and girls' mathematics performance is mediated by the level of anxiety (Spencer et al., 1999) . Furthermore, studies examining achievement goals have suggested that the relationship between achievement goals and academic outcomes is mediated by study strategies (Elliot et al., 1999) .
The basic framework of mediation can be represented by Figure 1 , and the statistical relationship among the variables in the figure can be expressed by the following set of equations: 
where Y is the dependent variable; X is the independent variable; M is the mediating variable and ε k , k = 1, …, 3, are the error terms. Equation (1) represents the relationship between variable X and Y ignoring the mediating variable M. Equation (2) represents the relationship between X and the mediating variable M. Finally, equation (3) represents the relationship between X and Y taking into account the mediating variable M. The coefficient c in equation (1) is called the total effect, while the coefficient c′ in equation (3) is referred to as the direct effect and the product of coefficients ab is known as the indirect effect. It is assumed that the total effect should be equal to the sum of the direct and indirect effects, that is,
Based on this scheme, different procedures for testing mediation effects have been put forward. The most well-known classic procedures include Baron and Kenny's (1986) causal step approach and Sobel's test (1982) . Modern techniques involving bootstrap resampling have been proposed and are becoming increasingly popular (Bollen and Stine, 1990; MacKinnon et al., 2004; Shrout and Bolger, 2002) . Previous simulation studies have shown that the performance of these methods varies in terms of control over Type I errors and statistical power (e.g., Pituch and Stapleton, 2008) . However, these studies primarily focused on the performance of the methods in situations where the theoretical assumptions held true. In situations where the theoretical assumptions are violated, the performance of these methods is not well understood.
Figure 1 Mediation path diagram
There are two major objectives in this paper. First, we aim to review several commonly used methods for testing mediation effects. Second, we aim to demonstrate the impact of violations of assumptions on the performance of the various methods, specifically in situations with non-normality and heteroscedasticity. Both non-normality and heteroscedasticity are practical issues, which threaten the accuracy of analysis. In an article published in Biometrika in 1947, Geary (1947) noted "Normality is a myth; there never has, and never will be, a normal distribution". Deviation from normality is in fact a norm not an exception. Heteroscedasticity is also very common and severe in actual data. The extent of heteroscedasticity can be numerically indicated by the ratio between maximum and minimum conditional variance (i.e.,
).
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The ratio should be close to 1 if data are homoscedastic, the larger the ratio, the more severe the level of heteroscedasticity. In a recent study, Ng and Wilcox (2012) found that the ratio between maximum and minimum conditional variance in certain national health surveillance data was as high as 313.237. Therefore, identifying methods which are resistant to non-normality and heteroscedasticity are of practical importance. This paper is organised as follows: First, we describe the mathematics and theoretical assumptions underlying several popular methods for examining mediation effects. We highlight the strengths and weaknesses related to each method. Second, we describe the simulation experiment used to evaluate the performance of the various procedures and present the results. Third, we review educational research articles published in the past decade and identify the most widely applied methods for testing mediation effects. Finally, we discuss the practical implications of the results.
Common approaches to mediation analysis

Casual steps approach
The classic approach to assess a mediation effect is the causal steps approach. In an influential paper published by Baron and Kenny (1986) , the authors laid out a set of criteria that need to be met in order to conclude that a mediation effect exists:
1 The independent variable X significantly accounts for the variability in the mediating variable M.
2 The mediating variable M significantly accounts for the variability in the dependent variable Y.
3 The significant direct relationship between X and Y will disappear once M is taken into account.
To examine these criteria statistically, the coefficients ˆ( , , ) a b c′ and their corresponding standard errors are estimated using ordinary least squares. Subsequently, a series of Student's t-tests are usually carried out 1 to test the hypotheses H 0 : a = 0, H 0 : b = 0 and 0 : 0, H c′ = which intend to demonstrate criteria 1, 2 and 3, respectively.
An additional criterion preceding the above steps is sometimes included (Judd and Kenny, 1981; Kenny et al., 1998) . This criterion states that the independent variable X significantly accounts for the variability in the dependent variable Y. To demonstrate this, H 0 : c = 0 is tested. However, some researchers have questioned the necessity of this step (MacKinnon et al., 2000; Rucker et al., 2011) . As it has been pointed out, in situations where the indirect effect (ab) and the direct effect ( ) c′ have opposite signs, the total effect (c) may not be significant, but an indirect effect still exists. Furthermore, according to equation (4) presented in the introduction, if a mediation effect does not exist, the direct effect ( ) c′ should be equal to the total effect (c) and consequently ab should be equal to 0. Therefore, it has been argued that to demonstrate the presence of a mediation effect, it is sufficient simply to test the indirect effect. This led to the development of a group of testing techniques commonly referred to as the product of coefficient approaches.
Product of coefficients approaches
Sobel's test and other non-bootstrap techniques
Product of coefficients approaches refer to a group of testing techniques which attempt to identify a mediation effect by testing the indirect effect (H 0 : ab = 0). One of the most popular product of coefficients approaches is Sobel's test. Sobel Table 1 . Commercial software such as SAS, SPSS and STATA offer options for at least one of three standard error estimates when testing indirect effect.
A major assumption underlying Sobel's test is that the distribution of ab is normal. This assumption is problematic because in many situations, even if two random variables are each normally distributed, the products of them are not necessarily normal. Instead, they are often asymmetric and heavy-tailed (MacKinnon et al., 2002) . As a result, this method often has low statistical power.
One way to overcome this issue is to utilise known distributions of the product of random variables. An example of such is the distribution of the product of two standard normal random variables derived by Meeker et al. (1981) . Using Meeker's distribution, one can test for indirect effects by first converting the coefficients â and b into standard normal random variables. To elaborate, assume that â and b tare both normally Table 1 Common formula for estimating ˆa b σ Simulations have shown that the PRODCLIN performs better than the causal steps method in terms of control over Type I error and statistical power (MacKinnon, et al., 2002 (MacKinnon, et al., , 2004 (MacKinnon, et al., , 2007 . However, this approach is still restrictive in the sense that the two random variables are assumed to be normal. If the two variables are non-normal, this method may no longer be appropriate.
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Bootstrap techniques
To overcome the limitations arising from the utilisation of theoretical distributions of the product of coefficients, bootstrap methods for testing indirect effect have been proposed (Bollen and Stine, 1990; Shrout and Bolger, 2002) . In general, bootstrap methods do not depend on any a priori assumptions regarding the distribution of ; ab in other words, bootstrap techniques are distribution-free. Moreover, confidence intervals can be readily derived from the bootstrap distribution without the need to estimate the standard errors of the coefficients. A basic strategy for testing H 0 : ab = 0 is as follows: and u = B -l.
The specific procedure described above is known as the percentile bootstrap (PB) method. One problem with this particular bootstrap method for testing indirect effect is that the potential bias in the coefficient estimate can affect how well the bootstrap distribution approximate the sampling distribution of the indirect effects hence undermine the accuracy of the confidence interval. To tackle this issue, MacKinnon, Lockwood and Williams (2004) recommended the use of the bias-corrected bootstrap confidence interval. Essentially, the procedure is the same as that described above, except that u and l are defined differently. To elaborate, let p 0 be the proportion of bootstrap estimates Simulation results suggested that bootstrap methods in general outperform non-bootstrap approaches in terms of control over Type I errors and statistical power (Shrout and Bolger, 2002; MacKinnon et al., 2004) . Moreover, the biased-corrected bootstrap seems to be superior to the regular PB. Based on these findings, some researchers have recommended routine use of bootstrap methods Mallinckrodt et al., 2006; Preacher and Hayes, 2008; Preacher et al., 2007) . However, there is also evidence indicating that bootstrap methods are not always optimal. In a recent study, Fritz et al. (2012) offered an in-depth discussion regarding the issue and pointed out that the performance of bootstrap methods depends on the combination of several factor including sample size and effect size.
Literature review
A literature review was carried out to examine the application of mediation analysis in educational research. We identified relevant journal articles via several search engines and databases including Google Scholar, Academic Search Premier, ProQuest and Literature Resource Center. We also looked into specific publishers including Sage Journals Online, JSTOR, ScienceDirect, Oxford Journals, Taylor Francis Online and Wiley online library. The key words used for the search were 'mediation', 'mediation analysis' and 'indirect effect'. We included empirical educational research articles which involved the examination of mediation process in data analysis. We excluded all review articles and meta-analysis articles. Given the large number of articles, we restricted our attention to articles published between 2000 to 2012. Furthermore, we considered only those published in educational journals which ranked amongst the top 20 in the field in terms of impact factors. The impact factors of the journals are based on ISI Web of Knowledge: Journal Citation
Reports (Thomson Reuters, 2011) . Table 2 shows the list of journals included in this review and the corresponding number of articles. A total of 11 journals and 104 articles related to mediation analysis were identified and reviewed. The journal which published the most studies involving mediation was health education research. Figure 2 shows the overall changes in the frequency of publication using mediation analysis from 2000 to 2012. As demonstrated in the figure, there has been a gradual increase in the use of mediation analysis in recent years. The scale of the studies included in the review varied considerably. The sample sizes ranged from 40 to 199,097. The majority (68%) of the studies was non-experimental studies, 28% were experimental and 4% were quasi experimental. The most frequently applied method was the causal steps approach. A total of 46 articles (44.2%) utilised this approach. Among the 46 articles, 20 of them used the casual steps approach exclusively, while 26 utilised additional testing procedures such as Sobel's test. The second most widely used approach was Sobel's test. Thirty-two of the studies (30.7%) utilised this method. The third most widely used approach was structural equation modelling. A total of 15 studies (14%) utilised this method. Bootstrap methods are still not widely applied in the field of educational research. There were only 13 studies involving the application of bootstrap methods. Figure 3 shows the distribution of methods applied with respect to sample sizes. The application of bootstrap methods was mainly found in studies with relatively small sample sizes. Amongst the 13 studies utilising bootstrap methods, 12 were applied in small sample studies. Nevertheless, bootstrap methods were not the dominating approach in small sample studies. The causal steps approach was the most widely applied.
Amongst the 47 studies with sample sizes of less than 250, over half of them utilised the casual steps method. None of the studies with sample sizes between 250-750 involved the application of bootstrap methods. One study with sample size above 750 used bootstrap methods. In general, for studies with sample size over 250, the causal steps approach and Sobel's test appeared to be equally popular.
Method
Although many simulation studies have been conducted to evaluate the performance of the various mediation analysis approaches, most studies only examined situations in which the independent variable ε is normally distributed and homoscedastic. Their findings, therefore, may not necessarily be indicative of the performance of the methods in actual settings, where non-normality and heteroscedasticity are prevalent. Understanding the impact of non-normality and heteroscedasticity on the various methods for testing mediation effect is of great practical value.
Simulation design
In this study, we conducted a series of simulation experiments to examine the performance of various methods for testing mediation effects under non-normality and heteroscedasticity. Data were generated according to the following models:
where X i was the independent variable; M i was the mediating variable; ε 1i and ε 2i were independent error terms; and τ was a function of X i used to model the degree of heteroscedasticity. X i was assumed to have a standard normal distribution. ε 1i and ε 2i were generated from the g-and-h distribution (Hoaglin, 1983) . Four types of distributions were considered: standard normal (g = 0, h = 0), asymmetric light-tailed (g = 0.5, h = 0), symmetric heavy-tailed (g = 0, h = 0.5), and asymmetric heavy-tailed (g = 0.5, h = 0.5).
When g-and-h distributions are asymmetric (g = 0.5), the mean is non-zero. Therefore, ε 1i and ε 2i generated from these distributions were re-centred to have a mean of zero. Five choices for τ(X i ) were considered: τ( Figure 4 . We denote these functions as variance patterns (VP), VP1, VP2, VP3, VP4 and VP5 respectively. All five VP were used for each set of distributions, resulting in a total of 20 scenarios. We examined the performance of the methods in terms of Type I error rates and statistical power. We focused on the performance of the methods in the small sample situation with sample sizes of n = 50. The actual Type I error probability and statistical power were based on 1,000 replications. The actual Type I error probability ( ), α when testing at the α = 0.05, was estimated with the proportion of confidence intervals which did not contain zero in the null situation. Power was estimated with the proportion of confidence intervals which did not contain zero in the various situations where a and b were non-zero. 
Methods to be compared
Four methods for testing mediation effects were compared in this study, among which two were non-bootstrap and two are bootstrap. The methods are:
1 the causal steps approach 2 Sobel's test 3 the PB 4 the biased-corrected percentile bootstrap (BPB).
Results
As shown in Table 3 , both the casual steps approach and Sobel's test had very poor control over Type I errors. In particular, when testing at α = 0.05, the actual Type I error rates were substantially below the nominal level. For Sobel's test, there were many instances where Type I error rates were zero. The two bootstrap methods offered decent control over Type I errors in general. PB appeared to be more resistant to non-normality and heterosecdasticity. Nevertheless, in the situation where the ε was asymmetric heavy-tailed and the heteroscedasticity pattern was VP5, the actually Type I error was inflated substantially to 0.147. Biased-corrected bootstrap was more sensitive to the changes in the distribution of ε. The actual Type I error rates increased as the distribution of ε became heavy-tailed. Similar to PB, when ε was asymmetric heavy-tailed and the heteroscedasticity pattern was VP5, the actual Type I error yielded by biased-corrected bootstrap was as high as 0.162. The high actual Type I error rates implies a higher risk of declaring a significant effect when the effect does not actually exist. With regard to statistical power, the performance of the bootstrap methods and the causal steps approach were fairly similar. The statistical power of Sobel's test was the lowest amongst the methods. As shown in Tables 4 to 6, the presence of non-normality and heteroscedasticity had a dramatic impact on statistical power. For instance, in the situations with a large effect size (a = b = 0.59), when ε was normal and homoscedastic, the statistical power for the casual steps and bootstrap methods were all above 0.9 (see Table 6 ). However, when the distribution of ε remained homonscedastic but non-normal (symmetric heavy-tailed), the statistical power of the causal steps dropped to 0.372. Similarly, the statistical power of PB and bias-corrected percentile bootstrap also fell to around 0.5. The performance of the methods deteriorated when ε was both non-normal and heteroscedastic. For example, as shown in Table 5 when ε was asymmetric heavy-tailed and heteroscedastic (VP4), the statistical power was 0.104 for the casual steps method, 0.152 for PB and 0.221 for bias-corrected bootstrap. This finding indicates that as the assumptions of normality and homoscedasticity are violated, the ability of the methods to detect a true effect is reduced. Table 3 Actual 
Discussion
Despite recent methodological advances in testing for mediation effects, classic techniques such as that casual steps approach and Sobel's test remain the dominating procedures for testing mediation effects in the educational literature. The casual steps approach has its special appeal as the sequential testing strategy aligns well with the conceptual framework of mediation pathway. On the other hand, Sobel's test offers a simple one-step approach for conducting significance testing. However, as shown in the present simulation experiment and previous studies (e.g., Hayes, 2009; MacKinnon et al., 2002) , classic methods do not provide good control over Type I error rates. Furthermore, statistical power, particularly for Sobel's test, was relatively low. Unlike classic methods, bootstrap methods do not rely on the assumption of asymptotic normality of the parameter estimates and offer better results. As illustrated in our simulation, even with a small sample size, bootstrap methods offer satisfactory control over Type I error and desirable statistical power. In general, when the sample size is small, bootstrap methods are preferred (Williams and MacKinnon, 2008) . However, as revealed in our literature review, bootstrap techniques are not common in educational research. Although more than 50% of the studies in our review had a sample size of less than 250, few studies took advantage of the modern technique.
In this study, we extended previous simulations and examined the performance of the various methods under non-normality and heteroscedasticity. As shown in the results, the performance of the various methods deteriorated as the distribution deviated from normality and homonscedasticity, and the impact of violations of assumptions was the most severe on the classic methods. To justify the use of classic methods, some may argue that non-normality and heteroscedasticity are not prevalent in actual settings and the situations considered in this simulation are perhaps too extreme. However, as noted in the introduction, normality, deviation from normality is in fact a norm not an exception. Moreover, the extent of heteroscedasticity represented by the simulation scenarios here is in fact milder than actual setting. Specifically, the ratio between maximum and minimum conditional variance (i.e., ( (Wilcox, 2003) . It is worth emphasising that, although bootstrap methods outperform classic methods, they are not robust in every situation. When there is heteroscedasticity and the distribution is asymmetric heavy-tailed, the actual Type I error rates are substantially higher than the nominal level. The most severe impact is observed in statistical power. In several situations, even with a large effect size, statistical power dropped drastically from over 0.9 to below 0.2 when heteroscedasticity occurred and distribution deviated from normality. This implies that discoveries might have been lost due to the application of methods in a below-optimal setting. On the other hand, this highlights the importance of carefully understanding the nature of the data when performing analysis.
Mediation effects are commonly found in educational research. Based on the findings here, we offer the following practical suggestions to researchers. First, given that in educational research, sample sizes are often relatively small, bootstrap methods should be considered for routine use. Even with a medium to large sample size, bootstrap methods are still preferred over classics methods. As noted in previous research, even with a sample size of 1,000, the causal steps approach and Sobel's test have poor control over Type I error when testing at α = 0.05 (MacKinnon et al., 2002) .
One of the concerns with using bootstrap methods is that the methods are computationally intensive and more time consuming. However, with the advancement in computation power, the efficiency of bootstrap methods has improved dramatically. Programmes for carrying out bootstrap methods for testing mediation are readily available for popular statistical software including SPSS and M-plus (Hayes, 2012) .
Second, as a general principle in statistical analysis, researchers are advised to carefully explore their data prior to testing for mediation effects. In particular, researchers can try different graphical techniques and various descriptive statistics to understand the characteristic and pattern underlying the data (Tukey, 1977) . As noted earlier, although bootstrap methods are preferred over classic methods, situations occur where its performance is hampered. With a thorough understanding of the data, researchers will be able to interpret the findings more critically bearing in mind that that the actual Type I error rates and power of methods vary depending on the characteristics of data.
