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Abstract
In contemporary scientific research, it is of great interest to predict a categorical re-
sponse based on a high-dimensional tensor (i.e. multi-dimensional array) and additional
covariates. This mixture of different types of data leads to challenges in statistical analysis.
Motivated by applications in science and engineering, we propose a comprehensive and
interpretable discriminant analysis model, called CATCH model (in short for Covariate-
Adjusted Tensor Classification in High-dimensions), which efficiently integrates the co-
variates and the tensor to predict the categorical outcome. The CATCH model jointly
models the relationships among the covariates, the tensor predictor, and the categorical re-
sponse. More importantly, it preserves and utilizes the structures of the data for maximum
interpretability and optimal prediction. To tackle the new computational and statistical
challenges arising from the intimidating tensor dimensions, we propose a penalized ap-
proach to select a subset of tensor predictor entries that has direct discriminative effect
after adjusting for covariates. We further develop an efficient algorithm that takes advan-
tage of the tensor structure. Theoretical results confirm that our method achieves variable
selection consistency and optimal classification error, even when the tensor dimension is
much larger than the sample size. The superior performance of our method over existing
methods is demonstrated in extensive simulated and real data examples.
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1 Introduction
Many contemporary scientific and engineering studies collect data from different categories of
subjects in the form of multiple-dimensional array, a.k.a. tensor, accompanied by additional co-
variates. For example, an important application area of our proposed method is neuro-imaging
analysis, where researchers often want to identify and understand neurological and neuro-
developmental disorders from a discriminant analysis model built on tensor images, such as
anatomical magnetic resonance imaging (MRI), positron emission tomography (PET), func-
tional magnetic resonance imaging (fMRI), and electroencephalography (EEG), plus a few
additional clinical covariates such as medical measurements and psychological and cognitive
scores. This type of data also frequently arise in computational biology, personalized recom-
mendation, and image recognition analysis, among others.
The increasing popularity of such data brings many new challenges to statisticians. First,
it is generally unclear how to integrate the information from both the tensor-variate predictor
and the vector of covariates to achieve the best possible classification. The tensors and the
covariates may affect each other, and how to model their dependence on each other and de-
fine their effects on the response remains an open question. Secondly, the tensor predictor is
often high-dimensional. For example, in our neuroimaging data applications, we use the struc-
tural magnetic resonance imaging (MRI) to study the attention deficit hyperactivity disorder
(ADHD) and autism spectrum disorder (ASD). Each MRI is a three-way tensor with dimension
30× 36× 30 (ADHD) or 91× 109× 91 (ASD), which is more than 30, 000 or 900, 000 entries
for one subject. Moreover, rapid advancements in neuroimaging technology enable researchers
to obtain tensor images with higher and higher resolutions and hence higher dimensions. This
calls for new high-dimensional algorithms and methods that scale well with the increasing ten-
sor dimensions. Thirdly, it is non-trivial to extend the vector-based high-dimensional statistical
properties and theoretical results to high-dimensional higher-order tensor predictors.
In this article, we study the discriminant analysis with a high-dimensional tensor predic-
tor X ∈ Rp1×···×pM , M ≥ 2, a low-dimensional covariates vector U ∈ Rq, and a class label
Y ∈ {1, . . . , K} for K ≥ 2 categories. For such problems, we propose a unified framework
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called the CATCH model that jointly utilizes information from the entire tensor and the covari-
ates, while the intrinsic tensor-on-covariates relationship is accounted for through a regression
model. We carefully investigate the direct and indirect effects of U on Y . The direct effect of
U helps separate classes. Meanwhile, correctly adjusting for the indirect effect of U through
an intrinsic tensor regression model of X on U may substantially improve estimation, variable
selection and the prediction of Y . We further identify the direct effect of X on discriminating
Y , after adjusting for U. With a limited sample size, it is necessary to perform some type of
dimension reduction on the adjusted X. Conceptually, our reduction of tensor covariates is sim-
ilar to that of the partial dimension reduction methods in regression (Chiaromonte et al. 2002,
Feng et al. 2013, e.g.), where we want to reduce the dimension of the predictor without losing
any information in classification after adjusting for the covariates effects.
While numerous high-dimensional classification methods have been developed, they may
still not scale well with tensor data, because most of them are designed for vector data. As pre-
viously mentioned, in many neuroimaging studies, simply vectorizing the tensor image results
in a vector of length in the order of 105 ∼ 107. Moreover, many high-dimensional sparse classi-
fication methods (Cai & Liu 2011a, Fan et al. 2012, Xu et al. 2015, e.g.) require computing the
sample covariance of this vector, which has over 1010 ∼ 1014 entries. This is apparently very
computationally demanding. An intuitive remedy for this issue is to perform marginal screening
(Pan et al. 2016, e.g) on the tensor predictor. Although marginal screening is computationally
efficient, it is well-known that marginally important predictors may not be jointly important,
and vice versa. More importantly, both the vectorization approach and the marginal screening
approach ignore the tensor structure and hence may lose important structural information. As
we show in this paper, discarding the tensor structure deprives an opportunity of reducing the
number of parameters. Because of these issues, it is important to develop a method that models
the entire tensor without sacrificing its tensor structure to preserve interpretability. While there
has been an enormous body of literature on sparse linear discriminant analysis (LDA) for high-
dimensional (vector) predictor (Cai & Liu 2011a, Shao et al. 2011, Clemmensen et al. 2011,
Witten & Tibshirani 2011, Fan et al. 2012, Mai et al. 2012, Xu et al. 2015, Mai et al. 2017,
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e.g.), with the tensor structure and the additional covariates to be adjusted for, we are facing
a much more complicated high-dimensional problem, which requires a new statistical model,
more efficient and scalable algorithms and more involved theoretical studies.
Our proposal is related to but fundamentally different from recent developments in tensor
regression and tensor decomposition. Although classification is one of the most common sta-
tistical tasks, it receives relatively less attention than regression in the research of tensor data.
Many researchers have studied matrix- and tensor-variate regression (Zhou et al. 2013, Zhou &
Li 2014, Zhao & Leng 2014, Hoff 2015, Raskutti & Yuan 2015, Sun et al. 2016, Wang & Zhu
2016, Li & Zhang 2017, Zhang & Li 2017, Lock 2017, e.g.). But most of these methods do not
directly apply to classification or incorporating the covariates. We propose a general framework
for joint modeling and multi-class classification with both tensor predictor and vector covari-
ates. Under this framework, we develop a new method that achieves optimal classification and
consistent variable selection in high-dimensional tensor coefficients. Moreover, many existing
statistical methods on tensor data rely on multi-linear tensor decomposition (Kolda & Bader
2009, Chi & Kolda 2012, Liu et al. 2017, Zhang & Xia 2017, e.g.) that assumes low-rank
structures of the tensor. Our approach does not require any low-rank approximation of the ten-
sor predictor. Instead, we directly identify and eliminate the unimportant tensor discriminative
coefficients in our model and thus achieve variable selection and parsimonious modeling. Our
sparsity pursuit on tensor discriminative coefficients provides a good alternative to the popular
low-rank and sparse-low-rank techniques. On one hand, the rank determination of low-rank
tensor decomposition is a very challenging problem that usually brings more tuning parame-
ters, while underestimated ranks would lead to bias and loss on some subtle tensor information.
Without adopting any low-rank approximation/assumption, our approach of variable selection
in tensor coefficients is more direct and flexible. On the other hand, the penalization approach
proposed in this paper can be easily adjusted by specifying different penalty terms on different
regions of the tensor to incorporate prior information such as smoothness, regions of interests,
and regions of gray or white matters in brain images.
In the literature, most of the matrix/tensor discriminant analysis methods have their roots
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in Fisher’s discriminant analysis. For a matrix or tensor predictor, various approaches (Zhong
& Suslick 2015, Tao et al. 2007, Yan et al. 2005, Lai et al. 2013, Li & Schonfeld 2014, Bao
& Chien 2015, Zeng et al. 2015) are proposed to find linear projections on each mode of the
tensor to have the maximum between-class separation with respect to within-class variabil-
ity. Although these methods were developed in a similar context as our proposal, there are
significant distinctions. First, existing methods typically do not consider how to incorporate
information from these additional covariates. Second, our proposal is based on a probabilistic
model instead of being motivated by maximizing between-class variability. Consequently, our
method, to the best of our knowledge, is the first in the tensor discrimination analysis litera-
ture to provide strong theoretical guarantees of (i) recovering the Bayes’ rule, (ii) consistently
selecting important tensor discriminantive entries, (iii) algorithm convergence, with ultra-high
dimensional tensors. In our numerical studies, we have also confirmed superb performances
of our method in terms of classification accuracy, variable selection, and computational time.
Logistic regression is another popular approach for tensor classification. For example, (Zhou
et al. 2013) adopted tensor low-rank structures in a generalized linear model, Wimalawarne
et al. (2016) proposed to add various tensor norms as penalties to the logistic loss. These
methods only handles binary classification, while CATCH is naturally applicable to multiclass
problems. In addition, unlike our theoretical studies, the theoretical results in Wimalawarne
et al. (2016) only concern the logistic loss but not classification error or variable selection.
The contributions of this article are multi-fold. First of all, it addresses the important ques-
tion of how to jointly model and explain the relationships among a mixed type of data: cat-
egorical response, continuous multivariate covariates and high-dimensional tensor predictor.
Our CATCH model offers a useful solution by systematically and simultaneously studying
the tensor-on-covariate regression, and the covariate-on-response, tensor-on-response classi-
fications. Secondly, while existing high-dimensional classification methods concentrate on a
vector predictor, our work extends the scope of applications to high-dimensional tensor. To
achieve such an important extension, we have developed new computational and theoretical
techniques. Thirdly, our proposal greatly advances the recent development of tensor data anal-
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ysis. While existing approaches largely rely on tensor regression and especially tensor low-rank
decomposition, we focus on discriminant analysis and classification. Our method provides an
alternative way of tensor dimension reduction by introducing group sparsity directly based on
the Bayes’ rule and hence achieves optimal classification.
The rest of this paper is organized as follows. We review some tensor notations in Sec-
tion 1.1. In Section 2, we introduce the CATCH model and define the direct and indirect effects
in the model. In particular, the potential gain in classification from adjusting for covariates
are discussed in Section 2.2. In Section 3, we discuss how to estimate the Bayes’ rule un-
der the CATCH model for classification. In Section 4, we develop an efficient algorithm that
actively takes advantage of the tensor structure so that we can conduct the computation with
minimal storage. Section 5 contains theoretical studies of both non-asymptotic and asymptotic
properties of the proposed method in ultra-high dimensional settings. Extensive simulations
in Section 6 and two real data applications in Section 7 confirm the advantages of our method
over existing methods. Finally, Section 8 contains a short discussion and the Supplementary
Materials contain additional numerical studies, along with proofs and other technical details.
1.1 Review of some tensor notations
We first introduce some standard tensor notations and operations that are used frequently in this
manuscript and are standard in the tensor literature (Kolda & Bader 2009, for example).
For positive integers M ≥ 2, p1, . . . , pM , a multidimensional array A ∈ Rp1×···×pM is
referred to as an M -way or M -th order tensor. The vectorization of a tensor A, vec(A), is a
(
∏
m pm×1) column vector, withAi1···iM being its j-th element, j = 1+
∑M
k=1(ik−1)
∏k−1
k′=1 pk′ .
The mode-k matricization, A(k), is a (pk ×
∏
m6=k pm) matrix, with Ai1···iM being its (ik, j)-th
element, j = 1 +
∑
k′=k(ik′ − 1)
∏
l<k′,l 6=k pl. If we fix every index of the tensor but one, then
we have a fiber. For example, Ai1···ik−1Ikik+1···iM , Ik = 1, . . . pk, form a (pk × 1) vector called
the mode-k fiber of A. The mode-k product of a tensor A and a matrix α ∈ Rd×pk , denoted by
A×kα, is aM -way tensor of dimension p1×· · ·×pk−1×d×pk+1×· · ·×pM , with each element
being the product of a mode-k fiber of A and a row vector of α. The mode-k vector product
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of a tensor A and a vector c ∈ Rpk , denoted by A×¯kc is a (M − 1)-way tensor of dimension
p1×· · ·×pk−1×pk+1×· · ·×pM , with each element being the inner product of a mode-k fiber of
A and c. The Tucker decomposition of a tensor is defined as A = C×1G1×2· · ·×MGM , where
C ∈ Rd1×···×dM is the core tensor, and Gk ∈ Rpk×dk , k = 1, . . . ,M , are the factor matrices.
We write the Tucker decomposition as JC; G1, . . . ,GmK in short. In particular, we frequently
use the fact that vec(JC; G1, . . . ,GMK) = (GM ⊗ · · · ⊗G1) vec(C) = (⊗1m=M Gm) vec(C),
where ⊗ denotes Kronecker product and⊗1m=M Gm is short for GM ⊗ · · · ⊗G1.
We introduce the tensor normal (TN) distribution as a generalization of the matrix normal
distribution (Gupta & Nagar 1999). For a tensor random variable Z ∈ Rp1×···×pM , it is called
a standard tensor normal random variable if all elements of Z independently follow the (uni-
variate) standard normal distribution. If X = µ + JZ; Σ1/21 , . . . ,Σ1/2M K, we say X follows a
tensor normal distribution X ∼ TN(µ,Σ1, . . . ,ΣM), where Σj > 0 imposes the dependence
structure on the j-th mode. Hence, vec(X) = vec(µ) + Σ1/2vec(Z), where Σ =
⊗1
m=M Σm.
2 The CATCH Model
2.1 The model assumptions
We propose the CATCH (covariates-adjusted tensor classification in high dimensions) model
for a random triplet {Y,U,X}, where Y ∈ {1, . . . , K} is the class label for K ≥ 2 classes,
U ∈ Rq is a vector of covariates that needs to be adjusted for, and X ∈ Rp1×···×pM is a M -th
order tensor-variate predictors, M ≥ 2. Throughout this paper, we assume that Pr(Y = k) =
pik > 0 where
∑K
k=1 pik = 1. Our goal is to build a classifier that accurately predicts Y based
on integrated information from U and X. To this end, we propose the CATCH model:
U | (Y = k) ∼ N(φk,Ψ), (2.1)
X | (U = u, Y = k) ∼ TN(µk + α×¯(M+1)u,Σ1, . . . ,ΣM), (2.2)
where φk ∈ Rq, Ψ ∈ Rq×q, Ψ > 0 is symmetric, α ∈ Rp1×···×pM×q, µk ∈ Rp1×···pM , and
Σm ∈ Rpm×pm , Σm > 0 is symmetric, m = 1, . . . ,M . It is obvious that all the parameters
have natural interpretation. In (2.1), we assume that {Y,U} follows the classical LDA model,
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where φk is the mean of U within class k and Ψ is the common within class covariance of
U. Similarly, in (2.2), we assume a common within class covariance structure of X character-
ized by Σm,m = 1, . . . ,M , that does not depend on Y after adjusting for the covariates U.
The tensor coefficient α characterizes the linear dependence of the tensor predictor X on the
covariates U, and µk is the covariate-adjusted within-class mean of X in class k.
Although our CATCH model is based on discriminant analysis models, which may seem
stringent, many existing results in the literature support their applications in practice. For ex-
ample, Michie et al. (1994), Hand (2006) reported that LDA is competitive on many bench-
mark datasets, while Cai & Liu (2011a), Shao et al. (2011), Clemmensen et al. (2011), Witten
& Tibshirani (2011), Fan et al. (2012), Mai et al. (2012), Xu et al. (2015) demonstrated the
competitive classification performance of sparse LDA methods on high-dimensional datasets.
These encouraging results lead us to consider the models in (2.1)–(2.2) for tensor classifica-
tion. Our real data analysis in Section 7 also confirms that the classifier based on the CATCH
model achieves accurate results in practice comparing to many well-known classifiers. Hence,
we expect our classifier to be widely applicable, while model assumptions such as normality
are imposed to provide intuition. Meanwhile, from the statistical perspective, it would still of
great interest to develop classifiers under weaker model assumptions. See Section 8 for some
discussion along this line. We leave this topic for future research.
An important special case of the CATCH model applies to the situation when we only have
{X, Y }, but not the covariate U. Then (2.1)–(2.2) reduce to
X | (Y = k) ∼ TN(µk,Σ1, . . . ,Σm), (2.3)
which implies that the tensor predictor X follows the tensor normal distribution with different
means but common covariance structure. We refer to the model in (2.3) as the tensor discrim-
inant analysis (TDA) model. It is a natural extension of LDA to incorporate tensor structure,
and is different from modeling {Y, vec(X)} using the classical LDA. By utilizing the tensor
structure, we greatly reduce the number of free parameters. In the LDA model on predictor
vec(X) of dimension
∏M
m=1 pm × 1, the covariance matrix has
∏M
m=1 p
2
m elements. In contrast,
the covariance structure in (2.3) takes advantage of the tensor structure and only has
∑M
m=1 p
2
m
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elements. In Section 4, we show that this structure leads to convenience in computation.
When both covariates and tensor are present, the CATCH model not only characterizes how
the covariates U and the tensor variable X simultaneously distinguish the classes Y , but also
model the regression relationship of X on U within each class. To gain more insights, within
each class k, we can write (2.2) as
X = µk + α×¯(M+1)U + E, E ∼ TN(0,Σ1, . . . ,ΣM), (2.4)
where E is an unobservable tensor normal error independent of U. Equation (2.4) coincides
with the tensor response regression (TRR) model proposed by Li & Zhang (2017). The tensor
parameter µk is the adjusted mean of X in class k after removing the effect of covariates U on
X. Estimation and inference of α and µj − µk, j 6= k, are of great interest in neuroimaging
analysis and applications, where α describes the effect of covariates and µj − µk compares
tensor images across classes after adjusting for covariates. Although the focus of this paper
is not studying the interrelationship between X and U, accounting for this intrinsic regression
relation (2.4) often brings substantial gain in predicting Y , in estimating discriminative param-
eters, and even in variable selection. We explain this phenomenon in the following section,
right after we define the direct and indirect effects.
2.2 The direct and indirect effects
Since our goal is to predict Y based on {U,X}, we derive the ideal classifier – the so called
“Bayes’ rule” – under the CATCH model. Estimation of this classifier is discussed later in
Section 3. Given X and U, the Bayes’ rule that achieves the lowest error rate possible is
defined as (e.g. Friedman et al. (2001)),
Ŷ = arg max
k=1,...,K
Pr(Y = k | X = x,U = u) = arg max
k=1,...,K
pikfk(x,u), (2.5)
where pik = Pr(Y = k) and fk(x,u) is the joint probability density function of X and U
conditional on Y = k. We have the following results under the CATCH model.
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Figure 2.1: Graphical illustration of the direct and indirect effects in the CATCH model. The
direct effect of U on Y reflects the classical linear discriminant analysis (LDA; 2.1) model; the
direct effect of X on Y reflects the tensor discriminant analysis (TDA; 2.3) model; the indirect
effect of U on Y through affect X resembles the tensor response regression (TRR; 2.4).
Proposition 1. The Bayes’ rule of CATCH model (2.1, 2.2) is
Ŷ = arg max
k=1,...K
{
ak + γ
T
kU + 〈Bk,X−α×¯(M+1)U〉
}
, (2.6)
where γk = Ψ−1(φk−φ1), Bk = Jµk−µ1; Σ−11 , . . . ,Σ−1M K, and ak = log(pik/pi1)− 12γTk(φk+
φ1)− 〈Bk, 12(µk + µ1)〉 is a scalar that does not involve X or U.
The parameters {γk,α,Bk} can be viewed as the direct and indirect effects of U and the
direct effect of X after adjusting for U, respectively. First, the discriminative coefficient vector
γk ∈ Rq is the direct effect of U on classification and coincides with the usual LDA discrim-
inative directions in (2.1). Second, the tensor regression coefficient α ∈ Rp1×···×pM×q is the
indirect effect of U on Y . It characterizes how U affects Y through its relationship with X.
Finally, the discriminative coefficient tensor Bk ∈ Rp1×···×pM is the direct effect of X after
adjusting for U. By Proposition 1, in absence of the covariates U, the Bayes’ rule of the TDA
model (2.3) is Ŷ = arg maxk=1,...K
{
log(pik/pi1) + 〈Bk,X− 12(µk + µ1)〉
}
, where Bk is de-
fined in Proposition 1. A graphical illustration of the direct and indirect effects is in Figure 2.1.
When the covariates U have different means φk in each class, they directly contribute to
the separation of the classes along the discriminative directions γk = Ψ−1(φk−φ1). However,
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Figure 2.2: Graphical illustration of the best possible classification error rates in Example 1.
somewhat surprisingly, even when the covariates have no direct effect on separating classes, i.e.
φ1 = · · · = φK , the inclusion of U can still bring substantial gain in classification.
When φ1 = · · · = φK , U still has indirect effect on classification through affecting X
by α×M+1U. This can be seen from comparing the Bayes’ error based on the Bayes’ rule in
(2.6). Define R(U,X) as the lowest classification error rate possible if we build the classifier
based on X and U, and similarly, R(X) as that based only on X. The explicit expressions
of R(X) and R(U,X) are given in the Supplementary Materials. The following toy example
demonstrates that, ignoring the indirect effect of the covariates greatly inflates the classification
error and changes the importance of predictors.
Example 1. Consider a binary classification example Y = 1 or 2 with equal class probability
pi1 = pi2 = 0.5, where the covariates U | (Y = 1) ∼ U | (Y = 2) ∼ N(0, 1) has no
direct effect on classifying Y . The tensor X is a 2 × 2 matrix, and E(X | U = u, Y = k) =
µk + α · u, where µ1 =
(
0 0
0 0
)
, µ2 =
(
2 0
0 0
)
and α =
(
α 0
α 0
)
, and covariance Σ1 =
Σ2 = I2. Under this model, the discriminative coefficient matrix B2 = Σ−11 (µ2 − µ1)Σ−12
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is zero everywhere except for its first element, indicating that only X11 has direct effect on
classification. If we ignore U , then X | (Y = k) is no longer a matrix normal random variable
but vec(X) | (Y = k) is multivariate normal with mean vec(µk) since E(U | Y ) = 0, and
covariance Σ = Σ2⊗Σ1+vec(α)vecT(α). By straightforward calculation (see Supplementary
Materials), we have R(U) = 0.5, R(X, U) = R(X11, U) = 1 − Φ(1) = 0.1587, where Φ(·)
is the cumulative distribution function N(0, 1). If we ignore U, R(X) = R(X11, X21) =
1 − Φ(√2 + α2/√2 + 2α2) < R(X11) = 1 − Φ(1/
√
1 + α2). As the number α → ∞ in the
indirect effect α, the error rates R(X11)→ 0.5 and R(X)→ 1− Φ(1/
√
2) = 0.2398.
We further plotted the error rates using different predictors versus α in Figure 2.2. The
Bayes’ error is always R(X, U) = R(X11, U) = 0.1587, indicating that the magnitude of
indirect effect α does not affect the classification error if we adjust for U correctly. When
we fail to adjust for U , R(X11) increases drastically with α and eventually converges to 0.5;
and R(X) = R(X11, X21) increases quickly with α and eventually converges to around 0.2398,
which is much larger than the Bayes’ error of 0.1587 withU . In this example, to achieve the best
classification error, we only need one element of the tensor predictor, X11 if we have adjusted
for U , but we need two elements X11 and X21 if not. Example 1 hence exhibits the potential
impact of the covariates on variable selection of X: the best possible classifier based on X may
have a different sparsity pattern, depending on whether we adjust for covariates correctly.
2.3 The tensor discriminative set and the multi-class group sparsity
To estimate the Bayes’ rule in Proposition 1, we need to estimateα and {pik,φk,γk,µk,Bk}Kk=1.
By definition, we have γ1 = 0,B1 = 0, so we only need to estimate γk,Bk for k = 2, . . . , K.
In this paper we focus on low-dimensional covariates and high-dimensional tensor predictor, al-
though it is possibly straightforward to generalize our proposal to incorporate high-dimensional
U. Henceforth, we assume that the sample size n satisfies q < n∏Mm=1 pm.
Since U is low-dimensional, the estimation of parametersφk, γk and Ψ is relatively straight-
forward. On the other hand, although α is high-dimensional, it is connected to the tensor re-
gression model and can be estimated easily under the q < n scenario. However, the estimations
12
of tensor coefficients Bk, k = 2, . . . , K, are more challenging since they are high-dimensional
and depend on the covariance structures Σ1, . . . ,ΣM . In practice we typically do not have a suf-
ficient sample size to accurately estimate all the (K− 1) ·∏Mm=1 pm coefficients in B2, . . . ,BK
without additional assumptions. It is well-received that the sparsity assumption is crucial in
high-dimensional classifications (Bickel & Levina 2004, Fan & Fan 2008, e.g.).
From Proposition 1 and our discussions, an entry of the tensor predictor Xj1···jM has an
effect on the final classification (after adjusted for the covariates) if and only if bk,j1···jM 6= 0
for some k, where bk,j1···jM is the (j1 · · · jM)-th entry of Bk. Hence, we introduce our notion
of tensor discriminative set in the CATCH model that leads to the sparsity assumption of the
model. Define the discriminative set D and its complement set Dc as follows,
D = {(j1, . . . , jM) : bk,j1···jM 6= 0 for some k}, (2.7)
Dc = {(j1, . . . , jM) : b1,j1···jM = · · · = bK,j1···jM = 0}. (2.8)
The sparsity assumption then requires that the cardinality (the number of nonzero entries)
of D, denoted as d = |D|, is much smaller than the dimension ∏Mm=1 pm, so that most of the
predictors belong to the complement set Dc.
Examination ofDc reveals that the coefficients in B2, . . .BK have a group sparsity structure
across classes, because for any (j1, . . . , jM), the coefficients (b2,j1···JM , . . . , bK,j1···jM ) are all
coefficients for one voxel Xj1···jM ; they are the effects of Xj1···jM in separating different pairs
of classes. When Xj1···jM is not important, i.e., does not have effect in separating any pair of
classes, all its coefficients have to be 0. Consequently, we have the group sparsity structure
across classes (rather than across voxels). For vector data, Hastie et al. (2015) considered
a similar group sparsity assumption across classes in multinomial regression, which shares
some spirit with our assumption. We remark here, though, that the group structure is present
only when K > 2. When K = 2, we only need one set of coefficients B2 to separate two
classes and |D| becomes the number of nonzeros in B2. It follows that (2.7) & (2.8) reduce to
D = {(j1, . . . , jM) : b2,j1···jM 6= 0} and DC = {(j1, . . . , jM) : b2,j1···jM = 0}, which resembles
the more familiar form of sparsity, such as that in regression problems (Tibshirani 1996).
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3 Estimation Procedure
In this section, we assume that we have obtained i.i.d. samples {Y i,Ui,Xi}ni=1 and discuss
how to build an accurate classifier based on the data. With a little abuse of notation, we set
Y ∈ Rn as a vector that contains all the observed class labels, U ∈ Rn×q as a matrix that
contains all the observed covariates and X ∈ Rp1×···×pM×n as a (M + 1)-way tensor data. AS
we have discussed in Section 2.3, the sparsity assumption is only imposed on Bk but not on
other parameters α, {pik,φk,γk,µk}Kk=1. We hence separately discuss the un-penalized estima-
tions of α, {pik,φk,γk,µk}Kk=1 in Section 3.1 and {Σm}Mm=1 in Section 3.2 and the penalized
estimation of B2, . . . ,BK in Section 3.3.
3.1 Estimation of {pik,φk,γk,µk}Kk=1 and α
We let Uk be the sample mean of U within Class k, and Xk be the sample mean of X within
Class k. We estimate {pik,φk,γk} straightforwardly using the following sample estimators,
which are maximum likelihood estimators (MLE) under the CATCH model (2.1, 2.2),
pik =
1
n
n∑
i=1
1(Y i = k), φ̂k = Uk, γ̂k = Ψ̂
−1(φ̂k − φ̂1), k = 1, . . . , K, (3.1)
where Ψ̂ =
1
n
∑K
k=1
∑
yi=k(U
i − φ̂k)(Ui − φ̂k)T.
Meanwhile, the MLE for α can be most succinctly expressed using tensor products and the
group-wise centered data: for the observations within class k, i.e. Y i = k, let X˜i = Xi −Xk
and U˜i = Ui−Uk and define X˜ ∈ Rp1×···×pM×n and U˜ ∈ Rq×n to be the tensor and the matrix
that consist of X˜i and U˜i, respectively.
Lemma 1. Under the CATCH model (2.1, 2.2), the maximum likelihood estimator of α is
α̂ = X˜×(M+1) {(U˜U˜T)−1U˜}. (3.2)
Note that we assume q  n. Hence, (U˜U˜T) ∈ Rq×q is invertible and (3.2) is a legitimate
estimate for CATCH model. To gain more intuition of this estimate, note that the CATCH
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model in (2.2) implies that, for each Xj1···jM , within class k, we have
Xj1···jM − µk,j1···jM = αTj1···jMU + j1···jM (3.3)
where the vector αj1···jM is a mode-(M + 1) fiber of α, and j1···jM is a normal random variable
with mean zero and is independent of U. Hence, within each class, each entry in the tensor
depends on the covariates through a linear regression model. Meanwhile, (3.2) implies that
α̂j1···jM =
{
K∑
k=1
∑
Y i=k
(Ui −Uk)(Ui −Uk)T
}−1{ K∑
k=1
∑
Y i=k
(Ui −Uk)(X ij1···jM −Xk,j1···jM )
}
(3.4)
The estimate in (3.4) closely resembles the ordinary least squares estimate in linear regression,
except that both Ui and Xi are centered within their individual classes. This distinction comes
from the fact that, our CATCH model implies the tensor response regression models (2.4) within
each class k. Therefore, we need to adjust U and X by their within class mean.
The connection of α̂j1,...,jM with the least squares estimator suggests an easy extension for
estimating αj1,...,jM when the covariates are also high-dimensional with q  n. For example,
in disease diagnostic studies based on both the brain images and genetics data, we can replace
the least squares estimator with the penalized least squares estimator on (U˜i, X˜j1···jM ).
To estimate the intercept µk based on the tensor response model (2.4), we have
µ̂k = Xk − α̂×¯(M+1)Uk, k = 1, . . . , K, (3.5)
where α̂ is obtained in (3.2).
3.2 Estimation of {Σm}Mm=1
To estimate Σm,m = 1, . . . ,M , we derive the following Lemma 2. A similar result for matrix
normal distribution has been presented in Gupta & Nagar (1999).
Lemma 2. If W ∼ TN(0,Ω1, . . . ,Ωm), then
E{W(j)WT(j)} = Ωj ·
∏
l 6=j
tr(Ωl), (3.6)
where W(j) is the mode-j matricization of W.
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A direct implication of Lemma 2 is that we can obtain an unbiased estimator for Σm up to a
scale change, based on the fitted residuals from (2.4). From (2.4) and (3.5), we have the fitted
residuals for all i, k, such that Y i = k,
Êi = Xi − µ̂k + α̂×¯(M+1)Ui = (Xi −Xk)− α̂×¯(M+1)(Ui −Uk),
where the second equality using “centered” variables facilitates implementation as we no longer
need to use µ̂k’s in our implementation. We define S˜j = (n
∏M
l 6=j pl)
−1∑n
i=1 Ê
i
(j)(Ê
i
(j))
T. Then
according to Lemma 2, E(S˜j) = cΣj for some scalar c. To properly scale S˜j , we have
Σ̂j = s˜
−1
j,11S˜j for j = 1, . . . ,M − 1; Σ̂M =
v̂ar(X1···1)∏M
j=1 s˜j,11
S˜M . (3.7)
It is easy to see that Σ̂j is always positive semi-definite. But we have the further result
concerning the positivity of Σ̂j in the following lemma.
Lemma 3. If
(n−K)
∏
m6=j
pm > pj, (3.8)
then Σ̂j is positive definite with probability 1.
It follows that, if (3.8) holds, our penalized optimization introduced later in (3.12) is strictly
convex with a probability of 1. Later we will see that this result helps with the convergence
analysis for our algorithm. It is also worth noting that, the condition in (3.8) is very mild when
the dimensions of each mode pm,m = 1, . . . ,M are roughly comparable. For example, if
p1 = . . . = pM , the condition in (3.8) is true as long as n −K > 1. Meanwhile, if (3.8) does
not hold, we could always perturb Σ̂j as follows:
Σ̂′j = Σ̂j + γIpj (3.9)
where γ > 0 is a small constant. A similar estimator has been considered in the vector case
(Ledoit & Wolf 2004) to guarantee positivity of the covariance estimator. Plugging in the
estimator in (3.9) results in a strictly convex optimization problem.
16
We would like to remark here that many other proposals exist for estimating Σj (Dutilleul
1999, Manceur & Dutilleul 2013, Werner et al. 2008). While other estimators can be directly
used as a plug-in to our CATCH optimization (3.12), they are generally more computationally
demanding than our estimator. Because the parameters Σm,m = 1, . . . ,M are nuisance to the
Bayes’ rule (c.f. Proposition 1), the estimation of them is an intermediate step to constructing
estimates of Bk. Therefore, we use the estimator in (3.7) for easy computation. Also, we will
show in Section 5 that they will eventually lead to consistent estimate of Bk in high dimensions.
3.3 Penalized estimation of {Bk}Kk=2
By Proposition 1, Bk = Jµk − µ1; Σ−11 , . . . ,Σ−1M K ∈ Rp1×···×pM , k = 2, . . . , K. To facilitate
sparse estimation, we rewrite {Bk}Kk=2 as the solution to an optimization problem as follows.
Lemma 4. For Ck ∈ Rp1×···×pM , k = 2, . . . , K, define the objective function
L(C2, . . . ,CK) =
K∑
k=2
{〈Ck, JCk; Σ1, . . . ,ΣMK〉 − 2〈Ck,µk − µ1〉}. (3.10)
Then (B2, · · · ,BK) = arg minC2,...,CK L(C2, . . . ,CK).
Lemma 4 implies that the un-penalized estimators B˜k ≡ Jµ̂k − µ̂1; Σ̂−11 , . . . , Σ̂−1M K, k =
2, . . . , K, must be the solution to the following quadratic optimization problem,
(B˜2, . . . , B˜K) = arg min
B2,...,BK
K∑
k=2
{〈Bk, JBk; Σ̂1, . . . , Σ̂MK〉 − 2〈Bk, µ̂k − µ̂1〉}, (3.11)
where the sample estimators µ̂k, k = 1, . . . , K, Σ̂m,m = 1, . . . ,M are obtained in previous
sections. Finally, our CATCH estimators (B̂2, . . . , B̂K) are defined as the minimizers of the
following penalized estimation,
min
B2,...,BK
 K∑
k=2
(
〈Bk, JBk; Σ̂1, . . . , Σ̂MK〉 − 2〈Bk, µ̂k − µ̂1〉)+ λ ∑
j1...jM
√√√√ K∑
k=2
b2k,j1···jM
 ,
(3.12)
where λ > 0 is a tuning parameter. Compared with the original quadratic optimization in the
population, (3.11), we have added the group LASSO penalty (Yuan & Lin 2006) to the sample
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optimization because of the group sparsity structure across groups in B2, . . . ,BK as discussed
in Section 2.3. The penalty reduces to the LASSO penalty (Tibshirani 1996) when K = 2.
Large values of λ encourage group sparsity among B2, . . . ,BK at matching coordinates in the
discriminative set D, e.g. b̂2,j1···jM = · · · = b̂K,j1···jM = 0. With an appropriate λ, we will have
a consistent estimate of D, i.e. D̂ = D, with probability 1 as established later in Theorem 2.
4 Algorithm and Its Convergence
All the estimates except for B̂k in Section 3 can be implemented straightforwardly. Here, we
propose an algorithm for estimating Bk based on (3.12) that scales well with high dimensions.
For convenience, define βk = vec(Bk), νk = vec(µk) and ν̂k = vec(µ̂k). Rewrite our
problem (3.12) with βk as our parameters as
(β̂2, . . . , β̂K) = arg min
β2,...,βK
[ K∑
k=2
{βTk(Σ̂M ⊗ · · · ⊗ Σ̂1)βk − 2(ν̂k − ν̂1)Tβk + λ
p∑
j=1
‖β·j‖}
]
,
(4.1)
where p =
∏M
m=1 pm, β = (β2, . . . ,βK)
T ∈ R(K−1)×p, β·j ∈ RK−1 denotes the j-th column
vector of β, and ‖β·j‖ = (
∑K
k=2 β
2
kj)
1
2 . After obtaining β̂k, the CATCH estimator B̂k is
obtained by mapping β̂k back to the original tensor structure.
At first glance, (4.1) is a penalized quadratic problem. In particular, if we ignore the Kro-
necker product structure and simply let Σ̂ = Σ̂M ⊗ · · · ⊗ Σ̂1, then (4.1) reduces to
(β̂2, . . . , β̂K) = arg min
β2,...,βK
[ K∑
k=2
{βTkΣ̂βk − 2(ν̂k − ν̂1)Tβk + λ
p∑
j=1
‖β·j‖}
]
, (4.2)
which resembles the objective function of multiclass sparse discriminant analysis in Mai et al.
(2017) and can be solved by the algorithm therein when Σ̂ is not huge. However, for high-
dimensional tensors, the dimension of Σ̂ is
∏M
m=1 pm ×
∏M
m=1 pm. Even the storage of such a
huge matrix can be challenging, let alone further operations on it. Therefore, we propose a new
algorithm that takes advantage of the Kronecker product structure of Σ̂ =
⊗1
m=M Σ̂m.
Define the operator (x)+ = x if x ≥ 0 and (x)+ = 0 if x < 0. The mod operator is defined
by modulo operation, however, we let a mod b = b if the reminder of a modulo b is 0. We also
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define two sequences of numbers for each j:
sM+1 = j, sm = sm+1 mod
m−1∏
i=1
pi, for m = M, . . . , 2 (4.3)
j1 = s2 mod p1, jm = d sm+1∏m−1
i=1 pi
e, for m = 2, . . . ,M (4.4)
We need the two sequences {sm}, {jm} for technical reasons. See Lemma D.1 in the Supple-
mentary Materials for more details. Then our algorithm is based on the following results.
Lemma 5. For m = 1, . . . ,M , define Σ̂m,·j as the j’th column of Σ̂m. For each j = 1, . . . , p,
the solution to β·j to (4.1) given β·j′ , j′ 6= j, is the same as
arg min
β·j
K∑
k=2
1
2
(βkj − β˜kj)2 + λ
σ̂jj
‖β·j‖, (4.5)
where
β˜kj =
(ν̂kj − ν̂k1)− JBjk; Σ̂T1,·j1 , · · · , Σ̂TM,·jM K∏M
m=1 σ̂m,jmjm
, (4.6)
with σ̂m,jmjm being the (jm, jm)-th element of Σ̂m, and B
j
k ∈ Rp1×···×pM is a tensor such that
vec(Bjk)j′ equals βkj′ for j
′ 6= j and 0 otherwise. The indices j1, . . . , jM are defined in (4.4).
Finally, the solution for (4.5) is
β̂·j = β˜·j
(
1− λ
‖β˜·j‖
)
+
. (4.7)
By Lemma 5, we only need to iterate over j to solve for β˜·j and β̂·j to obtain B̂k, k =
2, . . . , K. Hence, we propose Algorithm 1 to solve for B̂k. To implement our algorithm, in each
iteration we only need certain columns of Σ̂1, . . . , Σ̂M based on Lemma 5, because we have
taken into account the Kronecker structure in (4.6). Hence, the space required to implement our
algorithm is of the order O(
∑
m=1 p
2
m). In contrast, if we ignore the Kronecker structure and
solve (4.2), we will have to compute Σ̂ beforehand, which requires the space at the order of
O(
∏M
m=1 p
2
m). By taking advantage of the Kronecker product structure, we gain considerable
saving in space. Our algorithm scales much better to high-dimensional tensor data.
We also have the following result for per-iteration computational complexity.
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Algorithm 1 Algorithm for CATCH
1. Input Σ̂m,m = 1, . . . ,M and µ̂k, k = 1, . . . , K. Initialize B̂k = 0 for all k = 2, . . . , K.
2. For steps w = 1, 2, . . ., do the following until convergence:
for each element j = 1, . . . , p,
(a) Update Bjk based on current β̂
(w−1)
·j′ for all j
′ 6= j and compute
β̂
(w)
kj ←−
(ν̂kj − ν̂k1)− JBjk; Σ̂T1,·j1 , · · · , Σ̂TM,·jM K∏M
m=1 σ̂m,jmjm
(4.8)
(b) Compute β̂(w)kj ←− β˜(w−1)kj
1− λ√∑K
k=2(β˜
(w−1)
kj )
2

+
for k = 2, . . . , K
3. Output B̂k, where vec(B̂k) = β̂k at convergence.
Lemma 6. The computational cost for updating β̂(t)kj is O(MKdtp), where dt is the number of
nonzero coefficients at iteration t, t = 1, 2, . . . .
As for computational complexity, in each iteration the cost isO(dtp), where dt is the number
of nonzero coefficients in the iteration.
Finally, we present the convergence result for our blockwise coordinate descent algorithm.
For ease of presentation, we assume that (3.8) holds and hence our optimization problem is
strictly convex with a probability of 1. If (3.8) does not hold, we can always replace the covari-
ance estimates by those in (3.9) to achieve similar convergence results.
Theorem 1. If (n − K)∏j 6=m pj ≥ pm, with a probability of 1, our blockwise coordinate
descent algorithm converges to the global minimizer of (4.1).
Theorem 1 shows that there is no gap between the output of our algorithm and the global
minimizer of (4.1). This fact facilitates the theoretical studies of CATCH, as will be presented
in the next section.
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5 Theory
In this section, we study the statistical properties of CATCH. Theorem 2 establishes the con-
sistency of the direct effect estimation, i.e. B̂k → Bk, k = 1, . . . , K, and the consistency of
the discriminative set recover, i.e. D̂ → D = {(j1, . . . , jM) : bk,j1···jM 6= 0 for some k}, where
D̂ is the estimated discriminative set based on our sparse estimator B̂k, k = 1, . . . , K. Theo-
rem 3 establishes the optimal prediction of our method: the classification error rate of CATCH
converges to the Bayes’ error rate.
We introduce some notations. For a matrix V ∈ Rq1×q2 , ‖V‖∞ = maxi
∑q2
j=1 |vij|, ‖V‖1 =
maxj
∑q1
i=1 |vij|. For anm-way tensor W ∈ Rq1×···×qm , denote ‖W‖max = maxj1,··· ,jm |wj1···jm|.
Throughout this section C denotes a generic positive constant that could vary from line to
line. We use Σ =
⊗1
m=M Σm to simplify the presentation of the theoretical results, al-
though in practice we never directly use the estimate of Σ (c.f. Algorithm 1). We also let
p =
∏M
m=1 pm, p−m =
∏
j 6=m pj , d = |D| and
bmax = max
k,j1···jM
|bk,j1···jM | (5.1)
bmin = min
(k,j1···jM ):bk,j1···jM 6=0
|bk,j1···jM | (5.2)
ϕ = max{‖ΣDC ,D‖∞, ‖Σ−1D,D‖∞} (5.3)
∆ = max{‖ (vec(µ1), · · · , vec(µK)) ‖1, ‖ (vec(B2), · · · , vec(BK)) ‖1} (5.4)
For simplicity, we make a few assumptions about the parameters, but all the assumptions in
this paragraph can be relaxed, at the cost of more lengthy proofs. The number of classes, K,
the number of covariates, q, and the order of the tensor, M , are all assumed to be fixed. We
assume that ‖Σ1/2j ‖1, ‖φk‖max and ‖µk‖max are bounded above uniformly with respect to p.
We further assume that the diagonal elements of Σj , j = 1, . . . ,M , are all ones.
The following technical conditions will be used in the theorems.
(C1) maxj∈DC
{∑K
k=2(ΣjDΣ
−1
DDtkD)
2
}1/2
= κ < 1, where tkD is defined as the sub-gradient
of the group lasso penalty term in the objective function (4.1) with respect to βkD.
(C2) There exists c1 > 0 such that pik ≥ c1
K
for k = 1, . . . , K.
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(C3) The largest eigenvalues of Σm,m = 1, . . . ,M , are uniformly bounded above by a con-
stant C2 > 0.
(C4) minj,k{(vec(µk − µj))TΣ−1(vec(µk − µj))} is bounded away from 0.
(C5)
{
d2(log d+
∑M
m=1 log pm)
n
}1/2
= o(bmin) as n→∞.
Condition (C1) is a technical assumption similar to the standard condition in group lasso
penalized regression model (Bach 2008). Condition (C2) implies that the classes are reason-
ably balanced and as the sample size increases, each class will have a reasonably large sample
size. Condition (C3) mimics a popular assumption in high-dimensional data analysis. For ex-
ample, in Cai & Liu (2011b) where they considered sparse linear discriminant analysis, it was
assumed that the largest eigenvalue of the covariance matrix is bounded above. Condition (C4)
guarantees that the classes are well separated to allow for accurate prediction and error rate
consistency. Condition (C5) imposes a constraint on the dimensions and the signal strength. If
bmin = O(1) and d = O(nξ) for 0 < ξ < 1/2, then we can allow log pm = o(n1−2ξ). Hence,
we can allow the dimension of each mode of the tensor dimension to grow at an exponential
rate of the sample size. Meanwhile, we can also allow bmin to decay at a rate determined by the
dimensionality.
Theorem 2 (Estimation and Variable Selection Consistency). Under Conditions (C1)–(C3),
there exists a generic constant ψ such that, if 0 < λ < min{bmin
8ϕ
, ψ(1 − κ), 1}, then with a
probability greater than
1− 2K
M∑
m=1
p2m exp(−
Cnp−mλ2
d2
)− CKq2p exp{−Cnλ
2
d2q2
} − 2Kp exp(−Cnλ
2
d2
),
we have that D̂ = D and ‖vec(B̂k) − vec(Bk)‖∞ ≤ 4ϕλ. If we further assume Condition
(C5), and that {d
2(log d+
∑M
m=1 log pm)
n
}1/2  λ bmin, λ→ 0, then we have the following
statements with a probability tending to 1,
D̂ = D, ‖vec(B̂k)− vec(Bk)‖∞ → 0, k = 1, . . . , K.
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Theorem 2 implies that, under Conditions (C1)–(C3), (C5) and (C6), we can correctly iden-
tify the important features and accurately estimate the discriminant effects with a probability
tending to 1. This supports the application of our proposed method in high-dimensional data.
We also remark here that the proofs in Theorem 2 are much more involved than those in
the sparse linear discriminant analysis literature (Cai & Liu 2011b, Fan et al. 2012, Mai et al.
2012, 2017) for two reasons. First, we have tensor normal data and we estimate the covariance
by a Kronecker product of marginal sample covariances. Consequently, the existing results
for sample covariance do not apply here. A relevant paper is Zhou (2014) where the author
presented large deviation results for matrix normal distribution. But in the current manuscript
we show large deviation results for tensor normal distribution, without relying on any of the
results in Zhou (2014), which can be of independent interest. Secondly, we have two layers of
hierarchical structures. When we estimate the parameters for tensor data, we have to resort to
the pseudo data X− α̂×¯(M+1)U, where α̂ introduces additional noise. There is no such issue
in sparse LDA. Fortunately, in our careful theoretical studies, we observe that the estimation
error introduced by α̂ is usually of a higher order than the estimation error in estimation based
on X − α×¯(M+1)U. This assures that although we have to estimate α, it has very little effect
on our final estimation. Such results also support our unpenalized estimation procedure for α.
In what follows, we further present results concerning the classification error rates. Since
we observe that α̂ is generally a good surrogate for α, we consider the simplified case where
we only have tensor data but not covariates. In the rest of this section, we assume the model
in (2.3). For a new observation {Xnew, Y new} not involved in fitting the classifier. Define the
classification error rate of our CATCH estimator and that of the Bayes rule as follows:
Rn = Pr
(
Ŷ (Xnew | B̂k, pik, µ̂k) 6= Y new
)
, (5.5)
R = Pr
(
Ŷ (Xnew | Bk, pik,µk) 6= Y new
)
. (5.6)
Clearly, we hope Rn to be as close to R as possible. Indeed, in the following theorem we show
that Rn converges to R with an overwhelming probability.
Theorem 3 (Optimal Prediction and Bayes’ Rule Consistency). Under Conditions (C1)–(C4),
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there exists a generic constant ψ1 > 0 such that, if 0 < λ < min{bmin
8ϕ
, ψ1(1−κ), 1}, then with
a probability greater than
1− 2K
∑
m=1
p2m exp(−C
np−mλ2
d2
)− CKq2p exp{−Cnλ
2
d2q2
} − 2Kp exp(−Cnλ
2
d2
), (5.7)
we have
|Rn −R| ≤ Cλ1/3.
If we further assume Condition (C5),
d2(log d+
∑M
m=1 log pm)
n
 λ bmin and λ→ 0, then
with a probability tending to 1,
Rn → R. (5.8)
According to Theorem 3, CATCH can asymptotically achieve the best classification accu-
racy. Therefore, CATCH is a powerful prediction tool as well.
6 Simulations
In this section, we present numerical results to demonstrate the performance of the CATCH
estimator. In Section 6.1 we present simulation results in problems with matrix and three-way
tensor predictors but no covariates so that we can compare different treatments to the tensor
data. In Section 6.2 we present simulation results in problems where both tensor predictors and
covariates are present to investigate the importance of adjusting for the covariates. All simula-
tions in Section 6.2 are binary classification problems, K = 2; and simulations in Section 6.1
are multi-class problems with K = 3 or 4.
We include various popular and state-of-the-art classification methods as competitors. From
machine learning and high-dimensional statistics literature, we include `1-penalized Fisher’s
discriminant analysis (`1-FDA; Witten & Tibshirani 2011), sparse optimal scoring (SOS; Clem-
mensen et al. 2011), `1-penalized generalized linear models (logistic regression for binary, and
multinomial logistic regression for multi-class problem) (`1-GLM; Goeman et al. 2012), ran-
dom forests (RF Breiman 2001, Liaw & Wiener 2014), `1-penalized support vector machine
(`1-SVM; Cortes & Vapnik 1995, Dimitriadou et al. 2009, Bradley & Mangasarian 1998, Fung
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& Mangasarian 2004, Becker et al. 2009). All these methods are designed for vector predictors.
From matrix and tensor discriminant analysis literature, we include MDA (matrix discriminant
analysis) and PMDA (penalized MDA) from Zhong & Suslick (2015), constrained multilinear
discriminant analysis (CMDA) and directly generalized tensor discriminant analysis (DGTDA)
from Li & Schonfeld (2014), tensor GLM based on CP decomposition (CP-GLM; Zhou et al.
2013) where rank-3 decomposition has the best performance and is thus reported, and sparse
tensor discriminant analysis (STDA Lai et al. 2013). Most of other methods mentioned in the
Introduction Section are not included because they are either unsuitable for multi-class data
or too computationally demanding. Furthermore, we also report the error rates of the Bayes’
rule as baseline, as well as the oracle vector classifier and oracle tensor classifier that use the
oracle information of important predictors. More implementation details can be found in the
Supplementary Materials.
In all simulations, we generated the training data such that there are nk = 75 observa-
tions within each class, unless otherwise specified. We generated an independent validation
set, where tuning parameters of all methods were chosen with minimum error rates, and an
independent testing set for evaluating methods. The validation set has the same number of
observations as the training data, while the testing data has 10, 000 observations. For all the
methods, the reported error rates are evaluated on the testing set. All the simulation results are
based on 100 replicates of the above procedure. We also compared the variable selection re-
sults of the methods quantified by the true positive rate (TPR) and the false positive rate (FPR),
defined as:
TPR =
| D̂⋂D |
| D | , FPR =
| D̂⋂Dc |
| Dc | . (6.1)
When introducing the models, we use the following shorthand notation. For a matrix Ω, Ω =
AR(ρ) means Ωij = ρ|i−j| for all i, j, while Ω = CS(ρ) means Ωij = ρ for i 6= j and Ωii = 1
for all i. For a tensor C and a number c, C = c means that all the elements in C are equal to c.
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6.1 Models without covariates
We first compare CATCH with existing methods on six models with only tensor predictor but
no covariates. The first three models (M1–M3) involve matrix predictors of size 64× 64 from
K = 4 classes; the following three (T1–T3) involve 3-way tensor predictors of size 30×36×30
from K = 3 classes; The last model (T3i) is a special case of T3 with imbalanced (unequal)
class sizes. In each model setting, we specify Σm,m = 1, . . . ,M and Bk, k = 2, . . . , K and
set µ1 = 0 and µk = JBk; Σ1, . . . ,ΣMK. Then generate data from TDA model (2.3).
We let D1 and D2 be subsets of D = D1
⋃D2 such that Bk,Dc = 0 for each k. Specifically,
D1 = {(i, j) : i = 1, 2, 11, 12 and j = 1, 2},D2 = {(i, j) : i = 1, 2, 11, 12 and j = 11, 12} and
D = D1
⋃D2 for models (M1)–(M3); and D1 = {(i, j, l) : i = 1, 2, 11, 12, j = 1, 11 and l =
1} and D2 = {(i, j) : i = 1, 2, 11, 12, j = 1, 11 and l = 11} for models (T1)–(T3i).
Model (M1) (Independent predictors): Σ1 = Σ2 = I64, B2,D = 0.6, B3,D1 = 0.6, B3,D2 =
1.8, B4,D1 = −0.6 and B4,D2 = 0.6.
Model (M2) (Independent rows): Σ1 = I64,Σ2 = AR(0.7), B2,D = 0.4, B3,D1 = 0.4 and
B3,D2 = 1.2, B4,D1 = −0.4 and B4,D2 = 0.4.
Model (M3) (Dependent predictors): Σ1 = CS(0.3),Σ2 = AR(0.7), B2,D = 0.4, B3,D1 =
0.4 and B3,D2 = 1.2, B4,D1 = −0.4 and B4,D2 = 0.4.
Model (T1) (Independent predictors): Σm,m = 1, 2, 3 are all identity matrices, B2,D = 0.6,
B3,D1 = 0.6 and B3,D2 = 1.5.
Model (T2) (Independent mode-2 fibers): Σ1 = AR(0.7),Σ2 = I36,Σ3 = CS(0.3), B2,D =
0.4, B3,D1 = 0.4 and B3,D2 = 1.
Model (T3) (Dependent predictors): Σ1 = AR(0.7),Σ2 = CS(0.3), Σ3 = CS(0.3), B2,D =
0.4, B3,D1 = 0.4 and B3,D2 = 1.
Model (T3i) (Imbalanced classes): Same as Model (T3), except for n1 = n2 = 40, n3 = 200.
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Error rate(%) M1 M2 M3 T1 T2 T3 T3i S.E.≤
Bayes 14.29 19.24 8.84 14.48 16.17 12.18 8.10 (0.04)
Tensor Oracle 15.71 20.97 9.76 16.28 17.92 13.42 9.21 (0.13)
Vector Oracle 16.20 21.51 10.22 16.56 18.64 14.14 9.48 (0.18)
CATCH 17.44 20.09 9.88 19.69 19.05 13.83 9.78 (0.17)
STDA 74.22 72.69 47.04 66.39 65.00 57.15 35.10 (0.87)
DGTDA 75.06 74.97 52.04 66.74 66.68 60.84 40.67 (0.20)
CMDA 36.27 40.06 19.81 44.6 37.28 27.57 21.75 (0.26)
MDA 38.34 44.35 29.84 NA NA NA NA (0.29)
PMDA 27.61 33.55 19.26 NA NA NA NA (0.46)
`1-FDA 18.33 23.98 14.64 30.56 25.12 30.82 25.57 (0.331)
SOS 19.21 24.40 11.82 25.88 26.07 20.33 13.09 (0.22)
`1-GLM 18.85 22.98 10.85 25.41 22.65 17.22 13.62 (0.16)
RF 53.21 43.75 16.79 NA NA NA NA (0.17)
Table 1: Prediction comparison. The means and the maximum standard errors (in parentheses)
of classification error rates are reported. The maximum S.E. of `1-FDA has excluded model
(T1), which has S.E. of 1.14. MDA and PMDA are not applicable for 3-way tensor data; RF can
not handle the high-dimensionality in the tensor models; `1-SVM and CP-GLM are designed for
binary (or pairwise) classifications thus are included only in later binary classification problems.
M1 M2 M3 T1 T2 T3 T3i S.E.≤
CATCH
TPR 99.06 93.94 92.13 83.13 82.13 86.56 71.38 (1.69)
FPR 0.16 0.12 0.01 0.05 0.03 0.03 0.01 (0.02)
`1-FDA
TPR 51.75 60.00 52.38 54.38 91.19 93.63 100 (1.82)
FPR 0.11 0.29 6.88 6.82 1.29 29.28 19.52 (1.02)
SOS
TPR 99.31 91.19 82.31 60.19 57.69 60.5 55.94 (1.31)
FPR 0.38 0.35 0.39 0.05 0.05 0.06 0.08 (0.02)
`1-GLM
TPR 99.44 92.25 85.00 64.69 65.06 65.69 61.81 (1.01)
FPR 0.35 0.23 0.23 0.06 0.03 0.03 0.17 (0.05)
Table 2: Variable selection comparison. TPR and FPR are defined in (6.1).
The error rates of all methods are reported in Table 1. CATCH significantly outperforms
all the other methods, and closely resembles the oracle classifiers across all the models. This
supports the application of CATCH. In what follows we discuss the comparison in more details.
1Model T1 has standard error equal to 1.14.
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First, the comparison among CATCH, MDA and PMDA suggests that it is critical to utilize
the sparsity assumption. MDA does not perform variable selection, while PMDA performs
variable selection on the rows but not the columns. On the other hand, CATCH can achieve
elementwise sparsity. Hence, PMDA significantly improves MDA, while CATCH outperforms
PMDA. We can see this point more clearly by noting that the two oracle methods are very
close to the Bayes rule, since they have oracle information on the important predictors. By
performing variable selection CATCH has accuracy similar to the oracle methods. Moreover,
CATCH significantly outperforms other tensor discriminant analysis methods (STDA, DGTDA
and CMDA) that more or less based on low dimensional (sparse) projections.
Second, although `1-FDA, `1-GLM and SOS aggressively take advantage of the sparsity
assumption, our CATCH estimator is still more accurate. The margin becomes larger for higher
order tensors in Models (T1)–(T3i), and correlated predictors in Models (M3), (T3) and (T3i).
This is because CATCH honors the tensor structure and preserves more information. Because
`1-FDA, `1-GLM and SOS require vectorizing data, they are less efficient. The importance of
honoring the tensor structure can be further confirmed by examining the two oracle classifiers.
The oracle tensor classifier takes into account the tensor structure, and uniformly outperforms
the oracle vector classifier.
We also investigated the variable selection results as summarized in Table 2. We did not
include other tensor methods in this comparison, because they do not perform variable selection
as aggressively as the reported ones. SOS and `1-GLM tend to under-select, while `1-FDA
tends to over-select. CATCH usually selects the majority of the important features, with very
few false positives. Such results explain why CATCH performs similarly to the oracle methods.
It also supports our theoretical results on the variable selection consistency of CATCH.
Finally, for the imbalanced classes model (T3i), the classification is easier than the balanced
model (T3), as the Bayes error decreases. Hence, all methods perform better in prediction, but
CATCH is still the closest to the Bayes rule. On the other hand, the variable selection becomes
more challenging because under-selection would not hurt the prediction much. For example,
CATCH is almost as accurate as the oracle estimator when only 71% of the true variables were
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selected and near zero false positives. Overall, CATCH is not sensitive to imbalanced classes.
6.2 Models with covariates
We considered CATCH model (2.1) and (2.2) with tensor predictors of size 30 × 36 × 30,
covariates U ∈ R2, and binary classification setting, K = 2. In each model in the following,
we specify CATCH model parameters φk,µk,Bk,Ψ,Σm and α = Jα∗; Σ1/21 , . . . ,Σ1/2M , IqK.
We let D = {(i, j, l) : i = 1, 2, 11, 12, j = 1, 11 and l = 1, 11}, Ψ = I2 and two possible
values of α∗ by α∗1 and α
∗
2, where α
∗
1,ijst = 0.5 for i, j, s = 1, . . . , 5 and t = 1; α
∗
2,ijst = 1 for
i, j, s = 1, . . . , 15 and t = 1; for all other (k, i, j, s, t), α∗k,ijst = 0.
Model (C1) (Covariates and tensor with independent predictors): Σm,m = 1, 2, 3 are
identity matrices, B2,D = 0.8 and B2,Dc = 0, φ2 = 0.3,α∗ = α∗2.
Model (C2) (Covariates and tensor with independent mode-2 fibers): Σ1 = AR(0.7),Σ2 =
I36,Σ3 = CS(0.3), B2,D = 0.4 and B2,Dc = 0, φ2 = 0.3,α∗ = α∗1.
Model (C3) (Covariates and tensor with dependent predictors): Σ1 = AR(0.7),Σ2 =
CS(0.3),Σ3 = CS(0.3), B2,D = 0.4 and B2,Dc = 0, φ2 = 0.3,α∗ = α∗1.
Model (C3a) (Independent covariates and tensor): Replace φ2 = 1 and α∗ = 0 in (C3).
Model (C3b) (Non-discriminantive covariates): Same as (C3), except for φ2 = 0.
Model (C3i) (Imbalanced classes): Same as (C3), except for n1 = 40 and n2 = 200.
To investigate how each methods can incorporate covariates information in practice, we
considered two tasks for each methods: classification based on X alone or based on both X and
U. In the presence of U, only CATCH and CP-GLM (Zhou et al. 2013) can naturally include
the covariates in their model. Thus for other tensor methods (STDA, DGTDA and CMDA), we
stack covariates with downsized tensor when these methods apply nearest neighbor to classify;
for vector methods, we stack U and vec(X) as a single vector. As suggested by a referee, we
also included two methods, SOS weighted and `1-GLM weighted that first fit models based on
X and U separately and then combine the information with a weighted vote. In SOS weighted,
we apply LDA on (Y,U) and SOS on (Y, vec(X)) to obtain α̂TU and β̂Tvec(X), respectively.
Then we find a weighted vote of them by applying LDA to Y with {α̂TU, β̂Tvec(X)} as pre-
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dictors. Similarly, in `1-GLM weighted, U and vec(X) are first separately modeled by GLM
and `1-GLM, respectively and then combined together with GLM.
The results are listed in Table 3. CATCH again uniformly outperforms all the competitors.
Moreover, when the covariates are included, the performance of CATCH can be significantly
improved. On the other hand, including the covariates in other methods in general does not
improve classification performance, except for model (C3a) where the covariate and the tensor
are independent within each class. This suggests that adjusting covariates is important and
that simply embedding the two part information without any study on their relationship is not
efficient enough. We further study the role of covariates in models (C3a, b, i) as follows.
Model (C3a) is a special case where U and X are independent within classes since α = 0.
Both the covariates and the tensor predictors contribute to the classification, but LDA and
CATCH without covariates are less accurate than CATCH, because they do not utilize both
types of predictors. Naively combining X (or vec(X)) and U under this scenario can actu-
ally improve many methods (CP-GLM, CMDA, SOS, `1-GLM and `1-SVM) significantly, but
CATCH is still superior to them.
Model (C3b) is another special case where covariates affect the tensor predictors but them-
selves do not contribute to the classification sinceφ1 = φ2 = 0. It can be seen that the LDA has
an error rate around 50% since the covariates do not have any power in the classification. Since
the tensor predictors are very informative, CATCH without covariates has already achieved a
very error rate comparing to other methods. Still, when we adjust for the covariates in CATCH,
we have a significant improvement. This reinforces our point that even when covariates are
not important themselves, they should still be included for further analysis. Without adjusting
for the tensor regression relationship between the tensor and the covariates, all other methods
cannot effectively utilize the additional information from U and thus fail to improve.
In Model (C3i), the Bayes error is lower than that in Model (C3). Consequently, all the
methods have improved accuracy, but CATCH remains the best classifier.
Finally, the variable selection results also show that CATCH outperforms all the competitors
and inclusion of the covariates leads to better variable selection. These results can be found in
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Error rate(%) C1 C2 C3 C3a C3b C3i S.E. ≤
Bayes 5.33 10.97 8.15 6.08 8.39 5.45 (0.03)
LDA U 42.62 42.21 42.45 24.34 50.02 16.72 (0.18)
CATCH
X 31.03 21.30 16.7 10.78 14.76 10.58 (0.59)
X,U 11.12 16.67 11.24 8.33 11.28 7.36 (0.22)
CP-GLM
X 40.54 27.45 17.93 16.15 18.02 10.75 (1.40)
X,U 39.40 31.16 19.65 13.82 19.12 10.59 (1.30)
STDA
X 48.31 46.17 44.69 41.45 46.42 23.54 (0.38)
X,U 48.2 46.08 44.65 40.11 46.54 23.62 (0.34)
DGTDA
X 49.7 49.42 44.99 44.08 46.84 26.01 (0.16)
X,U 49.55 49.68 45.88 45.65 47.68 26.73 (0.17)
CMDA
X 39.70 34.60 27.86 25.59 29.16 16.03 (0.32)
X,U 39.70 34.45 27.27 22.5 28.73 15.81 (0.32)
`1-FDA
vec(X) 43.36 30.29 31.72 20.73 30.45 27.32 (0.65)
vec(X),U 43.37 30.31 31.71 20.56 33.36 27.30 (0.65)
SOS
vec(X) 34.30 17.46 14.39 11.87 15.56 9.29 (0.31)
vec(X),U 34.30 17.45 14.39 9.70 15.56 9.29 (0.31)
Weighted 33.26 16.97 13.78 9.08 14.61 8.91 (0.29)
`1-GLM
vec(X) 34.01 17.57 14.58 12.31 15.87 10.43 (0.30)
vec(X,U) 34.07 17.8 14.95 9.78 15.90 10.43 (0.35)
Weighted 33.11 17.8 14.55 9.74 15.4 9.51 (0.35)
`1-SVM
vec(X) 25.53 25.94 19.05 16.85 19.00 10.14 (0.20)
vec(X,U) 23.71 22.91 19.03 15.3 18.21 10.95 (0.10)
Table 3: Prediction comparison. The means and the maximum standard errors (in parentheses)
of classification error rates based on 100 replicates are reported. Same as models (T1)–(T3i) in
Table 1, MDA, PMDA and RF are excluded because MDA and PMDA are not applicable for
3-way tensors and RF can not handle the high-dimensionality.
the Supplementary Materials.
To demonstrate the applicability of CATCH in high-dimensional data, we further consid-
ered variants of models (C1)–(C3) where we increase the tensor dimensions to 80 × 80 × 80,
that is 512, 000 voxels in total. Many methods become practically inapplicable because of the
prohibitive computational costs. Therefore, we only compare CATCH with `1-GLM, `1-FDA,
CP-GLM and DGTDA. The classification errors and the variable selection results can be found
in the Supplementary Materials, where CATCH continues to achieve better accuracy and vari-
able selection than the competitors.
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We also compared the computational costs for CATCH and the competitors. Because
CATCH contains two steps of adjusting for covariates and penalized estimation of the coef-
ficients Bk, we report the computation time for these two steps along with the total of them.
While CATCH can produce the whole solution path simultaneously, many methods cannot.
Therefore, we only compare the methods for pre-chosen tuning parameters that yield the high-
est accuracy for each method, respectively. For discriminant analysis methods, we need to first
find the means and the covariances. This step can be sped up easily by parallel computing
and is hence excluded when we calculate the computation time. The average computation time
from 20 replicates for model (C3) and its higher-dimension variation is listed in Table 4. It
can be seen that the total computation time for CATCH is shorter than most methods, except
for `1-FDA and `1-GLM. This shows that CATCH is a computationally efficient method in
general. For the comparison of CATCH `1-FDA and `1-GLM, we note that the fast computa-
tion of `1-FDA is somewhat expected, because it assumes that the covariance is diagonal (and
we did not include the computational time for the standardization step in `1-FDA that centers
and standardizes each variable). This simplification greatly improves the computational speed.
However, this assumption may lead to lower classification accuracy, as seen in the numerical
studies. On the other hand, the penalized estimation step of CATCH has similar computational
cost as `1-GLM because both methods use coordinate descent methods. The major difference
between CATCH and `1-GLM comes from the part where we adjust for the covariates. But
we have seen that this step repay us with considerable classification accuracy. Meanwhile, this
step can be finished much faster if we implement it in a parallel fashion as the adjustment is
element-wise. Hence, the added computational cost of adjusting for the covariates should not
be a serious issue. It is also worth mentioning that CP-GLM (Zhou et al. 2013) is the best
existing tensor method we found in the literature, in terms of both accuracy (Table 3) and speed
(Table 4). Nonetheless, CATCH substantially improves both classification accuracy and com-
putational speed. Moreover, under the higher dimension 80 × 80 × 80, CP-GLM requires a
warm-start from first downsize the tensor to a smaller size and obtain an initial estimator. Even
a rank-1 CP-GLM model has more than 240 model parameters, which is more than the sample
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Dimension CATCH `1-FDA SOS CP-GLM
Adjust Estimation Total
30× 36× 30 0.13 0.17 0.3 0.06 2.79 1.62
80× 80× 80 3.38 4.66 8.04 1.27 70.79 18.34
STDA CMDA DGTDA `1-GLM `1-SVM
30× 36× 30 4.63 109.36 1.96 0.19 29.49
80× 80× 80 22.59 NA 51.16 2.86 NA
Table 4: Computation time (seconds) averaged from 20 replicates. The parameters were chosen
as in Model (C3) (dimension 30 × 36 × 30) and Model (C3H) (in Supplementary Materials,
dimension 80× 80× 80). The method `1-SVM and CMDA failed to converge in Model (C3H)
in an hour and hence their computation time is reported as “NA”.
size. While our CATCH model fitting requires no warm-start and is more feasible to high-
dimensional sparse situations. In Table 4, we have included the warming-up stage of rank-3
CP-GLM. If we use rank-1 CP-GLM, the classification error will be much worse (than the re-
sults in Table 3), while the computational time is reduced to 12.86 seconds but is still longer
than CATCH’s 8.04 seconds.
7 Real data analysis
In this section, we apply CATCH to a colorimetric sensor array data with matrix predictors X,
and a neuroimaging application with 3-way tensor predictors X and covariates to diagnose the
attention deficit hyperactivity disorder (ADHD). The analysis of another dataset on diagnosing
autism (the ASD dataset) is presented in the Supplementary Materials. The analysis on the
ADHD and the ASD datasets lead to similar conclusions from the statistical perspective, so we
only include one of them in the main body of our paper.
7.1 The Colorimetric Sensor Array Data
Colorimetric sensor arrays (CSA) are devices that identify volatile chemical toxicants (VCT).
They use chemical dyes to turn the smell of a chemical to optical composite signals. This
results in 36 × 3 matrix predictors, where each row contains the color change of a dye before
and after exposure, and the three columns correspond to red, green and blue, respectively.
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The CSA data were collected on n = 147 chemicals to classify them into K = 21 classes.
One class is non toxic chemical, while the other 20 classes are high hazard toxic industrial
chemicals. The CSA are exposed to the chemicals at two conditions: the Immediately Danger-
ous to Life or Health (IDLH) concentrations for 2 minutes, and the Permissible Exposure Level
(PEL) for 5 minutes. The CSA data was used in (Zhong & Suslick 2015) to demonstrate MDA
and PMDA. Following their approach, we analyze the two conditions separately.
We applied CATCH, `1-FDA, MDA, PMDA, SOS, `1-multinomial, Random Forest, SVM
and STDA to the IDLH and the PEL datasets. In each replicate, we randomly sampled 21
observations as the testing set and used the rest 126 observations as the training set. We used
K − 1 = 20 discriminant directions for `1-FDA, MDA and PMDA. These methods allow users
to choose the number of discriminant directions, but we observe that cross validation over this
parameter leads to minimal improvement of performance. The other tuning parameters are
chosen by 5-fold cross validation on the training set.
The classification error rates are listed in Table 5. At the IDLH level, all methods have ex-
cellent accuracy. In particular, CATCH, `1-FDA and SOS achieve perfect classification. Mean-
while, when the CSAs are exposed to chemicals at the PEL level, the classification becomes
much more difficult, possibly because of the low concentration of chemicals. Random forest is
the best classifier, while CATCH is the second best that significantly outperforms all the other
methods. However, CATCH also has some noticeable advantages over random forest. First,
CATCH performs variable selection to allow easy interpretation. Second, CATCH can handle
much higher dimensions, while random forest would not be applicable, such as in the ADHD
dataset in Section 7.2. Third, the classifier fitted by random forest is difficult to interpret, while
CATCH provides a low-dimensional representation of the data, as we now discuss.
To visualize the classification results of CATCH on IDLH case, we performed principal
component analysis on 〈B̂2,X〉, . . . , 〈B̂20,X〉, where B̂k are given by the CATCH estimator.
Since the first two principal components explained over 90% of the total variability of the 20
discriminative components, we plotted these two principal components in Figure 7.1. It can be
seen that the different classes fall into different clusters, with very little overlap.
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Error (%) CATCH STDA DGTDA CMDA MDA PMDA
IDLH 0 (0) 1.7 (0.3) 0.2 (0.1) 0.4 (0.1) 1.6 (0.1) 2.4 (0.1)
PEL 3.2 (0.1) 11.2 (0.6) 7.2 (0.4) 5.1 (0.4) 18.9 (0.2) 19.7 (0.1)
LDA `1-FDA SOS `1-GLM RF SVM
IDLH 5.1 (0.3) 0 (0) 0 (0) 0.6 (0.2) 0.2 (0.1) 0.7 (0.2)
PEL 20.1 (0.9) 5.7 (0.1) 10.7 (0.1) 17.5 (0.6) 1.7 (0.3) 4.9 (0.10)
Table 5: Colorimetric sensor array data analysis. Classification error rates of colorimetric
sensor array data under IDLH and PEL exposure conditions. Mean and standard error (in
parentheses) of error rates of 100 replicates are recorded.
Figure 7.1: Colorimetric sensor array data projected on first two principal component directions
of 〈B̂k,X〉, k = 2, . . . , K in the IDLH experiment. There are 147 observations from 21 class
in total.
7.2 The ADHD dataset
We further considered the attention deficit hyperactivity disorder (ADHD) data set, which con-
tains both tensor predictors and covariates. Neuro Bureau shares the ADHD dataset on NITRC
(http://fcon_1000.projects.nitrc.org/indi/adhd200) (Bellec et al. 2017).
It contains complete rs-fMRI and s-MRI data for 930 individuals, along with their age, gender
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Scenarios
30× 36× 30 24× 27× 24
Binary Multiclass Binary Multiclass
Mean SE Mean SE Mean SE Mean SE
CATCH 23.57 0.2 36.11 0.23 22.79 0.24 35.22 0.25
CP-GLM 25.19 0.24 NA NA 25.05 0.19 NA NA
STDA 32.44 0.35 49.35 0.33 31.01 0.29 49.35 0.28
DGTDA 29.88 0.30 46.41 0.31 30.51 0.29 47.17 0.30
CMDA 30.3 0.28 46.29 0.32 30.38 0.26 47.94 0.3
SOS 24.11 0.28 37.48 0.26 23.87 0.26 37.07 0.29
Weighted SOS 24.12 0.11 38.89 0.17 24.35 0.10 38.47 0.19
`1-GLM 23.75 0.17 35.42 0.22 23.99 0.16 35.66 0.21
Weighted `1-GLM 24.32 0.27 37.81 0.28 23.31 0.22 37.34 0.28
`1-SVM 26.95 0.3 40.79 0.29 27.54 0.31 41.28 0.32
Table 6: Classification errors on the ADHD datasets of two different tensor sizes. Testing
classification error rates, standard errors are based on 100 replicates of training/testing sets.
CP-GLM is not applicable for multiclass problem because multinomial logistic is not available.
and handedness. The T1-weighted MRI are downsized to 30 × 36 × 30 in our analysis. We
further downsize the tensors to 24 × 27 × 24 and compared the results side-by-side with the
30 × 36 × 30 tensor data. These individuals fall into four categories: Typically Developing
Children (TDC), ADHD Combined, ADHD Hyperactive and ADHD Inattentive. The covariate
gender is binary. We stratify the datasets by fitting CATCH on male and female subjects sepa-
rately. After stratification on gender, we have two continuous covariates, age and handedness.
Then we pool error rates from the two subsets to measure the performance of CATCH. MDA
and PMDA cannot be applied to this dataset because the images are three-way tensors rather
than matrices. The `1-FDA is not included, because it seems to be overly sensitive to tuning
parameters on this dataset.
We split the data into a training set of 762 subjects and a testing set of 168 subjects. We
tested the performance of CATCH in two classification problems. Because only 13 subjects
have ADHD Hyperactive, we combine them with the ADHD Combined class. This gives us a
three-class problem. Further, because subjects with ADHD combined and ADHD hyperactive
have symptoms of hyperactivity, while subjects do not in the other two categories, TDC and
ADHD Inattentative, we group them into two classes. This results in a binary problem.
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Before we fit classifiers on this datasets, we replace zero tensor element by half minimum
nonzero elements and perform the log transformation log(X) such that the variables are on
the same scale and more normally distributed. The classification results are listed in Table 6.
Overall, CATCH has the best performance among all methods.
8 Discussion
In this paper, we develop the CATCH model and construct an accurate classifier when both
tensor and covariates are present. We give an intensive study on how to integrate the informa-
tion from the tensor and the covariates through both direct and indirect effects. The superior
performance of the proposed method is demonstrated through both theoretical and numeri-
cal studies. Although we only considered low-dimensional continuous covariates, the CATCH
model framework can be extended in the future to accommodate applications where some of the
covariates are discrete, and to imaging genetics applications with high-dimensional covariates.
In the CATCH model, we assume that the covariates and the adjusted tensor predictors are
normal with constant covariance across classes. In the future, it will be interesting to study how
to relax these model assumptions. One possible direction is to relax the constant covariance
assumption. Such a development can be viewed as parallel to the extension from LDA to
quadratic discriminant analysis (QDA), although we have a much more complicated problem.
In the literature, several authors have studied how to perform sparse QDA for vector data (Fan
et al. 2015, Li & Shao 2015, Jiang et al. 2015, Le & Hastie 2014). These results are likely to
facilitate our future research.
Another important direction for future research is to relax the normality assumption. As
pointed out by the associate editor, transformations are often helpful in relaxing normality
assumptions. Lin & Jeon (2003), Han et al. (2013), Mai & Zou (2015) discussed methods
to transform the data such that they satisfy the discriminant analysis type of assumptions. It
will be interesting to investigate the integration of their techniques with CATCH to relax the
normality assumption. We leave this topic as future research.
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