The two-dimensional response of the intermolecular modes of CS 2 has been measured using nonresonant fifth order Raman spectroscopy. Whereas third order Raman spectroscopies only observe the spatially averaged spectrum of solvent motions, the fifth order experiment allows the microscopic composition of this spectral density to be probed. Within the limitations of the theory, the results confirm a picture of the liquid CS 2 in which dynamics are dictated by a distribution of fixed structures at short times ͑Ͻ300 fs͒, and by spatially uniform structural relaxation at long times ͑Ͼ700 fs͒. The data suggest that the microscopic dynamics show highly damped oscillatory behavior at intermediate times. The full sensitivity to the details of the molecular dynamics is obtained by virtue of the full two-dimensional response. The ability to make such observations has important general implications for understanding the broad range of time scales in the study of dynamics in complex condensed phases.
I. INTRODUCTION
The separation of time scales in liquid dynamics into faster ͑30-300 fs͒ localized molecular motions-often described as inertial or librational-and slower diffusive orientational relaxation processes has been observed with a variety of time resolved experiments.
1,2 These bimodal dynamics lead to a spectrum of solvent motions in the range 1-200 cm Ϫ1 that has similar features in virtually all amorphous condensed phases, independent of the probing technique. Structural relaxation can occur on many time scales, but dominates frequencies below ϳ10 cm Ϫ1 ͑1.9 ps Ϫ1 ͒. Localized inertial or oscillatory motions of single molecules prior to structural relaxation dominate the higher frequencies. Most often these spectral features are inseparable because the time scales of the various processes overlap significantly. Thus, a broad distribution of time scales exists, from inertial motions, through the onset of many body effects and solvent cage dynamics, to bulk structural evolution. This distribution leads to a broad, poorly resolved spectrum that makes determination of the underlying microscopic dynamics difficult.
Many techniques are used to study the motions of condensed phases in the frequency range corresponding to their orientational, translational, and collective motions. The techniques that have the frequency resolution or pulse duration ͑bandwidth͒ to detect the fastest nuclear motions include far infrared absorption, light scattering, neutron scattering, 3 and experiments that probe the dynamics of a probe molecule in the solvent of interest, such as impulsive pump-probe, photon echoes, and fluorescence upconversion.
2 Each of these experiments can be used to extract a spectrum of solvent dynamics weighted by the strength of coupling of the motions to the probing field.
These experiments all probe the ensemble-averaged dynamics of the solvent or bath; they have no ability to discern any spatial heterogeneity in the observed dynamics on the molecular level. The description of the solvent or bath spectral density in these experiments is linear in the time or frequency variable, or one-dimensional ͑1D͒. More specifically, their observables are related to a one-time ͑or two-point͒ correlation function. Since the fastest dynamics of condensed phases exist within microscopically unique structures and slower structural relaxation can often be treated within a continuum model, the ultrafast dynamics are expected to show an evolution from a heterogeneous to a homogeneous ensemble. While in simple liquids this is expected to occur within a picosecond, structurally complex systems such as glasses, polymers, proteins, and other macromolecules can evolve over many decades in time. The ability to dissect the spectral density of motions into distinct components is a potentially powerful tool in unraveling the poorly understood dynamics of these systems. In this paper we use twodimensional ͑2D͒ fifth order coherent Raman spectroscopy, an optical analog of 2D nuclear magnetic resonance ͑NMR͒, to probe these issues in the ultrafast dynamics of liquid CS 2 . We show that this picture of a spatially evolving ensemble is consistent with experimental results, within the ability to describe the experiment.
The intermolecular motions of condensed phase systems are expected to contain spatial variations that are both energetic and dynamic in composition. Temporally evolving regions of the sample will have different responses due to the energetic perturbations induced by the local environments and the variations in the coupling of the observable to these motions. Furthermore, these variations are not static, but all variables are inherently time-dependent. As a first approach to a realistic description, the observed spectral density in 1D experiments is taken as a sum of local solvent spectral responses CЉ͑,⌫͒ over a distribution function S͑⌫͒ that represents possible variations in the dynamic response or coupling 4, 5 1D ͑͒ϭ ͵ d⌫S͑⌫͒CЉ͑,⌫͒.
͑1͒
It should be emphasized here that this integral represents a spatial average. Equation ͑1͒ states that one cannot extract information on either CЉ͑,⌫͒ or the spectral distribution function from 1D . One-dimensional experiments can only determine an ensemble-averaged spectrum of the solvent, and cannot be sensitive to its microscopic makeup.
Undoing the ensemble average of the linear spectrum has historically been accomplished with motional echo or rephasing experiments, which measure multitime correlation functions. Fifth order Raman spectroscopy was proposed 5 as an optical echo spectroscopy that would allow the composition of the intermolecular Raman spectrum to be quantified through a two-time ͑or three-point͒ correlation function. As with all echo spectroscopies there are independent dephasing ͑evolution͒ and rephasing ͑detection͒ periods, each separated by a Raman interaction sequence. Five nonresonant femtosecond pulses are incident on the sample as shown in Fig.  1͑a͒ . A pair of short pulses, each with bandwidth exceeding the frequency of the intermolecular modes studied, excites these modes through stimulated Raman scattering. This coherence begins to dephase due to intermolecular relaxation processes in the liquid. A second Raman pulse pair, incident after a time 2 , induces a partial rephasing process-a time reversal-which allows dynamics still retaining memory of their initial phase to be rephased in a similar manner to other echo spectroscopies. The evolution of competitive dephasing and rephasing processes after the second pulse is monitored by Raman probing of the coherence after a time 4 . The observable as a function of these two time intervals can be used to determine the composition of the ensemble through CЉ͑,⌫͒ and S͑⌫͒. Similarly to pulsed 2D NMR, the fifth order Raman experiment is a 2D experiment with a corresponding 2D spectrum related by a 2D Fourier transform.
Fifth order Raman spectroscopy has been the subject of much recent research. Following the initial proposal of the experiment, 5 a number of theoretical efforts have pursued the description of its signal characteristics. [6] [7] [8] [9] Simultaneously, a number of fifth order experiments on CS 2 were performed which concluded that the intermolecular dynamics in this system were essentially homogeneous, [10] [11] [12] [13] although a number of inconsistencies remain as to the description of the signal. Fifth order experiments have also recently been performed on CS 2 in solution 14 and have been extended to the characterization of vibrational dynamics of high frequency vibrations. 15 In all cases, these experiments have been performed by taking a few one dimensional slices of the fifth order signal along one time dimension. In this work we aim to demonstrate that the power of resolving the details of the liquid dynamics lies in understanding the full two dimensional observable.
Much of the research on this topic has discussed the intermolecular Raman line shape in terms of the historical homogeneous and inhomogeneous terminology. A description of liquid dynamics in these terms is already much disputed, and we hope to avoid these misleading terms here. They cannot represent the dynamics of the liquid in this experiment, which we emphasize by stressing the spatial average in the description of the signal. These terms are only used if related to calculation of a limiting behavior that is not meant to represent the liquid.
The remainder of the paper is structured as follows. In Sec. II the fifth order signal characteristics are described, and the experimental implementation is given in Sec. III. The 2D signal for three tensor elements of the fifth order response of CS 2 is given in Sec. IV A. In Sec. IV B a number of simulations are presented which demonstrate the sensitivity of the experiment, in addition to addressing the composition of the microscopic liquid dynamics. A discussion follows in Sec. V. FIG . 1. The fifth order Raman experiment. ͑A͒ A Raman excitation sequence requires a two field interaction which must occur with two temporally overlapped optical pulses. The excitation pulse pair E 1 and E 2 are separated from the rephasing pulses E 3 and E 4 by the coherence evolution period 2 ϭt 2 Ϫt 0 . The evolution of the coherence during the rephasing period 4 ϭt 4 Ϫt 2 is probed by Raman scattering of a probe pulse E 5 off the coherence, generating a polarization P. The subscripts ␣-represent the polarization components of the individual fields. ͑B͒ The ladder and Feynman diagrams for the signal contributions to the fifth order experiment. ͑a͒ One of the two 2D rephasing pathways. This is one of at least 24 diagrams that must be considered in the description of the fifth order signal. ͑b͒ The 1D signal due to Raman excitation and second hyperpolarizability probing. This signal occurs when 4 ϭ0. ͑c͒ The 1D signal due to second hyperpolarizability excitation and Raman probing. This signal occurs when 2 ϭ0. ͑d͒ The instantaneous fourth hyperpolarizability process.
II. THE FIFTH ORDER RAMAN SIGNAL
An echo-type experiment inherently requires a minimum of two independent time periods: the variables in the threepoint correlation functions that describe the experiment. Optically, this requires a nonlinear spectroscopy with two time periods between resonant excitation. For a resonant spectroscopy, the lowest order nonlinearity that satisfies this requirement is
͑2͒
, for which two dipole resonant input fields ͑•E͒ at variable times generate a polarization which is described by the dipole correlation functions of the form ͗ *(t 2 )(t 1 )*(t 0 )͘. For the Raman excitation required to study the intermolecular modes associated with the Raleigh wing, resonance arises from the instantaneous two field Raman excitation process, E i •␣•E j , where ␣ is the Raman polarizability tensor. The simplest two-time-variable experiment is thus
͑5͒
, which measures correlation functions of the form ͗␣ *(t 4 )␣(t 2 )␣*(t 0 )͘.
The description of the fifth order Raman experiment has many analogies to the second order resonant experiment. Dick and Hochstrasser 16 were the first to realize the line narrowing properties of fully resonant second order experiments. Shen and co-workers showed that rephasing could be accomplished with difference frequency mixing, and that sum-frequency and second harmonic processes could not. 17, 18 This can be easily recognized by remembering that the frequency arguments of the two fields in a rephasing process have opposite sign. These works emphasized the fact that two time variable experiments could only be described by a three level system, where the frequencies of the excitation fields could not be degenerate. Only with a three level system can a three point interaction return the evolving system to a population state, as required to observe a signal. After all field interactions, a two level system leaves the density matrix in a population, for which the signal Tr() ϭ0. The same discussion applies directly to the fifth order experiment. Only a three level system describes the 2D signal, for which the primary rephasing diagram is process ͑a͒ shown in Fig. 1͑B͒ . Notice that if each Raman pulse pair is treated as one resonant interaction, this process is essentially equivalent to difference frequency mixing. The wave vector matching condition for this diagram is k s ϭk 5 ϩ(k 4 Ϫk 3 ) Ϫ(k 2 Ϫk 1 ). Although the fifth order experiment is a degenerate fifth order spectroscopy, the variation in the energy of the excitation processes derives from the broad bandwidth of the impulsive excitation pulses.
A three level vibrational system also requires the possibility of overtone transitions. For Raman transitions, these can be allowed by expanding the vibrational mode polarizability to second order in its coordinate 5, 8 ␣͑q͒ϭ␣ 1 qϩ␣ 2 q 2 , ͑2͒
where the coordinate q ϭ ͱប/2m(a † ϩ a). A Raman excitation with a polarizability of this form allows for the Ϯ1 quantum transitions, denoted ␣ 1 , and for either Ϯ2 ͑a † a † and aa͒ or 0 ͑2a † aϩ1͒ quantum transitions, denoted ␣ 2 . Consideration of the possible permutations of these interactions leads to the many contributions to the fifth order polarization. These can be divided into ␣ 1 2 ␣ 2 and ␣ 2 3 processes, of which the ␣ 2 3 contribution is expected to be negligible under the assumption that ␣ 1 ӷ␣ 2 .
The description of the fifth order Raman signal used here follows the original theory by Tanimura and Mukamel 5 which uses a spectral density representation of the liquid dynamics. The theory does not explicitly consider the three level nature of the generated signal, but rather derives a level-independent damping result. Recently Steffen et al. have calculated expressions for the fifth order signal from a harmonic oscillator with phenomenological level-dependent damping. 8 We start by defining the time domain representation of the 1D third order Raman spectrum given in Eq. ͑1͒ as a response function
͑3͒
where the integral represents a spatial sum over local microscopic responses. CЉ(t), the imaginary part of the complex solvent time-correlation function C, is related to its spectral representation through a sine transform
In either domain, CЉ is an antisymmetric function that represents the impulse response of the system. 19 The third order signal in Eq. ͑3͒ is written only for the dominant one quantum transitions, ␣ 1 . For impulsive excitation, the heterodyne detected RIKES signal intensity is proportional to R 1D ͑3͒ and the homodyne signal intensity I 1D ͑3͒ ϭ͉R 1D ͑3͒ ͉ The first term in this expression is the rephasing contribution which allows for the formation of an echo signal. For the superposition of multiple modes, interference between them is destructive except along the 2 ϭ 4 axis. This theory treats the response of the liquid isotropically, when in fact it is well known that there are isotropic and anisotropic contributions to the Raman polarizability tensor, ␣ and ␤. A tensorial representation of the fifth order orien-tational response in terms of ␣ and ␤ has recently been given, which describes the temporal response in terms of the polarization of the excitation fields and signal analyzer. 20 If these polarizations, labeled in Fig. 1͑A͒ as ␣Ϫ, are either parallel or orthogonal to each other, then the tensor tensor component observed is R ␦␥␤␣ .
For 1D experiments, the isotropic and anisotropic contributions are commonly probed with the polarized and depolarized responses
which are described through a 1D two-point orientational correlation function c 2 (t)ϭ͗ P 2 [û ͑t͒-û ͑0͔͒͘. Here û is the unit vector along the primary axis of the polarizability ellipsoid. For the 2D fifth order experiment, numerous tensor elements exist that are sensitive to isotropic and anisotropic dynamics to varying degrees and do not necessarily respond in a like manner in each of the time variables. In selecting appropriate tensor components, it is important that the orientational response decays symmetrically in the two time variables. This ensures that the third order response forms an appropriate basis for modeling the fifth order response, and that the asymmetries in the response can be assigned to the isotropic expression Eq. ͑5͒. On these requirements, the important fifth order tensor components are
R ZY ZZY Z uniquely probes the anisotropic dynamics symmetrically in the two time variables, whereas R ZZZZZZ is comparable with the polarized 1D response. In addition to the 2D response, there are several electronic hyperpolarizability contributions to the fifth order signal. 8 Here and in the following discussion we refer to these processes in terms of the labels in Fig. 1͑B͒ . The 2D rephasing processes ͑a͒, which evolve with opposite phase during the two time periods, are only two of at least 24 that must be considered in the description of the full 2D signal. The hyperpolarizability contributions are 1D and 0D signals, that arise from simultaneous multiwave interactions. Process ͑b͒ represents a Raman polarizability ␣ ␤␣ nuclear excitation followed after delay 2 by a second hyperpolarizability ␥ ␦␥ probing of the coherence. With process ͑c͒ the roles are reversed, with a ␥ ␦␥␤␣ excitation followed after delay 4 by a ␣ probing process. These are both 1D signals that will only contribute when one of the time variables is zero. Process ͑d͒ arises from the fourth hyperpolarizability ␦␥␤␣ , and is only present at the overlap of all five pulses.
As with the 2D contributions, polarization selectivity exists for the hyperpolarizability contributions. In order for Raman and hyper-Raman interactions to have a nonzero contribution to the fifth order susceptibility, the symmetry of the interaction tensor element ͑␣ ␤␣ or ␥ ␦␥␤␣ ͒ must remain unchanged under any symmetry operation of the medium. 21 For isotropic media, this requires that hyperpolarizability interactions must vanish if they have an odd number of spatial indicies (͕X,Y ,Z͖), which can be extended to orthogonal laboratory polarizations also.
III. EXPERIMENT A. Phase matching geometry
The primary difficulty in detecting the weak fifth order Raman signal is separating it from scattered light, third order signals, and other nonrephasing fifth order signals. Since the experiment is a degenerate fifth order spectroscopy, this separation requires a wave vector matching geometry in which the signal is generated in a unique direction, where minimal ambiguity exists to the time-ordering of the fields used to generate the signal. This requires the use of five pulses; fewer pulses with multiple interactions per pulse lead to additional signals. The ''baseball'' geometry shown in Fig. 2͑a͒ was used in this work, and eliminates many of the ambiguities associated with other geometries. 11, 13 The rephasing signal is generated in the wave vector matching direction satisfying k s ϭk 5 ϩ(k 4 Ϫk 3 )Ϫ(k 2 Ϫk 1 ). To discriminate against pulse-exchange symmetries, the wave vectors of the pulse pairs are tilted with respect to each other at an angle chosen to yield maximum separation of the signal from k 5 and the third order signals 2k 5 Ϫk 2 and 2k 5 Ϫk 3 .
An optimal wave vector matching geometry would be phase matched for all frequencies, as in the folded box geometry for degenerate third order experiments. 22 However, the design of such a geometry for the fifth order experiment is not possible, and in most respects is not necessary. The optical input frequencies are 100 times greater than the frequencies of most modes excited in these experiments, so that virtually any geometry that is used with near-collinear excitation will be adequately wave vector matched.
There is also some concern that sequential or cascaded fifth order nonlinearities will also be observed in the k s direction. 23 For example, the field generated by the third order interaction k seq ͑3͒ ϭ(k 2 Ϫk 1 )ϩk 3 could interact with the remaining fields in a spatially distinct region of the sample yielding a fifth order signal k seq ͑5͒ ϭ͓k 4 Ϫk seq ͑3͒ ͔ϩk 5 in the same direction. To bias against this nonlocal field effect, the geometry in Fig. 1͑b͒ was chosen such that the third order signals (k 2 Ϫk 1 )ϩk 3 and (k 3 Ϫk 4 )ϩk 2 are more poorly phase matched. In practice, the third order signals in these directions are observed to be roughly the same intensity as the fifth order signal, suggesting that the sequential contributions are negligible. In addition, a sequential process would result in a signal that decays symmetrically as a function of both time variables. The asymmetry in the signals observed below is an indication that these are the true local fifth order signals.
B. Experimental setup
The 2D fifth order Raman response of CS 2 was taken with a 3.8 kHz regeneratively amplified Ti:sapphire laser operating at 800 nm with a pulse width of 60 fs. 24 As shown in Fig. 2͑b͒ , the precompensated beam was initially split into three beams, which were timed to each other using two computer controlled stepper motors. These delays are the primary time variables in the 2D experiment, 2 and 4 . After these delays two of the beams were split into pulse pairs, giving five beams with approximately equal intensity in each. These were focused in the geometry of Fig. 2͑a͒ to a spot of 160 m with a 20 cm lens. The beam 1 to beam 4 distance at the lens was 18 mm. Timing was set by cross-correlation between each pair of pulses in a 100 m KDP crystal. Crosscorrelation widths between the various pulses varied by Ͻ5%, an effect of variable crossing angle between the various pulses pairs. The polarization of the beam was set by a polarizer before splitting and was adjusted by zero-order half-wave waveplates in beams 1, 2, and 5. The linear polarization of the jth beam is characterized by an angle of rotation i from the polarization of beam 1. The sample was multiply filtered ͑0.2 m͒ spectroscopic grade CS 2 at room temperature in a 1 mm path length fused silica cuvette. The signal was detected with a Si photodiode and lock-in amplifier after passing through spatial filters and an analyzing polarizer. The polarizer is characterized by an angle of rotation 6 . The lock-in was referenced to a chopper at 220 Hz in beam 1. The 2 delay was scanned as the 4 delay was stepped, both in 10 fs steps. Three 2 scans were averaged for a given 4 .
The power dependence of the fifth order signal on the total beam energy for R ZY ZZY Z taken without chopping is shown in Fig. 3 . The signal shows a fifth order power dependence over four decades in the signal; the deviation at low energies arises from scatter from stray third order signals. The threshold for continuum generation was 2.3 J. Based on this power dependence, the data were taken at a total energy of 1.3 J, to maintain a ratio of signal to stray light Ͼ200:1, yet at low enough power to avoid seventh order signals which are also phase matched along the fifth order signal. For the tensor component R ZZZZZZ , the signal significantly stronger. These data were taken at 1 J with a ratio of signal to stray lightϾ400:1.
C. Interchange of time variables
The fifth order Raman signal exhibits symmetry to interchange of pulse pairs. For the time variables defined in Fig.  1͑a͒ , the fifth order signal k s ϭϪ(k 2 Ϫk 1 )ϩ(k 4 Ϫk 3 )ϩk 5 corresponding to the tensor element R ␦␥␤␣ is observed for the case 2 Ͼ0 and 4 Ͼ0. In this case the pulse pair k 1 -k 2 precedes the pulse pair k 3 -k 4 . As the k 3 -k 4 pulse pair is swept to 2 Ͻ0 the role of the pulses change, with the pulse pair k 3 -k 4 preceding the pulse pair k 1 -k 2 . In this case, the fifth order signal k s ϭϪ(k 4 Ϫk 3 )ϩ(k 2 Ϫk 1 )ϩk 5 , corresponding R ␤␣␦␥ , is observed. Since the probe pulse must FIG. 2. ͑A͒ The fifth order phase matching geometry, which represents the cross section of the beams ͑1-5͒ and signal (S) in the direction of propagation, resembles a baseball diamond. ͑B͒ Experimental diagram of the five pulse generation. The two primary time variables, 2 and 4 , are set after splitting the primary beam into three. The pulse pairs are split afterward and the timing set to 1 ϭ 3 ϭ0. BS, beam splitter; C, beam splitter compensation; P, polarizer; /2, zero-order half-wave plate.
FIG. 3. Power dependence of the fifth order signal on the total input energy of the five pulses for the tensor element R ZY ZZY Z taken at 2 ϭ150 fs; 4 ϭ0 fs. The line is a fifth order power dependence.
follow both pulse pairs ͑ 4 Ͼ0͒ in order for the signal to be observed, when k 3 -k 4 precedes k 1 -k 2 ͑ 2 Ͻ0͒, signal is generated for 4 ϾϪ 2 . Thus the signal observed in the quadrant 2 Ͼ0 and 4 Ͼ0 must also be observed as a skewed mirror image for 4 Ͼ0 and 2 ϩ 4 Ͼ0 if the polarizations of the two pulse pairs are identical. This symmetry is pictured in Fig.  4͑a͒ . By using the definitions of the pulse separations i in terms of the physical delay line positions t i ( i ϭt i Ϫt iϪ2 ), the data in Fig. 4͑a͒ represented in terms of the pulse separations can be represented in terms of the delay line positions as shown in Fig. 4͑b͒ . Recognizing these relationships allows the fifth order signals for two tensor elements to be collected simultaneously.
IV. RESULTS

A. Fifth order data
The fifth order Raman response from CS 2 for R ZZZZZZ , the all-parallel polarization geometry ͑ i ϭ0͒ is displayed in Fig. 5 . This tensor element contains both isotropic and anisotropic contributions to the signal and contains similar dynamics to the polarized Raman spectrum. 20 The signal observed in the 2 , 4 Ͼ0 quadrant, away from the axes, is the 2D fifth order signal including the rephasing pathways. The peak of this contribution ͑at 2 ϭ 4 ϭ100 fs͒ is ϳ12% of the peak signal at 2 ϭ 4 ϭ0. This signal has distinct straight contours in the long time wings that decay much slower along the 2 dimension. A ridge is observed along 4 ϭ150 fs indicating that the signal along 4 rises from 4 ϭ0 before decaying. This delay corresponds to the maximum of the inertial rise of the nuclear signal in the third order experiment. No such ridge is observed along 2 ϭ150 fs. The signal displays the symmetry to pulse pair interchange described in Fig. 4 ; for the all-parallel polarization geometry the signal is also observed in a skewed mirror image.
The strongest signal contributions occur along the time axes, and are due to hyperpolarizability contributions pictured in Figs. 1͑b͒-1͑d͒ . The sharp peak at 2 ϭ 4 ϭ0 arises from ͑d͒, the instantaneous fourth hyperpolarizability contribution present only at the overlap of all five pulses. The strong signals along the time axes 4 ϭ0 and 4 ϭϪ 2 Ͼ0 are due to process ͑b͒, polarizability ␣ ␤␣ excitation followed after delay 2 by a second hyperpolarizability ␥ ␦␥ probing of the coherence. For the R ZZZZZZ data, the indices of the three interactions are identical; ␣ϪϵZ. Along 2 ϭ0 process ͑c͒ contributes, with a ␥ ␦␥␤␣ excitation followed after delay 4 by a ␣ probing. Since these hyperpolarizability contributions are one-dimensional responses, the width of these responses along the opposite dimension are dictated by the instrument response. The small 0.03% ridge observed along 2 ϭϪ 4 Ͼ0 arises from stray third order signal. A number of slices out of the 2D data for R ZZZZZZ as a function of 2 and 4 are shown in Fig. 6 . The highest amplitude slices, obtained by scanning with 2 ϭ0 or 4 ϭ0 are the signals dominated by the hyperpolarizability contributions. The response observed by scanning 2 along the 4 ϭ0 axis, process ͑b͒, is identical in form to the 1D third order signal for R ZZZZ . The contribution along 2 ϭ0, process ͑c͒, decays significantly faster than the third order data.
Slices along 2 decay slowly with a long time exponential tail dictated by the 0.8 ps component attributed to orientational diffusion. 26 For any significant 4 delays, this signal no longer shows the inertial rise associated with the third order signal. Rather, it decays directly in a variable bi-or multiexponential manner with the tail given by the 0.8 ps diffusive decay. The inertial characteristics in the 2 decays are only observed for the shortest values of 4 , indicating that this contribution is likely a contribution from the high amplitude hyperpolarizability process ͑b͒.
Slices along 4 show a sharp spike at 4 ϭ0 due to process ͑b͒, followed by an inertial rise that peaks near 4 ϭ150 fs, and then a rapid decay over Ͼ2 decades. There are variations in the shape of the inertial rise for short 2 , but the form of the decays for 2 Ͼ500 fs is virtually identical. This is an indicator that the dynamics are homogeneous on the diffusive time scale. Figure 7 shows the fifth order Raman response taken with the polarization condition 1 , 3 , 4 , 5 ϭ0°and 2 , 6 ϭ90°. In the 2 , 4 Ͼ0 quadrant this corresponds to the fifth order tensor element R ZY ZZY Z (ϭR Y ZZZY Z ). 20 This element has been shown to probe the purely anisotropic response, and is thus most suited to compare with third order OHD-RIKES experiments. Although a number of the characteristics of the R ZZZZZZ signal apply here also, there are several differences. The primary difference is that the symmetry to pulse pair interchange does not hold for this case, and the skewed 2 Ͻ0 data measure the fifth order data for R ZY ZY ZZ (ϭR ZY Y ZZZ ). For comparison to the other data, this tensor element is shown rescaled into the coordinates t 2 and t 4 in Fig. 8 . The R ZY ZY ZZ element contains an isotropic contribution to the signal along the 2 time variable. 20 The long time tails of both time variables for both of the tensor elements with crossed polarizations show exponential behavior that can be attributed to the orientational diffusion process.
This can be seen in t 4 slices for the tensor element R ZY ZY ZZ in Fig. 8͑b͒ . These data closely resemble the R ZZY ZY Z data reported by Tominaga and Yoshihara. [10] [11] [12] The R ZY ZZY Z signal is dominated by the high amplitude contribution along 4 ϭ0, 2 Ͼ0. This phenomenon is not understood. Although this would correspond to the direction of the process ͑b͒ hyperpolarizability contribution, this process requires the zero-valued ␥ ZZY Z tensor element, and therefore is not allowed. The process ͑b͒ contribution to the R ZY Y ZZZ response derives from the nonzero ␥ ZY Y Z tensor element, and is observed at significantly lower amplitude. In light of the fifth order power dependence, it is possible that the strong contribution is due to heterodyning of the fifth order response off a stray R ZY Y Z third order signal. This would also be strongly peaked about 4 ϭ0. The process ͑d͒ response at 2 ϭ 4 ϭ0 is significantly lower than in the all-parallel signal. This can be explained by the symmetry of the ␦␥␤␣ tensor which predicts that the amplitude of the crossed polarization responses should be a factor of 25 lower than the all-parallel response. 20 Although the 4 ϭ150 fs ridge due to the inertial rise observed in the all parallel response is also observed in the R ZY ZY ZZ response, it is not observed in the purely anisotropic R ZY ZZY Z response. This is surprising, since it is expected that those dynamics contributing to the third order anisotropic response will be observed in the fifth order anisotropic response also. Although the strong unexplained signal contribution along 4 ϭ0 may partially obscure the true fifth order signal along the 2 axis, its 4 width appears to be pulse limited and narrow enough that a ridge should be discernible.
The primary similarity between the three tensor components is their long time behavior. All show essentially the same diffusive exponential dynamics and the same asymmetry to the two time variables. The long time contours follow essentially the same linear form, where the ratio of the 2 axis intercept to the 4 intercept is roughly 3. In the 2 ͑t 2 ͒ dimension, the long time decay is always observed to be an exponential with a 0.8 ps time constant, while the 4 ͑t 4 ͒ delays drop off significantly faster.
B. Simulations
The basis for modeling the fifth order data is the 1D intermolecular depolarized Raman spectrum for CS 2 , which is shown along with the time domain representation in Fig.  9͑a͒ . 26 The spectrum has been well characterized experimentally on the basis of light scattering, 27 ,28 stimulated gain spectroscopy, 29 and third order time-domain Raman or Kerreffect spectroscopies. 25 The primary microscopic basis for understanding the linear depolarized Raman line shape are molecular dynamics simulations. 30, 31 In addition to single molecule ͑rotational͒ and collision-induced ͑many-body͒ contributions to the line shape, these studies have identified the importance of the cross-terms between these processes in determining the spectrum. Recently instantaneous normal mode analysis has been used to simulate the intermolecular spectrum, incorporating structural relaxation and quantumcorrected correlation functions, with qualitative success in reproducing experimental spectra. 32 The best linear spectra are based on time domain third order Raman data, which have demonstrated the existence of three dynamic time scales in the intermolecular response. 25, 33 At times Ͼ2 ps an exponential decay with a time constant of ϳ1.6 ps is observed, which is attributed to the bulk diffusive orientational relaxation. The short time dynamics show a strong inertial response that is Gaussian in form and damps within 500 fs. The remaining dynamics ͑0.5-2 ps͒ are usually attributed an intermediate-perhaps diffusive-component with a decay time of 0.4-0.5 ps. Although the depolarized spectrum has been studied the most, the polarized spectrum shows essentially the same features, leading to the conclusion that the dynamics are essentially anisotropic in nature. 34 For the simulations the dynamics are decomposed into sums of Gaussian and overdamped modes, which have complex correlation functions that obey the fluctuation dissipation theorem. We assume that the complex correlation function has Gaussian form at early time
where ga is the characteristic Gaussian decay frequency and 
͑13͒
This form has a virtually identical temporal profile at short times to another Gaussian form that is widely used 35 C ga,sin Љ 
Here the renormalized oscillator frequency ⍀ ϭ ͱ␥ 2 /4Ϫ 2 , ␥ is the damping constant and is the oscillator frequency. For diffusive motions, we write Eq. ͑15͒ for overdamped behavior ͑Ͻ␥/2͒ in terms of its characteristic rise and decay times
where d ϭ2/(␥Ϫ⍀). Equivalently, the frequency domain expression is
As a starting point for the simulations, the intermolecular spectrum is decomposed into the three modes, one Gaussian and two diffusive, similarly to many previous studies of CS 2 . 26 Three modes is the minimum number of oscillators needed within the model presented above to properly reproduce the linear spectrum, which reflects the three distinct time scales in the CS 2 intermolecular response. Figure 9͑b͒ shows that fit of the normalized spectrum, C N Љ () ϭ CЉ()/͐d CЉ(), to the sum of a Gaussian and two overdamped components
͑18͒
The parameters for the fit are summarized in Table I . Also shown in Fig. 9͑b͒ is the 1͑D͒ time domain response ͉C N Љ ()͉ 2 and the individual components ͉C i Љ()͉ 2 . For the fit the long time diffusive decay component was held fixed at the orientational relaxation time. As noted in Eq. ͑1͒, any decomposition is arbitrary in the sense that linear experiments can give no conclusive information for the basis of such a decomposition. Thus, no conclusive microscopic interpretation of these modes is possible, but as this point they must be treated as fitting parameter. As a more complicated but no less justified alternative, we have also decomposed the spectrum into the sum of twenty arbitrary modes of the form of Eq. ͑15͒ between ϭ5 cm Ϫ1 and 140 cm Ϫ1 varying from overdamped to underdamped ͓Fig. 9͑c͔͒.
If the decompositions given in Fig. 9 are interpreted as arising from dynamics that are spatially varying, then the fifth order response can be used to distinguish between these cases. Microscopically, the case ͑A͒ in Fig. 9 is the homogeneous limit, where the observed linear spectrum of fluctuations is equally representative of the dynamics at all points in the liquid. This corresponds to a continuum picture of the liquid. The cases ͑B͒ and ͑C͒ in Fig. 9 imply that the dynamics are spatially heterogeneous. There are regions of the liquid that are completely diffusive, while other regions show only inertial relaxation. Although these cases are not representative of the intuitive picture of a simple room temperature liquid, they serve to demonstrate the effect on the fifth order response. On the basis of Eq. ͑5͒, we can calculate the fifth order response as the sum of responses from the individual modes
where iϭ1, 3, and 20 for ͑A͒, ͑B͒ and ͑C͒, respectively. The fifth order signal intensity ͉R 2D ͑5͒ ͑ 2 , 4 ͉͒ 2 for each of the decompositions in Fig. 9 are given in Fig. 10 . Equation ͑19͒ is equivalent to Eq. ͑5͒ in that they both state that the observed signal is a sum of independent spatially local contributions.
To allow better comparison of the 2D data to simulations, a modified experimental response was obtained by subtracting the process B hyperpolarizability contribution ͑ 4 ϭ0͒ from the R ZZZZZZ data. The subtraction was done on the square root of the intensity data by fitting a Gaussian profile with FWHM ␦tϭ95 fs along 4 for 2 ϭ0 to the fourth hyperpolarizability contribution. The time dependence of the hyperpolarizability contribution was taken as the fifth order response along 4 ϭ0, I ZZZZZZ ͑ 2 ,0͒. The modified response, based on the observation from Eq. ͑5͒ that the 2D fifth order response must be zero for 4 ϭ0, was then calculated as
The modified response is shown in Fig. 10 . This method minimizes any interference effects that might be present where the hyperpolarizability and 2D contributions are present simultaneously, at 4 Ϸ50 fs. Although the highest amplitude components of the simulations are similar, the wings of the temporal response show high sensitivity to inhomogeneity in the intermolecular spectral density. In the homogeneous case, the temporal response is asymmetric, decaying more quickly along 4 than 2 , with a pronounced ridge at 2 ϭ150 fs. The cases ͑B͒ and ͑C͒ are marked by a symmetric response and a longer decay along the 2 ϭ 4 axis. This is the well-known characteristic of echo formation. In the limit that the 1D spectrum is decomposed into a large number of narrow individual responses, a sharply peaked undamped echo ridge will be observed along the 2 ϭ 4 axis. 5, 8 Following the precedent of 2D NMR, 37 the spectral representation of the time domain response is also shown in Fig.  10 . For the homogeneous case, the star shaped spectrum with fourfold symmetry shows similarities with the 2D Lorentzian TABLE I. Fitting parameters for the decomposition of the normalized CS 2 intermolecular spectrum into a Gaussian and two overdamped components given in Fig. 9͑b͒ . The long time diffusive decay was held fixed at 1.65 ps. line shape. The addition of inhomogeneity leads to the breaking of the fourfold symmetry, as in all echo spectroscopies. In NMR, the time-domain representation usually consists of the superposition of several underdamped oscillatory features. In this case, the spectral representation is clearly favorable, since these appear as narrow peaks. For overdamped modes, such as those associated with intermolecular liquid dynamics, the choice of representation is not as clear. For the cases in Fig. 10 , the time domain signal represents the differences better. Rigorously, the spectral response cannot be obtained from this experiment, since this experiment measures the square modulus response. For the case of CS 2 intermolecular modes, no significant phase information is lost by this homodyne detection. Heterodyne detection of this signal would allow determination of the true 2D spectrum in all cases. It is also of interest to explore cases that might approximate a more realistic picture of the short time dynamics of liquids. In a simple liquid it is likely that the diffusive dynamics are homogeneous, since this is a random process. However, at short times the structure of the liquid is essentially fixed, and the inertial or librational single molecule motions can be influenced by local structures. To approximate this form of dynamic inhomogeneity, the linear spectrum is assumed to be composed of a distribution of local dynamics that are bimodal, similar to the analysis of Tominaga and Yoshihara. 12 The individual microscopic components of the ensemble are assumed to be the sum of a Gaussian and overdamped component
͑21͒
The overdamped decay variables are held constant as expected for a homogeneous system, but the short time Gaussian component is taken as the spatially variable dynamic. If the effective decay time of the Gaussian component is distributed about a mean value 0 , a proper distribution function will have the correct limiting behavior of zero amplitude for ga ϭ0 and ϱ. For instance a well behaved physically realistic distribution is the modified Gaussian
In order to find a closed form for the fifth order signal and to approximate the desired dynamics, we use a Gaussian distribution function
Since A͑0͒ 0 for Eq. ͑23͒, the Gaussian component for large will have significant contributions on diffusive time scales, which in turn leads to nonexponential decays. For such a distribution, the third order signal ͓Eq. ͑3͔͒ is given by the sum over all possible components 4 ͉͒ 2 based on the spectral decompositions given in Fig. 9 . The experimental contours are in intervals of 5% of the corrected signal at 2 ϭ 4 ϭ150 fs. The frequency response in the inset to ͑A͒ and ͑B͒ is the absolute value spectrum of the 2D Fourier transform of R
͑5͒
. Contours for all simulations are given in 5%-of-maximum intervals.
In the same manner, Eq. ͑5͒ allows the fifth order signal to be written as ͒. This is in agreement with the findings of Tominaga and Yoshihara that for a Gaussian distribution underdamped modes given by Eq. ͑15͒, 0 ϭ39.2 cm Ϫ1 and Ͻ13 cm Ϫ1 ͑2.5 ps
Ϫ1
͒. 10, 12 To probe the effect of variable distributions on the fifth order signal, the 1D response was fit with Eq. ͑25͒ for fixed values of the diffusive rise time, 1/⍀, while varying the amplitudes of the Gaussian and diffusive contributions. The diffusive decay time was held fixed at d ϭ1.65 ps. The effect of varying 1/⍀ is to produce individual responses C i Љ that have varying behavior for times between the inertial and diffusive limits. In the top part of Fig. 11 , the fits to the 1D data are shown in addition to the ensemble component at the center frequency C i Љ(t, 0 ), for rise times of 1/⍀ϭ150, 250, and 350 fs. Fit parameters are summarized in Table II . For faster rise times, the decay damps to diffusive behavior immediately following the Gaussian decay. For slower rise times, the ensemble components given by Eq. ͑21͒ show a dip or overshoot at ϳ500 fs in the response before recovering to the diffusive decay. This behavior can be described as oscillatory. The poor fit times Ͼ1000 fs result from the nonzero amplitude for ga ϭ0 in the distribution function, Eq. ͑23͒. Although the fits to Eq. ͑25͒ are not exact, the behavior is adequate to demonstrate the fifth order response for 2 , 4 Ͻ1000 fs.
The fifth order response ͉R ͑5͒ ͑ 2 , 4 ͉͒ 2 , calculated with Eq. ͑28͒, is shown in the bottom of Fig. 11 . Although little difference is seen in the third order response for the three cases, the fifth order response varies greatly. For the distribution of least oscillatory components, the response shows very distinct ridges along 2 , 4 ϭ150 fs and is highly concave in shape along the diagonal. As the ensemble elements become more oscillatory, the response along the ridges narrows considerably and the shape of the long time contours becomes increasingly straight. The intermediate case with 1/⍀ ϭ250 fs resembles the experimental data best, however, a distinct ridge is still observed along 2 ϭ150 fs, which is not present in the data.
In addition to simulations with the analytic formula, a number of numerical simulations were made to match the 1D Raman spectrum more precisely over all times. As is evident from the fits in Fig. 11 , a distribution of responses on the inertial time scale is not adequate to fully reproduce both the ultrafast and intermediate dynamics in the 1D response without influencing the diffusive decay. As seen in the inset to Fig. 9͑b͒ , the long time exponential decay is not observed until Ͼ2 ps. Shown in Fig. 12 are two cases that address the intermediate time scales more exactly with two possible interpretations.
The simulations in Fig. 11 . The frequencies of the two Gaussian components are taken to be linearly correlated by
The third and fifth order Raman responses follow from Eqs. ͑3͒ and ͑5͒. As with the previous simulations, the 2D fifth order response was calculated on the basis of a fit to the third order response. Both the fit and simulation were calculated as a sum of responses within ga Ϫ 0 ϭϮ3 in steps of 0.1. The fit to the third order response, shown in Fig. 12͑a͒ , demonstrates that this distribution accurately reproduces the dynamics over all time scales. For this case, the oscillations in C i Љ(t) exist for times up to 2 ps before damping. The corresponding fifth order response is remarkably similar to the initial homogeneous case. For the case that both the intermediate and long time diffusive dynamics are spatially homogeneous but the inertial time scales are not, we can use a distribution of dynamics in which the individual responses C i Љ(t) are described by Eq.
͑18͒. The two overdamped components are taken to be constant, and the Gaussian is varied. Since the distribution functions used above restrict the variety of frequency components to the inertial behavior, a broader distribution is calculated by summing over ten arbitrarily chosen ga between 10 cm Ϫ1 and 55 cm
. The amplitudes of these components are varied to fit the third order response ͓Fig. 12͑b͔͒. The corresponding fifth order response shown in Fig. 12 is calculated from Eq. ͑19͒.
A number of additional simulations were performed numerically with varying short time decays and distribution functions, which all lead to excellent fits of the third order data. Although the long time contours vary, the general trends in the shape of the 2 , 4 ϭ150 fs ridges and the curvature of the long time contours is the same when varying FIG. 11 . Simulations of a Gaussian distribution of bimodal dynamics as discussed in text. Above, the fit ͑solid line͒ of the distribution to the third order response ͑dashed line͒ is shown on a semilog plot. Also, the center component of the distribution, C i Љ(t, 0 ), is shown decomposed into its Gaussian and overdamped terms to emphasize the intermediate behavior. The fifth order simulations are given below for three distributions, with contours in 5%-ofmaximum intervals. The labels ͑A͒-͑C͒ correspond to the fit parameters given in Table II.   TABLE II . Fitting parameters for the decomposition of the 1D CS 2 intermolecular response to a Gaussian distribution of Gaussian-plus-overdamped responses. The rise time of the overdamped oscillator ͑1/⍀͒ was held constant for a given distribution, and the long time decay was held constant for all fits at d ϭ1.65 ps. the number of modes or degree of oscillation for times Ͻ700 fs. None of these simulations were able to suppress the ridge along 2 ϭ150 fs to the extent observed in the experiment without suppressing the ridge along the 4 ϭ150 fs time dimension also.
V. DISCUSSION
The experimental data in Fig. 10 have distinct similarities to the simulation of a purely homogeneous line shape. This case reflects the asymmetric character of the data better and reproduces the pronounced ridge along 4 ϭ150 fs with approximately the correct contours. However, a pronounced ridge along 2 ϭ150 is also predicted which is not observed in the data. When the linear spectrum is decomposed into the sum of a number of energetically distinct modes the destructive interferences lead to a signal that clearly does not resemble the experimental results. As predicted intuitively, this suggests that the intermolecular dynamics must be thought of as the continuous evolution of dynamic phenomena. All points of the sample have a local spectral density that has both ultrafast and diffusive components.
The use of a distribution of fast Gaussian dynamics leads to the suppression of the 2 ϭ150 fs ridge observed in the data. Although this also reduces the ridge amplitude in the opposite dimension also, this is an indication that inhomogeneity in the sample is present at short times, as expected intuitively. If the magnitude of suppression of the 2 ϭ150 fs ridge is taken as a measure of the time scale over which local structure, librational motion, or ''memory'' persists in CS 2 , the period would be Ͼ300 fs.
The simulations presented above using distributions have addressed the question of the presence of spatial heterogeneity at short time in the liquid dynamics. Using the common picture that the shortest times in liquid dynamics are associated with distinct solvent configurations prior to structural evolution, it is expected that varied local perturbations will cause a distribution in the inertial dynamics. The simulations have postulated a number of simple microscopic responses C i Љ that mimic this picture, by varying distribution widths and oscillatory behavior of the fast dynamics. These simulations demonstrate that a wider distribution of dynamics exists at shorter times ͑particularly Ͻ300 fs͒, and these microscopic responses probably show minor oscillations that are damped in Ͻ700 fs. It seems clear that the dynamics in CS 2 are also spatially homogeneous for time periods longer than this.
Although distinct similarities exist, none of the simulations tried in this work are able to reproduce all features of the experimental data. It is likely that these problems are due to the theory used to derive Eq. ͑5͒, although the present description of the liquid response may be questionable. The strong ridge along 4 ϭ150 fs and the asymmetry of the data about the diagonal requires that the individual microscopic responses have significant amplitude across the entire range of the linear spectrum, or likewise that they have both inertial and diffusive character. For any distribution of spectral contributions that is chosen as a basis for representing the same 1D response that satisfies this requirement, the 2D response ͓Eq. ͑5͔͒ predicts that the inertial rise observed in the 1D experiment will also be observed in both time variables in the 2D experiment, although with varying amplitude. Inhomogeneity at short times suppresses the ridge in both time dimensions, as observed in Fig. 11 . The data, however, shows a pronounced ridge only along the 2 time variable, and no evidence of such behavior in the 4 variable. This is a feature that cannot be resolved within the present interpretation of the signal. Observations to this effect have also been made by Steffen and Duppen. 13 A problem with the current theories of the fifth order nonlinear polarization is that they have thus far relied on the traditional description of a vibrational line shape as an ensemble of energetically distributed oscillators. These tend to be single-molecule high-frequency underdamped modes. Within such a formalism it is difficult to represent a realistic description of the liquid dynamics contributing to the intermolecular Raman line shape. These dynamics vary from the short-time inertial motions of single molecules within an essentially fixed local structure, through the librational dynamics and cage fluctuations, to the long-time solvent shell exchange and random diffusive dynamics. Molecular dynamics simulations have shown the significant effect of both single molecule and many-body dynamics on the polarizability. The contributions of rotational and translational dynamics, and translational-rotational couplings to the polarizability correlation functions can all be significant, and can interfere destructively with one another. 30, 31, 38 This makes it clear that the primary difficulty in describing the ultrafast optical response of the liquid within the present level of the theory is the spatial and temporal variation of the motion coordinate. To this point solvation dynamics have only been discussed in terms of the ensemble-averaged temporal response, making no distinction in the microscopic spatial composition of the dynamics. This technique amounts to fitting the profile of the liquid spectral density.
Assigning distinct modes to regions of the intermolecular spectrum is a simplification in which we attempt to group particular dynamics. The modes we assign in decompositions such as those in the simulations do not necessarily have a molecular basis, but rather are an attempt to observe the composition of the ensemble. To justify a molecular understanding requires a model that makes distinctions to the effects of particular liquid dynamics on the spectroscopic observables. This should be a primary goal of realistically modeling the fifth order optical response.
The approach used in interpreting Eq. ͑5͒ also makes no particular distinctions between the isotropic and anisotropic contributions to the signal. The linear spectrum, which shows little dependence on polarization in CS 2 , 34 must be the starting point for modeling the fifth order data. Within the framework of Eq. ͑5͒, an essentially identical response is expected for all fifth order tensor elements, which is not consistent with the data presented here. This suggests that an appropriate theory must also explicitly consider the orientational dependencies of more isotropic short-time librational behavior followed by or evolving into an anisotropic orientational relaxation. In principle this could be done by combining the isotropic theory ͓Eq. ͑5͔͒ with the dependence of the fifth order signal on orientational dynamics. 20 Although the treatment of the fifth order signal and liquid dynamics needs refining, the results above make it clear that the fifth order experiments are sensitive to microscopic spatial variations the intermolecular spectral density. Much of the power in interpreting the microscopic liquid dynamics simply is the full two-dimensional observable, which allows small variations in the temporal dynamics to be observed. Within the requirements for improvement in the description of the experiment given above, there are clear indications that this technique can help lead to a broader understanding of the low frequency motions in condensed phases. In particular, complex systems such as water, polymers, proteins, and supercooled liquids, which have a broad range of intraand intermolecular motions, often amalgamated with each other, would be better understood if probed in a manner which can discriminate between microscopic dynamics. These are systems where the averaged motions are intrinsic to the properties of the sample, and yet hide the molecular understanding from 1D probes. When the analogies are extended to the powerful techniques of 2D NMR fifth order experiments could likewise improve the understanding of couplings between particular coordinates in these systems, leading to simultaneous structural and dynamic information.
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