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On the field intersection problem of generic
polynomials: a survey
By
Akinari Hoshi∗ and Katsuya Miyake∗∗
Abstract
Let k be a field of characteristic 6= 2. We survey a general method of the field intersection
problem of generic polynomials via formal Tschirnhausen transformation. We announce some
of our recent results of cubic, quartic and quintic cases the details of which are to appear
elsewhere. In this note, we give an explicit answer to the problem in the cases of cubic and
dihedral quintic by using multi-resolvent polynomials.
§ 1. Introduction
Let G be a finite group, k a field of characteristic 6= 2, M a field containing k
with #M = ∞, and k(t) the rational function field over k with n indeterminates
t = (t1, . . . , tn). Our main interest in this note is a k-generic polynomial for G (cf.
[DeM83], [Kem01], [JLY02]).
Definition. A polynomial ft(X) ∈ k(t)[X ] is called k-generic for G if it has
the following property: the Galois group of ft(X) over k(t) is isomorphic to G and
every G-Galois extension L/M over an arbitrary infinite fieldM ⊃ k can be obtained as
L = SplMfa(X), the splitting field of fa(X) over M , for some a = (a1, . . . , an) ∈M
n.
Let fGt (X) ∈ k(t)[X ] be a k-generic polynomial for G. Examples of k-generic
polynomials for G are known for various pairs of (k,G) (for example, see [Kem94],
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[KM00], [JLY02], [Rik04]). Since a k-generic polynomial fGt (X) for G covers all G-
Galois extensions over M ⊃ k by specializing parameters, it is natural to ask the
following problem:
Field isomorphism problem of a generic polynomial. For a field M ⊃ k
and a,b ∈ Mn, determine whether SplMf
G
a (X) and SplMf
G
b (X) are isomorphic over
M or not.
It would be desired to give an answer to the problem within the base field M by
using the data a,b ∈Mn. Throughout this paper, we assume that fGa (X) is separable
for a ∈Mn.
Let Sn (resp. Dn, Cn) be the symmetric (resp. the dihedral, the cyclic) group of
degree n. We take k-generic polynomials
fC3t (X) := X
3 − tX2 − (t+ 3)X − 1 ∈ k(t)[X ],
fS3t (X) := X
3 + tX + t ∈ k(t)[X ],
fD4s,t (X) := X
4 + sX2 + t ∈ k(s, t)[X ]
for G = C3, S3, D4, respectively. By using formal Tschirnhausen transformation, we
showed the following theorem which is an analogue to the results of Morton [Mor94]
and Chapman [Cha96].
Theorem 1.1 ([Mor94], [Cha96], [HM]). For m,n ∈ M , the splitting fields of
fC3m (X) and of f
C3
n (X) over M coincide if and only if there exists z ∈ M such that
either
n =
m(z3 − 3z − 1)− 9z(z + 1)
mz(z + 1) + z3 + 3z2 − 1
or n = −
m(z3 + 3z2 − 1) + 3(z3 − 3z − 1)
mz(z + 1) + z3 + 3z2 − 1
.
We also have analogues to the above theorem for two non-abelian groups S3 and
D4 via formal Tschirnhausen transformation.
Theorem 1.2 ([HM07]). Assume that char k 6= 3. For a, b ∈ M with a 6= b,
the splitting fields of fS3a (X) and of f
S3
b (X) over M coincide if and only if there exists
u ∈M such that
b =
a(u2 + 9u− 3a)3
(u3 − 2au2 − 9au− 2a2 − 27a)2
.
Theorem 1.3 ([HM-2]). For a, b ∈ M , we assume that Gal(fD4a,b /M) = D4.
Then for a, b, a′, b′ ∈M , the splitting fields of fD4a,b (X) and of f
D4
a′,b′(X) over M coincide
if and only if there exist p, q ∈M such that either
(i) a′ = ap2 − 4bpq + abq2, b′ = b(p2 − apq + bq2)2 or
(ii) a′ = 2(ap2 − 4bpq + abq2), b′ = (a2 − 4b)(p2 − bq2)2.
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By applying Hilbert’s irreducibility theorem (cf. for example [JLY02, Chapter 3])
and Siegel’s theorem for curves of genus 0 (cf. for example [Lan78, Theorem 6.1]) to
the theorems above respectively, we get the following corollaries:
Corollary 1.4. Let fGa (X) = f
C3
m (X) (resp. f
S3
a (X), f
D4
a,b (X)) be as above in
Theorem 1.1 (resp. Theorem 1.2, Theorem 1.3 ) with given a ∈ Mn, and suppose that
M ⊃ k is Hilbertian (e.g. a number field ). Then there exist infinitely many b ∈ Mn
such that SplMf
G
a (X) = SplMf
G
b (X).
Corollary 1.5. Let M be a number field and OM the ring of integers in M .
For fGa (X) = f
C3
m (X) (resp. f
S3
a (X)) as above in Theorem 1.1 (resp. Theorem 1.2 )
with a given integer a ∈ OM , there exist only finitely many integers b ∈ OM such that
SplMf
G
a (X) = SplMf
G
b (X).
Indeed integers b ∈ OM as in Corollary 1.5 are derived from some integer solutions
of (finitely many) cubic Thue equations aXY (X + Y ) + X3 + 3XY 2 − Y 3 = λ (resp.
X3 − 2aX2Y − 9aXY 2 − 2aY 3 − 27aY 3 = λ) which are curves of genus 1 (see also the
proof of [Lan78, Theorem 6.1]).
Kemper [Kem01], furthermore, showed that for a subgroup H of G every H-Galois
extension over M is also given by a specialization fGa (X), a ∈M
n, of a generic polyno-
mial fGt (X) for G. Hence a problem naturally arises.
Field intersection problem of a generic polynomial. For a field M ⊃ k
and a,b ∈Mn, determine the intersection of SplMf
G
a (X) and SplMf
G
b (X).
Clearly if we get an answer to the field intersection problem of a k-generic polyno-
mial, we also obtain an answer to the corresponding field isomorphism problem.
The aim of this note is to survey a method to give an answer to the isomorphism
problem and the intersection problem of k-generic polynomials via formal Tschirnhausen
transformation and multi-resolvent polynomials. In Section 2, we review known results
about resolvent polynomials. In Section 3, we recall a formal Tschirnhausen transfor-
mation which is given in [HM]. In Section 4, we give a general method to solve the
intersection problem of k-generic polynomials. In Section 5, we obtain an explicit an-
swer to the problems in the cubic case. We give a proof of Theorem 1.2 as a special
case of the intersection problem of fS3t (X) = X
3 + tX + t via formal Tschirnhausen
transformation. In Section 6, we take the k-generic polynomial
fD5s,t (X) = X
5 + (t− 3)X4 + (s− t+ 3)X3 + (t2 − t− 2s− 1)X2 + sX + t ∈ k(s, t)[X ]
for D5 which is called Brumer’s quintic (cf. [JLY02]). Based on the general result, we
illustrate how to give an answer to the problem for fD5s,t (X) by multi-resolvent polyno-
mials. We also give some numerical examples.
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§ 2. Resolvent polynomials
In this section we review some known results in the computational aspects of Ga-
lois theory (cf. the text books [Coh93], [Ade01]). One of the fundamental tools in
the determination of Galois group of a polynomial is resolvent polynomials; an abso-
lute resolvent polynomial was introduced by Lagrange [Lag1770] and a relative one by
Stauduhar [Sta73]. Several kinds of methods to compute resolvent polynomials have
been developed by many mathematicians (see, for example, [Sta73], [Gir83], [SM85],
[Yok97], [MM97], [AV00], [GK00] and the references therein).
Let M(⊃ k) be an infinite field and M a fixed algebraic closure of M . Let f(X) :=∏m
i=1(X − αi) ∈M [X ] be a separable polynomial of degree m with some fixed order of
the roots α1, . . . , αm ∈ M . The Galois group of the splitting field SplMf(X) of f(X)
over M may be obtained by using suitable resolvent polynomials.
Let k[x] := k[x1, . . . , xm] be the polynomial ring over k with m indeterminates
x1, . . . , xm. Put R := k[x, 1/∆x], where ∆x :=
∏
1≤i<j≤m(xj−xi). We take a surjective
evaluation homomorphism ωf : R → k(α1, . . . , αm), Θ(x1, . . . , xm) 7→ Θ(α1, . . . , αm)
for Θ ∈ R. We note that ωf (∆x) 6= 0 from the assumption that f(X) is separable. The
kernel of the map ωf is the ideal If = {Θ(x1, . . . , xm) ∈ R | Θ(α1, . . . , αm) = 0}.
Let Sm be the symmetric group of degree m. We extend the action of Sm on m
letters {1, . . . , m} to that on R by pi(Θ(x1, . . . , xm)) := Θ(xpi(1), . . . , xpi(m)). We define
the Galois group of a polynomial f(X) over M by Gal(f/M) := {pi ∈ Sm | pi(If ) ⊆ If}.
We write Gal(f) := Gal(f/M) for simplicity. The Galois group of the splitting field
SplMf(X) of the polynomial f(X) over M is isomorphic to Gal(f). If we take another
ordering of roots αpi(1), . . . , αpi(m) of f(X) for some pi ∈ Sm, the corresponding realiza-
tion of Gal(f) is conjugate in Sm. Hence, for arbitrary ordering of the roots of f(X),
Gal(f) is determined up to conjugacy in Sm.
Definition. For H ≤ G ≤ Sm, an element Θ ∈ R is called a G-primitive H-
invariant if H = StabG(Θ) := {pi ∈ G | pi(Θ) = Θ}. For a G-primitive H-invariant Θ,
the polynomial
RPΘ,G(X) =
∏
pi∈G/H
(X − pi(Θ)) ∈ RG[X ],
where pi runs through the left cosets of H in G, is called the formal G-relative H-
invariant resolvent by Θ, and the polynomial
RPΘ,G,f (X) =
∏
pi∈G/H
(
X − ωf (pi(Θ))
)
∈M [X ]
is called the G-relative H-invariant resolvent of f by Θ.
The following theorem is fundamental in the theory of resolvent polynomials (cf.
for example [Ade01, p.95]).
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Theorem 2.1. Let H ≤ G ≤ Sm be a tower of finite groups and Θ a G-primitive
H-invariant. Assume Gal(f) ≤ G. Suppose that RPΘ,G,f (X) =
∏l
i=1 h
ei
i (X) gives the
decomposition of RPΘ,G,f (X) into a product of powers of distinct irreducible polynomi-
als hi(X), i = 1, . . . , l, in M [X ]. Then we have a bijection
Gal(f)\G/H −→ {he11 (X), . . . , h
el
l (X)}
Gal(f) piH 7−→ hpi(X) =
∏
τH⊆Gal(f)piH
(
X − ωf (τ(Θ))
)
where the product runs through the left cosets τH of H in G contained in Gal(f) piH,
that is, through τ = piσpi where piσ runs a system of representative of the left cosets of
Gal(f)∩piHpi−1; each hpi(X) is irreducible or a power of an irreducible polynomial with
deg(hpi(X)) = |Gal(f) piH|/|H| = |Gal(f)|/|Gal(f) ∩ piHpi
−1|.
Corollary 2.2. If Gal(f) ≤ piHpi−1 for some pi ∈ G then RPΘ,G,f (X) has a
linear factor over M . Conversely, if RPΘ,G,f (X) has a non-repeated linear factor over
M then there exists pi ∈ G such that Gal(f) ≤ piHpi−1.
Remark 2.3. When the resolvent polynomial RPΘ,G,f (X) has a repeated fac-
tor, there always exists a suitable Tschirnhausen transformation fˆ of f (cf. §3) over
M (resp. X − Θˆ of X − Θ over k) such that RPΘ,G,fˆ (X) (resp. RPΘˆ,G,f (X)) has no
repeated factors (cf. [Gir83], [Coh93, Alg. 6.3.4], [Col95]).
In the case where RPΘ,G,f (X) has no repeated factors, we have the followings:
(i) For pi ∈ G, the fixed group of the fieldM
(
ωf (pi(Θ))
)
corresponds to Gal(f)∩piHpi−1.
In particular, we have Gal(RPΘ,G,f ) ∼= Gal(f)/N with N = Gal(f) ∩
⋂
pi∈G piHpi
−1;
(ii) let ϕ : G → S[G:H] denote the permutation representation of G on the set of left
cosets G/H given by the left multiplication. Then we have a realization of the Galois
group of SplMRPΘ,G,f (X) as a subgroup of the symmetric group S[G:H] by ϕ(Gal(f)).
§ 3. Formal Tschirnhausen transformation
We recall the geometric interpretation of a Tschirnhausen transformation which is
given in [HM] (see also [HM-3]). Let f(X) be a monic separable polynomial of degree
n in M [X ] with a fixed order of the roots α1, . . . , αn of f(X) in M . A Tschirnhausen
transformation of f(X) over M is a polynomial of the form
g(X) =
n∏
i=1
(
X − (c0 + c1αi + · · ·+ cn−1α
n−1
i )
)
, ci ∈M.
Two polynomials f(X) and g(X) in M [X ] are Tschirnhausen equivalent over M if they
are Tschirnhausen transformations over M of each other. For two irreducible separable
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polynomials f(X) and g(X) inM [X ], f(X) and g(X) are Tschirnhausen equivalent over
M if and only if the quotient fields M [X ]/(f(X)) and M [X ]/(g(X)) are M -isomorphic.
In order to obtain an answer to the field intersection problem of k-generic polyno-
mials via multi-resolvent polynomials, we first treat a general polynomial whose roots
are n indeterminates x1, . . . , xn:
fs(X) =
n∏
i=1
(X − xi) = X
n − s1X
n−1 + s2X
n−2 + · · ·+ (−1)nsn ∈ k[s][X ]
where k[x1, . . . , xn]
Sn = k[s] := k[s1, . . . , sn], s = (s1, . . . , sn), and si is the i-th elemen-
tary symmetric function in n variables x = (x1, . . . , xn).
Put Rx,y := k[x,y, 1/∆x, 1/∆y], where y = (y1, . . . , yn) consists of n indeter-
minates, ∆x :=
∏
1≤i<j≤n(xj − xi) and ∆y :=
∏
1≤i<j≤n(yj − yi). We define the
interchanging involution ιx,y which exchanges the xi’s and the yi’s:
ιx,y : Rx,y −→ Rx,y, xi 7−→ yi, yi 7−→ xi, (i = 1, . . . , n).(3.1)
We take another general polynomial ft(X) := ιx,y(fs(X)) ∈ k[t][X ], t = (t1, . . . , tn),
whose roots are n indeterminates y1, . . . , yn where ti = ιx,y(si) is the i-th elemen-
tary symmetric function in y = (y1, . . . , yn). We put K := k(s, t) and fs,t(X) :=
fs(X)ft(X). The polynomial fs,t(X) of degree 2n is defined over K. We denote
Gs := Gal(fs/K), Gt := Gal(ft/K), Gs,t := Gal(fs,t/K).
Then we have Gs,t = Gs ×Gt, Gs ∼= Gt ∼= Sn and k(x,y)
Gs,t = K.
We intend to apply the results of the previous section for m = 2n, G = Gs,t ≤ S2n
and f = fs,t.
Note that in the splitting field SplKfs,t(X) = k(x,y), there exist n! Tschirnhausen
transformations from fs(X) to ft(X) with respect to ypi(1), . . . , ypi(n) for pi ∈ Sn. We
shall study the field of definition of each Tschirnhausen transformation from fs(X) to
ft(X). Let D := [x
j−1
i ]1≤i,j≤n be the Vandermonde matrix of size n. The matrix
D ∈ Mn(k(x)) is invertible because detD = ∆x. The field k(s)(∆x) is a quadratic
extension of k(s) which corresponds to the fixed field of the alternating group of degree
n. We define the n-tuple (u0(x,y), . . . , un−1(x,y)) ∈ (Rx,y)
n by


u0(x,y)
u1(x,y)
...
un−1(x,y)

 := D
−1


y1
y2
...
yn

 .
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Cramer’s rule shows us
ui(x,y) = ∆
−1
x · det


1 x1 · · · x
i−1
1 y1 x
i+1
1 · · · x
n−1
1
1 x2 · · · x
i−1
2 y2 x
i+1
2 · · · x
n−1
2
...
...
...
...
...
...
1 xn · · · x
i−1
n yn x
i+1
n · · · x
n−1
n

 .
We write ui := ui(x,y), (i = 0, . . . , n − 1). The Galois group Gs,t acts on the orbit
{pi(ui) | pi ∈ Gs,t} via regular representation from the left. However this action is not
faithful. We put
Hs,t := {(pix, piy) ∈ Gs,t | pix(i) = piy(i) for i = 1, . . . , n} ∼= Sn.
If pi ∈ Hs,t then we have pi(ui) = ui for i = 0, . . . , n− 1. Indeed we see the following:
Lemma 3.1. For i, 0 ≤ i ≤ n− 1, ui is a Gs,t-primitive Hs,t-invariant.
Let Θ := Θ(x,y) be a Gs,t-primitive Hs,t-invariant. Let pi = piHs,t be a left coset
of Hs,t in Gs,t. The group Gs,t acts on the set {pi(Θ) | pi ∈ Gs,t/Hs,t} transitively
from the left through the action on the set Gs,t/Hs,t of left cosets. Each of the sets
{(1, piy) | (1, piy) ∈ Gs,t} and {(pix, 1) | (pix, 1) ∈ Gs,t} forms a complete residue system
of Gs,t/Hs,t, and hence the subgroups Gs and Gt of Gs,t act on the set {pi(Θ) | pi ∈
Gs,t/Hs,t} transitively. For pi = (1, piy) ∈ Gs,t/Hs,t, we obtain the following equality:
ypiy(i) = piy(u0) + piy(u1)xi + · · ·+ piy(un−1)x
n−1
i for i = 1, . . . , n.
Hence the set {(pi(u0), . . . , pi(un−1)) | pi ∈ Gs,t/Hs,t} gives coefficients of n! differ-
ent Tschirnhausen transformations from fs(X) to ft(X) each of which is defined over
K(pi(u0), . . . , pi(un−1)) respectively.
Definition. We call K(pi(u0), . . . , pi(un−1)), (pi ∈ Gs,t/Hs,t), a field of formal
Tschirnhausen coefficients from fs(X) to ft(X).
Put vi := ιx,y(ui), for i = 0, . . . , n − 1. Then vi is also a Gs,t-primitive Hs,t-
invariant, and K(pi(v0), . . . , pi(vn−1)) gives a field of formal Tschirnhausen coefficients
from ft(X) to fs(X).
Proposition 3.2. For every Gs,t-primitive Hs,t-invariant Θ, we have K(pi(Θ))
= k(x,y)piHs,tpi
−1
= K(pi(u0), . . . , pi(un−1)), and [K(pi(Θ)) : K] = n! for each pi ∈
Gs,t/Hs,t.
Hence, for each of n! fields K(pi(Θ)), we have SplK(pi(Θ))fs(X) = SplK(pi(Θ))ft(X).
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Proposition 3.3. Let Θ be a Gs,t-primitive Hs,t-invariant. Then we have
(i) K(x) ∩K(pi(Θ)) = K(y) ∩K(pi(Θ)) = K for pi ∈ Gs,t/Hs,t ;
(ii) K(x,y) = K(x, pi(Θ)) = K(y, pi(Θ)) for pi ∈ Gs,t/Hs,t ;
(iii) K(x,y) = K(pi(Θ) | pi ∈ Gs,t/Hs,t).
§ 4. Field intersection problem
In this section, we explain how to get an answer to the field intersection problem
of generic polynomials via multi-resolvent polynomial (cf. [HM], [HM-3]). For a =
(a1, . . . , an), b = (b1, . . . , bn) ∈ M
n, we take some fixed order of the roots α1, . . . , αn
of fa(X) and β1, . . . , βn of fb(X) in M , respectively, and denote La := M(α1, . . . , αn)
and Lb := M(β1, . . . , βn). We put fa,b(X) := fa(X)fb(X) ∈ M [X ] and define a
specialization homomorphism ωfa,b by
ωfa,b : Rx,y −→ k(α1, . . . , αn, β1, . . . , βn), Θ(x,y) 7−→ Θ(α1, . . . , αn, β1, . . . , βn).
Put ∆a := ωfa,b(∆x) and ∆b := ωfa,b(∆y). We assume that both of the polynomials
fa(X) and fb(X) are separable over M , i.e. ∆a ·∆b 6= 0. Put Ga := Gal(fa/M), Gb :=
Gal(fb/M) and Ga,b := Gal(fa,b/M). Then we may naturally regard Ga,b as a sub-
group of Gs,t. For pi ∈ Gs,t/Hs,t, we put cj,pi := ωfa,b(pi(uj)), dj,pi := ωfa,b
(
pi(ιx,y(uj))
)
,
(j = 0, . . . , n− 1). Then for each i = 1, . . . , n, we have
βpiy(i) = c0,pi + c1,pi αpix(i) + · · ·+ cn−1,pi α
n−1
pix(i)
,
αpix(i) = d0,pi + d1,pi βpiy(i) + · · ·+ dn−1,pi β
n−1
piy(i)
.
For each pi ∈ Gs,t/Hs,t, there exists a Tschirnhausen transformation from fa(X) to
fb(X) over the field of Tschirnhausen coefficients M(c0,pi, . . . , cn−1,pi). From the as-
sumption ∆a ·∆b 6= 0, we first see the following lemma (cf. [JLY02, p. 141], [HM]).
Lemma 4.1. Let M ′/M be a field extension. If fb(X) is a Tschirnhausen trans-
formation of fa(X) over M
′, then fa(X) is a Tschirnhausen transformation of fb(X)
over M ′. In particular, we have M(c0,pi, . . . , cn−1,pi) = M(d0,pi, . . . , dn−1,pi) for every
pi ∈ Gs,t/Hs,t.
To obtain an answer to the field intersection problem of fs(X) we study the n!
fields M(c0,pi, . . . , cn−1,pi) of Tschirnhausen coefficients from fa(X) to fb(X) over M .
Proposition 4.2. Under the assumption ∆a ·∆b 6= 0, we have
(i) SplM(c0,pi,...,cn−1,pi)fa(X) = SplM(c0,pi,...,cn−1,pi)fb(X) for each pi ∈ Gs,t/Hs,t ;
(ii) LaLb = LaM(c0,pi, . . . , cn−1,pi) = LbM(c0,pi, . . . , cn−1,pi) for each pi ∈ Gs,t/Hs,t.
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Applying the specialization ωfa,b , we take the Gs,t-relative Hs,t-invariant resolvent
polynomial of fa,b by a Gs,t-primitive Hs,t-invariant Θ:
RPΘ,Gs,t,fa,b(X) =
∏
pi∈Gs,t/Hs,t
(
X − ωfa,b(pi(Θ))
)
∈M [X ].
The resolvent polynomial RPΘ,Gs,t,fa,b(X) is also called an (absolute) multi-resolvent
(cf. [GLV88], [RV99], [Val]).
Proposition 4.3. For a,b ∈Mn with ∆a ·∆b 6= 0, suppose that the polynomial
RPΘ,Gs,t,fa,b(X) has no repeated factors. Then the following two assertions hold :
(i) M(c0,pi, . . . , cn−1,pi) =M
(
ωfa,b(pi(Θ))
)
for each pi ∈ Gs,t/Hs,t ;
(ii) SplMfa,b(X) =M(ωfa,b(pi(Θ)) | pi ∈ Gs,t/Hs,t).
Definition. For a separable polynomial f(X) ∈ M [X ] of degree d, the decom-
position type of f(X) over M , denoted by DT(f/M), is defined as the partition of d in-
duced by the degrees of the irreducible factors of f(X) overM . We define the decompo-
sition type DT(RPΘ,G,f/M) of RPΘ,G,f (X) over M by DT(RPΘ,G,fˆ/M) where fˆ(X)
is a Tschirnhausen transformation of f(X) overM which satisfies that RPΘ,G,fˆ (X) has
no repeated factors (cf. Remark 2.3).
We write DT(f) := DT(f/M) for simplicity. From Theorem 2.1, the decomposi-
tion type DT(RPΘ,Gs,t,fa,b) coincides with the partition of n! induced by the lengths
of the orbits of Gs,t/Hs,t under the action of Gal(fa,b). Hence, by Proposition 4.3,
DT(RPΘ,Gs,t,fa,b) gives the degrees of n! fields of Tschirnhausen coefficients from fa(X)
to fb(X) over M .
We conclude that DT(RPΘ,Gs,t,fa,b) gives us information about the field intersec-
tion problem for fs(X) through the degrees of the fields of Tschirnhausen coefficients
M(c0,pi, . . . , cn−1,pi) over M and is determined by the degeneration of the Galois group
Gal(fa,b) under the specialization (s, t) 7→ (a,b). As a special case of the field intersec-
tion problem, we get the followings:
Theorem 4.4 ([HM-3]). For a,b ∈ Mn with ∆a · ∆b 6= 0, the quotient fields
M [X ]/(fa(X)) and M [X ]/(fb(X)) are M -isomorphic if and only if the decomposition
type DT(RPΘ,Gs,t,fa,b) over M includes 1.
Corollary 4.5 (The field isomorphism problem). For a,b ∈Mn with ∆a·∆b 6=
0, we assume that both of Ga and Gb are isomorphic to a transitive subgroup G ≤ Sn
and that all subgroups of G with index n are conjugate in G. Then DT(RPΘ,Gs,t,fa,b)
over M includes 1 if and only if SplMfa(X) and SplMfb(X) coincide.
10 Akinari Hoshi and Katsuya Miyake
§ 5. Field intersection problem: the case of S3
We take fS3s (X) = X
3+sX+s ∈ k(s)[X ]. For a, b ∈M , we put La := SplMf
S3
a (X)
and Ga := Gal(f
S3
a /M), Ga,b := Gal(f
S3
a f
S3
b /M). For a, b ∈M , we assume that ab(4a+
27)(4b+ 27) 6= 0 because the discriminant of fS3s (X) equals −s
2(4s+ 27).
In the case of char k 6= 3, we take a Gs,t-primitive Hs,t-invariant Θ := 3u1/u2
where u1 and u2 are formal Tschirnhausen coefficients which are given in Section 3.
Then we may evaluate
Fs,t(X) := (s− t) · RPΘ,Gs,t,fS3s f
S3
t
(X) = (s− t) ·
∏
pi∈Gs,t/Hs,t
(X − pi(Θ)) ∈ k(s, t)[X ]
= s(X2 + 9X − 3s)3 − t(X3 − 2sX2 − 9sX − 2s2 − 27s)2.
The discriminant of Fs,t(X) is s
10t4(4s+ 27)15(4t+ 27)3. Note that, for a, b ∈M with
ab(4a + 27)(4b + 27) 6= 0, Fa,b(X) has no repeated factors. In the case of char k = 3,
we may take Θ = u0, the constant term of a formal Tschirnhausen transformation, as a
suitable Gs,t-primitive Hs,t-invariant. Then we get squarefree RPu0,Gs,t,fS3s f
S3
t
(X) as
we mentioned in Remark 2.3 (see [HM]).
Theorem 5.1 ([HM]). Assume that char k 6= 3. For a, b ∈ M , we also assume
that a 6= b and #Ga ≥ #Gb > 1. Then an answer to the field intersection problem for
fS3s (X) is given by DT(Fa,b) as Table 1 shows.
Table 1
Ga Gb Ga,b DT(Fa,b)
S3 × S3 La ∩ Lb = M 6
S3 (C3 × C3) ⋊ C2 [La ∩ Lb : M ] = 2 3, 3
S3
S3 La = Lb 3, 2, 1
C3 S3 × C3 La ∩ Lb = M 6
C2
D6 La 6⊃ Lb 6
S3 La ⊃ Lb 3, 3
C3
C3 × C3 La 6= Lb 3, 3
C3 C3 La = Lb 3, 1, 1, 1
C2 C6 La ∩ Lb = M 6
C2 C2
C2 × C2 La 6= Lb 4, 2
C2 La = Lb 2, 2, 1, 1
As a special case of Theorem 5.1 (cf. Theorem 4.4 and Corollary 4.5), we get Theorem
1.2 which we introduced in Section 1.
Proof of Theorem 1.2. Because the polynomial Fs,t(X) = s(X
2 + 9X − 3s)3 −
t(X3 − 2sX2 − 9sX − 2s2 − 27s)2 is linear in t, we see that Fa,b(X) has a root in M if
and only if there exists u ∈M such that
b =
a(u2 + 9u− 3a)3
(u3 − 2au2 − 9au− 2a2 − 27a)2
.
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§ 6. Field intersection problem: the case of D5
Let σ := (12345), ρ := (1243), τ := ρ2, ω := (12) ∈ S5 act on k(x1, . . . , x5) by
pi(xi) = xpi(i), (pi ∈ S5). For simplicity, we write
C5 = 〈σ〉, D5 = 〈σ, τ〉, F20 = 〈σ, ρ〉, S5 = 〈σ, ω〉.
We take the cross-ratios
x := ξ(x1, . . . , x5) =
x1 − x4
x1 − x3
/
x2 − x4
x2 − x3
, y := η(x1, . . . , x5) =
x2 − x5
x2 − x4
/
x3 − x5
x3 − x4
.
Then S5 acts faithfully on k(x, y) as
σ : x 7−→ y, y 7−→ −(y − 1)/x, ρ : x 7−→ x/(x− 1), y 7−→ (y − 1)/(x+ y − 1),
τ : x 7−→ x, y 7−→ −(x− 1)/y, ω : x 7−→ 1/x, y 7−→ (x+ y − 1)/x.
We take a k-generic polynomial fD5s,t (X) ∈ k(s, t)[X ] as the formal D5-relative 〈τ〉-
invariant resolvent polynomial by x:
fD5s,t (X) := RPx,D5(X) =
(
X − x
)(
X − y
)(
X −
1− y
x
)(
X −
x+ y − 1
xy
)(
X −
1− x
y
)
= X5 + (t− 3)X4 + (s− t+ 3)X3 + (t2 − t− 2s− 1)X2 + sX + t.
Note that k(s, t) = k(x, y)D5. We take two fields k(x) = k(x, y) and k(x′) = k(x′, y′)
where x′ := ξ(y1, . . . , y5), y
′ := η(y1, . . . , y5) and the interchanging involution
ι : k(x,x′) −→ k(x,x′), (x, y, x′, y′) 7−→ (x′, y′, x, y)
which is induced by the ιx,y of (3.1). We put (s
′, t′, d′) := ι(s, t, d), s′ := (s′, t′) and
(σ′, τ ′, ρ′) := (ι−1σι, ι−1τι, ι−1ρι) ∈ Autk(k(x
′, y′)) and write
D5
′ = 〈σ′, τ ′〉, F20
′ = 〈σ′, ρ′〉 and D5
′′ = 〈σσ′, ττ ′〉.
We now take the D5 ×D
′
5-primitive D
′′
5 -invariant
P := xx′ + yy′ +
(y − 1)(y′ − 1)
xx′
+
(x+ y − 1)(x′ + y′ − 1)
xx′yy′
+
(x− 1)(x′ − 1)
yy′
and the formal D5 ×D
′
5-relative D
′′
5 -invariant resolvent polynomial by P :
F 1s,s′(X) := RPP,D5×D′5(X) =
∏
pi∈(D5×D′5)/D
′′
5
(X − pi(P ))(6.1)
=
(
X5 − (t− 3)(t′ − 3)X4 + c3X
3 +
c2
2
X2 +
c1
2
X +
c0
2
)2
−
d2d′2
4
(
X2 + (t+ t′ − 1)X + (s− t+ s′ − t′ + tt′ + 2)
)2
;
12 Akinari Hoshi and Katsuya Miyake
here c3, c2, c1, c0 ∈ k(s, t, s
′, t′) are given by
c3 =
ˆ
2s− 21t+ 3t2 − 2ts′ + t2s′ − t2t′
˜
+ 31− 3ss′ + 5tt′,
c2 =
ˆ
−20s+ 112t+ 8st− 32t2 + 2t3 + 5ts′ − 13sts′ − 12t2s′ + 4t3s′ − 15stt′
+ 14t2t′ + 2t3t′ + 8t2s′t′ − 2t3t′
2
˜
− 102 + 27ss′ − 119tt′ − sts′t′ + 6t2t′
2
,
c1 =
ˆ
32s+ 2s2 − 128t− 26st+ 60t2 + 4st2 − 8t3 − 6s2s′ − 7ts′ + 38sts′ + 9t2s′ − 5st2s′
− 12t3s′ + 2t4s′ − 20ts′
2
− 8sts′
2
+ 6t2s′
2
+ 2t3s′
2
+ 2stt′ − 77t2t′ + 3st2t′ + 8t3t′ − 29t2s′t′
+ st2s′t′ + 18t3s′t′ − 2st2t′
2
+ 10t3t′
2
˜
+ 80− 37ss′ + 145tt′ − 45sts′t′ + 24t2t′
2
− 8t3t′
3
,
c0 =
ˆ
−16s− 2s2 + 56t+ 24st+ 2s2t− 38t2 − 8st2 + 8t3 + 5s2s′ − 2ts′ − 38sts′ − 7s2ts′
+ 5t2s′ + 13st2s′ + 8t3s′ + 2st3s′ − 4t4s′ − 21ts′
2
− 11sts′
2
− 2t2s′
2
+ 2st2s′
2
+ 4t3s′
2
− 104stt′ − 33s2tt′ + 105t2t′ + 35st2t′ + 4t3t′ + 16st3t′ − 6t4t′ − 2t5t′ − s2ts′t′ + 36t2s′t′
− 14st2s′t′ − 6t3s′t′ + 6t4s′t′ + 8t2s′
2
t
′
− 37st2t′
2
+ 22t3t′
2
− 2st3t′
2
+ 8t4t′
2
+ 8t3s′t′
2
− 2t4t′
3˜
− 24 + 14ss′ − 8s2s′
2
− 224tt′ + sts′t′ − 101t2t′
2
− st
2
s
′
t
′2
− 8t3t′
3
where
[
a
]
:= a+ ι(a) for a ∈ k(s, t, s′, t′), and d2 ∈ k(s, t) is given by the formula
d2 = s2 − 4s3 + 4t− 14st− 30s2t− 91t2 − 34st2 + s2t2 + 40t3 + 24st3 + 4t4 − 4t5.
We also take ρ(P ) ∈ k(s, t) which is conjugate of P under the action of F20 × F
′
20
but not so under the action of D5 ×D
′
5. Put
F 2s,s′(X) := RPρ(P ),D5×D′5(X) = F
1
ρ(s),ρ(t),s′,t′(X) = ρ
(
F 1s,s′(X)
)
.
For a = (a1, a2) ∈ M
2, we denote La := SplMf
D5
a (X), Ga := Gal(f
D5
a ) and
Ga,a′ := Gal(f
D5
a f
D5
a′ ). We now state the result of the dihedral quintic case.
Theorem 6.1 ([HM-3]). For a = (a1, a2), a
′ = (a′1, a
′
2) ∈ M
2, we assume
#Ga ≥ #Ga′ > 1. An answer to the field intersection problem for f
D5
s,t (X) is given
by the decomposition types DT(F 1a,a′) and DT(F
2
a,a′) over M as Table 2 shows.
Table 2
Ga Ga′ Ga,a′ DT(F
1
a,a′
) DT(F 2
a,a′
)
D5 ×D5 La ∩ La′ = M 10 10
D5
(C5 × C5)⋊C2 [La ∩ La′ : M ] = 2 5, 5 5, 5
D5 La = La′
5, 2, 2, 1 5, 5
D5 5, 5 5, 2, 2, 1
C5 D5 × C5 La ∩ La′ = M 10 10
C2
D10 La 6⊃ La′ 10 10
D5 La ⊃ La′ 5, 5 5, 5
C5 × C5 La 6= La′ 5, 5 5, 5
C5
C5
C5 La = La′
5, 1, 1, 1, 1, 1 5, 5
5, 5 5, 1, 1, 1, 1, 1
C2 C10 La ∩ La′ = M 10 10
C2 C2
C2 × C2 La 6= La′ 4, 4, 2 4, 4, 2
C2 La = La′ 2, 2, 2, 2, 1, 1 2, 2, 2, 2, 1, 1
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We checked the decomposition types on Table 2 using the computer algebra system
GAP [GAP].
Remark 6.2. In the cases of Ga = D5, C2, the quadratic subextension of Ls1,t1
over M for (s1, t1) ∈M
2 is given by
M
“q
s2
1
− 4s3
1
+ 4t1 − 14s1t1 − 30s21t1 − 91t
2
1
− 34s1t21 + s
2
1
t2
1
+ 40t3
1
+ 24s1t31 + 4t
4
1
− 4t5
1
”
.
Remark 6.3. As is well known, for a suitable integer l, we may have an answer
to the field intersection problem via the formal D5 × D
′
5-relative 〈τ〉 × 〈τ
′〉-invariant
resolvent polynomial Gs,s′(X) := RPx+lx′,D5×D′5(X) by x+ lx
′ (cf. [Coh93], [Coh00]).
Although the degree of the multi-resolvent polynomials F 1s,s′(X) and F
1
s,s′(X) with
respect to X is 10, the degree of Gs,s′(X) is 25 and an explicit formula of Gs,s′(X) in
terms of s and s′ is very complicated. We remark that to construct a suitable explicit
formula is significant to investigate the structure of all G-Galois extensions over M (cf.
Section 1 and Corollaries 1.4 and 1.5).
Example 6.4. Take M = Q, a = (0, 3) and a′ = (10, 3). Then we have
F
1
a,a′(X) = (X + 5)
3(X2 − 15X + 150)(X5 − 625X2 − 9375),
F
2
a,a′(X) =
“
X
5
−
125
9
X
3 +
6250
81
X −
3125
27
”“
X
5
−
125
9
X
3 +
625
9
X
2 +
15625
81
X +
15625
27
”
.
The decomposition type of F 1a,a′(X) over Q should be 5, 2, 2, 1 (cf. also Theorem 2.1);
and hence we conclude that SplQf
D5
a (X) = SplQf
D5
a′ (X) and Ga = D5.
From the viewpoint of Diophantine geometry, we give some numerical examples of
the field isomorphism problem of fD5s,t (X) over M = Q and for integral points a, a
′ ∈ Z2
using Theorem 6.1 and the explicit formula (6.1). We do not know, however, for a
given a ∈ Z2 whether there exist only finitely many a′ ∈ Z2 such that SplQf
D5
a (X) =
SplQf
D5
a′ (X) or not (cf. Corollary 1.5).
Example 6.5. Take M = Q and t := 1. Then we have fD5s,1 (X) = X
5 − 2X4 +
(s+2)X3−(2s+1)X2+sX+1. For s1, s
′
1 ∈ Z in the range −10000 ≤ s1 < s
′
1 ≤ 10000,
SplQf
D5
s1,1
(X) = SplQf
D5
s′
1
,1(X) if and only if (s1, s
′
1) ∈ X1 ∪X2 where
X1 = {(−6, 0), (−1, 41), (−94,−10)},
X2 = {(−1, 0), (−6,−1), (−18,−7), (1, 34), (0, 41), (−6, 41), (−167,−8)}.
It was directly checked by Theorem 6.1 that, in the range −10000 ≤ s1 < s
′
1 ≤ 10000,
(s1, s
′
1) ∈ Xi if and only if DT(F
i
s1,1,s′1,1
/Q) includes 1, for each of i = 1, 2.
Example 6.6. Kida-Renault-Yokoyama [KRY] showed that there exist infinitely
many b ∈ Q such that SplQf
D5
0,1 (X) = SplQf
D5
b,1 (X). Their method enables us to con-
struct such b’s explicitly via rational points of an associated elliptic curve (cf. [KRY]).
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They also pointed out that in the range −400 ≤ s1, t1 ≤ 400 there are 25 pairs
(s1, t1) ∈ Z
2 such that SplQf
D5
0,1 (X) = SplQf
D5
s1,t1(X). We may classify the 25 pairs
by the polynomials F 10,1,s1,t1(X) and F
2
0,1,s1,t1
(X). In the range above, for i = 1, 2,
DT(F i0,1,s1,t1/Q) includes 1 if and only if (s1, t1) ∈ Xi where
X1 = {(0, 1), (4,−1), (4, 5), (−6, 1), (−24, 19), (34, 11), (36,−5),
(46,−1), (−188, 23), (264, 31), (372,−5), (378, 43)},
X2 = {(−1,−1), (−1, 1), (5,−1), (41, 1), (−43, 5), (47, 13), (59,−5),
(59, 19), (101, 19), (125,−23), (149, 11), (155, 25), (−169, 55)}.
By Theorem 6.1, we checked such pairs in the range −20000 ≤ s1, t1 ≤ 20000; and added
six pairs (526, 41), (952, 113), (2302, 95), (6466, 311), (7180, 143) and (7480,−169) to X1
and just four pairs (785,−25), (3881, 29), (−11215, 299) and (19739,−281) to X2.
Example 6.7. Take the k-generic polynomial gC5A,B(X) ∈ k(A,B)[X ] for C5
which is constructed by Hashimoto-Tsunogai [HT03]:
gC5A,B(X) = X
5 −
P
Q2
(A2 − 2A+ 15B2 + 2)X3 +
P 2
Q3
(2BX2 − (A− 1)X − 2B)
where P = (A2−A−1)2+25(A2+1)B2+125B4, Q = (A+7)B2−A+1. We may apply
Theorem 6.1 to gC5A,B(X) since there exist s1, t1 ∈ k(A,B) such that Splk(A,B)f
D5
s1,t1
(X) =
Splk(A,B)g
C5
A,B(X) (cf. [HT03], [HM-3]). For a = (a, b), a
′ = (a′, b′) ∈ Z2, if a′ = (a,±b)
or {a, a′} = {(−1,±b), (1,±b)} then SplQg
C5
a,b(X) = SplQg
C5
a′,b′(X) (cf. [HM-3]). For
a, a′ ∈ Z2 in the range −50 ≤ a, a′ ≤ 50, 0 ≤ b ≤ b′ ≤ 50 with a 6= a′, {a, a′} 6=
{(−1, b), (1, b)}, we see that SplQg
C5
a,b(X) = SplQg
C5
a′,b′(X) if and only if (a, b, a
′, b′) ∈
X1 ∪X2 where
X1 = {(−3, 1,−3, 11), (3, 3, 23, 3), (23, 3, 3, 3), (7, 3, 27, 9),
(2, 2,−28, 14), (8, 11, 33, 14), (23, 5, 35, 7), (41, 11,−15, 17)},
X2 = {(−2, 1, 3, 2), (4, 1,−6, 2), (3, 1, 13, 7), (16, 2,−12, 5), (−2, 2, 18, 4), (31, 1,−19, 7),
(−3, 3,−33, 3), (−33, 3,−3, 3), (−16, 13, 34, 19), (−2, 3, 43, 6), (12, 4, 46, 10)}.
By Theorem 6.1, it can be checked, in the range above and for each of i = 1, 2, that
(a, b, a′, b′) ∈ Xi if and only if the decomposition type of F
i
a,a′(X) over Q includes 1.
Example 6.8. Let hn(X) be Lehmer’s simplest quintic polynomial
hn(X) = X
5 + n2X4 − (2n3 + 6n2 + 10n+ 10)X3
+ (n4 + 5n3 + 11n2 + 15n+ 5)X2 + (n3 + 4n2 + 10n+ 10)X + 1
(cf. [Leh88]), and take M = Q. We regard n as an independent parameter over
Q. By the result in [HR], for Brumer’s quintic fD5s,t (X), we see that SplQ(n)hn(X) =
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SplQ(n)f
D5
s,t (X) where s = −20− 5n+10n
2+12n3+5n4+n5, t = −7− 10n− 5n2−n3.
By Theorem 6.1, we checked pairs (n, n′) ∈ Z2 in the range −10000 ≤ n < n′ ≤ 10000
to confirm that SplQhn(X) = SplQhn′(X) if and only if (n, n
′) = (−2,−1).
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