Abstract : Statistics is a natural tool for any experimenter to minimize the number of tests without loosing the wanted information, and to ensure that the results a r e statistically valid. A proper test design also makes it easier to interpret data and to produce a mathematical model of the response variable being studied. This document contains a quick introduction to the fields of statistical planning and analysis of data, and shows that this is a way to save time for a research scientist dealing with fire experiments. The theory is illustrated with a few concrete, simple examples from Cone Calorimeter testing. 
Nomenclature
: a constant CO carbon monoxide or concentration of CO I irradiance i effect of a change in variable I and similaty for variables M and T . i, j, k, m, n, P , r integers M moisture content P a column of plus signs. Note: not as in [2] . It is obvious that reducing the number of tests gives considerable time and cost savings. The time saved can alternatively be used to perform more replicates to increase the reliability of results, or to analyse the data more thoroughly.
Several methods to design a test programme are described by Box et al. [2] . The present paper focuses on factorial designs at two levels and Yates' method.
FULL FACTORIAL DESIGNS AT TWO LEVELS
The main advantages with factorial designs are : * A few runs indicate the main features and further experimenting.
*
Further examination of special combinations is simple.
A large number of variables can be taken into account.
Interpretation can be done by common sense and simple arithmetics.
The way to a mathematical model is short.
When carrying out an investigation of the response variable rate of heat release (RHR) (yield) from burning particle board in the Cone Calorimeter, the variables that may have an effect on RHR must be defined. Only three factors are considered important in our simplified example, namely irradiance to the surface of the board, or the heat flux (I), moisture content (M) and thickness of the specimen (T). Each of these variables are given a low and a high level, chosen with care and sense. To investigate this problem, 2' = 8 test runs with different conditions are needed, see Figure 1 . Using at least three replicates at each scenario, gives a total of at least 24 test runs. It is possible to investigate this 2'-problem by varying one variable at the time and obtain the same information. If we increase the design to k variables (k > 3) the traditional methods get difficult to handle and we loose synergetic effects. The experimenter will then gain from putting the tests into a system.
There are several advantages by setting up the test programme after Yates' Algorithm shown in Table 1 . The minus signs illustrate the lower level of the variables and the plus signs the upper level. A 2' factorial design is in standard order when, as in Table 1 , the first column of the design matrix consists of succesive minus and plus signs, the second column of succesive pairs of minus and plus signs, the third column of four minus signs followed by four plus signs, and so fourth. In general, the kth column consists of 2k-1 minus signs followed by 2"' plus signs. The basis of this way to set up a design is :
*The "overall" error E = y -q is usually approximated by a linear sum of independent and identically distributed component errors with mean zero and variance oZ. .The central limit theorem states that in the real world the "overall" error E will tend to normality, regardless of the parent distributions, under the condition that no single source of error dominates the rest. To be able to treat the data as random samples from a normal distribution, the tests should be run in a random succession. Randomization helps to avoid trends caused by time dependent changes in the test apparatus.
T -+
These qualifications are used to interpret the data in a proper way, as explained below.
Let the response yields be y, in Table 2 , where index i indicates the test number. The yield may be the sample average from all the tests made under the same conditions (replicates). The effect on the response (or yield y) of changing one of the variables from the lower level (-) to the higher level (+) can now be calculated directly from :
where 5, is the sum of yields of the investigated response parameter under which the variable j has been at the higher level, and equally for the lower level 5. . In particular, i is the effect on the response of the variable I when you raise it from the lower to the higher level, and similar for the other variables.
For the variable I the following is correct
and for variable M the same calculation becomes :
In a full factorial design it is possible to calculate synergy effects in the same simple way.
Interaction beetween I and M , for example, takes the name IM. Each interaction has its own column of signs, as shown in Table 2 . The signs for the interaction IM are obtained by multiplying the signs in colomn I with the signs in column M . This makes it possible to calculate the effect of the interactions by applying Eq.
(1) to the IM column.
It is neccesary to conclude whether the effects are significant or not. The effects are compared to an estimate of the standard deviation of the effect. There are several ways to obtain this estimate, but if there are two or more (n) replicates, standard deviation of each combination of variables s,, are calculated using Eq. (2a), where i = 1,...,2'.
Each standard deviation of a combination of variables has r-1 degrees of freedom. It is assumed that all yields has the same standard deviation. The estimate of the standard deviation of the effect, s, is then calculated from :
Alternatively, produce a table of ANalysis Of VAriance (ANOVA), see Table 3 , as a preliminary to further statistical analysis. An effect has always one degree of freedom. The variable has no effect on the response. If the value in the MSIMS,,, column is greater than the tabulated value from the Fisher distribution, the null hypothesis is discredited by the experiment and the variable has a significant effect on the response at the 5 % level of significance.
Example o f a Z2 Full Factorial Design
One of the objectives of the work of Bulien [ 3 ] , was to conclude whether water resistant particle board specimens behaved differently in a fire compared to the regular particle board. Particle board specimens of thickness 22 mrn from Agnes, Norway, were used for the tests. The design is shown in Table 4 and 5. Three replicates were tested in each combination of variables. The calculated effects of the variables are given in Table 6 . 
II
The effect of imbuement of the particle board is of special interest. The design conclude that there is a significant difference between the regular and the water resistant particle board with respect to t,,?,, and rate of heat release at an early stage of a fire. There are no synergetic effect.
Interaction

Blocking
A block is a part of a design that is expected to be more homogeneous than the whole design. Blocking may reduce the variance if the assumption above is valid. If not, the reduction of degrees of freedom, which is caused by the blocking, may increase the variance. A special ANOVA [2] is used to investigate the variation within the block and between the blocks. The latter is expected to be greater than the former. The effect of the blocking is of no interest, and is eliminated through the design, while the effect of the specimen treatment is visualized.
-1
Blocking is confounded (mixed together) with interactions of higher order, and these interaction effects are lost from the analysis. It is clear that the blocks has to be chosen carefully.
9
The following rule of thumb should be used while making a factorial design
Block what you can, randomize what you can not (block).
The tool of blocking is necessary in many cases. For example when it is impossible to run the whole design in one single day. This is normal for Cone Calorimeter tests if the design consists of more than 8-12 runs.
FRACTIONAL FACTORIAL DESIGNS AT TWO LEVELS
The initial design may well tell the experimenter that one or more of the variables have no effect at all, or that the levels of one of the variables are chosen unfavourable. In this case time can be saved by running only a fraction of a full factorial design initially. If necessary, it is possible to run the tests to complete the design later. A fractional design is written where k-m 2 2, and R beeing the resolution of the design. The resolution is typically 111, IV or V, but not less than 111. The highest possible resolution is preferred.
In general, a design of resolution R is one where no p-factor effect is confounded (mixed together) with any other effect containing less than R-p factors.
We pursue this matter with an example were m = 1. The case of m = 1 gives a half-fraction of a full factorial design.
In Table 1 , we had a full 23 design with 23 = 8 different combinations of levels. The halffraction has only four combinations of levels. The Yates' algorithm will then be repeated only over four lines. To make this 23-' design, one (or in general, m ) of the columns of signs are generated by multiplying together other columns of signs. In other words, the effect of m variables is confounded with interactions. In order to achive the highest possible resolution, as many columns as possible should be multiplied together to generate the m variables.
To make a 23-' design of the previous example, the signs of one of the columns, e.g. T are the products of the signs of I and M, written T = I M . The design given in Table 7 , and shown geometrically in Figure 2 , has resolution 111. Multiplying any column by a column of identical signs gives a column of plus signs, which is designated by the letter P.
As shown in Table 7 , T was generated by T = IM. If this expression is multiplied with T on both sides, we obtain :
The last expression is called the defining relation of the design. If m > 1, the defining relation contains more than one equality. The resolution equals the number of letters in the shortest combination in the defining relation. When the defining relation is known, it is easy to find which interactions the main effects are confounded with. For example, the main effect I is confounded with MT. This is obtained by multiplying both sides of the defining relation with I.
The effect in a fractional factorial design calculated by Eq. (1) is not the effect of the main variable only, but the sum of effects from the main variable and the confounded interactions. Two options now exist : * to assume that the effect of all, or some, of the confounding interactions can be neglected.
*
to perform a 'fold-over' and run the tests necessesary to separate the main effects from the confounding effects. In a 'fold-over' the plus and minus signs in one run are exactly reversed in the second. Note that if m > l , the 'fold-over' will not complete a factorial design, and special methods has to be applied [2] .
It is worth noting that :
1.
The experimenter should randomize within each fraction.
2.
If it is eventually decided to run both fractions, these fractions will be randomized orthogonal blocks of the complete design.
3.
No information will be lost except information concerning the interaction which is actually confounded with the block contrast (in our example : the three factor interaction is confounded with the block effect).
4.
The design run as two randomized fractions can give greater precision than the hole design run in random order since the block difference is eliminated.
Resolution
Resolution is here defined as the act of separating the design into constituent parts. Suppose that the experimenter has a number of candidate variables, but believe that only R-1 of them have a detectable effect on the response. Then, if he employs a design of resolution R, he will have a complete factorial design in the effective variables if his conjecture is justified. This idea is illustrated in Figure 3 , which projects a 2' pattern in every subspace of two dimensions.
FIGURE 3 :
A 23-i design showing the remaining design if one of the three variables has no effect.
Example o f a z3-' Fractional Factorial Design with Resolution 111
In the previous work [3] , floor particle board from Orkla, Norway, was tested in a Cone Calorimeter [I] . The design is given in Tables 8 and 9. The objective of the work was to investigate the rate of heat release (RHR) and the production of carbon monoxide as a function of heat flux, plate thickness and moisture content. 9 : Test design for Orkla particle board.
Orkla particle board.
I T M= number
#9-#12
#13-#15
+ + ' These tests were unfortunately not run for a time period long enough to read maximum CO-consentration. At this time the fire was smouldering. These effects have been compared with the standard deviations (Table 10) to separate effects from noise. The interaction effects are assumed to be negligible. Small effects compared to an estimate (Eq. (2b)) are underlined, while more significant effects are double underlined.
The units of the effects are the same as that of the response parameters. Results that need interpretation and discussions, can now be obtained from Table 11 . All input variables have significant effects. A more reliable analysis of the interaction effects is obtained by performing the tests belonging to the unmarked corners of Figure 2 , which will give a full factorial design. Note that if only the time to I.peak RHR was under investigation, the thickness has no effect, and we would have a complete factorial design in the remaining variables.
RESPONSE SURFACE METHOLOGY
The goal of many test programmes is to express the response, or yield, in terms of a mathematical model. The yield can be regarded as a surface in one, two or multiple dimensions. The algorithm to make and check a linear model for the yield y as a function of two variables x, and x, is simple. The linear model may be expressed as :
assuming that the effect of each variable is additive and linear, and that no interactions exsist.
p, is the average of all measured yields in any level combination in the design, P, and P, are constants which express the effects of the two factors, and E is the error (or the noise).
The variables previously given by plus and minus signs are in this example coded as x, and x, such that when the actual level values are inserted, the coded variables equals either -1 or + l . In the centre of the design, the values of x are zero. Note that coding can be done at more than three levels [2] . The constant PI is easily calculated, since is can be shown that P, equals half of the effect of variable 1 in a full factorial design, and equally for P,. The interaction effect between two variables can be handled by adding a term of the type + P,z x , . X, to the model.
Further on it is usual to perform a curvature check, an estimation of error and to make a contour diagram of the response. The next step then may be to generate a second test design in the direction of steepest ascent of the response surface.
Weather Eq. (4) describes the response surface properly or not, may be checked using a special ANOVA. This may indicate that a nonlinear model would fit better. For each model this must be checked using the above algorithm until the required accuracy is obtained.
CONCLUSIONS
This paper is not enough to educate fire scientists to be better experimenters, will rather open their eyes to a powerful tool in their work. Box, Hunter & Hunter [2] provides a good start. Further information is available [4] if the experimenter deals with several response variables at the same time, such as with the Cone Calorimeter, and wants to investigate the connections between for example the RHR and the production of CO,. Statistics is often regarded as a difficult profession. On the other hand, the more knowlegde of statistical planning, the more the experimenter is able to use it.
The work presented in this paper and in the previous work 131 clearly demonstrates that efficient statistical planning of fire experiments is a helpful tool to reduce time consumption seeking conclusive, statistically valid results.
