We study the nonparametric estimation of a decreasing density function g 0 in a general s-sample biased sampling model with weight (or bias) functions w i for i = 1, . . . , s. The determination of the monotone maximum likelihood estimatorĝ n and its asymptotic distribution, except for the case when s = 1, has been long missing in the literature due to certain nonstandard structures of the likelihood function, such as nonseparability and a lack of strictly positive second order derivatives of the negative of the log-likelihood function. The existence, uniqueness, self-characterization, consistency ofĝ n and its asymptotic distribution at a fixed point are established in this article. To overcome the barriers caused by nonstandard likelihood structures, for instance, we show the tightness ofĝ n via a purely analytic argument instead of an intrinsic geometric one and propose an indirect approach to attain the √ n-rate of convergence of the linear functional w iĝn .
Introduction.
1.1. Background and problem formulation. The estimation of a density function is a fundamental problem in nonparametric statistics. A monotone constraint may arise naturally and is often assumed. Grenander (1956) showed the maximum likelihood estimator (MLE) of a decreasing density function is the derivative of the least concave majorant of the empirical distribution. Its theoretical properties are studied by Prakasa Rao (1969) , Barlow et al. (1972) , Groeneboom (1985) and Dümbgen, Wellner and Wolff (2016) , among others. Nonparametric estimation under monotone constraints in various statistical problems has been studied.
For instance, Huang and Wellner (1995b) studied monotone density and hazard estimation for right censored survival data, and Groeneboom and Wellner (1992) studied interval censoring data. A comprehensive survey of nonparametric estimation problems under shape constraints can also be found in Groeneboom and Jongbloed (2014) .
Existing methods mostly require that the observed data be a simple random sample from the underlying population. Biased sampling, however, often arises in practice when a unit is preferentially sampled based on its value. This is often due to the method of selection such that units in the study population do not have equal chances of being recorded. Many examples exist in the literature. For instance, a large herd is more likely to be sampled in wildlife [Cook and Martin (1974) ], a more long-lived survivor is more likely to appear in a prevalent cohort [Wang (1991) ], a long textile fiber is more likely to be picked from a bulk of fibers in intersect sampling [Cox (1968) ]. Other examples are given in Patil and Rao (1978) and Drummer and McDonald (1987) among others.
Suppose s ≥ 1 sampling methods are adopted, each resulting in a different form of sampling bias. This is called a s-sample biased sampling model and the corresponding estimation of a distribution function was studied by Vardi (1985) and Gill, Vardi and Wellner (1988) . Our primary goal is to study the estimation of a decreasing density function under a s-sample biased sampling model. It is noteworthy that if only one set of biased samples is available, that is, s = 1, the problem of the monotone density estimation can be carried out via the classical method [Grenander (1956) ] based on properly transformed samples, which has been studied by El Barmi and Nelson (2002) . This is feasible due to an invariance principle which allows a one-to-one mapping between the two densities. This approach, however, cannot be directly extended to s > 1 as such an invariant structure is no longer available. To the best of our knowledge, a general solution to this problem has long been missing due to several nonstandard features of the likelihood function, which will be discussed in Section 1.3.
More precisely, we consider the following estimation problem. Let G 0 be a fixed but unknown distribution function with a decreasing density g 0 supported on a bounded interval [a, b] , where 0 ≤ a < b < ∞. Assume that there are s known positive weight (or bias) functions w i (i = 1, . . . , s). Suppose we obtain s independent samples X i1 , . . . , X in i (i = 1, . . . , s), each X ij independently follows the biased distribution F i (i = 1, . . . , s, j = 1, . . . , n i ), such that From now on, without ambiguity, we also regard L n as the likelihood function. The monotone MLEĝ n ∈ G is then defined such that L n (ĝ n ) ≥ L n (g) for all g ∈ G. Our goal of this article is to characterize the properties of and to establish the limiting distribution ofĝ n at a fixed point t 0 ∈ (a, b). We shall prove the following theorem. where Y arg max t {W (t) − t 2 }, W (t) (t ∈ R), is the standard two-sided Brownian motion with W (0) = 0, n = s i=1 n i and λ i = lim n n i /n > 0.
Examples of applications.
Multisample selection bias often arises when data are collected from multiple sampling plans. Examples include outcome dependent enriched sampling in medical studies [Wang and Zhou (2006) , Kang, Nelson and Vahl (2010) ] and endogenous stratified sampling in economics [Hausman and Wise (1981) , Imbens and Lancaster (1996) ]. In these cases, biased samples are collected in addition to a random sample. Such sampling designs are often considered more focused and economical than random samples from a population. Multisample selection bias also occurs frequently in combining different data sources. For example, an unbiased sample and a duration-biased sample are formed when the Surveillance, Epidemiology and End Results (SEER) data are linked to the Medicare data [Chan and Wang (2012) ]. Since Medicare data are only available from 1986 but SEER data are available from 1973, the linked data excludes the SEER subjects who died before 1986. Hence, subjects with cancer diagnosis before 1986 forms a duration-biased cohort in the combined data while subjects with cancer diagnosis on or after 1986 forms an unbiased cohort. Patil (1984) combined travel survey data collected from hotels and frontier stations in Morocco, where the samples collected from hotels are biased toward longer sojourn times. Other examples of multiple-sample selection bias include the measurement of velocities of moving vehicles by multiple moving observes traveling at different velocities [Smith and Parnes (1994) ], the sampling of time from a disease incidence to a failure event from multiple prevalent cohorts with different time trends of disease incidence [Wang (1991) ] and the collection of survival data from multiple study sites with different reporting delay distributions [Wang (1992) ].
1.3. An overview of our approach. We first show that the maximizer of L n must be a step function. We then show that the monotone MLE exists uniquely, and can be evaluated via a self-induced characterization through the use of an isotonic regression problem, in which we need to choose a diagonal matrix with positive entries. In particular, we choose the first term of the second-order derivative of the negative of the log-likelihood function, which is always positive and is also the dominating term for a large enough n. There is a special feature of the presence of the linear functional w iĝn in the log-likelihood function making it nonseparable; hence, we aim to establish that | w iĝn − w i g 0 | = O p (n −1/2 ) so that we can essentially replace w iĝn with w i g 0 in most of the calculations for deriving various estimates. To this end, we have a set of preparatory lemmas. More specifically, we first show thatĝ n is bounded in probability and use this to obtain a L 2 -rate of convergence ofĝ n from its rate of convergence in Hellinger distance. Unlike the one-sample unbiased case where the maximum likelihood estimator can be characterized as the left-continuous slope of the least concave majorant of the empirical distribution, such a geometric interpretation is lacking here. We cannot directly extend the tightness results of Woodroofe and Sun (1993) to the s-sample case, which will be needed for our proofs, as they use the geometric configuration of the Grenander estimator in their proof. Thus, we seek an alternative analytic argument to show the tightness of the monotone MLE. After obtaining this crucial rate of convergence of w iĝn , the local consistency ofĝ n , and hence the asymptotic distribution ofĝ n at a fixed interior point can then be obtained. More detailed explanations and relevant connections with the existing literature are provided in each section. An additional comparison with the interval censoring problem (case 2) studied in Groeneboom (1996) is given in the discussion, where his proposed problem and ours both possess the nonseparability in the log-likelihood function.
1.4. Organization. The remainder of this paper is structured as follows: Section 2 describes the notation and some relevant technical assumptions. Discussions on the existence, uniqueness and characterization of the monotone MLE are included in Section 3. Section 4 establishes the consistency of the monotone MLE. Section 5 studies the rates of convergence of the monotone MLE and its linear functionals, and contains the majority of our notable methodologies. Those results are then used for establishing the asymptotic distribution of the monotone MLE in Section 6. Concluding remarks are given in Section 7. Numerical demonstrations and part of the technical details and proofs of our theoretical results will be relegated to the supplementary material [Chan et al. (2018) ].
Notation and assumptions.
Consider the biased sampling model introduced in Section 1.1. Denote n s i=1 n i . For i = 1, . . . , s, the empirical measures from X i1 , . . . , X in i ∼ F i will be denoted as F i,n i , where the measure F i has a density f i with respect to Lebesgue measure. In the rest of this article (including the supplementary material [Chan et al. (2018) ]), if clarity of the dependence of g n on an element ω of the sample space is demanded, we shall explicitly writê g n (x, ω) ; otherwise, we shall only writeĝ n (x) for simplicity. For other functions, we shall follow the same custom. The indicator for a set A will be denoted by 1(A).
Before we proceed further, we shall state the regularity conditions adopted in the whole article. (B) The true unbiased decreasing density g 0 is differentiable on the interior of its support (a, b), with 0 < inf t∈ (a,b) 
0 are Lipschitz continuous.
Our main theorem concerns the asymptotic distribution ofĝ n at a fixed point t 0 ∈ (a, b). The conditions on g 0 in Assumptions (B) and (C) are similar to Assumptions (A1) and (A2) imposed in Theorem 1.1 in Groeneboom, Hooghiemstra and Lopuhaä (1999) , which assists in deriving the asymptotic normality of a suitably rescaled version of the L 1 error of the Grenander estimator; while the lower boundedness condition on w i in Assumption (C) is also used in El Barmi and Nelson (2002) . Assumption (D) is used to ensure the permanence of the Donsker property after Lipschitz transformation and the rate of convergence of certain integrals in connection to the L 2 -convergence (ĝ n − g 0 ) 2 in Lemma 5.6.
For any function H on [0, ∞) with H (0) = 0, we define the least concave majorant (LCM) H of H to be the smallest concave function that dominates H over [0, ∞) with H (0) = 0. Clearly, as H is concave, its derivative is nonincreasing. Given points {(x i , y i )} n i=0 with x 0 = y 0 = 0 and x 0 < x 1 < · · · < x n , consider the right-continuous step function P such that P (x i ) = y i and it remains constant on each interval [x i , x i+1 ) for i = 0, . . . , n − 1. Denote the R n -vector of leftderivatives of the least concave majorant of P computed at the points (x 1 , . . . , x n ) by slolcm{(x i , y i )} n i=0 .
3. Existence, uniqueness and characterization of the monotone MLEĝ n . Since the observations are from a continuous distribution, we assume that there are no ties. Let a = T 0 < T 1 < · · · < T n be the order statistics of all X ij 's. As in many other nonparametric estimation problems with monotone shape constraints, the monotone MLE in the current problem must be a step function with jumps only at the observations as shown below. 
PROOF. See the details provided in Section 8 of the supplementary material [Chan et al. (2018) ].
3.1. Existence and uniqueness of the monotone MLEĝ n . For a given sequence of T 0 < T 1 < · · · < T n , define G T to be the (samplewise-) set of all left continuous decreasing piecewise constant densities with jumps only at the order statistics T i 's.
Define also c jk
w j (y) dy > 0. Proposition 3.1 suggests that we only have to look for the maximizer of L n in G T , which is equivalent to the resolution of the following maximization problem with the objective function
Then, for each n ∈ N, with probability one, K n is compact. The original problem can be recovered through the transformation z i = g (T i ) and c jk = Note that the log-likelihood function of (3.1) is neither concave nor convex in z. We define p i log z i for z i > 0, otherwise if
Note that at least one of the z i 's is positive and so p i 's cannot be all equal to −∞, and henceL n is well defined. Then it can be shown thatL n is concave in p = (p 1 , . . . , p n ) (as shown in Proposition 8.1 in the supplementary material [Chan et al. (2018) ], see also Davidov and Iliopoulos (2009) ). With the concavity ofL n , it can also be shown that, with probability one, the monotone MLEĝ n for the true unbiased density g 0 uniquely exists for each n ∈ N; see Proposition 8.2 in the supplementary material [Chan et al. (2018) ] for details.
3.2. Characterization of the monotone MLEĝ n via theory of isotonic regression. Self-induced characterization in the estimation of monotone function has become prevalent since the work of Groeneboom and Wellner (1992) . One of the developments is to connect isotonic regression problems with self-induced characterization; this approach relies on a suitable choice of a diagonal positive definite matrix in a quadratic programming problem that closely links to the original maximization problem.
To tackle our present problem, we here advocate the approach in Banerjee (2007) and Groeneboom and Wellner (1992) . However, due to the nonseparateness of the arguments in the log-likelihood function, we propose an alternative function ψ n which is the negative log-likelihood function of all the data instead of just one single datum. That is,
However, ψ n is not necessarily strictly convex (also see Proposition 8.1 in the supplementary material [Chan et al. (2018) ]), and
may not always be strictly positive therefore
's cannot immediately serve as the diagonal entries in the positive definite matrix mentioned above. A proper choice of matrix plays a critical role so that the methodologies in Banerjee (2007) and Groeneboom and Wellner (1992) can be implemented in our setting. We therefore note that the cumulative sums of these diagonal elements of the matrix are essentially the first coordinates of the corresponding isotonic regression problem (Proposition 3.2); its increasing structure results in a natural geometry of the solution of that regression problem. Therefore, to maintain this plausible approach, alternative candidates other than
's have to be suggested in order to keep this monotonic structure. In particular, we here choose
, which is always positive and is actually the first term of
, to form that positive definite matrix.
PROPOSITION 3.2. The maximizerẑ of (3.1) subject to (3.2) satisfies
PROOF. See Section 8 of the Supplementary Material [Chan et al. (2018) ] for details.
Without ambiguity, we shall useẑ i andĝ n (T i ) interchangeably depending on the actual context. Following Proposition 3.2, we consider some processesG n,ĝ n , G n,g 0Ũn,ĝn andŨ n,g 0 , which will be defined next. Our main theorem concerns the asymptotic distribution ofĝ n at a fixed interior point t 0 in the support of g 0 . Define
Then, from Proposition 3.2,
. Define the normalized and localized version of G n,ĝ n (t) and U n,ĝ n (t) as follows:
Finally, we define the theoretical counterpart processŨ n,g 0 asŨ n,ĝ n andG n,g 0 asG n,ĝ n , respectively, withĝ n being replaced by g 0 , that is,
Following established approaches, the determination of the asymptotic distribution of the monotoneĝ n relies on the asymptotic distribution ofG n,ĝ n andŨ n,ĝ n , both of which can be determined via the establishment of the asymptotic equivalence ofG n,ĝ n andG n,g 0 and that ofŨ n,ĝ n andŨ n,g 0 , and then through the finding of the asymptotic distributions ofG n,g 0 andŨ n,g 0 . However, in showing the asymptotic equivalence ofŨ n,ĝ n andŨ n,g 0 , the choice of
, and the nonseparability of the arguments in the log-likelihood function require additional analytic treatment that involves techniques beyond those illustrated in Banerjee (2007) ; see Section 5 for a more detailed discussion. Essentially, we develop a notable approach on first obtaining the √ n-convergence of w iĝn in Proposition 5.8 in order to establish the asymptotic equivalence ofŨ n,ĝ n andŨ n,g 0 . 
Consistency of the monotone MLEĝ
To obtain the consistency ofĝ n with the appropriate rate of convergence, we show item (iv) in the following proposition, which is a consequence of items (i) to (iii). 
PROOF. See the details provided in Section 9 of the supplementary material [Chan et al. (2018) ].
5.
Rates of convergence of the linear functional w iĝn and the monotone MLEĝ n .
5.1. Rate of convergence of the linear functional w iĝn . To establish the asymptotic equivalence ofŨ n,ĝ n andŨ n,g 0 , the minimum order o p (n −1/3 ) of the term n k=1 g 0 (T k )c ik − w iĝn is necessary. In this subsection, the main result to be obtained is the fact that w iĝn − w i g 0 = O p (n −1/2 ), which is given in Proposition 5.8. The proof of this result requires several intermediate lemmas, and we here briefly describe the crux of their arguments. By invoking two noncanonical rudimentary results related to order statistics (Lemma 5.1 and Corollary 5.2), we develop a new purely analytic approach to establish the boundedness in probability ofĝ n instead of using the geometric configuration of the Grenander estimator in the existing literature; see Lemma 5.3. The multisample and the self-induced characterization nature ofĝ n makeĝ n substantially different from the Grenander estimator,ĝ GE n , corresponding to the 1-sample unbiased case, in which the Grenander estimatorĝ GE n can be characterized as the left-continuous slope of the least concave majorant of the empirical distribution. By using this geometric interpretation ofĝ GE n , Woodroofe and Sun (1993) showed that if 0 < g 0 (0+) < ∞, then
where 1 , 2 , . . . are partial sums of i.i.d. standard exponential random variables. In our present situation, such a geometric connection is absent and we therefore utilize some pure analytic arguments that lead to a similar bound in the spirit of (5.1), yet allow more room for further generalization; see Lemma 5.1, Corollary 5.2 and Lemma 5.3. From (9.1) in the proof of Proposition 4.1, we can also obtain a rough rate of Hellinger distance h(f i,n , f i ). Together with the boundedness in probability ofĝ n , we can establish a rough, but fast enough for our later development, L 2 -rate of convergence off i,n , and hence that ofĝ n ; see Lemma 5.4 for details. We next implement the approach from Huang and Wellner (1995a) , by using Karush-Kuhn-Tucker conditions, we can "insert" any function γ such that
Using suitable choices of γ , together with the L 2 -rate of convergence ofĝ n and the Donsker class property of a class of modified version ofĝ n , we obtain the key equation (5.5) in order to deduce the desired √ n-convergence of w iĝn (Lemma 5.6). The form of (5.5) motivates us to consider a linear system by suitably choosing a number of γ 's for which s linearly independent equations involving w iĝn will then result. Direct matrix inversion immediately gives
To the best of our knowledge, methods for handling s linear functionals of this kind simultaneously are rare in the literature.
Next, we then show that 
PROOF. See the details provided in Section 10 of the Supplementary Material [Chan et al. (2018) 
PROOF. See the details provided in Section 10 of the Supplementary Material [Chan et al. (2018) ].
LEMMA 5.3. The monotone MLEĝ n is bounded above in probability, that is,
Remark: we also have sup x∈ [a,b] 
PROOF. In the Supplementary Material [Chan et al. (2018) ], we show that
Note that sinceẑ n =ĝ n (T n ), T n a.s.
→ b, and Proposition 4.1(iii) implies thatĝ
To prepare for the proof of Lemma 5.6, we provide the first batch of rough estimates of the rate of convergence.
LEMMA 5.4. For each i = 1, . . . , s:
LEMMA 5.5. For any function γ , we have
Next, we choose a particular form of function γ to facilitate the subsequent proof. For some constants α i 's and β, define γ α,β : (0, ∞) × [ n → λ i as n → ∞, γ α,β n is then well defined for large enough n and this observation is used in the following Lemma 5.6. Note that we are only concerned with the asymptotic behaviors ofĝ n and the linear functional w iĝn , and so it suffices to consider γ α,β for large enough n.
LEMMA 5.6. For all large enough n, γ α,β n is a well-defined function and
(5.5)
PROOF. For notational simplicity, we shall write γ n for γ α,β n in this proof. Consider all enough large n such that n i n ≥ λ i /2 > 0 for each i so that γ α,β n is well defined. From (5.3), by separating the terms in the first sum into s-sample, we have
and the last equality follows from the
. . , n 1 , be the order statistics from the first sample X 1j , j = 1, . . . , n 1 . Observe that, for some universal constant L, 
, by writing (5.6) in terms of empirical measures F i , we obtain
By applying a change of variable formula
By telescoping and rearranging the terms, we obtain
(i) Let F {f : R → R : f is decreasing and 0 ≤ f ≤ g 0 (a)}, and F i {f :
2 , 1]}, for each i = 1, . . . , s, which is a class of constant functions. For A 1 , note that
Clearly, {g n } ⊂ F . Define Vaart and Wellner (1996) ], where all functions in each family are also uniformly bounded, all the conditions in Theorem 2.10.6 in van der Vaart and Wellner (1996) are satisfied and we can conclude that * is also a Donsker class. 
where
For I 1 , note that
by the boundedness of w i , the Lipschitz continuity of x → γ n (x)/x and Lemma 5.4. Hence, by (5.7), (5.9), the fact that
Changing the variable dF i (x) = f i (x) dx on the left-hand side, we obtain
Telescoping the denominator on the left-hand side and using the fact that w i (g 0 − g n ) = O p (n −1/4 ) from Lemma 5.4(ii), and noting that
where the last equality follows from Lemma 5.4(iv). In light of this result, without changing the overall order, we can replace γ n (ĝ n (x)) by γ n (g 0 (x)) in the first integral on the left-hand side of (5.10) to obtain (5.5).
n f i ≥ m, n be the s × s diagonal matrix with elements n i n in order and
Also define S, W and to be the limiting versions of S n , W n and n , respectively, such that S
and is the diagonal matrix diag(λ 1 , . . . , λ s ).
LEMMA 5.7. (i) For all large enough n, the rank of the matrix n W n n − n is s − 1.
(ii) The rank of the matrix W − is also s − 1.
PROOF. We shall only prove part (i), as part (ii) is completely analogous. Consider all large n such that n i n ≥ λ i 2 > 0 for each i. Using Theorem 5.19 in Perlis (1991) , it suffices to show that n W n n − n is singular and has a (s −1)×(s −1) nonsingular principal submatrix. Denote 1 (1, . . . , 1) and
Direct computation gives (W n − n )1 = 0. Therefore, W n − n has eigenvalue 0, implying that it is singular. Now, let n,b diag(
n . Applying the Cauchy-Schwarz inequality to (
where the strict inequality follows as 
Recall that S n = s k=1 n k n f k . Clearly, we have some systematic representations for the terms in (5.5) as follows:
( 5.13) and for x ∈ [a, b],
Note that w i g 0 and n i /n are nonzero. Hence, we can find scalar d (n) ki 's such that (ii) Let V n D n − A. Combining (5.5), (5.14) and (5.15), we have
If V n were nonsingular, the result would follow immediately; however, using (5.16), for a nonsingular choice of A, V n = A −1 n ( n W n n − n ) exactly has rank s − 1 by Lemma 5.7, therefore, V n is rank deficient. On the other hand, in the proof of Lemma 5.7, we know that the principal submatrix obtained by deleting the last row and last column of n W n n − n is nonsingular. This implies that the first s − 1 rows of n W n n − n are linearly independent. Choose A to be the identity matrix, then since n is diagonal, it follows that the first s − 1 rows of V n are also linearly independent. Denote v n,1 , . . . , v n,s−1 to be the first s − 1 rows of V n . To complete the proof, we construct a vector that is linearly independent of (v n,1 , . . . , v n,s−1 ).
Clearly,
and for x ∈ [a, b],
Let q n (
) . Following (5.18), (5.19) and the fact that where ·, · is the standard inner product on Euclidean space. In the proof of Lemma 5.7, we know that ( n W n n − n )1 = 0.
Note that V n = AW n n − A. As the integrands in W n are bounded, W n → W by bounded convergence theorem. Also, n → diag(λ 1 , . . . , λ s ). Therefore, V n → A ( −1 W − ). Similar to the discussion of V n , we see that the first s − 1 rows of V are linearly independent. Moreover, q n → q (λ 1
. Using the same argument for the linear independence of {v n,1 , . . . , v n,s−1 , q n }, we see that {v 1 , . . . , v s−1 , q} is also linearly independent.
In addition, (v n,1 · · · v n,s−1 q n ) → (v 1 , . . . , v s−1 , q) . By their nonsingularities, the convergence of the inverses is warranted:
As a finitely linear combination of terms of the common order O p (n −1/2 ), each component of η n preserves the same order of convergence. Hence, the result follows.
LEMMA 5.9. For each i = 1, . . . , s, we have
COROLLARY 5.10.
PROOF. The claim follows directly from Proposition 5.8 and Lemma 5.9.
5.2.
Rate of convergence of the monotone MLEĝ n . To establish the asymptotic equivalence ofG n,ĝ n andG n,g 0 and that ofŨ n,ĝ n andŨ n,g 0 , the local consistency ofĝ n at an appropriate rate, particularly of order around 1/3 if not too less (see Proposition 5.13), is necessary in addition to the result
Essentially, for each target point t 0 , we want to show that certain events have arbitrarily small probability. To this end, we first aim to show that there is an arbitrarily high probability thatĝ n has a jump in an interval of the form (t 0 − R, t 0 − Cn −1/3 ] for large enough n. This result can be ensured by the uniform consistency ofĝ n in Proposition 4.1(iv).
Then, by considering a sample point for whichĝ n has a jump in that interval, the key inequality in proving Proposition 5.13 is (10.23) in the Supplementary Material [Chan et al. (2018) ], which is similar to the one in the proof of Lemma 2.1 in Banerjee (2007) and to (5.20) in Groeneboom and Wellner (1992) . All of these inequalities could actually be obtained by considering Karush-Kuhn-Tucker optimality conditions; also see (8.2) and (8.3) in the Supplementary Material [Chan et al. (2018) ]. The inequalities in Banerjee (2007) and Groeneboom and Wellner (1992) involve expressions that contain estimatorsψ n (z) andF n (T i ), which can be bounded by the same expression with ψ(z 0 ) and F 0 (t 0 ) in place ofψ n (z) and F n (T i ), respectively. However, we can only replaceĝ n (T j ) by g 0 (t 0 ) in the first term of the corresponding expression in (10.23) as there is no direct comparison between the magnitudes of w iĝn and w i g 0 , in which the former appears in the second term of that expression. Nevertheless, by using the √ n-convergence of w iĝn as explained before, we are still able to show that the event considered in (10.24) has an arbitrarily small probability; see Lemma 5.11. The proof of the local consistency ofĝ n with n −1/3 -rate then follows from the arguments as that developed in Groeneboom and Wellner (1992) and Banerjee (2007) .
LEMMA 5.11. For any ε > 0, there exist C 0 > 0 and R 0 > 0 such that for any C ≥ C 0 and 0 < R ≤ R 0 , we have
for all sufficiently large n; here,
LEMMA 5.12. For any ε > 0, there exist C 1 > 0 and R 1 > 0 such that for any C ≥ C 1 and R ≤ R 1 , we have
for all sufficiently large n; hereĨ n [t 0 − Cn −1/3 , t 0 + R).
PROOF. See the details provided in Section 10 of the Supplementary Material [Chan et al. (2018) ]. PROPOSITION 5.13. For any K 1 > 0, we have
LEMMA 5.14. Given ε > 0 andC > 0, there existD > 0 andR > 0 such that for large enough n,
6. Asymptotic distribution of the monotone MLE. Let B loc (R) denote the space of all locally bounded real functions on R endowed with the topology of uniform convergence on compacta.
6.1. Asymptotic distributions ofG n,ĝ n andŨ n,ĝ n . In Lemmas 6.1 and 6.2, we first establish the asymptotic equivalence ofG n,ĝ n andG n,g 0 and the asymptotic equivalence ofŨ n,ĝ n andŨ n,g 0 , respectively.
PROOF. See the details provided in Section 11 in the Supplementary Material [Chan et al. (2018) 
PROOF. See the details provided in Section 11 in the Supplementary Material [Chan et al. (2018) ].
In showing the asymptotic equivalence ofŨ n,ĝ n andŨ n,g 0 in Lemma 6.2, the choice of
for the diagonal elements of the positive definite matrix used in the proof of Proposition 3.2 will lead to incomplete cancellation of terms when applying Taylor's expansion theorem. Therefore, we require the results in Section 5 in order to complete the proof. In addition, the function φ(x, ·), which is the negative log-likelihood of a single datum, as previously mentioned, appears inB n,ψ n andB n,ψ of Lemma 2.4 in Banerjee (2007) as a function of one variable; while our presently proposed ψ n , the negative loglikelihood function of all the data, appears inŨ n,ĝ n andŨ n,g 0 as a function of n variables. This is because unlike the monotone response model considered in Banerjee (2007) , where separability of the arguments in the log-likelihood function can be achieved, such a mathematical simplification does not appear in our present problem. Indeed, in Banerjee (2007) , the negative of the log-likelihood function is n i=1 φ (X i , ψ(Z i ) ) while the corresponding expression in our case ψ n (z 1 , . . . , z n ) = − n j =1 log z j + s i=1 n i log( n k=1 z k c ik ). As a result, unlike in the proof of Lemma 2.4 in Banerjee (2007) , where algebraic cancellation of some terms could be ensured when applying Taylor's series expansion theorem, we are actually confronted with more terms, where the determination of their orders could not be resolved by applying any common approach available in the literature. More specifically, the minimal possible order o p (n −1/3 ) of the term n k=1 g 0 (T k )c ik − w iĝn would be needed. Corollary 5.10 fills this important gap. In light of the asymptotic equivalence ofG n,ĝ n andG n,g 0 and that ofŨ n,ĝ n andŨ n,g 0 , it suffices to find out the asymptotic distributions ofG n,g 0 andŨ n,g 0 , which will be established in the following Lemmas 6.3 to 6.5, respectively, by using arguments as developed in van der Vaart and Wellner (1996) . LEMMA 6.3. The processG n,g 0 (t) converges uniformly in probability to the identity function on any compact interval [−K, K], for any K > 0.
where PROOF. See the details provided in Section 11 in the Supplementary Material [Chan et al. (2018) ].
LEMMA 6.5.Ũ n,g 0 converges weakly in B loc (R) to the process U defined by
, with the topology of L 2 -convergence on compacta. For α, β > 0, define the process
Our main theorem, Theorem 6.6, can be proven using continuous-mapping arguments for slopes of least concave majorant estimators as illustrated by Banerjee (2007) . The main ingredients of the proof will be the asymptotic distributions of G n,ĝ n andŨ n,ĝ n discussed in Section 6.1. Finally, the asymptotic distribution ofĝ n at t 0 ∈ (a, b) is a direct consequence of Theorem 6.6 and follows the argument as in Banerjee (2007) ; see Theorem 1.1.
As in equations (6.7)-(6.9) in Banerjee and Wellner (2001) , it is easy to see that
as a processes indexed by t ∈ R. Using switch relationship, we also know that
Hence, we obtain Theorem 1.1. Groeneboom (1996) . A comprehensive piece of work that also deals with nonseparated log-likelihoods in monotone function models is Groeneboom (1996) , which studied the estimation of survival functions under case-2 interval censoring. Here we provide a detailed comparison between the approach in Groeneboom (1996) and ours:
Discussion.

Comparison with
1. The indicator function 1 [0,·) in Lemma 4.4 and g in Corollary 4.3 in Groeneboom (1996) play similar roles as w i in our Proposition 5.8 in the sense that they appear in certain linear functionals whose rates of convergence are demanded for establishing the asymptotic distribution of the corresponding estimators at a fixed interior point. The 1 [0,·) (resp., g) in Groeneboom (1996) are quite arbitrary and the corresponding statement in Lemma 4.4 (resp., Corollary 4.3) is valid uniformly in t (resp., g in a suitable class of functions). On the other hand, as long as Assumptions 2.1 are satisfied, our Proposition 5.8 holds. Therefore, there is also flexibility for the choices of w i but the problem setting requires them to be fixed at the first place. In principle, √ n( wĝ n − wg 0 ) = O p (1) should also hold uniformly in w over a suitable class of functions; however, this is not of our primary concern in this article and, therefore, we do not discuss in details.
2. The proof leading to Lemma 4.4 in Groeneboom (1996) and that for our Proposition 5.8 are very different. In his case, due to a missing data structure, integral equation (3.8) is constructed by considering the score operator and its adjoint, but we do not have such a missing data structure in our present problem. Instead, we make use of the Karush-Kuhn-Tucker conditions to prove Lemma 5.5 and its more useful corollary Lemma 5.6. In particular, Groeneboom (1996) uses (4.29) to defineθ t,F that links the linear functional of interest as indicated in (4.36). This is similar in spirit to our γ α,β n in Lemma 5.6 and γ n,k in Lemma 5.8. Whilẽ θ t,F serves as a transformation of 1 [0,t) and g through the solution to the integral equation (4.29); our γ n,k in Lemma 5.8 is defined so that we can form an invertible matrix transformation to recover the rate of convergence of the linear functional w iĝn due to our multiple samples mechanism. 3. Moreover, in the proof of Lemma 4.4 in Groeneboom (1996) , two crucial estimates are required, namely (4.39) being obtained using the L 2 -rate of convergence ofF n and (4.42) being a consequence of Donsker class of the set of functions involvingθ t,F . In our case, the corresponding results would be Lemma 5.4(iv) for (4.39) and the fact that a class of functions related to γ α,β n is a Donsker class; see (5.8), for (4.42). In particular, in deriving the (squared) L 2 -rate of convergence of g n from its rate of convergence in Hellinger distance in Lemma 5.4, the crucial fact thatĝ n (a+) = O p (1) is required (Lemma 5.3).
4. After proving Lemma 4.4 and Corollary 4.3 in Groeneboom (1996) , the remaining steps to derive the asymptotic distribution of the estimator at a fixed interior point are relatively similar to other monotone-constrained estimation problems such as that in Groeneboom and Wellner (1992) and Banerjee (2007) . In particular, the proofs of Lemma 4.5, (4.56) and (4.57) are analogous to our proofs of Lemmas 5.11 and 5.12; Lemma 4.6 in Groeneboom (1996) is analogous to Proposition 5.13; Theorem 4.4 in Groeneboom (1996) corresponds to the derivations in our Section 6. 7.2. Concluding remarks. In this article, we study nonparametric estimation of a decreasing density function g 0 in a s-sample biased sampling model, and provide the existence, uniqueness, self-characterization, consistency, rates of convergence and asymptotic distribution of the maximum likelihood estimator at a fixed interior point. The major challenges come from nonseparability and a lack of strictly positive second-order derivatives of the negative of the log-likelihood function. We have developed notable arguments to establish the tightness of the monotone MLE and the rate of convergence of the linear functionals of the estimator, which are key ingredients to complete the proof of asymptotic distribution.
The self-characterization of the monotone MLE suggests an iterative algorithm to compute the MLE. An initial estimator can be obtained as the slope of the least concave majorant of the distribution function estimator of Vardi (1985) , and an update of the estimator is defined as the solution of the right-hand side (3.5). These updated values will then serve as the initial values for the next iteration and the procedure will continue iteratively until convergence.
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SUPPLEMENTARY MATERIAL
Supplement to "Estimation of a monotone density in s-sample biased sampling models" (DOI: 10.1214/17-AOS1614SUPP; .pdf). In the supplementary paper, we provide the proofs for Propositions 3.1, 3.2, 4.1 and 5.13, Lemmas 5. 1, 5.2, 5.4, 5.5, 5.9, 5.11, 5.12, 5.14, 5.15, 6.1, 6.2, 6.3, 6 .4 and 6.5, Theorems 1.1 and 6.6. In addition, we also state and prove the fact that the functionL n defined in (3.3) is concave in p in Proposition 8.1, and hence establishes the unique existence ofĝ n in Proposition 8.2.
