Historians have traditionally relied on close readings of select primary sources to evaluate linguistic and discursive changes over time, but this approach can be limiting in its scope. Numeric representations of language allow us to statistically quantify and compare the significance of discursive changes and capture linguistic relationships over time. Here, we compare two deep learning methods of quantitatively identifying the chronology of linguistic shifts: RNN classification and RNN language modeling. In particular, we examine deep learning methods of isolating stylistic from topical changes, generating "decade embeddings," and charting the changing average perplexity in a language model trained on chronologically sorted data. We apply these models to a historical diplomatic corpus, finding that the two world wars proved to be notable moments of linguistic change in American foreign relations. With this example we show applications of text-based deep learning methods for digital humanities usages.
Introduction
Humanists appreciate that linguistic change over time can reflect critical shifts in historical context, whether in discourse, ideology, or access to communications technology (Nickles 2003; Juola 2003; Mullaney 2017) . Traditionally, historians have relied on a combination of contextual research and close readings of primary sources to identify the changing meaning of words as a historically contingent part of an evolving language. For example, using primary sources culled from newspapers and police records, George Chauncey (1994) argues that the tense Cold War atmosphere and the end of the Prohibition changed the meaning of the term "gay" from being a descriptive quality of male identity based on gender (masculinity; effeminacy) to a narrowed binary aligned with sexual preference (heterosexual and homosexual). 2 Chauncey's pointed analysis is an example of close reading approaches to diachronic linguistic analysis in historical context, identifying the exact circumstances for dramatic change among complex factors. We can also approach diachronic linguistic change with computational methods which offer the advantage of scale. Close reading-based approaches are valuable in revealing causal linkages in culture and language but can be limiting when the temporal and topical scope of a project increases. Most historical analyses of semantics tend to specialize in a particular topic, focusing on terms such as "liberalism" and "democracy," and are often temporally confined to an era such as the postwar period or the Gilded Age. Computational methods allow us to expand both the scale of analysis and the volume of sources. We can derive interesting global insights from a large historical corpus using even simple countbased metrics such as standardized type-token ratio and paragraph and sentence lengths (Welling 2001) . 3 We can ask broader questions that remain of interest to humanists such as how the language of American diplomacy has changed over time.
Our work proposes deep learning approaches to identifying major historical deviations in language. We compare two standard neural network approaches to quantify historical linguistic change, both based on Recurrent Neural Network (RNN) sequence models. In contrast to traditional historical analysis, large-scale computational methods allow us to make comparisons across large corpora, making possible truly cross-temporal projects. RNNs can also capture the structural differences of corpora by encoding information about word sequence, allowing us to observe changes not just in word usages but stylistic shifts in grammar and syntax as well. Our second model, in particular, trains a language model to chart the perplexity over time in chronological corpora. When applied to our corpus, it reveals that the two world wars of the twentieth century were significant sites of change in American diplomatic language. While this paper proposes a set of encoding sentence structures, which has made them standard architectures in NLP research in tasks such as sentiment classification, document classification, dependency parsing, machine translation, and part-of-speech tagging. RNNs have yielded particularly groundbreaking results because they allow us to abandon the Markov assumption and learn from an "infinite window" (Goldberg 2017) . We leverage this asset of RNNs and experiment with isolating style from topical tokens in language.
Further, deep learning approaches to the study of language have been successful in NLP tasks because of the efficacy of word vectors, or word embeddings, that encode multidimensional meanings of words based on co-occurrence with context words. Models such as Word2Vec train a single vector of weights per word, as indirect products of token prediction tasks. These vectors encode, or "embed," relative meanings of these words that reflect word usages (Mikolov et al. 2013) . We capitalize on this capacity of deep learning and experiment with generating embeddings beyond those of words, at the scale of "decades."
For this experiment we selected two standard neural network architectures. The first is based on a document classification task using the "acceptor model." We predict the year origin, or year bucket, of a given document, and then use the softmax weights, or final layer of weights in the prediction model, as "decade embeddings" to capture the topical and semantic representation of the decade. In the second, we train a standard RNN language model (Mikolov et al. 2010 ), but we purposefully input training mini-corpora in chronological order interspersed with mini dev sets. This way, if there are dramatic enough linguistic shifts, the language model would detect them with poor performance or high perplexity, a measure of prediction accuracy. We then identify historical moments of dramatic linguistic shift by identifying the mini-corpora feeds that yield high perplexity rates.
Data
For this project, we use a corpus of declassified, historical diplomatic papers from Foreign Relations of the United States (FRUS) published by the Office of the Historians at the U.S. State Department.
5 While a significant portion are correspondences between foreign service officers, the collection as a whole contains an assortment of documents including notes of meetings, memoranda, and transcriptions of phone calls (table 2) . They come from a wide range of national and presidential archives and have been hand-selected by historians at the State Department as being most relevant to the historical issues of the given eras (McAllister et al. 2015) . The series itself is the premier publication of State primary sources for scholars of foreign relations. Our study of the series as a whole can inform scholars who base at least a part of their study on FRUS. For our purposes of studying language, it serves as a good sample of diplomatic language over about 120 years, particularly of correspondence language. We are able to ask questions unique to language in diplomacy such as the effects of telegraph technology and wartime on language.
The language of the corpus, however, is characterized by an elite group within the State network. Figure 2 shows that the distribution of the correspondences received and sent by position in the State Department follows a power law distribution (alpha 1.85 and 1.83 respectively). Most correspondences are sent and received by a small subset of State Department officials while the vast majority of agents send and receive few correspondences. Perhaps unsurprisingly, the most prolific correspondence writers are the Secretary of State, "Department of State," the National Security Advisor, and the Under Secretary of State.
6 Similarly, the top recipients are "Department of State," the Secretary of State, the President, and the National Security Adviser. With this mind, a linguistic study of American foreign policy with the FRUS documents is realistically a study of the language of policy elites. Our sample consists of about 300,000 historical diplomatic documents from 1860 to 1983. In total this adds up to about 130 million tokens. Figure 3 shows the frequency of the documents per year. In the original FRUS, there is an uneven distribution of documents across decades, with the highest density in the decade between 1940 and 1950, the era of WWII and the immediate post-war and Cold War era. We performed stratified sampling to overcome the significant variance in frequency of documents over the year buckets. With random sampling, we capped the number of documents at 5,000 per decade to smooth out the disproportionate representation of certain years ( fig. 3) . Finally, for the first approach (the RNN classification model) we arbitrarily chose 600 as a cutoff for document length ( fig. 4) . Each document served as a single data point. For the second approach (RNN language model), we divided the documents into 50 token-length segments as we no longer needed each data point to represent individual documents as we did for the first approach.
For both models, we used pre-trained word vectors to initialize our training, which gives higher overall accuracy than random initialization. We used provided GloVe embeddings with a vocabulary size of 400,000 and with 100 dimensions (Pennington, Socher, and Manning 2014) . 7 A small percentage of the vocabulary from our corpus was missing in the provided GloVe vocabulary (table 1) . The main concern we had about using the pre-trained GloVe vectors is that they are trained on contemporary online text, while our analysis rests on the historical dimension of our corpus. While we were able to continue to update the GloVe embeddings as part of our experiment through back-propagation, the vectors likely continued to represent contemporary vocabulary usage throughout our work because of the vast volume of the GloVe pre-trained data. Our model rests on the assumption that historical discourse and language (at least since 1860) remains comparable to contemporary language and that word embeddings that are trained on contemporary text could approximate linguistic usage throughout the period of study. 
Experiments Approach 1: Decade Classification
Our first model is a sequence-based classification neural network. We constructed an RNN classification model and trained it to classify documents into their corresponding year buckets.
8 To simplify our model, we collapsed the year divisions of our corpus into buckets representing decades. This yielded 12 total buckets (as there were no documents from the 1870s). 7 We used pre-trained word vectors because we wanted to work with vectors with sufficient training and benefit from transfer learning. There is no functional reason for our choice of GloVe over
Word2Vec. An extension of this work would be to run the same experiments with Word2Vec embeddings. Another extension would be to train the embeddings entirely on the given corpus and use them as starting vectors. 8 Both models were constructed using TensorFlow.
Our RNN classification model consisted of a single hidden layer of GRU (gated recurrent unit) cells and predictions were made from the output of the last cell. Our model follows the standard specifications of GRU cells (Goldberg 2016) . These cells encode information from previous cells, allowing our model to learn the sequence of words. Following the last time-step, the model makes a prediction based on the "decade embeddings," embeddings that encode the language from documents that come from the corresponding decade. For performance, we applied dropout and gradient clipping to prevent overfitting and exploding gradients.
To assess our RNN classifications, we also trained a baseline model: a two-layer feedforward classification model with ReLU units. Here, rather than using GRU cells in the RNN format, we used a plain bag of words (CBOW) approach in a feedforward architecture. In a standard CBOW, the word embeddings are added together and then standardized rather than concatenated. The feedforward model makes decade predictions purely based on word frequencies, not the sequence of words. Our comparison of the two results allows us to make observations about the relative role of syntax and token sequence in predicting language.
Approach 2: Language Model
Our second model is a language model that is trained by predicting the next word, given the current and all previous words (Mikolov et al. 2010; Mikolov 2012) . We use the same RNN schematics as the previous model but, here, the RNN makes a prediction at each time step as in a standard language model setup. The output of each sequential cell is a probability distribution over 400,000 classes, the size of the vocabulary as given by the provided pre-trained GloVe embeddings. Again, the RNN's gates allow us to relax the Markov assumption and learn from the the entire preceding sequence given, in this case up to 49 tokens in the last time step.
With the standard language model, the objective is to allow the weights to learn the language, expressed as a sequence of words, so that prediction improves and the perplexity score falls. The perplexity score is a measure of the average degree of confusion expressed by the model when it makes the next step token prediction, reflected by the cost of incorrect predictions (Manning and Schütze 1999) . In our case, we used our dev/test loss as the average entropy value. So if our training corpus consisted of a well-distributed set of text, the average perplexity would continuously and consistently decrease with more training: with greater exposure to the same language, the language model's ability to predict words would increase, and the perplexity score would go down. As our research is focused on identifying the points at which language changes over time, we can use the perplexity score in a historically sensitive model to measure when the magnitude of language change becomes sufficient to interfere with our model's ability to accurately predict words. In other words, the times at which the model is more "confused" are the times that represent the most dramatic shifts in language.
We fed data to our language model in chronological order in buckets of halfdecades. We split these into 85%-15% train and dev/test sets so that the model could train sufficiently on the data and then produce a perplexity score based on the dev/test set ( Figure 5 ). While in the classification model we used decades, we wanted a more granular representation over the eras. Table 3 . Average accuracy scores of classification models: "RNN-stopwords" indicates the RNN model trained and tested on only stopwords.
Results

Results 1: Decade Classification
We evaluate our classification model keeping in mind that the goal of this project is not to improve accuracy, but to assess language usage by analyzing the models' performance and weights. With 30 epochs of training, the RNN classification model was able to achieve an average accuracy of over 80% (table 3) . We compare these results with those of the feedforward CBOW model, which achieves a 72% rate of accuracy. Figure 6 shows the accuracy of the RNN compared to the feedforward model. The RNN outperforms the bag of words baseline consistently throughout the epochs and approaches peak performance after fewer than 10 epochs. In other words, regardless of the time to train, the model is able to predict decade classes with higher accuracy when provided information about token sequences than when looking at word frequency. This demonstrates that syntax plays a major role in identifying the year of a given document. We then examined the effect topical and time-indicative vocabulary might have on the classification results. Historically sensitive topical words can be easy giveaways for decade prediction because some vocabulary appears only in certain eras. Figure 7 shows that only 1,241 words and 2-grams appear in all parts of the corpus. In other words, most words are time context-specific. For example, a slew of nations gained independence following the conclusion of each of the two world wars. 9 The names of new countries act as strong indicators of their era only by virtue of their presence or absence. We ran additional tests to see the effects of isolating topical words from stylistic elements. Stopwords, or function words, have been shown to be effective indicators of authorship style (Yu 2008 that these signals of style could act as linguistic timestamps. Figure 6 shows the results of the RNN trained with the stopwords-only corpus. This model performs surprisingly well, surpassing 50% accuracy, indicating that changes in style were significant enough to drive our model ( fig. 6, table 3 ).
Figure 7.
Size of vocabulary spanning the minimum of given years; for this measure, vocabulary was capped at and includes 1-grams and 2-grams. The size of the vocabulary appearing throughout the 120 years of the corpus is 1,241.
words (and 2-grams) appear over 25 years. One advantage of deep learning models is that they can generate dense embeddings to represent target prediction classes. In our case, we took the softmax weights, a matrix of dimension [classes (12) × hidden size (300)] -the matrix trained just before the prediction step -as our "decade embeddings." Each row represents the language of its corresponding decade represented in 300 float dimensions. We can compare the multidimensional attributes of these "decade embeddings" and visualize their relationships. We first compared these 300 dimensional vectors using cosine similarity. The results for both the plain embeddings and those trained only on stopwords are shown in figures 8 and 9 respectively. As we might expect, the decades near each other tend to be most similar, such as 1880s-90s, 1920s-30s, and 1970s-80s. The similarities between decades are generally higher with the stopword-only embeddings. This is intuitive because we removed many contextualizing words that would have served as good indicators of the class. In the stopword embeddings, the similar decades are 1880s-90s, 1890s-1900s, 1970s-80s, and 1960s-70s.
In general we see that there are three clusters formed by embedding similarity: one in the late nineteenth century, one in the 1920s and 1930s, and one in the 1970s and 1980s. Notably, in both models, there is a significant divergence in the language of the decades that correspond to the two world wars: the 1910s and the 1940s. One possible interpretation is that there have been three long "epochs" of stability in language since the 1860s, where diplomatic language usage remained relatively constant. This stability was interrupted by the change in diplomatic language occasioned by the two world wars. Appendix C's lists of terms ranked by tf-idf from 1915 and 1945 reveal that, indeed, proper nouns and terms associated with military personnel and wartime diplomacy rank high.
Another finding, further corroborated by the visualizations below (figs. 10 and 11), is that diplomatic language seems to undergo a historical reversion. In figure 8 we see that language from the 1860s has surprisingly high relative similarity with the 1980s (with a cosine similarity score of 0.17). While this is not as close as two decades in chronological sequence, it is still surprisingly similar for the two most historically distant periods in our corpus. One possibility for this similarity may lie in the conservative ideology ushered in by the Reagan era in the 1980s. The language and style of the period may bear similarities to the late nineteenth century as a function of this conservative turn, though our data of the 1980s is incomplete and this claim requires further examination. To visualize the historical trends in language, we reduced the "decade vectors" from 300 dimensions to 2 using principal component analysis (PCA), allowing us to chart multidimensional data over a two-dimensional space while preserving variance. We charted the decade vectors with all words in figure 10 and the decade vectors with only stopwords in figure 11 . The combined ratios of variance represented in the two reduced dimensions are 0.3114 and 0.3977 respectively.
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Both graphs display trends in language change across the century and a half. As one might expect, there is a traceable, chronological pattern of evolution in both graphs; the decades follow a trajectory of change ordered by their chronology. This makes sense, because linguistic change is gradual and incremental. The arrow superimposed on each 10 Appendix A shows the ratios over top 10 dimensions. The relatively low explained variance ratios explains the difficulty of identifying two-dimensional representations of the distances among decades when each decade is the collection of a wide dispersion of documents. graph charts this pattern of change. It is notable that, while figure 10 shows greater variance in language from decade to decade, figure 11 appears more consistent overall, particularly between adjacent decades, and these results support our expectations about changes in topics and style. Topics may vary significantly by decade, as the language associated with certain historical events could temporarily occupy a larger proportion of the discussion in these documents. For example, bombing incidents could lead to an increase in vocabulary associated with incendiaries, destruction, and casualties, changing the topical language of these cables.
11 But style, as expressed through stopwords, usually does not reflect a specific vocabulary and is less sensitive to external topics, resulting in fewer abrupt changes. Figure 12 . Nearest neighbor results of "freedom," "development," and "economy" by cosine similarity measures (in parentheses) for GloVe-trained vectors of the corpus from the 1860s and 1950s. Cognates were eliminated and the intersect set of the two decades' neighbors subtracted. "Freedom" in the nineteenth century was a broader and more widely encompassing concept (love, humanity, universal, civilization) and clearly influenced by the contemporaneous American Civil War (1861-65) (slavery, race, bondage, abolition, union). "Freedom" in the mid-twentieth century is associated with security, taking on a militaristic character (protection, maintain, preservation, right), and pitted against socialist expansion (self-determination, democracy). In the nineteenth century, "development" is often used in conjunction with terms describing rates of change (rapid, gradual, steady, retard) and general notions of prosperity (strength, advancements, wealth, prosperous). In the twentieth century, "development" becomes more associated with policy, particularly foreign aid policy (projects, programs, assistance, investment, technical, industrial, financing). "Economy" in the nineteenth century is often associated with virtuousness (morality, notoriety, demoralizing, probity) whereas in the twentieth century it is often seen as an entity to grow (expanding, increase, improve, growth). 
RNN Language Model
To evaluate our RNN language model results, we charted the average perplexity on the dev/test set over the corpus segments ( fig. 13 ). In our graph of perplexity over time, the perplexity scores do not fall continually, but peak at certain historical moments, in 1915 and 1945. The moments of peak "perplexity" indicate higher divergence of language between training and dev/test data and all of the training that came before. In other words, in FRUS data, language from 1915 and 1945 presented a break from the past.
In this analysis, we did not control for topical words or style, so the changes registered by the increasing perplexity at these moments of change could be attributable to either topical change or shifts in style. It is significant that the two peaks roughly align with the start of the First World War and the end of the Second World War. These findings align with our expectations: for a corpus of diplomatic communiqués, it seems reasonable that the two world wars are watershed moments of language change. As in our findings via the classification model, we expect wartime language to be particular. However, we are still left to wonder why other arguably bigger military involvements for the United States, such as the Vietnam and Korean Wars, have not emerged as significant moments. One argument is that while Vietnam and Korea were enormous investments for the United States, neither contributed to the dramatic re-contouring of Europe, China, or Japan -regions considered U.S. diplomatic "peers"-as did the two world wars. In other words, America's Cold War conflicts did not alter the international system as reflected linguistically in the same way as did the wars involving European powers which were followed by a series of agreements on new standards of diplomatic conduct.
Perhaps the less surprising of the two peaks for historians is the latter. The aftermath of World War II saw the inauguration of a series of international organizations such as the UN (1945) , WHO (1948), and IMF (1945) . The advent of these organizations altered American diplomatic language as they expanded the vocabulary to reflect the internationalization of bureaucratic processes and a growing postwar ideology of globalization. Figure 12 reveals different "ideas" of select key concepts in U.S. foreign relations-freedom, development, and economy-by nearest-neighbor vectors. The postwar era was marked by a more global vision of U.S. foreign relations as the United States supplanted European powers as the global economic and military leader. Figure 12 's postwar results confirm that foreign aid programs expanded in the U.S. agenda to form a sizable part of taking on this role. Narratives of self-determination and the emergence of a post-colonial cohort of nation-states also characterize U.S. foreign relations of this era (Latham 1997; Hart 2003) . Nickles (2003) argues that improvements in access to technology changed the language of diplomacy.
12 The United States in the early twentieth century lagged behind in transoceanic telecommunications technology compared to its European counterparts, particularly Britain and Germany. The First World War served as impetus for the State Department to make investments in submarine communication cables. Nickles argues that, prior to these initiatives, the cost of lengthy transmissions limited the character length of cables to the extent of rendering the messages ambiguous. Examining the corpus statistics on the document lengths and token lengths (to capture contractions), we see a significant upward trend in the length of documents, which takes off after World War II ( fig. 15 ). The trend in token length is less dramatic but displays a clear increasing trajectory. Both these results confirm Nickles' claims that the reduced cost of cables increased the volume and size of transmissions over time. However, without further experimentation and evidence it remains difficult to claim that changes in telecommunications technology in played a particularly influential role in the changes in language in World War I played a particular role in language because of telecommunications technology, leaving us to conclude that the particular wartime language of WWI and the post-war restructuring of the international system contributed to changes.
12 Other historians have pointed to the effects of telecommunications technology on diplomacy. 
Conclusions
In this project we explored several aspects of historical language in a U.S. diplomatic corpus using deep learning approaches. Our results confirm that there were two major shifts in American diplomatic language which align roughly with the two world wars of the twentieth century, in which the United States participated. We hypothesize that the two shifts result from changes in the international system following the world wars reflecting the birth of new nations, new organizations, and new policies, and the general heightening of militarism. While these findings may not come as a complete revelation to most historians of the modern United States, they not only pinpoint when these transformations took place, but confirm that the change in diplomatic language as a result of war was significant enough to stand out in the data. These results also eliminate other possible significant moments of linguistic change such as the Vietnam War, which would have been a sensible guess as a moment of change for a historian of foreign policy. As with other digital humanities applications of machine learning however, these "distant" or "macro" findings aid us in formulating globally-aware hypotheses but require closer analysis for more substantial humanist interpretations.
We have also shown how we can use sequence-based deep learning models and pad out non-stopwords from our corpus to isolate style and topics. That our models performed with surprisingly high accuracy with no topical words or better with sequential information than without demonstrates that each era has discernibly unique sentence-structural characteristics. We can confirm our results with a close reading of text from our corpus. Table 4 shows two document excerpts: the first from 1855 and the second from a century later, in 1953. Both are communiqués addressed to someone of supervisory status. Even these small fragments of text demonstrate the differences between nineteenth-and midtwentieth-century style: the nineteenth-century diplomatic cable has a more formal, ornate style than the twentieth-century text, which values direct and succinct communication.
Document Example Excerpts
Date Excerpt
November 26, 1855 "…Sir, in my preceding dispatch of to-day's date. I have replied only to the latter portion of Mr. Olney's dispatch of the 20 th July last, which treats of the application of the Monroe Doctrine to the question of the boundary dispute between Venezuela and the colony of British Guiana. But it seems desirable, in order to remove some evident misapprehensions as to the main features of the question, that the statement of it contained in the earlier portion of Mr. Olney's dispatch should not be left without reply…"
May 29, 1953
"…Walter Hallstein called on me this afternoon to discuss edc treaty. After conversation on this subject he told me that upon his return to Germany tonight he and chancellor would deliberate upon following topic that had been under consideration by them and, if they decide to go ahead, will be taking it up with you almost immediately. I thought it might be useful to tell you of its possible reference to you although it may not take the form which Hallstein now contemplates…" Table 4 : Excerpts from two documents taken from different time slices of the corpus displaying stylistic differences.
Our project demonstrates that deep learning models can be effective tools for measuring the diachrony of a set of documents in a variety of ways. The two neural network approaches both capture linguistic change, but each has specific advantages for historical research. The decade prediction model is able to generate "decade vectors" which numerically represent the language of each decade that can be extracted and analyzed. This opens up new avenues beyond word vectors for the use of deep learning models in the digital humanities. Our language model is able to produce methods of identifying moments of linguistic change in sequential data, allowing us to track shifts in discourse over time. As such, deep learning models provide flexibility in a variety of tasks and offer infinite architectural combinations for researchers' needs. Our work has shown just a few avenues of research using these methods to identify and explore linguistic evolution. But more research remains to be done in the methods of interpretation. While much of recent deep learning research has been successful at producing uncanny AI content and achieving near or beyond human levels of classification accuracy, it has lagged in offering how these applications can benefit the interpretative humanities and social sciences. We hope this work will contribute to this literature in the digital humanities and digital history.
