Abstract Cross-frequency coupling in the hippocampus has been hypothesized to support 11 higher-cognition functions. While gamma modulation by theta is widely accepted, evidence of 12 phase-coupling between the two frequency components is so far unconvincing. Our observations
Introduction

25
Hebb's hypothesis that no psychological function can exist within any segment of cortex by itself 26 (Hebb, 1958) has the profound implication that cognition emerges from the coordination of ac-27 tivity across the entire brain. However, if the brain works as a highly integrated device, with all 28 parts working in concert, determining the mechanism of integration has proved a challenge so far The high end of the frequency spectrum is occupied by action potentials, which represent the ac- 1 In Kuramoto's words, "(the) limit cycle (of each oscillator) is supposed to possess more or less 'stiffness' in orbital shape against perturbations, so that when only weakly perturbed, the state point of a given oscillator hardly deviates from its natural closed orbit but remains almost on it. But the deviation in phase produced along the natural orbit could accumulate, thus needing a proper description. Since this argument applies to any oscillator, we are led to the following picture: the state of each oscillator can be approximately specified by its phase value, and its rate of change is determined by the phase values of all the other oscillators interacting with it." (Kuramoto, 1984) .
Here, we propose to use the alternative route of amplitude modeling (e.g., Cross and Hohen- Adopting the three-wave interaction model leads to a qualitatively different estimator for cross-101 scale coupling, the bispectrum, which is the leading order estimator in the well studied and under- 
Results
111
Subjects and Behavioral Training
112
A total of four 4-9 months old Fisher344-Brown Norway Rats were used in the present study (Taconic).
113
This was a mixed sex cohort comprised of 3 males (rats: 530, 538 and 539) and 2 female ( rats: 544,
114
and 695) to incorporate sex a biological variable and begin to alleviate the disparity in research fo-115 cused exclusively on males (Clayton, 2016 position was recorded at 30 frames/s with a spatial resolution less than 0.5 cm/pixel.
140
Spectral evolution as a function of rat speed 141 As discussed in the introduction, phase-coupling estimators derived from phase-model paradigms
142
(e.g., ?) implicitly ignore variations of amplitude (energy). However, recent studies reported in- frequencies.
174
In the 50-130 Hz frequency range, the evolution with speed of the distribution of energy ac-
175
quires the form of a front of constant slope shifting to the right, toward higher frequencies (insets 176 in figure 1 ). This effect is observed across all layers, although most prominent in the DG. This .rad layers as a function of speed (transition from lighter to darker hues indicate low-to high velocities). The increases in theta and theta harmonic with speed are associated with a mild increase in gamma power. Insets show details of the evolution of the gamma range (magnification of gray rectangle area). Spectral shapes in all layers examined follow a power laws of the type − . Remarkably, in the LM and DG layers, the frequency domains of theta (and its harmonics) and gamma exhibit obviously distinct slopes. In the LM and DG regions, as power increases in the gamma range, the spectrum preserves its slope and shifts to the right, creating the appearance of a movoing front. Right: Comparison of power spectral densities across layers at the highest speed bin. Note that all regions exhibit multiple harmonics of theta. In agreement with prior publications (Bragin et al., 1995) , the CA1.pyr layer shows the least energetic gamma range of all the layers examined. Data produced from rat r539♀-maurer. cascade of the energy towards modulating the resonance of networks in the gamma frequency.
190
The hypothesis of nonlinear energy transfers (i.e., nonlinear cross-frequency coupling) developing
191
as rat activity increases suggests the remarkable consequence that theta-gamma phase-coupling
192
(if any) develops during this evolution and should also depend on speed. 
Here = 1 / is the wave number (wavelength ), and = ( , ) , = ( ) = 2 ( ), are the 211 complex amplitude and radian frequency of mode , the latter given by the dispersion relation 23,
212
and we used the shorthand notation Δ 1;23 = 1 − 2 − 3 (e.g., in equation 27).
213
Equation 3 can be interpreted as a general model for the nonlinear evolution of the different LFP 
are counted in the sum in equation 3.
221
Note that the wave-number representation is different than the frequency one used, e.g., in fig-222 ure 1; however, the dispersion relation = ( ) (equation 23, Appendix) readily allows for switching 223 between the two. In the rest of this paper, we will treat the concepts of "wave number", "mode"
224
and "scale" as equivalent and interchangeable. Hence, the dynamical equation 3 describes the full 
228
The three-wave equation
229
Although the dynamical equation 3 should be solved for the full spectrum of , much can be learned 
where is the interaction coefficient, and are new, scaled, modal amplitudes. 1,2, are both theta modes and 3 is the harmonic of theta (figure 2).
245
Phase-amplitude and energy evolution 
This form highlights the effect of the interaction on modal amplitude and phases. The coupling between the three interacting modes is measured by the statistics of the triple phase 
where ℑ { } is the imaginary part of the complex number . Note that the triple product 1 2 * 3 258 incorporates information about both modal amplitudes (squared), and phases (through the phase 
where E is the expected value operator, and
} and 3;12 = E { 1 2 * 3 } , with = 1, 2, 3
are recognized to be the first two leading order amplitude correlators. The second order correlator 
where is the skewness and is the asymmetry, and is its standard deviation (Masuda and Kuo, 
eliminates the distortion induced by the frequency distribution of variance, and has the convenient 285 property that 0 ≤ | | ≤ 1. The modulus| | is called bicoherence and the angle arg is called biphase.
286
Because As previously reported (Sheremet et al., 2016) , the bispectral estimates also show significant 300 variability with rat speed. Low-speed bispectra ( < 10 cm/s Fig. 3 ; data from r539♂-maurer)
301
show barely-significant phase coupling. The activity in the CA1 layer is nearly-linear. The LM and
302
DG layers show weak coupling between theta and its first harmonic. A weak coupling between 303 theta and gamma is also seen in the DG.
304
In contrast, at higher running speeds (i.e., > 40 cm/s, figure 4), the bispectral map show a 305 rich phase-coupling structure involving theta and gamma triads. In agreement with the observa- 
318
The increase of theta energy and nonlinearity is, however, accompanied by the development 319 of significant phase coupling between theta and gamma, related to interaction between rhythms, 320 rather than to nonlinear shape deformation. Theta-gamma coupling covers the entire gamma fre- into the behavior of the system.
354
Of the rich structure of the biphase map, some prominent features are relatively easily ex- 
If these assumptions are met, the triad ( 1 , 2 3 ) is stationary.
368
Taken together, equations 4 and 13 are known as the resonance criterion (e.g., Craick 1985; 
377
The effect of the harmonic of theta being on average in phase with theta is to sharpen the 
In other words, the gamma envelope is in quadrature with theta and its period is twice that of theta. tend to be located in average in the troughs of theta, contributing overall negative skewness to the 397 time series, consistent with the ℜ( ) < 0 figure 4).
398
It is interesting to notice that the theta-harmonics type of interaction could possibly be cap-399 tured by the Kuramoto description, as it agrees with the Θ 1 + Θ 2 = 0 paradigm; theta-gamma 400 triad interaction, however, does not fit the paradigm and would likely be either aliased or missed 401 altogether.
402
Discussion
403
The present study was motivated by ambiguous results produced by efforts to detect the cross- oscillators that interact weakly. While the oscillators themselves are can be strongly nonlinear, they 408 are assumed to be essentially independent, i.e., their interaction is weak enough that their phase-409 space orbit can be described as a "stiff limit cycle": the interaction affects only their phase ("speed" 410 along the periodic orbit).
411
This description does not seem applicable across the temporal scales of the hippocampal local- 
420
Our observations of hippocampal LFP spectral show a strong correlation with both the rat speed 421 and the hippocampal layer. They exhibit power law − behavior in at least two frequency bands
422
(theta and gamma), with distinct slopes that also vary depending on the hippocampal layer. Re-423 markably, the spectral evolution as a function of rat speed shows synchronous increase in theta 
443
The three wave interaction model suggests that the observations are consistent with quasi- in a "temporary equilibrium state"). This is consistent, for example, with the capacity of the rat to 450 maintain a certain speed range for significant time intervals.
451
It is important to understand that the three-wave model is only a "toy" model, a conceptual full spectrum, the energy transfers becomes more complicated, but the total energy is conserved.
463
The system is in a stationary state. Imagine now that there is a triad involving a mode that leaks to the description of hippocampal activity is presented in a stochastic companion of this paper.
472
We conclude noting that, by approaching this problem from the physics perspective, it is pos- the dorsal hippocampus (AP: -3.2 mm, ML: 1.5 relative to bregma, DV: -3.7 to brain surface).
504
Once the probe was in place, the craniotomy was covered with silastic (Kwik-Sil, World Precision 
Analysis and Statistics
519
Speed was calculated as the smoothed derivative of position. The local-field potential data was 520 analyzed in Matlab® (MathWorks, Natick, MA, USA) using custom written code as well as code 521 imported from the HOSAtoolbox (Swami et al., 2001 ). Raw LFP records sampled at 24 kHz (Tucker- 
The linear system illustrates the duality of wave-number and frequency representations. The structure of the solution of the linear system is determined by two parameters, and , but due to the dispersion relation constraint 23, one of the two parameters is free. The choice of the free parameter is arbitrary, and provides some freedom in formulating the dynamics. Setting the wave number as independent parameter implies that the spatial structure is well resolved and the equation describes the evolution of the amplitudes in time, c.f. equation 27. Setting the frequency as the independent parameter implies that the solution is stationary; the resulting equation describes the evolution in space. The latter approach is better suited for the analysis of observations obtained at a single point in space; the former approach is the natural physical (future is unknown), and also better suited for boundary value problem, where the spatial structure is dictated by the boundary conditions. Below, we assume the spatial structure known: is the free parameter and, for simplicity, the dispersion relation 23 has a single root (mode) = ( ).
Multiplying equations 28 by * and subtracting their complex conjugate yields the equations 
where ℑ { } is the imaginary part of the complex number . If model energy is defined as the amplitude square | | 2 , the system 29 describes the evolution of the modal energy.
Note that in equation 29, the rate of change of modal energy depends on the triple product The system 28 may be reduced to 4 equations and has analytical solution given in terms of Jacobi elliptic functions. Combining the last three equations yields a system of four equations with four unknowns: the amplitudes , = 1, 2, 3, and the phase Δ The system 32 has the Manley-Rowe integrals of motion 
(note that only two of these relations are independent). Also, through direct differentiation one can also verify that the quantity Γ = 1 2 3 sin Δ The procedure for integrating the conservation laws: the Manley-Rowe relations can be integrated directly to yield 
