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Introduction
For particular classes of linear programming (LP) problems and families of related LP problems, the revised simplex method is generally the preferred solution technique. The opportunities and limitations of modern computer architectures, together with the desire to solve ever larger problem instances, continue to drive developments in high performance computing techniques for the simplex method [14, 19] .
The principal computational challenge when implementing the revised simplex method is the efficient solution of linear systems of equations whose matrix of coefficients is the simplex basis matrix or its transpose. There are standard efficient techniques [22, 24] to obtain an invertible representation of a particular basis matrix and many more have been developed to update this representation by exploiting the relation between successive basis matrices, whereby one column is replaced as a result of each simplex iteration. The original and simplest technique for updating the invertible representation is the product form update of Dantzig and Orchard-Hays [6] . The class of updates that is widely accepted as being the most efficient derive from the work of Bartels and Golub [1] , most notable being the techniques of Forrest and Tomlin [9] , Reid [20] and Suhl and Suhl [23] . Several other schemes have been proposed, and of particular relevance to this paper is the work by Saunders et al. [8, 12] and Hall [13] on generalising the Schur complement update of Bisschop and Meeraus [3] . A recent review of simplex update procedures is given by Elble and Sahinidis [7] .
Motivated by the requirements of the high performance implementation of the revised simplex method (hsol) developed by Huangfu and Hall [16] , this paper introduces three novel procedures for updating the invertible representation of the simplex basis matrix. Section 2 introduces the background necessary to discuss the new update procedures in Section 3. Results in Section 4 show that the serial performance of two of them is competitive with traditional techniques and conclusions are offered in Section 5.
Background
An LP problem in standard form is minimize c T x subject to Ax = b, x ≥ 0, where x ∈ R n and b ∈ R m . It may be assumed that the matrix A is of full rank. In the simplex method, the indices of variables are partitioned into sets B corresponding to m basic variables and N corresponding to n − m nonbasic variables such that the basis matrix B formed from the columns of A corresponding to B is nonsingular. Each iteration of the simplex method chooses an index q ∈ N to exchange with the p th entry of B. The corresponding change in the basis matrix B may be expressed as
In the (primal or dual) revised simplex method the indices p and q are identified by algorithmic techniques dependent on data obtained by solving linear systems of equations of the form
each at least once per iteration. The linear systems (2) and (3) are referred to as the forward and transposed system respectively. In particular, each revised simplex iteration requires the solution of the forward system Bâ q = a q (4) and the transposed systemê
Such linear systems of equations are solved using an invertible representation of B whose efficient identification and use represent the principal computational challenge when implementing the revised simplex method.
There are standard efficient techniques [22, 24] to obtain an invertible representation of a particular basis matrix directly, all of which use Gaussian elimination to identify an LU decomposition of B. The operation of finding the invertible representation directly in this way is referred to as INVERT and the matrix to which it is applied is denoted by B 0 . Although INVERT involves row and column permutations, for convenience and with no loss of generality, they may be ignored so B 0 = L 0 U 0 . This decomposition is represented as a product of elementary eta matrices of the form
where η p is referred to as the pivotal entry or simply the pivot, and the remaining entries in the p th pivotal column form the eta vector η, for which the p th entry is zero. The solution procedure for the forward system (2) is referred to as FTRAN and, within it, the operation with E −1 is given by
For the backward system (3), the solution procedure is referred to as BTRAN and the corresponding operation with E −1 is given by
When the vector x is sparse the FTRAN operation (7) is easily skipped when x p is zero. However, for BTRAN (8), the corresponding null operation occurs when y is zero. This is just as likely to occur but cannot be identified so easily. However, it is possible to represent the LU factors as a product of row eta matrices, each of which is of the form
Thus the backward system (3) may be solved via a sequence of FTRAN operations (7) using the row-wise representation of the LU factors. This is observed, for example, by Hall and McKinnon [15] .
Updating the invertible representation of B
Obtaining an invertible representation of the basis matrix following the column replacement (1) by updating the existing invertible representation is essential for efficiency reasons and is an operation referred to as UPDATE. The first and simplest such operation is the product form update of Dantzig and Orchard-Hays [6] . Many others have been proposed, but the update of Forrest and Tomlin [9] and the related Suhl update [23] are widely accepted as being the most efficient.
The product form update
The product form (PF) update rearranges (1) so that
where E = I + (â q − e p )e T p is an eta matrix whose vectorâ q is naturally available as the result of the forward system (4). Applying this k times yields the following representation of the basis matrix and its inverse.
Thus the original decomposition B 0 = L 0 U 0 remains unaltered when the basis matrix changes.
The Forrest-Tomlin update
By allowing the decomposition B = LU to be modified, the Forrest-Tomlin (FT) update [9] generally achieves greater efficiency with respect to sparsity than the PF update. This is done by working on the following rearrangement of the basis matrix update equation.B
Whilst the basis update equation (1) replaces column p of basis matrix B by a q in (11), column p of the factor U is replaced by the partial FTRAN resultã q = L −1 a q . As illustrated in Figure 1 (a), the replacement yields a spiked upper factor U . From U , the Forrest-Tomlin update restores triangularity by elimination. Specifically, it uses other rows to eliminate the off-diagonal entries of row p, yielding a permuted triangular matrixŪ as shown in Figure 1(b) .
The elimination process can be represented by a single row transformation R −1 , so thatŪ = R −1 U . Note that this row eta matrix R is a special case of (9) since it has pivotal entry r p = 1 so R and its inverse can be expressed as R = I + e p r T and R −1 = I − e p r T respectively. The computation of the eta vector r was identified by Forrest and Tomlin [9] as an additional partial BTRAN operation r T =ū T p U −1 , where u T p is row p of U without the diagonal entry u pp . It can easily be verified that applying R −1 to U as R −1 U = U − e pū T p modifies only the entries in row p, eliminating all its off-diagonal entries. Since U and U differ only in their p th column, applying R −1 to U also eliminates its off-diagonal entries in row p. Meanwhile, applying R −1 to column p of U modifies only the p th entry of the newly inserted vectorã q which becomesã pq :=ã pq − r Tã q . Therefore, applying the row transformation R −1 to U yields the permuted triangular matrixŪ as shown in Figure 1 (b).
As identified later by Tomlin [25] , the additional partial BTRAN operation can be avoided by forming r from the intermediate resultẽ T p = e T p U −1 of the regularly solved transposed system (5). This can be identified by observing thatū T p = e T p U − u pp e T p so
Since its p th entry is zero, it follows that r is given by scalingẽ p by −u pp and setting the p th entry to zero. Thus, if the partial BTRAN resultẽ p is stored, it can be assumed that the eta vector r is available at negligible cost. ClearlyŪ = R −1 U is not a triangular matrix, but it can be put into this form via a symmetric cyclic permutation of rows and columns p to m. However, in practice, no permutations are performed since all that is required is an invertible representation ofŪ rather than an explicit triangular matrix. Within an implementation, triangular matrices in basis matrix decompositions are represented in product form as sequences of eta vectors, pivotal entries and pivotal indices. Thus the representation ofŪ is obtained by deleting the eta vector corresponding to column p of U, setting all entries corresponding to row p of U to zero and appending a new eta vector R −1ã q , pivotal entryã pq and index p to the sequence, as illustrated in Figure 1(c) . CombiningB = LU (11) andŪ = R −1 U yields the following updated representation of the basis matrix and its inverse.
Repeating these operations, after k updates, the basis matrix B k and its inverse can be expressed as
The essential difference between the FT and PF updates is that the former stores two partially transformed resultsã q andẽ p and deletes one row and one column from the eta file, whereas the PF update simply stores the final FTRAN resultâ q . These deletions and the sparsity of the partially transformed results relative toâ q is such that the FT update frequently has a significantly lower storage requirement than the PF update. This, in turn, leads to generally superior performance when the invertible representation based on the FT update is used to solve linear systems. However, the operations of the FT update require dynamic data structures to accommodate deletion and insertion, making it significantly more difficult to implement than the PF update.
For several reasons, the FT update is used as a benchmark for the experiments in Section 4 and as the basis of the CFT update introduced in Section 3.2. It is preferred to other FT-like updates such as that of Suhl and Suhl [23] since the latter's efficiency is compromised by the requirement for the BTRAN operation which, as observed above, can be avoided with the FT update. The FT update is chosen over the Reid update [20] since the former is preferable when solving hyper-sparse LP problems. The results in Section 4 comparing Huangfu and Hall's FT-based solver hsol to clp and cplex give an empirical justification for this choice of update technique.
New update techniques
This section introduces two novel variants of the product form update and an extension of the Forrest-Tomlin update. Although applicable in general, all are motivated by the requirements of the high performance implementation by Hall and Huangfu [14, 16] of the dual revised simplex method with suboptimization introduced by Rosander [21] .
Variants of the product form update
Although the variants of the product form update set out below are relatively simple, the authors are unaware of them having been described before. This is possibly because, until now, the scope for them to be useful has not arisen.
The elementary matrix for a general rank-one update
The updates introduced below are based on elementary matrices for rank-one updates which are more general than the eta matrices of LU factors or the PF and FT updates. This general elementary matrix can be expressed as
where u and v are arbitrary compatible vectors. When v = e p , T is an eta matrix E (6) and when u = e p , T is a row-wise eta matrix R (9). When T is nonsingular,
where µ = 1 + v T u. Clearly T and its inverse can be represented by u and v. Although strictly unnecessary, when operating with T −1 it is also convenient to record the value of µ. Solving linear systems with T is straightforward, the operations with T −1 for FTRAN being
and those for BTRAN
Alternate product form update
Working from the basis update expression (1), if B is taken out as a factor on the right thenB
where p is the index within A of column p of B. The matrix
is in the general form (14) so, using (15), the inverse of the updated basis matrix is given byB
where µ = 1 +ê T p (a q − a p ) =â pq is the p th entry ofâ q . In contrast to the PF update, which requires the FTRAN resultâ q , the new update formula uses the BTRAN resultê p and thus is called the alternate product form (APF) update. It follows from (16) that the operation with T −1 for FTRAN is
and, from (17), that the corresponding operation for BTRAN is
After k APF updates, the basis matrix and its inverse can be expressed as
Note that, in contrast to the PF update, the elementary matrices which constitute the update are applied before rather than after the LU decomposition of B 0 when solving forward systems with B −1 k .
Discussion
The relation between the APF and PF updates may be viewed as being analogous to that between the alternative block LU update (introduced and implemented by Hall [13] ) and the Block LU (BLU) update of Eldersveld and Saunders [8] . However, the APF is distinctive since it avoids the requirement for an invertible representation of a Schur complement. This yields a significant overhead when large numbers of updates are performed.
Relative to the PF update, trading operations with x p for operations with a q − a p makes the APF update appear unattractive. However, there is minimal additional storage overhead since a q and a p are columns from the coefficient matrix A so may be represented by the indices q and p . Hall and McKinnon [15] also identify (classes of) LP problems where it is typical forâ q to be dense butê p to be sparse, in which case the APF update will require significantly less storage. Performance-wise, unlesŝ e p is significantly more sparse thanâ q , the overhead of the operations with a q − a p is such that using the APF rather than the PF update can be expected to be less efficient.
Since the cost of using the APF update corresponds to the density of the final BTRAN resultê p , rather than partial resultsã q andẽ p that underpin the FT update, it is expected that, like the PF update, the storage requirement and performance of the APF update will be inferior to those of the FT update. However, it is shown by Huangfu and Hall in [16] that the APF is particularly valuable in the context of a high performance parallel scheme for the dual simplex method since it permits particular multiple FTRAN operations to be performed as a single FTRAN. The number of elementary APF operations that must be performed is of the same order as the number of FTRAN operations. Thus the saving of all but one of these FTRANs that is achieved by using the APF update is not expected to be compromised by the overhead of maintaining or applying APF updates rather than an alternative scheme.
Middle product form update
The middle product form (MPF) update inserts the updates in product form into the middle of factors L and U. In detail, the MPF update is derived as follows from the basis update expression (1), assuming that B = LU.
are partial FTRAN and BTRAN results respectively, and u p = Ue p is the p th column of U. The matrix T = I + (ã q − u p )ẽ T p is in the general form (14) so, using (15) , the inverse of the updated basis matrix is given bȳ
where µ = 1 +ẽ T p (ã q − u p ) =â pq is the p th entry ofâ q . It follows from (16) that the operation with T −1 for FTRAN is
Note that T is inserted after L so the invertible representation ofB is given byL = LT andŪ = U. Since U remains unchanged, its p th column is always available directly. After k updates, the basis matrix and its inverse can be expressed as
Discussion
The relation between the MPF and PF updates is analogous to that between the partitioned LU update (introduced by Gill et al. [12] but not implemented) and the BLU update of Eldersveld and Saunders [8] . However, like the APF, the MPF is distinctive since it avoids a Schur complement. The MPF update is comparable with the FT update since both are based on the partial FTRAN resultã q and partial BTRAN resultẽ p . However the MPF has no deletion corresponding to that of the FT update so will have greater storage overhead. In terms of update efficiency, the MPF update is preferable since it only involves storing operations, whereas the FT update needs additional deletion and insertion work to update the factor U. In terms of solving efficiency, it is expected to be preferable to operate with the FT update since it replaces u p byã q and stores onlyẽ p as an eta matrix R. Thus solving with the FT update requires only additional simple eta matrix operations with R, while solving with the MPF requires slightly more complicated and time-consuming operations with T .
Concerns over the numerical stability of product form representations of B −1 motivated the introduction of LU decompositions into simplex implementations by Bartels and Golub [2] and partial pivoting for stability when updating the LU decomposition [1] . Although some FT-like update procedures derived from the work of Bartels and Golub have incorporated threshold pivoting, modern descriptions of such update procedures and codes based on them [5, 18, 20, 23] include no numerical pivoting. Thus the superior numerical performance of FT-like updates must be assumed to derive from the following two observations. The first is the fact that FT-like updates may delete etas corresponding to ill-conditioned bases, whereas PF-like updates retain all etas. The second follows from the observation (see results in Section 4) that FT-like updates have lower storage requirements, implying fewer floating-point operations and, hence, a lower probability of numerical instability actually occurring. In practice, numerical difficulties with PF-like updates are not encountered when solving most classes of LP problem, particularly those which are hyper-sparse since little numerical elimination is necessary. Any poor numerical behaviour is readily identified and rectified by reinversion so it is very rare for a good PF-based solver to fail to solve an LP problem. Finally, in the context of Huangfu and Hall's FT-based simplex solver hsol [16] , PF-like updates are only used for very limited numbers of basis changes and no numerical instability has been observed.
Collective Forrest-Tomlin update
The collective Forrest-Tomlin (CFT) update is designed to perform a set of t ForrestTomlin operations simultaneously to obtain the FT invertible representation of B k+t directly from that of B k . This requirement arises naturally within the dual simplex method with suboptimization.
The dual simplex method with suboptimization
The details of this simplex variant are given by Huangfu and Hall [16] . However, it is necessary to set out some of its data requirements to motivate the collective Forrest-Tomlin update described below. Suboptimization in the dual simplex method requires the vectorsê 
The Forrest-Tomlin update after suboptimization
To perform Forrest-Tomlin updates after suboptimization requires
for i = 0, . . . ,t −1, so that the next elimination matrix R k+i+1 can be constructed using e T p i and the new column transformation can be formed as R −1 k+i+1ã q i . In the sequential simplex method, they are naturally available as partial results of the routinely solved forward (4) and transposed (5) systems. In suboptimization, initialisation ofê 
The challenge, therefore, is to obtain the partial results for the appropriate basis (18) from the partial results (19) obtained naturally, for i = 1, . . . ,t − 1. The results for i = 0 are known. The rest of this section will discuss how to achieve this efficiently using simple linear algebra operations.
Updating the partial FTRAN results
Updating the partial FTRAN resultsā q i toã q i is a relatively straightforward task. By comparing the available (19) and the required (18) results, the updating operation is readily identified as applying new row eta transformations after R k ,
where each new row transformation R k+ j , (0 < j ≤ i) is available onceẽ p j−1 is computed. Thus the computation ofã q i is scheduled after the computation ofẽ p i−1 , which corresponds to the latest required row transformation R k+i .
Updating the partial BTRAN results
Compared to updating the partial FTRAN results, updating the partial BTRAN results fromē
is more complicated because the difference between U k and U k+i when i ≥ 1 involves (multiple) replacements and eliminations. However, by carefully rearranging the replacement and elimination involved, computation ofẽ p i can still be achieved by simple linear algebra operations. Their derivation is explored in detail by updatinḡ e p 1 toẽ p 1 , with reference to the first two upper factors U k and U k+1 .
Recall that the Forrest-Tomlin update derives U k+1 via the following elimination operations on the spiked matrix U k
where
. Rearranging U k by taking out U k as a factor on the left, it follows that
where E k+1 = I + (â q 0 − e p 0 )e T p 0 is the eta matrix used in the PF update (10) . By substituting U k = U k E k+1 into (20) , U k+1 and its inverse can be represented by
By using this new representation for U −1 k+1 , the calculation ofẽ p 1 can be considered in three steps applying E −1 k+1 , U −1 k and R k+1 respectively. Using y to represent intermediate results, starting from y = e p 1 , the following three-step process is given by (21) .
(1) Applying E −1 k+1 updates y by
where α = 1/â p 0 q 0 and µ = −â p 1 q 0 /â p 0 q 0 are the pivotal entry and the p th 1 entry of the eta vector of E −1 k+1 . The first situation p 1 = p 0 is the common case, which is implied in the suboptimization framework, as each row in P is used only once. In more general applications, it is possible to have p 1 = p 0 . However, since this case corresponds to µ = 0 and a scaling of y, it is reasonable and convenient to omit it from the following analysis.
(2) Applying U −1
k to y gives
This expresses y in terms of the available partial BTRAN resultsẽ p 0 andē p 1 , where both are computed with U −1 k . (3) Applying R k+1 to y completes the process, giving the required partial BTRAN resultẽ p 1 thus.ẽ
When transposed as R T k+1ē p 1 , calculation of the first term in (22) is seen to be a standard FTRAN operation (7) which adds a multiple
As for the second term in (22), by substituting for R k+1 using (9) and r k+1 using (12),
so the second term in (22) is seen as adding the scalar value µ/u p 0 p 0 to y p 0 . Substituting (23) and (24) for the two terms in (22) yields the following update formula.
In practice, to obtain µ = −â p 1 q 0 /â p 0 q 0 requires only one inner product,â p 1 q 0 = e T p 1ã q 0 , sinceâ p 0 q 0 is available as the simplex pivotal entry. Thus updating the partial BTRAN result fromē p 1 toẽ p 1 involves only one vector addition and the evaluation of one inner product.
corresponding to the third pivot choice, can be updated in two steps, firstly to e T p 2 U −1 k+1 by using (25) , and then to e T p 2
by repeating the same operations with partial resultsẽ p 1 andã q 1 . Using this stepwise updating procedure for i = 1, . . . ,t − 1, the partial BTRAN resultē p i corresponding to the (i + 1) st pivot choice can be updated to the required formẽ p i in i steps of the form (25) . Note that to apply (25) requires the previous partial FTRAN resultsã p j for j = 0, . . . , i − 1. Thus the updating ofē p i is scheduled after the computation of last required partial FTRAN resultã q i−1 . Therefore, together with the data requirement of operations withã i discussed previously, the calculation for updating the two types of partial transformed results is interlaced as the sequenceã q 1 ,ẽ p 1 ,ã q 2 ,ẽ p 2 , etc.
New techniques and hyper-sparsity
For hyper-sparse LP problems, it is generally possible to skip most of the operations with elementary matrices in the invertible representation of B k , so it is important to identify the operations which must be performed at a cost proportional to the number of resulting floating-point operations. This is readily achieved by established techniques [11, 15] if the elementary matrices are column (6) or row (9) eta matrices. Thus hyper-sparsity may be exploited fully with the PF or FT updates. However, in the case of the APF and MPF updates, the form of the general elementary matrix (14) prohibits the extension of these techniques within the phase of FTRAN and BTRAN associated with UPDATE.
Results
The serial efficiency of the novel updates introduced in Section 3 is assessed in this section using the set of 30 LP test problems in Table 1 .
The LP problems and testing environment
The LP test problems are drawn from the Netlib [10] and Kennington [4] test sets, as well as other publicly-available collections. Although not particularly large, the range of algebraic properties exhibited by these problems is representative of practical and large scale problems. The experiments are performed using modules of Huangfu's dual revised simplex solver hsol which uses the Forrest-Tomlin update. As a measure of the computational efficiency of these modules, results in Table 2 give the solution time, iteration count and iteration time of hsol and the dual revised simplex solvers of clp 1.15 [5] and cplex 12.4 [17] . These results are illustrated using the performance profiles in Figures 2 and 3 which show, for each solver, the proportion of problems for which the particular measure relative to the best solver is within the factor on the horizontal axis. It is clear from these results that hsol is competitive with cplex and clp, both overall and per iteration, so the observations on the results presented below for the update techniques developed in this paper are applicable to the most efficient of simplex solvers.
Of particular relevance to the experiments discussed below is the average relative size of the matrix B 0 and its invertible representation, given in the column of Table 1 headed "Fill-in", and the proportion of the results of FTRAN and BTRAN with density less than 10%, given in the corresponding columns of Table 1 . Hall and McKinnon [15] introduced this measure of an LP problem's hyper-sparsity and discuss reasons for the extreme variance between these values for some problems. The claim that the LP test set is representative is based on the range of values for these three measures, as well as problem size. Unsurprisingly there is clear correlation between the fill-in during INVERT and the measures of hyper-sparsity.
For a given LP problem and simplex update technique there is an optimal interval between successive INVERT operations which balances the cost of INVERT and the overheads associated with having an updated invertible representation. The particular optimal interval can be expected to vary as the simplex method solves a given LP. In theory this interval should be chosen so that the time associated with INVERT equals the total time forming and operating with the etas associated with UPDATE.
To ensure deterministic performance, in hsol the interval is determined using a flopbased pseudo-clock and practical experience shows that performance is not sensitive to the parameters in the model. The sequence of optimal reinversion intervals was estimated for the FT update, and the average value is given in the column headed "Interval".
Experiments with the PF, APF, MPF, FT and CFT updates were performed using the same sequence of basis changes from a "logical" basis B = I to an optimal solution of the LP. This eliminates variance in the results due to the fact that a change in update technique typically leads to the simplex method taking a different path to an optimal solution. The same sequence of optimal (FT) reinversion intervals was also used for all experiments with a given problem. This facilitates some comparisons between methods and ensures that the FT update is not disfavoured. Results for each update technique's particular sequence of optimal reinversion intervals were obtained but did not lead to deeper insight or any alternative conclusions so are omitted.
Results and analysis
The principal measure of the efficiency of a particular update procedure is the total CPU time to perform the update and then perform FTRAN and BTRAN for each basis in the sequence. This is given in the columns headed PF, APF, MPF, FT and CFT in Table 1 where, for each LP problem, the best performance of the three product form updates is highlighted in bold. The superiority of the MPF update over the PF and APF updates is clear: it is the best for 26 of the 30 problems. Of the other four problems, the APF update is the best for three and in all of these cases the proportion of sparse BTRAN results is at least that of FTRAN. However, on 16 of the 30 problems the APF update is the worst, with the PF update being the worst for all but one of the others. A further measure of the superiority of the MPF update is obtained by considering the CPU time relative to the better of the CPU time for the PF and APF updates. The geometric mean of this ratio shows the use of the MPF update to be 40% more efficient.
The FT update is better than the best of the product form updates for 27 of the problems and, on average, is 61% more efficient than the better of the PF and APF updates. However, the FT update is only 34% more efficient than the MPF update. Thus the efficiency of the MPF update is rather closer to that of the FT update than it is to the other product form updates.
The performance when using the collective FT update (CFT) is very similar to that when using the standard FT update, the former being 4% faster. This demonstrates that the CFT update incurs no significant overhead.
A secondary measure of efficiency is the storage requirement so, for each LP problem and each update technique, the relative size of B k and its invertible representation was calculated. The relative performances of the update procedures was similar to the CPU results, so details are not given. Using the MPF update was 31% more efficient than the better of the PF and APF updates. Using the FT update was 16% more efficient than the MPF update and 42% more efficient than the better of the PF and APF updates. There was no significant difference between the average fill-in for the FT and CFT updates.
Although the deletion and insertion operations of the FT update result in a CPU overhead that is not shared with the product form updates, the overall computational efficiency when using the FT update rather than the MPF or the best of the product form updates is greater than the storage efficiency. This is due to the fact that hypersparsity may be exploited fully when using the FT update, but only when operating with B −1 0 in the case of the APF and MPF updates. Further insight into why the MPF update is significantly more efficient than the PF and APF updates is given in the results presented in Table 3 . Although it is unsurprising that the average density of the vectorsã q andẽ p is lower than the average density ofâ q andê p for the PF and APF updates respectively, the relative densities are generally so much lower that it is much more efficient to store and applyã q and e p rather than just one ofâ q andê p . An intuitive explanation follows from the observation thatã q andẽ p are the solution of triangular rather than square systems of equations. Specifically, the initial fill-in which occurs when formingã q = L −1 a q and e T p = e T p U −1 is likely to imply the need to apply etas in the representation of U −1 and L −1 when formingâ q = U −1ã q andê T p =ẽ T p L −1 , resulting in significant further fill-in. However, the initial fill-in is very much less likely to require the application of further etas in the representation of L −1 and U −1 when formingã q = L −1 a q andẽ T p = e T p U −1 since much of the fill-in occurs in components for which any corresponding eta occurs earlier in the representation so need not be applied. Table 3 also illustrates the greater efficiency of the FT update with respect to sparsity.
Conclusions
Three novel update procedures have been introduced in this paper. Two of them are variants of the product form and one is an extension of the Forrest-Tomlin (FT) update.
Of the two product form variants, the middle product form (MPF) update is generally much more efficient than the alternate product form (APF) update. The APF is very inefficient for some problems and is not recommended as a valuable general technique. However, its limited use in a variant of the dual revised simplex method that is amenable to parallelisation yields a valuable computational saving. The performance of the MPF is generally very much better than that of the APF and original product form update. Indeed, its performance frequently approaches that of the FT update. Since the MPF update does not require any elimination operations or dynamic data structures it is very much easier to implement than the FT update so is an attractive update procedure when developing a simple, relatively efficient implementation of the revised simplex method for either research studies or in an industrial context where an independent code-base is necessary. The collective Forrest-Tomlin (CFT) update organises the calculations required to perform multiple FT updates with the same efficiency as the corresponding sequence of standard FT updates. This ensures that there is no loss of serial efficiency when the CFT is used in the context of the dual revised simplex method with suboptimization.
