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INFORMATION GEOMETRY OF RANDOM MATRIX MODELS
DAN SHIBER
Abstrat. In this paper we develop the theory of information geometry for single random ma-
trix models, with two goals: proving a Cramer-Rao theorem for estimators on random matries,
and alulating the Legendre transform of pressure and entropy with respet to a metri duality.
Consequently, in the large n limit we reover several quantities from free probability: Voiulesu's
onjugate variable is the tangent vetor to the GUE perturbation model, giving rise to a metri whih
turns out to be the free Fisher information measure; Hiai's Legendre transform of free pressure agrees
with our Legendre transform of pressure; and Speiher's ovariane of utuations naturally arises
as the metri on the random matrix model obtained from the utuation funtions.
0.1. Introdution.
Inspired by the work of [AN00℄, we treat random n× n matrix models of the form
exp (−nTr (p(A) + ψ(n))) with p ∈ R〈x〉 and ψ(n) = 1
n2
log
∫
exp (−nTr (p(A))) dA as statistial
models and onstrut their information geometry. This ahieves two goals: it proves the Cramer-
Rao theorem, whih is a Cauhy-Shwartz inequality on polynomial funtions of the random matrix
(Setion 3.2); and it alulates the entropy as the Legendre transform of pressure (Setion 1.6).
In Setion 2 we relate our onstrution to free probability by onsidering the limit as the matrix
size n approahes innity. We show that the information geometri quantities onverge. The
pressure, entropy, and Legendre transform onverge to the free pressure, free entropy, and free
Legendre transform [Hia05℄ respetively. We also show that the information geometry of a Gaussian
perturbation model onverges to the free Fisher information measure [Voi93℄. Finally we note the
relation to the Free Cramer-Rao Theorem [Voi98℄ and the utuations of random matries [MS06℄.
Following is a quik review of lassial information geometry, meant as a motivation for our
development. The familiar reader may skip along to Setion 1.
Aknowledgement. I would like to thank my advisor, Dimitri Shlyakhtenko, for suggesting this
projet and the ountless disussions whih led to its fruition.
0.2. Review of Classial Information Geometry.
Classial information geometry may be viewed as the standard framework for doing onvex analy-
sis (nding minima/maxima) on real-valued funtions of random variables. Given a random variable
Xθ whose distribution funtion belongs to a parametri model {qθ(x)dx| θ ∈ Θ ⊂ R
m}, and funtions
(estimators) ξ1, . . . , ξm ∈ C(R), one is interested in measuring the sensitivity of ξ1(Xθ), . . . , ξm(Xθ)
to hanges in θ. This analysis is done following the presentation of [AN00℄ using the methods of
dierential geometry, and the resulting theorem is a lower bound on the ovariane of the deviations
of the ξi's as follows.
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A statistial model S is a family of probability distributions on R parameterized by nitely many
real parameters, S =
{
qθ(x)dx
∣∣θ ∈ Θ, qθ(x) > 0, ∫ qθ(x)dx = 1} with Θ ⊂ Rm open.
An exponential family is a statistial model with qθ(x) = exp (p(x) +
∑
θifi(x) + ψ(θ)), where
ψ(θ) = − log
∫
exp (p(x) +
∑
θifi(x)) dx and p, f1, . . . , fm ∈ C(R) suh that ψ(θ) onverges. We
denote pθ(x) = p(x) +
∑
θifi(x) + ψ(θ).
An exponential family S is a manifold under the map exp (pθ(x)) 7→ θ. Its tangent spae is the
vetor spae of random variables
TθS = span
{
∂
∂θi
exp (pθ(x)) (Xθ)
∣∣∣∣Xθ ∼ exp (pθ(x))
}m
i=1
log
≃ span
{
∂
∂θi
pθ(Xθ)
∣∣∣∣Xθ ∼ exp (pθ(x))
}m
i=1
.
There is a natural L2-struture on this spae whih allows us to dene an inner-produt
〈f, g〉θ =
∫
f(x)g(x) exp (pθ(x)) dx, f, g ∈ TθS,
and this gives the Fisher Information Metri
gij(θ) =
〈
∂
∂θi
pθ,
∂
∂θj
pθ
〉
θ
.
The L2-struture also identies the potential pθ as −
∫ x
−∞
d∗θ(1)(y)dy, where
dθ : L
2(exp (pθ(x)))→ L
2(exp (pθ(x))), f 7→ f
′
is the unbounded dierentiation operator. This follows from the alulation〈
d∗θ(1)(x), h(x)
〉
L2(exp(pθ))
=
∫
1 · h′(x) exp (pθ(x)) dx =
−
∫
h(x)p′θ(x) exp (pθ(x)) dx = 〈h(x),−p
′
θ(x)〉L2(exp(pθ(x))dx) ,
for any polynomial h. Thus, the tangent spae onsists of partial derivatives of −
∫ x
−∞
d∗θ(1)(y)dy
with respet to θi.
In this framework [AN00℄ prove the Cramer-Rao theorem:
Theorem 0.1. Let S be an exponential family with Fisher information metri g, and let
ξ1, . . . , ξm : R→ R
m
be unbiased estimators i.e.
∫
ξi(x) exp (pθ(x)) dx = θi. Then
〈ξi(Xθ)− θi, ξj(Xθ)− θj〉 ≥ g
−1
ij (θ)
in the sense of positive semi-denite matries.
Next, to nd minima/maxima on S and alulate the Legendre transform of ψ, [AN00℄ speify
a seond derivative (the tangent spae being the rst derivative). This is done by xing an ane
onnetion (see [BG80℄), whih is given in oordinates by
Γ
(α)
ijk(θ) =
∫
∂
∂θk
pθ(x) ·
∂2
∂θi∂θj
pθ(x) · pθ(x)dx+
1− α
2
∫
∂
∂θk
pθ(x) ·
∂
∂θi
pθ(x) ·
∂
∂θj
pθ(x) · pθ(x)dx
where α is a parameter for the amount of urvature. For example, an exponential family is at for
α = 1, and a mixture family (gθ = µ(X+θY )/(1+θ) with X and Y independent) is at for α = −1.
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These onnetions are distinguished by the duality of the (α)− and (−α)−onnetions with
respet to g:
Proposition 0.2.
∂
∂θk
gij(θ) = Γ
(α)
kij (θ) + Γ
(−α)
kji (θ).
This allows [AN00℄ to prove
Theorem 0.3. Let S be a manifold with metri g, a pair of dual ane onnetions Γ,Γ∗, and a
smooth funtion f : M → R. If θ′ ∈ M satises ∂
∂θi
f(Xθ′) = 0 and
∂
∂Γ(θ)
f(Xθ′) ≥ g in the sense of
positive semi-denite matries, where
∂
∂Γ(θ)
is the ovariant derivative, then ∃Θ˜ a small neighborhood
of θ′ suh that f(Xθ′) = supθ∈Θ˜ f(Xθ).
1. Basi Notions
1.1. Manifold.
We start with a random n× n self-adjoint matrix A with omplex entries, distributed aording
to
(1.1) exp (−nTr (p(A) + ψ(n))) dA on MSAn (C)
where p ∈ R〈x〉 is onvex, and ψ(n) = 1
n2
log
∫
MSAn (C)
exp (−nTr (p(A))) dA is the normalization
to a probability measure. The quantity ψ is also known as the pressure [Hia05℄. In this paper
Tr : MSAn (C)→ C by A 7→
∑n
i=1Aii, and dA =
∏
1≤i≤j≤n dRe(Aij)dIm(Aij)
∏
1≤i≤n dAii. We reall
a useful fat whih guarantees onvergene of this model [Bia03℄:
Lemma 1.1. Given p ∈ C2(R) onvex, ∃!q : R → R Borel, q(x) ≥ 0,
∫
R
q(x)dx = 1 suh that
∀f ∈ C(R),
1
n
∫
Tr (f(A)) exp (−nTr (p(A) + ψ(n))) dA→
∫
f(x)q(x)dx
where q is dened by the integral equation
2pr.v.
∫
q(y)
y − x
dy = p′(x), ∀x ∈ supp(q).
Denition 1.2. An exponential family is a family of distributions on MSAn (C) of the form
S =
{
exp
(
−nTr
(
p(A) +
m∑
i=1
θiFi(A) + ψ(θ, n)
))∣∣∣∣∣ θ ∈ Θ
}
,
where
ψ(θ, n) =
1
n2
log
∫
exp
(
−nTr
(
p(A) +
m∑
i=1
θiFi(A)
))
dA
is the normalization onstant, F1, . . . , Fm ∈ C(R) are the perturbation funtions, and Θ ⊂ R
m
is
an open set of parameters (hosen so that the integral in the denition of ψ onverges).
Notation 1.3. Write pθ,n(A) = p(A) +
∑m
i=1 θiFi(A) + ψ(θ, n), pθ(A) = p(A) +
∑m
i=1 θiFi(A), and
dµθ,n(A) = exp (−nTr (pθ,n(A))) dA.
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Remark 1.4. S is a manifold under the hart
dµθ,n(A) 7→ θ.
1.2. Tangent Spae.
In analogy to the lassial ase, we dene the tangent spae by identifying the potential of the
limit distribution qθ. Sine qθ is the distribution of a nonommutative random variable, the free
dierene quotient plays the role of the derivative:
∂θ : L
2(R, qθ)→ L
2(R, qθ)⊗ L
2(R, qθ), f(x) 7→
f(x)− f(y)
x− y
(this operator is explained in [Voi93℄). It is a densely-dened derivation with domain (∂θ) =
polynomials. For g ∈ domain (∂θ) we have
〈∂∗θ (1⊗ 1) (x), g(x)〉L2(R,qθ) = 〈1⊗ 1, (∂θg) (x, y)〉L2(R,qθ)⊗L2(R,qθ) =∫
g(x)− g(y)
x− y
qθ(x)qθ(y)dxdy = −2
∫
g(x)
(∫
qθ(y)
y − x
dy
)
qθ(x)dx =
〈p′θ(x), g(x)〉L2(R,qθ) .
Therefore, the limit potential is identied as ∂∗θ (1⊗ 1) =
∫ x
−∞
p′θ(y)dy = pθ(x).
Denition 1.5. The potential of dµθ,n(A) is pθ,n(A).
Proposition 1.6. The tangent spae is given by TθS = span
{
∂
∂θi
pθ,n(A)
∣∣∣A ∼ dµθ,n(A)}m
i=1
, re-
garded as a vetor spae of random variables.
Proof. Fix θ ∈ Θ. Eah ∂
∂θ1
pθ,n, . . . ,
∂
∂θm
pθ,n denes a urve through θ:
γi(t) = exp
(
−nTr
(
pθ,n(A) + t
∂
∂θi
pθ,n(A) + ψ(t, n)
))
.
Conversely, suppose h ∈ R〈x〉 is onvex and exp (−nTr (h(A) + φ(n))) ∈ S, with φ(n) =
1
n2
log
∫
exp(−nTr(h(A)))dA. Get θ′ suh that exp(−nTr(h(A) + φ(n)))dA = dµθ′,n(A). Then
by Lemma 1.1, exp(−nTr(h(A) + φ(n)) and dµθ′,n both onverge to qθ′ satisfying
h′(x) = 2pr.v.
∫
qθ′(y)
x− y
dy = p′θ′(x).
Therefore, h and pθ′ dier only by an additive onstant, whih may be absorbed into the normal-
ization φ(n). Thus h(A) = p(A) +
∑m
i=1 θ
′
i
∂
∂θi
pθ,n(A), and we onlude that all urves in S throught
θ are given by a linear ombination of ∂
∂θi
pθ,n(A), i = 1, . . . , m. 
1.3. The Fisher Information Metri.
A key feature of the metri dened by [AN00℄ is that it satises the equation
gij(θ) =
∂2
∂θi∂θj
ψ(θ).(1.2)
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We take this equation as the starting point for our denitions, and we alulate
∂
∂θj
ψ(θ, n) =
(
1
n2
∫
−nTr (Fj) exp (−nTr (p(A) +
∑m
k=1 θkFk(A))) dA∫
exp (−nTr (p(A) +
∑m
k=1 θkFk(A))) dA
)
= −
1
n
∫
Tr (Fj) dµθ,n(A),
(1.3)
and
∂2
∂θi∂θj
ψ(θ, n) =
∫
Tr
(
Fj
)
Tr
(
Fi +
∂
∂θi
ψ(θ, n)
)
dµθ,n(A).(1.4)
We dene an inner-produt and a orresponding metri and hek that it satises (1.4).
Denition 1.7.
〈f(A), g(A)〉θ,n =
∫
Tr (f(A))Tr (g(A))dµθ,n(A)
gij(θ, n) =
〈
∂
∂θi
pθ,n,
∂
∂θj
pθ,n
〉
θ,n
=
∫
Tr
(
∂
∂θi
pθ,n(A)
)
Tr
(
∂
∂θj
pθ,n(A)
)
dµθ,n(A).(1.5)
Proposition 1.8. gij(θ, n) =
∂2
∂θi∂θj
ψ(θ, n).
Proof. We alulate:
gij (θ, n) =
∫
Tr
(
Fi +
∂
∂θi
ψ(θ, n)
)
Tr
(
Fj +
∂
∂θj
ψ(θ, n)
)
dµθ,n(A)
=
∫
Tr
(
Fi −
1
n
∫
Tr(Fi)dµθ,n(A)
)
Tr
(
Fj −
1
n
∫
Tr(Fj)dµθ,n(A)
)
dµθ,n(A),
by equation (1.3).
Now Tr
(
1
n
∫
Tr(Fi)dµθ,n(A)
)
=
∫
Tr(Fi)dµθ,n(A), so we have
gij (θ, n) =
∫
Tr (Fi)Tr (Fj) dµθ,n(A)−
∫
Tr (Fi) dµθ,n(A)
∫
Tr (Fj) dµθ,n(A)
=
∫
Tr (Fi)Tr
(
Fj +
∂
∂θj
ψ(θ, n)
)
dµθ,n(A)
=
∂2
∂θi∂θj
ψ(θ, n),
using equations (1.3) and (1.4). 
Remark 1.9. In onnetion to Voiulesu's free probability theory, it seems natural to dene the
inner-produt on the tangent spae as
〈f, g〉θ =
1
n
∫
Tr (f(A)g(A)) dµθ,n(A).(1.6)
However, the metri (1.6) does not satisfy equation (1.2), whih is ruial in order to alulate the
Legendre transform in Setion 1.6.
Also, if we restrit our attention to Gaussian Unitary Ensemble perturbations (whih give rise
to a semiirular perturbation as n→∞), the metri (1.5) oinides with metri (1.6) (see Setion
2.2).
INFORMATION GEOMETRY OF RANDOM MATRIX MODELS 6
1.4. The (α)-Connetions.
To alulate the Legendre transform we need a pair of dual ane onnetions on the manifold
(see [BG80℄). In fat we dene a family of pairs of dual onnetions with urvature parameter
α ∈ [−1, 1], and we denote the onnetion oeients by Γ
(α),n
ijk (θ). To ompute the Legendre
transform, the (α)-onnetion must be dual to the (−α)-onnetion, i.e.
∂
∂θk
gij (θ, n) = Γ
(α),n
kij (θ) + Γ
(−α),n
kji (θ) .
We take this as our starting point for the denition of Γ, and we alulate:
∂
∂θk
gij (θ, n) =
∂3
∂θi∂θj∂θk
ψ (θ, n) =∫
Tr
(
∂2
∂θk∂θi
pθ,n(A)
)
Tr
(
∂
∂θj
pθ,n(A)
)
dµθ,n(A) +
∫
Tr
(
∂
∂θi
pθ,n(A)
)
Tr
(
∂2
∂θk∂θj
pθ,n(A)
)
dµθ,n(A)
− n
∫
Tr
(
∂
∂θi
pθ,n(A)
)
Tr
(
∂
∂θj
pθ,n(A)
)
Tr
(
∂
∂θk
pθ,n(A)
)
dµθ,n(A).
This leads us to the following denition
Denition 1.10.
Γ
(α),n
ijk (θ) =
∫
Tr
(
∂2
∂θk∂θi
pθ,n(A)
)
Tr
(
∂
∂θj
pθ,n(A)
)
dµθ,n(A)
−
1− α
2
· n
∫
Tr
(
∂
∂θi
pθ,n(A)
)
Tr
(
∂
∂θj
pθ,n(A)
)
Tr
(
∂
∂θk
pθ,n(A)
)
dµθ,n(A).
Notie that the onnetion oeients depend on the hoie of oordinate system, and this gives
the notion of atness:
Denition 1.11. A oordinate system {ζi} is (α)-at if Γ
(α),n
ijk (ζ) = 0. That is, the vetor elds
Xi =
∂
∂ζi
are parallel with respet to the (α)-onnetion.
Proposition 1.12. An exponential family S is (1)-at.
Proof. Calulate:
Γ
(1),n
ijk (θ) =
∫
Tr
(
∂2
∂θk∂θi
pθ,n(A)
)
Tr
(
∂
∂θj
pθ,n(A)
)
dµθ,n(A)
=
∫
Tr
(
∂
∂θk
(
Fi(A)−
∂
∂θi
ψ (θ, n)
))
Tr
(
Fj(A)−
∂
∂θj
ψ (θ, n)
)
dµθ,n(A)
=
∫
Tr
(
−
∂2
∂θk∂θi
ψ (θ, n)
)
Tr
(
Fj(A)−
∂
∂θj
ψ (θ, n)
)
dµθ,n(A)
= −n
∂2
∂θk∂θi
ψ (θ, n) ·
∫
Tr
(
Fj(A)−
1
n
∫
Tr (Fj(A)) dµθ,n(A)
)
dµθ,n(A)
= −n
∂2
∂θk∂θi
ψ (θ, n) ·
(∫
Tr (Fj(A)) dµθ,n(A)−
∫
Tr (Fj(A)) dµθ,n(A)
)
= 0.

Proposition 1.13. The (α)- and (−α)-onnetions are mutually dual with respet to g (θ, n).
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Proof. This follows from the alulation:
∂
∂θk
gij (θ, n) =
∫
Tr
(
∂2
∂θk∂θi
pθ,n(A)
)
Tr
(
∂
∂θj
pθ,n(A)
)
dµθ,n(A)
−
∫
Tr
(
∂
∂θi
pθ,n(A)
)
Tr
(
∂2
∂θk∂θj
pθ,n(A)
)
dµθ,n(A)
−
1− α
2
· n ·
∫
Tr
(
∂
∂θi
pθ,n(A)
)
Tr
(
∂
∂θj
pθ,n(A)
)
Tr
(
∂
∂θk
pθ,n(A)
)
dµθ,n(A)
+
1 + α
2
· n ·
∫
Tr
(
∂
∂θi
pθ,n(A)
)
Tr
(
∂
∂θj
pθ,n(A)
)
Tr
(
∂
∂θk
pθ,n(A)
)
dµθ,n(A)
=Γ
(α),n
ijk (θ) + Γ
(−α),n
ikj (θ) .

Corollary 1.14.
∂
∂θk
gij (θ, n) = Γ
(0),n
ijk (θ) + Γ
(0),n
ikj (θ), i.e. the (0)-onnetion is the Levi-Cevita
(metri) onnetion.
1.5. Several Independent Matries.
Our disussion started with a single random matrix model to familiarize the reader with the
geometri notions and alulations, but in fat it extends to several independent matries as follows.
Start with independent random matries A1, . . . , Ak with Ar distributed aording to
exp
(
−nTr
(
p (r) (A) +
m∑
i=1
θi (r)Fi (r) (A) + ψ (r) (θ (r) , n)
))
dA.
Then (A1, . . . , Ak) is distributed aording to
exp
(
−nTr
((
k∑
r=1
p (r) (Ar)
)
+
(
k∑
r=1
m∑
i=1
θi (r)Fi (r) (Ar)
)
+
(
k∑
r=1
ψ (r) (θ (r) , n)
)))
dA1 . . . dAk.
Notation 1.15. Write P (A1, . . . , Ak) for
∑k
r=1 p (r) (Ar), θ for
(θ1 (1) , . . . , θm (1) , θ1 (2) , . . . , θm (2) , . . . . . . , θm (k)), and Pθ,n (A1, . . . , Ak) for
P (A1, . . . , Ak) +
(∑k
r=1
∑m
i=1 θi (r)Fi (r) (Ar)
)
+Ψ (θ, n),
with Ψ (θ, n) = 1
n2
log
∫
exp
(
−nTr
(
P (A1, . . . , Ak) +
(∑k
r=1
∑m
i=1 θi (r)Fi (r) (Ar)
)))
dA1 . . . dAk.
Also write dµθ(r),n(Ar) for exp (−nTr (p (r) (Ar) +
∑m
i=1 θi (r)Fi (r) (Ar))) dAr, and dµ˜θ,n(A1, . . . , Ak)
for dµθ(1),n(A1) · · ·dµθ(r),n(Ak).
Notie, by reentering and resaling we may assume that
1
n
∫
Tr (Ar) dµθ(r),n(Ar) = 0 and
1
n
∫
Tr (A2r) dµθ(r),n(Ar) = 1 for r = 1, . . . , k. Sine A1, . . . , Ak are independent, [VDN92, Theo-
rem 4.4.1℄ shows that (A1, . . . , Ak) onverges as n → ∞ in the sense that ∃τ a traial state on
C 〈x1, . . . , xk〉 suh that ∀w ∈ C 〈x1, . . . , xk〉
1
n
∫
Tr (w (A1, . . . , Ak)) dµ˜θ,n (A1, . . . , Ak)→ τ (w)
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Now we must identify the potential. In the lassial ase, when one onsiders several indepen-
dent random variables X1, . . . , Xk instead of a single variable, with Xi distributed aording to
exp (pi(x)) dx, the potential is determined by the equation
d
dxr
p (x1, . . . , xk) = d
∗
xr(1),
for r = 1, . . . , k, with
dxr : L
2
(
exp
(
k∑
r=1
pr(x)
)
dx1. . .dxk
)
→ L2
(
exp
(
k∑
r=1
pr(x)
)
dx1. . .dxk
)
,
g(x1, . . . , xk) 7→
d
dxr
g(x1, . . . , xk)
the densely dened partial dierentiation operator with domain(dxr) = polynomials.
In the multi-matrix ase, the equation for hθ to be a potential in the limit n→∞ beomes
Dxrhθ (x1, . . . , xk) = ∂
∗
xr (1⊗ 1) ,
with ∂xr and Dxr dened in [Voi98℄ as follows. ∂xr : L
2 (C 〈x1, . . . , xk〉 , τ)→ L
2 (C 〈x1, . . . , xk〉 , τ)⊗
L2 (C 〈x1, . . . , xk〉 , τ) is dened by ∂xr(xs) = δrs ·1⊗1 and ∂xr(1) = 0. Dxr : L
2(C〈x1, . . . , xk〉, τ)→
L2(C〈x1, . . . , xk〉, τ) is dened by Dxr = σ ◦ ∂xr where σ(x⊗ y) = yx.
[Voi98, Prop 3.6℄ shows that ∂∗xr (1⊗ 1) ∈ L
2 (C〈xr〉, τ), so we may apply the disussion from
Setion 1.2 to get
∂∗xr (1⊗ 1) =
d
dxr
(
p (r) (xr) +
m∑
i=1
θi (r)Fi (r) (xr)
)
.
Thus, the ondition for a potential of several independent matries beomes
Dxrh (x1, . . . , xk) =
d
dxr
(
p (r) (xr) +
m∑
i=1
θi (r)Fi (r) (xr)
)
.
This has a solution
h (x1, . . . , xk) = Pθ,n (x1, . . . , xk) ,
whih leads to the denition
Denition 1.16. The potential of dµ˜θ,n (A1, . . . , Ak) is Pθ,n (A1, . . . , Ak).
Denition 1.17. The tangent spae to this model is TθS = span
{
∂
∂θi
Pθ,n (A1, . . . , Ak)
}m
i=1
.
Next we dene an inner-produt and a orresponding metri that satises equation (1.2).
Denition 1.18.
〈f, h〉θ = −
∫
Tr (f (A1, . . . , Ak))Tr (h (A1, . . . , Ak)) dµ˜θ,n (A1, . . . , Ak) .
INFORMATION GEOMETRY OF RANDOM MATRIX MODELS 9
Denition 1.19.
Gi(r)j(s) (θ, n) =
∫
Tr
(
∂
∂θ(r)i
Pθ,n
)
Tr
(
∂
∂θ(s)
Pθ,n
)
dµ˜θ,n (A1, . . . , Ak) .
It is a straightforward alulation that
Proposition 1.20. Gi(r)j(s) (θ, n) =
∂2
∂θ(r)i∂θ(s)j
Ψ (θ, n).
Remark 1.21. Notie that for r 6= s Ar is independent of As, so Gi(r)j(s) (θ, n) = 0. Therefore, if
A1, . . . , Ak are identially distributed we have p1 = p2 = . . . = pk and θ (1) = θ (2) = . . . = θ (k), so
Ψ (θ, n) =
1
n2
log
∫
exp
(
−nTr
(
k∑
r=1
(
pr (Ar) +
m∑
i=1
θi (r)Fi (Ar)
)))
dA1 . . . dAk
=
1
n2
k∑
r=1
log
∫
exp
(
−nTr
(
pr (Ar) +
m∑
i=1
θi (r)Fi (Ar)
))
dAr.
Thus, as in the lassial ase
G (θ, n) =

 g(θ(1), n) 0.
.
.
0 g(θ(1), n)


︸ ︷︷ ︸
k
.
We also dene the (α)-onnetions
Denition 1.22.
Γ
(α),n
i(r)j(s)k(t) (θ) =
∫
Tr
(
∂2
∂θ(t)k∂θ(r)i
Pθ,n
)
Tr
(
∂
∂θ(s)j
Pθ,n
)
dµ˜θ,n(A1, . . . , Ak)
−
1− α
2
· n
∫
Tr
(
∂
∂θ(r)i
Pθ,n
)
Tr
(
∂
∂θ(s)j
Pθ,n
)
Tr
(
∂
∂θ(t)k
Pθ,n
)
dµ˜θ,n(A1, . . . , Ak).
Using the argument in Remark 1.21, for identially distributed A1, . . . , Ak we have Γ
(α),n
i(r)j(s)k(t) (θ) =
0 if r 6= s, s 6= t, or r 6= t, and Γ
(α),n
i(r)j(s)k(t) (θ) = Γ
(α),n
ijk (θ(1)) otherwise.
Denition 1.23. Given independent random matries A1, . . . , Ak with distributions of the form
(1.1), the Information Manifold assoiated to (A1, . . . , Ak) is the geometri struture S = (M, g,Γ,Γ
∗)
desribed in this setion.
Combining our observations, we obtain the following theorem,
Theorem 1.24. Let A1, . . . , Ak be independent random matries with distribution funtions of the
form (1.1), let Si be the information manifold assoiated to Ai, and let S˜ be the information manifold
assoiated to (A1, . . . , Ak), then S˜ = S1 ⊕ . . .⊕ Sk.
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1.6. Legendre Transform of Pressure.
In this setion we alulate the Legendre transform of the pressure ψ (θ, n). Sine the notation
for several independent matries is umbersome, we alulate with a single matrix and by theorem
(1.24) our alulations extend to several independent matries.
[AN00, Setion 3.3-3.5℄ dene the Legendre transform for a smooth real-valued funtion on a
Reimannian manifold with a pair of dual onnetions; this inludes our onstrution, so their dis-
ussion applies in our ase.
Following [AN00, Setion 3.3-3.5℄, dene a new oordinate system
ηi =
1
n
∫
Tr (Fi(A)) dµθ,n(A).
Aording to equation (1.3),
∂
∂θi
ψ(θ, n) =
1
n
∫
Tr (Fi(A)) dµθ,n(A) = ηi,
so we have
∂ηj
∂θi
=
∂2
∂θi∂θj
ψ = gij (θ, n) ,
and similarly
∂θj
∂ηi
=
(
g−1 (θ, n)
)
ij
.
Therefore, {θi} and {ηi} are oordinate systems whih are mutually dual with respet to gij (θ, n)
[AN00, Setion 3.5℄.
Proposition 1.25. {ηi} is (−1)-at.
Proof. The {θi} oordinate system is (1)-at. By proposition (1.13), the dual oordinate system is
(−1)-at, so {ηi} is (−1)-at 
Denition 1.26. The Legendre Transform of ψ (θ, n) is
ϕ (θ, n) = sup
θ′∈Θ
{
1
n
∫
Tr
(
p(A) +
m∑
i=1
θ′iFi (A) + ψ (θ
′, n)
)
dµθ,n(A)−
1
n
∫
Tr (p(A)) dµθ,n(A)
}
.
Proposition 1.27.
ϕ (θ, n) =
1
n
∫
Tr (pθ,n(A)) dµθ,n(A)−
1
n
∫
Tr (p(A)) dµθ,n(A).
Proof. [AN00, Setion 3.5℄ show that
ϕ(θ, n) =
m∑
i=1
θiηi(θ) + ψ(θ, n) =
1
n
∫
Tr (pθ,n(A)) dµθ,n(A)−
1
n
∫
Tr (p(A)) dµθ,n(A).

Following the disussion in [AN00, Setion 3.5℄, the rst summand in proposition (1.27) is the
analogue of entropy,
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Denition 1.28.
H(dµθ,n) = −
1
n
∫
Tr (pθ,n(A)) dµθ,n(A).
Also aording to the disussion in [AN00, Setion 3.5℄,
Corollary 1.29. Both H(dµθ,n) and ψ(θ, n) are onvex in θ.
1.7. Calulations on Well-Known Models.
In this setion we present some alulations on random matrix models that appear in appliations.
1.7.1. Gaussian Unitary Ensemble (GUE).
Classially the most ubiquitous statistial model is the Gaussian family,
exp
(
−
(x− µ)2
2σ2
−
1
2
log(2πσ2)
)
,
whih is an exponential family by setting θ1 = −
µ
σ2
, θ2 =
1
2σ2
, ψ(θ1, θ2) =
(θ1)
2
2θ2
+ 1
2
log pi
θ2
, and writing
exp
(
−
(x− µ)2
2σ2
−
1
2
log(2πσ2)
)
= exp
(
−
(
θ2x
2 + θ1x+ ψ(θ1, θ2)
))
.
The orresponding random matrix model is the Gaussian Unitary Ensemble (GUE), with distri-
bution funtion
exp
(
−nTr
(
(A− µ)2
2σ2
+
1
2
log
2πσ2
n
))
,
whih is an exponential family under the same oordinates θ˜1 = −
µ
σ2
, θ˜2 =
1
2σ2
, and ψ˜(θ˜1, θ˜2, n) =(
θ˜1
)2/
2θ˜2 +
1
2
log
(
π/nθ˜2
)
.
We see that
∂2
∂θi∂θj
ψ(θ1, θ2) =
∂2
∂θ˜i∂θ˜j
ψ˜(θ˜1, θ˜2, n),
so the Fisher information metri of the GUE model in
(
θ˜1, θ˜2
)
-oordinates is the same as the
lassial Fisher informationmetri of the Gaussian model in (θ1, θ2)-oordinates. Using the hange of
oordinate rule gkl(ξ) =
∑m
i,j=1 gij(ρ)
(
∂ρi
∂ξk
)(
∂ρj
∂ξl
)
, the equality
∂θi
∂µ
= ∂θ˜i
∂µ
, and the equality
∂θi
∂σ
= ∂θ˜i
∂σ
for i = 1, 2, we see that the Fisher information metri for the GUE model in the (µ, σ)-oordinates
is the same as the Fisher information metri for the Gaussian model in the (µ, σ)-oordinates:
gij(µ, σ, n) =
(
1
σ2
0
0 2
σ2
)
.
Taking the limit n → ∞, the semiirle and Gaussian distributions have the same Fisher infor-
mation metri.
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1.7.2. Laguerre Unitary Ensemble (LUE).
Another well-known model in random matrix theory is the Laguerre Unitary Ensemble (LUE)
also known as a Wishart matrix. This is dened in [FW02℄ as the random matrix A = X∗X with
X ∼ exp (−nTr (X2)) dX (we take n = N in the denition of [FW02℄ so their notation mathes
ours). [FW02℄ show that the eigenvalues of A are distributed aording to
Z−1n ·
∏
1≤i<j≤n
(λi − λj)
n∏
k=1
exp (λk) · χλk>0dλk,
with Zn the normalization onstant. Therefore, A is distributed aording to Z
−1
n ·exp (−nTr (A)) dA
on
{
A ∈MSAn (C)
∣∣A > 0} as an orthogonally invariant model. We will not disuss orthogonally-
invariant models in general, but our denitions make sense verbatim in this ase.
Instead of starting with a standard LUE, we may parameterize its variane, and resale it for
onvergene as n→∞ to obtain
Z−1n (t) · exp
(
−nTr
(
A
t
))
on
{
A ∈MSAn (C)
∣∣A > 0}
with
Zn(t) =
∫
{A∈MSAn (C)|A>0}
exp
(
−nTr
(
A
t
))
dA =
∫
MSAn (C)
exp
(
−nTr
(
A2
t
))
dA =
1
2
log
πt
n
.
This is an exponential family by setting θ1 = 1/t, ψ(θ1, n) =
1
2
log (π/nθ1), and writing
Z−1n (t) · exp
(
−nTr
(
A
t
))
= exp (−nTr (θ1A+ ψ(θ1, n))) .
Now
∂2
∂θ1∂θ1
ψ(θ1, n) =
1
2(θ1)
2 , so the Fisher information metri of the LUE model is
g11(t) =
1
2t2
.
2. The n→∞ ase
2.1. Convergene.
In this setion we verify that the tangent spae, Fisher information metri, (α)-onnetions,
pressure, and entropy onverge as n→∞. In fat we nd that the entropy and pressure onverge to
the free entropy and free pressure, and the Fisher informationmetri of the semiirular perturbation
model oinides with Voiulesu's Fisher information measure.
First we note that the tangent spae, regarded as a vetor spae of random variables, onverges
in moments:
Proposition 2.1.
1
n
∫
Tr
(
∂
∂θi1
pθ,n(A) · · ·
∂
∂θik
pθ,n(A)
)
dµθ,n(A)→
∫
∂
∂θi1
pθ(x) · · ·
∂
∂θik
pθ(x)qθ(x)dx.
Proof. By Lemma (1.1). 
Proposition 2.2. The metri gij(θ, n) dened by equation (1.5) onverges.
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Proof. By denition gij(θ, n) =
∂2
∂θi∂θj
ψ(θ, n). [EM03℄ show that sine pθ(A) is a polynomial, the
potential pθ(A) +
1
2
A2, has the expansion
log
∫
exp
(
−nTr
(
pθ(A) +
1
2
A2
))
dA = n2ǫ0(θ) + ǫ1(θ) +
1
n2
ǫ2(θ) + . . .
with ǫi an analyti funtion of θ for i = 0, 1, . . .. Notie that
∂2
∂θi∂θj
1
n2
log
∫
exp
(
−nTr
(
pθ(A) +
1
2
A2
))
dA =
∂2
∂θi∂θj
ψ(θ, n),
beause
∂
∂θi
(
−nTr
(
1
2
A2
))
= 0.
Therefore,
∂2
∂θi∂θj
ψ(θ, n) =
∂2
∂θi∂θj
ǫ0(θ) +
1
n2
·
∂2
∂θi∂θj
ǫ1(θ) +
1
n4
·
∂2
∂θi∂θj
ǫ2(θ) + . . .
Thus, we have
lim
n→∞
gij(θ, n) = lim
n→∞
∂2
∂θi∂θj
ψ(θ, n) =
∂2
∂θi∂θj
ǫo(θ).

Proposition 2.3. For α ∈ [−1, 1], the (α)-onnetions onverge.
Proof. We have∫
Tr
(
∂2
∂θk∂θi
pθ,n
)
Tr
(
∂
∂θj
pθ,n
)
dµθ,n(A) =∫
Tr
(
∂2
∂θk∂θi
ψ(θ, n)
)
Tr
(
Fj +
∂
∂θj
ψ(θ, n)
)
dµθ,n(A) =
n
∂2
∂θk∂θi
ψ (θ, n) ·
(∫
Tr (Fi (A)) dµθ,n(A)−
∫
Tr (Fi (A)) dµθ,n(A)
)
= 0
(2.1)
where the seond equality is due to equation (1.3).
By equation (2.1),
Γ
(α),n
ijk = −
1 − α
2
· n
∫
Tr
(
∂
∂θi
pθ,n
)
Tr
(
∂
∂θj
pθ,n
)
Tr
(
∂
∂θk
pθ,n
)
dµθ,n(A).
Writing out
∂
∂θk
gij (θ, n) and using equation (2.1) again, we see that
Γ
(α),n
ijk = −
1− α
2
·
∂
∂θk
gij (θ, n) .
The argument in Proposition 2.2 using [EM03℄ shows that
∂
∂θk
gij (θ, n) =
∂3
∂θi∂θj∂θk
ψ (θ, n)→
∂3
∂θi∂θj∂θk
ǫ0(θ).
Therefore,
lim
n→∞
Γ
(α),n
ijk = −
1 − α
2
·
∂3
∂θi∂θj∂θk
ǫ0(θ).

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Proposition 2.4. The dual oordinate system onverges.
Proof. Aording to Lemma (1.1),
lim
n→∞
ηi = lim
n→∞
1
n
∫
Tr (Fi(A)) dµθ,n(A) =
∫
Fi(x)qθ(x)dx,

Theorem 2.5. The Legendre transform of ψ onverges.
Proof. Aording to the disussion in setion 1.6, the Legendre trasnform of ψ (θ, n) is
ϕ(θ, n) =
1
n
∫
Tr (pθ,n (A)) dµθ,n(A)−
1
n
∫
Tr (p (A)) dµθ,n(A)
=
1
n
∫
Tr
(
m∑
i=1
θiFi(A)
)
dµθ,n(A) + ψ(θ, n)
By Lemma (1.1),
1
n
∫
Tr
(
m∑
i=1
θiFi(A)
)
dµθ,n(A)→
∫ ( m∑
i=1
θiFi(x)
)
qθ(x)dx,
and
ψ(θ, n) =
1
n2
log
∫
exp
(
−nTr
(
p(A) +
m∑
i=1
θiFi(A)
))
dA −→
∫∫
log |x− y| qθ(x)qθ(y)dxdy −
∫ (
p(x) +
m∑
i=1
θiFi(x)
)
qθ(x)dx.
Therefore, limn→∞ ϕ(θ, n) =∫ ( m∑
i=1
θiFi(x)
)
qθ(x)dx+
∫∫
log |x− y| qθ(x)qθ(y)dxdy −
∫ (
p(x) +
m∑
i=1
θiFi(x)
)
qθ(x)dx
=
∫∫
log |x− y| qθ(x)qθ(y)dxdy −
∫
p(x)qθ(x)dx.

Let qθ denote the limit of dµθ,n, and let χ(qθ) denote the Free Entropy of qθ. Sine χ(qθ) =
−
∫∫
log |x− y|qθ(x)qθ(y)dxdy, the above alulation shows that
Corollary 2.6.
H (dµθ,n) = −
1
n
∫
Tr (pθ,n(A)) dµθ,n(A)→ χ (qθ)
Combining Corollary 2.6 with Corollary 1.29 gives a new kind of onvexity for free entropy of the
limit of a random matrix, whih is "dual" to the onvexity under addition of the random variable:
Corollary 2.7. Suppose dµθ,n onverges to qθ for θ ∈ Θ open. Then χ (qθ) is onvex in θ.
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Remark 2.8. [Hia05℄ denes the free pressure for R > 0 and h ∈ C ([−R,R]) as
πR (h) = sup
{
−
∫
h(x)dµ(x) + χ (µ)
∣∣∣∣µ ∈M ([−R,R])
}
,
whereM([−R,R]) is the set of Borel probability measures supported on [−R,R]. He alulates the
free entropy as the Legendre transform of free pressure with respet to a Banah spae duality,
χ (µ) = inf
{∫
h(x)dµ(x) + πR (h)
∣∣∣∣h ∈ C ([−R,R])
}
,(2.2)
Now given a random matrix A ∼ exp (−nTr (p(A) + ψ(n))) with p ∈ R〈x〉 onvex, it onverges
to a measure µ. Fix R so that supp (µ) ⊂ [−R,R], and x a olletion F1, . . . , Fk ∈ R〈x〉. Consider
the random matrix model
exp
(
−nTr
(
p(A) +
m∑
i=1
θiFi(A) + ψ(θ, n)
))
.
By denition of ψ and πR,
ψ(θ, n)→ πR
(
m∑
i=1
θiFi(A)
)
,
and by Corollary 2.6
ϕ(0, n)→ χ(µ).
We showed in setion 1.6 that
ϕ(0, n) = inf
θ′
{
1
n
∫
Tr
(
m∑
i=1
θ′iFi(A)
)
dµ0,n(A) + ψ(θ
′, n)
}
,
where the Legendre transform omes from a duality with respet to gij(θ). In the limit n→∞ this
is the equation
χ(µ) = inf
{∫
h(x)dµ(x) + πR (µ)
∣∣∣∣h ∈ span {Fi}
}
,
whih is a restrition of (2.2) to h ∈ span {Fi}.
Therefore, the restrition of Hiai's Banah spae duality to any nite linear span agrees with the
orresponding Fisher information metri duality.
Remark 2.9. Given a nonommutative random variable X ∈ (A, τ) satisfying ∂∗X(1⊗1) ∈ R〈x〉 and
χ(X) <∞, we an uniquely dene its information geometry (up to a onstant) as follows.
Suppose p ∈ R〈x〉 onvex suh that the random matrix model exp (−nTr (p(A) + ψ(n))) on-
verges to X in the sense that 1
n
∫
Tr(f(A)) exp (−nTr (p(A) + ψ(n))) dA → τ(f(X)) for all f ∈
C(R). Fix perturbation funtions F1, . . . , Fm ∈ R〈x〉.
Denition 2.10. The information geometry of X relative to F1, . . . , Fm is the limit of the information
geometry of exp (−nTr (p(A) +
∑m
i=1 θiFi + ψ(θ, n))) at θ = 0.
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To show uniqueness, suppose we have q ∈ R〈x〉 onvex suh that the random matrix model
exp (−nTr (q(A) + φ(n))) also onverges to X . By Lemma 1.1 p′(x) =
∫ dµX (y)
x−y
= q′(x), so q(x) =
p(x) + c. The onstant c may be absorbed into φ = φ + c. Sine the tangent vetors, metri, and
onnetions only depend on
∂
∂θi
φ = ∂
∂θi
ψ and ∂
2
∂θi∂θj
φ = ∂
2
∂θi∂θj
ψ, the information geometries are the
same at θ = 0.
To show existene, sine χ(X) = −
∫∫
log 1
|x−y|
dµX(x)dµX(y) <∞, p(x) =
∫ x
−∞
log 1
|x−y|
dµX(x)dµX(y)
is well-dened and ontinuous. Sine p′′(x) = 2
∫ dµX (y)
|x−y|2
> 0, p is onvex. By Lemma (1.1) the ran-
dom matrix model exp (−nTr (p(A) + ψ(n))) onverges to X , and p′(x) ∈ R〈x〉. Thus, p ∈ R〈x〉 is
onvex and its random matrix model onverges to X .
2.2. Conjugate Variable and Free Fisher Information Measure.
One of the motivations for this paper was to understand Voiulesu's onjugate variable. In this
setion we show that given a random matrix model exp (−nTr (p(A) + ψ(n))), onverging to an
operator on a Hilbert spae X , we an onstrut a random matrix model for X with the tangent
vetor onverging in moments to the onjugate variable ∂∗X (1⊗ 1), and the Fisher information met-
ri onverging to Voiulesu's Fisher information measure Φ(X). Then we note that an analogous
result holds for freely independent X1, . . . , Xk using [Voi98, Prop 3.6℄.
The alulation in Setion 1.2 shows that
∂∗X(1⊗ 1) = −2
∫
dµX(x)
x− y
= p′(y),
whih suggests the random matrix model
{
exp (−nTr (p(A) + rp′(A) + ψ(r, n)))
}
for the onjugate variable, with ψ(r, n) = 1
n2
log
∫
exp (−nTr (p(A) + rp′(A))) dA.
The tangent vetor to this model at r = 0 is p′(A) + ∂
∂r
∣∣
r=0
ψ(r, n), and the Fisher information
metri at r = 0 is
g11(0) =
∫
Tr
(
p′ (A) +
∂
∂r
∣∣∣∣
r=0
ψ(r, n)
)
Tr
(
p′ (A) +
∂
∂r
∣∣∣∣
r=0
ψ(r, n)
)
dµ0,n(A).
To evaluate these expressions we need a few formulae.
Proposition 2.11. For h ∈ R〈x〉,
∫
Tr (h′ (A)) dµ0,n(A) = n
∫
Tr (h (A)) Tr (p′ (A)) dµ0,n(A).
INFORMATION GEOMETRY OF RANDOM MATRIX MODELS 17
Proof. For a monomial, h(A) = Ak, we have∫
Tr (h′ (A)) dµ0,n(A) =
∫
Tr(kAk−1)dµ0,n(A) =
k
∑
i1,...,ik−1
∫
Ai1i2 · · ·Aik−1i1dµ0,n(A) =
k∑
j=1
∑
i1,...,ik
ij=ij+1
∫
Ai1i2 · · ·Aij−1ijÂij ij+1Aij+1ij+2 · · ·Aiki1dµ0,n(A) =
∫ n∑
x=1
∑
i1,...,ik
∂
∂Axx
Ai1i2 · · ·Aiki1dµ0,n(A) =
n∑
x=1
∫ (
∂
∂Axx
Tr
(
Ak
))
dµ0,n =
−
n∑
x=1
(
−n
∫
Tr (h (A))
(
∂
∂Axx
Tr (p0,n (A))
)
exp (−nTr (p0,n(A))) dA
)
,
with the last equality due to integration by parts.
Applying this alulation in reverse to
∂
∂Axx
Tr(p0,n), we see that
∂
∂Axx
Tr(p0,n) = Tr(p
′
0,n(A)). So
we arrive at ∫
Tr(h′(A))dµ0,n(A) = n
∫
Tr(h(A)) Tr(p′0,n(A))dµ0,n(A).
By linearity of Tr we have the result for any h ∈ R〈x〉. 
Now we an evaluate using Proposition 2.11
∂
∂r
∣∣∣∣
r=0
ψ(r, n) = −
1
n
∫
Tr (p′(A)) dµ0,n(A) = −
1
n2
∫
Tr (1)Tr (p′(A)) dµ0,n(A)
= −
1
n
∫
Tr (0) dµ0,n(A) = 0.
So the tangent vetor at r = 0 is in fat p′(A). By Lemma (1.1), as n→∞
1
n
∫
Tr
(
(p′ (A))
k
)
dµ0,n(A)→
∫
(p′ (x))
k
dµX (x) =
∫
(∂∗X (1⊗ 1) (x))
k dµX(x)
so the tangent vetor at r = 0 indeed onverges in moments to the onjugate variable.
Now the metri at r = 0 beomes
g11 (0, n) =
∫
Tr (p′ (A))Tr (p′ (A)) dµ0,n(A).
Proposition 2.12.
−
∫
Tr (p′ (A))Tr (p′ (A)) dµ0,n(A)→ Φ(X).
Proof. We need a formula of [Joh98, Formula 2.18℄: if ϕ ∈ C1(R) with ϕ′ bounded below,
(2.3) n (n− 1)
∫
ϕ (t)− ϕ (s)
t− s
u2,n (s, t) dtds−n
2
∫
p′ (t)ϕ (t) u1,n (t) dt+n
∫
ϕ′ (t) u1,n (t) dt = 0,
INFORMATION GEOMETRY OF RANDOM MATRIX MODELS 18
where we took N,M = n, β = 2, and h = 0 in the formula, and
u2,n (λ1, λ2) =
∫ ∏
a<b
(λa − λb)
2
n∏
c=1
exp (−np (λc)) dλ3 . . . dλn,
u1,n (λ1) =
∫ ∏
a<b
(λa − λb)
2
n∏
c=1
exp (−np (λc)) dλ2 . . . dλn.
Notie that dµX(s) = limn→∞ u1,n(s), where dµX is the spetral measure of X . Now reall that
n
∫
ϕ′ (t) u1,n (t) dt =
∫
Tr (ϕ′(A)) dµ0,n(A) = n
∫
Tr (ϕ(A))Tr (p′(A)) dµ0,n(A)
by Proposition 2.11. Plugging this into equation (2.3), and setting ϕ = p′, we get
−
∫
Tr (p′(A))Tr (p′(A)) dµ0,n(A) = n
∫
p′ (t) p′ (t) u1,n (t) dt− (n− 1)
∫
p′ (t)− p′ (s)
t− s
u2,n (s, t) dtds
=
∫
p′ (t) p′ (t) u1,n (t) dt+ (n− 1)
(∫
p′ (t) p′ (t) u1,n (t) dt−
∫
p′ (t)− p′ (s)
t− s
u2,n (s, t) dtds
)
.
If we an show that
(n− 1)
(∫
p′ (t) p′ (t) u1,n (t) dt−
∫
p′ (t)− p′ (s)
t− s
u2,n (s, t) dtds
)
→ 0(2.4)
then we would have
−
∫
Tr (p′(A))Tr (p′(A)) dµ0,n(A) =
∫
p′ (t) p′ (t) u1,n (t) dt→∫
(p′(t))
2
dµX(t) =
∫
(∂∗X(1⊗ 1)(t))
2 dµX(t) = Φ (X)
and we would be done.
We use another fat from [Joh98, Prop. 2.6℄ that for any ϕ ∈ C(R2),
lim
n→∞
∫
ϕ(s, t)u2,n (s, t) dtds =
∫
ϕ(s, t)dµX (s) dµX (t) .
Thus, we have
lim
n→∞
∫
p′ (t)− p′ (s)
t− s
u2,n (s, t) dtds = −2
∫
p′(s)
(∫
dµX(t)
t− s
)
dµX(s) =∫
p′(s)p′(s)dµX(s) = lim
n→∞
∫
p′ (t) p′ (t) u1,n (t) dt.
We add and subtrat this limit to equation (2.4) to get
(n− 1)
(∫
p′ (t) p′ (t) u1,n (t) dt− lim
n→∞
∫
p′ (t) p′ (t) u1,n (t) dt
)
−(2.5)
(n− 1)
(∫
p′ (t)− p′ (s)
t− s
u2,n (s, t) dtds− lim
n→∞
∫
p′ (t)− p′ (s)
t− s
u2,n (s, t) dtds
)
.(2.6)
Now for (2.5), notie that∫
p′ (t) p′ (t) u1,n (t) dt =
1
n
∫
Tr
(
p′(A)2
)
dµ0,n(A) =
∂
∂s
∣∣∣∣
s=0
ν(s, n),
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with ν(s, n) = 1
n2
log
∫
exp
(
−nTr
(
p(A) + s · (p′(A))2
))
dA. Using the expansion of [EM03℄ we get
ν(s, n) = ǫo(s) +
1
n2
ǫ1(s) + . . .
with ǫi(s) analyti. Therefore,
lim
n→∞
∫
p′ (t) p′ (t) u1,n (t) dt = lim
n→∞
∂
∂s
∣∣∣∣
s=0
ψ(s, n) = ǫo(s),
and
(2.5) = n
(
∂
∂s
∣∣∣∣
s=0
ν(s, n)−
∂
∂s
∣∣∣∣
s=0
ǫ0(s)
)
= n
(
1
n2
∂
∂s
∣∣∣∣
s=0
ǫ1(s) +
1
n4
∂
∂s
∣∣∣∣
s=0
ǫ2(s) + . . .
)
−→ 0.
For (2.6), we use [Eyn97, formula 2.5℄
u2,n(s, t) =
n
n− 1
(
1
n
n−1∑
l=0
Pl(s)
2 exp (−np(s))
)(
1
n
n−1∑
l=0
Pl(t)
2 exp (−np(t))
)
−
n
n− 1
(
αn ·
1
n
·
Pn(s)Pn−1(t)− Pn−1(s)Pn(t)
s− t
exp
(
−
n
2
(p(t) + p(s))
))2
.
(2.7)
where P0, . . . , Pn are the moni orthogonal polynomials with respet to the measure exp (−np(t)) dt,
and αn are onstants onverging to a onstant α whih only depends on the support of the limit
distribution. [Eyn97, after formula 2.5℄ gives the expansion
Pn(s) =
1√
f(s)
cos (nξ(s) + g(s)) · exp
(n
2
p(s)
)
,
Pn−1(s) =
1√
f(s)
cos (nξ(s) + ϕ(s) + g(s)) · exp
(
n− 1
2
p(s)
)
,
where f(s), ξ(s), ϕ(s), and g(s) are funtions of s. We are only onerned with the order n
expansion, so we do not need all these funtions expliitly, but Eynard notes (in formula (2.11))
that f(s) =
√
(s− a) (b− s). Reognizing the rst summand in (2.7) as n
n−1
· u1,n(s) · u1,n(t) and
rewriting the seond summand using the expansion, we have
u2,n(s, t) =
n
n− 1
· u1,n(s) · u1,n(t)−
n
n− 1
(
αn ·
1
n
·
1√
f(s)
√
f(t)
)2
×
(
cos (nξ(s) + g(s)) cos (nξ(t) + ϕ(t) + g(t))− cos (nξ(t) + g(t)) cos (nξ(s) + ϕ(s) + g(s))
s− t
)2
.
Now −1 ≤ cos (·) ≤ 1, so for s, t satisfying |s− t| > n−1/8, |s− a| > n−1/8 and |s− b| > n−1/8,
the absolute value of the seond summand is bounded by
n
n− 1
· α2n · n
−2 · n1/4 · n1/4 −→ 0.
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The rst summand onverges to dµX(s)dµX(t), so we see that the limit of u2,n(s, t) is dµX(s)dµX(t)
a.e. dsdt. In equation (2.6) we have subtrated lim u2,n(s, t), so we have
(2.6) =(n− 1)
∫
p′(t)− p′(s)
t− s
(
n
n− 1
u1,n(s)u1,n(t)dsdt− lim
n→∞
u1,n(s)u1,n(t)dsdt
)
+
(n− 1)
∫
p′(t)− p′(s)
t− s
·
n
n− 1
(
αn ·
1
n
·
1√
f(s)
√
f(t)
)2
×
(
cos (nξ(s) + χ(s)) cos (nξ(t) + ϕ(t) + χ(t))− cos (nξ(t) + χ(t)) cos (nξ(s) + ϕ(s) + χ(s))
s− t
)2
.
In our alulation that (2.5)→ 0, we showed that n (u1,n − lim u1,n) −→ 0, so
n (u1,n(s)u1,n(t)− lim u1,n(s)u1,n(t))→ 0.
Thus, the rst summand in (2.6)→ 0.
For s, t satisfying |s− t| > n−1/8, |s− a| > n−1/8 and |s− b| > n−1/8,∣∣∣∣∣∣ nn− 1
(
αn ·
1
n
·
1√
f(s)
√
f(t)
)2
×
(
cos (nξ(s) + χ(s)) cos (nξ(t) + ϕ(t) + χ(t))− cos (nξ(t) + χ(t)) cos (nξ(s) + ϕ(s) + χ(s))
s− t
)2∣∣∣∣∣ ≤
n
n− 1
· α2n · n
−1 · n1/4 · n1/4 −→ 0.
Therefore, (2.6)→ 0. So (2.4)→ 0, and we have proved the proposition. 
Remark 2.13. By [Voi98, Prop 3.6℄, given X1, . . . , Xk freely independent, the onjugate variable
∂∗Xi(1⊗1) omputed in larger algebra L
2 (R〈X1, . . . , Xk〉, τ) satises ∂
∗
Xi
(1⊗1) ∈ L2(R〈Xi〉, τ |R〈Xi〉).
Thus, ∂∗Xi(1 ⊗ 1) =
1
2
∫ dµXi (y)
Xi−y
. Thus, given X1, . . . , Xk freely independent, with Xi the limit of
the random matrix model exp (−nTr (pi(A))), we onsider the following independent multi-matrix
model (disussed in Setion 3.1)
exp
(
−nTr
(
k∑
i=1
pi(Ai) +
k∑
j=1
tj · p
′
j(Aj) + ψ (t, n)
))
.
Sine the random matries A1, . . . , Ak are independent, they are asymptotially free, and sine
Ai is distributed aording to exp (−nTr (pi(A))), the joint distribution of (A1, . . . , Ak) onverges
to the joint distribution of (X1, . . . , Xk). Also, the tangent vetor p
′
j(Aj) onverge to p
′
j(Xj) whih
is ∂∗Xj (1⊗ 1).
Aording to the disussion in setion 3.1, the o-diagonal terms in the metri vanish and we
have
gjj (0, n) =
∫
Tr
(
p′j (Aj)
)
Tr
(
p′j (Aj)
)
dµtj ,n(Aj).
Applying Proposition 2.12, we get∫
Tr
(
p′j (Aj)
)
Tr
(
p′j (Aj)
)
dµtj ,n(Aj)→ Φ (Xj) .
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Therefore,
gij (0, n) −→

 Φ(X1) 0.
.
.
0 Φ(Xk)

 .
3. Cramer-Rao Theorem
3.1. Independent Observations.
In setion (3.2) we will prove the Cramer-Rao theorem, whih requires us rst to make sense of
independent observations and eient estimators.
Classially, given a random variable X whose distribution belongs to a model
S = {exp (pθ (x)) dx |θ ∈ Θ ⊂ R
m}, a ommon problem is to estimate the value of θ based on several
independent observations of X .
Reall that a random variable is a real Borel funtion on some probability spae, so an observation
ofX is simply a real number, and k observations ofX together form a vetor in Rk. The requirement
that the observations are independent, means that (x1, . . . , xk) is an observation of the random
variableX⊗k (shorthand notation for
(
(X⊗1⊗. . .⊗1), . . . , (1⊗. . .⊗1⊗X)
)
, whih is k independent
opies of X). Note that the distribution of X⊗k belongs to the model S⊕k, and the metri on S⊕k
was alulated in Setion 1.5 to be the diret sum of the metris on eah opy of S.
An estimator is a olletion of funtions ξk : R
k → Rm, k = 1, 2, . . ., used to estimated the value
of θ ∈ Rm based on k independent observations.
An unbiased estimator is an estimator suh that if X is distributed aording to exp (pθ (x)) dx,
then the average of ξk taken over all k independent observations of X is equal to θ. In onrete
terms, independent observations of X means that θ (1) = . . . = θ (r), so the requirement for an
unbiased estimator beomes∫
ξk (x1, . . . , xk) exp
(
k∑
r=1
pθ(xr)
)
dx1 . . . dxk = θ.
Given an unbiased estimator, and k independent observations (x1, . . . , xk), the error of the esti-
mate is
eθ,k (x1, . . . , xk) = ξk (x1, . . . , xk)− θ.
We may alulate the ovariane matrix for the entries of the error
(Cov (eθ,k))ij =
∫
(eθ,k (x1, . . . , xk))i (eθ,k (x1, . . . , xk))j exp
(
k∑
r=1
pθ (xr)
)
dx1 . . . dxk.
The lassial Cramer-Rao Theorem [AN00℄ gives a lower bound on this ovariane:
Theorem 3.1. Given a model S and an unbiased estimator ξk,
Cov (eθ,k) ≥ g
−1 (θ)
where g is the Fisher Information metri on S⊕k, and ≥ is in the sense of positive semi-denite
matries.
In the random matrix ase, we must rst make sense of independent observations. Reall that a
random matrix A is a matrix-valued random variable, so
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Denition 3.2. An observation of A is simply a matrix a ∈ MSAn (C), and k observations of A
together form a vetor (a1, . . . , ak) ∈
(
MSAn (C)
)k
.
Denition 3.3. a1, . . . , ak are k independent observations of A if (a1, . . . , ak) is an observation of
A⊗k (k independent opies of A).
If the distribution of A belongs to the model S = {exp (−nTr (pn,θ(A))) dA}, then the distribution
of A⊗k belongs to the model S⊕k, whih was disussed in setion (1.5). We denote Pθ,n (A1, . . . , Ak)
for pθ,n (A1) + . . .+ pθ,n (Ak), and dµ˜θ,n(A1, . . . , Ak) for dµθ,n(A1) · · ·dµθ,n(Ak).
The Cramer-Rao theorem also requires us to dene unbiased estimators. Reall from our previous
disussion that an estimator is a funtion on several independent opies of the random variable,
suh that its expetation gives the estimated parameter value. In addition, the proof of the lassial
Cramer-Rao rests on the fat that an estimator may be viewed as a member of the tangent spae
of the model. With these requirements in mind, we dene
Denition 3.4. An estimator is a olletion of funtions (ξk)i ∈ C〈x1, . . . , xk〉, where k speies
the number of observations and i speies the parameter to be estimated. Given observations
A1, . . . , Ak,
1
n
Tr (ξk (A1, . . . , Ak)i) is an estimate of θi.
Denition 3.5. An unbiased estimator is an estimator suh that
1
n
∫
Tr (ξk (A1, . . . , Ak)i) dµ˜θ,n(A1, . . . , Ak) = θi.
For an unbiased estimator and k independent observations (A1, . . . , Ak), we have the error of the
ith estimate
(ek,θ (A1, . . . , Ak))i = (ξk (A1, . . . , Ak)− θ)i ,
and we may ompute the ovariane matrix of the entries of the error using our inner-produt
Cov (ek,θ) = −
∫
Tr (ek,θ (A1, . . . , Ak)i)Tr
(
ek,θ (A1, . . . , Ak)j
)
dµ˜θ,n(A1, . . . , Ak).
We will bound this quantity in the Cramer-Rao theorem.
3.2. Cramer-Rao Theorem.
In this setion we prove the Cramer-Rao theorem for the random matrix model. First we need a
proposition:
Proposition 3.6. Given f ∈ R〈x1, . . . , xk〉 a symmetri funtion, let H : S
⊕k → R be given by
θ 7→ − 1
n
∫
Tr (f (A1, . . . , Ak)) dµ˜θ,n(A1, . . . , Ak). Then
〈f +H(θ), f +H(θ)〉θ ≥ 〈dH, dH〉θ ,
with equality if and only if f ∈ TθS
⊕k
.
Proof. First, onsider the enlarged model
S˜ =
{
exp
(
−nTr
(
k∑
r=1
p (Ar) +
k∑
r=1
m∑
i=1
θiFi (r) (Ar) + tf (A1, . . . , Ak) + ψ (θ, t, n)
))}
,
with ψ(θ, t, n) = 1
n2
log
∫
exp
(
−nTr
(∑k
r=1 p(Ar) +
∑k
r=1
∑m
i=1 θiFi (r) (Ar) + tf(A1, . . . , Ak)
))
dA1 . . . dAk.
We have
〈dH, dH〉|θ∈S⊕k+ ≤ 〈dH, dH〉|(θ,0)∈S˜ ,
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with equality if and only if S˜ = S⊕k. Let θ˜ = (θ, t), and let Pθ˜,n (A1, . . . , Ak) denote the potential
in S˜. For any X ∈ T(θ,0)S˜, we an dierentiate H with respet to X to get
X ·H(θ) =
m∑
i=1
〈
∂Pθ˜,n
∂θ˜i
, X
〉
(θ,0)
∂
∂θ˜i
H(θ) =
m∑
i=1
〈
∂Pθ˜,n
∂θ˜i
, X
〉
(θ,0)
〈
∂Pθ˜,n
∂θ˜i
, f
〉
(θ,0)
=
m∑
i=1
〈
∂Pθ˜,n
∂θ˜i
, X
〉
(θ,0)
〈
∂Pθ˜,n
∂θ˜i
, f +H(θ)
〉
(θ,0)
= 〈f +H(θ), X〉(θ,0) ,
where the next to last equality is due to the fat that〈
∂Pθ˜,n
∂θ˜i
, H(θ)
〉
= H(θ)
∂
∂θ˜i
∫
exp
(
−nTr
(
Pθ˜,n (A1, . . . , Ak)
))
dA = 0.
The equation X · H(θ) = 〈f +H(θ), X〉θ˜ is the denition of grad (H) in T(θ,0)S˜, and ombined
with the fat that f +H(θ) ∈ T(θ,0)S˜ it shows that
f +H(θ) = grad (H) in T(θ,0)S˜.
We have
〈dH, dH〉|θ∈S⊕k ≤ 〈dH, dH〉|(θ,0)∈S˜ = 〈grad (H) , grad (H)〉|(θ,0)∈S˜ =
〈f +H(θ), f +H(θ)〉|(θ,0)∈S˜ = 〈f +H(θ), f +H(θ)〉|θ∈S ,
with equality if and only if S˜ = S⊕k.

Now we prove the Cramer-Rao theorem:
Theorem 3.7. Given an exponential family S, and an unbiased estimator ξk on S, it satises〈
(ξk − θ)i , (ξk − θ)j
〉
θ
≥ G−1(θ)
in the sense of positive semi-denite matries, where 〈·, ·〉θ is the inner-produt on S
⊕k
, and G is
the Fisher Information metri on S⊕k.
Proof. To show that
(〈
(ξk − θ)i , (ξk − θ)j
〉
θ
)
−g−1 is positive semi-denite, x an arbitrary vetor
c ∈ Rm, and let
f (A1, . . . , Ak) =
m∑
i=1
ci (ξk (A1, . . . , Ak))i .
Write S⊕k =
{
exp
(
−nTr
(∑k
r=1 pθ,n (Ar)
))}
, Pθ,n (A1, . . . , Ak) for
∑k
r=1 pθ,n (Ar), dµ˜θ,n(A1, . . . , Ak)
for dµθ,n(A1) · · · dµθ,n(Ak), and denote the expetation by Eθ (f) =
1
n
∫
Tr (f (A1, . . . , Ak)) dµ˜θ,n(A1, . . . , Ak).
This model was disussed in Setion 1.5; denote its metri by Gij (θ, n). Dene H(θ) = −Eθ (f) as
in Proposition 3.6.
Beause ξk is unbiased, H(θ) = −
∑k
i=1 ciθi, so
∂
∂θi
H(θ) = −ci, and Proposition 3.6 shows that
〈dH, dH〉θ ≤ 〈f +H(θ), f +H(θ)〉θ .
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The left-hand side is
〈dH, dH〉θ =
〈
m∑
i=1
∂
∂θi
H(θ) ·
∂Pθ,n
∂θi
,
m∑
j=1
∂
∂θj
H(θ) ·
∂Pθ,n
∂θj
〉
θ
=
m∑
i,j=1
∂
∂θi
(
m∑
r=1
crEθ ((ξk)r)
)
∂
∂θj
(
m∑
s=1
csEθ ((ξk (A1, . . . , Ak))s)
)(
G−1 (θ, n)
)
ij
=
m∑
i,j=1
∂
∂θi
(
m∑
r=1
crθr
)
∂
∂θj
(
m∑
s=1
csθs
)(
G−1 (θ, n)
)
ij
=
m∑
i,j=1
cicj
(
G−1 (θ, n)
)
ij
= ct
(
G−1 (θ, n)
)
ij
c,
and the right-hand side is
〈f +H(θ), f +H(θ)〉θ =
m∑
i,j=1
cicj
〈
(ξk − θ)i , (ξk − θ)j
〉
θ
.
Therefore, we have shown that
ct
〈
(ξk − θ)i , (ξk − θ)j
〉
θ
c ≥ ct
(
G−1 (θ, n)
)
ij
c,
with equality if and only if (ξk − θ)i ∈ TθS
⊕k
for i = 1, . . . , m.

Next we prove the onverse to the Cramer-Rao theorem, whih requires a denition:
Denition 3.8. An eient estimator is an unbiased estimator ξk that attains the bound in the
Cramer-Rao theorem.
Theorem 3.9. A random matrix model S = {exp (−nTr (Qθ,n(A)))}, with Qθ ∈ R〈x〉, has eient
estimators θˆ1, . . . , θˆk if and only if it is an exponential family, i.e.
Qθ (A) = p (A) +
∑
θiFi (A) + ψ (θ, n) .
Proof. (⇐) Suppose S is an exponential family. Reall that we dened the dual oordinate system
ηi =
∂
∂θi
ψ (θ, n). Thus, we may write the tangent vetors as Fi − ηi, and the Fisher information
metri as
gij (θ, n) = 〈(Fi − ηi) , (Fj − ηj)〉θ .
This equation shows that
ηˆi (A1, . . . , Ak) =
1
k
k∑
j=1
Fi (Aj)
is an eient estimator for ηi. Thus, we have found a oordinate system η1, . . . , ηk for the exponential
family whih has eient estimators ηˆ1, . . . , ηˆk.
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(⇒) Given S with eient estimators θˆ1 (A1, . . . , Ak) , . . . , θˆm (A1, . . . , Ak), x k = 1. Sine the
estimators are eient, they attain equality in the Cramer-Rao theorem:〈(
θˆ (A)− θ
)
i
,
(
θˆ (A)− θ
)
j
〉
θ
=
(
G−1 (θ, n)
)
ij
,
and this implies that θˆi (A)− θi︸ ︷︷ ︸
Fi(A)
∈ TθS by the equality in Proposition 3.6. So we have m linearly
independent vetor elds on S. To see that they are parallel with respet to the (1)-onnetion, x
θ′ and onsider the model
S ′ =
{
exp
(
−nTr
(
Qθ′ (A) +
m∑
i=1
ζiFi (A) + φ (ζ, n)
))}
,
with φ (ζ, n) = 1
n2
log
∫
exp (−nTr (Qθ′ (A) +
∑m
i=1 ζiFi (A))) dA. Denote
pζ,n(A) = Qθ′(A) +
m∑
i=1
ζiFi (A) + φ (ζ, n) .
This is a submanifold of the original model, and sine F1, . . . , Fm are linearly independent
Tζ=0S
′ = Tθ=θ′S.
Now
∂φ
∂ζi
∣∣∣∣
ζ=0
= −
1
n
∫
Tr (Fi (A)) exp (−nTr (pθ′,n (A))) dA
= −
1
n
∫
Tr
(
θˆi(A)− θi
)
exp (−nTr (pθ′,n(A))) dA = 0,
beause θˆ is an unbiased estimator. Thus,
∂pζ,n
∂ζi
∣∣∣∣
ζ=0
= −
1
n
∫
Tr
(
Fi +
∂φ
∂ζi
∣∣∣∣
ζ=0
)
exp (−nTr (pθ′,n (A))) dA
= −
1
n
∫
Tr (Fi (A)) exp (−nTr (pθ′,n (A))) dA = 0
again beause θˆ is an unbiased estimator. Now we alulate the (1)-onnetion for the ζ oordinate
system at ζ = 0:
Γ
(−1),n
ijk (0) =
∫
Tr
(
∂2
∂ζk∂ζi
pζ,n
)
Tr
(
∂
∂ζj
pζ,n
)
exp (−nTr (pθ′,n (A))) dA
= n
∂2
∂ζk∂ζi
φ ·
∫
Tr
(
∂
∂ζj
pζ,n
)
exp (−nTr (pθ′,n (A))) dA = 0.
Therefore, ζ is a (1)-at oordinate system for S at θ′ for θ′ ∈ S, so we may write
Qθ,n (A) = Qθ′,n (A) +
∑
ζi
(
θˆi (A)− θi
)
+ φ (ζ, n) .

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3.3. Relation to the Free Cramer-Rao.
In this setion we ompare the Cramer-Rao Theorem 3.7 as n→∞ to Voiulesu's Free Cramer-
Rao Theorems. We reall the free Cramer-Rao theorem in the one-variable ase [Voi98℄:
Theorem 3.10. Given v ≥ 0, v ∈ L1(R) ∩ L3(R),
∫
v(x)dx = 1, and
∫
x2v(x)dx < ∞, let
x0 =
∫
xv(x)dx, then (∫
v(x)3dx
)
︸ ︷︷ ︸
Φ(v(x)dx)
(∫
(x− x0)
2 v(x)dx
)
≥
3
4π2
.
In this theorem f(x) = x plays the role of an estimator. To put this in the onext of the random
matrix model, onsider a random matrix A ∼ exp (−nTr (p(A))) dA, with limit distribution v(x).
In setion (2.2) we showed that Voiulesu's Φ orresponds to embedding A in the model
exp (−nTr (p(A) + tp′(A) + ψ(t, n))) ,
and onsidering the Fisher information metri at t = 0. The estimator is f (A) = A. To apply our
Cramer-Rao theorem, we must assume that f is an unbiased estimator at t = 0:
1
n
∫
Tr (f (A)) exp (−nTr (p(A))) dA = 0.
Our Cramer-Rao theorem says
〈f (A) , f (A)〉t=0 ≥ G
−1(0, n),
where G(t, n) is the metri on our model. In setion (2.2) we showed that G(0, n)→ Φ(v(x)dx).
Thus, we have
lim
n→∞
(
−
∫
Tr (A)Tr (A) exp (−nTr (p(A))) dA
)
≥ Φ−1(v(x)dx).
Now, sine
1
n
Tr
(
(A− Tr (A))2
)
= 1
n
Tr (A2)− 1
n
Tr (A)Tr (A)+Tr (A)Tr (A), and 1
n
Tr
(
(A− Tr (A))2
)
≥
0, and 1
n
Tr (A)Tr (A) ≥ 0, we have
−Tr (A)Tr (A) ≤
1
n
Tr
(
A2
)
.
Thus, our Cramer-Rao implies that
lim
n→∞
1
n
∫
Tr
(
A2
)
exp (−nTr (p(A))) dA ≥ Φ−1(v(x)dx)
whih is preisely ∫
x2v(x)dx ≥
∫
(v(x))3 dx.
The several variable ase result [Voi98℄ states that
Theorem 3.11. Given X1, . . . , Xk ∈ (A, τ) with (A, τ) a traial unital von Neumann algebra,
τ
(
X21 + . . .+X
2
k
)
≥ k2 · Φ−1 (X1, . . . , Xk) .
To ompare it to our theorem, we must assume that (X1, . . . , Xk) are freely independent, and
that we have random matries A1, . . . , Ak, with Ar onverging to Xr, and Ar distributed aording
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to Z−n 1 exp (−nTr (p (r) (A))). Following setion (1.5), exp
(
−nTr
(∑k
r=1 p (r) (Ar)
))
onverges to
(X1, . . . , Xk). We embed this in the model
S =
{
exp
(
−nTr
(
k∑
r=1
p (r) (Ar) + t
k∑
r=1
p′ (r) (Ar) + ψ (t, n)
))}
,
and the disussion in setion (2.2) shows that
Φ (X1, . . . , Xk) =
k∑
r=1
lim
n→∞
Grr (0, n) .
The estimator in Voiulesu's theorem is f (A1, . . . , Ak) =
1
k
∑k
r=1Ar, and we must assume it is
unbiased at t = 0:
1
n
∫
Tr
(
1
k
k∑
s=1
As
)
exp
(
−nTr
(
k∑
r=1
p (r) (Ar)
))
dA1 . . . dAk = 0.
Now our Cramer-Rao theorem says∫
Tr
(
1
k
k∑
l=1
Al
)
Tr
(
1
k
k∑
s=1
As
)
exp
(
−nTr
(
k∑
r=1
p (r) (Ar)
))
dA1 . . . dAk ≥ G
−1(0, n).
Sine Al is independent of As for l 6= s, this is equivalent to
1
k2
k∑
s=1
∫
Tr (As)Tr (As) exp
(
−nTr
(
k∑
r=1
p (r) (Ar)
))
dA1 . . . dAk ≥ G
−1(0, n).
This is equivalent to
lim
n→∞
k∑
s=1
∫
Tr (As)Tr (As) exp
(
−nTr
(
k∑
r=1
p (r) (Ar)
))
dA1 . . . dAk ≥ k
2 · Φ−1 (X1, . . . , Xk) .
Again, sine −Tr (As)Tr (As) ≤
1
n
Tr (A2s) for s = 1, . . . , k, we obtain
lim
n→∞
k∑
s=1
1
n
∫
Tr(A2s) exp
(
−nTr
(
k∑
r=1
p (r) (Ar)
))
dA1 . . . dAk ≥ k
2 · Φ−1 (X1, . . . , Xk)
whih is
τ
(
X21+, . . . , X
2
k
)
≥ k2 · Φ−1 (X1, . . . , Xk) .
3.4. Relation to Seond-Order Freeness.
In this setion we show that the quantities whih motivated Speiher's theory of seond-order
freeness are naturally related to the geometry of the random matrix model.
Given a randommatrix A ∼ exp (−nTr (p(A) + ψ(n))), and a olletion of funtions F1, . . . , Fm ∈
R〈x〉, [MS06℄ provide several denitions for the utuations of F1(A), . . . , Fm(A), and we use one
whih is onvenient for us:
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Denition 3.12. The utuations of F1 (A) , . . . , Fm (A) are (if they exist)
βij = lim
n→∞
∫
Tr (Fi(A)− αi(n)) Tr (Fj(A)− αj(n)) exp (−nTr (p(A) + ψ(n))) dA,
with
αi(n) =
1
n
∫
Tr (Fi(A)) exp (−nTr (p(A) + ψ(n))) dA.
[MS06℄ have developed a general framework of onditions on an algebra so that the utuations
of any of its elements may be alulated; they all it Seond-Order Freeness.
Consider the random matrix model
exp
(
−nTr
(
p(A) +
m∑
i=1
θiFi(A) + ψ(θ, n)
))
.
For small enough θ, this model onverges, and in partiular we have at θ = 0:
gij (0, n) =
∫
Tr
(
Fi +
∂
∂θi
∣∣∣∣
θ=0
ψ
)
Tr
(
Fj +
∂
∂θj
∣∣∣∣
θ=0
ψ
)
exp (−nTr (p(A) + ψ(0, n))) dA.
Sine
∂
∂θi
∣∣∣∣
θ=0
ψ(θ, n) = −
1
n
∫
Tr (Fi) exp (−nTr (p(A) + ψ(0, n))) dA = −αi(n),
we have
gij (0, n) =
∫
Tr (Fi − αi(n))Tr (Fj − αj(n)) exp (−nTr (p(A) + ψ(0, n))) dA.
In Setion 2 we showed that this metri onverges as n→∞, so we have
gij(0) = lim
n→∞
∫
Tr (Fi − αi(n))Tr (Fj − αj(n)) exp (−nTr (p(A) + ψ(0, n))) dA.
These are preisely the utuations of F1(A), . . . , Fm(A).
Remark 3.13. As a result, we have shown that the utuations of a randommatrix may be onsidered
as tangent vetors of the random matrix model obtained by perturbing the potential with the
utuation funtions; the inner-produt of the utuations is the metri on this model; and as a
result, the utuations of a random matrix give rise to a positive-denite form.
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