Magnetoencephalography (MEG) is a method to measure a magnetic field generated by electrical neural activity in a brain, and it plays increasingly important role in clinical diagnoses and neurophysiological studies. However, in MEG analysis, the estimation of the brain activity, of the electric current density distribution in a brain which is represented by current dipoles, is problematic. A spatial filter and subsequent reconstruction of the current density distribution estimated by the spatial filter (spatial filtered reconstruction: SFR) are proposed. The spatial filter is designed to be used without prior or temporal information. The proposed spatial filter ensures that it concentrates the current distribution around the activated sources in the conductor. The current distribution estimated by the spatial filter is reconstructed by multiple linear regression. Redundant current dipoles are eliminated, and the current distribution is optimized in the sense of the Mallows C p statistic. Numerical studies are demonstrated and show successful estimation by SFR in multiple-dipole cases. In singledipole cases with SNRs of 10 1 and more, the location of the true dipole was successfully estimated for about 80% of the simulations. The reconstruction with multiple linear regression corrected the location of the maximum current density estimated by the proposed spatial filtering. The dipole on the correct position contributes to more than 70% of the total dipoles in the estimated current distribution in those cases. These results show that the current distribution is effectively localized by SFR. We also investigate the differences among SFR, the LCMV (linearly constrained minimum variance) beamformer and the SAM (synthetic aperture magnetometry), the representatives of spatial filters in MEG analyses. It is indicated that spatial resolution is improved by avoiding dependence on temporal information.
Introduction
MEG (magnetoencephalography) is a technique to measure the magnetic field generated by electrical neural activities. SQUID (superconducting quantum interference device) gradiometers are employed to detect a tiny magnetic field outside a skull such as sensory and auditory evoked fields on the order of 10 −13 T. MEG is a completely non-invasive method and can be safely used for investigations of brain functions and for diagnoses of neurological disorders, e.g. epilepsy.
The high temporal resolution is the main advantage of MEG, compared with other imaging methods such as f-MRI, PET and NIRS. Thus, MEG can catch rapid cortical activities. Similarly to EEG (electroencephalography), MEG data directly reflects the activities of neurons; unlike EEG, it does not tend to be influenced by the structure of the head such as the conductivities of the tissues [1] . MEG has already been contributing to neuroscience, and is expected to play an increasingly important role in clinical treatments. However, the inverse problem in MEG measurement is mathematically ill-posed and underdetermined. The solution, namely, the current density distribution obtained by the Moore-Penrose pseudoinverse matrix, is the minimum norm solution. It explains the data with small currents. Therefore, the current distribution is eventually biased toward sensor array. It is difficult to estimate the depths of the brain activities. Another general issue in inverse problems is the redundant expanse of the solution. An adequate localization of a current distribution is required, especially in clinical situations. Some kinds of regularizations to improve the estimation need prior information. In studies of psychology and neuroscience, it is not preferable to depend on biases.
The moving-dipole method is widespread and commonly used. It searches an optimum solution minimizing the difference between a measurement and a forward solution given by dipoles in the least-square sense. The locations and orientations of dipoles are optimized by the NelderMeade simplex method, etc. The moving-dipole method depends on prior information of the number of dipoles and regions to be searched [1] , [2] .
MUSIC (multiple signal classification) is the other approach; it determines the dipole parameters by requiring the forward solutions of the dipoles to be orthogonal to the noise subspace [4] . This method needs to assume that the number of the sources is less than that of the sensors, and that the sources are uncorrelated. It is effective for localization of current distribution without prior information. However, it highly relies on temporal information. A method to estimate current distribution in the brain without prior or temporal information is needed to take advantage of the high temporal resolution of MEG and to improve MEG applications.
Meanwhile, beamformer approaches, e.g., LCMV (linearly constrained minimum variance) beamformer [6] and SAM (synthetic aperture magnetometry) [7] can be operated without prior information. They are basically adaptive spatial filters to pass signals from specific locations and orientations while attenuating interferences by minimizing a covariance matrix of filtered observation with linear constraints. These spatial filters depend on prior or temporal information less than the others.
In this paper, we focus on a spatial filter requiring no prior or temporal information, and attempt, with a sinCopyright c 2006 The Institute of Electronics, Information and Communication Engineers gle snapshot, a temporal slice of MEG data, to estimate a current density distribution, i.e. current dipoles in a conductor [9] . Implementation of a non-adaptive spatial filter with improved estimation extends the applications of MEG, makes them more convenient, and contributes to their diffusion. Studying a time-invariant spatial filter provides a new approach to inverse problems and helps guide the future progress of MEG analysis.
A current density estimation with spatial filter and a reconstruction utilizing multiple linear regression (spatial filtered reconstruction: SFR) is proposed in this paper. The spatial filter in this study is derived from a cost function which is different from that of the SAM and LCMV beamformers. It complies with the requirements that ordinary spatial filters should obey. The cost function suggests how to improve the depths of estimated dipoles. Moreover, the current distribution estimated by the spatial filtering is reconstructed. The reconstruction method utilizes a multiple linear regression technique: The regression model is constructed with the dipoles obtained by the spatial filter. The Mallows C p statistic [11] , [12] localizes the current distribution. It is commonly used for selections of variables in multiple linear regression.
A solution of an inverse problem includes ambiguity due to its ill-posedness, and in the interpretation of it, some kind of criterion such as a threshold value is required, even if it is subjective. In this study, the ambiguity appears as the redundant expansion of the current density distribution estimated by spatial filtering. Decision of the range of the brain activity is always controversial in the inverse problem in MEG measurement. Based on multiple linear regression analysis that is well-studied theory, the proposed method provides an objective criterion for the decision of the activated region of the brain.
The proposed combination mostly depends on the simple spatial filtering, and the reconstruction is equivalent to the hypothesis tests for the estimated current dipoles. It can be regarded as validation with a criterion. In this point of view, our method follows ordinary approach that is usually taken in inverse problems, especially in MEG analysis. Nevertheless, while it takes advantages of spatial filtering, SFR effectively clarifies the interpretation of the solution and makes it fair with the objective criterion and less dependence on prior information.
Various numerical experiments here confirm the effectiveness and reliability of this tandem estimation. We also show a comparison among SFR, the LCMV beamformer and the SAM.
Methods

Forward Problem in MEG Measurement
Electrophysiological phenomena caused by neural electrical activities and observed with MEG and EEG can be described by the quasistatic approximation of Maxwell's equations, because their frequency spectrum is below 1 kHz and time-derivative terms can be ignored. Therefore, a magnetic field B(r) generated by a current flow in the brain is given by the Biot-Savart law [1] , [2] :
where µ 0 is the permeability of free space. Current density in the brain is composed of two components, the primary and volume currents:
The volume current J v (r ) occurs with the macroscopic electric field on charge carriers in the conducting medium. The primary current J p (r ) is considered to be driven by neural activities. Equation (1) is transformed into
where B p (r) is the magnetic field generated by the primary current, σ i is the conductivity of the i-th region, and S i j is the boundary surface between the i-th and j-th regions. Equation (3) implies that the volume current does not contribute to the radial magnetic field [1] . When the conductor is spherically symmetric, a forward solution is analytically derived as follows [3] :
where
and
with a = (r − r i ), a = a and r = r . From Eq. (4), radially oriented dipoles do not produce any magnetic field. Therefore, only a two-dimensional dipole moment is considered in this case. The magnetic field is linearly related to the current dipole. When we assume that gradiometers are arranged radially and are sensitive only to radial magnetic fields, i.e., to primary currents, and that a conductor Ω discretized into N pieces ω i and current dipoles q i on the grid points r i (i = 1, 2, · · · , N) constitute a current density distribution, a measurement m ∈ m×1 of m MEG sensors can be written in a vector-matrix formula as a linear system:
is a lead field matrix, Q ∈ 3N×1 has all dipole moments q i ∈ 3×1 (i = 1, 2, · · · , N) as its components, and ε ∈ m×1 is observation noise. In the case of a spherically symmetric model, the matrices and vectors are adjusted to the dipole moment q i ∈ 2×1 .
Spatial Filter in MEG Analysis
LCMV Beamformer [6]
A spatial filter is a signal processing technique that attempts to separate a desired signal from interferences by utilizing the differences of the locations from which they originate. There are several applications that employ spatial filters, e.g., RADAR, SONAR, imaging, etc [5] . A spatial filter employed in this study is a linear projection operator that transforms the MEG signals to an estimation of a specific dipole moment:
where W k ∈ m×3 or m×2 is the spatial filtering matrix and q k is the estimated dipole at r k . The sizes of the matrices and vectors depend on the models including the sensor array and the shape of the conductor. They are appropriately adjusted to the model. The current distribution is estimated with N spatial filters for the grid points.
A spatial filter for the location of interest r k should obey the following constraints:
where δ represents a small distance, and I represents an identity matrix. The LCMV beamformer, one of the representatives of the methods for MEG analysis, is designed with temporal information. It minimizes the covariance of the estimated dipole and satisfies the above requirements as much as possible by solving the problem as follows [6] :
subject to W T k L k = I, where tr{·} denotes trace, and C m is the covariance matrix of MEG data. The beamformer is obtained as follows:
The activities of interest are estimated by the LCMV beamformer taking noise into account. The neural activity index defined as follows is adopted as the evaluation of the activities. It is similar to the signal-to-noise ratio of the output of the beamformer:
where C n is the covariance matrix of noises. The LCMV beamformer localizes current density distribution effectively. However, the minimization of the covariance ends unsuccessfully when multiple sources are activated with extreme correlations.
SAM [7]
SAM (synthetic aperture magnetometry) is an adaptive beamformer and is based on minimum variance principle that is adopted in the LCMV beamformer. The SAM targets the dipole amplitude q kθ with a specific direction θ on a location r k :
where w kθ ∈ m×1 is the SAM beamformer. The beamformer is computed by minimizing the variance with the constraint:
where l kθ ∈ m×1 is the lead field, and the SAM beamformer is proposed as follows:
The formula is similar to the LCMV beamformer, though the SAM is modified to minimize the influence of the noise by introducing the noise covariance C n . λ is the regularization parameter to adjust the effect of the modification. As well as the neural activity index of the LCMV beamformer, the following ratio ρ kθ of the source power to the noise (or the square root of it which is called a pseudo-Z) is utilized for the evaluation:
Proposed Spatial Filter without Temporal Information
A spatial filter without temporal information is proposed.
Complying with the constraint in Eq. (9), we design a spatial filter to satisfy the following requirement first:
where δ ki is a Kronecker delta.
To obtain the spatial filter, a cost function is described as follows:
, where · Fro denotes the Frobenius norm. Equation (20) can be interpreted as the Kullback-Leibler divergence [10] using normalized output powers of W k with L i . Minimizing the cost function, the spatial filter inhibits the undesirable magnetic field components L i (i k). Equation (20) can be simplified since the terms including q i (i k) vanish since 0 · log 0 = 0, and the spatial filterW k is obtained as follows:
The optimalW k is given by solving an eigenvalue problem, and it shows that rank(W k ) = 1 (see Appendix = 1, the minimization of F is equivalent to the maximization of the norm under a constraint; that is,
Equation (23) means that the normalizedW k is the optimal solution of the maximization problem. When it maximizes the norm W T k L k Fro under the constraint, the other candidates of the spatial filter which satisfy the constraints provide the norms which are not larger than the optimal one. The normalized spatial filtersW i (i k) also satisfy the same constraint. Therefore, the normalization guarantees the following relation:
The above relation Eq. (24) illustrates that when L k contributes significantly to the observation m, the spatial filter W k corresponding to L k tends to output larger dipole amplitude than the other spatial filters W i (i k). This indicates that even if the spatial filters cannot sufficiently inhibit undesirable signals from locations that are different from their own targets, the true activated sources must exist near the region where maximal current density is estimated by the spatial filters. It is also indicated that the depths of the estimated current densities are improved by the normalization. Thus, to satisfy Eq. (24), the optimal spatial filter is determined withW k in Eq. (22) as follows:
Reconstruction of Current Distribution Estimated by the Spatial Filters
A general concern with a current distribution estimated by spatial filters is its redundant expansion. It appears not only when the proposed spatial filter estimates current distribution but also when LCMV and SAM beamformers estimate multiple correlated activities in a brain. The poor resolving power of spatial filtering is due to the strong ill-posedness of the inverse problem in MEG measurement. A reconstruction of current density distribution for localization and elimination of the redundant expansion is described in this section. The orientation of each dipole estimated by the proposed spatial filter is corrected first. Since the spatial filter W k is designed to attenuate the contributions of L i (i k) to the observation as much as possible, multiplying
by Eq. (8) gives an estimation of the dipole orientation. To conserve the amplitude of the dipole appraised by the spatial filter, the dipole moment is corrected as follows:
Because of Eq. (24), we can assume that actual activated regions in a brain are included in the regions with larger current densities estimated by the proposed spatial filter. Hence, the observation is composed of the following components calculated with the estimated dipoles:
where the subscripts ofq i are renumbered in decreasingnorm order. With the above prospect, a multiple linear regression model is constructed as follows:
where it is assumed that there are no current densities at the locations corresponding toq i (i > p) or that their contributions to the observation can be ignored. Localization of the current density distribution is accomplished by removing unnecessary components in G p with the Mallows C p criterion [11] , [12] .
The C p statistic selects the optimal model in a linear regression problem, i.e., that fits data well with the fewest variables in a way similar to AIC (Akaike's information criterion). The C p statistic is defined as Eq. (32), and the model which gives the minimum C p is the best one: 
Numerical Studies
Experimental Conditions
Here, the performances of the SFR, i.e. the spatial filtering and successive reconstruction with multiple linear regression, are investigated through numerical experiments. The conductor was a homogeneous sphere with a radius of 8 cm, which is discretized, and dipoles were assumed on the grid points positioned at intervals of 1 cm. A 160ch whole-head type MEG system was adopted in these numerical studies. The positions of the sensors and the grid points are shown in Fig. 1 . MEG data were obtained from Eq. (7). The additive sensor noises ε are Gaussian.
Results and Discussion
Examples of the Estimations with SFR
Figures 2(a)-(c) are examples of estimation of current den-sity distribution with SFR. In the estimation, the initial number of the dipoles p was prescribed as 10, and redundant dipoles were removed in the sense of minimization of the Mallows C p . The signal-to-noise ratio (SNR) was defined as LQ 2 ε 2 in the following simulations. The result when the true dipoles were at (x, y, z) = (0, 6, 0) and (0, 7, 0) with an SNR of 10 is shown in Fig. 2(a) . Though some redundant dipoles appeared except for in the true dipole positions, the current density distribution was well localized. This result also shows that the spatial resolution is 1 cm and worse in the conditions of the simulation. It depends on several conditions, e.g. the number of sensors, locations of sensors, number of dipoles, orientations of dipoles, and methods for discretizing the conductor and SNR, etc. Mallows C p selects the model that fits the data with the fewest dipoles; therefore, dipoles that do not make much differences to the data will be removed from the estimated current distribution.
Figure 2(b) shows the current distribution estimated by SFR when the true current dipoles were at (x, y, z) = (0, −4, 0) and (0, 4, 0) with SNR of 10. Even if the dipoles existed apart from each other, SFR could pick up the dipoles in the true positions. If there is a dipole that is further from the sensor array than the others and does not contribute sufficiently to the data, estimating the dipole is difficult.
The estimation result in the case of four true dipoles at (x, y, z) = (−5, 0, 0), (0, −6, 0), (0, 6, 0) and (0, 0, 6) with an SNR of 100 is shown in Fig. 2(c) . Prior information is less of a concern in SFR than in the other methods such as the Moving-dipole method. Thus, we can appraise more complex current distributions such as those it is possible to confront in actual neurological studies.
Influences of Noises to SFR
The performances of SFR in single-dipole cases with noise are investigated. The influence of noise in the case of multiple dipoles must be more complicated due to several factors to be considered. However, the following numerical studies illustrate the performances of SFR we can expect generally, even in multiple-dipole cases.
A hundred trials of estimation with SFR were implemented for each SNR, and the results were averaged over a hundred single-dipole cases with different locations and orientations of dipoles. The locations and orientations were selected randomly. The average of the locations was (x, y, z) = (0.36, −0.15, −0.52).
The frequencies of the case (i) where the maximum current density was estimated at the correct location by the proposed spatial filter and of the case (ii) where a dipole was estimated at the correct location by SFR are shown in Fig. 3 for various SNRs. Additionally, the contribution rate of the dipole on the correct position,q true , to the total dipoles in the estimated current distribution, that is, q true 2 p i=1 q i 2 , is plotted for each SNR in Fig. 4 . It was averaged over cases (ii). q i 2 , when the dipole is estimated by SFR at the correct position (case (ii)): the contribution rate is averaged over cases (ii).
With the SNR at 10 1 and above, we obtained steady performance for SFR (Fig. 3) . This implies that the SFR estimation is conducted stably with usual noise reduction, e.g. averaging over about 10 2 trials which gives 90% GOF (goodness-of-fit) in ordinary MEG analysis such as AEF (auditory evoked field) and SEF (sensory evoked field). In cases with SNRs larger than 10 1 , the proposed spatial filter estimated the maximum current on the right position for 70% of the estimation trials. The reconstruction with multiple linear regression improved the ratio of successful estimations by nearly 10% or more. It often captures the true dipole position even when the proposed spatial filter misses it. The reconstruction also strengthens the robustness of the estimation to noises.
Furthermore, SFR gets the current distribution sufficiently localized toward the correct location, as shown in Figure 5 shows the average errors in positions of the maximum current dipoles estimated by SFR. The positions of the marks show the mean values of the errors for the axes. The larger the SNR, the smaller the error and its standard deviation became. The mean error for the z-axis was less than 1 cm, and those of the x and y-axes were less than 0.35 cm and 0.1 cm, respectively, in cases where SNR approached 10 1 . It was indicated that the components corresponding to the z-axis tend to be more influenced by noise.
Comparison of SFR, LCMV Beamformer and SAM
The main difference among the spatial filters, i.e., the LCMV beamformer, the SAM and the spatial filter proposed in this paper, is the usage of temporal information. The LCMV beamformer and the SAM utilize the covariance matrix of MEG data as described in Sects. 2.2.1 and 2.2.2. They localize current distribution effectively, and reflect actual neural activities due to the use of observed covariances. However, the temporal correlation of the source activities depresses the spatial resolution of the estimation with the LCMV beamformer, the SAM and MUSIC.
We conducted numerical experiments, in which the two true dipoles were located at (x, y, z) = (0, −4, 0) and (0, 4, 0), and MEG data were simulated by Eq. (7). The SNR at the peak latency of the MEG signals LQ was 10 1 , and the noise strength ε 2 was constant for each temporal sample. Estimation with the LCMV beamformer and the SAM were implemented in two cases: when the dipole activities were perfectly correlated (case (a)) and when they were partially correlated (case (b)). The covariance matrices of the simulated data and noise were utilized for the LCMV beamformer and the SAM. Besides, SFR was applied for case (a). The estimation with SFR used only the snapshot of simulated MEG data at the peak latency. Figure 6 shows the estimation results with the LCMV beamformer. The neural activity indexes, Eq. (12), on the plane with z = 0 of the estimation in case (a) are shown in Fig. 6 . The estimated activities were expanded in the whole of the conductor, while the neural activity indexes in case (b) were localized better in Fig. 6 .
The results in cases (a) and (b) with the SAM are shown in Fig. 7 . They are similar to the results with the LCMV beamformer. However, the spatial resolution with the LCMV beamformer is slightly better than with the SAM, and it seems not to consist with [8] . In [8] , the spatial resolution is compared based on the pseudo-Z of the SAM, that is, Z (12) . Following this manner, the SAM showed better spatial resolution than the LCMV beamformer in our simulations. Here, we obeyed the origi- nal methods of the LCMV and SAM beamformers described in [6] and [7] .
On the other hand, as shown in Fig. 8 , SFR successfully localized the current densities in case (a). Although the LCMV beamformer and the SAM are superior to SFR in thier robustness to noise, SFR can offer better spatial resolution since it does not rely on temporal information to localize current distribution. This suggests that avoiding dependence on temporal information is a choice to improve the localization and spatial resolution in MEG analysis. SFR, or a spatial filter that does not use any prior and temporal information but incorporates other methods, can be one of the options. Furthermore, reconstruction with multiple linear regression technique can cooperate with other spatial filters to obtain localized current distribution and convincing estimation in MEG analysis.
Conclusion
A spatial filter and subsequent reconstruction of current density distribution for MEG analysis are proposed. The spatial filter is designed to be used without prior and temporal information. It satisfies the usual requirements a spatial filter should obey. The Kullback-Liebler divergence is utilized for the cost function to optimize the spatial filter, and a normalization of the spatial filter ensures that the estimated current distribution is concentrated to the activated sources in a conductor.
We construct a multiple linear regression model with the current dipoles estimated by the proposed spatial filter. The current distribution is reconstructed by reducing redundant dipoles with the Mallows C p statistic, which gives an optimal model that fits the data with fewer variables. The current distribution is localized in the sense of C p .
Numerical studies showed the proposed spatial filtered reconstruction (SFR) in use. The reconstruction with multiple linear regression improved the robustness to noise of the estimation with the spatial filter. It also improved the localization of the current distribution. SFR does not depend on prior information; therefore, it can handle complex current distribution. Since SFR does not depend on temporal information, it can avoid the issue of other methods with the covariance matrix of MEG data. SFR obtains welllocalized current distribution and high resolution regardless of the temporal correlation of the source activities. The reconstruction method with multiple linear regression will be able to be incorporated in estimations with other spatial filters.
SFR shows a new approach to the estimation of current density distribution in MEG measurement and should contribute to neurological studies and clinical applications of MEG.
