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Abstract
Background: Copy number variations are important in the detection and progression of significant tumors and
diseases. Recently, Whole Exome Sequencing is gaining popularity with copy number variations detection due to low
cost and better efficiency. In this work, we developed VEGAWES for accurate and robust detection of copy number
variations on WES data. VEGAWES is an extension to a variational based segmentation algorithm, VEGA: Variational
estimator for genomic aberrations, which has previously outperformed several algorithms on segmenting array
comparative genomic hybridization data.
Results: We tested this algorithm on synthetic data and 100 Glioblastoma Multiforme primary tumor samples. The
results on the real data were analyzed with segmentation obtained from Single-nucleotide polymorphism data as
ground truth. We compared our results with two other segmentation algorithms and assessed the performance
based on accuracy and time.
Conclusions: In terms of both accuracy and time, VEGAWES provided better results on the synthetic data and tumor
samples demonstrating its potential in robust detection of aberrant regions in the genome.
Keywords: Copy number variation, Whole-exome sequencing, Segmentation, Variational based model
Background
Structural variants are genomic rearrangements larger
than 50 bp accounting for around 1% of the variation
among human genomes. Deletions, duplications, tripli-
cations, insertions, and translocations can all result in
copy number variations (CNVs) [1]. CNVs correspond
to the regions of the genome that have been deleted or
duplicated on certain chromosomes. Various biological
studies have shown a close association between chromo-
somal regions aberrant in copy number (CN) and diseases
like tumor [1, 2], intellectual disability and autism [3, 4].
Due to its importance in the study of the molecular basis
of tumor, several techniques have been recently imple-
mented to detect CNVs. In the past, CNVs were detected
on data collected using array comparative genomic
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gybridization (aCGH), Single-nucleotide polymorphism
(SNP) and fluorescence in situ hybridization (FISH) tech-
niques. However, the low resolution data in these prelim-
inary methods prohibits the detection of short CNVs.
Recently, Next Generation Sequencing (NGS), a low
cost and high throughput sequencing technique, has
emerged as an effective alternative approach for DNA
analysis including CNV detection [5]. NGS involves paral-
lel sequencing of massive amounts of short DNA strands,
also known as the reads, from randomly fragmented
copies of a genome. Although, NGS gained popularity
with the development of Whole Genome Sequencing
(WGS) that enabled several large scale sequencing
projects, the costs, computational complexity and effec-
tiveness of WGS has consistently posed limitations.
Researchers are typically interested in the coding regions
of the genome, known as the exons, which comprise of
1% of the whole human genome and is cost effective with
respect to whole genome sequencing.
Detection of CNV from NGS data comprises of three
steps: preprocessing of the data to remove biases in the
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data, segmentation of the data, and classification of ampli-
fication/deletion events. Segmentation is used to identify
the breakpoints at which these aberrations are likely to
occur along the genome. This step is important as it allows
identification of critical regions in the genome which con-
tributes towards the detection of various genetic diseases.
Hence, there is a need of accurate, efficient, and robust
segmentation algorithms.
Several tools have been implemented to detect CNVs
detection on WGS data using state-of-the-art segmenta-
tion algorithms. ReadDepth [6] is one such commonly
used software that primarily contributes towards the pre-
processing of the WGS raw data, wherein a new model
for data representation is introduced, and deploys the
Circular Binary Segmentation (CBS) [7] algorithm for seg-
mentation. SeqCNA [8] also focuses on preprocessing of
the data and proposes a novel approach to remove GC
bias, and then applies the Gain and Loss Analysis of DNA
(GLAD) [9] segmentation algorithm. CNV-TV [10] uses
a Total Variation (TV) approach to fit the data. It applies
a piecewise constant function with the TV penalized
least squares, and detects the plateau/basin in the signal
that indicates a amplification/deletion event. The Schwarz
information criterion (SIC) is used to find the optimal
parameter to control the sensitivity and specificity.
Unlike the case of WGS, there are fewer publicly avail-
able tools that perform CNV detection on Whole Exome
Sequencing (WES) data. ExomeCNV [11] is one of the
earliest tools that processes WES data to detect CNV. It
uses CBS algorithm and proposes an optimal computa-
tion of parameters to call out CNVs. EXCAVATOR [12] is
a recently published tool which introduces three normal-
ization steps based on median approach [13]. It then calls
the heterogeneous shifting level model (HSLM), which is
a modified version of the shiting level model (SLM) seg-
mentation algorithm [14] to include the distance between
exons, and applies the FastCall algorithm [15] for CNV
classification. Control-FREEC [16] is another such tool
that is flexible with calling CNVs on WGS and WES data
with or without matched normal samples. VarScan2 [17]
uses a heuristic approach to call CNVs and CBS algo-
rithm for segmentation. In addition to these tools that
require a paired sample for CNV detection, there are
other set of tools that detect CNVs based on large sam-
ples cohorts. Copy Number Inference From Exome Reads
(CONIFER) [18] and XHMM [19] are two commonly
used tools for this purpose. While both are based on a
similar idea, CONIFER exploits the singular value decom-
position (SVD) model to detect rare CNVs, and XHMM
uses the Hidden Markov model (HMM) model, based
on the principal component analysis (PCA) approach, to
find the principal sources of variation. However, both
tools require sampling of large number of sequences
for detection.
In this work, we focus on segmentation of WES
data while considering the accuracy as well as the
computational performance of the algorithm. There are
very limited segmentation algorithms to specifically ana-
lyze WES data. In CBS, the data is represented as a
sequence of random variables and the change points are
the locations of copy number changes. These change
points are iteratively localized until the copy numbers
of adjacent regions are significantly different. CBS was
initially developed to detect CNV on aCGH data and
has been extensively used in the past for segmentation
of WES data. However, it gives poor computational per-
formance due to the recursive splits. HSLM, introduced
in EXCAVATOR, specifically designed for WES data to
include the distance between the exons, gives a higher pre-
cision rate due to the parameters used to determine the
confidence levels in the selection of a CNV.
In recent years, variational-based approaches are being
widely considered to solve segmentation. Most solutions
are primarily based on the discontinuity-adaptive varia-
tional models proposed by Mumford and Shah [20] and
Rudin et al. [21], which have been applied to segmentation
of piecewise constant images. Variational models include
minimization of an energy functional that attempts to
find a solution such that the similarity between the com-
puted segmentation and the observed data is increased
while penalizing complex or irregular solutions. The mea-
sure of regularity is taken into account by a penalty term
in the energy function that typically weighs the variabil-
ity of the solution. In the Mumford and Shah model,
the regularity is measured with the length of the bound-
ary between regions. A regularization parameter con-
trols the balance between the interpolation term and the
regularity term.
With their initial accomplishment in addressing sev-
eral image processing problems [22, 23], variational based
models have been experimented and proved to be suc-
cessful with segmentation on several kinds of DNA data
[10, 24]. Besides CNV-TV, variational estimator for
genomic aberrations (VEGA) [24] is one such segmenta-
tion algorithm that is based on the Mumford and Shah
model and similar to the region growing segmentation
algorithms introduced in Koepfler et al. [25]. It per-
forms minimization of the energy function that allows
the identification of breakpoints and penalizes the num-
ber of segments with a bottom-up approach. In this
approach, it merges smaller regions into larger ones in a
sequential manner. The regularization parameter is com-
puted based on data-driven heuristics. This algorithm has
been applied on CN segmentation of aCGH data and
shown to perform robustly and accurately when compared
with three other state-of-the-art segmentation algorithms
(CBS, Ultrasome [26], and SMAP: Segmental Maximum
A Posteriori approach [27]).
Anjum et al. BMC Bioinformatics  (2015) 16:315 Page 3 of 10
Here, we propose a variational segmentation algo-
rithm, inspired by VEGA, to detect CNV on WES data:
VEGAWES. We created a pipeline to apply variational
based model on WES data and modified the segmenta-
tion algorithm to include WES properties. To preprocess
the WES data, we remove bias using an approach simi-
lar to the one taken in EXCAVATOR tool. In addition, we
enhance the original VEGAmodel by introducing the dis-
tance between exons as a feature in the computation of
the parameters for the energy function minimization. In
order to evaluate and validate our algorithm, we compare
the performance of VEGAWES in terms of accuracy and
robustness (time) with CBS and HSLM, and with the orig-
inal model of VEGA. The experiments were conducted
on synthetic data as well as real data, a 100 Glioblastoma
Multiforme (GBM) paired primary tumor WES samples,
downloaded from The Cancer Genome Atlas (TCGA)
database.
Methods
Read count (RC) is one of the commonly used approaches
for CN detection on WES data [5, 28]. In this pro-
cess, the WES data are first used to extract the RC for
each exon. This is done by calculating the number of
reads aligned to an exon. Once the average read cov-
erage has been computed for each exon in the paired
sample (tumor and normal), the data are preprocessed
for bias removal. The basic idea behind RC approach
is that the read count of the genomic region should be
proportional to the CN profile of the region. However,
the data contain several forms of bias that need to be
removed. In this work, we apply a two-step bias removal
approach - Mappability and GC Correction. The data are
then represented as a log ratio (LR) signal of the tumor
sample with respect to its matched normal. This list of
LR values corresponding to each exon is the input to
the segmentation algorithm, which uses these values to
fragment the signal and eventually help in the identifi-
cation of amplifications and deletions in the genome. In
the following subsections, we will describe the details of
the algorithm.
Preprocessing
This is the first and vital step in WES data analysis. The
raw data contain several bias sources which affects the
copy number profiles, and hence requires preprocessing
for mitigation or normalization. Although with the paired
sample (tumor with amatched normal) approach, normal-
ization against the control samples is known to reduce the
bias, it has been shown that preprocessing is still necessary
for better assessment [29, 30].
In our work, we use BAM files of paired tumor-normal
samples as the input files. In general, the raw reads (DNA
sequences) from WES raw data are first aligned to their
location in the reference genome using alignment tools
such as BWA [31] or BOWTIE [32], and finally compiled
to a BAM format. In order to reduce the mappability bias
in our analysis, we removed the reads that are mismatched
or aligned to multiple regions. The average RC (ARC)
for each exon is, then, computed as the number of reads
aligned to an exon over the size of that exon (in bases):
ARCi = RCisi
where RCi is the number of reads aligned to exon i and si
is the size of that exon.
The next step is to remove the biological bias present
in the data due to GC content. We observed that GC bias
exists in our data and is in compliance with the analy-
sis previously made in a similar work [12]. The average
read coverage of the exons is the highest for values of
GC content between 35% and 65%, and decreases for
the other values. To address this correlation, we apply
the median normalization approach described in [13]
and implemented in the recent tool [12]. This approach
successfully reduced the bias in our data as well.
Once the data have been preprocessed to remove biases
and ARC values computed, we calculate the logarithm
of the ratio of the tumor average read coverage and the
matched normal average read coverage, which is known as




where ARCti and ARCni are the average read coverage
of the tumor sample and the normal sample for exon
i respectively after correction. This LR signal, in which
each data point corresponds to an exon, is passed on for
segmentation to detect CN breakpoints.
Segmentation
We extend VEGA segmentation algorithm, originally
developed to detect CNVs on aCGH data, for its
application on WES data. This algorithm is based on
the Mumford and Shah variational model [20]. Accord-
ing to this model, an observation signal u0, defined on the
domain , is partitioned into a set of disjoint connected
components ( = 1 ∪ 2 ∪ . . . ∪ n). The set of points
on the boundary between the i is denoted as . This
partition is modeled such that the signal varies smoothly
within a component and discontinuously between the
disjoint components. This is also known as the prob-
lem of piecewise smooth approximation. The solution
to this problem requires the derivation of an optimal
approximation u of u0 while penalizing the complexity
of the solution using a regularization parameter, λ. Here,
we adopt the special case of Mumford and Shah energy
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functional for piecewise constant approximation, which is
best suited for CNV segmentation. The optimal approx-
imation is achieved by minimizing the following energy
function which, in the original two-dimensional space,






(uo − ui)2dxdy + λ|| (1)
where ui is the mean value of uo within each connected
component i.
VEGA adopts the one-dimensional version of the piece-
wise model; the data D ∈ IRn are represented as a vector
of size n, where n is the number of exons ordered by
the genomic position. The segmentation divides the data
vector into M connected regions, denoted as R, and is
defined as a set of ordered positions  = {b1, . . . , bM+1}.
Each region Ri contains all exons between breakpoints
{bi, bi+1}. Derived from theMumford Shahmodel for one-
dimensional data, the piecewise constant energy function







(uo − ui)2dx + λM (2)
where λ is the regularization parameter that determines
the number of segmented regions.
In order to minimize this function, adjacent regions Ri
and Ri+1 are iteratively merged in a pyramidal manner to
create larger segments and the reduction of the energy can
be shown as:
E(u,\{bi})−E(u,) = |Ri||Ri+1||Ri| + |Ri+1| ||ui−ui+1||
2−λ
(3)
where, |Ri| and ui are the length (number of exons) and
LR mean value of the i-th region, respectively, and ||.|| is
the L2 norm and \ is the set difference. Following a greedy
procedure, we start with a segmentation having n regions
for each LR measure. Then, at each step we merge the
pair of adjacent regions that uponmerging yields the max-
imum decrease of the energy functional. Since λ decides
the end of merging, choice of an appropriate value is cru-
cial to ensure the quality of the final segmentation. In
VEGA, the selection for λ at each merging step is done
dynamically, depending on two factors - the length and LR
mean values of the consecutive regions being considered
for the merger. Hence, the cost of merging two regions
Ri and Ri+1, associated to a breakpoint bi, is computed as
follows:
λˆi = |Ri||Ri+1||Ri| + |Ri+1| ||ui − ui+1||
2 (4)
The adjacent regions are merged and the i-th break-
point removed if λˆi < λ. If the condition is not satisfied
any further, this implies the energy function has reached
its minimum and no merging can proceed. Therefore, λ
is updated to the smallest λˆi +  (close to zero) and the
merging is continued. The sequence of λ values is mono-
tonically increasing as it corresponds to the amount of
decrease of the energy functional at each step in (eq. (3)).
Here, we adopt a stopping criterion in such a way that
the final segmentation is obtained when the increase in
lambda stabilizes, and merging any further does not cor-
respond to a significant decrease of the energy. The final
stopping value of λ is based on the variability of the adja-
cent region (λ values) and the total variability of the data,
ν. The resulting computation for the stopping criterion is
λ = λl+1−λl ≤ βν, where β is a positive constant (ideal
value = 0.5–0.7).
The WES data are sparse and consists of varied dis-
tances between exons. This characteristic is distinct from
WGS data and affects the behavior of the WES data upon
segmentation. Hence, we take this distance feature into
consideration, similar to the approach taken in the devel-
opment of EXCAVATOR, in the extended version of the
original VEGA model.
The pyramid approach in VEGA merges two regions
if the cost of merging them, λˆi, is low. As mentioned
earlier, in the original model the two parameters consid-
ered to compute the cost are the relative lengths of the
regions (|Ri| − |Ri+1|) and the difference of the LR values
of both regions ||ui − ui+1||. In the new model, we add a
third parameter that considers the local average distance
between the exons within a region. We compute the local
average for a region by taking the mean of the distances
between consecutive exons in the region and express as:
di =
∑|Ri|−1
j=1 |mj − mj+1|
|Ri| (5)
where mj is the midpoint of exon j in the region Ri on
the genome. Then, the difference between the average dis-
tances of the two regions is calculated, to influence the
merging condition (the cost function). If the difference
between the two regions is small, the regions are expected
to merge. That is, the cost of merging two regions is
reduced if both are sparsely populated or are densely
populated. On the other hand, if one region is sparsely
populated as compared to the other, then the difference
between the local averages is high which reduces the
chances of merging. The idea is that two adjacent regions
will merge with respect to their relative sparsity/density.
Therefore, to include this factor, the original update for-
mula for λˆi is adjusted with the third parameter that
computes a weighted difference between the local average
of the distances of exons for the two regions and can be
expressed in the following way:
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λˆi = |Ri||Ri+1||Ri| + |Ri+1| ||ui−ui+1||
2+α log(|di−di+1|) (6)
where di and di+1 are the averages of the distances
between consecutive exons in Ri and Ri+1 respectively,
and α determines the weight of the parameter. In our
analysis, we set the α variable to 0.001. This variable, when
set to 0, also provides the flexibility of using the original
VEGA model for segmentation on WES data.
The pseudocode of the resulting VEGAWES algorithm
is reported below:
Algorithm 1 VEGAWES
1: Compute the initial segmentation S
2: M ← n
3: ∀i ← 2, . . . ,M compute the λˆi as defined in (6)
4: Build a priority queue with all the λˆi
5: λ ← min(λˆ)
6: λ ← min(λˆ) + 
7: while λ ≤ βν ANDM > 1 do
8: i ← argminj(λˆj)
9: if λˆi < λ then
10: S ← S ∪ {Ri ∪ Ri−i}\{Ri−1 Ri}
11: Delete λˆi from the queue
12: update λˆi−1 and λˆi+1
13: M ← M − 1
14: else
15: λ ← min(λˆ) − λ
16: λ ← min(λˆ) + 
Synthetic data
We generated synthetic chromosomes from the cor-
rected ARC data of the eight samples described in [33].
The dataset consisted seven samples of Yoruba ances-
try (NA19131, NA19138, NA19152, NA19153, NA19159,
NA19206 and NA19223) and one sample of Caucasian
ancestry (NA10847). We applied a similar procedure
reported in [12] to generate these chromosomes using the
seven samples as test and one sample as the control for
each test sample.
Each synthetic chromosome consists of 1,000 exons and
has g altered genes, where N is the length of an altered
gene (in exons). The distance, in bp, between consecu-
tive genes was defined as D. We performed tests on both
amplification and deletion events separately and with sev-
eral combinations of g, N, and D: g = (2, 5), N = (5,
20), and D = (10,000, 1,000,000). For each combination,
we generated 100 synthetic chromosomes. In order to
report the segmentation performance of each algorithm
on the synthetic chromosomes, we used the receiver oper-
ating characteristic (ROC) curve as described in [34]. To
compute ROC curve, true positive rate (TPR) was defined
as the total number of exons in the altered regions whose
segmented mean LR value is above the threshold divided
by the total number of exons in the altered region and the
false positive rate (FPR) was defined as the total number of
exons in the unaltered regions whose segmented mean LR
value is above the threshold divided by the total number
of exons in the unaltered regions.
Tumor dataset
In order to assess our algorithm on real data, we exper-
imented with data provided by TCGA. All patient data
were acquired from the published TCGA GBM Analysis
project [35] in which it is stated that “Specimens were
obtained from patients, with appropriate consent from
institutional review boards” in accordance with the poli-
cies and guidelines outlined by the Ethics, Law and Policy
Group from TCGA. All patient data is anonymous and
was originally collected for routine therapeutic purposes.
The SNP data were used as ground truth for comparison
and validation of the results generated by our algorithm.
The reads in the BAM files were aligned to the Hg19
reference genome (ftp://ftp.ncbi.nlm.nih.gov/sra/reports/
Assembly/GRCh37-HG19_Broad_variant/Homo_sapiens_
assembly19.fasta) from the Broad Institute.
The sample sets comprised of varied coverage values.
The total number of reads (RC) in the control samples
ranges between 1.6–7.4 billion while in the case of the
tumor samples the values range between of 3.4 – 7.9
billion. The total average reads per exon in the control
samples lie between 7.2–33 million and the values for the
tumor samples lie between 15–35 million. Furthermore,
the average coverage per base in the normal samples range
between 32.23–146.44, and 53.61–177.76 for tumor sam-
ples. The size of the exons in the reference genome varies
between 24–91k bp and the average size is approximately
352 bp.
Prior to performing the evaluation, the data were pre-
processed and the ARC values were generated using the
DepthOfCoverage functionality of Genome Analysis
Tool Kit (GATK-v3.2–2). The ARC values were then cor-
rected for GC content, and the LR values were computed.
The LR signal was then passed to each segmentation
algorithm, and the results were obtained in the form of
segments along with a corresponding mean LR value for
each segment. In order to compare with the other algo-
rithms, we set the parameters for each algorithm as per
the default values provided by ExomeCNV for CBS and
EXCAVATOR for HSLM.
We define amplification event as segments with LR
value above 0.35 [36], deletion event as segments with
values below -0.25 [37], and mark the rest as normal. In
addition, since we focus on evaluating the results of the
segmentation algorithms and not only the classified CNV
labels, we also use the LR values of the exons computed
by each algorithm with the corresponding SNP values for
validation. The LR value of an exon is themean LR value of
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Amplification − Width=5, Altered regions=2, Dist=10000
Amplification − Width=5, Altered regions=2, Dist=1000000
Amplification − Width=20, Altered regions=2, Dist=10000
Amplification − Width=20, Altered regions=2, Dist=1000000
Amplification − Width=5, Altered regions=5, Dist=10000
Amplification − Width=5, Altered regions=5, Dist=1000000
Amplification − Width=20, Altered regions=5, Dist=10000
Amplification − Width=20, Altered regions=5, Dist=1000000
Fig. 1 ROC Curves - Amplification: Comparison of segmentation performance of HSLM (green), CBS (red), and VEGAWES (blue) on synthetic data.
The x-axis represents the False Positive Rate (1-Specificity) while the y-axis is the True Positive Rate (Sensitivity)
Deletion − Width=5, Altered regions=2, Dist=10000
Deletion − Width=5, Altered regions=2, Dist=1000000
Deletion − Width=20, Altered regions=2, Dist=10000
Deletion − Width=20, Altered regions=2, Dist=1000000
Deletion − Width=5, Altered regions=5, Dist=10000
Deletion − Width=5, Altered regions=5, Dist=1000000
Deletion − Width=20, Altered regions=5, Dist=10000
Deletion − Width=20, Altered regions=5, Dist=1000000
Fig. 2 ROC Curves - Deletion: Comparison of segmentation performance of HSLM (green), CBS (red), and VEGAWES (blue) on synthetic data. The
x-axis represents the False Positive Rate (1-Specificity) while the y-axis is the True Positive Rate (Sensitivity)
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Fig. 3 Fscore for each GBM sample: This figure illustrates the fscores computed on the results obtained by the four algorithms on 100 GBM samples
the segment that contains the exon. An exon is marked as
true positive if the copy number classification for the exon
is the same as that in the SNP data or if the LR value from
the segmentation algorithm is within the range of ±0.15
when compared with the LR value from the SNP data.
To analyze the accuracy of the segmentation on the
tumor data, we use the precision, recall, and f-score met-
rics. We computed precision and recall for amplification
and deletion events separately. For each sample, precision
was defined as the ratio of the true positives detected by
the algorithm that correctly correspond with the ground
truth and the total number of regions detected by the
algorithm. Recall was defined as the ratio of the true
positives detected by the algorithm that correctly corre-
spond with the ground truth and the total number of
regions detected by SNP (ground truth). F-score, for each
sample, is then the harmonic mean of the precision and
recall scores.
Results and discussion
To evaluate our segmentation algorithm, we analyzed
the performance on both synthetic and real data. We
compared our segmentation algorithm with two other
commonly used and recently published algorithms: CBS
(used in ExomeCNV, VarScan2, ReadDepth) and HSLM
(EXCAVATOR). We also obtained results from the origi-
nal VEGA model.
Results on synthetic data
Weperformed an extensive simulation using 100 synthetic
chromosomes, each comprising 1,000 exons. We com-
puted ROC curves for VEGAWES, CBS and HSLM for
each combination of g, N, and D, and demonstrate the
results for amplification and deletions in Figs. 1 and 2
respectively. In general, considering both amplification
and deletion events, we can observe that both VEG-
AWES and HSLM outperform CBS on synthetic data. As
mentioned in [12], we also observe that overall, all algo-
rithms perform better in deletion than amplification due
the difference in signal-shifts. However, VEGAWESmani-
fests better accuracy with amplification compared to other
algorithms for all combinations of chromosomes. With
regards to deletion, we notice that VEGAWES segments
chromosomes with smaller altered regions more accu-
rately than HSLM, while HSLM performs better on larger
altered regions. Moreover, we observed that the distance
between genes, D, does not seem to affect the accuracy
of VEGAWES, and hence we report the results on D =
10,000 and D = 1,000,000 as extreme values.
Results on GlioblastomaMultiforme dataset
Glioblastoma Multiforme (GBM) is a particular malig-
nant and aggressive type of brain tumor. We downloaded
100 GBM paired primary tumor WES samples in the
BAM file format along with the corresponding control
samples and the copy number profiles generated by the
SNP array technology from TCGA. In Fig. 3, we illustrate
the f-score for each sample and compare the four algo-
rithms: HSLM, CBS, VEGA, and VEGAWES. The results
obtained fromCBS, VEGA, VEGAWES appear to be simi-
lar (P > 0.1) whereas HSLM does not provide comparable
results (P < 10−13). We can further see in Table 1 the
average f-scores for each tool, and observe that, although
at a small margin, VEGAWES seems to perform the best
in terms of accuracy. We have also listed the average pre-
cision and recall scores at the sample level, and notice that
the scores obtained for gains and losses are the highest
Table 1 Precision-recall scores for each segmentation algorithm
averaged at the sample level
HSLM CBS VEGA VEGAWES
Precision (Gain) 0.6803 0.8269 0.8166 0.8520
Recall (Gain) 0.5652 0.8442 0.8289 0.8501
Precision (Loss) 0.6089 0.7387 0.7409 0.7446
Recall (Loss) 0.5192 0.8118 0.8174 0.8157
Fscore 0.5882 0.8029 0.7985 0.8136
The values highlighted in bold are the best scores achieved in the experiment
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Table 2 Precision-recall scores for each segmentation algorithm
averaged at the chromosome level
HSLM CBS VEGA VEGAWES
Precision (Gain) 0.5703 0.7460 0.7340 0.7729
Recall (Gain) 0.4891 0.7570 0.7404 0.7709
Precision (Loss) 0.5260 0.6705 0.6729 0.6810
Recall (Loss) 0.4644 0.7335 0.7410 0.7422
The values highlighted in bold are the best scores achieved in the experiment
with VEGAWES. VEGA and CBS perform at a compara-
ble rate with a mixed performance, while HSLM scores
the lowest.
As a further analysis, we also compared the algorithms
at the chromosome level. We computed the average
precision-recall scores for the amplification and deletion
events separately and have summarized in Table 2. In all
four cases, we notice a similar performance at the chromo-
some level as we did at the sample level. VEGAWES pro-
vides better results followed by CBS, VEGA, and HSLM.
Overall, from the two tables, we can state that VEGAWES
performs marginally better than VEGA and CBS, while
HSLM did not seem a good fit for this kind of dataset.
To show the difference in accuracy between the four
algorithms on real data, we have plotted a few exam-
ples of the segmentation results on the chromosomes
of different sample sets. In Fig. 4, we plot the exons in
the chromosome and the segmentation results obtained
from the different tools as well as the SNP data. The
black line represents the true segments of the SNP data
while the red lines show the results from each algo-
rithm. In Fig. 4a, we show chromosome 5 of a GBM
sample, in which all four segmentations are able to high-
light the short amplified segments however, both HSLM
and CBS are unable to segment the deletion area accu-
rately. In this example, both VEGA and VEGAWES are
able to segment the deleted region more accurately com-
pared to the other two algorithms. On the other hand, in
Fig. 4b, CBS, VEGA and VEGAWES provide better seg-
mentations compared to HSLM. Specifically, VEGAWES
performs better than VEGA showing that including the
distance parameter improves the merging quality. Sim-
ilarly, Fig. 4c is yet another example where VEGAWES
Fig. 4 Segmentation results obtained from HSLM, CBS, VEGA, and VEGAWES respectively on TCGA samples. The black lines represent the ground
truth (SNP data) while the red lines mark the segments obtained from the segmentation algorithms. a Chromosome 5 of sample set TCGA-41-2572,
(b) Chromosome 9 of sample set TCGA-06-0124, (c) Chromosome 7 of sample set TCGA-12-0688, (d) Chromosome 21 of sample set TCGA-06-0129
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provides better segmentation compared to VEGA, CBS,
and HSLM. This figure shows segmentation results on
chromosome 7 which is one of the most frequently ampli-
fied chromosomes in GBM. Finally, in the last exam-
ple (Fig. 4d), although the regions are more granular
when compared to the SNP segments, we observe that
the VEGA and VEGAWES are both able to segment
out the short amplified region unlike the other two
counterparts.
In addition to comparing the accuracy of the segmenta-
tion algorithms, we also compared the time performance
on real data. All four segmentation algorithms were run
on a x86_64 Linux platform with eight 2GHz quad-core
CPUs.We recorded the time taken to segment all 22 auto-
somes for 100 samples and have summarized the results
in the Fig. 5. In terms of time per sample, VEGA finishes
first at 7.89 seconds followed very closely by VEGAWES
at 8.286 seconds. On the contrary to the accuracy perfor-
mance, HSLM performs better than CBS with regards to
time. CBS takes about 19.75 minutes for each sample on
average, which is considerably slow in comparison with
the other three algorithms.
Considering both accuracy and time, VEGAWES and
VEGA provide better results and takes the least time.
While CBS provides similar segmentation results, it is
about 143 times slower than VEGA and VEGAWES. On
the other hand, HSLM takes less time to segment the



















Fig. 5 Computation Performance. Time taken to segment 22
chromosomes and averaged over 100 GBM samples for each
algorithm
Conclusion
We have developed a segmentation algorithmVEGAWES,
based on Mumford and Shah variational model, to
perform copy number segmentation on whole exome
sequencing data. In our pipeline, we preprocess paired
tumor-normal tumor BAM samples and prepare it for CN
segmentation using VEGAWES. In addition to the varia-
tional approach derived from VEGA, we have enhanced
the original model to include a specific property in WES
data related to the average distance between exons of adja-
cent regions. VEGA follows a pyramidal approach where
smaller segments are merged to create larger ones. In
VEGAWES, we have taken the distance between exons
into consideration while merging adjacent segments in
addition to the existing parameters.
To validate our approach, we experimented our pipeline
on both synthetic and real data of 100 GBM primary
tumor samples and compared the segmentation results in
terms of time performance and accuracy with two other
algorithms commonly used in WES segmentation - CBS
and HSLM. We also compare the results of VEGAWES
with the original VEGA model. We observed that on
synthetic data, VEGAWES outperforms both CBS and
HSLM in all amplification events, whereas with dele-
tion, it segments shorter regions more accurately than
both other algorithms. With experiments on real data,
we noticed that while VEGAWES provided similar or
better segmentation results as compared to CBS, the
time difference between the two approaches were sig-
nificant with CBS performing very slow. Both VEG-
AWES and VEGA beat HSLM in terms of accuracy,
although in terms of time, all three are comparable.
We also reported that introducing the distance between
the exons measure into the model reduced errors and
detection of false positives in the segmentation results.
However, we have included a weight parameter in the
model that allows the usage of both the original VEGA
model and the enhanced VEGAWES for segmentation
purposes.
Abbreviations
aCGH: Array comparative genomic hybridization; ARC: Average read count;
CBS: Circular binary segmentation; CNV: Copy number variation; CN: Copy
number; CONIFER: Copy number inference from exome reads; FISH:
Fluorescence in situ hybridization; FPR: False positive rate; GATK: Genome
analysis tool-kit; GBM: Glioblastoma multiforme; GLAD: Gain and loss analysis
of DNA; HMM: Hidden Markov model; HSLM: Heterogeneous shifting level
model; LR: Log-ratio; NGS: New generation sequencing; PCA: Principal
component analysis; RC: Read count; ROC: Receiver operating curve; SIC:
Schwarz information criterion; SLM: Shifting level model; SMAP: Segmental
maximum a posteriori approach; SNP: Single-nucleotide polymorphism; SVD:
Singular value decomposition; WES: Whole exome sequencing; WGS: Whole
genome sequencing; TCGA: The cancer genome atlas; TPR: True positive rate;
TV: Total variation; VEGA: Variational estimator for genomic aberrations.
Competing interests
The authors declare that they have no competing interests.
Anjum et al. BMC Bioinformatics  (2015) 16:315 Page 10 of 10
Authors’ contributions
SA developed the VEGAWES algorithm, performed all the simulations, and
drafted the manuscript. SM implemented the VEGA algorithm. FD contributed
with the analysis of the results. AI interpreted the results on GBM and
contributed to the draft of the manuscript. MC supervised the whole study
and drafted the manuscript. All authors have read and approved the final
manuscript.
Availability of supporting data





This work was supported by Qatar Computing Research Institute (QCRI), Qatar
Foundation. We would like to thank Dr. A. Magi for providing the code to
generate synthetic data.
Author details
1Computational Sciences and Engineering, Qatar Computing Research
Institute, P. O. Box 5825, Doha, Qatar. 2Department of Science and Technology,
University of Sannio, 82100 Benevento, Italy. 3European Molecular Biology
Laboratory, European Bioinformatics Institute, (EMBL -EBI), Wellcome Trust
Genome Campus, Cambridge CB10 1SD, UK. 4BIOGEM, Ariano Irpino 83031,
Italy. 5Institute for Cancer Genetics, Columbia University, New York 10027, USA.
Received: 17 April 2015 Accepted: 16 September 2015
References
1. Stankiewicz P, Lupski JR. Structural variation in the human genome and
its role in disease. Annu Rev Med. 2010;61:437–55.
2. Beroukhim R, Mermel CH, Porter D, Wei G, Raychaudhuri S, Donovan J,
et al. The landscape of somatic copy-number alteration across human
cancers. Nature. 2010;463(7283):899–905.
3. Fan YS, Jayakar P, Zhu H, Barbouth D, Sacharow S, Morales A, et al.
Detection of pathogenic gene copy number variations in patients with
mental retardation by genomewide oligonucleotide array comparative
genomic hybridization. Hum Mutat. 2007;28(11):1124–32.
4. Sebat J, Lakshmi B, Malhotra D, Troge J, Lese-Martin C, Walsh T, et al.
Strong association of de novo copy number mutations with autism.
Science. 2007;316(5823):445–9.
5. Zhao M, Wang Q, Wang Q, Jia P, Zhao Z. Computational tools for copy
number variation (CNV) detection using next-generation sequencing
data: features and perspectives. BMC Bioinformatics. 2013;14(Suppl 11):1.
6. Miller CA, Hampton O, Coarfa C, Milosavljevic A. ReadDepth: a parallel r
package for detecting copy number alterations from short sequencing
reads. PLoS ONE. 2011;6(1):16327.
7. Olshen AB, Venkatraman E, Lucito R, Wigler M. Circular binary
segmentation for the analysis of array-based DNA copy number data.
Biostatistics. 2004;5(4):557–72.
8. Mosen-Ansorena D, Telleria N, Veganzones S, De la Orden V, Maestro
ML, Aransay AM. seqcna: an R package for DNA copy number analysis in
cancer using high-throughput sequencing. BMC Genomics. 2014;15(1):
178.
9. Hupé P, Stransky N, Thiery JP, Radvanyi F, Barillot E. Analysis of array
CGH data: from signal ratio to gain and loss of DNA regions.
Bioinformatics. 2004;20(18):3413–22.
10. Duan J, Zhang JG, Deng HW, Wang YP. CNV-TV: A robust method to
discover copy number variation from short sequencing reads. BMC
Bioinformatics. 2013;14(1):150.
11. Sathirapongsasuti JF, Lee H, Horst BA, Brunner G, Cochran AJ, Binder S,
et al. Exome sequencing-based copy-number variation and loss of
heterozygosity detection: ExomeCNV. Bioinformatics. 2011;27(19):
2648–54.
12. Magi A, Tattini L, Cifola I, D’Aurizio R, Benelli M, Mangano E, et al.
EXCAVATOR: detecting copy number variants from whole-exome
sequencing data. Genome Biol. 2013;14(10):120.
13. Yoon S, Xuan Z, Makarov V, Ye K, Sebat J. Sensitive and accurate
detection of copy number variants using read depth of coverage.
Genome Res. 2009;19(9):1586–92.
14. Magi A, Benelli M, Marseglia G, Nannetti G, Scordo MR, Torricelli F. A 685
shifting level model algorithm that identifies aberrations in array-CGH 686
data. Biostatistics. 2010;11(2):265–280.
15. Benelli M, Marseglia G, Nannetti G, Paravidino R, Zara F, Bricarelli FD,
et al. A very fast and accurate method for calling aberrations in array-CGH
data. Biostatistics. 2010;11(3):515–8.
16. Boeva V, Popova T, Bleakley K, Chiche P, Cappo J, Schleiermacher G,
et al. Control-FREEC: a tool for assessing copy number and allelic content
using next-generation sequencing data. Bioinformatics. 2012;28(3):423–5.
17. Koboldt DC, Zhang Q, Larson DE, Shen D, McLellan MD, Lin L, et al.
VarScan 2: somatic mutation and copy number alteration discovery in
cancer by exome sequencing. Genome Res. 2012;22(3):568–76.
18. Fromer M, Moran JL, Chambert K, Banks E, Bergen SE, Ruderfer DM,
et al. Discovery and statistical genotyping of copy-number variation from
whole-exome sequencing depth. Am J Hum Genet. 2012;91(4):597–607.
19. Fromer M, Purcell SM. Using XHMM Software to Detect Copy Number 700
Variation in Whole-Exome Sequencing Data. Curr Protoc Hum Genet.
2014;81(7):23.1–23.21.
20. Mumford D, Shah J. Optimal approximations by piecewise smooth
functions and associated variational problems. Commun Pur Appl Math.
1989;42(5):577–685.
21. Rudin LI, Osher S, Fatemi E. Nonlinear total variation based noise removal
algorithms. Physica D: Nonlinear Phenomen. 1992;60(1):259–68.
22. Ceccarelli M, De Luca N, Morganella A. Automatic measurement of the
intima-media thickness with active contour based image segmentation.
In: IEEE International Workshop on Medical Measurement and
Applications. Washington, DC: MEMEA ’07, IEEE; 2007. p. 321–33.
23. Ceccarelli M. A finite Markov random field approach to fast
edge-preserving image recovery. Image Vision Comput. 2007;25(6):
792–804.
24. Morganella S, Cerulo L, Viglietto G, Ceccarelli M. VEGA: Variational
segmentation for copy number detection. Bioinformatics. 2010;26(24):
3020–27.
25. Koepfler G, Lopez C, Morel JM. A multiscale algorithm for image
segmentation by variationalmethod. SIAM J Numer Anal. 1994;31(1):282–99.
26. Nilsson B, Johansson M, Al-Shahrour F, Carpenter AE, Ebert BL.
Ultrasome: efficient aberration caller for copy number studies of
ultra-high resolution. Bioinformatics. 2009;25(8):1078–9.
27. Andersson R, Bruder CE, Piotrowski A, Menzel U, Nord H, Sandgren J,
et al. A segmental maximum a posteriori approach to genome-wide copy
number profiling. Bioinformatics. 2008;24(6):751–8.
28. Alkan C, Coe BP, Eichler EE. Genome structural variation discovery and
genotyping. Nat Rev Genet. 2011;12(5):363–76.
29. Janevski A, Varadan V, Kamalakaran S, Banerjee N, Dimitrova N. Effective
normalization for copy number variation detection from whole genome
sequencing. BMC Genomics. 2012;13(Suppl 6):16.
30. Magi A, Tattini L, Pippucci T, Torricelli F, Benelli M. Read count approach
for DNA copy number variants detection. Bioinformatics. 2012;28(4):470–8.
31. Li H, Durbin R. Fast and accurate short read alignment with
Burrows–Wheeler transform. Bioinformatics. 2009;25(14):1754–60.
32. Langmead B, Salzberg SL. Fast gapped-read alignment with Bowtie 2.
Nat Methods. 2012;9(4):357–9.
33. McCarroll SA, Kuruvilla FG, Korn JM, Cawley S, Nemesh J, Wysoker, A ,
et al. Integrated detection and population-genetic analysis of SNPs and
copy number variation. Nat Genet. 2008;40(10):1166–74.
34. Lai WR, Johnson MD, Kucherlapati R, Park PJ. Comparative analysis of
algorithms for identifying amplifications and deletions in array CGH data.
Bioinformatics. 2005;21(19):3763–70.
35. Brennan CW, Verhaak RG, McKenna A, Campos B, Noushmehr H,
Salama SR, et al. The somatic genomic landscape of glioblastoma. Cell.
2013;155(2):462–77.
36. Matsuzaki H, Wang PH, Hu J, Rava R, Fu GK. High resolution discovery
and confirmation of copy number variants in 90 Yoruba Nigerians.
Genome Biol. 2009;10(11):125.
37. Veltman JA, Fridlyand J, Pejavar S, Olshen AB, Korkola JE, DeVries S, et al.
Array-based comparative genomic hybridization for genome-wide
screening of DNA copy number in bladder tumors. Cancer Res.
2003;63(11):2872–80.
