Abstract. We study completeness properties of the Sobolev diffeomorphism groups D s (M ) endowed with strong right-invariant Riemannian metrics when the underlying manifold M is R d or compact without boundary. The main result is that for s > dim M/2 + 1, the group D s (M ) is geodesically and metrically complete with a surjective exponential map. We also extend the result to its closed subgroups, in particular the group of volume preserving diffeomorphisms and the group of symplectomorphisms. We then present the connection between the Sobolev diffeomorphism group and the large deformation matching framework in order apply of our results to diffeomorphic image matching.
Introduction
Motivated by the development of diffeomorphic image matching, we study strong Riemannian metrics on the group D s (M ) of Sobolev diffeomorphisms. The manifold M is either R d or a closed manifold of dimension d and the Sobolev order satisfies s > d/2 + 1 with s ∈ R.
Historically most papers dealt with weak Riemannian metrics on the diffeomorphism group, for example H r -metrics on D s (M ) with s > r; typically one has s > 2r + d/2 + 1, where d = dim M . The disconnect between s and r arose, because one was mostly interested in L 2 or H 1 -metrics, but D s (M ) is a Hilbert manifold only for s > d/2 + 1. It was however noted already in [EM70] and again in [MP10] , that the H s -metric is smooth on D s (M ), when s is an integer. The smoothness of the H s -metric is not obvious, since the metric is defined via
and the definition uses the inversion, which is only continuous on D s (M ). The contributions of this paper are twofold. First we want to show that strong, smooth Sobolev metrics on D s (M ) are complete both geodesically, metrically and that there exist minimizing geodesics between any two diffeomorphisms. We recall here that the Hopf-Rinow theorem is not valid in infinite dimensions, namely Atkin gives in [Atk75] an example of a geodesically complete Riemannian manifold where the exponential map is not surjective. For the Sobolev diffeomorphism group with s > d/2 + 1, the best known result can be found in [MP10, Thm. 9 .1] which is an improvement of the positive result of Ekeland [Eke78] . While geodesic completeness was known, the other two statements are -as far as we know -new. We prove the following theorem: exists and is continuous. The existence was known for vector fields in C(I, X s (M )). We extend the existence result to vector fields that are L 1 in time and show continuity with respect to the manifold topology. The flow map allows us to identify the space of H 1 -paths with the right-trivialized velocities,
Since L 2 (I, X s (M )) is a Hilbert space, we can use variational methods to show the existence of minimizing geodesics.
In order to show metric completeness, we derive the following estimate on the geodesic distance,
which is valid on a bounded metric dist s -ball. In other words, the identity map between the two metric spaces Id :
is locally Lipschitz continuous. For compact manifolds we show a similar inequality in coordinate charts. The Lipschitz continuity implies that a Cauchy sequence for dist s is a Cauchy sequence for · H s , thus giving us a candidate for a limit point. One then needs proceeds to show that the limit point lies in the diffeomorphism group and that the sequence converges to it with respect to the geodesic distance.
The second contribution concerns the groups of diffeomorphisms introduced by Trouvé [Tro98; TY05] for diffeomorphic image matching in the large deformation framework [BMT+05] . In this framework one chooses a Hilbert space H of vector fields on R d with a norm that is stronger than the uniform C into the space of C 1 -diffeomorphisms. Thus we can view the existence of the flow map in the sense (1) as a regularity result when H = H s . With the help of this regularity result we are able to show the following:
We denote by D s (R d ) 0 the connected component of the identity. This means that, if we choose H to be a Sobolev space, then the framework of Trouvé constructs the classical groups of Sobolev diffeomorphisms. As a consequence we obtain that G H s is a topological group and that the paths solving the image registration problem are smooth. We also obtain using the proximal calculus on Riemannian manifolds [AF05] that Karcher means of k diffeomorphisms -and more generally shapes -are unique on a dense subset of the k-fold product D s × . . . × D s .
The group
The Sobolev spaces H s (R d ) with s ∈ R can be defined in terms of the Fourier transform F f (ξ) = (2π) −n/2 R n e −i x,ξ f (x) dx , and consist of L 2 -integrable functions f with the property that (1 + |ξ| 2 ) s/2 F f is L 2 -integrable as well. An inner product on H s (R d ) is given by
Denote by Diff 1 (R d ) the space of C 1 -diffeomorphisms of R d , i.e.,
For s > d/2 + 1 and s ∈ R there are three equivalent ways to define the group D s (R d ) of Sobolev diffeomorphisms:
If we denote the three sets on the right by A 1 , A 2 and A 3 , then it is not difficult to see the inclusions 
Then there exists
Convergence of Flows in
In this section we want to clarify, what is meant by the flow of a vector field -in particular for vector fields that are only L 1 -and then prove some results about the convergence of flows given convergence of the underlying vector fields. The main result of the section is Thm. 3.7, which shows that for s > d/2 + 1 the flow mapassuming it exists -is continuous as a map
where d/2 + 1 < s ′ < s. The result will be strengthened by Thm. 4.4, which will show the existence of the flow as well as the convergence for s ′ = s.
3.1. Pointwise and D s -valued flows. Let s > d/2 + 1 and I be compact interval containing 0. Assume u is a vector field u ∈ L 1 (I,
• ϕ(·, x) is absolutely continuous for each x and • ϕ(t, ·) is continuous for each t, and this map satisfies the equation
We will call such a map ϕ the pointwise flow of u or simply the flow of u. It then follows that for each x ∈ R d the differential equation
is satisfied t almost everywhere. It is also shown in [You10, Thm. 8.7 ] that the pointwise flow ϕ(t) is a C 1 -diffeomorphism for all t ∈ I. We will write ϕ(t) = Fl t (u) and ϕ = Fl(u), the latter denoting the whole curve t → ϕ(t). Note that (2) implies Fl 0 (u) = Id; we shall use this convention throughout the paper.
If we additionaly assume that ϕ is a continuous curve in
; furthermore, (3) implies that the curve t → ϕ(t) is absolutely continuous. We will call such a curve ϕ a flow of u with values in
The pointwise flow of a vector field is unique and therefore, if the D s -valued flow exists, it is also unique. It will be shown in Thm. 4.4 that every vector field u ∈ L 1 (I, H s ) has a D s -valued flow.
. Then it follows that:
(1) The function t → u(t) • ϕ(t) is Bochner integrable.
(2) If ϕ satisfies (2), then the identity (3) holds as an identity in
Proof. Let us prove the second statement first. Denote by ev x :
the evaluation map. Since s > d/2 this map is continuous and thus (2) can be interpreted as
The Bochner integral commutes with bounded linear maps and the set {ev x : x ∈ R d } is point-separating. Thus we obtain
Now we show that t → u(t) • ϕ(t) is Bochner integrable. Since I is compact, the set ϕ(I) satisfies the conditions of Lem. 2.2 (2), i.e., there exists a constant C such that
holds for all v ∈ H s and all t ∈ I. Thus
The next lemma shows the basic property that being a flow is preserved under uniform convergence of the flows and L 1 -convergence of the vector fields.
Proof. We need to show two things: that ϕ(t) ∈ D s (R d ) and that ϕ is the D s -valued flow of u. First note that ϕ n (t) − ϕ(t) ∈ H s implies ϕ(t) − Id ∈ H s . As ϕ n is the flow of u n , it satisfies the identity
with the constant C arising from Sobolev embeddings, we see by passing to the limit in (4) that ϕ is the pointwise flow of u. As remarked at the beginning of the section, it is shown in [You10, Thm 8.7 ] that the pointwise flow ϕ(t) is a C 1 -diffeomorphism and together with ϕ(t) − Id ∈ H s this shows ϕ(t) ∈ D s (R d ). Finally it follows from Lem. 3.2 that ϕ is the D s -valued flow.
We will use the following decomposition method repeatedly.
Remark 3.4. A recurring theme is to show the existence of the flow map
and its continuity -either pointwise or uniformly in t -where X s is the space of vector fields of a certain Sobolev regularity s on R d or on a manifold M . It is often done by proving the statement in question first for small vector fields, i.e. those with u L 1 < ε for some given ε. The statement then follows for all vector fields via the following general principle.
Let ε > 0 be fixed. Given a vector field u ∈ L 1 (I, X s ), there exists an N and a decomposition of the interval I into N subintervals [t j , t j+1 ], such that on each subinterval we have
Note that, while the points t j will depend on u, their total number N can be bounded by a bound depending only on u 
] be the restriction of u to the subinterval [t j , t j+1 ]. We have u j L 1 < ε and we can apply the proven statement to obtain the existence of the flow, which we denote ϕ j . Then we define for t ∈ [t j , t j+1 ],
It can easily be checked, that ϕ is the flow of u -on R d this can be done directly and on a manifold M using coordinate charts. As the flow is put together using only finitely many compositions and D s is a topological group any statement about continuity of the flow map can be transferred from u j to u.
Another reformulation of the decomposition principle is that any diffeomorphism ϕ, that is the flow of a vector field u with u L 1 < r, can be decomposed into
where each ϕ j is the flow of a vector field u j with u j L 1 < ε and N depends only on r.
A first example, that uses this method is the proof of the following lemma, showing that Lem. 2.2 can be applied on arbitrary geodesic balls.
Lemma 3.5. Let s > d/2 + 1 and 0 ≤ s ′ ≤ s. Given r > 0 and n ∈ N, there exists a constant C, such that the inequality
As N depends on ϕ only via r, this completes the proof. 
and ϕ is the D 
As s > d/2 + 1 we obtain via Lem. 2.2 an ε > 0 and a constant C = C(ε), such that Id +B
are valid for all u ∈ H s and all ϕ, ψ ∈ Id +B s ε (0). Step 1. Reduce problem to Id +B s ε (0). Using the decomposition method of Rem. 3.4 it is enough to prove the theorem for vector fields u with C u L 1 < ε. Since u n → u in L 1 , we can also assume that C u n L 1 < ε for all n ∈ N. We claim that the flow ϕ n of u n satisfies ϕ n (t) ∈ Id +B s ε (0). Assume the contrary and let T be the smallest time, such that either ϕ n (T ) − Id H s = ε or T = max I. Then for t < T we have the bound
and since the last inequality doesn't depend on t, it remains strict even in the limit t → T , thus showing ϕ n (T ) − Id H s < ε. This implies that T = max I and ϕ n (t) ∈ Id +B s ε (0) as required.
We show that (ϕ n (t) − Id) n∈N are Cauchy sequences in H s−1 , uniformly in t. Using (5) and (6) we can estimate
Via Gronwall's inequality we get for some C 1 > 0, independent of t,
Thus there exists a continuous limit curve
We apply the following interpolation inequality, see, e.g., [Inc12, Lem. B.4]:
and a constant C 2 , independent of f . Choose in the above inequality s ′ = s − 1 and 0 < λ ≤ 1. Then
, it must also converge to the same limit in H 
Existence of the flow map
The main result of this section is the existence and continuity of the flow map
for s > d/2+1, with I being a compact interval containing 0. This result will be the crucial ingredient in proving that the group
with the connected component of the identity of D s (R d ). We would like to make some comments about this result.
Since the flow ϕ of a vector field u is defined as the solution of the ODE (10) 
This runs into two sets of difficulties. The Picard-Lindelöf theory of ODEs requires the right hand side f (t, x) of an ODE to be (locally) Lipschitz continuous in x and continuous in t. Under these conditions the theorem of Picard-Lindelöf guarantees the local existence of integral curves. The first problem is that in our case the right hand side is not continuous in t, but only L 1 . The usual way to prove existence of solutions in the framework of Picard-Linderlöf involves the Banach fixed point theorem, and the proof can be generalized without much difficulties to ODEs, that are not continuous in t. It is enough to require that f (t, x) is Lipschitz in x and only measurable in t and that the Lipschitz constants are locally integrable, i.e., there exists a function ℓ(t) with ℓ(t) dt < ∞, such that
is valid for all x 1 , x 2 and for t almost everywhere. This class of differential equations is called ordinary differential equations of Carathéodory type. We have summarized the key facts about ODEs of Carathéodory type in App. A.
The second problem is that the vector field U from (11) is also not Lipschitz in ϕ. The composition map H s × D s → H s is continuous, but not Lipschitz continuous. In finite dimensions the theorem of Peano shows that vector fields f (t, x) that are continuous in t and x, have flows, but the flows might fail to be unique. In infinite dimensions this is not the case anymore; an example of a continuous vector field without a flow can be found in [Dei77, Example 2.1].
For a continuous vector field u, i.e., u ∈ C(I, H s ), the existence of a D s -valued flow has been shown in [FM72] and using different methods also in [BB74] and [Inc12] . We will briefly review the proofs to choose the one, that is most easily generalized to vector fields u ∈ L 1 (I, H s ). If we only require s > d/2 + 2, then the proof is much shorter than the more general case s > d/2+1 and can be found already in [EM70] . First one considers the equation (10) 
This is a linear differential equation on
and ϕ ∈ D s . The details of this argument can be found in Lem. 4.1. Improving the hypothesis on s to s > d/2 + 1 requires a bit of work. For vector fields u ∈ C(I, H s ) that are continuous in time and not just L 1 this result has been proven by three different methods.
(1) The approach used in [FM72] was to derive an equation for
.u(t) and so f (t) satisfies the equation
This is a linear, symmetric, hyperbolic system and the theory developed in [FM72] can be applied to show that, given u ∈ C(I, H s ), the system (12) has a solution f (t) ∈ H s and hence
To extend this method to vector fields that are only L 1 in t, one would need a theory of linear, hyperbolic systems with non-smooth (in t) coefficients.
(2) The method of [BB74] considers not only the groups D s (R d ) which are based on the spaces H s , but the more general family W s,p and the corresponding diffeomorphism groups, which we shall denote by
The proof considers only s ∈ N and proceeds by induction on s. The induction step uses the fact that given s satisfying s > d/p + 1 we can find p ′ > p such that s − 1 > d/p ′ + 1 and hence we can apply the induction hypothesis on the pair (s − 1, p ′ ). Extending this method to s ∈ R and vector fields u ∈ L 1 (I, W s,p ) would require us to study properties of the composition map on the spaces
(3) The idea of [Inc12, App. B] is to approximate a vector field u ∈ C(I, H s ) by a sequence of vector fields in H s+1 and then to show that the corresponding flows converge as well. This method is ideally suited to be generalised from continuous vector fields to L 1 vector fields and it will be the path we choose to follow here. To prepare the proof of the main theorem, Thm. 4.4, we will need some lemmas. The first lemma -which can be traced back to [EM70, Lem. 3 .3] -shows that the flow of a vector field is as regular as the vector field itself.
Proof. We will first prove the case s ≤ s ′ + 1. In the general case, where
Note that the derivative Dϕ(t) satisfies the following ODE in H s ′ −1 , t-a.e.,
Consider the following linear, inhomogeneous, matrix-valued differential equation
e., a linear map from H s−1 to itself, and there exists a constant C > 0, such that (14) in H s−1 , it follows that they are equal,
As stated in the introduction to this section, we will first show the existence of flows of H s vector fields, when s > d/2 + 2. This involves applying the existence theorem for Carathéodory differential equations to the equation (10).
Proof. Define for ε > 0 the open ball
Since s − 1 > d/2 + 1, we obtain by Lem. 2.2 an ε > 0 and a constant C = C(ε), such that Id +B
are valid for all u ∈ H s and all ϕ, ϕ 1 , ϕ 2 ∈ Id +B s−1 ε (0). Using the decomposition method in Rem. 3.4 it is enough to show the existence of the flow when C u L 1 < ε. Under this assumption, define the vector field
where u(t) is given. The mapping U has the Carathéodory property, Def. A.1, because composition is continuous in D s−1 (R d ) and H s−1 is separable. The functions m(t) and ℓ(t) required in Thm. A.2 are given by m(t) = C u(t) H s−1 and ℓ(t) = C u(t) H s . Then by Thm. A.2 we have a solutions
Thus ϕ is the D s−1 (R d )-valued flow of u and Lem. 4.1 shows that in fact ϕ is
The next lemma shows how to approximate vector fields in H s (R d ) by a sequence of vector fields in H s+1 (R d ), whilst preserving integrability in time.
½ {|ξ|≤k} (ξ) and let χ k (D) be the corresponding Fourier multiplier. Then
Proof. We have for all t ∈ I,
and thus
, but this will not be needed here.
To show convergence we note that
By the theorem of dominated convergence we obtain first
, and by applying it again
We are now ready to prove the main theorem.
. Finally we use the regularity result from Lem. 4.1 to conclude that the flow ϕ of u is D s (R d )-valued. To prove the continuity of the flow map, consider a sequence u n converging to u in L 1 (I, H s ) and denote by ϕ n and ϕ the D s -valued flows of u n and u respectively. The
we only need to show that Dϕ n (t) − Dϕ(t) → 0 uniformly in H s−1 . We will do this by applying Gronwall's lemma to
Taking norms we obtain
, it follows that the set {ϕ n (t) : t ∈ I, n ∈ N} satisfies the assumptions of Lem. 2.2 (2)., i.e., det Dϕ n (t, x) is bounded from below and ϕ n (t) − Id H s ′ is bounded from above. Thus
Next we estimate -omitting the argument τ from now on -
In the last integral we note that since composition is a continuous map H s−1 ×D s ′ → H s−1 , the integrand converges pointwise to 0 as n → ∞. Because
we can apply the theorem of dominated convergence to conclude that
Thus we obtain via Gronwall's inequality
, the required uniform convergence of Dϕ n (t) − Dϕ(t) → 0 in H s−1 .
5. Diffeomorphisms of a compact manifold 5.1. Sobolev spaces on domains. Let U ⊂ R d be a Lipschitz domain, i.e., a bounded open set with a Lipschitz boundary. For s ∈ R we can define the Sobolev space on U as the set of restrictions of functions on the whole space,
and a norm is given by
For each Lipschitz domain U and each s ∈ R, there exists an extension operatorsee [Ryc99] -i.e., a bounded linear map
5.2. Sobolev spaces on compact manifolds. Throughout this section, we make the following assumption:
M is a d-dimensional compact manifold and N an n-dimensional manifold, both without boundary.
For
Similarly the space X s (M ) of vector fields consists of sections u : M → T M , such that around each point there exists a chart with T χ
In order to define norms on H s (M ) and X s (M ) and to introduce a differentiable structure on H s (M, N ), we define, following [IKT13] , a special class of atlases.
is called a fine cover, if (C1) I is finite and U i are bounded Lipschitz domains in
The spaces H s (M ) and X s (M ) are Hilbert spaces and a norm can be defined by choosing a fine cover U I of M . On H s (M ) the norm is
.
Similarly for vector fields u ∈ X s (M ) we define
In the above formula we identify the coordinate expression
to the second component. The norms depend on the chosen cover, but choosing another fine cover will lead to equivalent norms. We will write u H s for the norms on H s (M ) and X s (M ).
5.4. Diffeomorphism groups on compact manifolds. To define a differentiable structure on H s (M, N ) we introduce the notion of adapted fine covers. For details on these constructions and full proofs we refer the reader to [IKT13, Sect. 3].
Definition 5.5. A triple (U I , V I , f ) consisting of f ∈ H s (M, N ), a fine cover U I of M and a fine cover of V I of i∈I V i ⊆ N is called a fine cover with respect to f or adapted to f , if f (U i ) ⊆ V i for all i ∈ I.
Given f ∈ H s (M, N ) one can show that there always exists a fine cover adapted to it. Let (U I , V I , f ) be such a fine cover and define the subset
as well as the map 
and it is a topological group. It will later be convenient to work with fine covers (U I , V I , Id) of M adapted to the identity map with the additional constraint, that the coordinate charts of U I and V I are the same, i.e., χ i = η i . Such covers can always be constructed by starting with a fine cover V I of M and shrinking each set V i slightly to U i , so that the smaller sets still cover M and U i ⊆ V i . Then (U I , V I , Id) is an adapted cover. In this case let (U I , V I , ϕ(t)) be a fine cover adapted to ϕ(t) with t ∈ I and set u i (t) = T η i • u(t) • η
5.7. Existence of flows. To deal with vector fields and flows on M , we need to pass to coordinate charts. The following is the general technique, that will be useful throughout the section. Fix a fine cover (U J , V J , Id) of M with respect to Id with χ j = η j and let u ∈ L 1 (I, X s (M )) be a vector field. We define its coordinate expression
and extend these vector fields to all of R d using the extension operators E Vj ,
Note that the norms
are all equivalent. From Thm. 4.4 we know, that the vector fields w j have flows
To glue them together to a flow of u, the flows ψ j must not be too far away from the identity. To ensure this, we fix ε given in Lem. 5.9 and assume from now on, that u L 1 (I,X s (M)) < ε. Then Lem. 5.9 implies that ψ j (U j ) ⊆ V j and we define
It is shown in Lem. 5.10, that ϕ(t) is well-defined and that ϕ(t) ∈ D s (M ). It also follows from (16) that ϕ(t)(U j ) ⊆ V j and thus ϕ(t) ∈ O s (U J , V J ) and
Obviously ϕ is the D s -valued flow of u. This leads us to the following result on existence and continuity of the flow map.
Theorem 5.8. Let s > d/2 + 1 and u ∈ L 1 (I, X s (M )). Then u has a D s -valued flow ϕ and for each t ∈ I the map
, then the flows converge pointwise, i.e., ϕ n (t, x) → ϕ(t, x) in M for all (t, x) ∈ I × M , and the convergence is uniform in t and x (w.r.t. the geodesic distance).
Proof. The above discussion shows the existence of a D s -valued flow ϕ for vector fields u with u L 1 < ε, with ε given by Lem. 5.9. To show that Fl t is continuous, let u n → u in L 1 (I, X s (M )). Since the norms in (15) are equivalent, it follows that w
) and by [You10, Thm. 8.11], ψ n j → ψ j uniformly on compact subsets. As J is finite and U j is compact, we obtain from (16) the uniform convergence ϕ n → ϕ. Using Rem. 3.4 we can extend these results from vector fields u with u L 1 < ε to all vector fields. Now we prove the two lemmas, that were used in the discussion in 5.7.
Lemma 5.9. Let s > d/2 + 1 and (U J , V J , Id) be a fine cover of M with respect to Id with χ j = η j . Then there exists an ε > 0, such that if u L 1 (I,X s (M)) < ε, then ψ j (t)(U j ) ⊆ V j for all j ∈ J.
Proof. As (U J , V J , Id) is a fine cover, it follows that for U j = χ j (U j ) and V j = χ j (V j ) we have U j ⊆ V j and all sets are bounded. Thus there exists δ > 0, such that
and B δ (0) is the δ-ball in R d . By Thm. 4.4 there exists ε, such that if w j L 1 < ε, then ψ j − Id ∞ < δ, i.e., for all (t, x) ∈ I × R d we have |ψ(t, x) − x| < δ; in particular this implies ψ j (t)(U j ) ⊆ U j + B δ (0) and thus ψ j (t)(U j ) ⊆ V j . Using (15) we can bound w j L 1 via a bound on u L 1 .
Lemma 5.10. Let s > d/2 + 1 and (U J , V J , Id) be a fine cover of M with respect to Id with χ j = η j . With ε as in Lem. 5.9, take a vector field u with u L 1 (I,X s (M)) < ε and define ϕ(t) via (16). Then ϕ(t) is well-defined and ϕ(t) ∈ D s (M ) for all t ∈ I.
Proof. To show that ϕ(t) is well-defined we need to show that whenever U i ∩U j = ∅, we have on the intersection the identity
Omitting the argument t, we note that the identity T χ i • u = v i • χ i means that u is χ i -related to v i , i.e., u ∼ χi v i and hence on χ i (U i ∩ U j ) we have u i ∼ χj •χ −1 i u j , implying for the flows the identity
i , and thus showing the well-definedness of ϕ(t). From (16) we see that
The following lemma is a generalization of Lem. 2.2 to manifolds. Its main use will be when reformulated as a local equivalence of inner products in Sect. 6.
Lemma 5.11. Let s > d/2 + 1 and 0 ≤ s ′ ≤ s. Given r > 0 there exists a constant C, such that the inequality
Proof. Choose a fine cover (U I , V I , Id) of M with respect to Id with
and Fl 1 is continuous. We will show the inequality (17) first for r ≤ ε.
The constant C 1 arises from Lem. 3.5, since allφ i are generated by vector fields with bounded norms. For v ∈ X s ′ (M ) the proof proceeds in the same way. When r > ε, we use the decomposition in Rem. 3.4 to write
Since N , the number of elements in the decomposition, depends only on r, the inequality (17) can be shown inductively for r of any size.
To formulate the next lemma we need to introduce the geodesic distance of a right-invariant Riemannian metric on D s (M ). Fixing an inner product on X s (M ), the geodesic distance between two diffeomorphisms is
See Sect. 6 for more details and Sect. 7, where it is shown, that the infimum is attained.
Lemma 5.12. Let s > d/2+1. Given a fine cover (U I , W I , Id) of M with respect to Id M with χ i = η i , there exists an ε > 0 and a constant C, such that for ϕ ∈ D s (M ), dist s (Id, ϕ) < ε implies ϕ ∈ O s (U I , W I ) and such that the inequality
denotes the coordinate expression of ϕ.
Proof. Choose first an intermediate cover V I = (V i ) i∈I , such that both (U I , V I , Id) and (V I , W I , Id) are fine covers of M w.r.t. Id and they all use the coordinate charts χ i . This implies in particular the inclusions U i ⊆ V i and
Note that since dist
Let v be a vector field with Fl
s (W i ) and the following equality holds
Note that the domain, where the equality holds, has shrunk from V i to U i . This is the reason for introducing the intermediate cover
Similarly we define the extensionṽ i = E Wi v i and its flowψ i (t) = Fl t (ṽ i ) and by the same argument we obtain ψ i (t, x) =ψ i (t, x) for all t and x ∈ V i . The advantage is, thatφ i (1) andψ i (t) are defined on all of R d and are elements of D s (R d ). Thus (20) can be written as
and we can estimate
The constant C 1 appears from invoking Lem. 3.5, since bothφ i andψ i are generated by vector fields with bounded L 1 -norms. Since v was taken to be any vector field with Fl 1 (v) = ϕ 2 • (ϕ 1 ) −1 , we can take the infimum over v in (21) to obtain
from which the statement of the lemma easily follows. 
, where L ∈ OP S 2s 1,0 is a positive, self-adjoint, elliptic operator of order 2s. By right-invariance the metric is given by
is a topological group, the metric G s is a continuous Riemannian metric.
When s = n is an integer and the operator is
where ∆u = (δdu
♯ is the positive definite Hodge Laplacian or some other combination of intrinsically defined differential operators with smooth coefficient functions, then one can show that the metric G n is in fact smooth on D n (M ). Since the inner products G n generate the topology of the tangent spaces, this makes (D n (M ), G n ) into a strong Riemannian manifold; see [EM70] and [MP10] for details and [Lan99] for infinite-dimensional Riemannian geometry for strong metrics.
The existence of strong metrics is somewhat surprising, since there is a result by Omori [Omo78] stating that there exist no infinite-dimensional Banach Lie groups acting effectively, transitively and smoothly on a compacts manifold. D s (M ) acts effectively, transitively and smoothly on M . While D s (M ) is not a Lie group, but only a topological group with a smooth right-multiplication, the definition (23) of the metric uses the inversion, which is only a continuous operation. As it turns out one can have a smooth, strong, right-invariant Riemannian metric on a topological group, that is not a Lie group.
Remark 6.2. Most results in this paper -in particular the existence and continuity of flow maps and estimates on the composition -depend only on the topology of the Sobolev spaces and are robust with respect to changes to equivalent inner products. The smoothness of the metric does not fall into this category. Assume ·, · 1 and ·, · 2 are two equivalent inner products on X s (M ) and denote by G 1 and G 2 the induced right-invariant Riemannian metrics on D s (M ). Then the smoothness of G 1 does not imply anything about the smoothness of G 2 . To see this factorize the
Changing the inner product corresponds to changing the right part of the diagram. However the left part of the diagram is not smooth by itself, i.e., the map (ϕ, X) → X • ϕ −1 is only continuous. The smoothness of the Riemannian metric is thus a property of the composition.
Open Question. What class of inner products on X s (M ) induces smooth rightinvariant Riemannian metrics on D s (M )? Does this hold for all s > d/2 + 1, non-integer, and all metrics of the form (22)? 6.3. Geodesic distance. Given a right-invariant Sobolev metric G s , the induced geodesic distance is
with the length functional
and the infimum is taken over all piecewise smooth paths. Due to right-invariance we have
is equipped with the inner product ·, · H s . Since piecewise smooth paths are dense in L 1 one can also compute the distance via
It was shown in Thms. 4.4 and 5.8 that the flow-map is well-defined. To define the geodesic distance a continuous Riemannian metric is sufficient and thus the following results hold for s > d/2 + 1.
Uniform equivalence of inner products.
Since the open geodesic ball around Id of radius r coincides with the set
we can reformulate Lem. 3.5 and Lem. 5.11 as follows.
Corollary 6.5. Let s > d/2+1 and 0 ≤ s ′ ≤ s. Given r > 0 there exists a constant C, such that the inequality
Since dist s (Id, ϕ) = dist s (Id, ϕ −1 ), we have for some constant C on every geodesic ball the inequalities
is equivalent to the inner product ·, · H s on every geodesic ball with a constant that depends only on the radius of the ball.
Using it we can prove on R d , that the X s (R d )-norm is Lipschitz with respect to the geodesic distance on any bounded metric ball. We will use this lemma to show that the geodesic distance is a complete metric.
Lemma 6.6. Let s > d/2 + 1. Given r > 0, there exists a constant C, such that the inequality
Proof. We have
Let u be a vector field with ϕ 2 = Fl 1 (u) • ϕ 1 and u L 1 < 2r. Denote its flow by
and thus using Cor. 6.5 there exists a constant C, allowing us to estimate
By taking the infimum over all vector fields we obtain the result.
On an arbitrary compact manifold M we can show only a local version of Lem. 6.6, which we did in Lem. 5.12. This local version will however be enough to show metric completeness.
Completeness of diffeomorphism groups
In this section we will combine the results on flows of L 1 -vector fields and estimates on the geodesic distance, to show that D s (M ) with a Sobolev-metric G 
As discussed in Sect. 6, this hypothesis is satisfied for a large class of Sobolev metrics of integer order.
First we show the existence of minimizing geodesics between any two diffeomorphisms in the same connected component. This extends Thm. 9.1 in [MP10] , where existence of minimizing geodesics was shown only for an open and dense subset. Proof. Let ψ 0 , ψ 1 ∈ D s (M ) 0 be two diffeomorphisms. Consider the energy of a path
on the set
and let (u n ) n∈N be a minimizing sequence. Since L 2 ([0, 1], X s ) is a Hilbert space, we can pass to a weakly converging subsequence, again denoted by (u n ) n∈N ; thus we have u n ⇀ u * for some u * ∈ L 2 ([0, 1], X s ). As the functional E is weakly lower semi-continuous, it follows that E(u * ) ≤ lim inf n→∞ E(u n ) and it remains to show that u * ∈ Fl
; the latter is a pointwise condition, i.e., 
which is a submanifold of the manifold of H 1 -curves. The energy functional
) and critical points of E on Ω ψ0,ψ1 H 1 are the geodesics between ψ 0 and ψ 1 . In particular it is shown in [Kli95, Lem. 2.4.3] that critical points satisfy the geodesic equation and are thus C ∞ -smooth in t. We can combine these viewpoints, since the map
provides a bijection between the sets
• ψ 0 is a minimizer of the energy E and hence a geodesic. Thus ϕ(t) is a minimizing geodesic between ψ 0 and ψ 1 . To see this we take ψ 0 , ψ 1 ∈ C and follow the proof of the theorem. Consider the energy (24) over the set
and let (u n ) n∈N be a minimizing sequence. Since C is a Hilbert submanifold, T Id C is a Hilbert space, and we can again extract a weakly converging subsequence. Weak
) and hence the limit also satisfies the boundary conditions. Thus a minimizer exists and for regularity one can again invoke [Kli95, Sect. 2.4 ].
This shows the existence of minimizing geodesics, in particular for the group D Next we show that the the group of diffeomorphisms with the induced geodesic distance is a complete metric space. There is a related result by Trouvé -see [You10, Thm. 8 .15] -which shows metric completeness for the groups of diffeomorphisms G H , generated by an admissible space of vector fields H; see Sect. 8 for details.
Since we obtain
. By Cor. 6.5 there exists a constant C, such that the inequality
holds on the metric ε-ball around Id in
2 ε/C holds for all n, m ∈ N and since the distance is right-invariant we can also assume that
and since the manifold topology coincides with the metric topology, we also have dist
The proof for a compact manifold proceeds in essentially the same way, the added complication is, that one has to work in a coordinate chart around the identity. Choose a fine cover (U I , V I , Id) of M with respect to Id such that η i = χ i . There exists
and by Lem. 5.12 there exists a constant C, such that the inequality
is valid for all i ∈ I and all ϕ, ψ ∈ D s (M ) in the geodesic ε 1 -ball around Id.
Given these preparations, let (ϕ n ) n∈N be a Cauchy sequence in D s (M ) 0 . We can assume w.l.o.g. that dist s (ϕ n , ϕ m ) < min(ε 1 , 1 2 ε 2 /C) for all n, m ∈ N and because the distance is right-invariant also that ϕ 1 = Id. It then follows from (27) , that for all i ∈ I, the sequences (ϕ n i ) n∈N are Cauchy sequences in H s (U i , R d ). Denote their limits by ϕ * i . Whenever U i ∩ U j = ∅, we have the compatibility conditions χ
implies pointwise convergence, the compatibility conditions also hold for the limit ϕ * i . Thus we can define a function ϕ
2 ε 2 , and so using (28), we see after passing to the limit that ϕ * ∈ D s (M ). As the manifold topology on D s (M ) 0 coincides with the metric topology, it follows that dist s (ϕ n , ϕ * ) → 0 and hence D s (M ) 0 is a complete metric space. We can now collect the various completeness properties diffeomorphism groups endowed with strong Sobolev-type Riemannian metrics. Proof. Geodesic completeness follows from metric completeness; see [Lan99] . It is also shown in [GBMR13, Lem. 5.2], that every strong right-invariant metric on a manifold, that is a topological group with a smooth right-multiplication, is geodesically complete.
Metric completeness is shown in Thm. 7.3 and the existence of minimizing geodesics in Thm. 7.1. For the statements about subgroups see Rems. 7.2 and 7.4.
8. Applications to diffeomorphic image matching 8.1. The group generated by an admissible vector space. Let (H, ·, · H ) be a Hilbert space of vector fields, such that the norm on H is stronger than the uniform
We call such an H an admissible vector space. This embedding implies that pointwise evaluations are continuous 
, it admits a flow, i.e., there exists a curve ϕ ∈ C([0, 1], Diff
for t ∈ [0, 1] almost everywhere. We define the group G H consisting of all flows that can be generated by H-valued vector fields,
and one can show that G H is a group. We can define a distance on G H via
is a complete metric space and the infimum in (30) is always attained; furthermore there always exist minima with u(t) H constant in t. See [You10, Sect. 8] for details and full proofs.
The space H, where k is the Gaussian kernel
Id d×d , or a sum of Gaussian kernels is widely used for diffeomorphic image matching. For numerical reasons, the kernel associated with Sobolev spaces is used less. Note that from an analytic point of view the class of admissible vector spaces is rather large. It contains finite-dimensional vector spaces as well as spaces on realanalytic vector fields; it makes no assumptions about the decay of the vector fields at infinity other than that they are bounded; any closed subspace of an admissible vector space is itself admissible. Therefore there are limits as to how far a general theory can be developed: G H does not need to have a differentiable structure; G H with the topology induced by the metric dist H does not need to be a topological group; there is no known natural topology on G H making it a topological group. 8.2. Equivalence of groups. The situation is more promising, if H is a Sobolev space. In this case we can use Thm. 4.4 to characterize the group generated by H: the group G H s coincides with the connected component of the identity of the group of Sobolev diffeomorphisms.
Proof. Let U be a convex neighborhood around Id in D s (R d ). Then every ψ ∈ U can be reached from Id via the smooth path ϕ(t) = (1 − t) Id +tψ. Since ϕ(t) is the flow of the associated vector field u(t) = ∂ t ϕ(t) • ϕ(t) −1 and u ∈ C([0, 1], H s ), it follows that ψ ∈ G H s . Thus U ⊆ G H s and since G H s is a group, the same holds also for the whole connected component containing U . This shows the inclusion
the flow defined by (29) is a curve not only on Diff
. This is the content of Thm. 4.4.
So when H = H s is a Sobolev space, then the group G H s is a smooth Hilbert manifold as well as a topological group. If additionally the right-invariant metric induced by the inner product on H s is smooth, then the distance defined in (30) coincides with the geodesic distance. In particular paths of minimal length are smooth in time.
Open Question. When H is a Sobolev space and the induced right-invariant metric is smooth on D s (R s ), the corresponding geodesic equation is called the EPDiff equation. In order to write the geodesic equation, one only needs the kernel k(·, ·) and it would be of interest to study its solutions for those kernels, where the induced groups don't carry a smooth structure. where I, J ∈ F (R d , R) are respectively the source image and the target image. The term S measures the similarity between the deformed image I • ϕ −1 and J. Its simplest form is the L 2 distance between the two functions. Therefore, optimal paths are geodesics on G H . At a formal level, the situation can be understood as follows: The composition I • ϕ −1 is a left action of the group of diffeomorphisms G H on the space of images. The strong Riemannian structure on the group of diffeomorphisms D s (R d ) and its completeness enable the application of results showed using proximal calculus on Riemannian manifolds [AF05] . In other words, the Karcher mean of a set of images in D is unique. 
Therefore, the image of D ′ by action on I gives the subset D dense in O n I .
This is a weak generalization of Ekeland's result [Eke78] on generic uniqueness of geodesics.
Appendix A. Carathéodory Differential Equations
Let I be an interval, X a Banach space and U ⊆ X an open subset of X. If f : I × U → X is continuous and satisfies the Lipschitz condition f (t, x) − f (t, y) X ≤ L x − y X for all t ∈ I and x, y ∈ U , then the ODE ∂ t x(t) = f (t, x(t)) x(t 0 ) = x 0 , with t 0 ∈ I and x 0 ∈ U has a unique solution on some small interval [t 0 − δ, t 0 + δ]. This result is a straight-forward generalisation from ODEs in R d and can be found in several books. See, e.g. [Mar76] or [Dei77] .
To apply techniques from variational calculus it is convenient to work with vector fields u ∈ L 2 ([0, 1], H) where H is a Hilbert space of C 1 b -vector fields on R d . The flow equation of these vector fields, ∂ t ϕ(t) = u(t) • ϕ(t) , leads to differential equations, whose right hand side is not continuous in t any more, but only measurable. Such ODEs are called differential equations of Carathéodory type. Since Carathéodory differential equations might be unfamiliar to some readers, we will state here the results, that are used in this article. Following the exposition of [AW96] we define: Definition A.1. Let I be a nonempty interval, X a Banach space and U ⊆ X an open subset. A mapping f : I × U → X is said to have the Carathéodory property if it satisfies the following two conditions:
(1) For every t ∈ I the mapping f (t, ·) : U → X is continuous.
(2) For every x ∈ U the mapping f (·, x) : I → X is strongly measurable (with respect to the Borel σ-algebras), i.e., f (·, x) is measurable and the image f (I, x) is separable.
We have the following basic existence result for Carathéodory type differential equations.
Theorem A.2. Given an interval I = [a, b] and a Banach space X, let U ⊆ X be an open subset and f : I × U → X have the Carathéodory property. Given x 0 ∈ U let ε be such that B ε (x 0 ) = {x : |x − x 0 | < ε} ⊆ U . Furthermore let m, ℓ : I → R >0 be locally integrable functions such that the two estimates f (t, x 1 ) − f (t, x 2 ) X ≤ ℓ(t) x 1 − x 2 X f (t, x) X ≤ m(t)
are valid for almost all t ∈ I and for all x, x 1 , x 2 ∈ B ε (x 0 ). Finally let δ > 0 be such that has a unique solution λ : I → X satisfying the initial condition λ(a) = x 0 .
The theory of Carathéodory type differential equations can be found in [CL55] and [Fil88] for dim X < ∞ and in [AW96] , [Dei77] or [You10] for infinite-dimensional spaces.
