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Surface chemistry is a phenomenon manifesting itself in several key areas; catal-
ysis, materials fabrication, and emissions mitigation, to name a few. At the present
time, atomistic computational driven efforts to study such processes are dominated by
models based on quantum mechanics. Their flexibility in studying diverse chemistries,
along with the ability to predict accurate thermodynamic and kinetic insights of sur-
face processes, makes them increasingly popular. From ultra-low temperature and
pressure to normal operating conditions these methods are now commonly utilized.
Nevertheless, the computational burden inherent in the method renders it insufficient
to keep up with the current need for quick discovery, i.e. predicting properties of mil-
lions of permutations of materials or the meticulous analysis of a chemical reaction on
a material. Consequently, a push to go beyond traditional design and characterization
practices to explain materials chemistry is becoming necessary.
In this thesis, a new framework that combines quantum mechanics with data-
driven machine learning methods is put forth. The premise of such an approach is to
mine and find patterns within data and in doing so come up with human fathomable
relationships, to help accelerate discovery. Here, I focus on model development, which
begins by generating data, identifying descriptors for a process, learning from the data
and culminating with model validation. This then enables accelerated estimation of
thermodynamic and kinetic properties of surface processes. Two detailed examples of
this hybrid approach are discussed; (i) a guided and targeted catalyst design frame-
work to identify optimal dopants to enhance thermochemical dissociation of H2O, and
(ii) a force predictive framework (commonly known as force field) to rapidly compute
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forces on atoms, so as to extend dynamic simulations to length and time scales beyond
current quantum mechanical methods.
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Chapter 1
Introduction
1.1 Surface chemistry overview
The interaction of gaseous (or liquid) matter with a solid surface has always been of
great interest to society. A well known manifestation of this behavior being that of
rusting of iron surfaces. Such heterogeneous phenomenon are not only ubiquitous in
nature but are commonly found in the chemical and material sciences as well (c.f.,
Figure 1.1). For example, in the electro-chemical synthesis of H2 fuel, or the fab-
rication of materials for micro-electronics, or the mitigation of harmful automobile
exhaust emissions, etc., all of which have broad societal implications [1]. The sea
of possible applications poses a significant challenge from a materials and chemistry
perspective. In particular, the vast chemical expanse makes searching for and charac-
terizing ideal material candidates or optimal chemical protocols extremely formidable.
Consequently, a need for novel methods (both theoretical and experimental) that offer
a more guided and rational explanation of materials behavior or chemical reactions,
rather than serendipitously, are becoming increasingly necessary [2]. This is the focus
of my thesis, mainly from a theoretical perspective.
The first step to building better surface chemistry models requires one to have a
thorough understanding of the physics that governs such processes. To illustrate the
key characteristics of a typical surface process I revisit the rusting of iron example.
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Figure 1.1: Examples of processes in the chemical and material sciences where surface
chemistry plays a dominant role; catalysis, materials fabrication, electrochemistry,
corrosion.
Here, the interaction of the metal surface with its surrounding gaseous environment
results in a chemical transformation to a red-oxide material [3]. One can rewrite this
phenomena (a simplified version of it) in terms of a chemical equation,
2Fe(s) +
3
2
O2(g) −→ Fe2O3(s) ∆E < 0, (1.1)
where, Fe and Fe2O3 represent the metal and metal-oxide state at the surface, re-
spectively. (i) Why does the metal transform, and (ii) how long does it take? In
scientific parlance these questions are answered by understanding the thermodynam-
ics and the kinetics governing the surface phenomenon [4]. In the case of rusting, at
ambient conditions (room temperature and pressure) the oxide surface is lower in the
energy scale (∆E < 0) than the clean metal surface, thereby, providing the necessary
thermodynamic driving force for the transformation to occur. Nevertheless, the high
kinetic barriers (Ea) underlying this mechanism results in a process that requires
days or months to realize. In general, any surface chemistry process is comprised of
several such transformations, similar to those given by Eq. 1.1, each with an asso-
ciated ∆E and Ea. What is observed in reality is a complex interplay between the
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thermodynamics and kinetics of the different processes. Therefore, a path to building
better predictive models is by understanding the relevant thermodynamic and kinetic
factors that govern such heterogeneous interfacial processes.
1.2 Role of computational methods
Towards this goal, in silico driven efforts, in particular those based on atomistic mod-
els, have been instrumental in helping unravel surface phenomena [5]. The atomic-
level detail offered by such methods makes them a suitable choice to probe surface
chemistry processes (amongst several others).
At the present time, a vast majority of the thermodynamic properties are mod-
eled with the help of quantum mechanics (QM), either directly or indirectly [6, 7].
Such methods are commonly referred to as first principles or ab initio methods. At
the core of this progress lies density functional theory (DFT) - a framework pro-
posed by Kohn, Hohenberg, and Sham in the mid-1960s [8, 9]. In DFT, the well
known multi-dimensional Schro¨dinger equation is reformulated into the Kohn-Sham
equation, whereby one needs only solve a tractable 3-dimensional problem. A more
extensive discussion on this topic is provided in Chapter 2. In short, DFT offered a
practical prescription for computing the energy of a given configurations of atoms,
which forms the basis for thermodynamic comparisons (i.e., ∆Es). Nevertheless, it
was not until the early 90’s when necessary approximations were introduced that
allowed DFT to be more commonly used in the chemical, physical, and engineering
communities [10]. Today, such ab initio methods have reached a level of sophistica-
tion that they offer a canvas for virtual surface science experiments, e.g. calculating
binding energies of different species, identifying low energy surface terminations, find-
ing the electronic properties, etc., - offering a capability to complement or sometimes
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supplement traditional experiments.
Unfortunately, DFT is a 0 K based theory neglecting the contributions of finite
temperatures and pressures, as is commonly encountered in nature. However, by
merging ab initio methods, such as DFT, with statistical mechanics a new frame-
work known as first principles thermodynamics (FPT) emerged. This offered a much
needed “realistic” description (from a theoretical perspective) of equilibrium surface
conditions at non-zero temperatures and pressures [6, 11, 12]. An example where such
high-fidelity computational methods have been successful include identifying the role
of different gaseous environments on observed surface phases (synonymous to the
rusting problem) [13]. Similarly, in catalysis DFT methods have illuminated trends
in reactivity, as well as selectivity, i.e. why some materials are more apt than others
for a given chemical reaction [12]. This ability to meticulously explain and predict
trends makes such methods immensely powerful, providing answers to the question
“why does it transform?”
To answer the second question, “how long does it take?”, one needs to delve deeper
than just the thermodynamics. A surface is often not in a state of thermodynamic
equilibrium, as portrayed by DFT or FPT, but is constantly evolving due to chemical
reactions and/or migration of species on the surface, or between the surface and its
environment. A capability to monitor this dynamic behavior is key to unraveling
the rate at which different processes occur, thereby revealing the relevant kinetics.
One way to handle this is by molecular dynamics (MD) [14]. In MD, the temporal-
evolution of a configuration of atoms, in space, are integrated using classical Newton’s
equations of motion. To be able to do so a recipe to predict the force on an atom, as
it interacts with its neighbors, is necessary and critical. Once again DFT comes to
the rescue, providing an accurate prescription to compute atomic forces. This variant
of MD is appropriately referred to as ab initio MD. Nevertheless, MD by itself is of
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no purpose as it merely captures the distribution and motion of atoms. To correlate
this microscopic information, such as atomic positions and velocities, to macroscopic
observables, such as temperature, pressure, energy, heat capacities, etc., requires
the mathematical expressions of statistical mechanics [15]. It is this combination
that allowed scientists to explore a diverse class of problems, e.g. reconstruction of
Si (111) surface, interaction of H2O at silica interfaces, surface morphology under
different growth conditions, etc [16, 17, 18].
Both the frameworks described thus far, be it to predict thermodynamic properties
or explore the kinetic behavior, rely entirely on DFT, which has severe limitations
at the present time. Firstly, owing to the enormous computational overhead involved
with DFT predictions (such as energies), one is restricted to a handful of materials
or chemical reactions to be analyzed meticulously. Developing alternative quicker
predictive frameworks that build on DFT are necessary to enumerate through the
vast permutations and combinations of materials. Secondly, once again owing to the
computational overhead the length and time scales accessible by ab initio models to
explore the relevant kinetic domains are severely restricted. For instance, the explicit
dynamical evolution of surface processes, by ab initio MD, to timescales larger than
a few picoseconds and length scales beyond a few angstrom are amongst the few
challenges that cannot be handled. However, simulating surface chemical processes at
these time- and length-scales is critical to understanding the non-equilibrium behavior
of material surfaces during the course of a reaction.
In the past researchers have indeed come up with creative schemes to acceler-
ate ab initio modeling of both the thermodynamic and kinetic aspect of materials.
These broadly fall in two classes; (i) methods that speed up the evaluation of energy
and forces in comparison to DFT, e.g. cluster expansion, tight-binding DFT or pa-
rameterized force-fields [19, 20, 21], and (ii) methods that coarsen simulations either
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stochastically, by speeding up the clock or eliminating irrelevant degrees of freedom,
e.g. Monte Carlo methods [22, 23], meta-dynamics [24, 25], temperature accelerated
dynamics [26, 27, 28, 29] and hyperdynamics [27, 30, 28, 29]. These attempts though
are not entirely satisfactory. Cluster expansion and tight-binding DFT remain com-
putationally intensive for all practical purposes, while the transferability of force fields
to situations not originally used in the parameterization is of constant inquiry. On the
other hand coarsening a simulation requires some prior knowledge of the critical fea-
tures encountered during the evolution process (and may involve artificial constraints
and some loss of vital dynamical information), a task that is difficult to do a priori.
These immense challenges prompted the development of an alternative data-driven
approach, one that ties in more closely with the first class of methods, as shall be
elaborated upon next.
1.3 An alternative: Machine learning
In todays world data is being generated and accumulated at an astronomical rate.
This has led to a wave of sophisticated algorithms that makes use of the data to
help build powerful predictive models to solve real-life problems, a field commonly
known as machine learning (ML). Some inspiring examples include; autonomous cars,
e-commerce shopping recommenders, predicting weather conditions or flu trends, per-
sonal voice assistants, amongst several others [31, 32, 33, 34, 35]. Recently, with
Alphago [36]- an invention by Google’s DeepMind team, we got a glimpse of ML’s
true potentiality when it competed directly with a human in the game of Go, and
won convincingly. It comes as a surprise that with such sophisticated algorithms, the
computers have not “taken over the world”.
In the chemical and material sciences a similar accumulation of data has spurred
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the use of ML methods in one of two ways; (i) to mine and discover hidden laws or rules
buried in the data, and (ii) to develop more robust predictive models between some
inputs and outputs. Such methods have indeed made significant inroads into various
aspects of materials science [37, 38], e.g. an accelerated and accurate prediction of
phase diagrams [39, 40], crystal structures [38, 41, 42, 43], mapping complex mate-
rials behavior to a set of process variables [44, 45, 46], analysis of high-throughput
experiments [40, 47, 48], etc., have all been developed. Of particular relevance to
the present contribution are recent successful efforts that exploit ML methods to de-
velop models to predict material properties [49, 50, 51] and accurate force-fields (or
inter-atomic potentials) [52, 53]. This paves room for optimism, whereby, one can
harness the capability of ML methods to put in place models for surface chemistry
applications.
In this thesis I demonstrate the role of ML capabilities to discover patterns in
data and develop predictive models to help tackle the thermodynamic and kinetic
modeling of surface chemical processes. My first contribution is a design framework
for surface catalysis applications. The particular example targeted here explores
the relationship between the surface composition of cerium oxides and its impact
on surface reactivity, geared towards the thermochemical dissociation of H2O. To
do so, firstly one needs to understand the chemistry governing surface reactivity,
which was studied using ab initio methods [54]. This allowed the identification of
thermodynamic descriptors that correlated strongly with experimental observations
of reactivity. Following which data-mining methods were then used to dig deeper
into the attributes of the surface composition that led to better yields. By combining
the two methods a rapid design framework to identify promising candidate materials
based on purely a thermodynamic analysis, for the dissociation of H2O is provided in
a guided and rational manner, as we initially set out to do [55].
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In the second contribution I provide a scheme that systematically learns in an
interpolative manner to predict the forces on atoms quickly, by using a set of high-
level calculations (based on DFT) as reference [56, 57]. With this high fidelity force
field, several proof-of-concept atomistic simulations were explored, to validate that
the proposed framework abides by the rules of statistical mechanics [58]. Once enough
confidence was gained, simulations at large length and time scales, truly beyond exist-
ing methods, were used to study the surface ripening processes on an Al(111) surface
[59]. Such simulations as shall be discussed are necessary to go beyond the current
realm of ab initio methods to explore kinetically relevant domains of surface chemistry
processes. Further, such a framework can be directly extended to other atomistic sim-
ulations, e.g. geometry optimization, identifying reaction barriers, predicting thermal
properties, etc., amongst others.
The premise of both these frameworks remains the same; to harness data, partic-
ularly that computed by an accurate theory such as DFT, to discover rules or predict
properties (e.g. energies or forces) much faster.
1.4 Thesis outline
Below is an outline describing the subsequent arrangement of chapters in this thesis.
In Chapter 2, I review the theoretical methods used in the present work, which
include density functional theory, molecular dynamics, and machine learning. As
the methods are well established and documented in literature, here I only provide
sufficient background for reader to come to terms with the methods.
Chapter 3 contain a series of sections, put together from my publications. In
this chapter, I demonstrate the development of a thermodynamic model for cata-
lyst design. I start with the development of an ab initio generated surface phase
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diagram for cerium oxides, and to identify suitable descriptors. Following which, a
high-throughput screening framework exploring the role of dopants in cerium oxides
is studied. This reference data along with machine learning methods are then used
to identify key material properties of the dopant that governs reactivity. This of-
fers a targeted solution to the discovery process, correlating surface composition to
reactivity.
Chapter 4 also contain a series of sections, put together from my publications
(past and some in progress). I start by discussing the construction, validation and
estimation of uncertainty of machine learning force fields. This forms the basis for
exploring kinetically relevant surface processes. Using one such developed model, I
illustrate several simple examples of how such a framework can be used, e.g. geome-
try optimization, molecular dynamics, etc., followed by a long-time scale simulation
that explores the ripening of adatoms on a surface. Lastly, a brief introduction into
extending such a framework to multi-elemental systems is also discussed.
In Chapter 5, I provide a broad outlook on the promises and challenges facing
materials design and discovery driven by machine learning.
Lastly, the Appendix contains additional model results, e.g. force fields developed
for other elements.
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Chapter 2
Methods
2.1 Density functional theory
The Schro¨dinger equation is known to be the master equation governing the inter-
action of matter at the quantum level, i.e. the behavior of nuclei and electrons that
make up atoms [60]. Given that nuclei are much heavier than the electrons one can
independently solve the equations describing the motion of electrons, whilst keeping
the nuclei fixed, this is known as the Born-Oppenheimer approximation [61]. The
equation (time-independent version) describing the behavior of electrons, with the
nuclei fixed, is given by
[
−~2
2m
N∑
i=1
∇2i +
N∑
i=1
V (ri) +
N∑
i=1
∑
j<1
U(ri, rj)
]
ψ(r1, ....., rN) = Eψ(r1, ....., rN). (2.1)
The terms in the bracket denote the kinetic energy, interaction energy between the
electrons and nuclei, and interaction energy between electrons. Here ψ describes the
electronic wave function; related to the probability of finding an electron in space,
and ri is the electron coordinates in the Cartesian space. E is the ground state
energy of the electrons. It is this quantity that we seek (more correctly, we seek
Etot = E + Enuclei), and forms the basis for several thermodynamic comparisons in
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Figure 2.1: Comparison between Schro¨dinger’s and the density functional theory
(DFT) view point on the many-body electron problem. DFT transforms the many-
body interacting problem to an equivalent non-interacting scenario, whereby the ex-
ternal potential is transformed to an effective potential, as indicated by the solid and
dashed lines.
atomistic models. Unfortunately, Eq. 2.1 can only be solved exactly for the sim-
plest of systems (at the most a 3-body problem). Even with approximate numerical
methods, solving for ψ for several atoms is extremely challenging owing to its high
dimensionality. For example in a H2O molecule, the 10 e
− in 3-dimensional space
results in a electronic wave function with 30 dimensions. Density functional the-
ory offers a practical alternative by reformulating the Eq. 2.1 into one that is more
tractable to solve [62, 63].
Density functional theory (DFT) is based upon two fundamental theorems, pro-
posed by Hohenberg and Kohn [8]:
Theorem 1 The ground state energy from Schro¨dingers equation is a unique func-
tional of the e− density.
Theorem 2 The e− density that minimizes the energy of the overall functional is the
true e− density corresponding to the full solution of the Schro¨dingers equation
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However, the true leap came about when Kohn and Sham showed that the many-
body electron problem, in the presence of the nuclei, can be solved self-consistently
in terms of a set of non-interacting particles in an effective potential [9], as illustrated
in Figure 2.1. This led to the Kohn-Sham one electron equation,
[−~2
2m
∇2 + V (r) + VH(r) + VXC(r)
]
φi(r) = εiφi(r). (2.2)
Here, the terms in the bracket represent; kinetic energy of an electron, the interaction
potential of an electron with surrounding nuclei, interaction fo the electron with
surrounding electrons, and the exchange-correlation potential. The last term (VXC)
compiles the missing interactions upon transforming a many-body electron problem
to a non-interacting single electron problem. Over the past decades, there have been
several attempts to approximate the exchange-change correlation, and research on
this subject still remains to be active. Upon comparing Eq. 2.1 with Eq. 2.2, the
formidable all electron wave function, ψ(r1, ....., rN), is replaced by one that is a
function of only 3 variables, φi(r). This offered a means to compute the energy for a
given configuration of atoms quickly, allowing for several thermodynamic properties
of matter to be computed. For instance, stable or meta-stable phases of solids and
alloys, equilibrium geometry, vibrational and phonon frequencies, elastic constants,
bulk modulus, etc., are all properties that depend on this energy, which in turn is a
function of the atomic positions.
Another quantity of interest is the force (Fi) an atom experiences, as this can be
directly used to study dynamic simulations as discussed in the next section, and is
given by
−Fi = ∂E
∂Ri
. (2.3)
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Here, Ri represents the position of the nuclei. A non-sophisticated and inefficient
way to access this derivative is by using a numerical finite difference approach. The
Hellmann-Feynman theorem [64] on the other hand provides a quick, accurate and
more direct means to access these forces - it is has now become the primary workhorse
in modern atomistic methods. The beauty of this theorem is the ability to compute
the force on nuclei using nothing but the nuclei Hamiltonian once an energy calcula-
tion is complete, as demonstrated below. Let us consider H and ϕ to be the nuclei
Hamiltonian and wavefunction. Then it follows from Eq. 2.3 that,
−Fi = ∂〈ϕ
∗
i |H|ϕi〉
∂Ri
= 〈ϕ∗i |
∂H
∂Ri
|ϕi〉+ E∂〈ϕ
∗
i |ϕi〉
∂Ri
(2.4)
Upon realizing that the last term in Eq. 2.4 is equal to 0, as the wavefunctions are
normalized to 1, the force on a nucleus is then simply the sum of the classical elec-
trostatic interaction between nuclei, and the interaction between nuclei and electron
charge density. These are the only terms that depend on Ri in H.
2.2 Molecular dynamics
Molecular dynamics, as the name suggests pertains to exploring the dynamic evolution
of molecular structures - composed of atoms [14]. A simple way to study this temporal
landscape is by solving Newton’s equations of motion for an atom, a subject taught
in primary school. The two governing equations are
r¨i = ai, and (2.5)
ai =
Fi
mi
. (2.6)
Where, r¨i, ai, Fi and mi, are the second derivative of position with time, vectorial
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acceleration and forces, and the mass of a given atom. To solve these coupled differ-
ential equations, an initial set of atomic positions and velocities need to be specified
as input. This essentially governs how the configuration of atoms evolve, also known
as an exploration of the phase space. A common approach for phase space explo-
ration is to use numerical methods, wherein, the time dimension is discretized. This
offers a practical alternative, whereby one can numerically integrate the equations of
motion between timesteps (Figure 2.2), so long as the true trajectory is preserved,
i.e., sympletic [65]. The choice of the timestep is purely governed by the underly-
ing physics that is explored. A typical time-step is on the order of femtoseconds, as
atomic vibrations occur at this timescale. A well known time-integration algorithm
for this purpose is the velocity-Verlet method [15]. It allows us to solve the stiff cou-
pled differential equations, is time reversible, and requires only one force evaluation
for every timestep. This is the algorithm used here as well.
Though we have laid out the theory for MD simulations, we still lack the nec-
essary tools to extract atomic level information and convert them to macroscopic
observables. A direct MD simulation at the macroscopic scale is computationally im-
plausible given the sheer number of atoms, e.g. in 1 cm3 Cu there are ≈ 1022 atoms.
For these reasons, we require mathematical laws that allow us to connect between the
microscopic and macroscopic states. Statistical mechanics offers a solution, whereby,
several microscopic simulations are averaged to recover the true macroscopic behav-
ior. This is commonly referred to as ensemble modeling. The mathematical equation
that describes and allows such an averaging is given by
〈A〉ensemble =
∫∫
A(r,p).P (r,p).drdp. (2.7)
Here, r and p describe the phase space, i.e., any combination of position and mo-
14
Figure 2.2: An actual phase space trajectory (red solid line) and an approximate
numerical trajectory (blue solid line with markers) computed by a time integration
algorithm. The blue circle markers indicate the discretization in the time domain,
with the distance between two consecutive points the chosen timesetp.
mentum for a given set of atoms. A(r,p) and P (r,p) are the value of the interested
property and the probability of existing at a given phase point, (r,p) [65]. Further,
P (r,p), from statistical mechanics, can be deduced by knowing the energy associated
with the given phase point,
P (r,p) = Q−1e−E(r,p)/kBT . (2.8)
The challenge lies in determining Q the system partition function, as one needs to
integrate across the entire phase space, which is extremely vast. MD simulations can
be used to sequentially cover this phase space, however, this would require infinitely
long simulations. A more practical alternative is by applying the Ergodic hypothesis
[66], which states that an ensemble average is equivalent to a time average for a given
property, as described below
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〈A〉ensemble = 〈A〉time = lim
τ→∞
1
τ
∫ τ
0
A (r(t),p(t)) dt. (2.9)
It is this relation that allows us to compute a spectrum of properties, e.g. temperature,
pressure, potential energy, etc., for atomistic MD simulations.
The framework laid above is applicable only in the micro-canonical (NVE) en-
semble, i.e. constant volume, energy, and number of atoms. Often one would like
to study constant temperature or pressure simulations, as these mimic reality better.
To introduce these ensembles into an MD simulation requires reformulation of the
equation of motions. For example, to achieve a constant temperature simulation the
microscopic system needs to exchange heat with its surrounding to achieve thermal
equilibrium. A way to do this is by coupling it with a heat bath. One such thermostat
regulation was introduced by Nose´-Hoover, on which several external discussions exist
[67]. In a nutshell, it adds a frictional component that regulates the velocities of the
atoms, based on a feedback-control between the system temperature versus the de-
sired set point. Similar such feedback-control implementations exist for maintaining
a constant pressure as well. It is this versatility of the MD framework that allows us
to study a host of atomistic simulations, pushing atomistic models closer to reality.
2.3 Machine learning
Machine learning (ML) is the art of extracting insights or knowledge from raw data
[68]. However, unlike traditional statistical methods, the models are often iteratively
refined and adjusted with time as more data becomes available. Initially, a field
brought about by marrying methods in computer science, engineering, and statistics,
it is only recently that such capabilities are being exploited within the materials and
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chemical sciences.
Generally, in the chemical and material sciences we tend to collect data on ob-
servations. Often this contains records of some inputs, with its attributes X =[ x1,1 x1,2 .. x1,p
x2,1 x2,2 .. x2,p
xn,1 xn,2 .. xn,p
]
(also known as predictors or features), describing the process and
their corresponding properties, y = [y1, y2, ..., yn]. Here, y can either be a continuous
or discrete variable. n and p are the total number of observations and the dimension-
ality of the input attributes, respectively. From this data, there are often three kinds
of problems that one looks to solve;
1. Establish a predictive model, by mapping X and y without the need to under-
stand the underlying relation.
2. Infer the behavior or response in changing any of the p attributes (Xi) on the
corresponding property (yi). This provides a more structured view of the data,
rather than treating it as a black box.
3. Lastly, the data collected could be unstructured or unlabeled, i.e. for each
observation, we only have access to Xi but lack the property value yi. The goal
is to extract meaningful insights or patterns by learning hidden relationships
within the data.
Except for a few cases, these challenges often lie beyond human cognition, owing to
the scale of the data as well as the complex interplay between the different attributes.
It is under such situations that ML algorithms come to their element. The premise
of such methods is to use data to drive discovery.
The general process of constructing a ML model follows the progression of; (i)
acquiring data that is accurate and curated, (ii) representing the data in a machine
fathomable manner, (iii) choosing a learning algorithm, and (iv) validation and veri-
fication of the developed model itself, as illustrated in Figure 2.3, irrespective of the
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problem class. Often one needs to worry about the accuracy of the reference data
but given that we use DFT as the source, this noise is minimal. For this reason, a
more specific challenge is how to select amongst the data, and come up with relevant
descriptors. In the chemical and material sciences, the particular choice of the de-
Figure 2.3: Key steps in constructing ML models; acquiring data, developing descrip-
tors, choosing a learning algorithm, and model validation (and verification).
scriptors (or fingerprint) is generally driven by the underlying relation that is being
explored. The set of descriptors used can vary from macroscopic/global properties all
the way to the atomic-level, such as the coordination environment of an atom. For
instance, in a model used to predict the macroscopic friction coefficient of ceramic
materials, the representation comprised of high-level material properties such as the
melting point, density, etc [44, 45]. Similarly, in another model developed to predict
the electronic properties of polymers, a chemical motif-based representation that en-
codes information about groups of atoms, was used [50]. The learning algorithm is
another important ingredient in developing accurate ML models. Depending upon
the class of problem that one intend to solve the learning algorithms generally fall
under two classes; (i) supervised learning [31, 69, 70], e.g., linear and non-linear re-
gression, neural networks, random forests, classification, etc., and (ii) unsupervised
learning [31], e.g. cluster analysis, principal component analysis, feature selection,
etc. The former used when the data being studied consists of both the attributes and
properties, while the later used when only data attributes are available.
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Here, we make use of a combination of the methods discussed to help develop
models that allow for quicker prediction of thermodynamic and kinetic properties in
surface chemistry applications. The specific details entailing model construction are
avoided here, and are discussed extensively in the respective chapters (Ch. 3 and 4)
next.
19
Chapter 3
Modeling thermodynamic behavior
3.1 Introduction
Oxides of cerium (CeO2 and Ce2O3) possess a peculiar characteristic of being able to
regulate their oxygen content based on the operating environment [71]. This “buffer-
ing” capability makes them suitable for redox reactions, e.g., during the treatment
of automotive emissions in fuel-rich or -lean environments. Another application of
cerium oxides is in high temperature gas sensors, water-gas shift reaction, and ther-
mochemical water splitters that rely on alternating oxidized and reduced states of
cerium oxides [72, 73]. A governing factor in all these applications is the role of
oxygen within the ceria lattice or at the surface. Therefore, developing a fundamen-
tal understanding of the oxygen interaction with ceria is of paramount importance
in discerning its chemical traits. Knowing the surface/lattice chemistry allows one
to rapidly tailor materials, say with dopants, based on the desired characteristics
(e.g., reactivity, selectivity, and stability, to name a few). This has been exploited in
many situations ranging from material strengthening to electronics to electrochem-
istry. However, the search and identification of suitable dopant candidates has been
laborious though, and dominated either by lengthy trial-and-error strategies (guided
by intuition) or plain serendipity.
We are entering an era where such Edisonian approaches are gradually being
20
augmented (and sometimes, replaced) by rational strategies based on advanced com-
putational screening [74]. Often these strategies rely on first principles methods, that
provide a reasonably accurate description of the underlying chemistry [75, 76, 77].
More recently, it has been shown that supplementing first principles investigations
with data-driven approaches can help identify meaningful correlations within the data
[37, 39, 38, 41, 42, 44, 45, 46, 78]. In the next few sections, the steps to building such
data-driven frameworks is laid out. Firstly, a purely first-principles derived surface
phase diagram is constructed, to better understand the thermodynamic driving forces
that governs surface catalysis. This provides knowledge into the key descriptors that
govern surface reactivity for undoped ceria. Following which, a screening framework,
inspired by Sabatier’s principle, is used to tailor the surface properties with a host
dopants spanning the alkali and transition series metals. Data-driven approaches are
then implemented to mine and correlate the between the descriptor and the surface
chemistry, as it is modified by dopants. Lastly, a framework to quickly predict these
thermodynamic descriptors, without resorting to expensive DFT calculations, is pro-
vided offering a framework that can be used to enhance the thermochemical splitting
of water, or other reaction mechanisms.
3.2 Ceria in an oxygen environment: Surface phase
equilibria and its descriptors
Regulating the O stoichiometry in ceria offers a promising prospect in catalysis given
the existence of multivalent cationic states. In reactions involving a net transfer of O
such as thermochemical dissocation of H2O, ceria is believed to play an intermediary
role of providing redox sites for the reactants [79, 80]. The current understanding of
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the reaction mechanisms involving ceria is based upon experimental results and first
principles calculations. Ample experimental data characterizing O non-stoichiometry
of ceria exists, primarily from a few decades ago. In the 1980’s, Bevan and Kordis
equilibrated ceria in a mixture of either H2O/H2 or CO2/CO and measured the par-
tial pressures of the corresponding gases to determine the oxygen non-stoichiometry
at 10−8 - 10−32 atm and 909–1443 K [81]. Panlener et al. performed similar non-
stoichiometry studies using thermo-gravimetric measurements over 1023–1773 K and
10−2 - 10−26 atm oxygen partial pressure [82]. Additional experiments (mass spec-
trometry, effusion measurements, high temperature X-ray diffraction, thermal expan-
sion measurements, and specific heat measurements) studying the non-stoichiometry
of ceria, along with those discussed above, indicate that high temperatures and low
oxygen partial pressures are required to observe any appreciable reduction of the un-
doped bulk CeO2 or any appreciable changes in its equilibrium fluorite crystal struc-
ture (Figure 3.1a) [83, 84, 85, 86]. Within the context of catalysis, non-stoichiometry
at the ceria surface introduced by point defects such as O vacancies is crucial for the
creation of active reaction sites. These vacancies can be formed either in the surface
or sub-surface O layer (Figure 3.1b), as elaborated in the work by Torbrugge and
Reichling [87]. Using atomic and dynamic force microscopy, they revealed that the
preferred position of the O vacancies is the sub-surface region for ceria annealed at
∼1200 K and 10−12 atm.
The availability of such experimental information on the stoichiometry of ceria and
the importance of vacancies in processes involving ceria have provided the motivation
and testing ground for parallel and complementary first principles computational
studies. While extensive first principles density functional theory (DFT) studies exist
for bulk ceria, there is limited understanding on the transitions between stoichiometric
and non-stoichiometric surface phases. Past computational studies on ceria have led
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Figure 3.1: (a) Fluorite structure of ceria, and (b) a 5-trilayer slab model of the ceria
surface. Grey atoms represent Ce and red atoms represent O. The dotted lined box
represents one trilayer consisting of Ce and the top and bottom O atomic layers.
to a deeper understanding of its electronic and structural properties, stable surface
orientation, and the role of oxygen diffusion and vacancies within the bulk lattice.
These include identification of the O vacancy as a crucial factor in determining the
activity of ceria in chemical reactions. It is suggested that O vacancies are preferably
formed in the sub-surface layer rather than the surface layer (or within the bulk),
which is consistent with the aforementioned experiments. Recent work by Janik and
colleagues further indicates the significance of O vacancies in activating a ceria surface
for hydrocarbon conversion [88]. Vacancies reduce the neighboring Ce atoms making
them active for dissociation of gas phase molecules. Fronzi et al. studied the surface
behavior of ceria in the presence of a water and oxygen environment [89]. They found
that water remains adsorbed on the surface even under extremely low water partial
pressures (∼10−10 atm), at a temperature of 300 K and oxygen pressure of 1 atm.
Under these conditions, reduction in the oxygen pressure induces O vacancies and
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water dissociation into OH and H. Thus, O vacancies increase the surface reactivity
of ceria for water dissociation.
Even though significant work has been conducted on ceria using first principles
calculations, ceria still poses technical difficulties due to localization of electrons in the
4f orbitals leading to increased columbic repulsion as it undergoes reduction. These
effects are not captured by conventional DFT that uses local or semi-local electronic
exchange-correlation functionals [90, 91]. The general practice of modeling cerium
oxides has evolved from the traditional functionals to functionals modified using the
Hubbard parameter (U ) [92, 93] and to hybrid functionals [94]. Furthermore, while
most of the zero-temperature DFT studies have provided substantial understanding
of the role of oxygen chemistry, a more quantitative connection with the available
experimental data for ceria stoichiometry requires a treatment that includes non-
zero temperatures and pressures. First principles thermodynamics (FPT) combines
zero-temperature DFT results with statistical thermodynamics concepts, and offers
a reliable, practical, and powerful prescription to address such factors [95, 96, 97].
3.2.1 First principles modeling
All first principles DFT calculations were performed using the plane-wave based Vi-
enna Ab-Initio Simulation Package (VASP) [98]. Projector augmented wave (PAW)
frozen core potentials with the O 2s, 2p, and the Ce 5s, 5p, 4f, 5d, 6s states treated as
the valence states were employed [99, 100]. A 400 eV plane-wave cut-off energy was
necessary to ensure converged results. The quantum mechanical part of the electron-
electron interactions was represented using the Perdew-Burke-Ernzerhof (PBE) ex-
change correlation functional, and its Hubbard modified extension (PBE+U, U = 5
eV) along with the Heyd-Scuseria-Ernzerhof (HSE06) hybrid functional [10, 101, 102,
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103]. While the PBE functional is a widely used semi-local functional, the HSE06
functional incorporates a certain amount of screened range-separated nonlocal ex-
change interaction, known to improve various properties including thermochemistry
(i.e., energetics) and the electronic structure (e.g., the band gap of insulators) [94].
The Hubbard modified PBE functional, on the other hand, accounts for the increased
Coulombic repulsion due to electron localization on a reduced surface. As the HSE06
functional requires significantly more computational time relative to the PBE func-
tional, all geometry optimization calculations were performed using the PBE func-
tional, followed by the evaluation of just the energies using the HSE06 functional at
the PBE-optimized geometry. For completeness, geometry and electronic optimiza-
tion was carried out with PBE+U functional; and it was included here primarily to
compare and contrast the three levels of theory. A convergence criterion of 10−4 eV
and 10−3 eV between consecutive electronic and ionic iterations was adopted. A 0.1
eV Gaussian smearing width was used to treat the band occupancies close to the
Fermi level. Spin polarized calculations assured correct treatment of the magnetic
components of the ceria system, particularly in treating the atomic O, molecular O2,
and reduced Ce atom states.
The bulk ceria fluorite structure in Figure 3.1a was optimized using a Γ-centered
6×6×6 k-point mesh and the PBE functional, yielding a lattice parameter of 5.47
A˚, which is reasonably close to the experimental value of 5.41 A˚ [104]. Similarly
optimization based on PBE+U functional yields a lattice parameter of 5.49 A˚ for the
bulk structure. Using the PBE optimized bulk lattice parameters, a 2×2 ceria slab
was created to model the surface with a total of 15 atomic layers (Figure 3.1b) and
a vacuum of 15 A˚ between periodic images to minimize the finite size interactions.
As shown in Figure 3.1b, stacking along the direction can be represented in terms
of [O-Ce-O] trilayers, with equal number of atoms in each layer of a trilayer for
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Figure 3.2: (a) Top view of the ceria 2×2 supercell, and (b) different O atoms in the
slab model; red atoms - surface O, black atoms - sub-surface O, and blue atoms -
adsorbed O. The grey atoms represent Ce in the 1st and 2nd trilayers, respectively.
a stoichiometric CeO2 system. Therefore, the 15 atomic layers consist of 5 such
trilayers. For the 1st trilayer, we refer to the upper and lower O layers as the surface
and sub-surface layers, respectively. The k-point grid was reduced to 3×3×1 for
the slab supercell, and the middle 3 trilayers were fixed to create a bulk-like region,
yielding a symmetric surface model. Figure 3.2 shows the top and the side views
of the supercell used to model the crystal surface (only the top two trilayers of the
surface are shown for clarity). The grey spheres represent Ce atoms in the first and
second trilayers, respectively. The red, black, and blue atoms represent the surface,
sub-surface, and adsorbed (adatom) O atoms, whose concentrations are denoted as
α, β, and θ, respectively. O concentration in a given layer is defined as the ratio of
the number of O atoms in that layer to the number of Ce atoms per trilayer. In the
present study, α, β, and θ, were varied systematically and independently between 0
and 1 in increments of 0.25 (noting that an intact layer without vacancies contains
4 O atoms at the surface and sub-surface layers). This encompasses more than 20
configurations, ranging from an O depleted surface or sub-surface to a completely O
adatom saturated surface.
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We systematically start from a stoichiometric CeO2 slab without any O adatoms
(α = β = 1, θ = 0) and successively remove the surface or sub-surface O atoms from
the 1st trilayer until the surface or sub-surface is devoid of O. These conformations
simulate the surface transition of ceria as it undergoes reduction in a highly oxygen-
lean/reducing environment. In addition to removing O atoms from the surface or
sub-surface layers, several additional cases were considered in which surface and sub-
surface O atoms were removed simultaneously. These included situations leading to
a reduced Ce2O3 stoichiometry in the surface trilayer (α = β = 0.75, θ = 0), or to
the surface trilayer completely devoid of O (α = β = θ = 0) which may occur under
extremely reducing conditions. On the other hand, to model O adsorption on ceria
in oxygen-rich/oxidizing conditions, θ was varied from 0 to 1 monolayers (ML) while
maintaining the ceria stoichiometry (α = β = 1). For a given concentration of the O
adatom(s), three different adsorption sites, viz., top, bridge, and hollow (3-fold), were
considered. To prevent ambiguity, we use the general notation CeOα,βx + θ ML to
represent the surface trilayer region including O adatoms. The trilayer stoichiometry
is captured by x (= α + β). For simplicity and to eliminate some redundancy, when
θ = 0, we represent the surface region by just CeOα,βx ; and when θ > 0, we use the
notation CeO2+ θ ML (as α = β = 1 when θ > 0).
FPT has been extensively discussed in the past [95, 96, 97]; here we briefly re-
mark on some key concepts only. The free energy for the formation of a certain
concentration of O vacancies or adatoms (Gf
CeOα,βx +θ
) is defined as
Gf
CeOα,βx+θ
=
ECeOα,βx+θ − ECeO2 − 4(α + β + θ − 2)µO
|4(α + β + θ − 2)| . (3.1)
Here, ECeOα,βx +θ and ECeO2 represent the 0 K DFT energy of the non-stoichiometric
slab and the stoichiometric ceria slab (α = β = 1, θ = 0), respectively; and 4(α + β
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+ θ - 2) represents the net number of O atoms that have been added to or removed
from the stoichiometric slab (while noting that there are 4 O atoms per layer in the
2×2 slab). µO is the oxygen chemical potential of the reservoir, which can be written
in its temperature (T) and pressure (P) dependent form as
µO(T, PO2) =
1
2
[
EO2 + ∆µO2 (T, PO2)
]
, (3.2)
where,
∆µO2 (T, PO2) = ∆µ
′
O2
(T, P o) + kT ln
(
PO2
P o
)
. (3.3)
EO2 in Eq. 3.2 represents the 0 K energy of an isolated O2 molecule including the
zero-point harmonic vibrational energy. ∆µO2contains the temperature and pressure
dependent components, and can be separated into a purely temperature dependent
part (∆µ
′
O2
) that can be determined using the JANAF thermochemical tables [105] or
statistical thermodynamics [106]. kT ln
(
PO2
P o
)
accounts for the pressure dependence
with a chosen reference pressure of Po (1 atm). In deriving Eq. 3.1, the entropic and
pressure-volume contributions to the free energy of condensed phases were neglected
given that these effects would likely cancel out between the non-stoichiometric and
stoichiometric slabs, as has been verified before by Zhu et al [106].
Similarly, the surface energy corresponding to a slab with a certain concentration
of O vacancies or adatoms, relative to the stoichiometric slab, is given by
∆γCeOα,βx +θ = γCeOα,βx +θ − γCeO2 =
ECeOα,βx +θ − ECeO2 − 4(α + β + θ − 2)µO
2σ
.
(3.4)
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Here, ∆γCeOα,βx +θ is the relative surface energy; γCeOα,βx +θ and γCeO2are the surface
energies of the non-stoichiometric and the stoichiometric slabs, respectively; and σ is
the exposed surface area. The factor of 2 in the denominator accounts for the fact
that our slab contains identical top and bottom surfaces. The relative surface energy
is used to identify the stable phases observed for a range of oxygen potentials. The
driving force for O exchange is governed by the difference in the chemical potential
between the solid and its environment. Low µO indicates an oxygen-lean environment
in which O from the solid would likely desorb and create vacancies. Similarly, high
µO indicates an oxygen-rich environment in which O adatoms would adsorb on the
stoichiometric surface. Thus, µO is bound by two limits: a critical maximum when
molecular O2 condensation occurs on the surface and a critical minimum when µO is
low enough to promote decomposition of ceria into its constituent components (Ce
metal and O2 gas).
The aforementioned equations apply to a ceria surface in equilibrium with an
explicit O2 reservoir. However, O transfer to and from the surface can also indirectly
be facilitated by the presence of other redox environments (e.g., NO/NO2, H2/H2O,
and CO/CO2). In such cases, µO is governed by the ratio of the gas concentrations
or pressures, i.e.,
PNO2
PNO
,
PH2O
PH2
, or
PCO2
PCO
, based on the following relations:
µO = µNO2 − µNO or µO = µH2O − µH2or µO = µCO2 − µCO, (3.5)
µO(T, PNO2 , PNO)
=
[
ENO2 − ENO + ∆µ
′
NO2
(T, P o)−∆µ′NO (T, P o) + kT ln
(
PNO2
PNO
)]
,
(3.6)
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µO(T, PH2O, PH2)
=
[
EH2O − EH2 + ∆µ
′
H2O
(T, P o)−∆µ′H2 (T, P o) + kT ln
(
PH2O
PH2
)]
,
(3.7)
and
µO(T, PCO2 , PCO)
=
[
ECO2 − ECO + ∆µ
′
CO2
(T, P o)−∆µ′CO (T, P o) + kT ln
(
PCO2
PCO
)]
.
(3.8)
Here, Ei represents 0 K energy, whereas the temperature dependent ∆µ
′
i terms for
the different gases (i = NO, NO2, H2, H2O, CO, CO2) are obtained from the JANAF
thermochemical tables. The other terms are similar to those defined in Eqs. 3.2 and
3.3.
All the above mentioned relations apply to a thermodynamically governed system.
Thus the stability of a surface is based on minimizing its free energy. The surface en-
ergy relation along with the expression for the oxygen potential allows for a one-to-one
mapping between the stable surface phases and the operating variables (temperature
and pressure), thereby allowing for the creation of the ceria surface phase diagram.
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3.2.2 0 K Energy of oxygen adatom(s) binding and vacancy
formation
As alluded to earlier, the transition point when a surface readily switches between a
stoichiometric and non-stoichiometric state is particularly important in understand-
ing the potential catalytic activity of a particular material. In this section, in an
attempt to understand such transitions, the dilute limit of O adatom binding or O
vacancy formation in the stoichiometric ceria surface is explored. Table 3.1 shows the
calculated 0 K formation energies for O adatoms on the surface, obtained by setting
∆µO2 (T, P ) to zero in Eq. 3.2. At θ = 0.25 ML, which corresponds to a single O
adatom on the 2×2 stoichiometric ceria slab, this simulates a dilute O adatom cov-
erage on the ceria surface. For this dilute coverage scenario, the binding energies
with respect to molecular O2 at the 3 different adsorption sites, viz., top, hollow,
and bridge, are 2.24, 1.52, and 0.34 eV, respectively, at the PBE level of theory (the
corresponding values are -1.08, -1.80 and -2.99 eV if the atomic O energy is used
as a reference). Given that HSE06 is computationally expensive, we determined the
adatom binding energy only for the stable bridge site, and obtained a similar binding
energy value of 0.34 eV with respect to molecular O2. Similarly, for PBE+U, the
adatom binding energy for the stable bridge site was 0.38 eV with respect to molecu-
lar O2. At the bridge site, the O-Ce bond length is 1.95 A˚, whereas the bond length
increases to 2.40 A˚ and 2.35 A˚ for the hollow and top sites, respectively. The short
O-Ce bond length at the bridge site increases its bond strength, making it the most
favorable site. Similarly at the hollow site, which is the second most stable site, the
increased bond length reduces the orbital overlap thereby weakening its bond. How-
ever, at the hollow site, the O atom concurrently bonds with three neighboring Ce
atoms, thus inducing greater stability relative to the top site binding. Furthermore,
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as the O adatom coverage increases from a dilute case (θ = 0.25 ML) to one where
the entire surface is covered with O adatoms (θ = 1 ML), the bridge binding mode re-
mains the most stable site followed by the hollow and top sites. Increasing the surface
coverage of O adatoms results in larger adsorbate-adsorbate lateral repulsive inter-
actions resulting in weaker O binding energies. These lateral interactions, however,
are not significant even under high O coverage, given the large adatom separation in
metal oxides compared to that in metals [107].
Table 3.1: Binding energy of O adatom(s) at different adsorption sites using molecular
O2 as reference. Values in parentheses are the binding energies with atomic O as the
reference. • refers to vacancies or adatoms adjacent to each other along the same
axis, and ? indicates vacancies or adatoms not along the same axis in the 2 × 2 cell.
Coverage,
θ ML
Top
(PBE)
Hollow
(PBE)
Bridge
(PBE)
Bridge
(PBE+U)
Bridge
(HSE06)
0.25 2.24 (-1.08) 1.52 (-1.80) 0.34 (-2.99) 0.38 (-2.95) 0.34 (-2.25)
0.5• 2.28 (-1.05) 1.58 (-1.75) 0.38 (-2.95) 0.34(-2.99) 0.45 (-2.14)
0.5? 2.28 (-1.05) 1.58 (-1.74) 0.42 (-2.91) 0.45 (-2.87) 0.48 (-2.11)
0.75 2.30 (-1.02) 2.19 (-1.14) 0.51 (-2.81) 0.65 (-2.68) 0.58 (-2.01)
1 2.32 (-1.02) 2.43 (-0.89) 0.58 (-2.74) 0.68 (-2.65) 0.69 (-1.91)
Table 3.2: Vacancy formation energies for a surface and sub-surface O in the 1st
trilayer and at the upper and lower O layers of the 2nd and 3rd trilayers for a ceria
surface. The O vacancy formation energy in bulk CeO2 is also shown for comparison.
Oxygen Vacancy Formation Energy, eV
PBE PBE+U HSE06
Trilayer Upper Lower Upper Lower Upper Lower
1 3.27 2.98 3.25 2.90 3.60 3.04
2 3.97 3.91 - - - -
3 3.85 3.85 - - - -
Bulk 3.50 - -
Having discussed the adatom cases, we now move to mildly reducing conditions
where O vacancies start forming in the surface or sub-surface layers. Table 3.2 shows
the 0 K energy required to form such an O vacancy, at the surface or sub-surface
layer. In the dilute limit represented by a single vacancy in the 1st trilayer of the
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2×2 slab, the energy required for an O vacancy formation at the surface or sub-
surface layer is 3.27 and 2.98 eV, respectively. Therefore, a sub-surface O vacancy is
more stable than a surface O vacancy by 0.29 eV. A similar DFT study comparing
the relative stability of surface and sub-surface O vacancies in ceria indicates that a
sub-surface vacancy is more stable than a surface vacancy by 0.29 eV due to lattice
relaxations [108, 109, 110]. Nolan and colleagues also report a surface O vacancy
formation energy of 3.30 eV [111, 112] The O vacancy formation calculations were
repeated with the HSE06 level of theory, yielding a formation energy of 3.60 and 3.04
eV for a surface or sub-surface vacancy, respectively, in the 1st trilayer. We observed
a slightly higher O surface vacancy formation energy compared to Pirovanno et al.,
mostly due to lack of geometry optimization [108]. The corresponding values with
PBE+U were 3.25 and 2.90 eV, respectively. In all three levels of theory, the sub-
surface site is the more stable location for the point defect. The phenomenon of a
more stable sub-surface vacancy has also been observed experimentally by Torbrugge
and Reichling [87], where the nucleation of sub-surface vacancies occurs prior to the
formation of surface vacancies as resolved via atomic and dynamic force microscopy.
Table 3.2 reports the O vacancy formation energy for the 2nd and 3rd trilayers as
well, using PBE. For the 2nd trilayer, creating an O vacancy requires 3.97 or 3.91 eV
from an upper and lower O layer, respectively; whereas for the 3rd trilayer, 3.85 eV is
required to remove an O from either of the O layers. Finally, we also report that the O
vacancy formation energy for bulk CeO2 is 3.50 eV, consistent with the value of 3.62
eV reported by Jiang et al [113]. These results indicate that the bulk-like nature of the
material is progressively recovered as one moves from the surface to the interior. It is
also evident that removing O from the bulk-like internal trilayers requires significantly
more energy and any underlying chemistry would likely be restricted to the surface
(i.e., 1st trilayer). Therefore, we have considered O non-stoichiometry only at the 1st
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trilayer in the subsequent discussion.
3.2.3 Relative surface energies of configurations
Before incorporating the finite temperature and pressure effects, we look at the 0 K
relative surface energy (∆γ) values for all the configurations considered (Table 3.3).
The 0 K ∆γ values were computed by setting ∆µO2 = 0 in Eq. 3.2. Comparing cases
with similar configuration from Table 3.3, i.e., as β (for α = 1, θ = 0) and α (for β =
1, θ = 0) vary from 0 to 1, we observe that a reduced sub-surface is again preferred
over a reduced surface, regardless of the O vacancy concentration. Along with the 0
K ∆γ values, Table 3.3 also compares the three levels of theory.
Table 3.3: Relative surface energy, ∆γ, for various O non-stoichiometry and adatom
coverage configurations for ceria at 0 K, with reference to the stoichiometric slab (α
= β = 1, θ = 0). For non-zero adatom coverages (α = β = 1, θ > 0), the adatom
location is also mentioned as t, h, or b referring to top, hollow and bridge sites. •
refers to vacancies or adatoms adjacent to each other along the same axis, ? indicates
vacancies or adatoms not along the same axis in the 2 × 2 cell,  indicate vacancy
at the surface and sub-surface layer, with both the vacancies created by removing O
atoms associated with a Ce atom or between a Ce atom and its nearest neighboring
Ce atom, respectively. ψ ∆γ = 0 eV/A˚as CeO2. Calculated γ with PBE functional
= 0.56 J/m2
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θ α β ∆γ, eV/A˚2
PBE PBE+U HSE06
0 1ψ 1ψ 0 0 0
0 1 0.75 0.058 0.058 0.059
0.5• 0.155 0.173 0.139
0.5? 0.142 0.148 0.139
0.25 0.218 0.219 0.198
0 0.321 0.310 0.278
0.75 1 0.063 0.063 0.069
0.5• 0.188 0.208 0.173
0.5? 0.149 0.148 0.146
0.25 0.269 0.297 0.239
0 0.342 0.356 0.307
0 0.75 0.450 0.460 0.419
0.5• 0.553 0.557 0.517
0.5? 0.862 0.831 0.869
0.25 0.935 0.980 0.974
0 0.786 0.778 0.739
0.75 0.75 0.195 - -
0.75 0.75 0.150 - -
0.25-t 1 1 0.043 - -
0.25-h 1 1 0.029 - -
0.25-b 1 1 0.007 0.011 0.007
0.5•-t 1 1 0.088 - -
0.5•-h 1 1 0.061 - -
0.5•-b 1 1 0.015 0.019 0.017
0.5?-t 1 1 0.088 - -
0.5?-h 1 1 0.061 - -
0.5?-b 1 1 0.016 0.022 0.018
0.75-t 1 1 0.133 - -
0.75-h 1 1 0.086 - -
0.75-b 1 1 0.030 0.038 0.034
1-t 1 1 0.179 - -
1-h 1 1 0.188 - -
1-b 1 1 0.045 0.052 0.058
The agreement in ∆γ values among the three levels of theory is excellent, as indicated
by the parity plot in Figure 3.3 or by comparing the tabular values in Table 3.3.
Validation of our calculated values with literature is challenging given that almost no
information exists on non-stoichiometric ceria surfaces to the best of our knowledge.
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Figure 3.3: Parity plot of PBE+U vs. PBE and HSE06 vs. PBE relative surface
energy (∆γ) values for the configurations in Table 3.3.
However, the ceria surface energy value is widely reported, and thus we have used it
as a basis of comparison. For a relaxed stoichiometric surface, past data range from
0.45 to 0.77 J/m2 [114, 115, 113], which compare well with our calculated value of
0.56 J/m2. The 0 K data provide a generic understanding of the surface; but the
finite temperature and pressure contributions must be considered in real operating
environments.
Next, we incorporate non-zero temperature and pressure effects using Eq. 3.3 into
the relative surface energy relations in Eq. 3.4. Incorporating these factors results
in a plot of ∆γ as a function of ∆µO2 as shown in Figure 3.4. With the thermo-
dynamic relations defined, the surface configuration with the lowest ∆γ is the most
stable one. In Figure 3.4, we observe that different surface configurations form the
minimum trace line, as we progress gradually along the ∆µO2 scale. The ∆µO2 scale
is indicative of the driving force for the exchange of O between the surface and its
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environment. At highly negative ∆µO2 values, the environment is extremely reducing
due to the lack of oxygen, which creates a systematic imbalance that forces O out
from the slab. Under such conditions, a highly reduced surface with no surface or
sub-surface O atoms is observed, i.e., the surface is Ce terminated. As ∆µO2 becomes
more positive, the imbalance created between the oxygen reservoir and the surface
diminishes, thereby reducing the extent of surface non-stoichiometry. Moving along
the positive direction on the ∆µO2axis in Figure 3.4, the heavily reduced Ce termi-
nated surface configuration CeO0,00 transitions to a CeO
1,0
1 configuration (sub-surface
layer completely devoid of O), followed by a CeO1,0.251.25 configuration (sub-surface layer
with high O vacancy concentration), followed by a marginally reduced CeO1,0.751.75 con-
figuration (sub-surface layer with low O vacancy concentration), and finally ending
with a stoichiometric CeO2 surface (no vacancies). With the current model, we do
not observe the intermediate configuration of CeO1,0.51.5 . This particular stoichiome-
try is energetically unfavorable, and the stable phase switches between CeO1,0.251.25 and
CeO1,0.751.75 , as discussed in the sections to follow. At higher ∆µO2 values (> 0.35 eV
for PBE, > 0.4 eV for PBE+U, and > 0.3 eV for HSE06), the onset for O adatom
adsorption is observed on the ceria surface. These potentials represent an oxygen-rich
environment, where a role reversal between the environment and the surface allows
for adatom covered surfaces to be thermodynamically favorable. Starting from a sto-
ichiometric or clean surface (θ = 0), the O adatom coverage (θ) increases from 0 ML
to 0.25 ML to 0.5 ML to 0.75 ML and finally to 1 ML (complete saturation) as the
O2 content in the environment increases.
At this point, we also note the similarities and differences among the PBE,
PBE+U, and HSE06 derived ∆γ plots (Figures 3.4a, 3.4b and 3.4c, respectively).
In all the plots, the same stable phases are observed; the relative position of phase
transformation however differs to some extent. Given that we solely optimized the
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Figure 3.4: Relative surface energy (∆γ) as a function of oxygen potential (∆µO2)
using the (a) PBE, (b) PBE+U, and (c) HSE06 functionals. Minimum energy line
represents the most stable phases, whereas the intersection points depict phase trans-
formation regions.
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electronic structure in HSE06 calculations, the configurations with significant rear-
rangement (primarily the heavily reduced ones) show different oxygen potential loca-
tions for phase transition, and a geometric optimization could alter these boundaries.
However, the initial reduction from CeO2 to CeO
1,0.75
1.75 or the adatom adsorption from
CeO2 to CeO2 + 0.25 ML occurs at similar ∆µO2 conditions for all three levels of
theory. Another key point, as described earlier, is that ∆µO2 is bound by the two
critical limits. In an oxygen-lean environment (∆µO2 < -5.23 eV), the onset for the
decomposition of the bulk material into its constituent elements, i.e., bulk Ce metal
and O2 gas, occurs. Using the stable phases and the critical conditions observed un-
der different ∆µO2 values allows us to create the ceria surface phase diagram under
various oxygen environments.
3.2.4 First principles derived phase diagram for ceria
A mapping of the stable phases observed in Figure 3.4 as a function of ∆µO2 leads
to the generation of the ceria surface phase diagram. Essentially, each ∆µO2 value of
Figure 3.4, corresponding to a transition from one configuration to another, manifests
as a curve in the phase diagram (as prescribed by Eq. 3.3). Such a phase diagram
is shown in Figure 3.5 (PBE, PBE+U, and HSE06 results in panels a, b, and c,
respectively), reveals that under atmospheric pressure, a ceria surface remains in its
stoichiometric state even at extremely high temperatures (up to 2000 K). Progressing
from the top left (close to ambient conditions) downwards (lower oxygen pressure)
and to the right (higher temperatures), an imbalance between the O2 reservoir and
the surface causes O to desorb from ceria, making a mildly non-stoichiometric surface
in the sub-surface layer to be the most stable phase. A further decrease in pressure
(and oxygen potential) leads to a high degree of O desorption creating a more reduced
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Figure 3.5: Predicted ceria surface phase diagram in an oxygen environment using
the (a) PBE, (b) PBE+U, and (c) HSE06 levels of theory. Symbols represent ex-
perimental data, and the dashed lines indicate thermodynamically governed relations
based on PBE.
sub-surface phase. Eventually under extremely high temperatures and low pressures
(highly negative oxygen potentials), all the O atoms desorb from the sub-surface
and surface layers, thereby creating a Ce terminated surface. All the manifestations
observed in Figure 3.4 are directly translated onto the ceria surface phase diagram in
Figure 3.5. The phases corresponding to adatom coverages do not appear under the
conditions shown here, given that a practically unrealistic oxygen pressure is required
(PO2 > 10
6 atm) to observe any trace of adsorption.
After discussing the theoretical insights from the phase diagram, next we com-
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pare the phase diagram features with experimental data in literature. Symbols in
Figure 3.5 correspond to bulk ceria non-stoichiometry observed in an ensemble of ex-
periments, such as thermo-gravimetric analysis, mass spectrometry, effusion measure-
ments, high temperature X-ray diffraction, thermal expansion measurements, and spe-
cific heat measurements. The experimentally observed configurations include CeO1.99,
CeO1.9, CeO1.8, CeO1.75, and CeO1.7 [81, 82]. The presence of ample experimental data
allows for a direct comparison with the predicted non-stoichiometry; and as seen in
Figure 3.5, the predicted phases are in good coherence with the experimental data. In
order to observe any appreciable reduction of bulk ceria, ultra-low oxygen pressures
and high temperatures are required, which is consistent with our predicted trend.
As mentioned earlier, creating surface non-stoichiometry is energetically less taxing
compared to bulk non-stoichiometry; therefore, surface reduction occurs prior to bulk
reduction. This phenomenon is also captured by our phase diagram, which indicates
the presence of a CeO1,0.751.75 surface phase prior to the experimentally observed bulk
stoichiometry of CeO1.75. The dashed red line represents the thermodynamic condi-
tions derived from DFT energies for bulk CeO2 transitioning to its reduced Ce2O3
state. Again, in order to observe this transformation, the overall bulk stoichiometry
must correspond to that of Ce2O3. The dashed purple line represents the thermody-
namically governed conditions for the decomposition of bulk ceria into its constituent
elements, i.e., Ce metal and O2 gas. The difference observed in the position of the
dashed lines between panels (a) and (b) lies in the governing theory used to create
the thermodynamic transformations. For the HSE06 derived phases to be consis-
tent, it is necessary to allow for structural relaxation. This may be important for
only those cases where a significant rearrangement of the surface occurs as described
earlier. On the other hand, for minimal rearrangement such as the initial transition
of stoichiometric ceria to CeO1,0.751.75 , using the PBE+U or HSE06 theory results in
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only a marginal difference (the phase transformation occurs at a lower temperature
by ∼5 K with PBE+U and ∼50 K with HSE06), indicating that the PBE level of
theory is sufficient for practical purposes. Based on both theories, the region where
ceria undergoes the initial phase transformation (transition of CeO2 to CeO
1,0.75
1.75 ) is
of utmost importance, as this governs the use of ceria as an O buffering material.
At this point, it is important to briefly mention the limitations under which the
phase diagram was derived: (i) The observed stable phases are limited by the ini-
tial domain of the configurations considered in this study. Additional intermediate
configurations are therefore buried within the phase transition boundary, but they
could be discerned using larger unit cell calculations. Nonetheless, the overall pre-
dictions based on the considered configurations are in excellent agreement with the
experimental and thermodynamic data. (ii) The vibrational entropy contribution of
the condensed phases to the total free energy is neglected. While this may be a good
assumption at low temperatures (due to favorable cancellation of this contribution in
the system before and after O adsorption/desorption), this may have to be revisited
at high temperatures close to the melting temperature [106]. Given that the upper
temperature limit of the phase diagram is well below the melting point of the fluo-
rite phase of ceria (∼2650 K), we do not expect these effects to drastically alter the
predicted energetics. (iii) The abrupt transitions in the derived stoichiometries will
not be observed experimentally, but they are rather a manifestation of ignoring the
configurational entropy (and point (i) made above). (iv) The dynamics of vacancy
filling and migration are not considered here. (v) Using a PBE based geometry as
a baseline can induce the formation of Ce3+ ions more readily. (vi) Lastly, using a
PBE functional results in a delocalization of electrons (charge density plots showing
the extent of delocalization between the two functionals are provided in the supple-
mentary information), but captures the initial phase transformation accurately given
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that energetics is not significantly altered under a dilute vacancy limit. Despite these
assumptions and limitations, we expect the predictions made using such strategies to
be at least semi-quantitative in systems involving O chemistry, as has been pointed
out earlier, and as is clearly borne out by the current work. The predicted phases not
only validate experimentally observed transitions, but are also in excellent agreement
with the experimental and thermodynamic data.
3.2.5 Phase diagram with indirect oxygen participation
As discussed earlier, in the presence of a reducing/oxidizing environment, O transfer
can occur via an indirect redox reaction of ceria with various gas molecule pairs. FPT
serves as a powerful tool to consider these situations of indirect O participation, as
discussed by Eqs. 3.6 - 3.8. Given that the relative difference in surface stoichiometry
changes marginally when using PBE+U or HSE06, we re-derived the ceria surface
phase diagrams in three equilibrium redox environments - NO/NO2, H2/H2O, and
CO/CO2 - (Figures 3.5a, 3.5b, and 3.5c, respectively) using PBE energetics. The
critical assumptions made while deriving these phase diagrams are as follows: (i)
Direct interactions of CO, CO2, H, H2O, NO, and NO2 with the ceria surface are
not included, i.e., the energetics of adsorption and surface reactions involving these
species are not incorporated. (ii) The oxygen potential is defined based on a single
redox reaction, whereas several side reactions could be possible in a real environment.
The phase diagrams in 3.5 were derived in terms of the ratio of the partial pres-
sures, which governs the oxygen chemical potential as discussed earlier. A low ratio
indicates an oxygen deficient (reducing) environment. Figures 3.5a, 3.5b, and 3.5c
indicate that the ceria surface is readily reduced in the CO-rich and H2-rich envi-
ronments [116, 117], as compared to an NO-rich environment which requires higher
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Figure 3.6: Ceria surface phase diagram derived in (a) NO/NO2, (b) H2/H2O, and
(c) CO/CO2 redox environments using the PBE functional. Symbols represent ex-
perimental data.
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temperatures for the same extent of non-stoichiometry. This is consistent with the
notion that H2 and CO are stronger reducing gases compared to NO [107]. Given
assumptions (i) and (ii) above, the difference in the predicted phases in H2/H2O
and CO/CO2 environments (Figures 3.5b and 3.5c) is a direct manifestation of the
thermodynamics governing their corresponding oxidation reactions. For any given
temperature, a decrease in the ratio of partial pressures lowers the oxygen potential,
therefore creating a reduced surface. The extent of non-stoichiometry increases as
the temperature increases or the ratio of partial pressures decreases. Once again, the
predicted phases are in good agreement with the experimentally observed phases of
ceria under the considered redox environments [81].
3.2.6 Descriptors for catalyst design
The work presented thus far demonstrates our ability to make the high-fidelity pre-
dictions of phase transitions enabled by chemical processes on ceria surfaces using
DFT-FPT. In order to use this scheme to tailor the activity of ceria for redox catal-
ysis, e.g., through doping, it may be useful to identify the most important factor (or
the “descriptor”) that controls the surface oxygen chemistry of ceria [12]. Based on
our results, we believe that the O vacancy formation energy is such a descriptor as it
largely governs the transition of stoichiometric ceria to a reduced phase, where active
sites are created. In this work, even though the sub-surface O vacancy formation
energy is identified as a descriptor, both the surface and sub-surface vacancies could
play an active role after equilibration. Based on the experimental work by Torbugge
et al. [87] and Esch et al. [90], both types of vacancies exist at ∼1300K, and the
active rearrangement of the vacancies indicates the availability of defect sites for re-
actions (outside the scope of our work). O vacancies on a ceria surface also drive
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water dissociation into OH and H – a pre-requisite for WGS reaction - as shown by
Fronzi et al [89]. O vacancies on a ceria surface are known to be thermodynamically
favorable during CO oxidation - another key component of the WGS reaction. The
creation of such vacancies in a CO environment could provide nucleation sites for
water dissociation, which could explain the improved performance of ceria in WGS
[118, 119, 120, 79]. Recently, Janik and colleagues reported the role of O vacancies
(ceria surface reduction) and metal doping in hydrocarbon conversion [88]. The O va-
cancies were shown to directly lower the dissociation energy of methane on a reduced
surface. The collective evidence signifies the crucial role of O vacancies in chemical
reactions involving ceria. As these vacancies play a key role in promoting surface re-
actions, measuring them and understanding their properties is critical to explaining
the trends amongst new catalytic materials being developed or synthesized. Having
identified the O vacancy formation energy as the descriptor, a framework for the pre-
dictive design of novel ceria-based materials for catalytic processes involving oxygen
chemistry can now be established.
3.3 Optimal dopant selection for water splitting
with cerium oxides
Complete gas phase thermolysis of water is highly endothermic (∆H = +2.53 eV)
requiring temperatures in excess of 4000 K to be thermodynamically favorable, mak-
ing such reactions unviable for H2 synthesis [105, 121]. On the other hand, partial
thermolysis via a multistep process in the presence of MO catalysts provides an at-
tractive practical alternative [121, 122]. The latter approach is performed at two
distinct temperatures (both well below 4000 K): a high-temperature (≈ 2200 K) re-
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duction step that involves creation of O vacancies in the MO (and the consequent
evolution of O2 gas), and lower-temperature (≈ 900 K) oxidation steps in the presence
of steam, which lead to the filling up of O vacancy centers (resulting in the evolu-
tion of H2 gas). Owing to this multistep procedure, an additional step to separate
the H2 and O2 products is eliminated entirely. Equations (1)-(3) below represent a
reordered version (for ease of subsequent discussion) of the multiple steps involved in
this process.
MO-Vo (s) + H2O(g) −→ MO-(H)(H)(s) (3.9)
MO-(H)(H)(s) −→ MO(s) + H2(g) (3.10)
MO(s) −→ MO-Vo (s) + (1/2)O2(g) (3.11)
The (s) and (g) subscripts represent solid and gas phases, respectively. Equations
(1) and (2) are the low-temperature steps, with MO-Vo and MO-(H)(H) representing,
respectively, the oxide containing an O vacancy and the oxide in which the O vacancy
is filled up by a H2O molecule (with ‘(H)(H)’ indicating that the H atoms of H2O are
adsorbed on the oxide surface). Equation (3) is the high-temperature activation step
that leads to the creation of MO-Vo.
Unfortunately, several MOs require temperatures in excess of 2700 K (leading to
poor H2 production efficiencies), leaving only a subset of oxides based on Zn, Fe and
Ce to be the most promising [123, 124]. Oxides of Zn and Fe are prone to sintering,
phase transformation or volatility due to the proximity of the high temperature step
to their melting points [73]. CeO2, on the other hand, displays high stability and high
melting temperature (≈ 2600 K), and is thus overwhelmingly favored [123].
Still, the efficiency of H2 production with CeO2 is quite low (< 1%) [124]. This low
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Figure 3.7: Reaction pathway and energetics (red solid line) for the dissociation
of H2O on an undoped ceria surface. CeO2 - Vo is an oxide with a vacancy, CeO2 -
(H)(H) is an oxide with vacancy filled by a H2O molecule and CeO2 is a stoichiometric
surface. The green dotted line shows the minimum energy pathway for dissociation.
Ce, O and H are represented by beige, red and white colors respectively.
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efficiency is rooted in the high temperatures (> 1900 K) required for the reduction
step (Equation (3)), related directly to the large O vacancy formation energy of CeO2,
along with other operational difficulties [124, 125]. Figure 3.7 shows the energies E1,
E2 and E3 of Equations (1), (2) and (3), respectively, computed here using density
functional theory (DFT) (details below), and helps identify the causes of the low
efficiency. The dotted line indicates the uphill nature of the water splitting process.
The ideal system should display E1 and E2 close to zero (for facile H2 evolution at low
temperatures), and small E3 values (to alleviate the burden on the reduction step).
In the case of CeO2, E1 is too negative and E3 is too positive.
A pathway to circumvent these hurdles is to control the energetics of Equations
(1)-(3) individually by the introduction of dopants (although, of course, the overall
energetics of H2O splitting cannot be altered). For instance, this strategy may be
used to destabilize O in CeO2 (and thus reduce the O vacancy formation energy)
[123, 126, 127, 128, 129, 130, 89, 131]. Doping CeO2 with a plethora of elements
has been explored in the recent past [132, 133, 134, 135, 136, 137, 138, 139, 140,
141, 142, 143, 144], and many dopants (e.g., Zr, Cr, Sc) have been shown to help
significantly increase the efficiency of H2 production by reducing the temperatures
required to accomplish Equation (3) [136, 138, 139]. Nevertheless, a clear rationale for
why a given dopant is desirable, and a framework for the systematic (non-Edisonian)
selection of dopants is currently unavailable. This work attempts to fill that gap.
3.3.1 Screening Framework
In the present first principles/data-driven based work, we consider a host of dopants
in CeO2, including 33 elements spanning the 4
th, 5th and 6th period of the Periodic
Table (specifically the alkali, alkaline earth and d series elements). Assuming that
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the energetics of Equations (1)-(3) determine whether a dopant is favorable or not,
we define the following screening criteria to be used in a successive manner:
• Criterion 1: 0 ≤ ED3 ≤ E3
• Criterion 2: 0 ≤ ED1 ≤ δ
• Criterion 3: 0 ≤ ED1 + ED2 ≤ δ
The superscripts D merely indicate that these are the energetics of doped ceria.
The rationale underlying this specific choice and sequence of screening criteria
stems from insights derived from Sabatier’s principle, and may be understood as fol-
lows (cf. Figure 3.7). Criterion 1 merely states that the O vacancy formation energy
(which is what ED3 represents) should not be too small to prevent further water disso-
ciation nor too large (certainly not larger than that of undoped ceria (E3)) to mandate
higher activation temperatures. This criterion is listed first because ED3 appears to
most strongly control the temperature requirement of the costly high-temperature
step, and also because ED3 is the easiest quantity to compute (as it does not involve
the H2O species at all). Criterion 2 states that E
D
1 should also be bracketed, but by
a smaller range. Noting that overall dissociation of water for undoped ceria is too
negative (see Figure 3.7), thus potentially adding an energy penalty to subsequent
steps, we generously allow δ to be 1.5 eV, which is a reasonable choice considering
energy uncertainties within DFT and the neglection of entropy. Criterion 3 is specific
to thermochemical water splitting and bounds the overall oxidation process within δ,
ensuring that ED1 or E
D
2 occur at a lower temperature compared to E
D
3 . In the case
where this no longer holds, the process fails to fall within the realm of thermochemical
water splitting.
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3.3.2 First principles modeling
To measure the thermodynamic quantity, EDi , where i is Eq. 1, 2 or 3, DFT cal-
culations were performed using the VASP code with the semi-local Perdew-Burke-
Ernzerhof (PBE) exchange-correlation functional and a cutoff energy of 400 eV to
accurately treat the valence O 2s, 2p and Ce 5s, 5p, 4f, 5d, 6s states [98, 100, 10].
The electron-core interactions were captured by projector-augmented (PAW) poten-
tials, and all calculations were spin polarized to ensure the true electronic state of
O and reduced Ce was captured [99]. The computed lattice parameter of bulk CeO2
(5.47 A˚) is in good agreement with the corresponding experimental value (5.41 A˚)
[142]. A 96-atom bulk 2×2×2 supercell model and a 60-atom (2×2) surface model
(5 O-Ce-O trilayers) cleaved along the (111) plane were used in all calculations. The
bottom 3 trilayers of the slab were fixed to recover the bulk nature of the material,
and a vacuum of 15 A˚ along the c axis ensured minimal spurious interactions be-
tween periodic images. A Γ-centered k -point mesh of 3×3×3 and 3×3×1 were used
for the bulk and surface calculations, respectively. The Hubbard (U ) correction was
not applied as no universal U value captures the true electronic state of all elements.
Also, given that we consider a dilute vacancy limit, the effect of electron localization
is insignificant as shown previously [54, 145].
Dopants were introduced by replacing a single Ce atom at the center of the bulk
model and at the 1st trilayer of the surface model. Our analysis indicated that the
majority of the dopants favored the surface site to the bulk by ≈ 0.3 eV. Upon
exploring the local coordination environment, a surface dopant was found to be 6-fold
coordinated whereas a bulk dopant was 8-fold coordinated. Given the preference of a
surface site, all dopants are assumed to occupy the surface unless specified otherwise.
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Figure 3.8: Oxygen vacancy formation energy (ED3 ) of doped ceria with elements from
the (a) 4th, (b) 5th and (c) 6th period of the Periodic Table. Dot-dashed maroon line
indicates ED3 for undoped ceria. Light green region indicates dopants that survived
Criterion 1, while ? identifies dopants that survived the 3 screening criteria.
3.3.3 Enforcing the screening criteria
The primary effect of introducing dopants is to induce a local perturbation to disrupt
bonding between the metallic and O atoms, thereby altering its ability to form surface
O vacancies, as measured by ED3 (cf. Figure 3.7), computed here as
ED3 = E
D
CeO2-Vo
− EDCeO2 +
1
2
µO2 (3.12)
where EDCeO2-Vo and E
D
CeO2
are, respectively, the DFT energies of a doped surface with
and without an O vacancy, and µO2 is the chemical potential of O, taken here to be the
DFT energy of an isolated O2 molecule. In all cases, the O vacancy is created adjacent
to the dopant. Figure 3.8 shows ED3 for various choices of the dopants, with the
dot-dashed horizontal line indicating the corresponding value for the undoped case.
Dopants adopting a low valence state compared to Ce (e.g., alkali, alkaline earth and
late transition series metals) display low O vacancy formation energy, consistent with
the observed high O2 yield by ceria doped with Mn, Fe, Ni and Cu [146]. Conversely,
dopants adopting a similar or higher valence state than Ce lead to high ED3 values
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(e.g., Mo, Tc, and Ta). These trends are not entirely surprising, and have been noted
before in CeO2 as well as BaTiO3 [88, 147, 148].
ED1 helps assess the impact of dopants on the dissociative adsorption of water on
the doped surface, and is computed as
ED1 = E
D
CeO2-(H)(H)
− EDCeO2-Vo − µH2O (3.13)
where EDCeO2-(H)(H) is the DFT energy of a doped surface upon the dissociative adsorp-
tion of water at the vacancy site. Upon dissociation, OH fills the vacancy site, while H
has two possible adsorption sites; atop an adjacent O or a dopant atom. Interestingly,
dopants exhibiting spontaneous vacancy formation (ED3 < 0 eV) fail to accommodate
a H atop a dopant, while those dopants that do facilitate H atop a dopant have an
alternative lower energy pathway for dissociation. µH2O is the chemical potential of
water, taken here to be the DFT energy of an isolated H2O molecule.
With ED1 and E
D
3 at hand (and E
D
2 given by ∆H − ED1 − ED3 ), a plot that is
equivalent to Figure 3.7 but for the case of doped ceria surfaces is shown in Figure
3.9. We now enforce Criterion 1, namely, 0 ≤ ED3 ≤ E3, with E3 = 3.3 eV (this value
is consistent with past work [54]). Of the 33 dopants originally considered, 19 dopants
(Sc, Ti, V, Cr, Mn, Co, Y, Zr, Nb, Ru, Rh, Pd, La, Hf, Re, Os, Ir, Pt and Au) satisfy
this criterion (given by the dopants within the shaded region in Figure 3.8, which are
also shown in the right part of Figure 3.9 by darkened horizontal lines). Criterion
1 picks out those dopants that alter the surface reducibility in just the appropriate
manner.
Next, we enforce Criterion 2, namely, 0 ≤ ED1 ≤ δ, with δ = 1.5 eV, on the 19
dopants that pass Criterion 1, resulting in the selection of Sc, V, Cr, Co, Y, Zr,
Pd, La, Hf and Au. Lastly, enforcing Criterion 3 on the 10 dopants results in the
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Figure 3.9: Reaction pathway and energetics for the multistep thermochemical split-
ting of H2O on a doped ceria surface. CeO
D
2 -Vo is a doped surface with vacancy,
CeOD2 -(H)(H) is a doped surface with vacancy filled by a H2O molecule and CeO
D
2 is
a doped stoichiometric surface. Color solid lines identify the 4 promising dopants and
undoped CeO2. Grey dashed lines identifies the non feasible dopants, while partly
colored and greyed dashed lines identifies dopants that pass Criterion 1.
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down selection of 4 promising candidates (Sc, Cr, Zr and La). Inspection of Figure
3.9 shows that Pd and Y, although they do not pass Criterion 3, can be viewed as
‘near misses’. These are hence included in our final list of favored candidates. Figure
3.10 summarizes the list of dopants that passed each stage of the screening process.
The 6 dopants identified, namely, Sc, Cr, Zr, La, Pd and Y, lead to desired energetic
profiles, with ED1 and E
D
2 low enough to allow for reasonable H2O dissociation yields
at moderate temperatures, and with ED3 significantly smaller than undoped ceria
allowing for low reduction temperatures (c.f., Figure 3.9). Dopants such as Mn, Fe,
Ni, Cu, Sr, Ag, and Ca, which display small or negative ED3 , do not pass our tests.
Although low ED3 values imply facile surface reduction (this is in fact what is observed
experimentally for Mn and Fe) [146], such a tendency would not be appropriate for
the multistep thermochemical water splitting process targeted here (lower yields were
observed for Ni, Cu and Fe doped CeO2 compared to undoped CeO2) [132]. Criterion
1, as mentioned above, is imposed precisely to eliminate such candidates. However,
dopants that lead to small or negative ED3 may be appropriate for photocatalytic
water splitting which require surface reduction to occur low temperatures (≈ 300 K)
[149].
Of the 6 promising dopants identified, experimental evidence exists for the en-
hanced performance of ceria when doped with Sc, Cr and Zr for the thermochemical
water splitting process. Cr doped CeO2 is known to lower the reduction and oxidation
temperature to 750 K and 350 K, respectively [139]. Zr and Sc dopants increase the
H2 yield 4-fold and almost 2-fold, respectively, with respect to the undoped situation
[142, 132, 133]. Lastly, although not conclusive, La doping appears to improve H2
yield [143, 150]. The observed performances are strong functions of the synthesis,
processing and measurement details. The present work ignores such complexities,
and probes only the dominant and primary chemical factors that may control perfor-
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Figure 3.10: A hierarchical chart showing the list of dopants before and after each
stage of the screening process. Sc, Cr, Zr and La were identified as the promising
dopant elements, whilst Pd and Y can be viewed as the near miss cases.
mance.
Irrespective of these difficulties, such a guided screening strategy has led us to
some promising candidates, shown as stars in Figure 3.8. Clearly, the best candidates
display an O vacancy formation energy in the 1 - 2.5 eV range, i.e., neither too
high nor too low, thereby respecting Sabatier′s principle. It thus appears that the
O vacancy formation energy may be used as a ‘descriptor’ of the activity of doped
ceria. This conclusion is consistent with an earlier similar proposal which was based
on phase boundaries in surface phase diagrams of ceria exposed to an oxygen reservoir
[54].
Thus far, by relying on first principles methods we are able to recognize whether
a dopant increases or decreases the O vacancy formation energy, with respect to the
undoped material, followed by its corresponding impact on the dissociation of water.
However, an understanding of the complex dependence of the chemical attributes
of a dopant and the O vacancy formation energy is absent. In the next chapter,
with the help of machine learning methods, in particular data mining, we attempt
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to understand the results of the first principles computations for the spectrum of
dopants considered.
3.4 Mining ab initio data
The mining and extraction of information forms the core of the field of data analysis,
which lies under a broader umbrella of methods known as machine learning (ML)
[31]. Within data analysis a subset of methods, known as feature selection, allows us
to unearth correlations between variables [151, 31, 152, 153, 44, 78]. In the context
of this work, the variables are the chemical factors characterizing a dopant and the
corresponding O vacancy formation energy of doped ceria. Given the strong correla-
tion between the O vacancy formation energy and the activity, as discussed above, by
identifying the key dopant factors that contribute to the O vacancy formation energy,
a more educated guess on its impact on the corresponding thermodynamic activity
can be made.
In order to discover such patterns, firstly, each dopant element needs to be repre-
sented numerically by a vector of numbers (also referred to as features or fingerprint
in the ML community) that uniquely identifies the dopant element. Our choice of
features stems from fundamental chemical factors, that are often used to describe el-
ements in the periodic table. The 7 factors considered in this work are; atomic radius
(AR), ionic radius (IR), covalent radius (CR), ionization energy (IE), electronega-
tivity (EN), electron affinity (EA) and oxidation state (OS). To eliminate any bias
induced by the spread of the feature values, the dataset was normalized to a mean
of 0 and variance of 1. On these set of chemical factors we use two feature selection
methods: (i) principal component analysis and (ii) random forests, to narrow down
the dominant factors that govern the descriptor (O vacancy formation energy). In
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the sections to follow we provide a brief overview of these methods and discuss the
insights gained. We refer the readers to [154, 155, 70, 156, 157, 31] for a more ex-
haustive description. The data analysis routines used were implemented within the
MATLAB statistical toolkit and Scikit-learn python module [158, 159].
3.4.1 Finding patterns: Principal component analysis
Principal component analysis (PCA) is a common dimensionality reduction tech-
nique, often used to identify the dominant subset of features from a larger pool.
By transforming the original features into uncorrelated and orthogonal pseudo vari-
ables, that are a linear combination of the original features (as done in this work,
although non-linear combinations have been recently developed), it allows us to pin
point the dominant contributions [152, 153, 44, 154, 155]. The new transformed
variables are referred to as principal components (PCs), which are solutions to the
eigen-transformation of the covariance matrix. As with any eigen-transformation
problem, the eigenvalues and eigenvectors play a critical role. The eigenvalue of a PC
indicates the % of variance captured within the original dataset, whilst the eigenvec-
tor provides the coefficients that dictate the linear transformation. We shall make
use of this information to down select the dominant chemical factors of a dopant.
First, we plot the transformation coefficient values of the 7 features for the first
and second PCs in Figure 3.11a. Such a plot is referred to as the loadings plot,
in which correlated features cluster together. Only the first and second PCs are
used as it captures ≈ 80% of the variance within the original dataset (c. f., inset of
Figure 3.11a). Clearly, the dopant’s OS is strongly correlated with the O vacancy
formation energy. The CR, AR, IE and EN are close to orthogonal to the O vacancy
formation energy, suggesting a negligible contribution to the descriptor. On the other
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Figure 3.11: (a) PCA loadings plot showing the correlated dopant features. The
features are; atomic radius (AR), ionic radius (IR), covalent radius (CR), ionization
energy (IE), electronegativity (EN), electron affinity (EA) and oxidation state (OS).
Evac is the O vacancy formation energy. The inset shows the % contribution of each
PC to the variance in the dataset. The oxidation state (OS) is the dominant feature
governing the O vacancy formation energy. (b) PCA scores plot for the first and
second principal components. The dopant elements group together based on their
features and the O vacancy formation energy. ? represents the final 6 dopants after
the 3 step screening processes. The 6 dopants occupy a sub-space of the scores plot
as highlighted by the grey region.
hand, the IR and EA are not truly orthogonal, thus their contribution towards the
descriptor cannot be ignored. Another interesting phenomena is the congregation of
subsets of the 7 features. This isn’t entirely surprising, as one would recognize that
the AR, CR are similar quantities, and their grouping in the loadings plot further
validates this notion. Similarly, the IE and EN group together and appear negatively
correlated to the AR and CR, given their ≈ 180o separation. By looking at the
relative position of all the features in Figure 3.11a, we can conclude that of the
original 7 features considered only 3 are important; OS, IR and EA, in governing the
O vacancy formation energy.
Next, we use the linear transformation coefficients of the PCs to transform the
original dopant dataset (also referred to as the scores plot) and plot the first and
second PCs in Figure 3.11b. Each dopant element in Figure 3.11b has further been
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classified according to its relative location in the periodic table (as indicated by the
different marker type) and the corresponding O vacancy formation energy (marker fill
color). Firstly, dopants of similar type, groups 1-2, 3-7 and 8-12 can be seen aggregat-
ing together. In particular, dopants that adopt a low valence state lie predominantly
in the top/left quadrants, whilst the high valence dopants lie in the bottom/right
quadrants, giving rise to an increasing O vacancy formation energy in the direction
of the bottom right quadrant. Not surprisingly, amongst the low valence dopants,
the alkali and alkaline earth metals further segregate from the late transition series
metals, based on their differences of atomic size, amongst others. Now, upon high-
lighting the location of the 6 promising candidates (Sc, Cr, Y, Zr, Pd and La), as
indicated by the stars, they can be seen to occupy only a small subspace of the plot
(highlighted by the grey region of Figure 3.11b). This suggests that in the high dimen-
sional transformation these elements have similar traits, and equivalentaly a similar
thermodynamic activity. Therefore, if one could identify other possible dopants that
populate the grey region in Figure 3.11b, we can further extend the chemical space
to achieve improved water dissociation.
3.4.2 Predictive model for the descriptor: Random forest
Another important class of regression and feature selection algorithms are random
forests (RF). Unlike PCA, random forests work by constructing a regression (or clas-
sification) model first, in this case between the 7 features and the O vacancy formation
energy, following which the important features are then extracted as a by-product.
The framework is built upon an ensemble of individual regression models, also known
as decision trees [31, 156, 157, 70]. The prediction of each individual tree is then
averaged across the ensemble, resulting in the final or true predicted value. Given
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our limited dataset size (based on 33 dopant elements), we selected a 75% split for
training, with the remaining kept aside as validation/testing. Each decision tree in
the model is then trained on a subset of the original training dataset, a procedure
known as bootstrapping. The combination of bootstrapping and ensemble averaging
makes RF models robust and devoid of overfitting, a common issue in ML. We gen-
erate a forest of 250 trees, based on the 7 dopant features described earlier and the
O vacancy formation energy. The final regression model we obtained has an R2 value
of 0.95 (c. f., inset Figure 3.12), suggesting a good fit. Then by using mean decrease
impurity metric, we estimate the relative importance of each feature in the regression
model [157].
In Figure 3.12, we plot the relative importance of the 7 features in descending
order. Clearly, the role of a dopant’s OS supersedes all others. This observation is
consistent with the PCA analysis above. Also, it can be seen that IR and EA rank
2nd and 3rd in feature importance in the regression model, once again suggesting a
small contribution towards the descriptor.
Both the PCA and RF methods result in similar conclusions, leading us to believe
that the dopant’s OS primarily governs the role of the descriptor, i.e. O vacancy
formation energy, followed by a much smaller contribution of the IR and the EA.
Upon revisiting the OS of the 6 promising dopants, they adopt either a +3 or +4
state. Therefore as a first measure, by understanding the coordination environment of
the dopant within the surface one can hazard a reasonable guess on its corresponding
impact on the O vacancy formation energy. Even though many other elements such
as Ti, V, Mn, Fe, Nb, Mo, Tc, Ru, Rh, Hf, Ta, Os, Ir adopt a similar OS state, the
combination of the OS, IR and EA skews them out of the optimal regime.
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Figure 3.12: Relative feature importance arranged in descending order for the devel-
oped RF model. The features are; atomic radius (AR), ionic radius (IR), covalent
radius (CR), ionization energy (IE), electronegativity (EN), electron affinity (EA)
and oxidation state (OS). Evac is the O vacancy formation energy. The inset shows
a parity plot, comparing the density functional theory (DFT) and RF predicted O
vacancy formation energy (Evac). The regression model has an R
2 value of 0.94.
The oxidation state (OS) is the dominant feature governing the O vacancy formation
energy.
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3.5 Summary
In this chapter, we started by deriving a surface phase diagram for ceria in four types
of oxygen environments involving direct and indirect oxygen participation using first
principles thermodynamics. Our results correlate well with literature experimental
data in every case where such comparisons can be made. A stoichiometric ceria surface
in a pure O2 environment is highly stable; and any appreciable surface reduction
occurs only under extreme temperatures and oxygen pressures. Surface reduction is
however more facile in the presence of a redox environment (NO/NO2, H2/H2O, or
CO/CO2). H2and CO, being strong reducing agents, promote O capture from the sub-
surface at any given temperature, as compared to an NO or a pure O2environment.
Transition from a stoichiometric to a reduced surface is a crucial factor in governing
the surface reactivity of ceria in redox reactions. The O vacancy formation energy
primarily drives this transition and can thus be viewed as a descriptor for the catalytic
activity of ceria in redox reactions.
Following this discovery, we considered a host of dopants in cerium oxide, that
span the 4th, 5th and 6th period (specifically the alkali, alkaline earth and d series
elements) of the Periodic Table, in order to understand the impact on the dissociation
of water. Using a screening framework based on a first principles strategy augmented
with data analysis methods, we successfully identified 6 promising dopants (Sc, Cr, Y,
Zr, Pd and La), consistent with past experimental results, that are worthy of further
inquiry. A dopant’s oxidation state, ionic radius and electron affinity are found to be
the dominant chemical factors that primarily govern the oxygen vacancy formation
energy, which in turn governs the activity. The overall framework, we believe, can be
easily extended for dopant selection in ceria and other oxides as well as for different
chemical conversion processes (e.g. thermochemical CO2 splitting, chemical looping,
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etc.). This shows that such a descriptor-based learning framework can indeed be used
to drive rational materials discovery.
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Chapter 4
Modeling kinetic behavior
4.1 Introduction
The dynamic behavior of an atom in a molecule, liquid or solid is directly determined
by the local force it experiences. Nevertheless, as already pointed out by Feynman
[64], forces are generally viewed as secondary computed quantities and are obtained
through the agency of the total potential energy - a global property of the entire
system. In practice, forces on atoms are obtained either as by-products during a
potential energy evaluation, or from the first derivative of the potential energy with
respect to the atomic positions. Direct and rapid access to atomic forces, given
just the atomic configuration of a system (molecule, liquid, or solid), immediately
makes it possible to perform efficient geometry optimizations and molecular dynamics
(MD) simulations, provided, of course, the predicted force is formally conservative,
i.e., it is consistent with an underlying potential energy surface. If the capability
to predict conservative forces preserves the fidelity of high-level quantum mechanics
based methods, but comes at a minuscule fraction of the cost, and if this capability
can be extended systematically and progressively to potentially all configurational
and chemical environments that an atom may experience, we will have a powerful
and adaptive materials simulation scheme.
In this chapter a recipe for the construction of a stand-alone data-driven force
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model (devoid of any explicit functional form) is provided, that can also provide the
underlying potential energy surface (through integration). Both the forces and the
potential energy can be predicted with a high level of accuracy at speeds several
orders of magnitude faster than the reference quantum mechanics based calculations.
Moreover, this force field is adaptive (i.e., new configurational environments can be
systematically incorporated as required), and generalizable (i.e., the scheme can be
extended to any collection of elements for which reliable reference calculations can be
performed). A practical scheme that exploits the rapid high-fidelity force prediction
capability within a materials simulation framework is presented, and demonstrated
for Al in several configurational environments and dynamical situations that go well
beyond the reaches of conventional first principles simulations. Further, a preliminary
analysis to extend this concept to handle multi-elemental systems is also proposed.
4.2 Machine learning force fields: Construction,
validation and uncertainty quantification
Materials modeling approaches largely fall in two broad categories: one based on
quantum mechanical methods (e.g., density functional theory, Hartree-Fock-based
treatments), and the other based on semi-empirical analytical interatomic potentials
or force fields (e.g., Stillinger-Weber potentials, embedded atom method) [160, 38, 77,
161, 162, 75, 163, 164, 165]. Choosing between the two approaches depends on which
side of the cost-accuracy tradeoff ones wishes to be at (c.f., Figure 4.1). Quantum
mechanics based methods (also referred to as ab initio or first principles methods)
are versatile, and offer the capability to accurately model a range of chemistries and
chemical environments. But these methods remain computationally very demand-
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Figure 4.1: A qualitative estimate of the trade-off between the accuracy, cost, and
versatility, in selecting (a) quantum mechanical and (b) semi-empirical methods. For
comparison, we show the intended regime of the proposed machine learning method
(c).
ing; limiting both the length and time scales of phenomena (to ≈ nanometers and
≈ picoseconds, respectively) that one may aim to treat in a practical and routine
manner. Semi-empirical methods capture the essence of the interatomic interactions
in a simple manner (via parameterized analytical functional forms), and are thus an
inexpensive solution to the materials simulation problem. Nevertheless, their appli-
cability is severely restricted to the specific chemistries and chemical environments
intended, or considered during parameterization.
This section pertains to an alternative, data-driven, manner by which flexible and
adaptive force fields may be developed [56, 58]. By using carefully created bench-
mark data (say, from quantum mechanics based materials simulations) as the starting
point, non-linear associations between atomic configurations and potential energies
(or forces, more pertinent to the present contribution) may be learned by induction
[35, 31, 166]. This data-driven paradigm, popularly referred to as machine learn-
ing, has been shown by many groups to lead to viable pathways for the creation of
interatomic potentials that; (1) surpass conventional interatomic potentials both in
accuracy and versatility, (2) surpass quantum mechanical methods in cost (by orders
of magnitude), and (3) rival quantum mechanics in accuracy [167, 53, 168], at least
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within the configurational and chemical domains encompassed by the benchmark
dataset used in the training of the potential.
A new recent development within the topic of machine learning based interatomic
potentials is the realization that the vectorial force experienced by a particular atom
may be learned and predicted directly given just a configuration of atoms [56, 58, 169].
This capability is particularly appealing as the atomic force is a local quantity purely
determined by the local environment, in contrast to the total potential energy which
is a global property of the system as a whole (note that partitioning the total potential
energy into individual atomic contributions, conventionally adopted in semi-empirical
interatomic potentials, is a matter of convenience of construction, rather than being a
fundamental requirement). Moreover, a large body of materials simulations, such as
geometry optimization and molecular dynamics simulations, require the atomic force
as the sole necessary input ingredient [160]. This article deals specifically with using
machine learning methods to create an atomic force prediction capability, i.e., a force
field, which can also provide the underlying potential energy surface (through inte-
gration). As recently pointed out, this force field is adaptive (i.e., new configurational
environments can be systematically added to improve the versatility of the force field,
as required), generalizable (i.e., the scheme can be extended to any collection of ele-
ments for which reliable reference calculations can be performed), and is neighborhood
informed (i.e., a numerical fingerprint that represents the atomic environment around
the reference atom is mapped to the atomic force with chemical accuracy) [56, 58].
The force field is henceforth dubbed AGNI.
Here, we describe in detail the key steps involved in the construction of the AGNI
force field. These include: (1) creation of a reference dataset derived from a plethora
of diverse atomic environments of interest and the corresponding atomic forces com-
puted using a chosen quantum mechanical method; (2) fingerprinting every atomic
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Figure 4.2: Flowchart illustrating key steps in constructing AGNI force fields; gen-
erating reference atomic configurations and forces, fingerprinting the atomic envi-
ronments, selecting training and test datasets, learning the forces and quantifying
uncertainty in predictions made.
environment in a manner that will allow the fingerprint to be mapped to atomic force
components; (3) choosing a subset of the reference dataset (the “training” set) using
clustering techniques to optimize the learning process while insuring that the training
set represents the diversity encompassed by the original reference dataset; (4) learning
from the training set, thus leading to a non-linear mapping between the training set
fingerprints and the forces, followed by testing the learned model on the remainder of
the dataset using best-statistical practices; and (5) estimation of the expected levels
of uncertainty of each force prediction, so that one may determine when the force
field is being used outside its domain of applicability. The entire workflow involved
in the creation of the AGNI force field is portrayed schematically in Figure 4.2 , and
is demonstrated step-by-step for the example of Al in the present article. The last
point, namely, uncertainty quantification, is essential to systematically improve the
force field, as atomic environments that lead to forces with unacceptable levels of
uncertainty may be included in the reference dataset to create a refined force field,
thus making the force field generation process adaptive - a component that should
be at the heart of any machine learning paradigm, as originally proposed by Turing
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[170].
4.2.1 Generating reference data
The first step in the construction of an accurate AGNI force field comprises the careful
generation of reference atomic environments and the corresponding forces. Here, we
begin with several periodical and non-periodical reference configurations (consisting
of a few atoms, c.f., Figure 4.3), such as; (i) defect free bulk, (ii) surfaces, (iii)
point defects - vacancies and adatoms, (iv) isolated clusters, (v) grain boundaries,
(vi) lattice expansion and compression, and (vii) edge type dislocations, in order
to compile a diverse set of atomic environments. For the configurations amassed,
quantum mechanically accurate forces were then computed with DFT [9, 8], using
the Vienna ab initio simulation package [98, 100]. Starting from the equilibrium
configurations (where forces on the atoms are close to zero), constant temperature
molecular dynamics (MD) simulations (at 800 K, with a timestep of 0.5 fs) were
performed [171] - providing a spectrum of force values needed to learn/understand
the underlying potential energy surface. This results in over a million reference atomic
environments and forces(components). In all the calculations, the generalized gradient
approximation functional parameterized by Perdew, Burke, and Ernzerhof to treat the
electronic exchange-correlation interaction, the projector augmented wave potentials,
and plane-wave basis functions up to a kinetic energy cutoff of 520 eV were used
[10, 99]. A 14×14×14 Γ-centered k-point mesh was used for the primitive Al unit
cell, and varied according to the unit cell.
From within the large pool of reference data, the choice of training environments
plays a critical role in the generalizability of data-driven force fields. To better un-
derstand such limits imposed by data choices we construct four datasets, labeled as
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Figure 4.3: Reference atomic configurations used to construct and test AGNI force
fields; (i) bulk, (ii) surfaces, (iii) defects (vacancies and adatoms), (iv) isolated clus-
ters, (v) grain boundaries, (vi) lattice expansion and compression, and (vii) disloca-
tion.
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A, B, C, and D, with increasing complexity and diversity of atomic environments
contained (c.f., Table 4.1). For each dataset a training and test set are compiled (the
method used to gather the two sets is discussed in a later section) - the former used
to construct the force field and the later used to validate its predictive prowess. Also
a fifth dataset, E, consisting of configurations never used during AGNI construction
are gathered, solely to further demonstrate the generalizability of AGNI force fields.
Table 4.1: Atomic environment makeup for the five datasets; A, B, C, D and E. For
each dataset we generate a training and test set (except for dataset E, where only
a test set is created) - the former used to construct the force field and the later to
validate it. The number of new environments added is given in the last column.
Dataset Atomic Envs. in Dataset Number of Envs.
A Defect free bulk fcc and bcc. 20385
B Dataset A +
(100), (110), (111), (200), and
(333) surfaces.
211255
C Dataset B +
Defects in bulk fcc with 1, 2 and
6 randomly distributed vacancies
and adatom on (100), (110) and
(111) surfaces.
1502856
D Dataset C +
Isolated clusters of 5A˚, 8A˚, 10A˚,
and 12A˚.
586679
E
Σ3 (111), Σ5 (210), Σ5 (310), Σ13 (320), and Σ13
(510) grain boundaries, varying lattice vectors by
±7 % of equilibrium, edge dislocation along (112¯)
direction.
394116
4.2.2 Fingerprinting atomic environments
Functional form
Another critical step in the proposed learning approach is to represent the chemistry
and geometry of our system numerically (hopefully, uniquely), such that a mapping
can be established between this numerical representation and the property of interest
(namely, the forces). Such a representation is referred to here as a “fingerprint” (also
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commonly referred to as the feature vector by the ML community). The atomic fin-
gerprint chosen here describes the entire ensemble of atoms that are contained within
a repeating unit cell (or a molecule), and is necessary to predict atomic properties
(e.g., forces).
The atomic fingerprint is required to satisfy certain requirements [172, 173]. In
order to adequately capture variations in energy and forces with geometry differences,
the fingerprint has to be continuous with respect to slight changes in configuration.
Moreover, transformations such as translations, rotations and permutations of atoms
of the same type that lead to equivalent systems should not alter the fingerprint.
A natural first choice for the atomic fingerprint of an elemental system could be
the radial distribution function (RDF) defined as follows for a particular atom i
Ri(r) =
∑
j 6=i
δ(r − rij) (4.1)
where δ(r) is the Dirac delta function and rij = |ri − rj|, with ri being the vectorial
position of atom i. The sum runs over all the neighboring atoms within an arbi-
trarily large cutoff distance from atom i. Clearly, the RDF, Ri(r), satisfies both the
fingerprint requirements mentioned above, and has recently been used to establish
structure-property mappings in materials [174]. The values of Ri in a radial grid can
thus be viewed as a numerical fingerprint (or feature vector) describing the coordina-
tion environment. Moreover, Ri(r) also captures the geometry in a visually appealing
manner. This is demonstrated in Figure 4.4. Panel A contains three homonuclear
diatomic molecules (labeled a, b and c) used here to illustrate our fingerprint choices,
and Panel B shows the corresponding Gaussian smoothened RDFs. Clearly, the sim-
ilarity between the bond distances of molecules a and b, and their dissimilarity with
that of molecule c is reflected by the corresponding RDFs. Nevertheless, while these
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(dis)similarities are apparent to a human, it may not be so for a machine. Typical
measures of (dis)similarity utilize the Euclidean norm of the difference between the
fingerprint vectors or the dot product between the fingerprint vectors. Clearly, such
measures will fail to capture the similarity between molecules a and b, and their
dissimilarity with respect to molecule c (as the Euclidean norms of the difference
between any pair of the three fingerprint vectors is the same constant value, and the
dot products between any pair is zero).
Extending the RDF in a particular way can circumvent the above problem. Rather
than using the RDF itself, a transformed quantity defined as the integral of the
product of Ri(r) and a Gaussian window function
Gi(η) =
∫
Ri(r) e
−( rη )
2
dr =
∑
j 6=i
e−(
rij
η )
2
(4.2)
can be used, where η is a parameter that describes the extent of the window function.
Gi(η) is essentially a “cumulative” version of Ri(r). This is visually demonstrated in
Panel C of Figure 4.4, for three η values. While Ri(r) is defined in a radial grid, Gi(η)
is defined in a η-grid. In order to account for the diminishing importance of atoms
far away from the reference atom i, we multiply the summand of Gi(η) by a cutoff
function f(rij) that smoothly vanishes for large rij values, resulting in our choice of
the atomic fingerprint (AF) function, Ai(η), given by
Ai(η) =
∑
j 6=i
e−(
rij
η )
2
f(rij). (4.3)
We note that Ai(η) is essentially the radial symmetry function proposed earlier
by Behler et al[167]. Following that previous work we define f(rij) as
75
f(rij) =

0.5
[
cos
(
pirij
Rc
)
+ 1
]
if rij ≤ Rc
0 if rij > Rc
(4.4)
where Rc is the cutoff radius, chosen here to be 8 A˚. Interestingly, the η-grid does not
have to be as fine as the radial grid. More importantly, Ai(η) does not have the issues
that Ri(r) has, with respect to capturing the (dis)similarity between actual physical
situations as defined by Euclidean norms. This can be ascertained by inspecting
Panel C of Figure 4.4.
Finally, we consider the extension of the Ai(η) definition so that it becomes ap-
plicable to represent vectorial atomic quantities such as forces. This can be simply
done by resolving each term in the summation of Ai(η) into directional components,
leading to the direction-resolved atomic fingerprints, V ui (η) as follows
V ui (η) =
∑
j 6=i
ruij
rij
e−(
rij
η )
2
f(rij). (4.5)
Here, rij is the distance between atoms i and j, while r
u
ij is a scalar projection of
this distance along a direction uˆ (c.f., Figure 4.5). Panel D of Figure 4.4 visually
demonstrates the V yi (η) function for the homonuclear diatomic molecular systems of
Panel A. η is the Gaussian function width. f(rij) = 0.5
[
cos
(
pirij
Rc
)
+ 1
]
, is a damping
function for atoms within the cutoff distance (Rc), and is zero elsewhere. The sum-
mation in Eq. 4.5 runs over all neighboring atoms within an arbitrarily large Rc (8 A˚,
in the present work). To be able to construct the force on an atom, in 3-dimensional
space, one requires any 3 non-parallel force components (uˆ). Depending on the di-
rection chosen (uˆ) the force component along this direction (F u) will vary, and the
representation chosen should conform with directional changes in the individual force
components as the local reference for the coordination changes.
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The fingerprint described in Eq. 4.5 can be deconvoluted into three sub-components
(as separated by the period symbol). The first term (Gaussian functions) describes
coordination shells around an atom i, with η describing the extent of the shell. By
using multiple such η values both nearby and distant coordination information is
contained in the fingerprint. In this work, η’s were sampled on a logarithmic grid
between [0.8A˚, 16A˚], ensuring a sufficient description of the dominant nearest neigh-
bor interactions. However, the optimal range remains to be system dependent. The
middle term (a normalized scalar projection) introduces directionality to the finger-
print by selectively resolving the coordination information along the desired direction,
uˆ. Lastly, the third term (a damping function) diminishes the influence of far away
atoms smoothly. The combination of these three features makes this particular choice
of representation suitable for mapping atomic force components. Similar such coor-
dination based fingerprints were developed in the past, however, these were tailored
for the purpose of mapping the total potential energy (a scalar quantity) for a given
configuration of atoms, unlike the vectorial force components done here [167, 172].
Fingerprint properties: Invariance and Uniqueness
To demonstrate that the fingerprinting scheme proposed in Eq. 4.5 conforms to the
basic invariance rules; translation, rotation and permutation of atoms, we refer the
reader to Fig. 4.5. Each atom’s position (xi) is defined in the R3-Euclidean space,
with atom i as the reference. A translation operation (t) on each atom shifts their
positions as x′i = xi + t. However, given that Eq. 4.5 only considers pair-wise
distances, rij = ||xi − xj|| = r′ij , it does not alter the individual atomic fingerprint
(V ui ). Now consider rotating the sphere of atoms clock-wise, in Figure 4.5, about the
z-axis by an angle θ (for the subsequent discussion, we drop the index i for the atomic
force components and fingerprint). Upon rotation, both the force components and
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Figure 4.5: A schematic demonstrating the scalar projection for an atom (i is the
reference atom) and one of its neighbor (atom 1) along a direction uˆ. To generate the
final fingerprint for atom i, a summation over the atoms within the cutoff sphere, as
indicated by the dashed line, are considered.
the corresponding fingerprints, along the Cartesian directions, change according to
(shown here for forces but equally applicable for the fingerprint),

F x
′
F y
′
F z
′
 =

cos(θ) − sin(θ) 0
sin(θ) cos(θ) 0
0 0 1


F x
F y
F z
 .
Nevertheless, the net force before (F ) and after rotation (F
′
) are identical, F =
F
′
=
√
(F x′)2 + (F y′)2 + (F z′)2. As with the force components, the atomic finger-
prints (V u, u ⊂ (x, y, z)) change individually, but the net rotated quantity V ′ =√
(V x′)2 + (V y′)2 + (V z′)2 = V is conserved, implying that the fingerprint trans-
forms in a manner similar to the forces upon rotation. Lastly, permuting neighboring
atoms only alters their indices, but given that the summand in Eq. 4.5 runs over all
neighboring atoms within the cutoff sphere, the order of summation is unimportant
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and doesn’t alter V ui .
Another important aspect of the fingerprint is that it remains unique for the di-
verse set of environments considered. The premise of AGNI, as mentioned earlier, is
that the force is governed primarily by an atom’s local neighboring environment, as
represented by its fingerprint. Numerically this implies that no two identical finger-
prints should map to dissimilar forces. To identify the number of η values required to
represent an atom, under which this hypothesis becomes true, we ask the question -
given an atom and its neighbors, can a different arrangement of the neighbors result
in the same atomic fingerprint? Consider two atomic arrangements, A and B with
M and N atoms, respectively, with A being the reference. For a given η value, by
freezing N−1 atom positions in B, the location of the free atom can varied such that
fingerprint is non-unique. However, by using multiple η values, the probability of
finding two high-dimensional identical fingerprints diminishes. In the limit that num-
ber of η values tends to ∞ we can ensure uniqueness. Nevertheless, for all practical
purposes one can make do with a much smaller subset, as shall be seen shortly.
Using Eq. 4.5, we now compute a fingerprint along the Cartesian directions for
each atomic environment within the database, as the DFT computed force compo-
nents are along these directions. However, one is not restricted to these 3 directions
only. By creating a spherical mesh around an atom, several arbitrary directions
can be defined for which we reconstruct the atomic force and recompute the finger-
print. Adding these quantities to the pre-existing reference database expands upon
the wealth of atomic environments, with no additional ab initio calculations. Though
such an undertaking further ensures diversity in the reference database, it also builds
in extensive redundancies. To train a force field on all the millions of atomic envi-
ronments is impractical, computationally very demanding, and might lead to mis-
behaved models, therefore, further down-sampling from within this big pool of data
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is an essential step in the construction process.
4.2.3 Clustering reference data
Visualizing the data
In order to select a few representative atomic environments for training, from within
the millions, we first need to identify the redundancies that exist. Comparing amongst
the fingerprints is an obvious place to start, however, given its high-dimensionality
understanding or unraveling it directly is non-trivial. In order to handle the large
quantities of data, better, we rely on dimensionality reduction techniques such as
principal component analysis (PCA) to project V ui onto a lower dimension space [155].
In PCA, the original fingerprint components are linearly combined into uncorrelated
and orthogonal pseudo variables, also known as principal components (PCs). Here,
for all the reference atomic environments, we compute an 8-dimensional fingerprint
(the rationale for which shall be discussed shortly) and transform them into PCs.
Using the two relevant PCs (as majority of the variance, > 99% is captured by them)
we then project the millions of transformed fingerprints onto this two-dimensional
manifold known as a scores plot (c.f., Figure 4.6). Immediately, we observe cluster-
ing of different environment types; for clarity we labeled the atomic environments
corresponding to a few cases, e.g. adatoms, surfaces, vacancies, etc., in Figure 4.6.
Further, by color coding atoms according to the dataset they were sampled from,
i.e. A, B, C, D or E, we observe the qualitative extent of their diversity. Dataset D
(c.f., Figure 4.6) contains the most diverse set of atomic environments as it populates
majority of the space, suggesting that isolated cluster configurations is a good start-
ing point to sample reference data for AGNI construction. Interestingly, the atomic
environments corresponding to dataset E also lie within the domain of dataset D.
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Figure 4.6: (a) Fraction of variance captured by the principal components (PCs)
after a PCA projection of the atomic fingerprints. More than 99% of the variance is
captured by the first two PCs. (b) A projection of the atomic fingerprints in dataset
A, B, C and D, on the first two principal components. An 8-component fingerprint
was used to represent each atom.
This suggests that a force field trained on dataset D should accurately predict the
forces for environments in dataset E.
Selecting training and test data
The visualization tools described, thus far, provides a human-appealing method to
identifying redundancies. To establish an expedited and efficient force field construc-
tion, we require automated sampling of the PCA transformed data to identify a
smaller representative training dataset. An obvious first choice is to select data ran-
domly. Unfortunately, this biases sampling according to the underlying probability
distribution of the dataset and fails to sample sparsely populated regions. To avoid
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Figure 4.7: Sampling data on the PCA trasnformed data by three methods; randomly,
k-means, and grid. The dark red points represent the chosen training data points,
while the light red points indicate all the reference data.
such irregularities one could use k-means clustering methods to sparsify and identify a
diverse set of atomic environments, as has been done in constructing machine learning
force fields to predict total energies [175]. However, given the non-isotropic nature
of our dataset k-means performs poorly. In this work, we adopt a simple grid-based
sampling on the PCA space. Here, by splitting the clustered PCA data into uniform
sub-grids, the bounds of which are determined by the minimum and maximum of the
relevant PCs, data is then randomly sampled from within each sub-grid. By using
a fine grid one can ensure uniform sampling from all regions of the PC space. In
the limit the grid size becomes very large, this approach is equivalent to a random
sampling approach. A pictorial comparison of the sampling methods is illustrated in
Figure 4.7. Using such clustering methods to eliminate redundancies within the ref-
erence dataset, is necessary for tractable force field training as well as prediction, as
the cost scales as O(n3) and O(n), respectively (where n is the training dataset size).
Lastly, the test sets, to validate the force field, are generated from the non-sampled
training data.
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4.2.4 Learning algorithm
The next vital ingredient required in putting together a predictive framework is the
learning algorithm itself. Deep learning neural networks[52] and non-linear regres-
sion processes[53] have been the methods of choice for developing models to describe
atomic interactions. Their capability to model highly non-linear relations, as is in
the case of mapping an atom’s environment to the force it experiences, makes them
a suitable choice here. Here, we choose kernel ridge regression (KRR) as the ma-
chine learning workhorse [176, 166]. KRR works on the principle of (dis)similarity,
wherein, by comparing an atom’s fingerprint (V ui (η)) with a set of reference cases, an
interpolative prediction of the uth component of the force (F ui ) can be made, and is
given by
F ui =
Nt∑
t
αt · exp
[
−
(
dui,t
)2
2l2
]
. (4.6)
Here, t labels each reference atomic environment, and V ut (η) is its corresponding
fingerprint. Nt is the total number of reference environments considered. d
u
i,t =
||V ui (η) − V ut (η)||, is the Euclidean distance between the two atomic fingerprints,
though other distance metrics can be used. The weight coefficients αts and the length
scale parameter l are determined during the training phase, whence the objective
function
∑
t
(F ut − F u,?t )2 + λ
(
αTtKαt
)
is minimized. F u,?t is the QM force value,
K is the Gaussian kernel matrix of the cases within the training dataset, and λ
is a regularization parameter that should be carefully chosen to avoid overfitting
[49, 50, 31]. The parameters l and λ are determined by k-fold cross-validation (in
this work k=5) on the training dataset. In this method, the training dataset is split
into k bins. Each bin acts as a new test dataset, whilst the remaining k-1 bins are
combined into a new training dataset. The process is repeated for every bin in the
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k bins, and for every l and λ on a pre-selected logarithmically scaled fine grid. The
optimal l and λ parameters (i.e., ones that lead to the lowest k-fold cross validation
error) are then used in the final model development stage to determine the αt values
for the entire training dataset, computed here as αt = (K + λI)
−1 F u,?t .
Finally, in order to evaluate the performance of a developed force field, three
error metrics; mean absolute error (MAE), maximum absolute error (MAX), and the
standard deviation (in particular 2σ), were used. Relying on multiple metrics reduces
any bias, unknowingly, introduced during model selection as shall be discussed shortly.
4.2.5 Uncertainty quantification
The final component, to a successful predictive model, is to be able to quantify
uncertainty in the predictions made. For instance, given a force field can we estimate
the prediction error on the atomic forces for a new observation? Finding solutions
to such questions, will help enable one to understand the domain of applicability of
their respective models. As with any statistical model, the true value of the force
(F ?) for a given atom can be expressed as the predicted value (F ) with some error
(ε), given as
F ? = F + ε. (4.7)
If ε can be statistically estimated we then have a pathway to provide confidence
bounds on the predicted atomic force.
In the KRR framework, for every new observation the distance, dt (for brevity
we only label the reference environment and dropped the observation and direction
label, i and u, respectively), between its fingerprint and the reference training fin-
gerprints is computed (resulting in a total of Nt distances). The final prediction is
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then a weighted sum of the list of distances, making these distances an important
metric on predictive accuracy. Amongst the list of distances, the minimum distance,
dmin = min {d1, d2, ....., dNt}, in particular provides a measure of closeness of the new
observation to the training cases, and can be thought of as a descriptor in estimating
ε. To capture the correlation between dmin and ε, for every observation in the test
dataset we compute dmin and ε (= F
? − F ). By binning the range of dmins observed
into uniform and smaller sub-groups, a standard normal distribution function is fit
to the observed ε. For each sub-group, collecting standard deviation (s) statistics of
the normal distribution, ultimately, provides an estimate of ε as a function of dmin
(with a confidence level of 68.2%, though higher confidence levels can be equally
implemented).
4.2.6 Constructing the force field
At this stage we have laid out all the pieces required to construct AGNI force fields,
as illustrated by the flowchart in Figure 4.2. Subsequently, we demonstrate the con-
struction and validation of one such force field that is accurate and generalizable.
Convergence tests
The first step to attaining an optimal force field is to ensure convergence with respect
two parameters: (i) the number of η values (or Gaussian window functions) used for
the atomic fingerprint, and (ii) the training dataset size. As mentioned earlier the
number of η values governs the resolution with which an atom’s local environment is
described, while, the size (and choice, as shall be elaborated in the next section) of
training data governs AGNI’s interpolative predictive capability. In order to identify
this optimal parameter set, we systematically increase the fingerprint resolution from
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2 to 16 η values and the training dataset size from 100 to 2000 atomic environments,
while monitoring test set error (as measured by MAE). To remind the reader, η values
were sampled on a logarithmic grid between [0.8A˚, 16A˚], while training data environ-
ments were sampled using the PCA projection followed by a grid-based sampling.
For the four training datasets (A, B, C and D), and for all combinations of the
parameters, an AGNI force field was constructed and validated on the respective test
datasets. The force fields are denoted as M ji , where i and j label the training and
test environments used, respectively (the superscript is omitted when referring to the
training environments only). In Figure 4.8 we illustrate heat maps of the test set
error for all dataset and parameter combinations. Two key findings stand out: (i)
by increasing the fingerprint resolution the error drops and quickly converges below
≈ 0.05 eV/A˚ (expected chemical accuracy), and (ii) increasing the training dataset
size reduces error only beyond a reasonable fingerprint resolution. For example, in
MAC increasing the training dataset size for a fingerprint with 2 or 4 η values has no
effect on the predictive capability. Such a manifestation implies that 8 or more η
values are required to “uniquely” discern amongst the atomic environments, in order
for the learning algorithm to work. Nevertheless, this relation only holds for force
fields used in an interpolative manner, as seen in the failure of MBA , M
C
A , M
D
A or
MEA . Here, the diversity in the training data chosen plays a more prominent role in
governing performance, as shall be elaborated in the next section. Overall, we find
that a fingerprint of 8 η values and a training size of 1000 atomic environments is
sufficient, beyond which the models exhibit diminishing returns, i.e. increased model
training costs with no significant drop in model error, and are the parameters chosen
for all subsequent discussions.
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Figure 4.8: Heat maps illustrating model error (mean absolute error) as a function of
fingerprint resolution and training dataset size. The fingerprint was varied from 2 to
16 η values, while the training dataset size was varied from 100 to 2000 environments.
We report the error for models trained on each of the four datasets, and consecutively
tested on all the test datasets. For example the top row corresponds to models trained
on dataset A, while each column corresponds to a test datasets of the five cases. The
errors quickly converge for a fingerprint with 8 η values and a training size of 1000
diverse environments.
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Figure 4.9: (a) Mean absolute error, (b) maximum absolute error, and (c) 2 * standard
deviation error metric, for models trained on A, B, C and D and tested on dataset
A, B, C, D and E. Here we use an 8-component fingerprint and a training set size of
1000 environments obtained with the PCA grid-based sampling.
Training data choice
The choice of atomic environments used for training is a crucial factor, as briefly
alluded to in the previous section. Given that the learning algorithm is interpolative
by nature, a force field trained say only on bulk type environments (MA) cannot
predict the forces corresponding to other environments types, e.g. datasets with
surfaces and other features - MBA , M
C
A , M
D
A or M
E
A . By increasing the diversity in
training environments, MB, MC and MD, we make the force fields more generalizable
once the optimal parameters are chosen, as given by their low test error in Figure 4.8.
Surprisingly, it appears as though predictions made with MB are equally as good as
MC or MD. However, this is purely a manifestation of using the MAE as the error
metric. Along with the MAE, we report test set errors computed with two other
metrics - MAX and 2σ, as illustrated in Figure 4.9 (shown only for the optimal 8-
component fingerprint and 1000 training atomic environments). For MB, with MAX
as the metric, the prediction error is high outside its domain of applicability (test set
C, D or E), and a similar behavior is observed for MC . It should be recognized that
MAX reports the worst prediction made, while MAE reports a mean error skewed by
test set size. By combining the two metrics with the actual variance in the errors,
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Figure 4.10: (a) A projection of the atomic fingerprints in validation configurations
compared to the training data used in AGNI model, MD. (b-d) Parity plots comparing
the error in force prediction with the AGNI model, MD, and the EAM interatomic
potential with respect to DFT for the validation configurations, grain boundaries,
lattice expansion/compression and dislocation, respectively.
as measured by the 2σ metric, we can ensure that the error is indeed under control.
We observe that in MD, by sampling atomic environments from a very diverse set of
configurations all the error metrics are low, and the force field is highly generalizable,
and is the force field used in subsequent discussions.
4.2.7 Validating the force field
To further validate that the developed force field, MD, is indeed generalizable, we test
its predictive limits for atomic environments in dataset E. Clearly, the configurations
contained; grain boundaries, lattice expansion and compression, and dislocations,
were never “observed” during the training phase. Being able to accurately predict
the forces will further demonstrate the fidelity in using local-neighborhood based
AGNI force fields.
The PCA scores plot, shown in Figure 4.6, provided a glimpse of what one could
expect. Given that the transformed atomic fingerprints for dataset E lies within
the domain of environments from dataset D, it qualitatively confirms that predic-
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tions made by MD are interpolative and thus should be accurate. However, a more
stringent test is to predict forces on all the atoms in dataset E and compare them
to those obtained by DFT methods. As is done and shown in Figure 4.10. Each
AGNI prediction costs ≈ 0.1ms/atom/core, while DFT costs ≈ 1ks/atom/core. For
all three cases, the AGNI predicted forces are in excellent agreement with DFT. This
demonstrates, for the first time, the intended goal of AGNI force fields, i.e. to retain
quantum mechanical accuracy, be computationally inexpensive, and remain general-
izable. The last feature in particular, generalizability, is often lacking with traditional
semi-empirical methods. For comparison, we recompute the forces for the atoms in
dataset E using traditional semi-empirical potentials. Here, we particularly use an
Al EAM potential[177], as it accurately captures interactions in close-packed metallic
type systems. As with AGNI force field, EAM methods equally predict forces accu-
rately for grain boundaries and lattice expansion/compression but fails for dislocation
type of environments. This once again raises an important question in the realm of
force field based simulations - can one a priori judge the error in the forces predicted?
In the next section we provide one such attempt at estimating uncertainties in the
force predictions made with AGNI.
4.2.8 Quantifying uncertainty with force field
Quantifying uncertainties is a challenging task that can at best be done probabilisti-
cally. Here, using such a framework laid out earlier, we discuss how one can generate
uncertainty estimates for force predictions. Using MD as the force field, for each test
environment (in dataset A, B, C, D and E) we compute ε of the predicted force, as
given in Eq. 4.7, and the corresponding dmin, i.e. minimum distance within the train-
ing dataset. The results are summarized in the scatter plot of Figure 4.11. Clearly,
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as dmin increases, the variance within ε rises for a particular choice of dmin. Upon
binning the data into smaller sub-groups as indicated by the dashed lines, a standard
normal distribution function is fit. The histogram insets in Figure 4.11 demonstrate
this for three such bins. dmin < 10
−3 were ignored as the data was too sparse for
statistical interpretation. While, a cutoff dmin > 10
−1 was imposed, beyond which
the variance in the force predictions is too high. These regions are indicated by the
gray-filled rectangles in Figure 4.11. Access to the standard deviation (s) for each
bin, allows us to provide a confidence estimate for the predictions made as a function
of dmin. Upon plotting dmin and s for all the bins (red circle markers), as shown in
Figure 4.12, we observe a trend, wherein, as dmin increases the uncertainty in the
predicted force increases. At low dmin, a polynomial behavior with s is observed
(s = 49.1d2min − 0.9dmin + 0.05, as shown by the dashed blue line in Figure 4.12).
The proposed polynomial relation serves as a rudimentary estimate to the upper
bound of prediction error. The relation in Figure 4.12 is symbolic of a typical inter-
polative model, whereby, if training data exists in the vicinity of a new observation
confident predictions can be made. It is for these reasons; we employ diversification
and filtering techniques to ensure that the model spans a diverse environment space
uniformly in order to make reasonably accurate predictions. By quantifying uncer-
tainty, it allows one to identify those atomic environments likely to result in high
prediction errors. By flagging and accumulating such environments one can system-
atically retrain the force fields, resulting in an adaptive refinement of accuracy and
generalizability over time.
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Figure 4.11: Top panel: a scatter plot of the minimum distance (dmin) vs. the
predicted force error (ε). The range of dmin is further sub-divided into small groups for
statistical analysis. The gray regions were not considered for any statistical purposes,
due to the lack of sufficient data (left) and high errors (right). Bottom panel: a
standard normal distribution fit for each sub-group (though only shown for three
such bins), used to estimate the variance in model errors.
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Figure 4.12: The uncertainty model, created for force field MD, whereby dmin is used
as a descriptor to measure the expected variance in the prediction made. The markers
show the actual behavior, while the blue dashed line indicates a polynomial fit to the
uncertainty.
4.3 Accelerating materials simulations
For many atomistic simulations, e.g. molecular dynamics, geometry optimization,
identifying reaction barriers, materials properties, etc., determining the force on an
atom is key. The AGNI framework prescribed in the previous section now provides us
with a pathway to directly and quickly compute forces, at DFT accuracy. Here, using
the above prescribed framework, a simple (not as elaborate in the previous section)
AGNI force field for Al was developed using a smaller plethora of reference atomic
environments accumulated from density functional theory (DFT) data. The subset
of reference cases considered were sampled from defect-free bulk in the face centered
cubic (fcc) phase, bulk fcc phase with vacancy, clean (111) surface, and the (111) sur-
face with adatom, resulting in over 100,000 atomic environments [56]. Interestingly,
a random sampling of of just 1000 atomic environments drawn from the accumulated
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Figure 4.13: Comparison of the forces predicted using the ML force field with reference
DFT results, for the training (light blue) and the validation dataset (dark blue) used.
environments proved sufficient to construct an accurate interpolative force prediction
model. Figure 4.13 compares the predicted forces with the DFT forces (including the
error distribution in the inset) for all accumulated configurations, i.e., those used in
the training phase and the remaining configurations whose results were used for vali-
dation. The mean absolute error (MAE) of the force field was 0.03 eV/A˚, of the order
of the expected chemical and numerical accuracy of the reference DFT calculations.
Furthermore, this procedure to predict atomic forces is also extremely expedient; it
scales linearly with system size, and can be well over 8 orders of magnitude faster
than a typical DFT calculation. Each force evaluation required less than 1 ms/atom
in a single-core computer, comparable to typical molecular mechanics methods.
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4.3.1 Molecular dynamics
As a first step towards validating this new approach, we consider non-zero temper-
ature dynamical situations. For the force prescription to correctly capture dynamic
processes with high-fidelity, ergodicity has to be preserved. In other words, the av-
erage behavior and time scales of elementary steps or processes should be correctly
represented during a MD simulation using the force field. As a first example, we
consider the self-diffusion of an Al adatom on an Al(111) surface, using a 6 A˚ × 6 A˚
surface unit cell containing a 4-layer thick Al slab. MD simulations were performed
at 6 temperatures in the 50-300 K range for times up to 1 ns, with a timestep of 0.5
fs. By observing the dynamics of the vacancy, the average rate constant (k) for the
migration process at each temperature was determined. k is given as 1/thop, where
thop is the average time taken for an adatom to migrate to a neighboring site. To en-
sure that sufficient statistics are collected, k was averaged over 50 such hop events at
each temperature. Figure 4.14(a) shows an Arrhenius plot of k versus the reciprocal
temperature, whose slope yields the activation energy (Ea) for Al vacancy migration
to be 0.03 eV. The corresponding DFT value for a similar, but static, migration pro-
cess was determined to be 0.04 eV. Barrier “softening” is expected under dynamical
conditions, relative to the results of static calculations in which entropic effects are
neglected [178, 179].
Another elementary process we considered was the diffusion of a vacancy in bulk
Al, using a unit cell containing 32 Al sites and an Al vacancy. Similar to the Al
adatom example, by monitoring the dynamics of the adatom across a temperature
range of 500-900 K, an Ea of 0.49 eV was predicted, as shown in Figure 4.14(b), whilst
a static DFT calculation yielded an Ea of 0.59 eV. Both dynamical diffusion scenar-
ios considered lead to the correct Arrhenius behavior indicating that the underlying
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Figure 4.14: Arrhenius plots for (a) adatom diffusion on the Al (111) surface and (b)
vacancy migration in bulk Al. For each temperature, the MD simulation time was
extended so as to allow at least 50 hopping events (thus allowing estimation of an
average hop rate, and the indicated error bar). A linear fit (solid red line) was used to
determine the dynamic activation energy (ML Ea), and is compared with the static
DFT activation energy (DFT Ea).
physics is properly captured in the ML force field based MD simulations. Also, the
second example is a demonstration of the generalizability of such AGNI force fields
to situations beyond surface chemistry.
4.3.2 Geometry optimization
Another immediate (and straight-forward) application of this fast high-fidelity ca-
pability to predict atomic forces is geometry optimization, including the prediction
of potential energy minima and saddle points. Simulations involving hundreds of
thousands of atoms (i.e., cases that are beyond the reaches of present day DFT com-
putations) can be handled, provided the chemical environments encountered during
the course of such optimizations are included in the force field. In order to under-
stand the limits of the constructed ML force field for Al within the context of such
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Figure 4.15: Geometry optimization for (a) a 111 surface, (b) an isolated nano-
cluster, and (c) a bulk face-centered structures of Al. The top panel shows the intial
perturbed state, while the later optimized structures are shown in the bottom. Atoms
were perturbed randomly by a maximum of 0.3A˚.
simulations, a few tests were performed. Starting from randomly perturbed atoms
in several configurational arrangements; surface, clusters, bulk, the ML force field
was used to optimize this perturbed structure. The correct equilibrium geometry was
recovered, as ascertained by a separate DFT calculation starting with the same per-
turbed system (c.f., Figure 4.15). Although we restrict ourselves to modest sizes in
this discussion (as we are constrained by the inability of DFT to provide validation for
truly large unit cells), this example demonstrates that the force field is transferable
to much larger systems, thus going significantly beyond previous efforts [56, 169].
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4.3.3 Computing energy via force integration
The force field is aimed at predicting atomic forces. Nevertheless, in some situations
access to the potential energy is a useful capability to possess. Firstly, it allows
for a direct comparison with conventional semi-empirical approaches, all of which
are energy based, but more importantly, it provides a pathway to validate individual
elementary processes that often make up surface chemistry phenomena. The potential
energy can be represented as a Taylor approximation,
E = Eo +
dE
dr
(r − ro) + 1
2!
d2E
dr2
(r − ro)2 + ...... (4.8)
Here, E is the potential energy, and r is the atomic coordinate in 1-dimension. The
first derivative of the energy with respect to the atomic position is equal to negative
of the force, as mentioned earlier. Thereby one can directly use the forces on atoms
to recover the E. Nevertheless, to carry out this closed integration accurately, a
pathway that connects the different phase space must exist (commonly known as the
reaction coordinate). Therefore, by simply choosing any two arbitrary points in the
phase space, one cannot predict the energy. Also, as with the time integrators in MD,
the discretization of this reaction coordinate governs the accuracy by which we can
predict the energy.
For instance, Figure 4.16 portrays pathway and the DFT energy profile for the
rotation of an Al dimer on an Al(111) surface, as shown by the red atoms. Upon using
Eq. 4.8 to integrate the forces predicted by the AGNI force field, we observe that
the corresponding energy is in close agreement with the reference DFT method. This
indicates that energies corresponding to critical parts of a trajectory may indeed be
obtained from the forces through integration. More importantly, this demonstration
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Figure 4.16: (a) A pictorial representation of dimer rotation on an Al(111) surface.
The picture shows a top view of the (111) surface. The grey atoms correspond to
surface Al, while the red atoms are adatoms. The shaded red atom indicates the final
location of the dimer after rotation. (b) The potential energy computed via DFT
(blue line) and the potential energy recomputed via integrating the forces predicted
by an AGNI model, using Eq. 4.8
places the force prediction scheme in a formally solid framework as the predicted ML
forces are shown to be consistent with the underlying potential energy.
4.3.4 Thermal properties
Lastly, we further expand upon the toolkit and evaluate the prospect of how well
thermal behavior of materials can be simulated using the force-based framework. In
particular, we focus on the vibrational (or phonon) density of states (DOS), which
has to be properly captured to allow for accurate calculations of thermodynamic
quantities, thermal expansion, thermal conductivity, etc. Figure 4.17(a) shows the
phonon band structure as determined using the ML force field and using DFT, and in
both cases, the finite displacement method was used [180]. Figure 4.17(b) shows the
corresponding DOS, as well as the DOS computed using the Fourier transform of the
velocity autocorrelation obtained from a MD simulation [181]. This latter approach
implicitly includes anharmonicity to all orders (the first method, in contrast, includes
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Figure 4.17: (a) Phonon band structure, (b) phonon density of states (DOS), and (c)
Helmholtz free energy and constant volume heat capacity computed using the ML
force field (solid lines) and DFT (dashed lines). The phonon band structure and DOS
were computed using the finite atomic displacement method. Also included in (b) are
the DOS results obtained from the Fourier transform of the velocity autocorrelation
function (solid cyan hatched fill).
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just the harmonic part). The MD simulation involved a 864 atom unit cell, and a
simulation time of 5 ps at 700 K. Excellent agreement of the ML force field result with
the reference DFT calculations can be seen. The deviations of the DOS computed
using MD simulations relative to that obtained using the finite displacement scheme
(especially at high frequencies) may be attributed to non-zero anharmonic effects. The
DOS can be utilized to determine thermodynamic properties such as the Helmholtz
free energy and the constant volume heat capacity. These properties, as a function
of temperature, are compared with the corresponding DFT results in Figure 4.17(c).
The ML force field and DFT results are nearly indistinguishable, indicating that even
under the stringent test of small atomic perturbations encountered in these situations
(as opposed to the larger length scale vacancy or adatom hops discussed earlier), the
fidelity of the force prediction is preserved.
4.4 Island ripening on an Al(111) surface
As the fabrication of materials continually progresses towards the atomic-scale, an
interest in layer by layer growth methods (such as molecular-beam epitaxy or atomic
layer deposition) has risen. The high degree of control offered, allows for sub-
nanometer scale precision in the morphological structure of the materials grown. Such
precision has allowed tuning the chemical, electronic or mechanical properties of ma-
terials for use in micro-electronics, catalysis, and biomedical applications [1, 4, 165].
Consequently, the need to better characterize and understand such growth processes
has risen. Towards this cause, in silico models have been instrumental in helping
unravel the complex atomistic growth phenomena. Methods such as first-principles
(ab initio) based density functional theory (DFT), with harmonic transition state
theory, have commonly been used to map out all the constitutive elementary reaction
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pathway energetics. By doing so, coarser stochastic approaches (e.g. kinetic Monte
Carlo) could then be used to spatially and temporally evolve the state of a system
well beyond the confines of a truly first-principles study. Nevertheless, building an
a priori complete catalog of reaction pathways is often challenging and non-trivial
for low symmetry systems. An alternative, and more natural, formalism is to use
molecular dynamics (MD) simulations, whereby the temporal state of an atomistic
system is evolved by solving Newton’s equations of motion.
Here, by using AGNI force fields a demonstration of long time scale phenomenon
is explored. In particular, we study the ripening of adatoms, a common feature that
occurs during course of growth process, for the case of Al(111) surface. This goes
well beyond exploring the dynamical behavior of a single adatom, as discussed in the
previous section. The (111) surface was chosen in particular as the barriers for the
elementary processes allow for the ripening phenomena to be explored by time scales
achievable with conventional MD simulations. To do so, we start by briefly reviewing
the construction of AGNI force fields. We then validate the force field by computing
elementary reaction barriers often encountered on the surfaces. Using this force field,
we then perform long time scale dynamic simulations exploring the ripening process,
as it happens, as a function of time, temperature and adatom coverage.
The AGNI force field, was once again constructed using the procedure laid out
earlier in the chapter. A plethora of reference atomic environments and their corre-
sponding forces were generated from ab initio based MD runs, using the Vienna ab
initio simulation package, at 700 K. To ensure a diverse set of reference cases, Al in
different geometrical arrangements was considered(but each one with just a few tens
of atoms per repeating unit cell), including environments from defect-free bulk in the
face centered cubic (fcc) phase, clean surfaces, bulk and surfaces with defects such
as vacancies and adatoms, and isolated clusters, resulting in over a million atomic
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Figure 4.18: Elementary reaction pathways of monomers, dimers, trimers, and island
features on the Al(111) surface that leads to ripening phenomena. Grey and red
colored atoms correspond to the surface atoms and adatoms, respectively.
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environments. Using a non-linear kernel ridge regression learning framework, to es-
tablish a mapping between the fingerprint and force, along with standard machine
learning practices, we construct an AGNI force field with mean absolute prediction
errors (MAE) ≈ 0.05 eV/A˚. Of the order of the expected chemical and numerical
accuracy of the reference DFT calculations.
4.4.1 Validating elementary processes
A first step to the realization of this ripening process is to ensure that the elemen-
tary reactions occurring on the surface, such as translation, rotation and diffusion of
adspecies; monomer, dimer, trimer and beyond, as well as processes corresponding to
re-arrangement of islands, such as corner breaking, kink breaking, terrace diffusion,
edge evaporation etc., as illustrated in Figure 4.18, are correctly described. Here, we
compute the reaction barriers for all pathways, (a)-(i), shown in Figure 4.18 using
AGNI force fields (EAGNIa ). The barriers are reported in Table 4.2. Given that AGNI
force fields provide access to the forces only, energies are computed via thermodynamic
integration of the forces. For comparison we report the corresponding DFT computed
reaction barriers (EDFTa ), using the climbing-image nudge elastic band method, and
those reported in literature [182, 183]. On average the errors are within 5% of the
DFT computed values. The correct energetics ensures true ergodic sampling of the
different states with time.
Having demonstrated an accurate description of the elementary processes with the
AGNI force field, we can be confident on exploring the long time ripening behavior
of adatoms on the Al(111) surface. To do so, an asymmetric 35 × 30 A˚2 surface with
6 layers in the z-direction is constructed. Adatoms are randomly distributed on the
surface, and their concentration is defined by a coverage (θ), given as the ratio of
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adatoms on the surface to the maximum acceptable number (in a single layer). The
dynamic simulations were performed in the canonical ensemble, with a timestep of
0.5 fs, using the popular LAMMPS MD code.
Table 4.2: Activation barrier for reaction pathways plotted in Figure 4.18. The
activation barriers computed by AGNI (EAGNIa ) were done so by integrating the forces,
while DFT barriers (EDFTa ) were computed using the climbing-image nudge elastic
band method. Values indicated with ? are literature reported DFT values.
Pathway EAGNIa E
DFT
a
(a) Monomer hopping 0.05 0.04
(b) Dimer rotation 0.12 0.11
(c) Dimer translation 0.13 0.07
(d) Trimer translation 0.19 0.21
(e) Trimer rotation 0.19 0.24
(f) Corner evaporation 0.71 0.60*
(g) Kink evaporation 0.67 0.65*
(h) Edge diffusion 0.48 0.45*
(i) Edge evaporation 0.91 0.80*
4.4.2 Role of time
To start with, we explore the temporal evolution of a system with θ = 0.14 at 300
K. Snapshots during the course of this dynamic simulation are illustrated in Figure
4.19, up to a few nanoseconds. The randomly distributed adatoms quickly (in a few
picoseconds) nucleate into small islands with a critical size of ≈ 4-5 atoms, and once
formed remain intact consistent with past theoretical studies [184, 183, 185, 186].
Also, as the island size increases its mobility decreases as the diffusion process is
now primarily governed by concerted displacements, which requires multiple bonds
to be broken simultaneously. This increases the time required to observe any relevant
diffusion. Nevertheless, at 300 K the thermal energy is sufficient to overcome these
barriers and the individual clusters ripen to form an island after 2 ns.
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Figure 4.19: Snapshots of the time-evolution of adatoms on Al(111) surface using
constant temperature (300 K) molecular dynamics simulation. Adatoms were ran-
domly distributed on the surface as shown at t = 0 ps, θ = 0.14. The images shown
are a 2 × 2 repeat of the unit cell. Grey and red colored atoms correspond to the
surface atoms and adatoms, respectively.
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Figure 4.20: Island ripening as a function of temperature. Shown here is simulation
at the end of 2.5 ns for 100 K, 200 K, 300 K. Clearly, as the temperature more
compact islands start to form. θ = 0.14. The images shown are a 2 × 2 repeat of the
unit cell. Grey and red colored atoms correspond to the surface atoms and adatoms,
respectively.
4.4.3 Role of temperature
Temperature plays a very critical role in governing the morphological shape and
density of the islands (number of islands per unit area) formed. Here, to explore this
morphological evolution we simulate the ripening behavior between 100 K - 300 K, as
shown in Figure 4.20. At low temperatures (≈ 100 K) several small islands nucleate,
as a result of adatom or dimer diffusion, but remain immobile once a critical size is
reached. At slightly elevated temperatures (≈ 200 K) the onset of ripening, whereby
multiple small islands coalesce (increasing the mean island size) begins to occur, but
with no significant rearrangement in the shape of the larger islands formed. This
is because the elementary processes that lead to island compactness; kink breaking,
corner diffusion, etc., are only activated at higher temperatures. For the Al(111)
surface this happens at temperatures > 250 K, as seen by the simulations conducted
at 300 K. A visual comparison between experimental STM topographic images or
past kinetic Monte Carlo simulations and snapshots in Figure 4.20 reveal similar
morphological shapes as one progresses along the temperature scale [187, 188, 189,
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Figure 4.21: Mean island density and size as a function of temperature. Two growth
regimes are observed, one at the low temperature and at the high temperature, with
a transition point of ≈ 200 K.
182].
Given that the mobility small island nuclei is strictly governed by the underlying
temperature, it is well known that two growth regimes dominate, with a transition
temperature (Tt) at 200 K. For temperatures below Tt, islands grow by diffusion of
monomers and dimers, while at temperatures above Tt clusters of larger sizes begin
to be mobile. Therefore, by plotting the mean island density and size as a function of
inverse temperature (c.f., in Figure 4.21), a clear distinction between the two growth
regimes is observed. The slope was compute an estimated activation barrier of 2e-3
and 1e-2, while ultra-high vacuum sputtering studies, by Busse et al., reveals values
of 6e-3 and 4e-2, i.e., of the same order of magnitude [187].
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Figure 4.22: Island ripening for 3 different coverages; 0.14, 0.31, and 0.45. Top panel
shows the starting configuration, where adatoms are randomly distributed.Bottom
panel shows the island formation at the end of 7ns at a temperature of 300K. The
images shown are a 2 × 2 repeat of the unit cell. Grey and red colored atoms
correspond to the surface atoms and adatoms, respectively.
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4.4.4 Role of surface coverage
Lastly, we study the role of surface coverage on the impact of island formation. At
low coverages clusters of islands form, but as the coverage increases, the compact
growth transitions more into a fractal type. Irrespective of these features, for a range
of coverages θ = [0.14, 0.31, 0.45] at 300 K, islands still form. It should be noted that
given the limited time scales achievable by conventional MD simulations, the islands
do not necessarily form the minimum energy configurations. This would require
using accelerated MD methods or even the stochastic kinetic Monte Carlo approach
[165, 28, 22, 188, 189]. Here the simulations explore the beginnings of the ripening
processes, where surface reaction process due to diffusion are prevalent. However,
the goal is to demonstrate that AGNI force fields can indeed be used to explore
phenomena beyond the ab initio scales.
4.5 O on an Al(111) surface
A natural question that arises at this point is how this force field paradigm may be
extended to include multiple elements. The atomic fingerprint (Vi(η)), described by
Eq. 4.5, can be directly applied to non-elemental systems as well. Here, one would
follow a similar approach whereby descriptors for each interaction pair between the
different elements, one for each atom type, are considered. For example, given a binary
system with elementsm and n, the possible atomic neighbor pair interaction types are:
mm, mn, nm and nn. The final multi-elemental atomic fingerprint is then generated
by concatenating the independent atomic pair fingerprints, i.e., Vi(η) = [V
mm
i , V
mn
i ]
for atom m, and [V nmi , V
nn
i ] for atom n. Then, by once again using the kernel ridge
regression learning framework, along with the rigors of cross-validation, a mapping of
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Figure 4.23: (a) Force prediction for O and Al force field in eV/A˚. (b) A distribution
of the errors. The mean absolute error (MAE) in prediction is ≈ 0.07 eV/A˚.
the multi-elemental fingerprint to their corresponding atomic force is established.
Though this scheme requires further optimization, preliminary work shows sig-
nificant promise. Here, as an extension to the elemental Al system, considered thus
far, the interaction of a single O adatom on the Al(111) surface is explored. The
first step in this process is to once again develop an accurate AGNI force field that
can describe this class of system. To do so, we follow the procedure laid out in the
beginning of the chapter; reference DFT data is sampled from diverse configurations
in ,this case with O atoms on the surface, the atomic environments are fingerprinted,
and the kernel ridge regression algorithm is once again used to map the fingerprint
to the reference forces. A parity plot showing the force predictive prowess for this
multi-elemental scenario is shown in Figure 4.23. Though, the errors are ≈ 0.07 eV/A˚
there is room for improvement. Nevertheless, it suggests that such a multi-elemental
model can indeed be developed and used in a manner identical to the previous atom-
istic simulations. As a demonstration of the fidelity of the multi-elemental force field,
reaction barriers were once again computed via integration of the forces, using Eq.
4.8. In this example the migration of an O adatom across adjacent surface sites (from
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Figure 4.24: (a) A pictorial representation of O adatom migration from an fcc to
hcp site on an Al(111) surface. The picture shows a top view of the (111) surface.
The grey atoms correspond to surface Al, while the magenta atom is O. The shaded
magenta atom indicates the final location of the O adatom. (b) The potential energy
computed via DFT (blue line) and the potential energy recomputed via integrating
the forces predicted by an AGNI model, using Eq. 4.8.
fcc to hcp) is considered, as illustrated pictorially in Figure 4.24(a). Upon computing
and comparing the barrier with the DFT reference, we observe that the true value is
underestimated, owing to the marginally higher errors in force predictions.
Interestingly, we observe that developing a force field to describe bulk α-Al2O3
is relatively simpler, as demonstrated in Appendix A. The periodic nature of such
systems results in a smaller phase space, which then allows a direct extension of
current methods to develop accurate force fields. For bulk α-Al2O3 we were able to
explore geometry optimizations, compute phonon density of states, and do molecular
dynamic simulations as well. Nevertheless, extending such simulations to surfaces
still remains to be further tested. Owing to the vast increase in the configurational
space, that arises due to the non-periodic nature of the surface, a larger phase space
needs to be sampled and used while training the models. This poses a challenge for
112
the proposed kernel ridge regression learning framework. It is necessary to go beyond
the learning methods described in this work, and is one of the current shortcomings
of this approach, as shall be discussed next in Ch. 5.
4.6 Summary
A new machine learning framework to circumvent the accuracy, cost, and generaliz-
ability issues facing current atomistic models has been proposed. By directly mapping
quantum mechanical derived force components to the numerical representation of an
atom’s local environment, accurate and computationally inexpensive force fields were
developed. Here, a framework for their systematic construction and validation, with
the example of Al, is discussed. Lastly, and more importantly, methods to quantify
uncertainties in the force predictions made are proposed. This in turn allows one to
identify the domain of applicability of such force fields, paving the way for their adap-
tive refinement. Such protocols are critical in keeping up with the current demands
for atomistic based methods, given the ever increasing desire to study more complex
materials and chemistries at the atomic scale.
Using the framework laid out, a force field for Al was developed and an expose´ of
materials simulation examples; dynamical evolution of defects over long time scales
(vacancies and adatoms) to determine kinetic diffusion barriers, geometry optimiza-
tion of configurations with several 100s of atoms, computing vibrational properties of
materials to determine the phonon band spectrum and density of states, and estimat-
ing reaction barriers for dimer migration by force integration methods, were explored.
To push the capability of modeling the dynamic behavior of surface processes with
ML, a study of the ripening phenomena on an Al(111) surface was explored. Firstly,
the relevant elementary processes that characterize such phenomena were validated,
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followed by dynamical simulations as a function of time, temperature and surface
coverage of adatoms. We see that at low temperatures the islands are more fractal
like, and transitions into compact islands as temperature increases. Also, irrespec-
tive of the coverage, islands form at temperatures around 300K, agreeing well with
past experimental and theoretical studies. Clearly, such methods do indeed provide
room for optimism whereby one can now tackle atomistic simulations at much longer
time and length scales in comparison to traditional ab initio methods. Lastly, an
introduction to extending such simulations to multi-elemental systems was put forth,
whereby, the behavior of an O-adatom on an Al(111) surface was explored. However,
owing to the configurational diversity challenges pertaining to using larger amounts
of training data arose.
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Chapter 5
Summary and Future Outlook
Surface chemistry is an important topic in the chemical and material sciences. It
is a phenomenon observed across diverse scenarios, e.g. catalysis, growth of materials,
corrosion behavior, to name a few. For these reasons there is vested interest to better
understand and characterize such processes, so as to design materials or chemical
protocols in a more rational and guided fashion. A way to do this is by better
understanding the thermodynamics and kinetics that govern such processes. Thus
far, towards this cause ab initio models based on quantum mechanics have been
instrumental to help probe surface chemistry processes at the the atomic level. Their
capability to predict properties such as energy and forces, for diverse chemistries,
makes them immensely powerful. These two quantities allow for thermodynamic
comparisons, as well as to dynamically study the behavior of a system so as to reveal
its kinetics. Nevertheless, the computational burden of ab initio methods severely
restricts the extent of the generated models, even with current advances in computer
hardware. For instance, enumeration of different material choices and/or exploring
long time- and length-scale dynamical simulations are all beyond reach.
To overcome these challenges, here, methods based upon emerging machine learn-
ing techniques were used. By applying the sophisticated mathematical algorithms
on data, generated with ab initio methods, predictive models as well as those to dis-
cover and mine patterns can be developed much quicker. This minimizes the need to
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conduct future expensive ab initio calculations.
In this thesis, ML methods were used to both mine for patterns and develop
predictive models targeted at surface chemistry applications. For the first case, a
framework to systematically identify descriptors that describe surface reactivity of
cerium oxides for the dissociation of H2O were identified. This information, along
with some high-throughput screening by ab initio methods for dopants in surfaces,
allowed us to explore techniques such as principal component analysis and random
forests to come up with a catalyst design framework to quickly identify promising
dopants. Such guidelines for experimental design are critical to speed up the dis-
covery process. In the second example, a predictive model to compute the forces on
atoms was explored. Here by once again using ab initio data as reference, numerical
descriptors that capture an atoms local atomic environment were proposed, both for
elemental systems and beyond. These along with the kernel ridge regression frame-
work were used to establish a mapping between the descriptors and the force on an
atom. The framework was shown to be able to reproduce forces close to ab initio ac-
curacy. Such a method was then used to study a host of simulations, e.g. molecular
dynamics, geometry optimization, amongst several others.
Thus far, we witnessed a brief expose of the promises of machine learning in chem-
ical and material sciences. Given the fidelity of such methods as demonstrated in this
work and elsewhere, one can live with optimism that more complex phenomena such
as transport (thermal and mass) behavior, phase transformations, chemical reactions,
mechanical behavior, materials degradation and failure, etc., all lie within the frame-
work of reality-mimicking non-zero temperature simulations. Nevertheless, to make
such methods a mainstream tool for atomistic simulations a few challenges yet remain
that need to be addressed, a few of which are discussed below.
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1. Big data approach. As materials science or chemical systems become ever in-
creasingly complex, the configuration space to be explored will increase ex-
ponentially. This poses a challenge in training the models. The continued
realization of machine learning force fields in describing such problems will re-
quire adopting big data methodologies, wherein large quantities of data can be
handled.
2. Curating data. The interpolative nature of ML methods, makes it necessary to
a priori understand and sample the reference data chosen, smartly. This entails
how the reference data is being sampled. Given that DFT data is expensive
to generate, one could use sampling methods such as metadynamics or nested
sampling, to explore relevant space.
3. Adaptive models. The first step to a true machine learning model is to identify
regions where a model would possible fail. The uncertainty estimation method-
ology proposed here, is one such solution. The goal is that at some point in
time, models self-learn areas of poor performance in a systematic manner and
refine predictions automatically. Thus, hopefully eliminating the need to use
expensive quantum mechanical methods entirely.
4. More complex descriptors. Given that machine learning methods lack a precise
functional form, it is necessary that the physics be contained in the descriptors
used to represent a phenomena or process. For example, in the catalyst design
framework, the descriptors were merely atomic properties, but one could go
beyond them and come up with varying combinations of the descriptors so as
to capture more physics. Having said that, it is better to keep a model as simple
as possible.
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Though these challenges exist, a logical pathway to answering these questions is to
learn from the progressed communities, such as computer science or chem-informatics.
It is a matter of adapting such practices for the needs of surface chemistry applica-
tions, to hopefully pave the way for models that provide quick feedback on material
and chemical behavior.
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Appendices
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Chapter A
Additional models details
A.1 Determining oxidation states of surface phases
To validate the stable phases predicted by FPT calculations, we performed a Bader
analysis to determine the oxidation states of the Ce atoms under different O environ-
ments. Ce atoms in CeO2 and Ce2O3 have a formal oxidation state of +4 and +3,
respectively. However, the nominal oxidation states as recovered by the Bader anal-
ysis are expected to be different from these formal values due to incomplete charge
transfer and the inability to unambiguously partition space in order to determine the
formal atomic charge. In our calculations, bulk ceria in a nominal +4 and +3 state
exhibits a Bader oxidation state of +2.23 and +1.98, respectively. These oxidation
states are similar to the bulk values (+2.37 and +1.98) reported by Loschen et al..
Using these values as a benchmark, we compared the oxidation states of Ce atoms
in each trilayer for all the configurations to distinguish whether the Ce atom is in an
oxidized (+4) or reduced (+3) state. Figure A.1 shows the Bader charge of the Ce
atoms as we progress from the 1st trilayer down to the bulk-like internal trilayers. The
two dotted lines in Figure A.1 represent the Bader oxidation states of the Ce atoms
in bulk CeO2 and Ce2O3. The CeO
1,0.75
1.75 configuration has an oxidation state (+2.37)
similar to bulk CeO2, whereas the CeO
1,0.25
1.25 configuration has an oxidation state
(+1.98) similar to bulk Ce2O3. This indicates why the intermediate CeO
1,0.5
1.5 config-
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Figure A.1: Bader charge distribution of Ce atoms progressing from the 1st trilayer
at the surface to the internal bulk-like 3rd trilayer.
uration does not show up as a stable phase in the relative surface energy plot. For
any intermediate oxidation states, this configuration is not energetically favored. A
similar reduction in the Bader charge (∼0.1 eV) on progressing to non-stoichiometric
cases has been reported with ceria nanoparticles whereby the reduced co-ordination
affects bonding between the Ce and O ions, and also affecting the surface energy as a
result[53]. Finally, as we move into the material (i.e., the inner trilayers), the Bader
oxidation state of bulk CeO2 is recovered; and thus the energy required for forming
an O vacancy from the 2nd and 3rd trilayers is equivalent to that of an O vacancy from
bulk CeO2. This is also consistent with the conclusion drawn from the O vacancy
formation energy.
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A.2 Preliminary AGNI force fields for other ele-
ments
Preliminary machine learning force fields were developed for elements such as Si, W,
Al2O3, and HfO2.
Figure A.2: Force prediction in eV/A˚for the element Si. The reference environments
comprised of bulk, surfaces, and defects. The mean absolute error (MAE) in predic-
tion is ≈ 0.05 eV/A˚.
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Figure A.3: Force prediction in eV/A˚for the element W. The reference environ-
ments comprised of bulk, surfaces, defects, and dislocations. The mean absolute
error (MAE) in prediction is ≈ 0.05 eV/A˚.
Figure A.4: Force prediction for (a) Al and (b) O type atoms in α-Al2O3 in eV/A˚.
The inset shows a distribution of the errors. The mean absolute error (MAE) in
prediction is ≈ 0.05 eV/A˚.
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Figure A.5: Force prediction for (a) Hf and (b) O type atoms in monoclinic - HfO2 in
eV/A˚. The inset shows a distribution of the errors. The mean absolute error (MAE)
in prediction is ≈ 0.05 eV/A˚.
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