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Kurzfassung
Gegenstand dieser Dissertation ist eine umfassende Analyse der Stabilita¨t von Asteroiden-
bahnen im Edgeworth-Kuiper-Gu¨rtel am Beispiel der 3:5-, 4:7- und der 1:2-Bahnresonanz
mit Neptun. Einen weiteren Schwerpunkt der Arbeit bildet die Untersuchung der nume-
rischen Berechenbarkeit der Lyapunov-Zeit von Asteroidenbahnen.
Ausgehend von einer allgemeinen Beschreibung der bei numerischen Berechnungen auf-
tretenden Rundungs- und Diskretisierungsfehler wird deren Wachstum bei numerischen
Integrationen ermittelt. Diese, teilweise maschinenabha¨ngigen, Fehler beeinflussen die be-
rechnete Trajektorie des Asteroiden ebenso wie die daraus abgeleitete Lyapunov-Zeit.
Durch Beispielrechnungen mit unterschiedlichen Rechnerarchitekturen und Integrations-
methoden wird der Einfluss auf die erhaltenen Lyapunov-Zeiten eingehend untersucht. Als
Maß zur Beschreibung dieser Abha¨ngigkeit wird ein Berechenbarkeitsindex κ definiert.
Weiterhin wird gezeigt, dass die allgemeine Struktur des Phasenraumes robust gegenu¨ber
diesen A¨nderungen ist.
Unter Nutzung dieser Erkenntnis werden anschließend ausgewa¨hlte Bahnresonanzen
im Edgeworth-Kuiper-Gu¨rtel untersucht. Grundlegende Charakteristika, wie die Reso-
nanzbreiten, werden dabei aus einfachen Modellen abgeleitet. Eine mo¨glichst realita¨ts-
nahe Beschreibung der Stabilita¨t wird durch numerische Integration einer Vielzahl von
Testko¨rpern zusammen mit den Planeten Jupiter bis Neptun erreicht. Die erhaltenen
Ergebnisse werden dabei mit der beobachteten Verteilung der Asteroiden im Edgeworth-
Kuiper-Gu¨rtel verglichen.
Abstract
This dissertation presents a comprehensive description of the stability of asteroid orbits
in the Edgeworth-Kuiper belt taking the 3:5, 4:7 and 1:2 mean motion resonance with
Neptune as example. Further emphasis is given to the numerical computability of the
Lyapunov time of asteroids.
Starting with a general description of rounding and approximation errors in numeri-
cal computations, the growth of these errors within numerical integrations is estimated.
These, partly machine-dependent errors influence the calculated trajectory of the asteroid
as well as the derived Lyapunov time. Different hardware architectures and integration
methods were used to investigate the influence on the computed Lyapunov time. As a
measure of this dependence a computability index κ is defined. Furthermore it is shown,
that the general structure of phase space is robust against these changes.
Subsequently, several selected mean motion resonances in the Edgeworth-Kuiper belt
are investigated using these findings. Basic properties, like the resonance width, are de-
duced from simple models. To get a realistic description of the stability, a huge number
of test particles was numerically integrated together with the planets Jupiter to Neptu-
ne. The obtained results are compared to the observed distribution of asteroids in the
Edgeworth-Kuiper belt.
Inhaltsverzeichnis
1 Einfu¨hrung 1
1.1 Motivation und Ziele der Arbeit . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Aufbau der Arbeit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
2 Grundlagen 3
2.1 Der Edgeworth-Kuiper-Gu¨rtel: Stand der Forschung . . . . . . . . . . . . . 3
2.2 Resonanzen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.1 Bahnresonanzen im Edgeworth-Kuiper-Gu¨rtel . . . . . . . . . . . . 9
2.2.2 Sa¨kulare Resonanzen . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3 Integrationsmethoden . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.3.1 Extrapolationsmethoden . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3.2 Symplektische Integrationsmethoden . . . . . . . . . . . . . . . . . 17
2.3.3 Ein Vergleich der Integrationsmethoden . . . . . . . . . . . . . . . . 21
2.4 Chaosindikatoren . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.4.1 Lyapunov-Indikatoren . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.4.2 Frequenzanalyse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3 Berechenbarkeit 31
3.1 Fehler numerischer Methoden . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.1.1 Repra¨sentation von Zahlen im Computer . . . . . . . . . . . . . . . 31
3.1.2 Rundungsfehler . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.1.3 Diskretisierungsfehler . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.1.4 Optimale Schrittweiten . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.2 Die numerische Berechenbarkeit von Chaosindikatoren . . . . . . . . . . . . 39
3.2.1 Aufbau der Integrationen . . . . . . . . . . . . . . . . . . . . . . . . 40
3.2.2 Diskussion der Ergebnisse . . . . . . . . . . . . . . . . . . . . . . . 42
3.2.3 Der Berechenbarkeitsindex κ . . . . . . . . . . . . . . . . . . . . . . 48
3.3 Schattenorbits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4 Stabilita¨tsuntersuchungen ausgewa¨hlter Bahnresonanzen 57
4.1 Das planare, eingeschra¨nkte 3-Ko¨rper-Problem . . . . . . . . . . . . . . . . 57
4.2 Die Kozai-Resonanz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.3 Das komplette N -Ko¨rper-Problem . . . . . . . . . . . . . . . . . . . . . . . 66
4.3.1 Aufbau der Integrationen . . . . . . . . . . . . . . . . . . . . . . . . 66
4.3.2 Die 3:5-Bahnresonanz . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.3.3 Die 4:7-Bahnresonanz . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.3.4 Die 1:2-Bahnresonanz . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5 Zusammenfassung und Ausblick 87
5.1 Resultate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
i
Symbol- und Abku¨rzungsverzeichnis
5.2 Ausblick . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
A Ru¨ckwa¨rtige Fehleranalyse 91
B Box-Whisker-Plots 95
C Getrimmtes Mittel und Standardabweichung 97
D Berechnung eines Schattenorbits 99
Literaturverzeichnis 103
ii
Symbol- und Abku¨rzungsverzeichnis
Abku¨rzungen
AE Astronomische Einheit
EKG Edgeworth-Kuiper-Gu¨rtel
FA Frequenzanalyse
KAM Akronym fu¨r Kolmogorov, Arnold und Moser
MEGNO Mean Exponential Growth of Nearby Orbits
MPC Minor Planet Center http://cfa-www.harvard.edu/iau/mpc.html
SABAn Symplektischer Integrator Hamiltonscher Systeme der Ordnung n.
SV Sto¨rmer-Verlet
Symbole
N Menge der natu¨rlichen Zahlen
R Menge der reellen Zahlen
Z Menge der ganzen Zahlen
φh Diskrete Na¨herung einer Integrationsmethode fu¨r den Phasenfluss ϕt
ϕt Phasenfluss eines dynamischen Systems
γ maximaler Lyapunov-Exponent
γY γ, aus dem MEGNO-Indikator berechnet
γY,R γ, mittels linearer Regression aus MEGNO berechnet
σp+q:p Resonanzwinkel der Resonanz p+ q : p
h Schrittweite einer numerischen Integrationsmethode
G Gravitationskonstante = 6.672 · 10−11m3kg−1s−2
H Hamilton-Funktion
H˜ gemittelte Hamiltonsche Funktion
TL Lyapunov-Zeit
iii
Symbol- und Abku¨rzungsverzeichnis
J Jacobi-Matrix
‖x‖ L2-Norm des Vektors x
xi das i-te Element des Vektors x
iv
Abbildungsverzeichnis
2.1 Die dynamische Lebenszeit von Testpartikeln im EKG . . . . . . . . . . . . 4
2.2 Das Nice-Modell des EKG . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3 Schematische Darstellung einer Bahnresonanz . . . . . . . . . . . . . . . . 10
2.4 Der minimale Abstand zu Neptun . . . . . . . . . . . . . . . . . . . . . . . 12
2.6 Symplektizita¨t (Fla¨chenerhaltung) einer linearen Abbildung ϕt. . . . . . . 19
2.7 Vergleich der Integrationsfehler zwischen ODEX und einer SV -Methode . 22
2.8 Stabilita¨tskarte fu¨r das Arnold-Netz . . . . . . . . . . . . . . . . . . . . . . 26
2.9 Bestimmung von γ fu¨r das Arnold-Netz mit p2 = 0.2 . . . . . . . . . . . . 27
2.10 Frequenzanalyse fu¨r den EKG . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.1 Rundungsfehler der SV -Methode . . . . . . . . . . . . . . . . . . . . . . . 35
3.2 Illustration der kompensierten Summation . . . . . . . . . . . . . . . . . . 36
3.3 Rundungsfehler mit kompensierter Summation . . . . . . . . . . . . . . . . 36
3.4 Diskretisierungsfehler der SV -Methode . . . . . . . . . . . . . . . . . . . . 37
3.5 Der MEGNO-Verlauf der Asteroiden 1981EY39 und Helga . . . . . . . . . 44
3.6 MEGNO-Verlauf und minimaler Abstand des Asteroiden 1981EY39 zu Mars 45
3.7 Die große Halbachse und einige Resonanzwinkel des Asteroiden 1981EY39 46
3.8 Lyapunov-Zeiten der Umgebung der Asteroiden 1981EY39 und Helga . . . 47
3.9 Maximaler Lyapunov-Exponent in der Region von 2.155-2.20 AE . . . . . . 49
3.10 Box-Whsiker-Plot fu¨r die Asteroiden Helga und 1981EY39 . . . . . . . . . 51
3.11 Schematische Darstellung des Schattenlemmas . . . . . . . . . . . . . . . . 53
4.1 Isolinien fu¨r verschiedene Werte von N fu¨r die 3:5-Bahnresonanz . . . . . . 59
4.2 Kontourlinien der 1:2- und der 3:5-Bahnresonanz . . . . . . . . . . . . . . 60
4.3 Resonanzbreiten im EKG . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.4 Amplitude und Periode des Resonanzwinkels der 1:2- und 3:5-Bahnresonanz 62
4.5 Kozai-Resonanz innerhalb der 3:5- und der 4:7-Bahnresonanz . . . . . . . . 65
4.6 Kozai-Resonanz innerhalb der 1:2-Bahnresonanz im EKG . . . . . . . . . . 66
4.7 Positionsdifferenz in Abha¨ngigkeit von der Schrittweite h . . . . . . . . . . 68
4.8 Die 3:5-Bahnresonanz fu¨r Ko¨rper niedriger Inklination . . . . . . . . . . . 70
4.9 Stabile Bahn eines Testko¨rpers in der 3:5-Bahnresonanz . . . . . . . . . . . 72
4.10 Die 3:5-Bahnresonanz fu¨r Ko¨rper hoher Inklination . . . . . . . . . . . . . 73
4.11 Testko¨rper innerhalb der 3:5-Bahnresonanz und der Kozai-Resonanz . . . . 74
4.12 4:7-Bahnresonanz: Lyapunov-Exponent und Amplitude des Resonanzwinkels 76
4.13 Differenz der Exzentrizita¨t zur anfa¨nglichen Exzentrizita¨t e0 . . . . . . . . 78
4.14 Sa¨kulare Resonanz in der 4:7-Bahnresonanz . . . . . . . . . . . . . . . . . 79
4.15 Der zeitliche Verlauf einiger Bahnelemente von 1999 HG12 . . . . . . . . . 80
4.16 1:2-Bahnresonanz: Lyapunov-Exponent und Amplitude des Resonanzwinkels 83
4.17 Der zeitliche Verlauf einiger Bahnelemente von 1996 TR66 . . . . . . . . . 86
v
Abbildungsverzeichnis
A.1 Vergleich der exakten und numerischen Lo¨sung der modifizierten Gleichung 93
B.1 Box-Whisker-Plot der Beispieldatenreihe. . . . . . . . . . . . . . . . . . . . 95
B.2 Box-Whisker-Plot einer Normalverteilung . . . . . . . . . . . . . . . . . . . 96
vi
Tabellenverzeichnis
2.1 Position der untersuchten Bahnresonanzen im Edgeworth-Kuiper-Gu¨rtel . . 9
2.2 Das Langzeitverhalten verschiedener Integratoren im Vergleich . . . . . . . 22
3.1 Optimale Schrittweite fu¨r SV -Methoden . . . . . . . . . . . . . . . . . . . 39
3.2 Lyapunov-Zeiten einiger ausgewa¨hlter Asteroiden . . . . . . . . . . . . . . 41
3.3 Lyapunov-Zeiten in Abha¨ngigkeit von der Berechnungsmethode . . . . . . 42
3.4 Mittelwert und Standardabweichung der errechneten Lyapunov-Zeiten . . . 43
3.5 Getrimmte Mittel fu¨r Intel und SGI . . . . . . . . . . . . . . . . . . . . . . 51
3.6 Der Berechenbarkeitsindex κ der untersuchten Asteroiden . . . . . . . . . . 52
3.7 Zeitliche Obergrenzen fu¨r das Auffinden einer Schattenbahn . . . . . . . . 55
4.1 Ephemeriden der großen Planeten fu¨r den 01.01.2000 . . . . . . . . . . . . 67
4.2 Bahndaten einiger Asteroiden in der 1:2 Bahnresonanz fu¨r den 27.10.2007 84
vii
Tabellenverzeichnis
viii
1 Einfu¨hrung
1.1 Motivation und Ziele der Arbeit
Am 30. August 1992, nach 5 Jahren intensiver Suche, beobachteten Dave Jewitt und Jane
Luu von der University of Hawaii den ersten trans-neptunischen Asteroiden: 1992 QB1
(Jewitt und Luu (1993)). Seitdem sind 1309 dieser Ko¨rper (Stand: Mai 2008) in dem
nun als Edgeworth-Kuiper-Gu¨rtel (EKG) bezeichneten Gebiet unseres Sonnensystems ge-
funden worden.
Die ersten theoretischen Arbeiten zur Existenz dieses Asteroidengu¨rtels durch Edge-
worth (1949) und Kuiper (1951) datieren auf die Mitte des letzten Jahrhunderts. Be-
trachtete man dieses Gebiet anfa¨nglich lediglich als Herkunftsort kurzperiodischer Ko-
meten am Rande unseres Sonnensystems, so a¨nderte sich diese Sichtweise in den letzten
Jahren stark. Die neuesten Beobachtungen und Forschungen zeigen eine sehr komplexe dy-
namische Struktur, welche viele Hinweise auf die Entstehungsgeschichte unseres Sonnen-
systems birgt. Der Versuch, die Verteilung der Asteroiden im Edgeworth-Kuiper-Gu¨rtel
zu verstehen und im Computer zu modellieren, fu¨hrte schließlich unter anderem zu einem
neuen und verbesserten Versta¨ndnis der Migration der großen Gasplaneten Jupiter bis
Neptun und zur Erkla¨rung des großen Bombardements (engl. Late Heavy Bombardment)
des Mondes (siehe z. B. Morbidelli, Levison und Gomes (2007)).
Neben diesen Forschungen zur Entwicklungsgeschichte unseres Sonnensystems begannen
schon bald nach der Entdeckung von 1992 QB1 eingehende Untersuchungen einzelner
Resonanzgebiete. Viele dieser Arbeiten konzentrierten sich aufgrund der interessanten
Dynamik und ihres prominenten Mitgliedes Pluto auf die 2:3-Bahnresonanz mit Neptun
(z. B. Morbidelli (1997), Nesvorny´ und Roig (2000)).
Fu¨r viele andere Resonanzen, wie z. B die 3:5-Bahnresonanz fehlen solche Untersu-
chungen bislang. Die Dynamik in einigen dieser Gebiete besser zu verstehen ist deshalb
eines der Ziele dieser Arbeit. Vergleichend soll hier die Stabilita¨t in der 3:5-, 4:7- und 1:2-
Bahnresonanz mit Neptun mit numerischen Mitteln bestimmt und dargestellt werden. Mit
Hilfe einfacher Modelle sollen dabei zuna¨chst die grundlegenden Zusammenha¨nge beschrie-
ben werden. Um eine mo¨glichst realita¨tsnahe Darstellung der Dynamik zu bekommen
sollen in weiteren Berechnungen die Sto¨rwirkungen aller großen Planeten beru¨cksichtigt
werden. Die erhaltenen Ergebnisse sollen anschließend interpretiert und mit der Vertei-
lung der bereits bekannten trans-neptunischen Objekte in den entsprechenden Gebieten
verglichen werden.
In der Asteroidendynamik wird fu¨r solche Stabilita¨tsuntersuchungen unter anderem der
so genannte Lyapunov-Exponent benutzt. Trotz einer rigorosen mathematischen Defini-
tion findet man in der Literatur teilweise erhebliche Unterschiede in den numerisch be-
stimmten Werten fu¨r den selben Asteroiden. Ein weiteres Ziel dieser Arbeit ist daher eine
Untersuchung der Ursachen dieser Unterschiede. Konkret soll dabei der Einfluss der ver-
wendeten Rechnerarchitektur und der benutzten Integrationsroutine betrachtet werden.
Anhand repra¨sentativer Beispiele sollen diese Einflu¨sse belegt und, sofern mo¨glich, erkla¨rt
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werden.
1.2 Aufbau der Arbeit
Ausgehend von den genannten Zielsetzungen gliedert sich diese Arbeit in 5 Kapitel. Die
Arbeit beginnt im Anschluss an diese Einfu¨hrung in Kapitel 2 mit der Darlegung wichti-
ger theoretischer Grundlagen. Zuna¨chst erfolgt dabei ein kurzer geschichtlichen U¨berblick
u¨ber die Entwicklung unseres heutigen Versta¨ndnisses des Edgeworth-Kuiper-Gu¨rtels. Ne-
ben einer Klassifizierung der bisher bekannten Objekte wird geschildert, wie diese For-
schung schließlich unsere heutige Sicht der Entwicklung des Sonnensystems beeinflusste.
Eine Beschreibung grundlegender Mechanismen von Bahnresonanzen in der Himmelsme-
chanik schließt daran an. Diesem folgt eine Darstellung der in der Arbeit verwendeten
Integrationsmethoden, welche mit einem Vergleich der Methoden abschließt. Ein Ab-
schnitt u¨ber Chaosindikatoren beendet Kapitel 2, wobei neben dem klassischen Lyapunov-
Indikator auch der neuartige MEGNO-Indikator und die Frequenzanalyse vorgestellt wer-
den.
Kapitel 3 bildet den ersten Hauptteil dieser Arbeit. Hier erfolgt eine umfassende Un-
tersuchung zur numerischen Berechenbarkeit von Lyapunov-Zeiten von Asteroiden. Das
Kapitel beginnt mit einer Beschreibung, wie Zahlen in Computern gespeichert und ver-
arbeitet werden. Im Anschluss daran werden einige der bei numerischen Rechnungen auf-
tretenden Fehler beschrieben und deren Effekt fu¨r numerische Integrationen abgescha¨tzt.
Ausgehend von diesen Betrachtungen wird am Ende des Abschnittes eine Formel fu¨r die
optimale Schrittweite symplektischer Integratoren am Beispiel des Kepler-Problems an-
gegeben.
Mit diesen optimalen Schrittweiten erfolgen dann in Kapitel 3.2 die eigentlichen Unter-
suchungen zur Berechenbarkeit. Dabei wird fu¨r vier ausgewa¨hlte Asteroiden die Lyapunov-
Zeit unter Verwendung verschiedener Integrationsmethoden und Rechnerarchitekturen be-
rechnet. Die erhaltenen Ergebnisse und die Gru¨nde fu¨r die Unterschiede zwischen diesen
werden im Anschluss diskutiert. Um zu entscheiden, wie sensibel die Ergebnisse bei einzel-
nen Asteroiden auf eine A¨nderung der Berechnungsmethode reagieren, wird abschließend
der Berechenbarkeitsindex κ definiert, welcher als ein Maß fu¨r diese Sensibilita¨t dienen
kann.
Den zweiten Hauptteil dieser Arbeit stellt Kapitel 4 dar. Dieses beschreibt die Stabilita¨t
von Asteroidenbahnen im Edgeworth-Kuiper-Gu¨rtel am Beispiel der 3:5-, 4:7- und der 1:2-
Bahnresonanz mit Neptun. Das Kapitel beginnt mit einer Darstellung der Dynamik im
eingeschra¨nkten planaren 3-Ko¨rper-Problem. Mit Hilfe dieses einfachen Modells werden
grundlegende Charakteristika der einzelnen Resonanzen, wie Resonanzbreite, Amplitude
und Periode des Resonanzwinkels abgeleitet. Dieses Modell wird im folgenden Abschnitt
erweitert, um die Kozai-Resonanz innerhalb einer Bahnresonanz zu beschreiben.
Im zweiten Teil von Kapitel 4 werden die Ergebnisse der numerischen Integrationen
einer Vielzahl fiktiver Testko¨rper in den Bereichen der Bahnresonanzen geschildert und
interpretiert. Unter Nutzung dieser Ergebnisse findet dann eine Beurteilung der Stabilita¨t
bekannter trans-neptunischer Objekte in diesen Gebieten statt.
Die erreichten Ergebnisse werden in Kapitel 5 zusammengefasst. Um die Arbeit in sich
abzuschließen, finden sich im Anhang noch die Darstellungen einiger der verwendeten
mathematischen Methoden. Das Literaturverzeichnis bildet den Abschluss der Arbeit.
2
2 Grundlagen
2.1 Der Edgeworth-Kuiper-Gu¨rtel: Stand der Forschung
Angeregt durch seine Arbeiten zur Entstehung unseres Sonnensystems vermutete der Ire
Kenneth Edgeworth (1949) als Erster, dass dieses nicht durch die Bahn von Pluto be-
grenzt sein kann, sondern sich sehr viel weiter ausdehnen muss. Er schlussfolgerte, dass
sich daher in gro¨ßerer Sonnenentfernung noch viele unentdeckte Ko¨rper befinden mu¨ssen.
Ohne von den Arbeiten Edgeworths gewusst zu haben, kam der niederla¨ndische Astro-
nom Gerard Kuiper (1951) bei der Suche nach der Herkunftsregion der Kometen zu dem
gleichen Schluss. Ihnen zu Ehren bezeichnet man daher heute den Bereich unseres Son-
nensystems, welcher sich außerhalb der Bahn Neptuns bis zu einer Entfernung von rund
50 Astronomischen Einheiten (AE) erstreckt, als Edgeworth-Kuiper-Gu¨rtel (EKG).
Spa¨ter griff Ferna´ndez (1980) die Idee eines ringfo¨rmigen Gebietes außerhalb der Neptun-
bahn erneut auf, um die Herkunft kurzperiodischer Kometen1 zu erkla¨ren. Auslo¨ser seiner
U¨berlegungen war die Beobachtung, dass diese Kometen alle eine niedrige Inklination be-
sitzen. Dies sprach gegen die bis dahin vermutete Oortsche Wolke als Quellregion, da
in diesem Fall eine isotrope Verteilung zu erwarten wa¨re. Duncan, Quinn und Tremai-
ne (1988) und Quinn, Tremaine und Duncan (1990) besta¨tigten die U¨berlegungen von
Ferna´ndez mit ersten numerischen Simulationen. Um diese rechenintensiven Integrationen
mit der ihnen zur Verfu¨gung stehenden Computerleistung bewa¨ltigen zu ko¨nnen, nutzten
sie dafu¨r ein Modell mit u¨berho¨hten Planetenmassen. Dabei gingen sie von der Annahme
aus, dass die statistischen Eigenschaften der Verteilung der Orbits von den A¨nderungen
in den Planetenmassen nicht beeinflusst werden. Beide Gruppen kamen u¨bereinstimmend
zu dem Ergebnis, dass nur ein flacher Asteroidengu¨rtel außerhalb der Neptunbahn die
beobachteten Charakteristika der bekannten kurzperiodischen Kometen erkla¨ren kann.
Besta¨tigung fanden all diese theoretischen U¨berlegungen dann in der Entdeckung des
Asteroiden 1992 QB1 in der Region des EKG durch Jewitt und Luu (1993). Mittlerweile
konnten 1309 trans-neptunischer Objekte2 beobachtet werden - vermutet werden noch bis
zu 105 Objekte mit einem Durchmesser gro¨ßer als 100 km (Jewitt (1999)). Trotz dieser
großen Zahl an Ko¨rpern betra¨gt deren Gesamtmasse lediglich rund 1/10 der Erdmasse,
wie sich aus den Bahnsto¨rungen Neptuns abscha¨tzen la¨sst.
Die erste numerische Untersuchung der Resonanzgebiete des EKG fand durch Torbett
und Smoluchowski (1990) statt. Durch Nutzung masseloser, zufa¨llig verteilter Testpartikel
konnten die Autoren zeigen, dass die meisten Bahnen mit einer Periheldistanz q < 35 AE
instabil sind. Levison und Duncan (1993) und Holman und Wisdom (1993) verwende-
ten schnelle symplektische Integratoren und erho¨hten den Integrationszeitraum dadurch
auf u¨ber 109 Jahre, wobei sie sich in ihren Untersuchungen auf Objekte mit anfa¨nglich
1Kometen mit einer Periode von weniger als 200 Jahren. (Weissman, McFadden und Johnson (1999),
S.520)
2Quelle: http://www.boulder.swri.edu/ekonews/issues/past/n056/html/index.html, Stand: Mai
2008.
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niedriger Inklination i und kleiner Exzentrizita¨t e beschra¨nkten. Ihre Ergebnisse zeigten,
dass vor allem im kompliziert strukturierten inneren Bereich des EKG die Bahnen schon
innerhalb weniger Millionen Jahre destabilisiert werden. Dies wu¨rde einen permanenten
Nachschub kurzperiodischer Kometen aus diesen Gebieten ermo¨glichen.
Duncan, Levison und Budd (1995) fu¨hrten die Untersuchungen fu¨r Objekte mit anfa¨ng-
lich gro¨ßerem e und i fort. Der Integrationszeitraum betrug dabei bis zu 4 · 109 Jahre,
wobei fu¨r die Planeten ihre heutigen Bahnelemente angenommen wurden. Sie berechneten
die dynamische Lebenszeit von vielen tausend fiktiven Testpartikeln im Bereich des EKG
in Abha¨ngigkeit von ihrer anfa¨nglichen großen Halbachse a und der Exzentrizita¨t e. Die
Inklination wurde dabei fu¨r alle Testko¨rper zu Beginn der Integration zu 1◦ gesetzt und
die restlichen Bahnelemente zufa¨llig gewa¨hlt. Als dynamische Lebenszeit eines Ko¨rpers
definierten sie den Zeitraum, bis entweder a) er sich Neptun auf weniger als einen Hill-
Radius3 na¨herte, b) sein Perihel kleiner als 25 AE wurde, c) sein Apocenter gro¨ßer als
100 AE war oder aber d) das Ende der Integration erreicht wurde. Ein Teil der Ergebnisse
ist in Abbildung 2.1 zusammen mit den momentan bekannten EKG-Objekten dargestellt.
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Abb. 2.1: Die dynamische Lebenszeit im EKG nach Duncan, Levison und Budd (1995) als
Funktion der anfa¨nglichen großen Halbachse und Exzentrizita¨t (die anfa¨ngliche Inklination be-
trug 1◦). Die mittleren Positionen wichtiger Bahnresonanzen mit Neptun sind in blau, 2 Kurven
konstanter Periheldistanz (q = 30 bzw. q = 35 AE) in rot dargestellt. Zusa¨tzlich dazu die Ob-
jekte des EKG, welche in min. 3 Oppositionen beobachtet wurden - gru¨ne Punkte stehen dabei
fu¨r eine Inklination i < 4◦, magenta-farbene fu¨r alle anderen.
Aus diesen Ergebnissen lassen sich leicht einige generelle Merkmale des EKG ableiten:
die meisten Objekte mit einer großen Halbachse a < 40 AE und einer Periheldistanz q <
35 AE sind instabil. Obwohl Neptun anfa¨nglich fast 5 AE von diesen Ko¨rpern entfernt ist,
3Der Hill-Radius eines Ko¨rpers ist der Abstand, innerhalb dessen seine Gravitationskraft gro¨ßer ist als
die eines zweiten Ko¨rpers, welchen er umkreist.
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bewirken sich u¨berschneidende Resonanzgebiete in diesem Bereich eine Destabilisierung
der Asteroidenbahn, welche sich in Spru¨ngen in a und e zeigt und in deren Folge es dann
zu nahen Begegnungen4 mit Neptun kommt. Einzig tief innerhalb einer Bahnresonanz
mit Neptun (z. B. der 2:3-Bahnresonanz) sind die Asteroiden aufgrund der resonanten
Schutzmechanismen vor solchen zu großen Anna¨herungen bewahrt, weshalb hier auch
viele der Testko¨rper den kompletten Integrationszeitraum u¨berstanden. Eine detaillierte
Untersuchung der 2:3-Bahnresonanz findet sich z. B. bei Nesvorny´ und Roig (2000) und
Morbidelli (1997).
Weiterhin fa¨llt eine instabile Zone im Bereich 40 < a < 42 AE auf, welche sich auf
das Vorhandensein sa¨kularer Resonanzen in diesem Gebiet zuru¨ckfu¨hren la¨sst. Eine der
ersten theoretischen Untersuchungen dieser Resonanzen geht auf Knezˇevic u. a. (1991)
zuru¨ck, welche u. a. ihre Positionen im EKG berechneten. Die Autoren konnten zeigen,
dass selbst Ko¨rper auf einer anfa¨nglichen Kreisbahn mit i < 15◦ in diesem Gebiet relativ
große Exzentrizita¨ten erreichen ko¨nnen, in deren Folge nahe Begegnungen mit Neptun
nicht mehr ausgeschlossen werden ko¨nnen. Wie anhand der magenta-farbenen Punkte in
Abbildung 2.1 zu sehen ist, wurden lediglich Objekte mit einer Inklination i > 4◦ in
diesem Gebiet gefunden.
Der a¨ußere Bereich des EKG (a > 42 AE) ist generell stabil, selbst fu¨r Objekte, welche
sich nicht in einer Resonanz befinden. Lediglich wenn deren Exzentrizita¨t zu groß wird,
kommt es zu einer Destabilisierung aufgrund des sta¨rkeren Einflusses Neptuns, so dass
dann nur noch die Bahnen von Ko¨rpern in Resonanzen stabil bleiben.
Die dargestellten Charakteristika der Objekte des EKG nutzten z. B. Gladman u. a.
(2001), um diese in zwei dynamisch verschiedene Gruppen zu unterteilen: 1.) klassische
Objekte mit einer großen Halbachse 42 < a < 48 AE und einer geringen Exzentrizita¨t
und 2.) resonante Objekte. Beobachtungen ergaben, dass ca. 2/3 der EKG Population zur
ersten Gruppe za¨hlen - unter anderem auch 1992 QB1 und der 2002 entdeckte Quaoar.
Durch ihre nahezu kreisfo¨rmige Bahn sind sie selbst im Perihel noch mehr als 10 AE
von Neptun entfernt. Objekte mit einer niedrigen Inklination werden in diesem Zusam-
menhang daher auch als dynamisch kalt, diejenigen mit einer hohen Inklination (bis zu
i = 30◦) im Gegensatz dazu als dynamisch heiß bezeichnet. Diese Bezeichnungen ru¨hren
unter anderem daher, dass die dynamisch kalte Population sehr wahrscheinlich in dem
Bereich des EKG entstand, in welchem sie auch heute zu beobachten ist. Aufgrund der
großen Entfernung zu Neptun werden die Bahnen der Asteroiden durch diesen auch kaum
gesto¨rt. Im Gegensatz dazu geht man bei den dynamisch heißen Objekten davon aus,
dass sie sehr viel weiter innen im Sonnensystem entstanden. Man nimmt an, dass sich
ihre Inklinationen infolge des Transportes an ihre heutigen Positionen dann erho¨hten.
In die Gruppe der resonanten Objekte fallen all diejenigen, welche sich in einer Bahn-
resonanz5 mit Neptun befinden. Speziell diejenigen in der 2:3-Bahnresonanz werden nach
ihrem bekanntesten Vertreter Pluto Plutinos genannt. Aus Beobachtungen scha¨tzt man
den Anteil der Plutinos an der Gesamtmenge der EKG Objekte innerhalb 50 AE auf
10 bis 15 Prozent (Jewitt (1999)). Die Resonanzen bieten einen Schutzmechanismus vor
Kollisionen mit Neptun, selbst wenn dessen Bahn, wie im Falle von Pluto, gekreuzt wird.
Durch die Entdeckung zahlreicher Ko¨rper des EKG in den letzten Jahren wurde dieser
4Unter einer nahen Begegnung seien in dieser Arbeit Begegnungen zwischen Ko¨rpern verstanden, in
deren direkter Folge sich die Bahnelemente mindestens eines der beteiligten Ko¨rper signifikant a¨ndern.
5Eine detaillierte Beschreibung findet sich in Kapitel 2.2.1.
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Unterteilung eine weitere Gruppe hinzugefu¨gt: die der so genannten verstreuten Objekte,
von denen inzwischen u¨ber 200 beobachtet wurden.6 Diese zeichnen sich dadurch aus,
dass ihre Bahnen stark exzentrisch und stark gegen die Ekliptik geneigt sind, mit einem
Perihelabstand von q > 35 AE und einer großen Halbachse a > 50 AE. Das bekannteste
Mitglied dieser Gruppe ist der 2003 entdeckte Asteroid Sedna mit a ≈ 484 AE und e =
0.84. Da sich Ko¨rper dieser Gruppe nicht in einer Resonanz mit Neptun befinden, werden
ihre Bahnen durch wiederholte nahe Begegnungen mit diesem destabilisiert - als Folge ist
ihre Verweildauer in diesen Bereichen kurz. Eine weitere Gruppe bilden die so genannten
Centauren, deren Bahnen zwischen den großen Gasplaneten verlaufen. Sie sind mit sehr
großer Sicherheit nach innen befo¨rderte verstreute Objekte. Ihre Bahnen sind hochgradig
instabil, ihre Verweildauer in diesen Bereichen liegt daher in der Gro¨ßenordnung weniger
Millionen Jahre. Danach werden sie durch einen nahen Vorbeiflug an einem der großen
Planeten ins innere Sonnensystem oder nach außen in die Oortsche Wolke befo¨rdert.
Aber auch Widerspru¨che zwischen der dynamischen Analyse und der tatsa¨chlich zu
beobachtenden Verteilung der Asteroiden werden in Abbildung 2.1 deutlich. So finden
sich z. B. kaum Asteroiden mit einer kleinen Exzentrizita¨t und a > 44 AE. Dies kann
nicht mit der leichteren Beobachtbarkeit der Objekte im Perihel erkla¨rt werden, da in
diesem Fall die Verteilung der bisher gefundenen Ko¨rper in der a− e Ebene einer Kurve
konstanter Periheldistanz folgen sollte. Tatsa¨chlich scheint aber der EKG exakt an der
1:2-Bahnresonanz mit Neptun eine Grenze zu besitzen, außerhalb deren lediglich einige
verstreute Objekte vorkommen. Dies legt nahe, dass der beobachtete Mangel an Objekten
trotz der von Duncan, Levison und Budd (1995) gefundenen Langzeitstabilita¨t die wahre
Verteilung in diesem Gebiet des EKG widerspiegelt.
Abbildung 2.1 zeigt weiterhin, dass viele Ko¨rper innerhalb von Bahnresonanzen rela-
tiv große Exzentrizita¨ten und Inklinationen besitzen. Die resonanten Mechanismen allein
verhindern jedoch ein solches Anwachsen, wodurch zu nahe Begegnungen mit Neptun
vermieden und die Bahn des Asteroiden u¨ber lange Zeit stabil gehalten wird. Da man
annimmt, dass sich diese Ko¨rper zur Zeit der Entstehung unseres Sonnensystems alle in
einer Ebene auf nahezu kreisfo¨rmigen Bahnen befanden, mu¨ssen die heute beobachteten
Eigenschaften durch andere Vorga¨nge bewirkt worden sein.
Des weiteren wurde durch Beobachtungen (z. B. Delsanti und Jewitt (2006)) ein Un-
terschied in Gro¨ße und Farbe zwischen heißer und kalter Population festgestellt. Auch
war z. B. durch die Arbeiten von Weissman und Levison (1997) schon sehr fru¨h klar, dass
die vorhandene Gesamtmasse, welche auf 0.01 bis 0.1 Erdmassen gescha¨tzt wird, viel zu
gering ist, als dass der EKG an dieser Stelle mit Ko¨rpern der beobachteten Gro¨ße ha¨tte
entstehen ko¨nnen. Modelle, wie z. B. Gladman u. a. (2001), gehen von einer erforderli-
chen Mindestmasse von 10 bis 30 Erdmassen aus - es fehlen somit mehr als 99 Prozent
des urspru¨nglich vorhandenen Materials!
Diese anfa¨nglich nicht zu erkla¨renden Differenzen fu¨hrten schließlich zu einer vo¨llig
neuen Sichtweise auf einen Teil der Entstehungsgeschichte unseres Sonnensystems. Seit
den Untersuchungen von Ferna´ndez und Ip (1984) war bekannt, dass Saturn, Uranus und
Neptun nicht an ihren momentan beobachteten Positionen entstanden, sondern in der
Entstehungsphase durch Wechselwirkungen mit Planetesimalen nach außen migrierten,
wa¨hrend sich die große Halbachse von Jupiter dagegen leicht verkleinerte. Malhotra (1993)
6Quelle: http://www.boulder.swri.edu/ekonews/issues/past/n056/html/index.html, Stand: Mai
2008.
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zeigte, dass Planetesimale unter dem gravitativen Einfluss eines migrierenden Planeten in
den ebenfalls migrierenden Bahnresonanzen gefangen werden und sogar lange Zeitra¨ume
in diesen verbleiben ko¨nnen. Wa¨hrend des Aufenthaltes innerhalb der Resonanz wa¨chst
dabei die Exzentrizita¨t der Bahn des Ko¨rpers kontinuierlich. Die Ergebnisse der genannten
Autorin deuteten an, dass die sehr exzentrische und stark geneigte Plutobahn in der
2:3-Bahnresonanz mit Neptun, ebenso wie die hohen Exzentrizita¨ten der Bahnen von
Objekten in anderen Neptunresonanzen (Malhotra (1995)), als Resultat einer solchen
langsamen und nach außen gerichteten Migration Neptuns erkla¨rbar sind.
Gomes (2003) integrierte die 4 großen Gasplaneten zusammen mit 104 Planetesimalen,
welche mit den Planeten, nicht aber miteinander wechselwirkten. Die Ergebnisse dieser
Simulationen zeigten erstmals, dass die dynamisch heiße Population des EKG ebenfalls als
Folge einer Migration der Gasplaneten erkla¨rbar ist. Kombiniert mit diesen Erkenntnissen
entwickelten Tsiganis u. a. (2005) das so genannte Nice-Modell - die momentan aktuells-
te und vollsta¨ndigste Migrationstheorie der Entwicklung unseres Sonnensystems, welche
nahezu alle beobachteten Besonderheiten konsistent zu beschreiben vermag.7 Eine sche-
matische Darstellung der Evolution des a¨ußeren Sonnensystems nach den Simulationen
des Nice-Modells findet sich in Abbildung 2.2. In den Untersuchungen von Tsiganis u. a.
(2005) wurde die Migration der großen Planeten durch direkte N -Ko¨rper Integrationen
mit 1000 bis 5000 Plantesimalen simuliert. Im Gegensatz dazu wurden in den in Abbil-
dung 2.2 gezeigten Simulationen die Plantesimale als masselose Testko¨rper betrachtet.
Durch Einfu¨hrung zusa¨tzlicher ku¨nstlicher Kra¨fte in die Bewegungsgleichungen wurde ei-
ne gezielte A¨nderung der große Halbachse, der Exzentrizita¨t und Inklination der Planeten
erreicht (Levison u. a. (2007)).
Das Nice-Modell geht davon aus, dass die Planeten unseres Sonnensystem urspru¨ng-
lich nah beieinander in einem Bereich zwischen 5.5 und 14 AE auf nahezu kreisfo¨rmigen
und koplanaren Bahnen entstanden. Daran anschließend (bis ungefa¨hr 34 AE) erstreckte
sich eine Scheibe sehr viel kleinerer Ko¨rper (Planetesimale) mit einer Gesamtmasse von
rund 35 Erdmassen. Anfa¨nglich bewirkten die gravitativen Sto¨rungen am Rande dieser
Scheibe einen langsamen, aber stetigen Strom der Planetesimale ins Innere des Sonnen-
systems - und als Folge des Energie- und Drehimpulsaustausches eine langsame Migration
von Saturn, Uranus und Neptun nach außen. Wa¨hrend der Migration wurden viele der
Planetesimale in den Bahnresonanzen Neptuns eingefangen und in diesen, unter einem
stetigen Anwachsen ihrer Exzentrizita¨t mit nach außen transportiert. Nach einer Zeit-
spanne von rund einer Milliarde Jahre8 durchquerte Saturn die 1:2-Bahnresonanz mit
Jupiter. In Folge dessen kam es zu einem starken Anwachsen der Exzentrizita¨ten (auf
e ≈ 0.3− 0.4) von Uranus und Neptun, deren Bahnen daraufhin instabil wurden und nun
weit in den Bereich der Planetesimale hineinreichten. Die einsetzenden starken Wechsel-
wirkungen mit den kleineren Ko¨rpern fu¨hrte zu einer Da¨mpfung der Exzentrizita¨ten der
Planeten innerhalb weniger Millionen Jahre und bewirkte, dass der weitaus gro¨ßere Teil
der Planetesimale auf stark exzentrischen Bahnen diesen Bereich verließen, wa¨hrend sich
die Bahn von Uranus und Neptun wieder stabilisierten.
Der a¨ußere Rand des EKG befindet sich am Ende der Simulationen, wie beobachtet,
exakt bei der 1:2-Bahnresonanz mit Neptun, in welcher viele der Ko¨rper wa¨hrend der
7Eine umfassende Darstellung dieser, sowie alternativer Theorien findet sich in Morbidelli, Levison und
Gomes (2007).
8Gema¨ß den Simulationen von Gomes u. a. (2005).
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Abb. 2.2: Die Entwicklung des a¨ußeren Sonnensystems entsprechend dem Nice-Modell (aus
Morbidelli, Levison und Gomes (2007)). (a) Kurze Zeit nach der Entstehung des Sonnensystems.
Die Planeten befinden sich im Bereich zwischen 5.5 und 14 AE nah beieinander und bewegen
sich auf anna¨hernd kreisfo¨rmigen Bahnen. Außerhalb dieses Gebietes befindet sich eine Scheibe
mit Planetesimalen (bis rund 34 AE). (b) Kurze Zeit bevor Saturn die 1:2-Bahnresonanz mit
Jupiter durchquert. (c) Saturn und Jupiter befinden sich in der 1:2-Bahnresonanz. Die Bahnen
von Uranus und Neptun werden so stark gesto¨rt, dass sie nun tief in die Scheibe der Planetesimale
hineinreichen. (d) Am Ende der starken Wechselwirkungen. Die Planeten befinden sich ungefa¨hr
an ihren momentan beobachtbaren Positionen. Die meisten Planetesimale haben das Gebiet
verlassen. Der Rest bildet den heute beobachtbaren EKG.
Migration gefangen wurden. Durch diesen nach außen gerichteten Transport wuchsen die
Exzentrizita¨ten der Planetesimale, wie von Malhotra (1995) beschrieben, an, was das
offensichtliche Fehlen von Ko¨rpern mit e ≈ 0 mit a > 46 AE in Abbildung 2.2 erkla¨rt.
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Wie im vorangegangenen Kapitel schon erwa¨hnt wurde, sind neben der Migration der
großen Planeten prima¨r Resonanzen fu¨r die Verteilung der Asteroiden im EKG verant-
wortlich. Eine Resonanz entsteht immer dann, wenn die Verha¨ltnisse zwischen Frequenzen
oder Perioden rationalen Zahlen entsprechen. Besteht beispielsweise zwischen der Umlauf-
periode eines Asteroiden und einem oder mehreren Planeten eine solche rationale Bezie-
hung, so spricht man von einer Bahnresonanz, welche im ersten Unterkapitel eingehender
beschrieben wird. Im Gegensatz dazu sind bei den im zweiten Unterkapitel thematisierten
sa¨kularen Resonanzen die involvierten Zeitskalen sehr viel la¨nger.
2.2.1 Bahnresonanzen im Edgeworth-Kuiper-Gu¨rtel
Von einer Bahnresonanz zwischen einem Asteroiden und einem Planeten9 spricht man,
wenn deren mittlere Bewegungen n und n′ in einem rationalen Verha¨ltnis stehen
n
n′
≈ k1
k2
mit k1, k2 ∈ N und k1, k2 6= 0. (2.1)
Verla¨uft die Bahn des Asteroiden innerhalb der des Sto¨rko¨rpers, so spricht man von
einer inneren, andernfalls von einer a¨ußeren Bahnresonanz. Die Bahnresonanzen im EKG
mit Neptun sind sa¨mtlich a¨ußere Resonanzen.
Aus Gleichung (2.1) und dem dritten Keplerschen Gesetz (n =
√
µ/a3, wobei µ das
Produkt zwischen der Gravitationskonstanten G und der Sonnenmasse M bezeichnet),
la¨sst sich die große Halbachse ak1:k2 ableiten, fu¨r welche es zu einer Bahnresonanz k1 : k2
mit einem Planeten der Masse m kommt:
ak1:k2 =
(
k2
k1
)2/3(
1
1 + m
M
)1/3
a′. (2.2)
Aus dieser Gleichung erha¨lt man fu¨r die zu untersuchenden Bahnresonanzen im EKG
die in Tabelle 2.1 angegebenen Positionen.
Tabelle 2.1: Position der untersuchten Bahnresonanzen mit Neptun im Edgeworth-Kuiper-
Gu¨rtel. Fu¨r Neptun wurde dabei eine große Halbachse von a′ = 30.069 AE angenommen.
Bahnresonanz große Halbachse [AE]
3:5 42.27
4:7 43.66
1:2 47.73
Ist Gleichung (2.1) exakt erfu¨llt und nimmt man an, dass sich n und n′ nicht a¨ndern,
fu¨hrt eine Bahnresonanz dazu, dass sich die Stellung der Ko¨rper zueinander periodisch
wiederholt. Die Periode P mit der dies geschieht, ist dabei P = 2π/(n − n′). Aufgrund
dessen wirken auch die Sto¨rungen des Planeten auf den Asteroiden wiederholt in immer
der gleichen Weise, wodurch sie sich mit der Zeit aufaddieren und versta¨rken.
9Um die Notation einfach zu halten, werden im Folgenden alle Orbitelemente x, welche sich auf den
Planeten beziehen, gestrichen dargestellt: x′.
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Eine gute Beschreibung der dadurch hervorgerufenen Effekte auf die Bahn des Asteroi-
den findet sich in Peale (1976), welche an dieser Stelle kurz wiedergegeben werden soll.
Betrachtet wird dabei die resonante Bewegung eines Asteroiden vernachla¨ssigbarer Masse
und eines Planeten, wobei n/n′ ≈ 1/2 ist - die Ko¨rper sich also in einer 1:2-Bahnresonanz
befinden.10 Um die Darstellung nicht durch komplizierte Details zu belasten werde noch
angenommen, dass sich der Planet auf einer Kreisbahn und in einer Ebene mit dem
Asteroiden bewegt. Trotz dieser Vereinfachung lassen sich die grundlegenden Mechanis-
men innerhalb einer Bahnresonanz zeigen. Eine schematische Darstellung der Bahnen der
Ko¨rper findet sich in Abbildung 2.3.
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Abb. 2.3: Schematische Darstellung einer Bahnresonanz (nach Peale (1976)), bei welcher die
elliptische Asteroidenbahn außerhalb der des Sto¨rko¨rpers verla¨uft. L bezeichnet den Drehimpuls
und n die mittlere Bewegung der Asteroidenbahn; die Pfeile zeigen in Richtung des Ortes der
na¨chsten Konjunktion zwischen den beiden Ko¨rpern. Links: Vergro¨ßerte Darstellung der Kon-
junktion des Zeitpunktes t1: die tangentialen (Ft) und radialen Kra¨fte (Fr) vor und nach der
Konjunktion sind ebenfalls eingetragen.
Ohne den Planeten wu¨rde sich der Asteroid entsprechend den Keplerschen Gesetzen
auf einer elliptischen Bahn um die Sonne herum bewegen. Der Planet bewirkt durch
seine Gravitationskraft eine Sto¨rung dieser Bahn. Zerlegt man diese Kraft in ihre Radial
(Fr)- und Tangentialkomponente (Ft), so sieht man, dass letztere zwischen Opposition
und Konjunktion den Drehimpuls des Asteroiden vermindert, zwischen Konjunktion und
der na¨chsten Opposition den Drehimpuls erho¨ht. Als Konjunktion sei dabei der Zeitpunkt
bezeichnet, zu welchem die mittlere La¨nge des Asteroiden λ der des Planeten λ′ entspricht.
Wa¨hrend einer Opposition gilt λ = λ′ + 180◦.
Bei einer 1:2-Bahnresonanz umla¨uft der Planet den Zentralko¨rper zweimal, wa¨hrend der
Asteroid diesen in der gleichen Zeit einmal umrundet. Beginnen die Ko¨rper in Opposition
zueinander, so kommt es zu genau einer Konjunktion, bevor die Ausgangsposition der
Ko¨rper zueinander wiederhergestellt ist. Erfolgt diese Konjunktion exakt im Aphel oder
Perihel des Asteroiden, so ist aufgrund der Symmetrie der Bahn der Verlust an Dreh-
10Diese Beschreibung sei auf kleine Exzentrizita¨ten der Asteroidenbahn beschra¨nkt, wobei diese Ein-
schra¨nkung am Ende dieses Kapitels na¨her erla¨utert wird.
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impuls gleich dem Zugewinn an Drehimpuls zwischen Konjunktion und Opposition. Der
Drehimpuls bleibt daher in der Summe unvera¨ndert. Diese Symmetrie ist gesto¨rt, wenn
die Konjunktion an einem anderen Ort der Bahn des Asteroiden stattfindet.
Im linken Bild von Abbildung 2.3 sind die auf den Asteroiden wirkenden tangentia-
len und radialen Kra¨fte kurz vor und nach einer Konjunktion eingezeichnet. Die Kon-
junktion findet dabei zum Zeitpunkt t1 statt, bevor der Asteroid seinen sonnenfernsten
Punkt durchla¨uft. Vor der Konjunktion ist die durch den Planeten auf den Asteroiden
ausgeu¨bte Kraft aufgrund der geringeren Distanz gro¨ßer als danach. Daher ist auch die
wirkende Tangential- und Radialkraft vor der Konjunktion gro¨ßer als danach. Weiterhin
ist die Winkelgeschwindigkeit des Asteroiden vor der Konjunktion na¨her an der konstan-
ten Winkelgeschwindigkeit des Planeten. Vergleicht man die Zeitpunkte vor und nach der
Konjunktion so ergibt sich zusammenfassend, dass vor der Konjunktion eine sta¨rkere Tan-
gentialkraft entgegengesetzt der Bewegungsrichtung des Asteroiden u¨ber einen la¨ngeren
Zeitraum wirkt.
Integriert man die A¨nderung des Drehimpulses zwischen zwei aufeinander folgenden
Oppositionen auf, so sieht man, dass die zum Zeitpunkt t1 stattfindende Konjunktion
in der Summe einen Verlust an Drehimpuls, sowie ein leichtes Anwachsen der mittleren
Bewegung des Asteroiden bewirkt. Dies hat zur Folge, dass die na¨chste Konjunktion etwas
na¨her am Aphel stattfinden wird. Kommt es hingegen zu einer Konjunktion wenn der
Asteroid das Aphel bereits durchlaufen hat (Zeitpunkt t2), so resultiert dies in der Summe
in einer Zunahme des Drehimpulses und einer Verminderung der mittleren Bewegung n,
wodurch auch hier die folgende Konjunktion etwas na¨her am Aphel stattfindet. Auch bei
Konjunktionen in der Na¨he des Perihel bewirken diese Mechanismen, dass sich der Ort
der na¨chsten Konjunktion in Richtung Aphel verschiebt. Diese Bewegungsrichtung wurde
in Abbildung 2.3 durch die beiden Pfeile angedeutet.
Im naheliegenden Vergleich mit einem Pendel entspricht das Aphel bei a¨ußeren Reso-
nanzen dem stabilen, das Perihel dem instabilen Gleichgewichtspunkt. Die beschriebene
Verschiebung der Orte der Konjunktionen stoppt nicht im Aphel, sondern fu¨hrt aufgrund
der Energieerhaltung dazu, dass diese um das Aphel librieren. Die Amplitude dieser Li-
bration ist umso kleiner, je na¨her sich der Asteroid an der exakten Resonanz befindet. Als
Folge einer solchen Libration bleibt das Verha¨ltnis n/n′ ≈ k1/k2 erhalten. Der Bereich
der großen Halbachse a, fu¨r welchen es noch zu einer Libration um einen solchen stabilen
Punkt kommt, wird oft auch als Resonanzbreite bezeichnet.
Zur allgemeinen Beschreibung einer Resonanz wurde fu¨r diese Arbeit die Notation aus
Murray und Dermott (2000) u¨bernommen. Sei k1 = |p + q| und k2 = |p| mit p, q ∈ Z.
Mit q wird die Ordnung einer Bahnresonanz p + q : p bezeichnet. Es gelte q ≥ 1 und
p sei fu¨r innere Resonanzen positiv, fu¨r a¨ußere negativ. Fu¨r die eben beschriebene 1:2-
Bahnresonanz ist somit p = −2 und q = 1. Die Ordnung q gibt unter anderem an, wie
oft es zu einer Konjunktion kommt, bevor die Ko¨rper wieder ihre urspru¨ngliche Stellung
zueinander erreicht haben. Fu¨r q = 2 zeigt sich, dass die Konjunktionen im Aphel und
Perihel nun den instabilen Gleichgewichtspunkten entsprechen und eine Libration bei
einer mittleren Anomalie von 90◦ und 270◦ stabil ist.
Fu¨r eine Bahnresonanz der Ordnung q finden sich diese stabilen Punkte der Konjunkti-
on allgemein bei einer mittleren Anomalie des AsteroidenM = (2k+1)π/q mit k ∈ N und
k = 0, . . . , q−1. Ist q ungerade, so befindet sich einer dieser Punkte im Aphel. Ist q hinge-
gen gerade, so geschehen alle Konjunktionen bei M 6= π. Fu¨r Resonanzen erster Ordnung
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2 Grundlagen
ist der Asteroid somit der Bahn des Planeten immer dann am na¨chsten, wenn sich dieser
in Opposition zu ihm befindet. Auch bei Resonanzen ho¨herer Ordnung beschra¨nkt dieser
resonante Schutzmechanismus den minimal mo¨glichen Abstand zwischen den Ko¨rpern. An
den Ra¨ndern einer Resonanz11 oder bei der U¨berlappung mehrerer Resonanzen kommt
es hingegen zu einer resonanzbedingten Erho¨hung der Exzentrizita¨t und damit zu einer
Destabilisierung der Asteroidenbahn durch zu nahe Begegnungen mit dem Planeten (sie-
he Nesvorny´ und Roig (2001)). Der Zusammenhang zwischen minimaler Neptundistanz
und den Bahnresonanzen in einer Integration u¨ber 108 Jahre im Bereich des EKG ist in
Abbildung 2.4 dargestellt.
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Abb. 2.4: Der minimale Abstand fiktiver Asteroiden mit e0 = 0.1 und i0 = 0
◦ zu Neptun in
einer Integration u¨ber 108 Jahre. Entnommen aus Nesvorny´ und Roig (2001). Wichtige Bahn-
resonanzen mit Neptun wurden beschriftet.
Aufgrund des rationalen Verha¨ltnisses in den mittleren Bewegungen besteht das gleiche
Verha¨ltnis auch zwischen den mittleren La¨ngen λ der Ko¨rper. Dieses besteht auch dann
noch, wenn die Bahn des Sto¨rko¨rpers exzentrisch und gegenu¨ber der Asteroidenbahn
geneigt ist. Ein Winkel, welcher dies beschreibt und in der exakten Resonanz konstant
ist, ist der so genannte Resonanzwinkel σp+q:p. Er sei so definiert, dass er den Winkel
zwischen Perihel und dem Ort der Konjunktion angebe
σp+q:p = (1 + p/q)λ
′ − p/qλ−̟, (2.3)
wobei ̟ die La¨nge des Perihels des Asteroiden bezeichnet. Fu¨r a¨ußere Bahnresonanzen
libriert qσp+q:p um π. Beauge´ (1994) zeigte, dass a¨ußere Bahnresonanzen des Typs 1 : r
mit r ≥ 2 eine Ausnahme von dieser Regel bilden. Fu¨r diese ist das Aphel lediglich fu¨r
kleine Exzentrizita¨ten ein stabiler Punkt. Die Lagen der Librationszentren sind bei diesen
Bahnresonanzen abha¨ngig von der Exzentrizita¨t der Bahn. σ1:r(e) ist fu¨r die 1:2- und
1:3-Bahnresonanz in Beauge´ (1994) angegeben, welcher fu¨r diese Resonanzen auch den
Begriff der asymmetrischer Libration verwendet.
11Definiert als Orte maximaler Resonanzbreite.
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2.2.2 Sa¨kulare Resonanzen
Befindet sich der Asteroid außerhalb einer Bahnresonanz und ist weit genug von einem
Planeten entfernt, so dass nahe Begegnungen mit diesem ausgeschlossen werden ko¨nnen,
la¨sst sich die Dynamik seiner Bahn mit Hilfe der sa¨kularen12 Sto¨rungstheorie beschreiben.
Diese geht davon aus, dass sich alle kurzperiodischen Sto¨rungen der Bahn auf lange Sicht
betrachtet gegenseitig aufheben und die Bewegung des Asteroiden lediglich von den Ter-
men der Sto¨rungsgleichung bestimmt wird, welche unabha¨ngig von der mittleren Anomalie
sind (siehe z. B. Murray und Dermott (2000), Kapitel 7). Die einfachste lineare Lo¨sung der
sich daraus ergebenden Bewegungsgleichungen ist als Laplace-Lagrange-Lo¨sung bekannt,
welche bis zur zweiten Ordnung in der Exzentrizita¨t (und der ersten Ordnung in den Mas-
sen) die zeitliche A¨nderung der Exzentrizita¨t e, der Inklination i, der Knotenla¨nge Ω und
des Perihelarguments ω der Asteroidenbahn unter dem sto¨renden Einfluss eines Planeten
beschreibt. Fu¨r einen U¨berblick u¨ber die verschiedenen aktuell verwendeten sa¨kularen
Sto¨rungstheorien einschließlich der Anwendung eines semi-numerischen Ansatzes auf ein
System von 3 massereichen Ko¨rpern siehe Sˇidlichovsky´ und Gerlach (2008).
Um die Bewegung des Asteroiden auch fu¨r den Fall mehrerer Planeten beschreiben
zu ko¨nnen, ist zusa¨tzlich noch die gegenseitige Sto¨rung (und Vera¨nderung) der orbitalen
Elemente der Planeten zu beachten. Zu einer sa¨kularen Resonanz kann es immer dann
kommen, wenn zwischen der Pra¨zessionsrate des Perihels ˙̟ bzw. des Bahnknotens Ω˙ des
Asteroiden und einer der Eigenfrequenzen des Systems ein rationales Verha¨ltnis besteht.
Diese Eigenfrequenzen ko¨nnen die Pra¨zessionsraten der involvierten Planeten, aber auch
Linearkombinationen dieser sein.
Eine sa¨kulare Resonanz fu¨hrt zu einem Anwachsen von e und i des Asteroiden, wobei
eine sa¨kulare Resonanz von ˙̟ eine A¨nderung der Exzentrizita¨t, eine sa¨kulare Resonanz
von Ω˙ eine A¨nderung der Inklination bewirkt (z. B. Morbidelli und Henrard (1991)).
In deren Folge kann es zu nahen Begegnungen mit einem der Planeten kommen, da im
Gegensatz zu den Bahnresonanzen hier keine Schutzmechanismen existieren, welche dies
verhindern wu¨rden. Dem entsprechend sind die Gebiete sa¨kularer Resonanz frei von As-
teroiden. Die Positionen der sa¨kularen Resonanzen in ˙̟ bis zur zweiten Ordnung in den
Massen wurden von Milani und Knezˇevic (1992) berechnet und sind in Abbildung 2.5 fu¨r
den Bereich des EKG dargestellt.
Eine weitere Form der sa¨kularen Resonanz, welche aber nicht mit einer Eigenfrequenz
der Planeten verbunden ist, ist die so genannte Kozai-Resonanz. Wie Kozai (1962) zeigte,
kann es fu¨r Asteroiden mit großen Inklinationen zu starken, gegenla¨ufigen Variationen
der Exzentrizita¨t e und Inklination i kommen, wobei die Gro¨ße
√
1− e2 cos i konstant
bleibt. Weiterhin kommt es innerhalb der Resonanz zu einer Libration des Winkels ω:
d. h. in der Kozai-Resonanz ist die Frequenz, mit welcher sich der Winkel ̟ a¨ndert
gleich der, mit welcher sich Ω a¨ndert. Thomas und Morbidelli (1996) gaben fu¨r Ko¨rper im
EKG außerhalb einer Bahnresonanz eine Inklination13 von 40◦ an, ab welcher der Kozai-
Mechanismus wirksam wird. Innerhalb von Bahnresonanzen kommt es schon bei kleineren
Inklinationen zu einer Kozai-Resonanz. Wie Wan und Huang (2007) zeigten, liegen die
Librationszentren fu¨r kleine Exzentrizita¨ten bei ω = 90◦ und 270◦. In Kapitel 4.2 wird
gezeigt, dass diese Librationszentren fu¨r gro¨ßere Exzentrizita¨ten bei ω = 0◦ und 180◦
12lat. saeculum: hier: einen langen Zeitraum u¨ber andauernd.
13Dieser Wert definierte zusammen mit einer anfa¨nglich kreisfo¨rmigen Bahn die Konstante
√
1− e2 cos i.
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Abb. 2.5: Sa¨kulare Resonanzen im Edgeworth-Kuiper-Gu¨rtel. Dargestellt sind die Resonanzen
des Perihelargumentes ˙̟ abgeleitet aus der Theorie 2. Ordnung nach Milani und Knezˇevic (1992)
fu¨r einen konstanten Wert von proper e = 0.1. Die Linien bezeichnen die Stellen, an denen die
Pra¨zessionsrate des Perihels ˙̟ gleich der Neptuns (g8) oder der von Uranus (g7) ist. Singula-
rita¨ten treten an den Stellen auf, an denen eine sa¨kulare Resonanz und eine Bahnresonanz (einige
wichtige Resonanzen mit Neptun sind oberhalb der Abbildung angezeigt) zusammenfallen. Die
gepunkteten Linien bezeichnen die von Milani und Knezˇevic (1992) verwendeten Zonengrenzen.
liegen.
2.3 Integrationsmethoden
Die Untersuchung von Resonanzgebieten in der Himmelsmechanik birgt oft das Problem,
dass sich in diesen mehrere der im vorangegangenen Kapitel beschriebenen Resonanzarten
u¨berlagern. Analytische Modelle ko¨nnen in diesen Fa¨llen nur noch eine grobe Beschrei-
bung der herrschenden Dynamik liefern, so dass man auf die Anwendung numerischer
Integrationsverfahren angewiesen ist. Nach einer Definition der verwendeten Notation
sollen aus der Vielzahl der existierenden Algorithmen die fu¨r diese Arbeit relevanten
Einschrittverfahren vorgestellt werden: zum Einen die fu¨r ihre extrem hohe Genauigkeit
bekannten Extrapolationsmethoden in Abschnitt 2.3.1 und im Vergleich dazu in Abschnitt
2.3.2 symplektische Verfahren, die schon aufgrund ihrer Konstruktion wichtige Eigenschaf-
ten Hamiltonscher Systeme erhalten. Die Darstellung schließt mit einer Gegenu¨berstellung
der Eigenschaften der beiden Integrationsmethoden am Beispiel des Kepler-Problems.
Betrachtet werden sollen im Folgenden gewo¨hnliche Differentialgleichungen erster Ord-
nung der Form
y˙ = f (t,y). (2.4)
Hierbei ist
t die Zeit, welche als unabha¨ngige Variable betrachtet wird,
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y = y(t) ein Spaltenvektor der Dimension d der abha¨ngigen Variablen yi mit i = 1, . . . , d
und
y˙ = y˙(t) die erste Ableitung von y nach t.
Die Lo¨sung der Differentialgleichung wird durch den Anfangswert y0 = y(t0) eindeutig
festgelegt. Um die Notation einfach zu halten, wird im Folgenden t0 = 0 angenommen.
Die Variablen y spannen den so genannten Phasenraum (⊆ Rd) auf, wobei ein be-
stimmter Wert dieser Variablen einem Punkt im Phasenraum entspricht. Ihre zeitliche
A¨nderung beschreibt eine Kurve im Phasenraum: die Trajektorie. Als Phasenfluss in der
Zeit t bezeichnet man diejenige Abbildung ϕt, welche einen beliebigen Punkt y(t) im
Phasenraum mit den Anfangsbedingungen y0 verknu¨pft:
y(t) = ϕt(y0). (2.5)
Eine diskrete Na¨herung fu¨r ϕt kann mit Hilfe eines Einschrittverfahrens φh mit der
Schrittweite h > 0 berechnet werden, welches die allgemeine Gestalt
yn+1 = yn + hφh(yn) (2.6)
hat. Hierbei bezeichnet yn den Zustand des Vektors y zum Zeitpunkt tn und yn+1 die
Na¨herung der Lo¨sung an der Stelle tn+1 = tn + h. Eine numerische Methode ist von
Ordnung p, wenn fu¨r die Differenz zwischen der exakten und der numerisch berechneten
Lo¨sung zum Zeitpunkt tn+1, den so genannten lokalen Fehler, fu¨r h→ 0
y(t+ h)− y(t)− hφh(y(t)) = O(hp+1) (2.7)
gilt.
2.3.1 Extrapolationsmethoden
Extrapolationsmethoden geho¨ren zur Klasse der Einschrittverfahren zur numerischen Lo¨-
sung allgemeiner Differentialgleichungen. Das Grundprinzip basiert auf der Richardson-
Extrapolation (Berechnung einer numerischen Na¨herung durch Kombination der Lo¨sung
verschiedener Schrittweiten) und anschließender Extrapolation der Ergebnisse fu¨r eine
theoretische Schrittweite h = 0. Im Folgenden wird speziell die Variante von Gragg,
Bulirsch und Stoer beschrieben. Eine allgemeine Darstellung der Extrapolationsmethoden
findet sich z. B. in Hairer, Nørsett und Wanner (1987).
Gesucht wird die Lo¨sung der Differentialgleichung zum Zeitpunkt t0 + hB mit einer
Basisschrittweite hB > 0. Dazu wird das Gesamtintervall in Teilintervalle konstanter
Schrittweite hi = hB/ni, ni ∈ N mit i = 1, . . . , N und ni−1 < ni unterteilt. Die Anzahl
N der verschiedenen Schrittweiten ist abha¨ngig von der gewu¨nschten Genauigkeit, der
Basisschrittweite, der zu integrierenden Funktion und anderen Faktoren.
Fu¨r jedes hi wird mit einem einfachen Integrationsalgorithmus niedriger Ordnung eine
Approximation der Lo¨sung (yhB,hi) errechnet, wobei keines der hi notwendigerweise so
klein sein muss, dass die geforderte Genauigkeit direkt erreicht wird. Da es wichtig ist,
diese Na¨herungen mit mo¨glichst wenig Rechenzeit zu erhalten, bedeutet dies fu¨r die Wahl
der Integrationsroutine, dass selbst eine Methode erster Ordnung, wie z. B. die Euler-
Methode, ausreichend wa¨re. Wie Gragg (1965) zeigte, erweist es sich jedoch als gu¨nstig,
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eine Routine gerader Ordnung in Kombination mit einer geraden Schrittanzahl ni zu
verwenden. Er konnte beweisen, dass in diesem Fall die Differenz zwischen der numerischen
und der exakten Lo¨sung ϕhB(y0) nur gerade Potenzen der Schrittweite entha¨lt
yhB ,hi − ϕhB(y0) =
∞∑
k=1
αkh
2k
i , αk ∈ R (2.8)
und empfahl aus diesem Grund die explizite Mittelpunktsregel. Diese symmetrische Me-
thode zweiter Ordnung beginnt mit einem Euler-Schritt um den Wert zum Zeitpunkt
t0 + hi zu finden und ist definiert als:
z0 = y0
z1 = y0 + hif (t0,y0)
zk+1 = zk−1 + 2hif (t0 + khi, zk), k = 1, . . . , ni − 1.
(2.9)
Man erha¨lt dann die numerische Lo¨sung zum Zeitpunkt t0+hB als Funktion der Schritt-
weite hi aus:
yhB,hi =
1
4
(zni−2 + 2zni−1 + zni) ≈ ϕhB(y0). (2.10)
Berechnet man nun eine zweite Na¨herung mit einer Schrittweite hi/2, so ergibt sich aus
Gleichung (2.8), dass die Kombination dieser beiden
4yhB,hi − yhB,hi/2
3
+O(hB5) (2.11)
von Ordnung 4 ist. Fu¨r Extrapolationsmethoden nutzt man diese Eigenschaft und be-
trachtet hierfu¨r die Lo¨sung der Differentialgleichung an der Stelle t0 + hB als Funktion
eines Polynoms in der Schrittweite h. Die einzelnen Schrittweiten hi werden als Stu¨tz-
stellen desselben gesehen, durch welche dann ein Polynom der entsprechenden Ordnung
definiert wird.
Sei die mit der Schrittweite hi erhaltene Lo¨sung yhB ,hi so lassen sich die Kombinationen
ho¨herer Ordnung unter Nutzung des Algorithmus von Aitken und Neville kompakt als
dividierte Differenzen schreiben:
yhB,h1 = y1,1
ց
yhB,h2 = y2,1 → y2,2
ց ց
yhB,h3 = y3,1 → y3,2 → y3,3
...
...
...
... ց
(2.12)
Diese berechnen sich ganz allgemein als
yi,j+1 = yi,j +
yi,j − yi−1,j
(ni/ni−j)2 − 1 mit 1 ≤ j ≤ i− 1. (2.13)
Das numerische Resultat zum Zeitpunkt t0+hB erha¨lt man dann durch die Extrapolation
von h→ 0 mit
ϕhB(y0) ≈ yhB,0 = yk,k. (2.14)
16
2.3 Integrationsmethoden
Durch den Vergleich der ho¨chsten mit der zweitho¨chsten Approximation la¨sst sich der
lokale Fehler abscha¨tzen zu
ek,k ≈ |yk,k−1 − yk,k| = O(hB2k+1). (2.15)
Dieser Fehler wird dann mit einer vom Nutzer vorgegebenen Obergrenze fu¨r den lokalen
Fehler verglichen. Liegt die Abscha¨tzung des Fehlers unterhalb dieser Grenze, gilt der
Schritt als erfolgreich und yk,k wird als numerische Lo¨sung akzeptiert. Ist dies nicht der
Fall, wird die Rechnung mit einer neuen Schrittweite hi+1 gestartet und eine neue Zeile
der Extrapolationstabelle berechnet. Um aus Effizienzgru¨nden zu vermeiden, dass die
Schrittweiten zu klein werden, ist noch eine Obergrenze fu¨r die nk definiert, oberhalb
derer dann die Basisschrittweite hB verkleinert wird.
Gleichzeitig erlaubt aber eine hohe Ordnung des Interpolationspolynoms eine große
Schrittweite hB. Daher wird eine optimale Ordnung k dergestalt definiert, dass die An-
zahl der Funktionsaufrufe dividiert durch die Schrittweite hB minimal wird. Details der
praktischen Realisierung einer kombinierten Schrittweiten- und Ordnungskontrolle ko¨nnen
in Hairer, Nørsett und Wanner (1987) gefunden werden.
Der Vorteil der Extrapolationsmethoden liegt in dieser automatischen Genauigkeits-
kontrolle und Schrittweitenanpassung, welche eine sehr effiziente und exakte numerische
Lo¨sung der Differentialgleichungen ermo¨glicht. Geeignet sind Extrapolationsmethoden
fu¨r die Integration von nicht-steifen Differentialgleichungen, unter der Voraussetzung der
Stetigkeit der Funktion f (y). Ist diese nicht erfu¨llt, z. B. wenn die Funktionswerte aus ei-
ner Tabelle interpoliert werden mu¨ssen, so fu¨hrt dies dazu, dass eine Lo¨sung mit sehr klei-
nen Schrittweiten und somit nur mit sehr viel Rechenzeit gefunden werden kann. Ebenso
sind Singularita¨ten innerhalb des Integrationsintervalles zu vermeiden (Press u. a. (1992),
Kapitel 16.4).
2.3.2 Symplektische Integrationsmethoden
Wa¨hrend allgemeine Integrationsmethoden, wie die im vorangegangenen Kapitel beschrie-
benen Extrapolationsmethoden, versuchen, die Differentialgleichungen mit gro¨ßtmo¨glicher
Genauigkeit zu integrieren, entstanden Mitte der 1980er Jahre erste Verfahren mit dem
Ziel, zusa¨tzlich dazu noch spezielle Eigenschaften und Invarianten der zu untersuchenden
Systeme zu erhalten. Unter einer Invarianten14 der Differentialgleichung (2.4) versteht
man eine zeitlich konstante Funktion I(y), fu¨r welche
dI(y)
dt
=
d∑
k=1
∂I(y)
∂yk
y˙k = 0 (2.16)
fu¨r alle y gilt. Als Beispiele solcher Invarianten seien hier z. B. die Gesamtenergie oder
der Gesamtdrehimpuls eines Systems oder die Gesamtmasse bei chemischen Reaktionen
angefu¨hrt. Eine umfassende Darstellung der Aspekte strukturerhaltender numerischer Al-
gorithmen findet sich in Hairer, Lubich und Wanner (2002).
Besondere Bedeutung fu¨r die Integration Hamiltonscher Systeme erlangten die so ge-
nannten symplektischen Integratoren. Unter einem Hamiltonschen System H = H(q,p)
versteht man eine Funktion der generalisierten Orte q und der generalisierten Impulse
14auch erstes Integral oder Erhaltungsgro¨ße genannt
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p, deren Bewegungsgleichungen sich als 2d-Differentialgleichungen erster Ordnung der
Struktur
q˙i =
∂H
∂pi
, p˙i = −∂H
∂qi
i = 1 . . . d (2.17)
darstellen lassen.15 Im Folgenden sollen lediglich konservative, d. h. nicht explizit von
der Zeit t abha¨ngige, Hamiltonsche Systeme betrachtet werden. Die getroffenen Aussagen
bleiben allgemein gu¨ltig, da sich jedes nicht-konservative System durch Erweiterung des
Phasenraumes in ein konservatives u¨berfu¨hren la¨sst (siehe z. B. Rebhan (2006), Kapitel
8.3.1).
Mit Gleichung (2.16) ergibt sich fu¨r ein konservatives Hamiltonsches System H
d∑
k=1
∂H
∂qk
q˙k +
d∑
k=1
∂H
∂pk
p˙k =
d∑
k=1
∂2H
∂qk∂pk
−
d∑
k=1
∂2H
∂pk∂qk
= 0. (2.18)
H ist somit eine Invariante, welche im Allgemeinen mit der Gesamtenergie des Systems
gleichgesetzt wird. Fu¨r eine symplektische Formulierung der Bewegungsgleichungen fasst
man die Koordinaten und Impulse in einem einzigen Vektor y = (q,p) zusammen,16
wodurch sich dann (2.17) besonders einfach als
y˙ =M∇H (2.19)
schreiben la¨sst, wobei
M =
(
0 E
−E 0
)
(2.20)
eine aus zwei quadratischen, d−dimensionalen Null- (0) und Einheitsmatrizen (E) beste-
hende antisymmetrische Matrix der Dimension 2d ist.
Poincare´ zeigte 1899, dass der Phasenfluss eines Hamiltonschen Systems ϕt einer sym-
plektischen Abbildung fu¨r alle t entspricht.17 Eine eindeutige und umkehrbare Abbildung
ϕt ist genau dann symplektisch (und erha¨lt somit die spezielle Form der Bewegungs-
gleichungen), wenn ihre Jacobi-Matrix (Jt(y) = ∂ϕt/∂y(t)) fu¨r alle t folgende Bedingung
erfu¨llt
JTt MJt =M . (2.21)
Betrachtet man im eindimensionalen Fall (d = 1) das von den beiden Vektoren a(qa, pa)
und b(qb, pb) aufgespannte Parallelogramm, dann beschreibt man mit a
TMb das Kreuz-
produkt a × b der beiden Vektoren und somit die Fla¨che dieses Parallelogrammes. Die
Gleichung (2.21) repra¨sentiert somit die Fla¨chenerhaltung unter der Abbildung ϕt (siehe
auch Abbildung 2.6).
Fu¨r Systeme ho¨herer Dimension (d > 1) bedeutet Symplektizita¨t, dass die Summe der
in die d zweidimensionalen Koordinatenebenen (qi, pi) projizierten orientierten Fla¨chen
des Parallelogrammes unter der Abbildung ϕt konstant bleibt. Diese Eigenschaft Hamil-
tonscher Systeme schra¨nkt die Bewegungen des Systems sehr viel sta¨rker ein als alleinige
Konstanz der Energie dies tut. Ein Zitat dazu aus Sanz-Serna (1992):
15Eine allgemeine Einfu¨hrung in die Theorie Hamiltonscher Systeme und ihrer Eigenschaften findet sich
z. B. in Goldstein (1991) oder Rebhan (2006).
16daher die Bezeichung symplektisch, von altgriech. symplektikos = mit einflechtend; aus Rebhan (2006).
17Ein Beweis dieser und der na¨chsten Aussage in moderner Notation findet sich z. B. in Hairer, Lubich
und Wanner (2002)
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Abb. 2.6: Symplektizita¨t (Fla¨chenerhaltung) einer linearen Abbildung ϕt.
“Conservation of energy restricts the dynamics of the numerical solution by
forcing the computed points to be on the correct (2d−1)-dimensional manifold
H = const., but otherwise poses no restriction to the dynamics: within the
manifold the points are free to move anywhere and only motions orthogonal
to the manifold are forbidden. When d is large this is clearly a rather weak
restriction. On the other hand, symplecticness restricts the dynamics in a more
global way: all directions in phase space are taken into account.“
Unter einem symplektischen Integrator versteht man all diejenigen Integrationsmetho-
den, deren numerischer Fluss φh, angewandt auf ein Hamiltonsches System, ebenfalls die
Bedingung (2.21) erfu¨llt. Es handelt sich dabei meist um Einschrittverfahren,18 wobei
die Spanne von symplektischen Runge-Kutta und Kollokationsverfahren, u¨ber Runge-
Kutta-Nystro¨m Algorithmen bis hin zu Verfahren, welche einen speziellen Aufbau der
Hamilton-Funktion H beno¨tigen, reicht.
Fu¨r viele dieser Verfahren zerlegt man H in mehrere Teile, welche fu¨r sich genom-
men jeweils exakt lo¨sbar sind. Die, vom verwendeten Algorithmus abha¨ngige, Kombinati-
on dieser Einzello¨sungen ergibt dann eine Approximation der Gesamtlo¨sung nach einem
Schritt der Schrittweite h. La¨sst sich das Hamiltonsche Systeme z. B. in einen nur von
den generalisierten Impulsen und einen nur von den Koordinaten abha¨ngigen Teil zer-
legen: H = T (p) + U(q), bietet sich die Anwendung des so genannten Sto¨rmer-Verlet
(SV )-Schemas19 an. Beschreibt man z. B. Positionen und Geschwindigkeiten in einem
baryzentrischen Koordinatensystem, vereinfachen sich die Bewegungsgleichungen (2.17)
zu
q˙i =
∂T (p)
∂pi
= pi und p˙i = −∂U(q)
∂qi
= f (q), (2.22)
und ein Schritt dieses expliziten Verfahrens, welches auch an einigen Stellen in dieser
Arbeit benutzt wurde, ist dann definiert als
18Fu¨r eine Beschreibung symplektischer Mehrschrittverfahren siehe Hairer, Lubich und Wanner (2002).
19auch unter dem Namen Leap-frog-Methode bekannt.
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pn+1/2 = pn +
h
2
f (qn)
qn+1 = qn + hpn+1/2
pn+1 = pn+1/2 +
h
2
f (qn+1).
(2.23)
Durch Einsetzen la¨sst sich zeigen, dass Bedingung (2.21) erfu¨llt ist (siehe auch Hairer,
Lubich und Wanner (2002), Kapitel VI).
Ein weiteres in dieser Arbeit verwendetes symplektisches Verfahren eignet sich beson-
ders fu¨r die Integration von leicht gesto¨rten Hamiltonschen Systemen der Form H =
HA + εHB, wobei ε ein kleiner Sto¨rparameter sei - es gelte somit HA ≫ εHB. Fu¨r die
Integration von Ko¨rpern unseres Sonnensystems, bei welchem die dominierende Kraft die
Gravitationskraft der Sonne ist, ordnet man die Teile HA und HB wie folgt zu:
HA : beschreibt die ungesto¨rte Keplerbewegung der einzelnen Ko¨rper um die Sonne
HB : beschreibt die auf jeden Ko¨rper wirkenden Sto¨rungen aufgrund der gravitativen
Wechselwirkungen mit den anderen massereichen Objekten.
Der Parameter ε entspricht dabei der Summe der Planetenmassen mi, ausgedru¨ckt in Son-
nenmassen M : ε =
∑
imi/M . Ein Integrator 2. Ordnung fu¨r ein solches System definiert
sich analog Gleichung (2.23):
1. Fu¨r einen halben Zeitschritt erfolgt die ungesto¨rte Bewegung des Ko¨rpers entlang
der durch HA beschriebenen Keplerbahn.
2. Mit den damit erhaltenen Positionen und Geschwindigkeiten werden die wechselsei-
tigen Sto¨rungen u¨ber einen Zeitschritt der La¨nge h berechnet.
3. Mit diesen neuen Koordinaten bewegt sich der Ko¨rper analog zum ersten Schritt
erneut fu¨r h/2 entlang einer Keplerbahn.
Im Folgenden werden Integratoren dieses Types mit SABAn abgeku¨rzt werden, wobei
das S darauf verweisen soll, dass diese Integratoren symmetrisch sind; n bezeichnet die
Ordnung des Integrators. Bei dem eben beschriebenen Verfahren handelt es sich dem-
nach um SABA2. Die Koeffizienten, mit welchen sich basierend auf diesem Grundschema
Integratoren ho¨herer Ordnung erzeugen lassen, finden sich in Laskar und Robutel (2001).
Da fu¨r die Beschreibung der Bewegung des Zentralko¨rpers in einem baryzentrischen
Koordinatensystem HA ≫ εHB nicht mehr gilt, ist die Hamilton-Funktion fu¨r diese Inte-
gratoren in ein geeigneteres Koordinatensystem zu transformieren. Wisdom und Holman
(1991) wa¨hlten Jacobi-Koordinaten, um die Hamilton-Funktion zu beschreiben; aufgrund
ihrer leichteren Programmierbarkeit empfehlen andere Autoren (z. B. Chambers (1999))
so genannte Poincare´-Variablen20, wie sie auch in dieser Arbeit verwendet wurden. Bei
diesen werden die kanonischen Impulse baryzentrisch, die Koordinaten hingegen helio-
zentrisch definiert. Durch die entsprechende Wahl der generalisierten Koordinaten kann
20Fu¨r eine Definition siehe z. B. Morbidelli (2002), welcher sie unter dem Namen demokratisch-
heliozentrische Koordinaten einfu¨hrt.
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sichergestellt werden, dass im Allgemeinen HA ≫ εHB gilt. Diese Forderung ist ledig-
lich dann nicht mehr erfu¨llt, wenn es zu nahen Begegnungen zwischen einzelnen Ko¨rpern
kommt. Der Sto¨rterm, welcher proportional zur Inversen des Abstandes zwischen den
Ko¨rpern ist, kann in diesem Fall beliebig groß werden, wodurch die numerische Lo¨sung
fu¨r diesen Ko¨rper entscheidend an Genauigkeit verliert. Eine Lo¨sung hierfu¨r im Bereich
der Himmelsmechanik stellen die sogenannten hybriden Integratoren, wie z. B. Mercu-
ry von Chambers (1999), dar, welche nur im Falle naher Begegnungen den Orbit mit
einer konventionellen Methode berechnen, wa¨hrend die restliche Zeit ein symplektischer
Algorithmus benutzt wird.21
Neben der Symplektizita¨t erhalten symplektische Integratoren meist auch noch weitere
Invarianten des Systems. So halten z. B. viele Methoden zusa¨tzlich noch quadratische
Invarianten konstant - als Beispiel sei der Drehimpuls in N -Ko¨rper-Systemen genannt.
Der Wert der Hamiltonschen Funktion selbst, H, wird nicht exakt konstant gehalten,
weist aber dennoch bei der Integration keine sa¨kularen Trends auf. Der Grund hierfu¨r
liegt darin, dass die numerische Lo¨sung einer symplektischen Methode der Ordnung p
u¨ber exponentiell lange Zeitra¨ume von Ordnung O(e−1/h) in der Na¨he der um h leicht
gesto¨rten Hamilton-Funktion H′ liegt, welche bis auf kleine Fehler exakt erhalten wird
(siehe Hairer, Lubich und Wanner (2002), Kapitel IX.8). H′ unterscheidet sich dabei von
H in O(hp) und ist mit den Methoden der ru¨ckwa¨rtigen Fehleranalyse (siehe Anhang A
und Hairer, Lubich und Wanner (2002), Kapitel IX) unter der Annahme einer konstanten
Schrittweite h exakt berechenbar.
Der Nachteil symplektischer Methoden liegt ganz klar in der Forderung einer konstanten
Schrittweite, welche es nicht erlaubt diese entsprechend den momentanen Anforderungen
zu variieren. Wa¨hrend die Standardmethoden der Schrittweitenkontrolle (Abscha¨tzung
des lokalen Fehlers und Berechnung einer neuen Schrittweite) die symplektische Struktur
zersto¨ren, zeigen andere Lo¨sungsansa¨tze, wie z. B. eine Transformation der unabha¨ngigen
Variable, im Moment noch nicht die gewu¨nschten Stabilita¨tseigenschaften. Eine U¨bersicht
der verschiedenen Methoden einer A¨nderung der Schrittweite bei gleichzeitiger Erhaltung
der Strukur des Systems findet sich in Hairer, Lubich und Wanner (2002), Kapitel VIII.
2.3.3 Ein Vergleich der Integrationsmethoden
In diesem Kapitel sollen die Eigenschaften der in den letzten beiden Abschnitten beschrie-
benen Integrationsmethoden anhand des Kepler-Problems noch einmal gegenu¨bergestellt
werden. Das Differentialgleichungssystem zur Beschreibung der Relativbewegung eines
Ko¨rpers in Bezug auf den zweiten lautet
y˙1 = y3
y˙2 = y4
y˙3 = −κy1/(y21 + y22)3/2
y˙4 = −κy2/(y21 + y22)3/2,
(2.24)
21Da diese Programmpakete aber nur schwer zu modifizieren und den eigenen Anforderungen anzupassen
sind und diese Arbeit eine qualitative Beschreibung des Phasenraumes und nicht die genaue Beschrei-
bung einzelner Bahnen zum Ziel hatte, wurden sie im Folgenden nicht weiter untersucht.
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wobei κ eine von den verwendeten Distanz- und Masseneinheiten abha¨ngige positive reelle
Zahl ist.
Integriert wurde u¨ber 105 Perioden mit doppelter Genauigkeit (64 Bit) und einer Ex-
zentrizita¨t von e = 0.4. Als Extrapolationsschema wurde ODEX 22 mit einer relativen
und absoluten Fehlertoleranz von 10−16 benutzt. Als symplektischer Integrator wurde ei-
ne Variante des Sto¨rmer-Verlet-Algorithmus benutzt. Mit diesem als Basismethode und
durch geeignete Wahl der Koeffizienten γi, i = 1, . . . , 17, γi ∈ R und
∑
i γi = 1 la¨sst sich
eine Kompositionsmethode ψh 8. Ordnung erzeugen, welche fu¨r die Rechnungen verwen-
det wurde.23 Diese ist definiert als Sequenz 17 einzelner Sto¨rmer-Verlet-Schritte mit der
Schrittweite γih
ψh = φγ17h ◦ . . . ◦ φγ1h. (2.25)
Die Schrittweite wurde so gewa¨hlt, dass sie 50 Integrationsschritten pro Periode entspricht.
Um beide Methoden miteinander zu vergleichen, wurde der relative Energie-, Dreh-
impuls- und Positionsfehler (durch Vergleich mit der analytischen Lo¨sung) berechnet. Die
Ergebnisse dieses Vergleiches finden sich in Abbildung 2.7 und in Tabelle 2.2.
Tabelle 2.2: Langzeitverhalten verschiedener Integratoren in Abha¨ngigkeit von der Integrati-
onszeit t und der Schrittweite h. Dargestellt ist der aus eigenen Berechnungen ermittelte Fehler
in der Energie (H), dem Drehimpuls (L) und globale Positionsfehler.
Methode Fehler in H Fehler in L globaler Fehler
ODEX ∝ t ∝ t ∝ t2
SV (8.Ordnung) ∝ h8 0 ∝ t3/2
10-14
10-12
10-10
10-8
101 102 103 104 105
|  (H
-H
0)/
H 0
 |
t [Perioden]
SV
ODEX
10-10
10-8
10-6
10-4
101 102 103 104 105
∆r
/r
t [Perioden]
SV
ODEX
Abb. 2.7: Relativer Energie- und Positionsfehler des Kepler-Problems mit e = 0.4 fu¨r ODEX
und einer Sto¨rmer-Verlet-Methode 8.Ordnung.
Die schon erwa¨hnten Eigenschaften der Integratoren zeigen sich deutlich. Wa¨hrend
ODEX im Kurzzeitbereich der SV -Methode weit u¨berlegen ist, zeigt diese ein weniger
starkes Anwachsen des Positionsfehlers, so dass beide Algorithmen nach 105 Perioden etwa
die gleiche Positionsgenauigkeit besitzen. Der Energiefehler, welcher bei symplektischen
22Der Quellcode ist frei unter http://www.unige.ch/~hairer/prog/nonstiff/odex.f verfu¨gbar.
23Die numerischen Werte der Koeffizienten finden sich in Kahan und Li (1997).
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Methoden lediglich von der Schrittweite abha¨ngig und somit konstant ist, wa¨chst bei der
Extrapolationsmethode linear mit der Zeit. Das gleiche gilt fu¨r den Drehimpuls, welcher
(bis auf Rundungsfehler) fu¨r die symplektische Methode konstant bleibt.
Des weiteren sieht man in Abbildung 2.7, dass der relative Energiefehler bei ODEX
wa¨hrend der ersten ≈ 200 Perioden mit∝ t1/2 und der Positionsfehler mit∝ t3/2 anwa¨chst.
Dieses Wachstum entspricht dem von Brouwer (1937) prognostizierten stochastischen An-
wachsen aufgrund von Rundungsfehlern. Erst danach werden diese Fehler systematisch
und zeigen das in Tabelle 2.2 dargestellte Langzeitverhalten, welches auch viele ande-
re Integrationsmethoden aufweisen (siehe z. B. Milani und Nobili (1988)), sofern diese
nicht speziell im Hinblick auf die Minimierung der Rundungs- und Diskretisierungsfeh-
ler programmiert wurden (siehe z. B. Grazier u. a. (2005)). Dass der Positionsfehler der
SV -Methode selbst ohne spezielle Algorithmen zur Minimierung des Rundungsfehlers mit
∝ t3/2 anwa¨chst, kann damit begru¨ndet werden, dass durch die erzwungene Beibehaltung
der symplektischen Struktur einem sta¨rkeren Anwachsen der Fehler entgegengewirkt wird
(Hairer, Lubich und Wanner (2002), Kapitel X.3). Eine ausfu¨hrlichere Darstellung der
Fehlereinflu¨sse bei numerischen Integrationen findet sich in Kapitel 3.1.
Zusammenfassend kann gesagt werden, dass symplektische Integratoren sehr viel besser
als konventionelle Integratoren fu¨r Langzeitintegrationen Hamiltonscher Systeme geeig-
net sind. Wa¨hrend ein nicht-symplektischer Integrator aus einem konservativen ein dis-
sipatives System macht, was u¨ber lange Integrationszeitra¨ume zu einer Zersto¨rung der
urspru¨nglichen Phasenraumeigenschaften fu¨hrt, erhalten symplektische Integratoren per
definitionem bestimmte qualitative Eigenschaften des Systems. Ist man daher eher an
einer qualitativ korrekten Beschreibung als an einer hochgenauen, und oft auch rechen-
zeitintensiven, Ermittlung der Trajektorien interessiert, sind symplektische Verfahren an-
deren Methoden vorzuziehen.
2.4 Chaosindikatoren
Um zu entscheiden, ob die Bahn eines Asteroiden chaotisch ist, ist die Nutzung pra¨ziser
und mathematisch fundierter Hilfsmittel unerla¨sslich, von welchen drei in diesem Kapi-
tel dargestellt werden sollen. Dabei soll im Folgenden dann eine Bewegung als chaotisch
bezeichnet werden, wenn sich im Phasenraum anfa¨nglich infinitesimal benachbarte Tra-
jektorien mit der Zeit exponentiell voneinander entfernen.
Im ersten Teil wird der traditionelle Lyapunov-Indikator und der neuere MEGNO-
Indikator, ein sogenannter schneller Indikator, einschließlich ihrer Eigenschaften darge-
legt und einander gegenu¨bergestellt. Besonders gut geeignet zur Untersuchung nur leicht
gesto¨rter Hamiltonscher Systeme ist die in Kapitel 2.4.2 beschriebene Methode der Fre-
quenzanalyse.
2.4.1 Lyapunov-Indikatoren
Die Bahn des zu untersuchenden Ko¨rpers sei gegeben durch ein System von Differential-
gleichungen (2.4). Betrachtet man zu gewissen Anfangsbedingungen y0 eine im Phasen-
raum in der Na¨he liegende Bahn y0 + δy0 und beru¨cksichtigt dabei lediglich die linearen
Terme der Taylorentwicklung, so wird das zeitliche Verhalten ihrer relativen Entfernung
23
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beschrieben durch
δy˙i =
d∑
k=1
∂fi(y)
∂yk
δyk =
d∑
k=1
Jikδyk. (2.26)
In (2.26), welche auch als Variationsgleichungen bezeichnet werden, steht J fu¨r die Matrix
der partiellen Ableitungen, die sogenannte Jacobi-Matrix. Die mittlere Wachstumsrate,
mit welcher sich die anfa¨nglich benachbarten Bahnen voneinander entfernen, sei definiert
als
λ(δy(t0), e) = lim
t→∞
(
1
t
)
ln
‖δy(t)‖
‖δy(t0)‖ mit e =
δy(t0)
‖δy(t0)‖ . (2.27)
Es kann gezeigt werden, dass λ existiert und endlich ist (Lichtenberg und Liebermann
(1992)). Weiterhin existiert eine Basis von d -nicht notwendigerweise orthogonalen- Rich-
tungsvektoren ei, fu¨r welche λ(δy(t0), e) die Werte λi annimmt. Diese λi werden als
Lyapunov-Exponenten bezeichnet, wobei einige der λi auch gleich sein ko¨nnen. Ein d-
dimensionales System besitzt maximal d verschiedene Lyapunov-Exponenten. Liegen die
Bewegungsgleichungen in kanonischer Form vor (Gleichung 2.17), dann la¨sst sich nach-
weisen (Benettin u. a. (1980)), dass stets Paare von Lyapunov-Exponenten mit entgegen-
gesetztem Vorzeichen auftreten, wovon mindestens zwei den Wert Null annehmen.
Der gro¨ßte Lyapunov-Exponent γ = max(λi) dominiert dabei das Verhalten des Sys-
tems in allen Richtungen ei, in welchen er angeregt wurde. Es gilt daher
γ = lim
t→∞
(
1
t
)
ln
‖δy(t)‖
‖δy(t0)‖ . (2.28)
Es kann gezeigt werden, dass der Wert von γ unabha¨ngig von den gewa¨hlten Anfangs-
variationen δy0
24 und der Metrik des Phasenraumes ist.25 Der Zeitraum, innerhalb dessen
δy0 um den Faktor e
1 ≈ 2.718 anwa¨chst, wird als Lyapunov-Zeit TL bezeichnet und ist
definiert als
TL = γ
−1. (2.29)
Da γ nur in den seltensten Fa¨llen analytisch bestimmt werden kann, ist Gleichung (2.26)
numerisch zu integrieren. Da diese Integrationen nur u¨ber einen endlichen Zeitraum erfol-
gen ko¨nnen, erha¨lt man lediglich eine Abscha¨tzung (man spricht in diesem Zusammenhang
ha¨ufig von einem Lyapunov-Indikator) γ(t)
γ(t) =
1
t
ln
‖δy(t)‖
‖δy(t0)‖ . (2.30)
wobei man annimmt, dass γ = limt→∞ γ(t) gilt. Mit diesem Vorgehen lassen sich all dieje-
nigen Lyapunov-Zeiten finden, welche kleiner als eine (zur Integrationszeit proportionalen)
Obergrenze sind. Des weiteren ist noch zu beachten, dass die linearisierten Gleichungen
nur gelten, solange δy klein ist. Aus diesem Grund ist der Vektor zu gegebenen Zeitpunk-
ten zu renormieren.26
24Die Menge der Anfangsvariationen, welche keinen Anteil in Richtung des zu γ geho¨rigen Eigenvektors
haben, ist vom Maße 0.
25Fu¨r eine ausfu¨hrliche Darstellung der Theorie der Lyapunov-Exponenten siehe z. B. Lichtenberg und
Liebermann (1992).
26Details der numerischen Berechnung des maximalen Lyapunov-Exponenten finden sich z. B. in Benettin
u. a. (1980) oder Morbidelli (2002).
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Der Lyapunov-Exponent von Gleichung (2.30) nach einem endlichen Integrationszeit-
raum t la¨sst sich als Integral schreiben als
γ(t) =
1
t
∫ t
0
δy˙(s)
δy(s)
ds, (2.31)
mit δy = ‖δy‖ und δy˙(s) = δy˙ · δy/δy.
In Anlehnung an diese Gleichung definieren Cincotta und Simo´ (2000) den MEGNO-
Indikator Y (t) -das Akronym steht dabei fu¨r Mean Exponential Growth of Nearby Orbits-
und dessen Mittelwert Y (t) als
Y (t) =
2
t
∫ t
0
δy˙(s)
δy(s)
s ds und Y (t) =
1
t
∫ t
0
Y (s)ds. (2.32)
Y (t) kann daher als eine gewichtete Variante des Integrals (2.31) angesehen werden, wo-
durch erreicht wird, dass die anfa¨ngliche Einschwingphase der Variationsvektoren weniger
Bedeutung fu¨r die Bestimmung der Dynamik erha¨lt. Der zeitliche Verlauf von Y (t) er-
laubt dabei Aussagen u¨ber die Stabilita¨t der Bewegung. Es la¨sst sich zeigen, dass Y im
Fall quasi-periodischer Bewegung (bei welcher δy linear mit der Zeit anwa¨chst) fu¨r t→∞
gegen 2 konvergiert (und dies umso langsamer, je na¨her man einem stabilen Orbit ist),
wa¨hrend sich Y fu¨r chaotische Bewegungen wie γt/2 verha¨lt. Der maximale Lyapunov-
Exponent ist direkt aus Y durch Umstellen dieser Gleichung durch
γY = 2Y /t (2.33)
berechenbar. Cincotta und Simo´ (2000) schlagen vor, γ aus Y mittels linearer Regression
abzuleiten. Dies hat den Vorteil, dass dabei die gesamte Information u¨ber die Dynamik
des Systems, welche in Y enthalten ist, in die Bestimmung von γ eingeht. Der dergestalt
berechnete maximale Lyapunov-Exponent soll im Folgenden mit γY,R bezeichnet werden.
Fu¨r chaotische Orbits konvergiert γY mit der gleichen Geschwindigkeit wie Gleichung
(2.31) gegen den gesuchten Wert. Fu¨r quasi-periodische Orbits hingegen ist die Konver-
genz gegen 0 mit 2/t im Gegensatz zu ln t/t fu¨r (2.31) wesentlich schneller. Eine umfassen-
de Darstellung der Eigenschaften des MEGNO-Indikators, einschließlich der Anwendung
fu¨r diskrete dynamische Systeme, wie sie fu¨r die Berechnung des MEGNO mit symplek-
tischen Integratoren notwendig ist, findet sich in Cincotta, Giordano und Simo´ (2003).
Die hier dargestellten Eigenschaften der vorgestellten Indikatoren sollen anhand der
Froeschle´, Guzzo und Lega (2000) entnommenen Hamilton-Funktion
H(p, q) = H0 + ǫH1 = 1
2
(p21 + p
2
2) + p3 + ε(cos q1 + cos q2 + cos q3 + 4)
−1 (2.34)
untersucht werden, wobei der Parameter ε eine Sto¨rung des integrablen Systems H0 dar-
stellt.
Fu¨r ε = 0 sind die Impulse pi konstant. Jedes Paar (p1, p2) definiert dann einen Torus,
auf dessen Oberfla¨che die Bewegung mit den Frequenzen ω1 = p1, ω2 = p2, ω3 = 1
stattfindet. Resonanzen finden sich an den Stellen, an welchen
∑
i kiωi = 0 fu¨r ki ∈ Z
gilt, wobei ihre Sta¨rke mit wachsendem |ki| abnimmt. Die Resonanzen fu¨llen daher die
Ebene der Anfangsbedingungen fu¨r jedes rationale Frequenzverha¨ltnis dicht mit einem
Netz: dem sogenannten Arnold-Netz.
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Abb. 2.8: Das Arnold-Netz von Gleichung (2.34) fu¨r ε = 0.04. Die Stabilita¨t der Anfangsbeding-
ungen wurde mit Gleichung (2.31) berechnet und ist farbkodiert dargestellt. Um die Strukturen
besser sichtbar zu machen wurde die Farbskala auf den dargestellten Bereich begrenzt.
Sto¨rt man dieses System um εH1, so ist es nicht mehr integrabel. Durch die Resonanzen,
welche sich in der (p1, p2)-Ebene als Linien der Gestalt k1p1 + k2p2 + k3 = 0 darstellen,
zeigt sich in den U¨berlappungsbereichen und an ihren Ra¨ndern chaotisches Verhalten. Fu¨r
ε = 0.04 ist dies in Abbildung 2.8 dargestellt.
Die Auflo¨sung, mit welcher einzelne Resonanzen noch voneinander unterschieden wer-
den ko¨nnen, ist ein Maß fu¨r die Gu¨te eines Chaosindikators. Um diese fu¨r die vorgestellten
Indikatoren zu untersuchen, wurde Gleichung (2.34) mit ε = 0.04 zusammen mit den Va-
riationsgleichungen mit dem ODEX -Integrator27 u¨ber t = 1000 Zeiteinheiten integriert
und γ, γY und γY,R berechnet. Die Werte der Winkelvariablen wurden anfa¨nglich, wie in
Froeschle´, Guzzo und Lega (2000), zu Null gesetzt.
Abbildung 2.8 zeigt farbkodiert in der (p1, p2)-Ebene fu¨r jeden der Anfangswerte mit
einer Auflo¨sung von 500 mal 500 Punkten dessen Stabilita¨t anhand des natu¨rlichen Lo-
garithmus von γ. In Abbildung 2.9 wurden die maximalen Lyapunov-Exponenten als
Funktion von p1 fu¨r p2 = 0.2 fu¨r alle drei Berechnungsmethoden einander gegenu¨berge-
stellt. Hier la¨sst sich feststellen, dass alle drei Methoden deutlich die beiden Spitzen bei
p1 = ±0.2 zeigen, dessen Wert des maximalen Lyapunov-Exponenten auch von allen gleich
abgescha¨tzt wird. Fu¨r die anderen Anfangsbedingungen zeigt die aus Gleichung (2.31) er-
haltene Kurve (γ) eine mehr oder minder variationsarme Linie um den theoretisch fu¨r
einen stabilen Orbit fu¨r diesen Integrationszeitraum aus ln t/t errechenbaren Wert von
-4.97 (in logarithmischen Einheiten). γY , fu¨r welchen dieser Wert bei ln(2/t) = −6.21
liegt, zeigt im Vergleich dazu mehr Strukturen und weist dabei gleichzeitig einen Großteil
der Anfangsbedingungen als stabiler aus. Ein U¨berschlag zeigt, dass die Integrationszeit
vervierfacht werden muss, um mit Gleichung (2.31) ein a¨hnliches Niveau zu erreichen.
Die gro¨ßte Strukturiertheit zeigt der aus Y durch lineare Regression gewonnene ma-
ximale Lyapunov-Exponent γY,R. Durch Wiederholung der Rechnungen fu¨r la¨ngere In-
tegrationszeiten konnte jedoch festgestellt werden, dass nur ein Teil der damit erhalte-
27Siehe Kapitel 2.3.1.
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Abb. 2.9: Das Arnold-Netz von Gleichung (2.34) fu¨r p2 = 0.2. Der Lyapunov-Exponent wurde
fu¨r diesen Vergleich mittels Gleichung (2.31) (= γ), aus MEGNO (= γY ) und aus γY durch
lineare Regression (= γY,R) bestimmt .
nen Lyapunov-Exponenten real war. Es zeigte sich, dass mit MEGNO sichere Erkennt-
nisse u¨ber die Stabilita¨t lediglich bis zur Grenze ln(2/t) mo¨glich sind. Die Lyapunov-
Exponenten von Anfangsbedingungen, welche unterhalb dieser Grenze liegen, lassen sich
nur durch la¨ngere Integrationszeiten bestimmen.
Generell ließ sich mit dieser Untersuchung feststellen, dass man durchMEGNO sehr viel
mehr Information u¨ber die innere Struktur eines dynamischen Systems bei gleichen Kosten
der Berechnung im Vergleich zur traditionellen Berechnung des maximalen Lyapunov-
Exponenten nach Gleichung (2.31) erha¨lt. Fu¨r die Ermittlung des Lyapunov-Exponenten
aus MEGNO ist Gleichung (2.33) ausreichend. Die zusa¨tzliche Berechnung einer linearen
Regression scheint keinen verla¨sslichen Erkenntnisgewinn zu bringen.
2.4.2 Frequenzanalyse
Die Frequenzanalyse (FA), d. h. die Analyse der grundlegenden Frequenzen eines Systems
mit Hilfe numerischer Verfahren, ist eine weitere Methode zur Unterscheidung zwischen
chaotischer und regula¨rer Dynamik in konservativen Systemen. Erstmals angewandt wur-
de sie von Laskar (1990) zur Untersuchung der sa¨kularen Dynamik der Planeten unseres
Sonnensystems. Eine umfassende Darstellung der Grundlagen und der algorithmischen
Umsetzung der FA findet sich z. B. in Laskar (1993) und Robutel und Laskar (2001), aus
welchem auch die folgende kurze Darstellung der Grundzu¨ge der Methode entnommen ist.
Betrachtet werden soll eine um einen kleinen Parameter ε gesto¨rte Hamiltonsche Funk-
tion H der Form H = H(p, q) = H0(p) + εH1(p, q), wobei die Dimension der Vektoren
der Wirkungs- (p) und Winkelvariablen (q) der Anzahl der Freiheitsgrade d des Systems
entspricht. Fu¨r ε = 0 reduziert sich dieses System auf H0(p) und ist damit integrabel.
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Die Bewegungsgleichungen dieses Systems lauten dann
p˙i =
∂H0(p)
∂qi
= 0, q˙i =
∂H0(p)
∂pi
= νi fu¨r i = 1, . . . , d. (2.35)
Die Winkel qi des damit beschriebenen Systems a¨ndern sich linear in der Zeit im Intervall
[0, 2π] mit den Frequenzen νi(p), wobei die Bewegung im Phasenraum auf der Oberfla¨che
eines n-dimensionalen Torus, gebildet aus Kreisen mit den Radien pi, stattfindet.
Gilt fu¨r die Matrix A der partiellen zweiten Ableitungen von H0 mit den Elementen
Ai,j = ∂
2H0(p)/∂pi∂pj die Bedingung
det(A) 6= 0, (2.36)
dann ist durch das KAM-Theorem (siehe z. B. Arnold (1988)) sichergestellt, dass fu¨r
ausreichend kleine Werte der Sto¨rung ε die Bewegungen des gesto¨rten Systems auf der
Oberfla¨che eines Torus28 stattfinden, welcher gegenu¨ber dem des ungesto¨rten Problems
lediglich leicht deformiert ist und fu¨r ε→ 0 in diesen u¨bergeht. Diese KAM-Tori bleiben
umso la¨nger erhalten, je irrationaler die Verha¨ltnisse der Frequenzen des Systems sind.
Die FA nutzt die Tatsache, dass Trajektorien auf KAM-Tori konstante Frequenzen
besitzen. Dabei hat ein System mit d Freiheitsgraden d voneinander unabha¨ngige Fre-
quenzen νi, welche durch die FA numerisch bestimmt werden sollen. Gegeben sei dafu¨r
die komplexe zeitabha¨ngige Funktion f(t) mit
f(t) =
∞∑
k=1
ake
ıνkt, (2.37)
wobei fu¨r die Amplituden ak > ak+1 und ı
2 = −1 gelte. Das Ziel der FA ist es, numerisch
eine Approximation fˆ(t) mit
fˆ(t) =
N∑
k=1
aˆke
ıνˆkt (2.38)
zu finden, welche f(t) mit N Termen innerhalb eines gewissen Zeitintervalls T bestmo¨glich
approximiert. Die Frequenzen νˆk und die komplexen Amplituden aˆk werden dabei iterativ
berechnet. Generell sollte das Zeitintervall T gro¨ßer sein als die Inverse der langsamsten
Frequenz, um noch eine genaue Bestimmung derselben zu ermo¨glichen.
Diese Berechnungsalgorithmen sind fu¨r Anwendungen in der Himmelsmechanik relativ
komplex, da hohe (z. B. die mittlere Bewegung n) und niedrige Frequenzen (z. B. die zeitli-
che A¨nderung des Perihelargumentes ω˙) gleichzeitig vorkommen. Eine Mo¨glichkeit, dieses
Problem zu umgehen, ist das Herausfiltern aller kurzperiodischen Terme vor Anwendung
der FA, wodurch sich die Frequenzen der langperiodischen Winkel sehr viel besser berech-
nen lassen. Der Vorteil der FA gegenu¨ber einer einfachen Fourier-Transformation ist, dass
die Frequenzen der komplexen Funktion f(t) (welche im Allgemeinen nicht periodisch im
Intervall T sind) sehr viel genauer bestimmt werden ko¨nnen - proportional zu T−4 im
Vergleich zu T−1 bei einer Fourier-Transformation (Robutel und Laskar (2001)).
Um die dynamischen Eigenschaften eines Hamiltonschen Systems mittels FA zu un-
tersuchen, kann man z. B. dessen Frequenzen als Funktion der Anfangsbedingungen be-
rechnen. Dabei werden die Winkelvariablen zum Anfangszeitpunkt t0 konstant gehalten
28auch KAM-Torus genannt
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und die Frequenzen νˆi als Funktion der Wirkungsvariablen p(t0) berechnet. Laskar (1993)
zeigte, dass diese Frequenzen mittels einer stetigen Funktion von p(t0) abha¨ngen, so lange
die Bewegung auf KAM-Tori stattfindet. In chaotischen Gebieten sind die Tori zersto¨rt
- die Frequenzen sind nicht mehr eindeutig berechenbar, wodurch diese Stetigkeit dann
verloren geht.
Dieses Verfahren soll benutzt werden, um die mittlere Bewegung n als Funktion der
großen Halbachse a des Asteroiden im EKG zu berechnen. Wie in Robutel und Laskar
(2001) angegeben, lassen sich so mittels FA die einzelnen Bahnresonanzen identifizieren.
Dazu wurden die großen Halbachsen a von 200 masselosen Testko¨rpern mit einer Exzen-
trizita¨t von e0 = 0.15 gleichma¨ßig zwischen 40 und 50 AE verteilt. Alle anderen Bahnele-
mente wurden anfa¨nglich zu Null gesetzt: i0 = Ω0 = ω0 = M0 = 0. Diese Ko¨rper wurden
zusammen mit den 4 Gasplaneten u¨ber einen Zeitraum T von 106 Jahren mit einem
symplektischen SV -Algorithmus 4.Ordnung integriert. Die Berechnung der Frequenzen
geschah mit dem frei verfu¨gbaren Programm FMFT von David Nesvorny´.29
Die zu untersuchende komplexe Funktion ist f(t) = a(t)eıλ(t), welche die FA durch
fˆ(t) = α0e
ıν0t +
N∑
k=1
αke
ıνkt. (2.39)
im Intervall [0, T ] approximiert. λ = M + ω + Ω bezeichnet die mittlere La¨nge des
Testko¨rpers. Im Fall einer ungesto¨rten Keplerbewegung ist |α0| gleich dem Wert der
großen Halbachse des Anfangszeitpunktes und ν0 entspricht der mittleren Bewegung n
des Ko¨rpers. Alle weiteren vorkommenden Frequenzen sind lediglich Vielfache von ν0.
Aufgrund der Sto¨rungen der Bahn durch die Planeten (wobei Neptun aufgrund seiner
Na¨he den gro¨ßten Anteil besitzt) entha¨lt Gleichung (2.39) noch weitere periodische Ter-
me, deren Amplituden αk aber um den Faktor 100 bis 1000 kleiner sind. Ist der Testko¨rper
weit genug von Neptun entfernt, d. h. ist die Sto¨rung ε klein genug, dann bleibt ν0 immer
noch die gro¨ßte Eigenfrequenz des Systems (ν0 > νk), welche stetig (durch das 3. Kepler-
sche Gesetz n2a3 = µ bestimmt) allein von der großen Halbachse abha¨ngt. Befindet sich
der Ko¨rper hingegen in einer Bahnresonanz p + q : p mit Neptun, so besteht zwischen
den mittleren Bewegungen der Ko¨rper ein rationales Verha¨ltnis n/n′ = (p+ q)/p, welches
innerhalb des Resonanzgebietes konstant bleibt.
Dieses Verha¨ltnis der aus der FA erhaltenen mittleren Bewegung n des Testko¨rpers und
der mittleren Bewegung Neptuns n′ als Funktion der anfa¨nglichen großen Halbachse des
Testko¨rpers wurde in Abbildung 2.10 dargestellt.
Klar heben sich die Resonanzbereiche als Plateaus von der sonst stetigen Kurve ab.
Die einzelnen Resonanzen lassen sich dadurch leicht identifizieren, wobei die wichtigsten
in Abbildung 2.10 beschriftet wurden. Der Anstieg der Kurve außerhalb der Resonanzbe-
reiche wird durch das 3.Keplersche Gesetz definiert und betra¨gt dn/da ≈ −3/2√µa−5/2.
Werden die Sto¨rungen durch Neptun zu stark, so kommt es zu den bereits beschriebenen
Problemen in der Berechnung der Frequenzen, wie am linken Rand der Abbildung zu
erkennen ist.
Im Vergleich zu dem im letzten Kapitel beschriebenen Lyapunov-Exponenten, welcher
als Grenzwert fu¨r t→∞ definiert wurde, beno¨tigt die FA sehr viel ku¨rzere Integrations-
zeiten. Die einzelnen Frequenzen lassen sich schon nach wenigen Perioden der niedrigsten
29Quelle: http://www.boulder.swri.edu/~davidn/fmft/fmft.html.
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Abb. 2.10: Das Frequenzverha¨ltnis der aus der FA bestimmten mittleren Bewegung n eines
Testko¨rpers und Neptuns n′ als Funktion der anfa¨nglichen großen Halbachse a. Die wichtigsten
Bahnresonanzen mit Neptun wurden beschriftet.
zu ermittelnden Frequenz genau bestimmen. Anhand der berechneten Frequenzen ist es
dann z. B. leicht mo¨glich, die genaue Resonanz anzugeben, in welcher sich der Testko¨rper
befindet. Dies ist allein mit dem Lyapunov-Exponenten nicht mo¨glich. Da die FA aber
nur brauchbare Ergebnisse liefert, wenn das zu untersuchende Hamiltonsche System nur
leicht gesto¨rt und der Phasenraum somit zum Großteil mit KAM-Tori ausgefu¨llt ist (siehe
z. B. Cincotta, Giordano und Simo´ (2003)), ist fu¨r eine eingehende Untersuchung immer
eine Kombination dieser Methoden angeraten.
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Bis auf die wenigen einfachen Fa¨lle, bei denen sich die Lyapunov-Exponenten eines dyna-
mischen Systems analytisch berechnen lassen, ist man auf die Unterstu¨tzung eines Com-
puters zur Analyse der Stabilita¨t desselben angewiesen.
Bedingt durch die Numerik kommt es zur Einfu¨hrung von Fehlern, wovon zwei, der
Rundungsfehler und der Diskretisierungsfehler, im folgenden Kapitel beschrieben und
ihre Gro¨ße abgescha¨tzt werden sollen. Die Auswirkungen dieser Fehler auf die errechneten
Lyapunov-Zeiten am Beispiel einiger ausgewa¨hlter Asteroiden sind dann Gegenstand des
zweiten Teiles.
Eine weitere Mo¨glichkeit zur U¨berpru¨fung der Verla¨sslichkeit numerischer Ergebnisse
mittels so genannter Schattenorbits soll dann im letzten Teil erla¨utert werden.
3.1 Fehler numerischer Methoden
3.1.1 Repra¨sentation von Zahlen im Computer
Bedingt durch den endlichen Speicherplatz kann eine reelle Zahl x im Computer lediglich
durch eine rationale Zahl r, eine so genannte Gleitkommazahl, approximiert werden. r
setzt sich dabei zusammen aus:
- einem Vorzeichen v,
- dem Absolutbetrag |r|, bestehend aus der IntegermantisseM mit einer festen Anzahl
Stellen di mit i = 1, . . . , m und d, i ∈ N im Zahlensystem der verwendeten Basis β 1
und
- einem Integerexponenten e ebenfalls zur Basis β, mit β ∈ N und β ≥ 2.
Mit diesen Festlegungen la¨sst sich r schreiben als
r = v M βe−m+1 = v(d1 + d2β
−1 + . . .+ dmβ
−(m−1))βe, (3.1)
wobei 0 ≤ di < β gilt.
Da damit die Darstellung von r im Computer noch nicht eindeutig bestimmt ist,
wird zusa¨tzlich noch der Begriff der normierten Gleitkommazahl eingefu¨hrt. Eine Gleit-
kommazahl r wird normiert genannt, wenn ihre signifikanteste Stelle d1 ungleich 0 ist. Die
normierte Darstellung einer Zahl mit e = 0 ist daher entsprechend (3.1): 1 ≤ |r| < β.
Die kleinste Gleitkommazahl welche, zu 1 addiert, ein Ergebnis ungleich 1 ergibt, wird
Maschinengenauigkeit ǫm genannt. Sie bestimmt den kleinstmo¨glichen Abstand zweier
Gleitkommazahlen und somit direkt die Genauigkeit einzelner Berechnungen.2 Weite-
re Besonderheiten der Gleitkommaarithmetik sowie FORTRAN-Programme zur Analyse
hardwarespezifischer Parameter finden sich z. B. in Press u. a. (1992).
1Heutige Computer verwenden nahezu ausschließlich das Dualsystem mit β = 2.
2Fu¨r den Standarddatentyp fu¨r Gleitkommazahlen mit 64 Bit und einer Mantissenla¨nge m = 53 gilt
z. B. ǫm = 2
−52 ≈ 2 · 10−16.
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Da die Ergebnisse von Fließkommaoperationen fu¨r gewo¨hnlich mehr Stellen haben als
in der zur Verfu¨gung stehenden Mantisse gespeichert werden ko¨nnen, ist es notwendig
das erhaltene Resultat x auf die na¨chstgelegene rationale Zahl r mit m Stellen zu runden.
Die dabei auftretenden Fehler und deren Fortpflanzung in numerischen Integrationen sind
Gegenstand des folgenden Kapitels.
3.1.2 Rundungsfehler
Korrektes Runden sollte so geschehen, dass der Erwartungswert E(r) dem exakten Er-
gebnis x der Fließkommaoperation entspricht. Dies ist in allen modernen Rechnerarchi-
tekturen durch den IEEE Standard round to nearest festgelegt3, welcher dafu¨r sorgt,
dass mathematisch korrekt immer zur na¨chstgelegenen, im Rechner darstellbaren Zahl
gerundet wird. Liegt x genau in der Mitte zwischen zwei darstellbaren Zahlen, so ist auf
diejenige Zahl zu runden, deren letzte Stelle der Mantisse gerade (entspricht der Null bei
β = 2) ist. Diese Festlegung sorgt fu¨r eine Gleichverteilung des Auf- und Abrundens,
wodurch ein ku¨nstlicher systematischer Fehler in la¨ngeren Rechnungen vermieden wird.
Durch dieses Vorgehen ist garantiert, dass der durch Rundung verursachte Fehler einer
Rechenoperation maximal der halben Maschinengenauigkeit entspricht:
|x− r| ≤ ǫmβ
e
2
. (3.2)
Der Rundungsfehler ist zufa¨llig und gleichma¨ßig im Intervall ±ǫmβe/2 verteilt, wobei sich
dessen quadratischer mittlerer Fehler, die Varianz des gerundeten Wertes var(r) einer
einzelnen Fließkommaoperation, zu
var(r) = var(x− r) = E((x− r)2) = 1
ǫmβe
∫ ǫmβe/2
−ǫmβe/2
s2ds =
ǫ2m
12
β2e (3.3)
ergibt. s sei dabei die Differenz x−r. Gleichung (3.3) ist Ausgangspunkt einer statistischen
Behandlung von Rundungsfehlern.
Die genaue Gro¨ße dieses Fehlers ist abha¨ngig von der fu¨r den jeweiligen Zahlentyp zur
Verfu¨gung stehenden La¨nge der Mantisse, der verwendeten Basis β und der Reihenfolge
der arithmetischen Operationen in einem numerischen Algorithmus, um nur einige zu
nennen.
Im Prinzip ist es mo¨glich, ausgehend von Gleichung (3.3) mit den entsprechenden Geset-
zen der Fehlerfortpflanzung die Rundungsfehler, die bei jeder Operation einer numerischen
Integration auftreten, zu berechnen und damit den rundungsbedingten Gesamtfehler einer
Rechnung zu bestimmen. Im Hinblick auf die Komplexita¨t moderner Integrationsverfah-
ren und der Nichtlinearita¨t der Bewegungsgleichungen vieler Probleme muss dies aber als
nicht praktikabel verworfen werden.
Um dennoch Aussagen u¨ber die Fortpflanzung von Rundungsfehlern treffen zu ko¨nnen,
sind einige vereinfachende Annahmen notwendig. Hierbei nutzt man den hierarchischen
Aufbau numerischer Integrationsverfahren:
yk+1 = yk + δk, (3.4)
3Zu finden im IEEE Standard for Binary Floating-Point Arithmetic(IEEE 754).
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wobei das Inkrement δk normalerweise sehr viel kleiner ist als die numerische Appro-
ximation der Lo¨sung yk zu diesem Zeitpunkt. Aufgrund dessen sind auch die bei der
Berechnung von δk entstehenden Rundungsfehler vernachla¨ssigbar im Vergleich zu denen,
welche bei der Addition in Gleichung (3.4) auftreten. Durch Rundungsfehler bei dieser
Addition verliert man daher gewo¨hnlich auch mehr signifikante Stellen als bei der Berech-
nung von δk vorher. Nimmt man daher vereinfachend an, dass alle Zwischenrechnungen
fehlerfrei durchgefu¨hrt werden ko¨nnen und betrachtet die Rundungsfehler als voneinander
unabha¨ngig, beschra¨nkt sich das Auftreten von Rundungsfehlern innerhalb einer nume-
rischen Integration auf die Addition in Gleichung (3.4), wodurch eine Abscha¨tzung des
rundungsbedingten Gesamtfehlers mo¨glich wird.
Beutler (2005) folgend soll nach diesen Voru¨berlegungen beispielhaft das rundungs-
bedingte Wachstum des Positionsfehlers im Kepler-Problem abgescha¨tzt werden. Geht
man dabei von einer Kreisbahn (mit Radius a) aus, so ergibt sich der Positionsvektor rˆ
eines Ko¨rpers auf dieser Bahn zu einem Zeitpunkt t0 einfach als rˆ = (a cosM, a sinM).
Hier bezeichnetM = nt0 die mittlere Anomalie und n die konstante mittlere Bewegung des
Ko¨rpers. n ist dabei u¨ber das 3.Keplersche Gesetz n =
√
µ/a3 mit der großen Halbachse
der Bahn des Ko¨rpers verbunden, wobei µ einer Konstanten entspricht.
Ein zum Zeitpunkt tk auftretender Rundungsfehler resultiert in einer Differenz zwischen
rˆ und dem Positionsvektor der gerundeten Postion r. Fu¨r die Differenz ∆r = rˆ − r
gilt Gleichung (3.2). Zerlegt man ∆r in eine radiale (δa) und eine tangentiale (δM)
Fehlerkomponente, so ergibt sich
∆r =
(
a cos(M)− (a + δa) cos(M + δM)
a sin(M)− (a + δa) sin(M + δM)
)
(3.5)
≈
(
a sin(M)δM − δa cos(M)
−a cos(M)δM − δa sin(M)
)
.
Der Winkelfehler δM zu einem spa¨teren Zeitpunkt t setzt sich aus zwei Anteilen zusam-
men: zum einen aus dem rundungsbedingten Winkelfehler δMk zum Zeitpunkt tk. Zum
anderen la¨sst sich auch δak in einen Winkelfehler u¨bersetzen. Der gesamte Winkelfehler
nach einem Zeitraum t− tk ergibt sich dann zu
δM = δMk +
∂M
∂a
δak = δMk +
∂(n(t− tk))
∂a
δak = δMk − 3
2
n
a
(t− tk)δak. (3.6)
Unter Vernachla¨ssigung von δMk (dieser bleibt in der Gro¨ßenordnung des Rundungs-
fehlers) und Termen zweiter Ordnung bewirkt ein Rundungsfehler zum Zeitpunkt tk einen
Positionsfehler nach dem Zeitraum t− tk von
‖∆r(t)‖ ≈ δak 3
2
n(t− tk). (3.7)
Fu¨r die weitere Betrachtung wird angenommen, dass es bei jedem Integrationsschritt
k = 1, . . . , N zu einem solchen Rundungsfehler4 kommt. Ist die Bahn anna¨hernd kreis-
fo¨rmig, so sind die Betra¨ge der Fehler in radialer Richtung |δak| alle ungefa¨hr gleich
groß und daher unabha¨ngig vom Zeitpunkt tk. Fu¨r diese Abscha¨tzung werden weiterhin
Aspekte der Fehlerfortpflanzung vernachla¨ssigt und die Rundungsfehler als voneinander
4mit einem Erwartungswert von E(δak) = 0
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unabha¨ngig betrachtet. Der allein durch Rundungsfehler verursachte mittlere, quadrati-
sche Positionsfehler betra¨gt somit
var(‖∆r(t)‖) = var(δa)9
4
n2
N∑
k=1
(t− tk)2. (3.8)
Fu¨r konstante Schrittweiten h = t/N vereinfacht sich obige Summe zu
N∑
k=1
(t− tk)2 = h2
N∑
k=1
(N − k)2 ≈ h2N
3
3
. (3.9)
Beutler (2005) gibt fu¨r var(δa) pro Integrationsschritt die Na¨herung5
var(δa) =
2
3
ǫ2mβ
2emax(r). (3.10)
emax(r) bezeichnet dabei den gro¨ßten, wa¨hrend eines Umlaufes auftretenden Exponenten
des Positionsvektors r zur Basis β - es gilt daher ‖r‖ ≤ βemax(r). Noch anzumerken sei,
dass Gleichung (3.10) auch fu¨r symplektische Integratoren gilt. Obwohl diese definitions-
gema¨ß keinen sa¨kularen Trend in der Energie (und somit auch nicht in a) aufweisen, fu¨hren
auch hier Rundungsfehler zu einer Differenz in radialer Richtung, welche dann ebenfalls
entsprechend Gleichung (3.6) in einem Winkelfehler resultiert.
Der rundungsbedingte Gesamtfehler σ am Ende einer Integration nach N Schritten
konstanter Schrittweite h kann nun abgescha¨tzt werden zu
√
var (‖∆r(t)‖) = σ =
√
1
2
nhǫmβ
emax(r)N3/2. (3.11)
Nimmt man an, dass die einzelnen Rundungsfehler unabha¨ngig voneinander mit gleicher
Wahrscheinlichkeit sowohl positiv als auch negativ sein ko¨nnen, dann sollten unter An-
nahme einer Normalverteilung des Gesamtfehlers rund 66% in den Fehlergrenzen ±σ zu
finden sein.
Um diese Abscha¨tzung zu testen wurde das Kepler-Problem mit einer Exzentrizita¨t
e = 0.4 mit einer Sto¨rmer-Verlet-Kompositionsmethode achter Ordnung6 mit verschie-
denen Schrittweiten u¨ber 106 Perioden integriert. Die Integrationen wurden dabei mit
doppelter Genauigkeit (ǫm ≈ 2 · 10−16) durchgefu¨hrt und dann ein zweites Mal mit vier-
facher7 Genauigkeit wiederholt. Die Differenz zwischen den mit doppelter und vierfacher
Genauigkeit erhaltenen Resultaten ergibt dann den Rundungsfehler dieser Integration.
Die euklidische Norm des so ermittelten relativen Positionsfehlers ist in Abbildung 3.1
fu¨r zwei verschiedene Schrittweiten zusammen mit der auf Gleichung (3.11) basierenden
Abscha¨tzung dargestellt. Das Anwachsen des relativen Positionsfehlers proportional zu
t3/2 aufgrund der Rundungsfehler ist deutlich zu sehen. Weiterhin fa¨llt auf, dass dieser
Fehler umso gro¨ßer wird, je kleiner die Schrittweite ist.
5Fu¨r eine Herleitung dieser Beziehung sei aus Platzgru¨nden auf Beutler (2005), Kapitel 7.7.2 verwiesen.
6Eine Beschreibung des Aufbaus der SV -Kompositionsmethode findet sich in Kapitel 2.3.3.
7Die Mantissenla¨nge betra¨gt in diesem Fall m = 113, woraus sich fu¨r ǫm ≈ 2 · 10−34 ergibt.
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Abb. 3.1: Der durch Rundungsfehler bedingte relative Positionsfehler fu¨r das Kepler-Problem
mit e = 0.4 fu¨r eine SV -Methode 8.Ordnung mit 50 (links) und 100 (rechts) Schritten pro Periode
(P). Die Linie bezeichnet zusa¨tzlich die sich aus Gleichung (3.11) ergebende Abscha¨tzung fu¨r
3σ.
Wie gezeigt wurde, ist das rundungsbedingte Wachstum von Fehlern in numerischen
Rechnungen unvermeidlich. Softwaretechnisch lassen sich zwar beliebig große Mantissen-
la¨ngen und damit beliebige Genauigkeiten erzeugen, was aber mit einer, in der Praxis nur
in den wenigsten Fa¨llen vertretbaren, Erho¨hung der Rechenzeit einhergeht.
Eine Mo¨glichkeit zur Minimierung der Rundungsfehler mit nur einem geringen Mehr-
aufwand an CPU-Zeit ist die so genannte kompensierte Summation. Die Grundidee dabei
ist, den wa¨hrend einer Summation bei jeder einzelnen Addition
yn+1 = yn + δn fu¨r n = 0, . . . , N (3.12)
entstehenden Rundungsfehler zu speichern und als Korrektur bei der na¨chsten Addition
an die Lo¨sung anzubringen. Besteht eine numerische Berechnung nur aus Additionen
und Subtraktionen lassen sich mit diesem einfachen Algorithmus mit der zur Verfu¨gung
stehenden Mantissenla¨nge exakte Resultate unabha¨ngig von der verwendeten Hardware
erzielen.
Mit einem anfa¨nglichen Korrekturwert k = 0, einem gegebenen Anfangswert y0 und
bekannten δn lautet der Algorithmus fu¨r N Additionen
for n = 0, . . . , N do
a = yn
k = k + δn
yn+1 = a+ k
k = k + (a− yn+1)
end do
Die Wirkungsweise des Algorithmus soll anhand von Abbildung 3.2 (entnommen aus
Hairer, Lubich und Wanner (2002)) verdeutlicht werden. Die darin dargestellten Recht-
ecke symbolisieren die fu¨r den verwendeten Datentyp zur Verfu¨gung stehende Mantisse.
Die vertikalen Striche innerhalb eines Rechteckes repra¨sentieren die Gro¨ße des Exponen-
ten der Zahl. Je weiter links sich dieser Strich befindet, umso gro¨ßer ist deren Exponent.
Der exakte Wert der Zahl entspricht der Summe von yn und k. δ
′′, welches aufgrund der
35
3 Berechenbarkeit
a= yn
k
dn d’
d’
d’’
k = k + dn
y = a + kn+1
k = k + (a - y )n+1
a’
a’
a’’
a’’ + d’
k’
k’ + d’’
k’ + d’’ 0
0
Abb. 3.2: Illustration der kompensierten Summation. Aus Hairer, Lubich und Wanner (2002).
begrenzten Mantissenla¨nge bei einer normalen Addition verloren geht, wird bei der kom-
pensierten Summation zwischengespeichert und bei der na¨chsten Addition mit beru¨ck-
sichtigt. Der dargestellte Algorithmus funktioniert ebenso bei vektoriellen Gro¨ßen. Hier
ist die Summation lediglich komponentenweise durchzufu¨hren.
Theoretisch la¨sst sich dieses Vorgehen auch auf alle anderen Fließkommaoperationen
anwenden. Um den Mehraufwand an Rechen- und Programmierzeit aber in vertretbaren
Grenzen zu halten, nutzt man den schon erwa¨hnten hierarchischen Aufbau numerischer
Integrationen aus, und korrigiert einzig Gleichung (3.4). Allein durch die Anwendung
der kompensierten Summation auf diese eine Addition la¨sst sich der Rundungsfehler um
mehrere Zehnerpotenzen reduzieren.
Um die Leistungsfa¨higkeit des Algorithmus zu testen wurde dieser implementiert und
das Kepler-Problem von Abbildung 3.1 noch einmal mit kompensierter Summation inte-
griert. Die Norm des sich damit ergebenden relativen Positionsfehlers wurde vergleichend
den Resultaten ohne kompensierte Summation in Abbildung 3.3 gegenu¨bergestellt. Durch
die Verwendung der kompensierten Summation bei der Addition in Gleichung (3.4) ver-
ringert sich der Positionsfehler in diesem Beispiel nach 106 Perioden somit um den Faktor
100.
10-12
10-10
10-8
10-6
10-4
102 104 106
∆r
/r
P
Abb. 3.3: Der rundungsbedingte relative Positionsfehler des Kepler-Problems (e = 0.4) fu¨r eine
SV -Methode 8.Ordnung mit 50 Schritten pro Periode (P) ohne (Punkte) und mit (durchgezogene
Linie) kompensierter Summation.
3.1.3 Diskretisierungsfehler
Vergleicht man die numerischen Resultate der Integrationen des letzten Kapitels mit der
analytischen Lo¨sung (Abbildung 3.4), so stellt man fest, dass diese Differenz im Allgemei-
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nen sehr viel gro¨ßer ist als die in Abbildung 3.1 und 3.3 gezeigten Fehler. Es gibt daher
in numerischen Berechnungen noch eine weitere Fehlerquelle, welche die Genauigkeit der
Rechnungen beeinflusst: den so genannten Diskretisierungsfehler, auch truncation error
oder Approximationsfehler genannt. Darunter wird die Differenz zwischen der numerisch
berechneten, ungerundeten Lo¨sung zu einem Zeitpunkt tk und der exakten Lo¨sung zum
gleichen Zeitpunkt verstanden.
Der Diskretisierungsfehler ist direkt mit der verwendeten numerischen Methode ver-
knu¨pft. Hervorgerufen wird er zum Beispiel dadurch, dass iterative Verfahren an einer
bestimmten Stelle abgebrochen werden - als Beispiel sei hier die Lo¨sung der Kepler-
gleichung genannt. Auch besitzt ein Computer lediglich endlichen Speicherplatz, so dass
die gespeicherten und verwendeten Koeffizienten und Konstanten (z. B. π) oftmals nicht
mit ihren wahren Werten u¨bereinstimmen. Neben diesen beiden genannten Ursachen des
Diskretisierungsfehlers gibt es noch viele weitere. Eine Zusammenstellung der bei Lang-
zeitintegrationen in der Himmelsmechanik wichtigen Fehlerquellen findet sich in Milani
und Nobili (1988).
Die einfachste Mo¨glichkeit, die Gro¨ße des Diskretisierungsfehlers εD nach einem Inte-
grationsschritt abzuscha¨tzen ist die Entwicklung in eine Taylorreihe. Fu¨r eine Methode
der Ordnung p und einen Zeitschritt der La¨nge h ergibt sich eine Fehlerabscha¨tzung aus
dem ersten vernachla¨ssigten Term der Taylorentwicklung der Funktion:
εD(tk) = cD(tk)
hp+1
(p+ 1)!
. (3.13)
Der Faktor cD ha¨ngt dabei von der verwendeten Integrationsmethode, der Ordnung des
10-8
10-6
10-4
10-2
102 104 106
∆r
/r
P
h=P/50
h=P/100
Abb. 3.4: Der durch Diskretisierungsfehler der SV -Methode 8.Ordnung bedingte relative Po-
sitionsfehler fu¨r das Kepler-Problem fu¨r e = 0.4 und verschiedene Schrittweiten. Der Positi-
onsfehler wurde als Differenz zwischen der numerischen Lo¨sung vierfacher Genauigkeit und der
analytischen Lo¨sung berechnet.
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Integrators und den Ableitungen des untersuchten dynamischen Systems zum Zeitpunkt
tk ab. Diese Fehlerscha¨tzung ist natu¨rlich nur gu¨ltig unter der Voraussetzung, dass εD(tk)
gro¨ßer ist als die weiteren, vernachla¨ssigten Terme der Taylorentwicklung. Da der Diskre-
tisierungsfehler bei jedem Integrationsschritt auftritt, wa¨chst dieser linear mit der Zeit,
wie in Abbildung 3.4 zu sehen ist. Der dort dargestellte Diskretisierungsfehler wurde als
Differenz zwischen der numerischen Lo¨sung vierfacher Genauigkeit (ǫm ≈ 2 · 10−34) und
der analytischen Lo¨sung berechnet.
Um dieses Kapitel allgemein zu halten, soll auf die Darstellung des Faktors cD einzelner
Integrationsmethoden verzichtet werden. Fu¨r Mehrschritt- und Kollokationsmethoden sei
an dieser Stelle daher stellvertretend z. B. auf Milani und Nobili (1988) und Beutler (2005)
verwiesen. Eine Mo¨glichkeit, den Diskretisierungsfehler fu¨r SV -Methoden zu berechnen,
wird im Anhang A beschrieben.
Fu¨r eine bestimmte Integrationsmethode und ein konkretes dynamisches Problem gibt
es, wie leicht aus Gleichung (3.13) ersichtlich ist, zwei Mo¨glichkeiten den Diskretisierungs-
fehler zu minimieren: zum einen kann die Schrittweite h verringert, zum anderen die
Ordnung p des Integrators erho¨ht werden. Im Allgemeinen verspricht die letztgenannte
Option den gro¨ßeren Genauigkeitsgewinn. Um dies zu belegen, soll das zu integrierende
System so skaliert sein, dass cD/(p + 1)! = 1 gilt, wodurch sich Gleichung (3.13) zu
εD = h
p+1 reduziert. Fu¨r eine Integrationsmethode siebenter Ordnung und ein εD = 10
−16
ergibt sich eine Schrittweite h = 10−2. Um die Genauigkeit auf εD = 10
−32 zu steigern
und dabei die Ordnung p konstant zu halten, ist eine Schrittweite h = 10−4 notwendig
- die Anzahl der Schritte erho¨ht sich damit um den Faktor 100. La¨sst man hingegen h
konstant und verdoppelt die Ordnung, so wa¨chst der Berechnungsaufwand lediglich um
den Faktor 4, da der Aufwand der zusa¨tzlichen Berechnung der Ableitungen von Ordnung
O(p2) ist (siehe Jorba und Zou (2001)).
3.1.4 Optimale Schrittweiten
Mit den in den vorangegangenen Kapiteln gemachten Abscha¨tzungen fu¨r die einzelnen
Fehlerarten und deren Fortpflanzung ist es mo¨glich, eine optimale Schrittweite fu¨r die
Integration des Kepler-Problems abzuscha¨tzen. Die Abscha¨tzung gilt dabei fu¨r alle Inte-
gratoren mit konstanter Schrittweite - fu¨r Integratoren mit automatischer Schrittweiten-
kontrolle treffen die nachfolgenden Aussagen daher nicht zu.
Zur Berechnung der optimalen Schrittweite einer numerischen Integration sind der
Rundungsfehler und der Diskretisierungsfehler am Ende des Integrationszeitraumes in
Abha¨ngigkeit von der Schrittweite zu bestimmen. Fu¨r h → 0 geht der Diskretisierungs-
fehler ebenfalls gegen Null. Dadurch, dass aber mehr Schritte gemacht werden mu¨ssen,
wa¨chst der Rundungsfehler gleichzeitig mit kleiner werdendem h. Eine Schrittweite h soll
daher im Folgenden als optimal bezeichnet werden, wenn am Ende der Integration die
Summe von Rundungs- und Diskretisierungsfehler mit dieser Schrittweite minimal ist.
Dies entspricht der Forderung
cDN
hp+1
(p+ 1)!
=
√
1
2
nhǫmβ
emax(r)N3/2. (3.14)
cD sei dabei der u¨ber eine Periode gemittelte, im letzten Kapitel erwa¨hnte Faktor fu¨r die
konkrete Integrationsmethode. Bei gegebener Ordnung p und Gesamtintegrationsdauer t
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ergibt sich dann die optimale Schrittweite hopt zu
hopt =
(
1
2cD
2 ǫ
2
mβ
2emax(r) n2 t (p+ 1)!2
) 1
2p+1
. (3.15)
Wie in Abbildung 3.1 zu sehen ist, beschra¨nkt der rundungsbedingte Positionsfehler
fu¨r eine feste Integrationszeit t die maximal erreichbare Genauigkeit. Eine Verminderung
des Diskretisierungsfehlers durch die Verwendung einer kleineren Schrittweite kann daher
die maximal erreichbare Endgenauigkeit nicht weiter steigern, bewirkt im Gegenteil noch
einen leicht gro¨ßeren Rundungs- und damit Gesamtfehler. Dies erkla¨rt, weshalb sich nach
Gleichung (3.15) fu¨r la¨ngere Integrationszeitra¨ume auch gro¨ßere optimale Schrittweiten
ergeben.
Mit Gleichung (3.15) ist es ebenfalls mo¨glich, eine geeignete Schrittweite fu¨r die In-
tegration des allgemeinen N -Ko¨rper-Problems abzuscha¨tzen. Um alle Objekte korrekt
integrieren zu ko¨nnen, muss sich die Berechnung dabei an der Umlaufzeit des innersten
Ko¨rpers orientieren. Da diese Schrittweite jedoch fu¨r alle weiter außen liegenden Ko¨rper
kleiner als ihre jeweilig optimale Schrittweite ist, werden fu¨r diese nach einer gewissen
Zeit die Rundungsfehler u¨berwiegen.
Gleichung (3.15) erlaubt damit erstmalig die direkte Berechung einer optimalen Schritt-
weite fu¨r symplektische Integratoren. Die sonst in Publikationen angefu¨hrten Schrittweiten
beruhen nach Wissen des Autors lediglich auf Erfahrungswerten. In Tabelle 3.1 sind eini-
ge optimale Schrittweiten fu¨r verschiedene Ordnungen und verschiedene innere Planeten
fu¨r die in Kapitel 3.2 verwendeten symplektischen Sto¨rmer-Verlet-Methoden angegeben.
Als Faustregel la¨sst sich generell fu¨r diese beiden Ordnungen eine Schrittweite zwischen
50 und 100 Schritten pro Umlaufperiode angeben, was auch den in vielen Publikationen
angegebenen Werten entspricht. Der Faktor cD in Gleichung (3.15) wurde dabei durch den
Vergleich der Taylor-Entwicklung der numerischen Methode mit der analytischen Lo¨sung
fu¨r das Kepler-Problem8 abgescha¨tzt, wobei die linearen Terme der Fehlerfortpflanzung
ebenfalls beru¨cksichtigt wurden.
Tabelle 3.1: Optimale Schrittweiten (in Tagen) fu¨r SV -Methoden verschiedener Ordnungen
und Planeten berechnet nach Gleichung (3.15) fu¨r einen Integrationszeitraum von 106 Jahren.
Venus Mars
p = 6 2.0 3.0
p = 8 5.0 10.0
Anzumerken sei noch, dass bei zu groß gewa¨hlter Schrittweite im Allgemeinen nicht
garantiert werden kann, dass die numerischen Lo¨sungen die Dynamik des realen Systems
korrekt widerspiegeln.
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Gegenstand dieses Kapitels soll es sein zu ermitteln, ob und wenn ja wie stark eine nu-
merisch berechnete Lyapunov-Zeit (TL) von Asteroiden von der Methode der Berechnung
8In Form der so genannten F und G-Funktionen. Siehe z. B. Beutler (2005), Kapitel 7.4.3.
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selbst abha¨ngt. Das heißt, es soll ermittelt werden, welchen Einfluss Faktoren haben, die
eigentlich unabha¨ngig vom zu untersuchenden physikalischen Problem (der Ermittlung
der Bahnstabilita¨t des Asteroiden) sein sollten. Diese Faktoren seien: der verwendete In-
tegrationsalgorithmus, die verwendete Hardware oder die Wahl der Ephemeriden um nur
einige zu nennen, wobei diese Untersuchung auf die beiden Erstgenannten beschra¨nkt
wurde.
3.2.1 Aufbau der Integrationen
Um die Lyapunov-Zeit zu berechnen, wurden die Bewegungsgleichungen fu¨r das rein gra-
vitative N -Ko¨rper-Problem zusammen mit den Variationsgleichungen der als masselos
angenommenen Asteroiden u¨ber einen Zeitraum von rund einer Million Jahren integriert.
Aus den Variationen und ihren zeitlichen A¨nderungen wurde des weiteren der MEGNO-
Indikator9 berechnet, aus welchem dann die Lyapunov-Zeit der einzelnen Asteroiden durch
lineare Regression abgeleitet werden konnte.
Die Auswahl der Asteroiden wurde beschra¨nkt durch zwei Forderungen: zum einen
sollten die erhaltenen Resultate mit bereits vero¨ffentlichten Lyapunov-Zeiten verglichen
werden ko¨nnen. Zum anderen sollte der Lyapunov-Exponent groß genug sein, so dass er
garantiert innerhalb des Integrationszeitraumes gegen einen endlichen Wert konvergiert.10
Dies beschra¨nkte die Wahl auf Asteroiden des Hauptgu¨rtels.
Gewa¨hlt wurden:
- im a¨ußeren Asteroidengu¨rtel der Asteroid Atalante, fu¨r den man je nach Vero¨ffent-
lichung ganz unterschiedliche Lyapunov-Zeiten findet,
- der Asteroid Helga, fu¨r welchen in verschiedenen, voneinander unabha¨ngigen Publi-
kationen u¨bereinstimmend eine Lyapunov-Zeit von rund 7000 Jahren zu finden ist
und
- zwei Asteroiden aus dem inneren Asteroidengu¨rtel (1981EY39 und 1994EL), welche
von Knezˇevic und Ninkovic (2005) als schlecht berechenbar eingestuft wurden.
Die großen Halbachsen der Asteroiden sowie eine Auswahl der vero¨ffentlichten Lyapunov-
Zeiten ist in Tabelle 3.2 zusammengestellt.
Diese Asteroiden wurden zusammen mit einer unterschiedlichen Anzahl von Planeten
integriert: zum einen mit allen Planeten von Mars bis Neptun, zum anderen zusa¨tzlich zu
diesen noch mit Venus und Erde. Fu¨r die Referenzepoche J2000.0 wurden die Orbitele-
mente des JPL Horizons Systems bezogen auf den 01.01.2000 benutzt.
Um zu testen, ob die Resultate von den fu¨r die Berechnung benutzten Integrations-
methoden abha¨ngen, wurden die Ko¨rper zum einen mit einer Extrapolationsmethode,
zum anderen mit einem symplektischen Verfahren unterschiedlicher Ordnung berechnet.11
Integriert wurde konkret mit
9Siehe Kapitel 2.4.1.
10Mathematisch ist der Lyapunov-Exponent nur fu¨r t gegen Unendlich definiert (Gleichung 2.28). Na-
he Begegnungen zwischen dem Asteroiden und einem Planeten, welche außerhalb des betrachteten
Integrationszeitraumes stattfinden und den Lyapunov-Exponenten a¨ndern, sind nicht auszuschließen,
sollen im Folgenden aber nicht betrachtet werden.
11Fu¨r eine Beschreibung der einzelnen Integrationsmethoden siehe Kapitel 2.3 und die darin angegebenen
Referenzen.
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Tabelle 3.2: Lyapunov-Zeiten in 103 Jahren der verwendeten Asteroiden aus verschiedenen
Literaturquellen. Im Einzelnen sind dies ◦ = Sˇidlichovsky´ (1999), • = Holman und Murray
(1996), ⋄ = Schmidt (2001) und ⊲ = http://hamilton.dm.unipi.it/cgi-bin/astdys/astibo. Die
Zahlen direkt unterhalb der Quelle verweisen auf die Anzahl der in der jeweiligen Publikation
verwendeten Planeten.
a [AE] ◦ • ⋄ ⊲
4 7 4 4 7 7
Atalante 2.749 5 4 - 35 36 8.37
Helga 3.633 - - 7.2 9 5 6.86
1981EY39 2.238 - - - - - 57.4
1994EL 2.324 - - - - - 24.3
- ODEX, einem Bulirsh-Stoer-Gragg-Algorithmus mit Richardson-Extrapolation va-
riabler Ordnung und Schrittweite, wobei als Obergrenze des zula¨ssigen lokalen Feh-
lers 10−16 gewa¨hlt wurde und
- einer symplektischen und symmetrischen Kompositionsmethode auf Grundlage des
Sto¨rmer-Verlet (SV )-Algorithmus mit konstanter Schrittweite und Ordnung. Ver-
wendet wurden dabei die Ordnungen 6 und 8 und die in Tabelle 3.1 angegebenen
Schrittweiten.
Um zu untersuchen, welchen Einfluss die verwendete Hardware auf das Ergebnis hat,
wurden alle Rechnungen auf zwei unterschiedlichen Computern durchgefu¨hrt. Da auf den
verschiedenen Rechnerarchitekturen leider nicht die gleichen Compiler zur Verfu¨gung stan-
den, bedeutete ein Wechsel der Hardware gleichzeitig auch einen Wechsel des Compilers.
Benutzt wurden
- zwei IntelR© Computer mit Pentium 4 Prozessor und IntelR© Fortran Compiler fu¨r
EM64T-basierende Applikationen, Version 9.1 und
- SGIR© Origin3800, 64 Prozessoren MIPS R120000, Betriebssystem IRIX 6.5 und f90
MIPSpro Compiler, Version 7.41.
In Tabelle 3.3 ist eine Auswahl der unter den verschiedensten Konfigurationen erzielten
Ergebnisse zusammengestellt. Die Lyapunov-Zeiten wurden dabei ebenso wie im folgenden
Kapitel durch lineare Regression aus dem MEGNO-Wert berechnet.
Neben den genannten Einflussgro¨ßen a¨ndert sich die errechnete Lyapunov-Zeit eben-
falls in Abha¨ngigkeit von den Optimierungseinstellungen des Compilers, des genutzten
Chaosindikators oder der Position der Planeten zum Startzeitpunkt der Integration - um
nur einige zu nennen. Da dies zu qualitativ den gleichen Aussagen fu¨hrt, soll auf eine
Gegenu¨berstellung der Auswirkungen all dieser Einflußgro¨ßen aus Gru¨nden der U¨ber-
sichtlichkeit verzichtet werden.
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Tabelle 3.3: Lyapunov-Zeiten in 103 Jahren fu¨r verschiedene Berechnungsmethoden. Mit 5 Pla-
neten sind die Planeten unseres Sonnensystems von Mars bis Neptun bezeichnet. Bei 7 Planeten
wurden zusa¨tzlich dazu noch Venus und Erde mit den Asteroiden integriert.
5 Planeten 7 Planeten
Intel SGI Intel SGI
ODEX 39.64 43.80 52.43 64.90
Atalante SV 6 56.44 33.30 54.26 41.94
SV 8 41.18 48.32 56.95 111.20
ODEX 6.69 5.77 5.87 5.98
Helga SV 6 6.25 12.67 7.06 6.64
SV 8 6.16 6.33 7.87 7.45
ODEX 27.73 29.59 54.63 116.80
1981EY39 SV 6 29.55 50.10 156.40 46.68
SV 8 28.93 49.80 67.62 44.16
ODEX 57.95 198.20 49.31 36.55
1994EL SV 6 73.33 150.70 25.34 25.43
SV 8 72.92 70.32 28.23 38.68
3.2.2 Diskussion der Ergebnisse
Obwohl alle Lyapunov-Exponenten gegen einen endlichen Wert konvergierten (der Inte-
grationszeitraum somit lang genug war, um eine hinreichende Berechnung zu ermo¨glichen)
zeigt sich, dass die Ergebnisse je nach Art und Weise der Berechnung variieren. An den
teilweise starken Differenzen zwischen den einzelnen Werten ist zu erkennen, dass die ver-
wendete Hardware offensichtlich ebenso einen Einfluss auf die resultierende Lyapunov-Zeit
hat wie der benutzte Integrationsalgorithmus, wobei aber keine der beiden Einflussgro¨ßen
konsistente Ergebnisse zeigt - Aussagen, dass beispielsweise mit einer bestimmten Inte-
grationsroutine generell la¨ngere Lyapunov-Zeiten erhalten werden, sind nicht zu treffen.
Des weiteren la¨sst sich im Hinblick auf die Berechenbarkeit keine Entscheidung treffen, ob
symplektische Methoden besser sind als nicht-symplektische. Obwohl sie per Definition
die symplektische Struktur des Systems erhalten, ließ sich nicht feststellen, dass dadurch
die Werte der einzelnen Lyapunov-Zeiten einheitlicher u¨ber verschiedene Konfigurationen
hinweg sind. Anzumerken sei noch, dass der in vielen Publikationen angefu¨hrte Beweis
fu¨r die Gu¨te einer Integration, die Energieerhaltung, bei allen Rechnungen gleichermaßen
gegeben ist. Der relative Energiefehler war fu¨r alle Integrationen kleiner als 10−11.
Der Grund fu¨r die unterschiedlichen Ergebnisse ist offensichtlich: da das N -Ko¨rper-
Problem chaotisch ist, kann jede kleine Sto¨rung der Anfangsbedingungen (sei sie physi-
kalischen oder numerischen Ursprungs) dazu fu¨hren, dass sich urspru¨nglich benachbarte
Asteroiden am Ende der Integration in grundsa¨tzlich verschiedenen Gebieten des Phasen-
raumes mit unterschiedlichen Stabilita¨tseigenschaften befinden.
So werden z. B. am Anfang einer Integration die Keplerelemente der Ko¨rper in ihre
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kartesischen Bahnelemente umgerechnet. Bedingt durch Rundungsfehler, welche bei dieser
Transformation auftreten, ko¨nnen sich somit die kartesischen Anfangsbedingungen auf
verschiedenen Rechnern leicht voneinander unterscheiden. Dieser kleine Unterschied ∆x
wa¨chst dann exponentiell an. Eine kurze Rechnung soll dies verdeutlichen: fu¨r Helga mit
einer Lyapunov-Zeit von rund 7000 Jahren ergibt sich u¨ber einen Zeitraum von T = 106
Jahren eine Differenz ε(T ) in der Gro¨ßenordnung von
ε(T ) ≈ e1e6/7e3∆x ≈ 1062∆x. (3.16)
Um sicherzustellen, dass sich die auf zwei verschiedenen Rechnern berechneten Bahnen
nach dieser Integrationszeit lediglich um wenige Nachkommastellen unterscheiden, darf die
Anfangsdifferenz somit nicht gro¨ßer als ∆x ≈ 10−63 sein. Dies bedeutet aber auch, dass
die verwendeten Computer Zahlen auf rund 65 dezimale Stellen genau speichern mu¨ssen.12
Neben dieser riesigen Mantissenla¨nge und einer geeigneten Integrationsmethode mu¨ssten
sa¨mtliche Anfangsbedingungen aller Ko¨rper sowie alle fu¨r die Bewegung signifikanten
physikalischen Einflu¨sse in dieser Gro¨ßenordnung bekannt sein. In diesem Fall kann dann
davon ausgegangen werden, dass die Berechnungen auch die gleichen Lyapunov-Zeiten
ergeben werden. Die genannten Forderungen sind natu¨rlich weit entfernt von jeglicher
praktischen Realisierbarkeit.
Doch trotz dieser Zusammenha¨nge zeigt sich fu¨r den Asteroiden Helga eine gute Re-
produzierbarkeit seiner Lyapunov-Zeit, wie ein Vergleich von Tabelle 3.2 und Tabelle 3.3
zeigt. Im verbleibenden Teil dieses Kapitels soll versucht werden die Frage zu beant-
worten, warum die berechneten Lyapunov-Zeiten fu¨r manche Asteroiden unabha¨ngig von
der Berechnungsmethode und der verwendeten Hardware sehr a¨hnlich sind und sie sich
fu¨r andere wiederum stark unterscheiden. Um ein objektives Maß fu¨r die Stabilita¨t der
Lyapunov-Zeiten gegenu¨ber Vera¨nderungen in den Berechnungsmethoden zu bekommen,
wurde die Standardabweichung der Resultate bestimmt. Da keine der Konfigurationen
als geeigneter zur Berechnung des Lyapunov-Exponenten angesehen werden kann, wur-
den alle Ergebnisse aus Tabelle 3.3 als zufa¨llige und voneinander unabha¨ngige Versuche
gewertet und somit gleichwertig gemittelt. Diese Resultate einschließlich der sich daraus
ergebenden Standardabweichungen sind in Tabelle 3.4 dargestellt. Wie man darin sieht,
besteht keine Korrelation in dem Sinne, dass die Bestimmung der Lyapunov-Zeit umso
ungewisser wird je, chaotischer der Asteroid ist.
Tabelle 3.4: Arithmetisches Mittel und Standardabweichung der errechneten Lyapunov-Zeiten
in 103 Jahren.
5 Planeten 7 Planeten
Atalante 43.78 ± 7.93 (18%) 63.61 ± 24.47 (39%)
Helga 7.31 ± 2.64 (36%) 6.81 ± 0.80 (12%)
1981EY39 35.95 ± 10.87 (30%) 81.05 ± 45.55 (56%)
1994EL 103.90 ± 56.95 (55%) 33.92 ± 9.54 (28%)
Um die Frage zu kla¨ren, worin sich der Asteroid Helga, fu¨r den die Ergebnisse unter
den unterschiedlichsten Bedingungen nahezu gleich sind, z. B. von Asteroid 1981EY39
12Dies entspricht einer Mantissenla¨nge von u¨ber 210 Stellen im Bina¨rsystem
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unterscheidet, fu¨r welchen trotz wesentlich gro¨ßerer Lyapunov-Zeiten die Unterschiede
nahezu in der Gro¨ßenordnung des gesuchten Wertes selbst liegen, seien in Abbildung 3.5
die MEGNO-Verla¨ufe fu¨r beide Asteroiden fu¨r Integrationen mit 7 Planeten in Abha¨ngig-
keit vom Startzeitpunkt der Integration (obere Reihe der Abbildung) und der benutzten
Rechnerarchitektur (untere Reihe) gegenu¨bergestellt.
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Abb. 3.5: Die MEGNO -Verla¨ufe fu¨r Asteroid 1981EY39 (links) und Asteroid Helga (rechts)
vergleichend fu¨r verschiedene Startzeitpunkte der Integration (1.Reihe) und gerechnet auf ver-
schiedenen Computern (2.Reihe). Die Sto¨rung der Asteroidenbahn erfolgte bei den dargestellten
Integrationen durch die Planeten Venus bis Neptun.
Auffa¨llig beim Vergleich der verschiedenen MEGNO-Kurven ist, dass diese fu¨r Helga
nach kurzer Zeit leicht voneinander divergieren, dann aber sehr gleichma¨ßig und nahezu
parallel zueinander mit der Zeit anwachsen. Da der aus MEGNO abgeleitete Lyapunov-
Exponent gerade durch diesen Anstieg definiert ist, erkla¨rt dies somit auch die A¨hnlichkeit
in den ermittelten Lyapunov-Zeiten. Bei 1981EY39 entfernen sie sich ebenfalls nach einer
kurzen transienten Phase voneinander, zeigen aber danach sehr unterschiedliche Verla¨ufe,
was auf verschiedene dynamische Gegebenheiten hindeutet. Auch lassen sie an einigen
Stellen sehr abrupte A¨nderungen in den Anstiegen (und somit im Lyapunov-Exponenten)
erkennen, welche bei Helga ga¨nzlich fehlen.
Um die Ursache fu¨r diese starken A¨nderungen zu finden, wurden in Abbildung 3.5
zusa¨tzlich noch diejenigen Zeitpunkte eingetragen, zu denen der Asteroid einem Plane-
ten na¨her als 0.3 Astronomische Einheiten war. Das Ergebnis fu¨r 1981EY39 (Helga kam
wa¨hrend der gesamten Integrationsdauer keinem der Planeten so nahe) ist in Abbildung
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3.6 zu sehen - bedingt durch die Lage von 1981EY39 im inneren Asteroidengu¨rtel ge-
schahen all diese Begegnungen mit einem einzigen Planeten, Mars.
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Abb. 3.6: MEGNO -Verlauf und minimaler Abstand rmin zu Mars (in AE) vergleichend fu¨r
verschiedene Startzeitpunkte der Integration und gerechnet auf verschiedenen Computern. Die
Zeitpunkte, an denen der Abstand kleiner als 0.3 AE war, sind mit einem Punkt in der Abbildung
gekennzeichnet.
Aus dieser Abbildung la¨sst sich entnehmen, dass die Spru¨nge in den MEGNO-Kurven
immer dann auftraten, wenn der Abstand zu Mars minimal war. Vergleicht man dies
mit dem zeitlichen Verlauf der Exzentrizita¨t von 1981EY39, so sieht man, dass diese
einer langperiodischen Schwingung folgt, in deren Maxima es dann zu den beobachteten
Begegnungen mit Mars kommt. Mit 0.2 AE sind diese Begegnungen jedoch nicht nah
genug (die Hill-Spha¨re von Mars hat einen Radius von 7.25 · 10−3 AE), als dass sie die
direkte Ursache der A¨nderungen in den Anstiegen sein ko¨nnten.
Wie die Untersuchungen im Rahmen dieser Arbeit zeigten, liegt die Ursache der schlech-
ten Berechenbarkeit der Bahn von 1981EY39 in der starken Strukturiertheit der direkten
Phasenraumumgebung aufgrund des gleichzeitigen Auftretens verschiedener Bahnreso-
nanzen mit Mars, Jupiter und Saturn und sa¨kularer Resonanzen. Wie in Morbidelli und
Nesvorny´ (1999) beschrieben, ist dieses Gebiet des Asteroidengu¨rtels dicht gefu¨llt mit
solchen gemischten Resonanzen und Resonanzen hoher Ordnung mit Mars. Die Autoren
zeigten, dass Mars trotz seiner geringen Masse aufgrund seiner geringen Entfernung die
Dynamik im inneren Asteroidengu¨rtel stark beeinflusst. Auch bewirkt die relativ große
Exzentrizita¨t der Marsbahn, welche in der Gro¨ßenordnung der Asteroidenbahnen liegt,
starke Sto¨rungen und somit ein langsames Anwachsen der Exzentrizita¨t des Asteroiden.
In Kombination mit verschiedenen 3-Ko¨rper-Resonanzen fu¨hren diese Resonanzen dazu,
dass der Asteroid schließlich die Marsbahn kreuzt (Morbidelli und Nesvorny´ (1999)). Da
diese Resonanzen sehr dicht liegen und sich oft u¨berlappen, wechselt der Asteroid zwischen
diesen hin und her, was in Spru¨ngen in der großen Halbachse sichtbar ist. Wie die Bahn
des Asteroiden verla¨uft, ist dabei sehr von seiner Position abha¨ngig. Kleine Unterschiede
in dieser (hervorgerufen z. B. durch Rundungsfehler) werden als Folge der kontinuierli-
chen Sto¨rungen versta¨rkt und fu¨hren anfa¨nglich benachbarte Teilchen in unterschiedliche
Gebiete des Phasenraumes mit unterschiedlichen Stabilita¨tseigenschaften (bedingt durch
andere, an diesen Stellen wirkende Resonanzen), was dann in den verschiedenen Verla¨ufen
der MEGNO-Kurven sichtbar wird.
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Abb. 3.7: Die große Halbachse und einige Resonanzwinkel des Asteroiden 1981EY39 bei einer
Integration mit den Planeten Mars bis Neptun u¨ber den angegebenen Zeitraum. Die Indizes der
Winkelargumente stehen dabei fu¨r: M=Mars, J=Jupiter und S=Saturn. 1981EY39 wurde ohne
Index angegeben. Alle Winkel sind in der Einheit Dezimalgrad.
Durch Berechnung verschiedener Linearkombinationen der Bahnwinkel (Abbildung 3.7)
konnten einige dieser Resonanzen ermittelt werden. Es zeigte sich, dass sich 1981EY39
u¨ber lange Zeitra¨ume in einer Resonanz mit Mars befindet, wobei das Winkelargument
4λM − 5λ + 3̟M − 2̟ um 0◦ libriert.13 Des weiteren besteht zwischen der zeitlichen
A¨nderung der Perihelargumente dieser Ko¨rper die Beziehung 5ω˙M ≈ 2ω˙. Außerdem wurde
noch festgestellt, dass sich 1981EY39 an der Grenze einer 3-Ko¨rper-Resonanz mit Jupiter
und Saturn befindet. D. h. in Teilen des Integrationszeitraumes besteht ein rationales
Verha¨ltnis zwischen den mittleren Bewegungen n von Jupiter (J), Saturn (S) und dem
Asteroiden, dergestalt, dass 2nJ − nS − n ≈ 0 gilt.
Auch Helga befindet sich in der Na¨he einer Resonanz - konkret der 12:7 Resonanz mit
Jupiter. Milani und Nobili (1993) fanden heraus, dass hier eine Kopplung zwischen Exzen-
trizita¨t und Periga¨umsla¨nge zu nahe Begegnungen mit dem Planeten und damit zu große
Sto¨rungen verhindert. Auch in den fu¨r diese Arbeit durchgefu¨hrten Integrationen ließ sich
klar erkennen, dass der Winkel ̟ − ̟J entweder um 0◦ libriert oder aber die Exzentri-
zita¨t der Bahn von Helga minimal ist, wa¨hrend dieser Winkel zirkuliert. Durch diesen
Effekt werden zu starke Sto¨rungen der Bahn vermieden. Statt der theoretisch mo¨glichen
0.9 AE na¨hert sich Helga dem Planeten Jupiter nie mehr als 1.3 AE. Des weiteren sind
vor allem bei kleinen Exzentrizita¨ten die Resonanzgebiete im a¨ußeren Teil des Asteroi-
dengu¨rtels, in welchem sich Helga befindet, klar voneinander getrennt. Der Phasenraum
13Der Index M verweist dabei auf die Winkel, welche sich auf Mars beziehen.
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in der unmittelbaren Umgebung ist aus diesem Grund relativ homogen: die aufgrund von
z. B. Rundungsfehlern anfa¨nglich leicht unterschiedlichen Bahnen auf verschiedenen Rech-
nern erfahren dennoch a¨hnlich geartete Sto¨rungen, was dann schließlich auch zu a¨hnlichen
MEGNO-Kurven, und damit auch zu a¨hnlichen Lyapunov-Zeiten fu¨hrt.
Um diese Aussagen zu belegen, wurde fu¨r jeden der beiden Asteroiden ein regelma¨ßiges
Gitter von insgesamt 11 × 11 = 121 Testpartikeln um die bisher benutzten Anfangs-
koordinaten herum erzeugt. Dafu¨r wurden die kartesischen x- und y-Koordinaten ihrer
Anfangsbedingungen in den letzten Stellen variiert. Die z-Koordinate, sowie der Geschwin-
digkeitsvektor wurden unvera¨ndert beibehalten. Die so erhaltenen Klone wurden dann
zusammen mit den Planeten von Mars bis Neptun u¨ber einen Zeitraum von einer Mil-
lion Jahre auf dem gleichen Rechner mit der ODEX -Routine integriert. Die erhaltenen
Lyapunov-Zeiten sind farbkodiert in Abbildung 3.8 dargestellt, wobei die Gebiete zwischen
den Datenpunkten linear interpoliert wurden.
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Abb. 3.8: Farbkodierte Darstellung der Lyapunov-Zeiten TL der direkten Umgebung der Aste-
roiden 1981EY39 (links) und Helga (rechts). Die schwarzen Punkte kennzeichnen die Anfangs-
bedingungen der fu¨r die Integration verwendeten Testpartikel.
Bei 1981EY39 wird noch einmal die extreme Sensibilita¨t gegenu¨ber den Anfangsbedin-
gungen offensichtlich: Unterschiede von 10−15 AE resultieren in Lyapunov-Zeiten, welche
sich um fast 2·104 Jahre unterscheiden. Aber auch in der Umgebung von Helga finden sich
einige Gebiete mit deutlich unterschiedlichen Lyapunov-Zeiten, wobei der Unterschied hier
sogar bis zu einem Faktor 4 betragen kann. Betrachtet man diese Stellen genauer, so stellt
man fest, dass sie jeweils nur von einem einzigen konkreten Wert der Anfangsbedingungen
herru¨hren (in Abbildung 3.8 als schwarze Punkte gekennzeichnet). Der fla¨chige Eindruck
ist bedingt durch die Interpolation zwischen den einzelnen Anfangsbedingungen. Um her-
auszufinden, wie groß dieser Bereich tatsa¨chlich ist, wa¨re eine weitere Berechnung der
Lyapunov-Zeiten in der Umgebung dieser Punkte notwendig. Eine solche Untersuchung
wu¨rde dann jedoch fu¨r die Integration einen Datentyp mit einer Mantissenla¨nge m > 53
verlangen, um zwischen den dargestellten Punkten noch interpolieren zu ko¨nnen.
Wie gezeigt wurde, ha¨ngt die numerische Berechenbarkeit von Chaosindikatoren direkt
mit dem umgebenden Phasenraum zusammen. Ist dieser stark inhomogen, z. B. durch das
U¨berlappen mehrerer verschiedener Resonanzen, erha¨lt man auch fu¨r nahe beieinander
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liegende Anfangsbedingungen sehr unterschiedliche Lyapunov-Zeiten. Diese Variation in
den Anfangsbedingungen wird u. a. durch kleinste Unterschiede in der numerischen Be-
rechnung bewirkt, wobei die hier getesteten Einflussgro¨ßen nur eine Auswahl darstellen.
Da diese Einflu¨sse selbst bei gro¨ßter Sorgfalt in numerischen Rechnungen nicht zu ver-
meiden sind, la¨sst sich mit einer einzigen Integration lediglich die Gro¨ßenordnung der
Lyapunov-Zeit des Asteroiden bestimmen. Eine kleine Lyapunov-Zeit bleibt trotz eines
Unsicherheitsfaktors von z. B. 2 klein. Um zu kla¨ren, wie verla¨sslich diese Angaben sind,
ist eine detaillierte Untersuchung der Phasenraumumgebung notwendig.
Die qualitativen Merkmale des Phasenraumes sind jedoch von diesen Einflu¨ssen un-
abha¨ngig, wie durch weitere Berechnungen belegt werden konnte. So wurden z. B. ein-
zelne Stabilita¨tsbereiche aus Abbildung 3.8 leicht verschoben, wenn die Rechnung auf
einem anderen Rechner wiederholt wurde - die starke Bewegtheit des Phasenraumes von
1981EY39 im Vergleich zu Helga blieb dennoch erhalten. Aufgrund dessen ist es trotz-
dem mo¨glich, unabha¨ngig vom verwendeten Chaosindikator oder der benutzten Integra-
tionsroutine verla¨ssliche Ergebnisse u¨ber die Stabilita¨t bestimmter Bereiche des Asteroi-
dengu¨rtels zu erhalten, um daraus z. B. Resonanzbreiten zu ermitteln.
Um dies zu verdeutlichen wurden die von Morbidelli und Nesvorny´ (1999) im Bereich
des inneren Asteroidengu¨rtels durchgefu¨hrten Stabilita¨tsuntersuchungen wiederholt. Da-
bei wurde die gleiche Anzahl von Testpartikeln zusammen mit den Planeten von Mars
bis Neptun (mit den oskulierenden Elementen des 01.01.2000) mit der ODEX -Routine
auf einem Intel-Rechner u¨ber 106 Jahre integriert und aus dem MEGNO-Ergebnis der
Lyapunov-Exponent berechnet. Morbidelli und Nesvorny´ (1999) verwendeten fu¨r ihre Be-
rechungen einen symmetrischen Mehrschritt-Integrator (SNAIL14); die benutzte Hardware
wurde nicht angegeben. In Abbildung 3.9 erkennt man, dass alle von den genannten Au-
toren gefundenen Resonanzen ebenfalls (in nahezu identischer Sta¨rke) identifiziert werden
konnten. Das unterschiedliche Hintergrundniveau des Lyapunov-Exponenten ist durch die
Verwendung von MEGNO bedingt.15
3.2.3 Der Berechenbarkeitsindex κ
Wie im letzten Kapitel dargelegt wurde, bestimmt die Strukturiertheit der unmittelbaren
Phasenraumumgebung eines Asteroiden, wie gut berechenbar dessen Lyapunov-Zeit TL
ist. Unter Berechenbarkeit soll hierbei verstanden werden, wie reproduzierbar die Ergeb-
nisse bei Variation nicht-problemspezifischer Einflussgro¨ßen16 und vorgegebener Mantis-
senla¨nge sind.
Ist der Phasenraum in der Umgebung der Anfangsbedingungen homogen, dann sollten
die einzelnen Werte der Lyapunov-Zeiten mit nur wenigen Abweichungen um eine mittlere
Lyapunov-Zeit streuen. Ist der Phasenraum hingegen stark inhomogen, sind, wie gezeigt
wurde, sehr viele, große Abweichungen zu beobachten. In diesem Abschnitt soll daher
eine Methode aufgezeigt werden, mit deren Hilfe es mo¨glich ist, die Berechenbarkeit der
Lyapunov-Zeit eines bestimmten Asteroiden abzuscha¨tzen.
Die Bestimmung der Berechenbarkeit sollte dabei auch mo¨glich sein, wenn lediglich ein
Rechner und nur ein Compiler zur Verfu¨gung stehen. Dies ist z. B. gegeben, wenn man
14Frei verfu¨gbar unter: http://www.boulder.swri.edu/~davidn/Snail.tar.gz
15Zur Erkla¨rung sei auf Kapitel 2.4.1 verwiesen.
16Damit seien all diejenigen Faktoren gemeint, welche unabha¨ngig vom untersuchten Problem der Be-
rechnung der Stabilita¨t der Asteroidenbahn sind.
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(a) FIG.4 aus Morbidelli und Nesvorny´ (1999). Gekennzeichnet sind die von
ihnen gefundenen 3-Ko¨rper-Resonanzen mit Mars (M) und Jupiter (J) und
Bahnresonanzen hoher Ordnung mit Mars. Zur Berechnung der Bahnen und
Variationsgeleichungen nutzten die Autoren einen symmetrischen Mehrschritt-
Integrator.
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(b) Der maximale Lyapunov-Exponent (mLe) berechnet mit dem ODEX -
Integrator auf einem Intel-Computer.
Abb. 3.9: Maximaler Lyapunov-Exponent (mLe) in der Region von 2.155-2.20 AE. Die Be-
rechnung des oberen Bildes wurde im Rahmen dieser Arbeit auf einem Intel-Rechner wiederholt
und ist im unteren Bild dargestellt. Die von Morbidelli und Nesvorny´ (1999) gefundenen und im
unteren Bild identifizierbaren Resonanzen wurden ebenfalls markiert.
die schon fu¨r Abbildung 3.8 verwendete Methode der Untersuchung der Phasenraumum-
gebung benutzt. Um jedoch wirklich nur die unmittelbare Umgebung des Asteroiden zu
erfassen, wird im Folgenden lediglich ein 5×5 Gitter durch Variation in der letzten Stelle
der x- und y-Koordinate der Anfangsbedingungen des Asteroiden erzeugt. Dieser ku¨nstlich
eingefu¨hrte kleine Fehler entspricht etwa der Differenz, welche z. B. bei der Umrechnung
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von Keplerelementen in kartesische Koordinaten durch Rundung auf verschiedenen Hard-
wareplattformen auftreten kann.17
Um zu entscheiden, wie stark die Lyapunov-Zeiten dieser 25 Testpartikel streuen, wird
neben einem mittleren Wert die Standardabweichung berechnet. Wie in Abbildung 3.8 zu
beobachten war, ko¨nnen sich die einzelnen Werte stark voneinander unterscheiden, wobei
aber nicht von einer Normalverteilung ausgegangen werden kann. Je nach Dichte der sich
u¨berlappenden Resonanzbereiche und Beschaffenheit des Phasenraumes unterliegt jeder
Testpartikel unterschiedlichen dynamischen Gegebenheiten - die erhaltenen Lyapunov-
Zeiten sind daher grundsa¨tzlich voneinander unabha¨ngig. Um dennoch die Sta¨rke der
Streuung mathematisch zu fassen, wurden Methoden der robusten Statistik, konkret das
getrimmte Mittel und dessen Standardabweichung (siehe Anhang C), verwendet. Andere
robuste Methoden, wie z. B. der Median und dessen Standardabweichung oder der Huber-
Scha¨tzer, wurden im Rahmen dieser Arbeit ebenfalls getestet. Es zeigte sich, dass diese
fu¨r die untersuchten Datenreihen qualitativ zu den gleichen Aussagen fu¨hren. Aus diesem
Grund wurde fu¨r die folgende Darstellung ausschließlich das getrimmte Mittel verwendet.
Robuste Methoden haben den Vorteil, dass einige wenige stark abweichende Werte
die qualitativen Eigenschaften der Verteilung kaum beeinflussen. Ein gut berechenbarer
Asteroid wird mit dem getrimmten Mittel auch als solcher identifiziert, selbst wenn sich die
Lyapunov-Zeit eines der 25 Testko¨rper aufgrund des stark vera¨nderten Phasenraumes an
dieser Stelle um ein Vielfaches vom Rest unterscheidet. Wie sensibel das Verfahren dabei
gegenu¨ber solchen abweichenden Werten ist, la¨sst sich mit dem Parameter γ bestimmen,
wobei 0 ≤ γ ≤ 0.5 gilt. Wilcox (1997) empfiehlt einen Wert von γ = 0.2 als optimal
fu¨r die meisten Fa¨lle. Fu¨r γ = 0 geht der getrimmte Mittelwert in das arithmetische
Mittel u¨ber. Je gro¨ßer γ ist, desto robuster ist der damit bestimmte Mittelwert gegenu¨ber
abweichenden Werten.
Die 25 Testpartikel in der Umgebung eines jeden der im letzten Kapitel untersuchten
Asteroiden wurden mit ODEX u¨ber einen Zeitraum von 106 Jahren zusammen mit den
Planeten auf den beiden zur Verfu¨gung stehenden Rechnerarchitekturen integriert. Fu¨r die
erhaltenen Lyapunov-Zeiten wurde anschließend der getrimmte Mittelwert fu¨r γ = 0.2 und
dessen Standardabweichung berechnet. Andere γ Werte fu¨hren qualitativ zu den gleichen
im Folgenden getroffenen Aussagen zur Berechenbarkeit der Asteroiden. Die Ergebnisse
sind in Tabelle 3.5 dargestellt. Um schnell qualitative Unterschiede in den Ergebnissen
u¨berblicken und darstellen zu ko¨nnen, bieten sich so genannte Box-Whisker-Plots18 an,
welche in Abbildung 3.10 verwendet wurden, um die Asteroiden Helga und 1981EY39
einander gegenu¨berzustellen.
Sehr gut ist in Abbildung 3.10 zu sehen, dass bei beiden Asteroiden eine A¨nderung
in der letzten Stelle der x- und y-Koordinate zu Lyapunov-Zeiten fu¨hren kann, welche
das 5 bis 10-fache des Medianwertes erreichen ko¨nnen. Selbst die Phasenraumumgebung
des Asteroiden Helga, welcher als sehr gut berechenbar gilt, besitzt, mit den verwendeten
Eingangsdaten, solche Stellen. Der Unterschied zu 1981EY39 besteht allerdings darin, dass
diese stark abweichenden Werte auf einige wenige beschra¨nkt sind und der weitaus gro¨ßere
Teil der Anfangsbedingungen zu nah beieinander liegenden Lyapunov-Zeiten fu¨hrt. In
17Dass es bei dieser Umrechnung neben einer Differenz in den Asteroidenkoordinaten auch zu einer
solchen in den Planetenkoordinaten kommt, das System als Ganzes auf verschiedenen Plattformen
also unterschiedlich ist, soll hierbei aber unbeachtet bleiben.
18Siehe Anhang B.
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Tabelle 3.5: Getrimmte Mittelwerte und Standardabweichung fu¨r γ = 0.2 der errechneten
Lyapunov-Zeiten in 103 Jahren fu¨r Intel und SGI.
Intel SGI
5 Planeten 7 Planeten 5 Planeten 7 Planeten
Atalante 57.66 ± 2.54 54.53 ± 3.99 48.80 ± 2.55 47.29 ± 3.01
Helga 6.88 ± 0.33 7.73 ± 0.42 6.77 ± 0.23 7.30 ± 0.23
1981EY39 31.33 ± 1.45 133.66 ± 37.04 29.13 ± 1.28 71.32 ± 14.69
1994EL 49.39 ± 6.32 36.90 ± 2.49 57.74 ± 16.70 31.55 ± 1.88
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Abb. 3.10: Box-Whisker-Plot fu¨r die Asteroiden Helga (links) und 1981EY39 (rechts).
Abbildung 3.10 sieht man dies daran, dass sich die Box, innerhalb welcher 50 Prozent
der Daten zu finden sind und mit ihr der Medianwert im selben schmalen Bereich der
Lyapunov-Zeit befindet.
Aber auch 1981EY39 zeigt eine u¨berraschend gute Berechenbarkeit mit getrimmten
Mittelwerten, welche auch auf verschiedenen Rechnern nah beieinander liegen - wenn als
Sto¨rko¨rper lediglich die Planeten von Mars bis Neptun wirken. Fu¨gt man noch Venus und
Erde hinzu, verschlechtert sich die Berechenbarkeit sehr stark - die Standardabweichung
liegt dann zwischen 20 und 30 Prozent des berechneten Mittelwertes. Dass mehr Planeten
aber nicht zwangsla¨ufig eine gro¨ßere Sto¨rung bedeuten zeigt Asteroid 1994EL, welcher
mit 5 Planeten sehr viel schlechter berechenbar ist als mit 7 (siehe Tabelle 3.5).
Als Maß fu¨r die Berechenbarkeit wird vom Autor ein Berechenbarkeitsindex κ ein-
gefu¨hrt. Mit der unter verschiedensten Bedingungen berechneten und anschließend ge-
mittelten Lyapunov-Zeit TL und deren Standardabweichung σTL ist dieser definiert als
Differenz der relativen Standardabweichung zu 1:
κ = 1− σTL
TL
, mit κ ≤ 1. (3.17)
Je na¨her κ bei 1 liegt, desto berechenbarer ist seine Lyapunov-Zeit, d. h. desto gro¨ßer ist
die Wahrscheinlichkeit, dass sich fu¨r einen Asteroiden trotz A¨nderung der Berechnungs-
methoden konsistente Resultate ergeben. Eine Gegenu¨berstellung der aus Tabelle 3.5 auf
Intel (•) und auf SGI (⋄) gewonnenen Berechenbarkeitsindizes findet sich in Tabelle 3.6.
Mit Hilfe dieser Tabelle ist es nun mo¨glich, die Asteroiden grob als gut bzw. schlecht
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Tabelle 3.6: Der Berechenbarkeitsindex κ der untersuchten Asteroiden
5 Planeten 7 Planeten
• ⋄ • ⋄
Atalante 0.96 0.95 0.93 0.94
Helga 0.95 0.97 0.95 0.97
1981EY39 0.95 0.96 0.72 0.79
1994EL 0.87 0.71 0.93 0.94
berechenbar einzuteilen. Die konkreten Zahlenwerte dienen dabei lediglich als Orientie-
rung, da sich ihr Wert durch die Verwendung anderer Integrationsmethoden etc. leicht
a¨ndern kann. Dennoch la¨sst sich z. B. ablesen, dass fu¨r den Asteroiden 1981EY39 mit
5 Planeten relativ konsistente Lyapunov-Zeiten ermittelt werden ko¨nnen, wa¨hrend durch
Hinzunahme der Planeten Erde und Venus die Berechenbarkeit stark zuru¨ckgeht.
Mit obiger Definition des Berechenbarkeitsindexes κ sollen abschließend drei grobe Ka-
tegorien fu¨r die numerische Berechenbarkeit von Lyapunov-Zeiten von Asteroiden vorge-
schlagen werden:
- κ > 0.95 als sehr gut,
- 0.9 ≤ κ ≤ 0.95 als gut und
- κ < 0.9 als schlecht berechenbar.
Durch die Verwendung eines relativ strengen Trimming-Faktors von γ = 0.2 fu¨r die
Berechnung des getrimmten Mittels sind Werte κ < 0.5 kaum zu erwarten. Die vorge-
schlagene Klassifikation der Asteroiden gilt daher auch nur in der Verbindung mit diesem
γ - fu¨r einen anderen Wert sind die Grenzen neu zu bestimmen. Dies gilt ebenfalls bei
Anwendung anderer robuster statistischer Verfahren zur Berechnung des Mittelwertes und
der Standardabweichung. Fu¨r konkrete Parameterwerte einer bestimmten Methode liefert
das hier vorgeschlagene Verfahren fu¨r die zu untersuchenden Asteroiden dann konsistente
Aussagen zur numerischen Berechenbarkeit ihrer Lyapunov-Zeit, wobei die Untersuchung
lediglich auf einem bestimmten Rechner mit nur einer Integrationsmethode etc. erfolgen
muss.
3.3 Schattenorbits
Wie in Kapitel 3.1 ausgefu¨hrt wurde, ist die mittels numerischer Integration berechnete
Bahn eines Asteroiden aufgrund unvermeidbarer Rundungs- und Diskretisierungsfehler
stets fehlerbehaftet. Im Gegensatz zu anderen chaotischen Systemen ist die Lyapunov-
Zeit von Asteroidenbahnen im Vergleich zur Umlaufperiode im Allgemeinen relativ groß.
Es ist somit eine lange Integrationszeit notwendig, bis eine Konvergenz des Lyapunov-
Exponenten gegen einen endlichen Wert zu sehen ist. Wa¨hrend dieser Zeit wachsen die
numerischen Fehler an und beeinflussen somit auch entscheidend das Ergebnis. Es stellt
sich daher die Frage, inwieweit den Ergebnissen numerischer Simulationen chaotischer Sys-
teme Vertrauen geschenkt werden kann. Gibt es vielleicht eine Grenze, bis zu welcher die
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berechnete Bahn und die daraus abgeleiteten Gro¨ßen, wie z. B. der Lyapunov-Exponent,
die wahre Dynamik des Systems wiedergeben und ab derer dann die Fehler so groß sind,
dass man nur noch das numerische Rauschen der Rechnung selbst sieht. Ist z. B. eine
Mantissenla¨nge von 16 Stellen fu¨r eine Bahnintegration u¨ber 106 Jahre ausreichend oder
sollte man besser 18 Stellen benutzen um aussagekra¨ftige Ergebnisse zu erzielen? Oder
provozierend gefragt: Wie schlecht darf man integrieren, damit das erhaltene Ergebnis
immer noch etwas mit der Wirklichkeit zu tun hat?
Antworten auf diese Fragen lassen sich mit Hilfe des so genannten Schattenlemmas von
Grebogi u. a. (1990) geben. Dazu sei ϕt(y0) die exakte Abbildung der Anfangsbedin-
gungen y0 = y(t0) auf den Zeitpunkt t und y(t) eine numerisch berechnete Bahn, deren
Einschrittfehler Gleichung (2.7) genu¨gen soll. Das Schattenlemma besagt, dass in der
Na¨he dieser numerisch berechneten (also fehlerbehafteten) Trajektorie ein wahrer Orbit
des Systems, der so genannte Schattenorbit y˜(t) liegt, so dass ‖y˜(t)−y(t)‖ < δ fu¨r einen
gewissen Zeitraum t0 ≤ t ≤ TS gilt. Der Schattenorbit sei dabei eine exakte Lo¨sung des
gegebenen Differentialgleichungssystems, dessen Anfangsbedingungen in einer Umgebung
δ der gegebenen Anfangsbedingungen liegen (siehe Abbildung 3.11).
exakte Trajektorie (y )jt 0
Schattenbahny(t)
numerisch
berechnete Bahn y(t)
d-Umgebung
Abb. 3.11: Schematische Darstellung der Beziehung zwischen numerischer und exakter Lo¨sung
und dem Schattenorbit.
Es la¨sst sich feststellen, dass die numerische Lo¨sung sehr viel la¨nger in der Na¨he des
Schattenorbits als in der Na¨he der exakten Lo¨sung des Systems bleibt, welche mit den
gleichen Anfangsbedingungen startet. Dem Lemma folgend ko¨nnen numerisch ermittelte
Lo¨sungen als repra¨sentativ fu¨r ein System angesehen werden, wenn fu¨r sie ein Schatten-
orbit gefunden werden kann.
Der exakte Algorithmus zum Auffinden eines Schattenorbits ist im Anhang D erla¨utert,
weshalb an dieser Stelle lediglich eine kurze Beschreibung desselben erfolgen soll. Aus-
gangspunkt ist ein numerisch u¨ber einen Zeitraum 0 ≤ t ≤ T berechneter Orbit y(t) mit
N Zwischenpunkten. Mit Hilfe eines weiteren, sehr viel genaueren Integrationsverfahrens
wird eine Na¨herung des Einschrittfehlers e(t + h) = y(t + h) − ϕh(y(t)) fu¨r jeden die-
ser Zwischenpunkte berechnet. Es werden dann fu¨r jeden Zeitpunkt die instabilen und
stabilen Richtungen des Phasenraumes ermittelt, d. h. die Richtungen, in welche sich be-
nachbarte Bahnen exponentiell voneinander entfernen bzw. einander anna¨hern. Mit der
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Kenntnis dieser Richtungen werden die einzelnen Zwischenpunkte19 dann iterativ verbes-
sert und dadurch mit jeder Iteration δ verkleinert. Diese Bahn, welcher man sich damit
anna¨hert, besitzt einen Einschrittfehler e(t + h) = 0 und ist eine exakte Bahn des Sys-
tems - die so genannte Schattenbahn. Da diese von der urspru¨nglichen Bahn y(t), von
der Anzahl der Zwischenschritte, der La¨nge des Integrationszeitraumes T und noch vielen
anderen Faktoren abha¨ngt, ist klar, dass der gefundene Schattenorbit nicht eindeutig ist.
Anosov (1967) konnte als erster fu¨r hyperbolische Systeme zeigen, dass bei diesen fu¨r
alle Zeiten fu¨r alle Anfangsbedingungen ein Schattenorbit existiert. Die Anwendung dieser
Erkenntnisse auf nicht-hyperbolische Systeme geschah durch Grebogi u. a. (1990) und
Quinlan und Tremaine (1992), wobei letztere den Algorithmus zur Suche eines Schatten-
orbits auf beliebige Dimensionen erweiterten.20 Im Gegensatz zu hyperbolischen Systemen
ist es fu¨r nicht-hyperbolische Systeme nicht mo¨glich, fu¨r alle Zeiten einen Schattenorbit zu
finden. Dies zeigt sich dann daran, dass der Algorithmus ab einem bestimmten Zeitpunkt
nicht mehr in der Lage ist, den Einschrittfehler zu verbessern. Dieser wird dann von einem
Iterationsschritt zum na¨chsten gro¨ßer statt kleiner. Fu¨r die numerisch berechnete Bahn
existiert damit ab diesem Zeitpunkt keine Schattenbahn mehr. Die numerischen Fehler
sind nun so groß, dass die wahre Dynamik des Systems durch rein numerisches Rauschen
u¨berdeckt ist.
Auch wenn sich der Einschrittfehler mit jeder Iteration verkleinert, ist die zur Ab-
scha¨tzung desselben verwendete genauere Integrationsroutine selbst auch fehlerbehaftet,
wobei diese Fehler bei Verwendung der u¨blichen Computergenauigkeit im Bereich von
10−16 liegen. Es stellt sich damit die Frage, ob garantiert ist, dass dieses Verfahren letzt-
lich wirklich (zu einem wahren Orbit) konvergiert? Da die Verfahren, mit denen sich diese
Frage beantworten ließe,21 fu¨r das N -Ko¨rper-Problem zu rechenaufwendig sind, imple-
mentierten Quinlan und Tremaine (1992) den Algorithmus im Computeralgebrasystem
MAPLE mit einer softwarema¨ßig erzeugten Genauigkeit von 100 Stellen. In ihren Un-
tersuchungen einfacher chaotischer Abbildungen konnten sie zeigen, dass, wenn der Ein-
schrittfehler auf 10−16 gesenkt werden konnte, die Iteration auch bis zu 10−100 fortgefu¨hrt
werden konnte. La¨sst sich mit dem Algorithmus der Einschrittfehler iterativ senken, so
schlussfolgerten Quinlan und Tremaine (1992) daraus, existiert mit hoher Wahrschein-
lichkeit auch eine zugeho¨rige Schattenbahn.
Da das Schattenlemma bisher in der Himmelsmechanik nur auf die Galaxiendynamik
angewandt wurde, sollte in dieser Arbeit untersucht werden, inwiefern sich die Erkennt-
nisse auch auf das Feld der Asteroidendynamik, im Speziellen auf die Berechenbarkeit von
Chaosindikatoren u¨bertragen lassen. Um dies zu entscheiden sollte untersucht werden, ob
die Ergebnisse einer Integration u¨ber einen Zeitraum von 106 Jahren noch zuverla¨ssig im
Sinne des Schattenlemmas sind. Dafu¨r wurden die Bahnen fu¨r verschiedene Asteroiden zu-
sammen mit den Planeten Jupiter bis Neptun mit ODEX und mit einem symplektischen
Integrator mit doppelter Genauigkeit auf verschiedenen Computern berechnet. Anschlie-
ßend wurden die erhaltenen Zwischenpunkte mit den von Quinlan und Tremaine (1992)
angegebenen Algorithmen iterativ bis hin zu einem δ von 10−15 verbessert. Da, wie in
Kapitel 2.3.3 gezeigt wurde, u¨ber kurze Zeitskalen eine Integration mit ODEX sehr viel
19Dies ko¨nnen z. B. die Koordinaten und Geschwindigkeiten eines Asteroiden sein.
20Quinlan und Tremaine (1992) untersuchten Probleme der Galaxiendynamik mit sehr großem N .
21Mit dem von Grebogi u. a. (1990) angegebenen Verfahren (containment) la¨sst sich streng beweisen, ob
ein Schattenorbit gefunden wurde, oder nicht.
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genauer ist, wurde dieser fu¨r die Verbesserung benutzt. Gelang diese Iteration, wurde
davon ausgegangen, dass ein Schattenorbit fu¨r die numerisch berechnete Bahn existiert.
Als Ergebnis dieser Untersuchung zeigte sich, dass es bei den mit ODEX durchgefu¨hrten
Integrationen von dem gewa¨hlten zula¨ssigen lokalen Fehler ε abha¨ngig war, ob ein Schat-
tenorbit gefunden werden konnte, oder nicht. Lag dieser unter 10−14 war dies generell der
Fall (siehe Tabelle 3.7). War der Wert gro¨ßer, fu¨hrten Diskretisierungsfehler dazu, dass fu¨r
die numerisch berechnete Bahn lediglich fu¨r einen begrenzten Zeitraum ein Schattenorbit
gefunden wurde. Aus Tabelle 3.7 la¨sst sich entnehmen, dass dieser Zeitraum umso gro¨ßer
ist, je kleiner ε gewa¨hlt wird. Diese Beobachtung passt gut zu dem in Tabelle 2.2 gezeigten
Anwachsen des globalen Fehlers ∝ t2 fu¨r ODEX. Die Grenze fu¨r Integrationen liegt somit
bei ungefa¨hr 106 Jahre. Nach diesem Zeitraum konnte in dieser Untersuchung numerisch
mit ODEX im Sinne des Schattenlemmas kein fu¨r das dynamische System repra¨sentativer
Orbit mehr gefunden werden.
Tabelle 3.7: Zeitspanne TS, fu¨r welche bei einer Integration mit ODEX eine Schattenbahn
gefunden wurde in Abha¨ngigkeit von der gewa¨hlten zula¨ssigen Obergrenze des lokalen Fehlers
ε. Integriert wurde der Asteroid Atalante zusammen mit den Planeten Jupiter bis Neptun u¨ber
einen Zeitraum von 106 Jahre.
ε TS [Jahre] ε · TS2
1.0e-3 3.4e0 0.01
1.0e-5 1.0e2 0.10
1.0e-7 1.0e3 0.10
1.0e-9 3.4e3 0.01
1.0e-11 2.7e5 0.73
1.0e-14 1.0e6 0.01
Fu¨r die symplektische Methode zeigte die Untersuchung, dass unter Verwendung einer
als optimal abgescha¨tzten Schrittweite (Kapitel 3.1.4) wa¨hrend der gesamten Integrations-
dauer ein Schattenorbit gefunden werden konnte. Begru¨ndet werden kann dies damit,
dass, wie in Anhang A gezeigt wird, symplektische Integratoren so integrieren, dass ih-
re numerische Lo¨sung anstatt der gegebenen Differentialgleichung einer leicht gesto¨rten
(modifizierten) Differentialgleichung folgt und sich nur sehr langsam von dieser entfernt.
Da die modifizierte Gleichung ebenfalls symplektisch ist, bleiben die Ergebnisse in sich
konsistenter und es ist daher auch mo¨glich, u¨ber lange Zeitra¨ume noch eine Schattenbahn
fu¨r diese zu finden.
Die Ergebnisse dieses Kapitels zeigten, dass alle Integrationen des vorangegangenen
Kapitels mo¨gliche wahre Orbits des untersuchten Systems repra¨sentieren. Keine dieser
Berechnungen konnte aufgrund des Schattenlemmas verworfen werden. Somit sind auch
die mit diesen Integrationen erhaltenen Lyapunov-Zeiten exakt in dem Sinne, dass sie die
Stabilita¨t eines Asteroiden mit in der Na¨he liegenden Anfangsbedingungen beschreiben.
Ist die δ-Umgebung dieser Anfangsbedingungen homogen, so sind dies auch die zu diesen
Anfangsbedingungen geho¨rigen Lyapunov-Zeiten; selbst wenn fu¨r verschiedene Integratio-
nen verschiedene Schattenbahnen innerhalb dieser Umgebung gefunden werden.
55
3 Berechenbarkeit
56
4 Stabilita¨tsuntersuchungen ausgewa¨hlter
Bahnresonanzen
In diesem Kapitel soll die Stabilita¨t innerhalb einzelner Resonanzen des Edgeworth-
Kuiper-Gu¨rtels, konkret der 1:2-, 3:5- und der 4:7-Bahnresonanz mit Neptun, untersucht
werden.
Ausgangspunkt der Untersuchungen ist die Bestimmung der Resonanzbreite im ein-
geschra¨nkten 3-Ko¨rper-Problem. Die Ergebnisse fu¨r den planaren Fall werden im ersten
Abschnitt dargestellt. Wie die Beobachtungen zeigen, sind die Bahnen vieler Objekte des
EKG stark gegen die Ekliptik geneigt. Aus diesem Grund wird die Dynamik von Objekten
mit hoher Inklination innerhalb der Bahnresonanzen im zweiten Abschnitt ebenfalls im
Rahmen des eingeschra¨nkten 3-Ko¨rper-Problems behandelt. In den daran anschließenden
Abschnitten wird diese Einschra¨nkung aufgehoben. Unter dem Einfluss der vier großen
Gasplaneten (Jupiter bis Neptun) werden die Lyapunov-Zeiten innerhalb der Bahnreso-
nanzen numerisch berechnet und die erhaltenen Ergebnisse interpretiert.
4.1 Das planare, eingeschra¨nkte 3-Ko¨rper-Problem
Um einen ersten Eindruck der zu untersuchenden Bahnresonanzen im EKG zu erhalten,
soll die Dynamik der Asteroidenbahn modellhaft im eingeschra¨nkten 3-Ko¨rper-Problem
beschrieben werden. Bei diesem wird die durch Neptun gesto¨rte Bewegung des als masselos
angesehenen Asteroiden um die Sonne betrachtet. Die Bahn Neptuns ist dabei ungesto¨rt
und definiert die Bezugsebene. Setzt man die Summe der Sonnen- und Neptunmasse
ebenso wie die Distanz zwischen diesen beiden und die Gravitationskonstante zu 1, so
ergibt sich die Hamiltonsche Funktion H des eingeschra¨nkten 3-Ko¨rper-Problems zu
H = H0 + µH1 = ‖r˙‖
2
− 1− µ‖r‖ − µ
(
1
‖r − r′‖ −
r · r′
‖r′‖3
)
. (4.1)
In diesen Einheiten ist µ das Produkt aus der Masse des Planeten und der Gravitations-
konstanten und betra¨gt µ ≈ 1/19 400. H0 beschreibt die ungesto¨rte Keplerbewegung des
Asteroiden um die Sonne und µH1 die durch Neptun verursachte Sto¨rung. r ist der helio-
zentrische Positionsvektor und r˙ dessen zeitliche A¨nderung. Gestrichene Gro¨ßen beziehen
sich dabei auf den Sto¨rko¨rper (Neptun).
Unter Nutzung kanonischer Delaunay - Variablen1 lautet die Hamiltonsche Funktion H
dieses Systems bis zur ersten Ordnung des kleinen Parameters µ
H = L′ − (1− µ)
2
2L2
+ µH1(L,G,H, l, g, h, λ′). (4.2)
Um zu erreichen, dass H nicht explizit von der Zeit t abha¨ngt, wurde der Phasenraum
erweitert und λ′ = n′t (n′ ist die konstante mittlere Bewegung Neptuns) und der dazu
konjugierte Impuls L′ eingefu¨hrt. Dabei ist
1Fu¨r eine Definition dieser Variablen siehe z. B. Morbidelli (2002).
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a die große Halbachse des Asteroiden in diesen Einheiten,
e die Exzentrizita¨t der Asteroidenbahn,
i die Inklination der Asteroidenbahn gegenu¨ber der Bezugsebene,
l die mittlere Anomalie des Asteroiden,
L der zu l konjugiert kanonische Impuls (=
√
(1− µ)a),
g das Argument des Pericenters (= ω),
G der zu g konjugiert kanonische Impuls (= L
√
1− e2),
h die La¨nge des aufsteigenden Bahnknotens (= Ω) und
H der zu h konjugiert kanonische Impuls (= G cos i).
Befindet sich der Asteroid in einer Bahnresonanz p+q : p mit dem Planeten, bietet sich
unter Verwendung der mittleren La¨nge λ = l + g + h, der La¨nge des Perihels ̟ = g + h
und des Resonanzwinkels σp+q:p der U¨bergang zu folgenden kanonischen Variablen (siehe
z. B. Sˇidlichovsky´ (1999)) an
λ′,
σp+q:p = (1 + p/q)λ
′ − (p/q)λ−̟,
σz = (1 + p/q)λ
′ − (p/q)λ− Ω,
ν = −(1 + p/q)λ′ + (p/q)λ+̟′,
Λ′ = L′ + (1 + q/p)L,
S = L−G,
Sz = G−H
N = (1 + q/p)L−H.
(4.3)
Das durch diese Transformation entstandene System besitzt 4 Freiheitsgrade. Um dies
zu verringern, sei in diesem Kapitel angenommen, dass sich der Asteroid in der Bezugs-
ebene bewege. Sz ist Null, da nun G = H gilt. Des weiteren soll sich der Planet auf einer
kreisfo¨rmigen Bahn (e′ = 0) bewegen. Der einzige in H verbliebene, sich schnell a¨ndernde
Winkel ist λ′. Dessen Periode ist sehr viel kleiner als die Periode des Resonanzwinkels
σp+q:p. Zur Beschreibung der Dynamik innerhalb einer Bahnresonanz bietet es sich daher
an, die Sto¨rungen Neptuns auf den Asteroiden u¨ber eine synodische Periode2 zu mitteln.
Als Resultat erha¨lt man ein System mit nur noch einem Freiheitsgrad. Dieses wird
beschrieben durch die Hamiltonsche Funktion H˜ und besitzt als einzige generalisierte
Koordinate den Resonanzwinkel σp+q:p
H˜ = H˜(N, S, σp+q:p) = −p+ q
q
(N − S)− (1− µ)
2q2
2p2(N − S)2 + µH˜1. (4.4)
mit
H˜1(N, S, σp+q:p) = 1
2πp
∫ 2πp
0
H1(N, S, σp+q:p, λ′)dλ′. (4.5)
2Die Umlaufperiode des Planeten ist in den gewa¨hlten Einheiten 2π. Nach einem Zeitraum von 2πp
-einer synodischen Periode- befinden sich die Ko¨rper wieder in der gleichen Stellung zueinander.
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Die Integration von Gleichung (4.5) wurde im Folgenden immer numerisch durchgefu¨hrt,
wobei H1 die in Gleichung (4.1) gegebene Form hatte. Durch dieses Vorgehen ließen sich
Konvergenzprobleme der sonst u¨blichen Reihenentwicklungen vermeiden.
Auf Grund der Beschra¨nkung auf e′ = 0 ist der kanonische Impuls N konstant und in
der gemittelten Hamiltonschen Funktion ein Parameter
N =
√
(1− µ)a
(
p+ q
p
−
√
1− e2
)
= const. (4.6)
Diese Beziehung fu¨r verschiedene Werte von N in der (a, e)-Ebene ist in Abbildung 4.1
am Beispiel der 3:5-Bahnresonanz dargestellt. Zeitliche A¨nderungen der großen Halbachse
und der Exzentrizita¨t erfolgen damit immer entlang einer konkreten Isolinie von N , welche
durch die Anfangsbedingungen festgelegt ist. Wie im Folgenden gezeigt wird, zirkuliert
außerhalb einer Bahnresonanz der Resonanzwinkel σp+q:p, wa¨hrend die Exzentrizita¨t na-
hezu konstant bleibt. Innerhalb der Resonanz a¨ndert sich e periodisch mit einer Amplitude
∆e/2. Der zeitliche Mittelwert der Exzentrizita¨t la¨sst sich direkt aus der Beziehung (4.6)
ableiten, wobei fu¨r die große Halbachse der exakte Resonanzwert einzusetzen ist.
0
0.1
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0.3
0.4
41 42 43 44
e
a[AE]
De
Abb. 4.1: Isolinien fu¨r verschiedene Werte von N (Gleichung (4.6)) der 3:5-Bahnresonanz.
Innerhalb einer Bahnresonanz kommt es zu einer periodischen A¨nderung der Exzentrizita¨t mit
einer Amplitude ∆e/2. Der Ort der exakten Resonanz wurde als gestrichelte Linie eingetragen.
Fu¨r einen konkreten Wert von N bewegt sich das gemittelte System entlang einer
Isolinie H˜ = const. Abbildung 4.2 zeigt in der Ebene der nicht-kanonischen Variablen
(e cos qσp+q:p, e sin qσp+q:p) fu¨r die 1:2- und die 3:5-Bahnresonanz den durch Gleichung (4.4)
definierten Phasenraum. Zur leichteren Erkennbarkeit der topologisch wichtigen Merk-
male wurde auf der rechten Seite der Abbildung jeweils noch eine schematische Skizze
hinzugefu¨gt.
Um Abbildung 4.2 zu erzeugen, wurde zu Beginn ein konkreter Wert fu¨r N fixiert. Die-
ser kann beispielsweise aus Abbildung 4.1 entnommen werden. Anschließend wurde fu¨r
ein Gitter mit 200× 200 Punkten in der (e cos qσp+q:p, e sin qσp+q:p)-Ebene fu¨r jeden Git-
terpunkt der Wert von H˜ berechnet. Aus dieser Datenreihe konnten danach die Isolinien
fu¨r verschiedene Werte von H˜ = const. berechnet werden.
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Abb. 4.2: Die Isolinien des durch Gleichung (4.4) definierten Phasenraumes zweier Bahnre-
sonanzen im EKG. Die wichtigsten Merkmale sind auf den rechten Seiten schematisch darge-
stellt. Fu¨r die 1:2-Bahnresonanz wurde N = −3.428 und fu¨r die 3:5-Bahnresonanz N = −2.589
gewa¨hlt.
Klar erkennt man die schon in Kapitel 2.2.1 angefu¨hrten grundlegenden Unterschie-
de zwischen der asymmetrischen Libration der 1:2-Bahnresonanz und der symmetrischen
Libration im Fall der 3:5-Bahnresonanz. Die 1:2-Bahnresonanz besitzt zwei stabile Sattel-
punkte L1 und L2, welche gleichabsta¨ndig zu beiden Seiten der Linie e sin σ1:2 = 0 ungefa¨hr
bei σ1:2 = ±95◦ und e ≈ 0.08 liegen. Das Aphel (S1) ist ebenso wie das Perihel (S2) der
Asteroidenbahn ein Sattelpunkt - Konjunktionen mit Neptun, welche in diesen Punkten
stattfinden sind daher instabil. Durch diese zwei Sattelpunkte verlaufen die beiden Se-
paratrizen3 des Systems. Die erste durch S1 trennt die beiden Librationszentren von den
Orbits, deren Resonanzwinkel mit großer Amplitude um den Punkt σ1:2 = π librieren -
obwohl das Aphel selbst instabil ist. Diejenigen Bahnen, welche eine Libration um L1 oder
L2 vollfu¨hren, werden als Tadpole-, die mit einer Libration um S1 als Horseshoe-Orbits
bezeichnet. Die zweite, durch S2 verlaufende Separatrix trennt diese Zone der Libration
von dem inneren und dem a¨ußeren, in der schematischen Skizze schraffiert dargesellten
3Als Separatrizen (Plural von lat. separatrix = Trennende) werden diejenigen Trajektorien eines Systems
bezeichnet, welche die Grenze zwischen Libration und Rotation des Resonanzwinkels markieren.
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Bereich. In diesen zirkuliert der Resonanzwinkel σ1:2. Asteroiden, deren Bewegung entlang
dieser Isolinien verla¨uft, befinden sich außerhalb der 1:2-Bahnresonanz.
Auch auf der rechten Seite von Abbildung 4.2(b) zirkuliert der Resonanzwinkel in den
schraffierten, durch eine Separatrix voneinander getrennten Bereichen. Im Gegensatz zu
den asymmetrischen Resonanzen der Form 1 : r mit r ≥ 2, besitzen alle anderen a¨ußeren
Bahnresonanzen des EKG nur eine Separatrix, wobei der Resonanzwinkel qσp+q:p bei
diesen immer um den stabilen Punkt L1 libriert.
Da durch eine Separatrix die Gebiete eines zirkulierenden von denen eines librierenden
Resonanzwinkels getrennt werden, la¨sst sich mit ihrer Hilfe auch die Breite einer Resonanz
bestimmen. Dies wurde in Abbildung 4.3 fu¨r die drei in dieser Arbeit zu untersuchenden
Resonanzen getan. Zusa¨tzlich dazu wurden noch die beiden Linien rP = 30 AE und
rP = 35 AE eingetragen. Erstere bezeichnet die Grenze, oberhalb derer die Exzentrizita¨t
der Asteroidenbahn so groß ist, dass das Perihel innerhalb der Neptunbahn liegt - die
beiden Bahnen sich also schneiden. Oberhalb der mit rP = 35 AE bezeichneten Linie
beginnt die Schwerkraft Neptuns die Bahn der Asteroiden so stark zu sto¨ren, dass eine
stabile Bewegung u¨ber la¨ngere Zeitskalen lediglich innerhalb von Resonanzen mo¨glich ist
(siehe z. B. Duncan, Levison und Budd (1995)).
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Abb. 4.3: Die aus dem eingeschra¨nkten 3-Ko¨rper-Problem abgeleiteten Resonanzbreiten im
EKG. Als Punkte dargestellt sind die mittleren Elemente beobachteter Asteroiden des EKG,
wobei gefu¨llte Punkte eine Inklination i < 5◦, ungefu¨llte i > 5◦ anzeigen. Bei den Unstetigkeiten
in den Linien, welche die Resonanzbreite markieren, handelt es sich um numerische Artefakte,
welche durch die Art der Berechnung bedingt sind.
Weiterhin wurden in Abbildung 4.3 alle bisher beobachteten Asteroiden des EKG hinzu-
gefu¨gt. Die großen Halbachsen (in geringerem Maße auch e und i) dieser Ko¨rper schwanken
aufgrund gravitativer Sto¨rungen Jupiters mit einer Periode von rund 12 Jahren und einer
Amplitude von 0.3 bis 0.4 AE (Nesvorny´ und Roig (2001)) um einen mittleren Wert. Um
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die Asteroiden an der korrekten Stelle in der Abbildung darzustellen, war es erforderlich,
die mittleren Bahndaten dieser Ko¨rper zu berechnen. Sie wurden daher mit den vom MPC
angegebenen oskulierenden Bahnelementen einer bestimmten Epoche zusammen mit den
Planeten Jupiter bis Neptun u¨ber einen Zeitraum von 100 Jahren integriert und ihre
Bahndaten einmal pro Jahr gespeichert. Ein mittleres Bahnelement x¯ ergibt sich dann als
x¯ =
1
N
t′=t+100 Jahre∑
t′=t
x(t′), (4.7)
mit N = 100. Die Mittelung u¨ber diesen kurzen Zeitraum ist ausreichend, um die Ko¨rper
an ihrer korrekten Position innerhalb der Resonanzgebiete darzustellen und gleichzeitig
kurz genug, um zu vermeiden, dass resonante Wechselwirkungen diese Position wieder
vera¨ndern ko¨nnten.
Deutlich sieht man in Abbildung 4.3, dass die mit schwarzen Punkten dargestellte
dynamisch kalte Population4 des EKG weit unterhalb der Linie rP = 35 AE zu finden
ist, wobei sich die meisten auf den Bereich zwischen 42 und 45 AE konzentrieren. Die
wenigen, bisher beobachteten Asteroiden dieser Population, welche oberhalb dieser Linie
liegen, befinden sich innerhalb der zu untersuchenden Resonanzgebiete. Die anderen an
diesen Stellen beobachteten Objekte besitzen eine Inklination i > 5◦ und geho¨ren damit
zur dynamisch heißen Population.
Des weiteren erkennt man in Abbildung 4.3, wie das Gebiet, innerhalb dessen der Re-
sonanzwinkel libriert, anfa¨nglich mit wachsender Exzentrizita¨t immer breiter wird. Mit
gro¨ßerem e verringert sich aber gleichzeitig die Distanz zu Neptun, so dass sich die Breite
der Resonanz ab einem bestimmten Exzentrizita¨tswert wieder verringert. Deutlich wird
in allen Fa¨llen der Schutzmechanismus einer Bahnresonanz - je gro¨ßer die Exzentrizita¨t
ist, desto na¨her muss sich der Asteroid in der exakten Resonanz befinden, um noch vor zu
nahen Begegnungen mit Neptun geschu¨tzt zu sein. Der Zusammenhang zwischen Ampli-
tude und Periode des Resonanzwinkels wurde fu¨r die 1:2- und die 3:5-Bahnresonanz fu¨r
verschiedene Exzentrizita¨tswerte in Abbildung 4.4 dargestellt.
 100
 200
 300
 400
 500
 600
 0  60  120  180Pe
rio
de
 [N
ep
tun
pe
rio
de
n]
Amplitude [Grad]
e=0.1
e=0.2
e=0.3
(a) 1:2-Bahnresonanz
 50
 100
 150
 200
 0  60  120  180Pe
rio
de
 [N
ep
tun
pe
rio
de
n]
Amplitude [Grad]
e=0.1
e=0.15
e=0.2
e=0.3
(b) 3:5-Bahnresonanz
Abb. 4.4: Die Periode in Abha¨ngigkeit von der Amplitude des Resonanzwinkels fu¨r verschiedene
Exzentrizita¨tswerte.
4Fu¨r eine Klassifikation der Objekte des EKG siehe Kapitel 2.1.
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Die Amplitude und Periode wurde dabei numerisch durch Bahnintegration des planaren,
eingeschra¨nkten 3-Ko¨rper-Problems u¨ber einen Zeitraum von 106 Jahren berechnet. Nep-
tun bewegte sich auf einer kreisfo¨rmigen Bahn mit einer großen Halbachse a′ = 30.069 AE.
Fu¨r verschiedene Werte der großen Halbachse und mit der in der Abbildung angegebenen
anfa¨nglichen Exzentrizita¨t wurde der Resonanzwinkel der entsprechenden Bahnresonanz
berechnet. Librierte dieser Winkel wurde anschließend noch die Amplitude und Periode
dieser Libration bestimmt.
Die Resonanzperiode liegt im Bereich zwischen 104 und 105 Jahren. Allgemein la¨sst
sich feststellen, dass die Periode des Resonanzwinkels umso kleiner ist, je gro¨ßer die Ex-
zentrizita¨t der Bahn des Asteroiden ist - die abnehmende Distanz zu Neptun bewirkt
also eine Beschleunigung der resonanten Dynamik. Sehr deutlich wird auch der Unter-
schied zwischen Tadpole- und Horseshoe-Orbits der 1:2-Bahnresonanz im linken Teil der
Abbildung. Wa¨hrend Tadpole-Orbits eine maximale Amplitude von etwas mehr als 60◦
besitzen ko¨nnen, finden sich keine Horseshoe-Orbits unterhalb 120◦. Zwischen diesen bei-
den Werten ist in der 1:2-Bahnresonanz keine Libration des Resonanzwinkels mo¨glich. Die
maximale Amplitude, welche innerhalb der Bahnresonanzen mo¨glich ist, liegt bei beiden
Bahnresonanzen bei ungefa¨hr 160◦.
4.2 Die Kozai-Resonanz
Wie in Abbildung 4.3 zu sehen ist, besitzen rund die Ha¨lfte der bisher bekannten Objekte
des EKG eine Bahnneigung i > 5◦. Bei 28% der Ko¨rper ist die Inklination der Bahn sogar
gro¨ßer als 10◦, wobei viele der sich in den in Abbildung 4.3 eingezeichneten Resonanz-
gebieten befindlichen Objekte mit einem Perihelabstand rP < 35 AE zu dieser Gruppe
geho¨ren. Die Herkunft dieser so genannten heißen Population la¨sst sich mit den heutigen
Modellen der Entstehung unseres Sonnensystems sehr gut erkla¨ren.5 In diesem Abschnitt
soll nun die Dynamik der Ko¨rper mit großen Inklinationen innerhalb einer Bahnresonanz
untersucht werden.
Nachdem im vorangegangenen Kapitel die Resonanzbreiten im planaren Fall des ein-
geschra¨nkten 3-Ko¨rper-Problems abgescha¨tzt wurden, wird in diesem Abschnitt die Be-
schra¨nkung der Asteroidenbewegung auf die Planetenebene aufgehoben. Ausgangspunkt
sei dafu¨r wiederum die Hamiltonsche Funktion von Gleichung (4.2). Auch hier soll sich
Neptun als einziger Sto¨rko¨rper auf einer Kreisbahn bewegen. Fu¨r eine Untersuchung der
Dynamik innerhalb einer Bahnresonanz p+q : p kann weiterhin angenommen werden, dass
die beiden mittleren La¨ngen der Ko¨rper nicht unabha¨ngig voneinander sind. Aufgrund der
Resonanz gilt (p + q)λ′ ≈ pλ. Diese Beziehung wurde z. B. bei der Definition des ent-
sprechenden Resonanzwinkels σp+q:p beru¨cksichtigt. Wie in Kapitel 4.1 gezeigt wurde, ist
dieser Winkel exakt im Zentrum der Resonanz konstant und libriert ansonsten innerhalb
des Resonanzgebietes mit einer Amplitude Aσ um diesen konstanten Wert.
Auch bei der Kozai-Resonanz ist eine Mittelung u¨ber die schnellen Winkel sinnvoll um
die Freiheitsgrade des Systems zu vermindern. Ein schneller Winkel ist dabei wiederum
die mittlere La¨nge des Planeten λ′. Auch die Librationsperiode des Resonanzwinkels ist
deutlich kleiner als die der Kozai-Resonanz, welche in diesem Abschnitt untersucht werden
soll und typischerweise im EGK eine Periode im Bereich einiger Millionen Jahre besitzt.
Die gemittelte Hamiltonsche Funktion H˜ außerhalb einer Bahnresonanz erha¨lt man durch
5Siehe Kapitel 2.1 und z. B. Morbidelli, Levison und Gomes (2007).
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Mittelung u¨ber die mittleren La¨ngen des Planeten und des Asteroiden (siehe z. B. Tho-
mas und Morbidelli (1996)). Befinden sich die beiden Ko¨rper exakt in einer Bahnresonanz
(mit Aσ = 0), so reduziert sich das Problem durch die Kopplung der mittleren La¨ngen
auf die Lo¨sung eines einfachen Integrals. Beru¨cksichtigt man die Libration des Resonanz-
winkels σ um den exakten Punkt der Resonanz σ0 erha¨lt man erneut ein Doppelintegral.
Diese Libration soll dabei sinusfo¨rmig mit der Amplitude Aσ und einer Periode P erfol-
gen, wodurch sich der Resonanzwinkel zu σ = Aσ sin 2πt/P + σ0 ergibt. Die gemittelte
Sto¨rfunktion erha¨lt man durch
H˜1(H,S, Sz, σp+q:p, σz) = 1
4π2p
∫ 2πp
0
∫ 2π
0
H1(H,S, Sz, σp+q:p, σz, λ′) dλ′ dt. (4.8)
Fu¨r H1 wurde die in Gleichung (4.1) gegebene Form benutzt. Damit ließen sich die z. B.
bei Wan und Huang (2007) beobachteten Konvergenzprobleme einer Entwicklung der
Sto¨rfunktion vermeiden. Mit dem in dieser Arbeit benutzten Vorgehen ist es mo¨glich, die
Dynamik der Kozai-Resonanz innerhalb von Bahnresonanzen auch fu¨r große Exzentri-
zita¨ten und Inklinationen, wie sie im EKG gefunden werden ko¨nnen, korrekt zu beschrei-
ben.
Aus der Invarianz der gemittelten Hamiltonschen Funktion gegenu¨ber einer Rotation
der Bezugsrichtung folgt, dass diese unabha¨ngig von Ω ist. Der dazu konjugierte Impuls
H =
√
(1− µ)a(1− e2) cos i ist in diesem Fall eine Konstante, welche die Exzentrizita¨t
und die Inklination des Asteroiden koppelt. Die große Halbachse hat dabei den Wert der
exakten Bahnresonanz.
Die sich daraus ergebende gemittelte Hamiltonsche Funktion H˜ besitzt lediglich einen
Freiheitsgrad und ist nur noch von ω = σz−σp+q:p abha¨ngig. Die Darstellung der Isolinien
von H˜ = const. in Abha¨ngigkeit von dem Parameter H erfolgt u¨blicherweise in der Ebene
(e cosω, e sinω). Da durch H die Exzentrizita¨t und die Inklination gekoppelt sind, wird
oft in Publikationen statt H die maximal mo¨gliche Inklination imax angegeben.
6 Solche
Isolinien der gemittelten Hamiltonschen Funktion fu¨r imax = 35
◦ fu¨r die 3:5- und die
4:7-Bahnresonanz sind in Abbildung 4.5 dargestellt.
Fu¨r Abbildung 4.5 wurde ein aus 200× 200 Punkten bestehendes Gitter in der Ebene
(e cosω, e sinω) erzeugt. Unter Annahme einer Librationsamplitude des Resonanzwinkels
von Aσ = 15
◦ wurde fu¨r jeden dieser Punkte numerisch der Wert fu¨r H˜ berechnet. Die
große Halbachse a erhielt dabei den Wert der exakten Bahnresonanz. Einige Isolinien fu¨r
H˜ = const. wurden dann in der Abbildung dargestellt.
Zusa¨tzlich wurden vom Autor dieser Arbeit noch die Stellen berechnet und in die Ab-
bildung eingetragen, an welchen eine Kollision zwischen dem Asteroiden und Neptun
mo¨glich ist. Eine solche Kollision kann dabei nur fu¨r Bahnen erfolgen, deren Perihel-
abstand kleiner als die große Halbachse des Planeten a′ ist, d. h. fu¨r Exzentrizita¨ten
e > 1 − a′/a. Aus diesem Grund finden sich die Linien einer mo¨glichen Kollision nur in
den a¨ußeren Bereichen von Abbildung 4.5. Da sich die Asteroidenbahn nicht in der Ebene
der Planetenbahn befindet, sind Kollisionen prinzipiell nur im Bereich der Bahnknoten
des Asteroiden mo¨glich. Legt man die Referenzrichtung durch den aufsteigenden Bahn-
knoten des Asteroiden (Ω = 0◦), so finden sich diese Punkte bei einer mittleren La¨nge λ′
des Planeten von 0◦ und 180◦. Da zwischen den mittleren La¨ngen des Asteroiden und des
6Die Exzentrizita¨t erha¨lt dabei den minimalen Wert e = 0.
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Abb. 4.5: Kozai-Resonanz innerhalb der 3:5- (links) und der 4:7-Bahnresonanz (rechts) mit
imax = 35
◦ und Aσ = 15
◦. Die breiten Linien kennzeichnen die Stellen, an welchen eine Kollision
mit dem Planeten mo¨glich ist.
Planeten die Beziehung qσp+q:p = (p + q)λ
′ − pλ − qω besteht, ergeben sich fu¨r ω zwei
verschiedene Werte einer mo¨glichen Kollision fu¨r eine bestimmte Exzentrizita¨t
ω1 = −qσp+q:p + pl
p+ q
und ω2 = π − qσp+q:p + pl
p+ q
, (4.9)
wobei l die mittlere Anomalie des Asteroiden bezeichnet.
In Abbildung 4.5 ist zu sehen, dass es bei beiden Resonanzen fu¨r kleine Exzentrizita¨ten
zu einer Libration von ω um 90◦ und 270◦ kommt. Fu¨r gro¨ßere e zirkuliert ω, bis ab
einer genu¨gend großen Exzentrizita¨t zwei neue Librationszentren, diesmal bei 0◦ und
180◦ auftreten. Die Lage dieser Librationszentren mit großen Amplituden des Winkels ω
unterscheidet die Kozai-Resonanz im EKG von denen innerhalb einer Bahnresonanz im
Asteroidenhauptgu¨rtel. Fu¨r letztere zeigten Morbidelli und Moons (1993), dass ω um 90◦
und 270◦ libriert. Librationszentren fu¨r diese Werte sind fu¨r noch gro¨ßere Exzentrizita¨ten
auch im EKG zu finden, wie sie sich in Abbildung 4.5 fu¨r die 3:5-Bahnresonanz andeuten.
Sie sind dabei aber auf ein sehr kleines Gebiet des Phasenraumes beschra¨nkt und nur
fu¨r sehr kleine Amplituden des Winkels ω mo¨glich. Generell la¨sst sich feststellen, dass
die Lage der Librationszentren der Kozai-Resonanz und die Amplituden, mit welchen ω
libriert, sehr stark von der jeweiligen Bahnresonanz abha¨ngen.
Eine weitere Besonderheit im EKG ist die Lage der Librationszentren innerhalb einer
Bahnresonanz des Typs 1 : r mit r ≥ 2. Bei diesen ist die Lage des Librationszentrums
des Resonanzwinkels qσ1:r abha¨ngig von der Exzentrizita¨t der Bahn und liegt im Allge-
meinen nicht bei 180◦.7 Diese Verschiebung der Librationszentren bewirkt, dass auch die
Librationszentren der Kozai-Resonanz nicht mehr symmetrisch zu den Achsen e cosω = 0
und e sinω = 0 liegen, sondern gegen diese verschoben sind. Beispielhaft wurden die
Isolinien der gemittelten Hamiltonschen Funktion fu¨r die Kozai-Resonanz innerhalb der
7Siehe Kapitel 2.2.1.
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1:2-Bahnresonanz fu¨r imax = 35
◦ in Abbildung 4.6 dargestellt. Die Librationszentren fin-
den sich hier ungefa¨hr bei ω = 144◦ und ω = 324◦, in U¨bereinstimmung mit Nesvorny´
und Roig (2001), welche diese Werte mit Hilfe eines einfachen analytischen Modelles er-
mittelten.
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Abb. 4.6: Kozai-Resonanz innerhalb der 1:2-Bahnresonanz im EKG.
4.3 Das komplette N-Ko¨rper-Problem
4.3.1 Aufbau der Integrationen
Um neben den gravitativen Auswirkungen Neptuns auch noch die Einflu¨sse der anderen
Planeten auf die Dynamik innerhalb bestimmter Resonanzgebiete des EKG zu untersu-
chen, wurden die in diesem Abschnitt beschriebenen Integrationen durchgefu¨hrt. Integriert
wurden dabei die 4 großen Planeten: Jupiter, Saturn, Uranus und Neptun. Da Pluto ledig-
lich die Asteroiden in seiner direkten Umgebung der 2:3-Bahnresonanz sto¨rt (Nesvorny´,
Roig und Ferraz-Mello (2000)), sonst die Dynamik im EKG nicht weiter beeinflusst, wurde
er nicht mit integriert. Die Bahnelemente der Planeten zum Anfang der Integration (Ta-
belle 4.1) beziehen sich auf den 01.01.20008, mit der mittleren Epoche des Bezugssystems
J2000 und wurden den JPL Ephemeriden DE405 entnommen. Der Integrationszeitraum
wurde auf 108 Jahre festgelegt, um auch die sa¨kularen und gemischten Resonanzen in
diesem Bereich mit Periodenla¨ngen von einigen Millionen Jahren sicher bestimmen zu
ko¨nnen.
Zusammen mit den Planeten wurden fu¨r jede Resonanz noch eine unterschiedliche An-
zahl von Testko¨rpern integriert. Diese wurden als masselos betrachtet und unterlagen so-
mit zwar den gravitativen Kra¨ften der Planeten, beeinflussten sich aber weder gegenseitig,
noch die Bahn der Planeten. Fu¨r die Integrationen wurden alle Ko¨rper als Punktmassen
betrachtet.
Fu¨r die Berechnungen wurde in FORTRAN ein N -Ko¨rper Integrator geschrieben, wel-
cher die Bewegungsgleichungen der Planeten und der Testko¨rper integrierte. Außerdem
8Julianisches Datum: 2451545.00.
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Tabelle 4.1: Heliozentrische Bahnelemente der fu¨r die Integration verwendeten Planeten fu¨r
den 01.01.2000 (auf 6 Nachkommastellen gerundete Werte).
Planet a [AE] e i [◦] Ω [◦] ω [◦] M [◦]
Jupiter 5.204336 4.878760e-2 1.304631 100.491109 275.069107 18.815631
Saturn 9.581930 5.563821e-2 2.484242 113.699521 335.865775 320.425500
Uranus 19.230134 4.439270e-2 0.772626 73.999934 96.592423 142.890811
Neptun 30.093976 1.120268e-2 1.770203 131.784318 267.308421 266.111880
wurden noch fu¨r jeden dieser Testko¨rper die Variationsgleichungen berechnet. Mit dem
daraus abgeleiteten MEGNO-Indikator konnte der Lyapunov-Exponent γY (siehe Glei-
chung (2.33)) jedes einzelnen Testko¨rpers und damit dessen Stabilita¨t abgescha¨tzt wer-
den. Fu¨r Testko¨rper, welche im Laufe der Integration einem der Planeten na¨her als
3 Hill-Radien kamen, wurde γY fu¨r diesen Zeitpunkt angegeben und die weitere Be-
rechnung der Variationsgleichungen fu¨r diesen Testko¨rper gestoppt. Der kleinste u¨ber
den gewa¨hlten Integrationszeitraum von 108 Jahren ermittelbare Lyapunov-Exponent ist
log10(2/10
8) ≈ −7.7 (die Herleitung dieser Abscha¨tzung findet sich in Kapitel 2.4.1).
Als Integrationsmethode wurde eine symplektische SABA-Routine9 benutzt. Um die
Rechenzeit aufgrund der begrenzten zur Verfu¨gung stehenden Ressourcen in Grenzen
zu halten, wurde ein Verfahren 4.Ordnung (SABA4) gewa¨hlt. Gleichung (3.15) zur Be-
rechnung einer optimalen Schrittweite ergibt fu¨r dieses Verfahren eine Schrittweite von
wenigen Tagen, welche aber aufgrund der begrenzten Ressourcen realisierbar war.
Da prima¨r eine Untersuchung qualitativer Aspekte der einzelnen Resonanzen im Vorder-
grund stand und nicht eine optimale Bahnberechnung, wurde die Schrittweite auf einem
anderen Wege bestimmt. Dafu¨r wurde die in Kapitel 2.3.3 gemachte Beobachtung benutzt,
dass ODEX u¨ber kurze Zeitskalen sehr viel genauer integriert als ein symplektischer Al-
gorithmus. Es wurden die 4 großen Planeten zusammen mit 100 Testko¨rpern u¨ber 104
Jahre zum einen mit ODEX, zum anderen mit SABA4 und verschiedenen Schrittweiten
integriert. Die anfa¨ngliche große Halbachse der Testko¨rper wurde dabei gleichma¨ßig im
Bereich zwischen 42 und 44 AE verteilt, die anfa¨ngliche Exzentrizita¨t wurde zu e = 0.1 ge-
setzt. Am Ende einer symplektischen Integration wurde fu¨r jede Schrittweite die Differenz
zur ODEX -Endposition der Testko¨rper als Betrag des Vektors zwischen den jeweiligen
kartesischen Koordinaten gebildet. Das Ergebnis dieser Berechnungen ist in Abbildung
4.7 dargestellt.
Die Positionsdifferenzen verkleinern sich mit kleiner werdenden Schrittweiten, wie zu
erwarten ist. Ab einer Schrittweite von h = 100 Tagen fu¨hrt eine weitere Verkleinerung der
Schrittweite nur noch zu sehr geringen Verbesserungen. Diese Schrittweite wurde somit
fu¨r alle nachfolgenden Integrationen benutzt. Sie entspricht rund 40 Schritten pro Umlauf
fu¨r Jupiter und rund 600 pro Neptunperiode.
Alle Integrationen wurden auf der schon fu¨r Kapitel 3.2 verwendeten SGIR© Origin3800
durchgefu¨hrt. Jede Berechnung wurde dabei linear auf jeweils einem Prozessor durch-
gefu¨hrt, wobei eine einzelne Integration im Folgenden immer die 4 Planeten und 101
Testko¨rper umfasste. Mit einer Taktrate von 400MHz dauerte eine solche Integration auf
9Eine detaillierte Beschreibung findet sich in Kapitel 2.3.2.
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Abb. 4.7: Positionsdifferenz ∆r fu¨r 100 Testko¨rper in Abha¨ngigkeit von der anfa¨nglichen großen
Halbachse a. Die Testko¨rper wurden zusammen mit den 4 großen Planeten u¨ber einen Zeitraum
von 104 Jahren mit einer symplektischen SABA4-Routine mit verschiedenen Schrittweiten h
integriert. Die Schrittweiten sind dabei in der Einheit Tage angegeben. Am Ende der Integration
wurde ∆r als Differenz zu einer mit ODEX berechneten Referenzlo¨sung bestimmt.
dem verwendeten Rechner rund 11 Tage. Um ausreichend Daten fu¨r eine Frequenzanalyse
der Bahnelemente zu haben, wurden diese fu¨r die Testko¨rper aller 10 Umla¨ufe gespei-
chert. Dies fu¨hrte zu einem Speicherbedarf eines einzelnen Testko¨rpers von ungepackt
rund 12MB inklusive der Werte des Chaosindikators. Insgesamt wurden rund 150GB an
Rohdaten fu¨r die nachfolgenden Kapitel erzeugt. Fu¨r die Frequenzanalyse wurde das frei
verfu¨gbare Programm FMFT von David Nesvorny´ benutzt.10
4.3.2 Die 3:5-Bahnresonanz
Fu¨r die Untersuchung der 3:5-Bahnresonanz wurden insgesamt 4040 Testpartikel zusam-
men mit den 4 großen Planeten integriert. Die Berechnungen ko¨nnen dabei in zwei von-
einander verschiedene Simulationen unterteilt werden. In der ersten Simulation wurde
die Stabilita¨t der Testko¨rper niedriger Inklination in Abha¨ngigkeit von ihrer anfa¨nglichen
großen Halbachse a0 und ihrer Exzentrizita¨t e0 untersucht. Die Anfangsbedingungen die-
ser Testko¨rper wurden so gewa¨hlt, dass in der Ebene der Anfangsbedingungen (a0, e0) fu¨r
jeden Wert der Exzentrizita¨t 0.05 ≤ e0 ≤ 0.40 (∆e0 = 0.0175) die großen Halbachsen a0
der Testko¨rper gleichma¨ßig im Intervall a0 = 42.1 bis 42.8 AE (∆a0 = 0.007 AE) ver-
teilt wurden. Die Inklination sa¨mtlicher Partikel wurde zu Null gesetzt, die La¨ngen der
Bahnknoten sowie die Argumente der Perihele wurden hingegen gleich denen Neptuns
gesetzt: Ω = ΩN und ω = ωN . Die mittlere Anomalie M eines jeden Testko¨rpers wurde
so gewa¨hlt, dass sich ein Resonanzwinkel 2σ3:5 = 180
◦ (d. h. σ3:5 = 90
◦ bzw. 270◦) ergab.
10Quelle: http://www.boulder.swri.edu/~davidn/fmft/fmft.html.
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Mit der ersten Simulation wurde das a0 der Testko¨rper, welche sich in der exakten
3:5-Bahnresonanz befinden, bestimmt. Fu¨r die zweite große Simulation wurde dann mit
diesem a0 = 42.4 AE die Stabilita¨t der Testko¨rper in Abha¨ngigkeit von e0 und ihrer
anfa¨nglichen Inklination i0 innerhalb der Resonanz berechnet. Die Anfangsbedingungen
wurden dabei so gewa¨hlt, dass in der (e0, i0) Ebene fu¨r jeden Exzentrizita¨tswert 0.05 ≤
e0 ≤ 0.40 (∆e = 0.0175) die Inklinationen der Testko¨rper gleichma¨ßig im Intervall i0 = 5◦
bis 30.0◦ (∆i0 ≈ 0.035◦) verteilt wurden. Die La¨nge der Bahnknoten sowie die Argumente
der Perihele wurden wie in der ersten Simulation gleich denen Neptuns gesetzt: Ω = ΩN
und ω = ωN . Die mittlere Anomalie M eines jeden Testko¨rpers wurde wieder so gewa¨hlt,
dass sich ein Resonanzwinkel 2σ3:5 = 180
◦ ergab.
Die 3:5-Bahnresonanz fu¨r Ko¨rper niedriger Inklination
Die Ergebnisse der ersten Simulation sind farbkodiert in Abbildung 4.8(a) dargestellt
und zeigen die Stabilita¨t der Bahnen der Testko¨rper, ausgedru¨ckt mittels Lyapunov-
Exponenten γY , in Abha¨ngigkeit von den Anfangsbedingungen. Die Farbgebung wurde
so gewa¨hlt, dass der kleinste u¨ber diesen Integrationszeitraum ermittelbare Lyapunov-
Exponent log10(2/10
8) ≈ −7.7 blau, die am sta¨rksten irregula¨ren Bahnen gelb dargestellt
sind.
In Abbildung 4.8(b) sind die maximalen Amplituden Aσ des Resonanzwinkels 2σ3:5
wa¨hrend des Integrationszeitraumes aufgetragen. Testko¨rper, welche wa¨hrend der gesam-
ten Integrationszeit in der Resonanz verblieben, zeigen eine Libration um 2σ3:5 = 180
◦,
wobei die stabilsten Ko¨rper mit einer Amplitude von fast 0◦ blau dargestellt wurden. Die
maximale Amplitude, welche noch eine stabile Libration ermo¨glicht, liegt bei ungefa¨hr
120◦. Testko¨rper mit einer anfa¨nglich gro¨ßeren Amplitude verließen im Laufe der Integra-
tion die Resonanz und zeigten dann die mit gelb dargestellte Zirkulation des Resonanz-
winkels. Hier zeigt sich deutlich der Unterschied zu den vereinfachenden Annahmen von
Kapitel 4.1, in welchem die maximale Amplitude noch rund 160 Grad betrug (Abbildung
4.4).
Die oskulierenden großen Halbachsen der Testko¨rper schwanken aufgrund von kurz-
periodischen, vor allem durch Jupiter hervorgerufenen, Sto¨rungen mit einer Periode von
rund 12 Jahren und einer Amplitude von 0.3 bis 0.4 AE um ihren mittleren Wert. Damit
die Ko¨rper mit der kleinsten Amplitude des Resonanzwinkels in den Abbildungen in der
Na¨he des wahren Librationszentrums bei a = 42.29 AE liegen, wurden diese um einen
Wert ∆a korrigiert. Dafu¨r wurde fu¨r verschiedene Werte der Exzentrizita¨t die gemittelte
resonante große Halbachse berechnet, um diesen Korrekturwert zu erhalten. Es zeigte
sich, dass sich ∆a in Abha¨ngigkeit von der Exzentrizita¨t a¨nderte. Daher wurde dessen
Wert linear zwischen -0.22 AE fu¨r e = 0 und -0.10 AE fu¨r e = 0.3 interpoliert. Dies ist
der Grund fu¨r die leicht schra¨ge Gitterstruktur in Abbildung 4.8(b). Die Amplituden der
Schwankungen in den Exzentrizita¨ten und Inklinationen waren so gering, dass diese nicht
korrigiert wurden.
Zusa¨tzlich wurden in Abbildung 4.8(a) noch weitere Linien eingetragen, um andere sich
in diesem Gebiet befindliche Resonanzen anzuzeigen. Der ganze Bereich der Resonanz
wird begrenzt durch die Separatrix, welche aus dem eingeschra¨nkten 3-Ko¨rper-Problem
abgeleitet wurde und als breite Linie dargestellt ist. Weiterhin befinden sich Uranus und
Neptun fast in einer 1:2-Bahnresonanz. Mit den Umlaufperioden P der beiden Ko¨rper
(PU ≈ 84.01 und PN ≈ 164.79 Jahre) la¨sst sich abscha¨tzen, dass sie nach einem Zeitraum
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(b) Die maximale Amplitude Aσ des Resonanzwinkels 2σ3:5 = −3λ′ + 5λ− 2̟.
Abb. 4.8: Der Lyapunov-Exponent und die Amplitude des Resonanzwinkels fu¨r Testko¨rper
in der 3:5-Bahnresonanz fu¨r Ko¨rper niedriger Inklination. Die anfa¨ngliche große Halbachse der
Testko¨rper wurde dabei um einen Wert ∆a (abha¨ngig von e0) korrigiert, um der Differenz
zwischen oskulierenden und mittleren Bahnelementen Rechnung zu tragen. Die aus dem ein-
geschra¨nkten 3-Ko¨rper-Problem (Kapitel 4.1) abgeleitete Separatrix ist mit einer breiten Linie
angedeutet. Weiterhin wurden in Abbildung (a) die Kozai-Resonanz und die beiden 3-Ko¨rper-
Resonanzen (3:1, 4:1) mit Uranus und Neptun dargestellt. Die Punkte markieren die mittleren
Elemente beobachteter Asteroiden, wobei gefu¨llte Punkte eine Inklination i < 5◦, ungefu¨llte
i > 5◦ anzeigen.
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von PUPN/(PN − 2PU) ≈ 4280 Jahren wieder die gleiche Stellung zueinander einnehmen.
Untersucht man die Bewegung dieser beiden Planeten mittels Frequenzanalyse, so ergibt
sich ein genauerer Wert von 4130 Jahren, welcher auch bei den folgenden Rechnungen
verwendet wurde. An bestimmten Stellen innerhalb der 3:5-Bahnresonanz betra¨gt die
Periode des Resonanzwinkels σ3:5 ein Vielfaches von diesen 4130 Jahren. Diese Stellen
werden im Folgenden als 3-Ko¨rper-Resonanzen bezeichnet, wobei fu¨r die Benennung einer
konkreten Resonanz jeweils nur das Verha¨ltnis zwischen den Perioden der beiden Bahn-
resonanzen angegeben wird. Innerhalb der 3:5-Bahnresonanz finden sich die 3:1- und die
4:1-3-Ko¨rper-Resonanz, welche mit du¨nneren gestrichelten Linien kenntlich gemacht wur-
den. Die Frequenz des Resonanzwinkels fσ wurde dabei mittels Frequenzanalyse bestimmt.
Aufgrund der vielen a¨hnlichen Frequenzen im Spektrum von a exp ıσ3:5 (mit ı
2 = −1) ist
die Bestimmung dieser Frequenz nicht trivial (siehe Nesvorny´ und Ferraz-Mello (1997))
und wurde daher so gewa¨hlt, dass die Frequenz mo¨glichst nahe an der aus dem einge-
schra¨nkten 3-Ko¨rper-Problem ermittelten Periode liegt.
Weiterhin wurden innerhalb der 3:5-Bahnresonanz noch Bereiche gefunden, in denen das
Argument des Perihels der Asteroidenbahn ω fu¨r eine bestimmte Zeit libriert. Gleichzeitig
zu dieser Libration zeigte sich eine periodische A¨nderung in e und i, weshalb diese Stellen
als Kozai-Resonanz identifiziert wurden. Die entsprechenden Gebiete wurden mit einer
du¨nnen durchgezogenen Linie gekennzeichnet. Es zeigte sich, dass diese Resonanz erst
auftrat, nachdem die Inklination, z. B. durch nahe Begegnungen mit Neptun, auf Werte
gro¨ßer als 5 Grad angewachsen war. Auch konnte die Kozai-Resonanz nur fu¨r Ko¨rper mit
einer anfa¨nglichen Exzentrizita¨t e > 0.2 festgestellt werden. Es wurden keine Testko¨rper
gefunden, welche permanent in der Kozai-Resonanz verblieben. Die Position der Kozai-
Resonanz wurde mit Hilfe der Frequenzanalyse als f̟(a, e) − fΩ(a, e) = 0 numerisch
berechnet. f̟(a, e) und fΩ(a, e) sind dabei die sta¨rksten Frequenzen in den Spektren von
e exp ı̟ und i exp ıΩ.
In Abbildung 4.8(a) sieht man, dass die innersten Bereiche der Resonanz die stabils-
ten sind, mit einer Lyapunov-Zeit, welche gro¨ßer als der hier untersuchte Integrations-
zeitraum ist. In diesem Bereich findet sich auch der Großteil der bisher im Gebiet der
3:5-Bahnresonanz beobachteten Asteroiden. Er wird begrenzt durch die 4:1-3-Ko¨rper-
Resonanz zwischen dem Testpartikel, Uranus und Neptun. Deutlich sieht man, wie der
Lyapunov-Exponent dadurch gro¨ßer wird, die Bahnen also destabilisiert werden - im Mit-
tel liegt γY nun bei 10
−6. Fu¨r e ≈ 0.3 ist das Resonanzgebiet der 3:5-Bahnresonanz so weit
geschrumpft, dass sich fast keiner der Testko¨rper mehr in Resonanz befindet. Der Grund
ist zum einen die 4:1-3-Ko¨rper-Resonanz. Zum anderen haben Ko¨rper mit dieser Exzen-
trizita¨t nun einen Perihelabstand von ungefa¨hr 30 AE, schneiden also die Neptunbahn.
Dies erkla¨rt, weshalb nur noch die Testko¨rper, welche sich tief in der Resonanz befinden,
vor zu nahen Begegnungen mit Neptun geschu¨tzt sind. In Abbildung 4.8(b) entspricht
dies den Ko¨rpern mit einer Amplitude des Resonanzwinkels von 0 Grad.
Nach außen wird die 3:5-Bahnresonanz ungefa¨hr durch die 3:1-3-Ko¨rper-Resonanz be-
grenzt. Da diese als Resonanz 2.Ordnung etwas sta¨rker ist als die 4:1-3-Ko¨rper-Resonanz,
liegt das mittlere Niveau des Lyapunov-Exponenten bei ihr erwartungsgema¨ß noch ho¨her:
bei ungefa¨hr γY = 10
−5.5. Sie begrenzt die Resonanz nach oben hin bei scha¨tzungswei-
se e = 0.42. Dadurch, dass die anfa¨ngliche Exzentrizita¨t dieser Untersuchung maximal
0.4 betrug, wurde dieser Wert lediglich visuell abgescha¨tzt. Außerhalb der 3:1-3-Ko¨rper-
Resonanz zirkuliert der Resonanzwinkel (Abbildung 4.8(b)).
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Zwischen der 4:1- und der 3:1-3-Ko¨rper-Resonanz bei a ≈ 42.3 AE liegt noch ein kleines
Gebiet stabiler Anfangsbedingungen. Trotz der hohen Exzentrizita¨t, welche dazu fu¨hrt,
dass die Bahnen dieser Ko¨rper innerhalb der Neptunbahn verlaufen, bewirken die resonan-
ten Schutzmechanismen der 3:5-Bahnresonanz hier offensichtlich eine Stabilisierung. Eine
langfristig stabile Bahn ist in diesem Bereich nur fu¨r kleine Amplituden des Resonanz-
winkels mo¨glich, wie dies auch in Abbildung 4.8(b) zu sehen ist. Als Beispiel wurde die
zeitliche Entwicklung einiger Bahnelemente und des Resonanzwinkels eines Testko¨rpers
in diesem Gebiet in Abbildung 4.9 dargestellt.
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Abb. 4.9: Der zeitliche Verlauf der großen Halbachse a, der Exzentrizita¨t e und des Resonanz-
winkels fu¨r einen Testko¨rper innerhalb der 3:5-Bahnresonanz mit Neptun, dessen Perihel inner-
halb der Neptunbahn liegt. σ3:5 ist in der Einheit Dezimalgrad angegeben.
Reale Asteroiden wurden in diesem Gebiet noch nicht gefunden. Da der sonnenfernste
Punkt ihrer Bahn bei fast 60 AE liegt, sind Beobachtungen jedoch lediglich wa¨hrend
ihres Periheldurchganges wahrscheinlich, so dass es nicht unwahrscheinlich ist, solche in
Zukunft noch zu entdecken.
Gut sichtbar wird auch im Bereich kleiner Exzentrizita¨ten (bis e = 0.2) die Trennung
zwischen dem Resonanzgebiet der 3:5-Bahnresonanz und den Anfangsbedingungen, wel-
che außerhalb dieser Resonanz liegen. Letztgenannte sind allein durch ihre anna¨hernd
kreisfo¨rmige Bahn vor zu nahen Begegnungen mit Neptun geschu¨tzt. Daher kommen sie
diesem na¨her als die Ko¨rper innerhalb der Resonanz und weisen aus diesem Grunde auch
ein gegenu¨ber dem Hintergrundniveau von 10−7.7 leicht erho¨htes γY von 10
−7 auf.
Die 3:5-Bahnresonanz fu¨r Ko¨rper hoher Inklination
Die Ergebnisse der zweiten großen Simulation fu¨r Testko¨rper innerhalb der 3:5-Bahn-
resonanz sind farbkodiert in Abbildung 4.10 in der Ebene der Anfangsbedingungen (e0, i0)
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dargestellt. Zur Beschreibung der Stabilita¨t wurde auch hier γY benutzt, wobei die Farb-
gebung identisch mit Abbildung 4.8(a) ist.
-7
-6
-5
-4
lo
g 1
0(γ
Y
)
0.1 0.2 0.3 0.4
e
10.0
15.0
20.0
25.0
30.0
i [
Gr
ad
]
ϖ + Ω + ϖN
Abb. 4.10: Der Lyapunov-Exponent in der Einheit log10(1/Jahre) fu¨r Testko¨rper innerhalb der
3:5-Bahnresonanz in Abha¨ngigkeit von der anfa¨nglichen Exzentrizita¨t und Inklination. Gekenn-
zeichnet wurde außerdem noch die sa¨kulare Resonanz des Winkels ̟+Ω+̟N mit Neptun. Die
Punkte markieren bekannte EKG-Objekte innerhalb der 3:5-Bahnresonanz mit einer Inklination
i > 5◦.
Bei der Betrachtung dieser Abbildung lassen sich zwei markante Gebiete geringerer
Stabilita¨t ausmachen. Das eine befindet sich im Bereich kleiner Exzentrizta¨ten und zeigt
sehr homogen ein γY von ungefa¨hr 10
−6. Fu¨r anfa¨ngliche Inklinationen von rund 10◦ liegt
es bei e0 = 0.1 und verbreitert sich auf e0 = 0.15 fu¨r i0 = 30
◦. Das zweite Gebiet befindet
sich am rechten Rand der Abbildung. Hier liegt γY im Mittel bei 10
−5.5.
Beide Strukturen werden durch die Kozai-Resonanz hervorgerufen. Die Mechanismen
sind in beiden Fa¨llen zwar a¨hnlich, fu¨hren aber zu sehr unterschiedlichen Entwicklun-
gen der Bahnen der Testko¨rper. Eine typische Entwicklung der Bahnelemente innerhalb
der linken Struktur am Beispiel eines Testko¨rpers mit e0 = 0.1 und i0 = 23.75
◦ ist in
Abbildung 4.11 dargestellt.
Deutlich sind die Merkmale einer Kozai-Resonanz zu erkennen. Wa¨hrend ω im ersten
Drittel des Integrationszeitraumes um 0◦ libriert, wa¨chst die Exzentrizita¨t stark an, um
im Mittel dann einen Wert von 0.25 zu erreichen. Die Inklination vermindert sich und
schwankt dann periodisch und gegenla¨ufig zu e um einen mittleren Wert von rund 20◦.
Nach einer kurzen Phase der Zirkulation des Winkels ω libriert dieser anschließend um
90◦. Der Mittelwert der Exzentrizita¨t sinkt gleichzeitig leicht ab. Sehr gut zu sehen ist,
dass der Resonanzwinkel σ3:5 nun immer dann zu zirkulieren beginnt, wenn e ein Minimum
erreicht. Das sich daran anschließende periodische Anwachsen der Exzentrizita¨t aufgrund
der Kozai-Resonanz bringt den Testko¨rper immer wieder zuru¨ck in die 3:5-Bahnresonanz
mit Neptun. Im letzten Drittel der Integration libriert ω erneut - diesmal um ω = 180◦.
Der Testko¨rper befindet sich nun wieder permanent in der 3:5-Bahnresonanz, wobei der
Resonanzwinkel mit einer Amplitude Aσ von rund 80
◦ libriert.
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Abb. 4.11: Testko¨rper mit e0 = 0.1 und i0 = 23.75
◦ innerhalb der 3:5-Bahnresonanz und
der Kozai-Resonanz. Auf der linken Seite wurde die zeitliche Entwicklung einiger Bahnelemente
und des Resonanzwinkels σ3:5 abgebildet. Um besser mit Abbildung 4.5 vergleichen zu ko¨nnen,
wurde auf der rechten Seite die zeitliche Entwicklung von e und ω des Testko¨rpers in den Achsen
e cos ω und e sinω dargestellt. Alle Winkel wurden in der Einheit Dezimalgrad angegeben.
Um das Verhalten des Testko¨rpers leichter mit den Isolinien des in Kapitel 4.2 (vgl.
Abbildung 4.5) entwickelten Modells vergleichen zu ko¨nnen, wurde auf der rechten Seite
von Abbildung 4.11 noch die zeitliche Entwicklung von e und ω in den Achsen e cosω
und e sinω dargestellt. Sehr deutlich sind die einzelnen Librationszentren bei ω = 0◦, 90◦
und 180◦ zu unterscheiden. Auch die unterschiedliche Form der Isolinien -eher rund fu¨r
ω = 90◦ und langgezogen mit einer gro¨ßeren Amplitude von ω bei den beiden anderen
Librationszentren- la¨sst sich gut erkennen. Im Vergleich zu Kapitel 4.2 sind die einzelnen
Librationszentren leicht verschoben. Wa¨hrend sie sich fu¨r ω = 90◦ nun um e ≈ 0.15
finden, treten sie fu¨r ω = 0◦ und 180◦ nun schon ab einer Exzentrizita¨t von e ≈ 0.22 auf.
Der Grund fu¨r diese Differenzen zu Abbildung 4.5 ist zum einen, dass sich Neptun nicht
auf einer Kreisbahn, sondern auf einer leicht exzentrischen Bahn bewegt. Zum anderen
unterliegt die Neptunbahn sa¨kularen A¨nderungen aufgrund der Sto¨rungen der anderen
Planeten, was in Kapitel 4.2 ebenfalls nicht beru¨cksichtigt wurde.
Auch die Struktur auf der rechten Seite von Abbildung 4.10 wird durch die Kozai-
Resonanz bewirkt. Hier libriert der Winkel ω ebenfalls anfa¨nglich um 0◦. Aufgrund der
schon anfa¨nglich hohen Exzentrizita¨ten liegt das Perihel, welches sich in der Ebene der
Ekliptik befindet, weit innerhalb der Neptunbahn. Wiederholte nahe Begegnungen mit
Neptun fu¨hren hier meist nach kurzer Zeit dazu, dass die Testko¨rper den Bereich der 3:5-
Bahnresonanz verlassen. Die weitere Entwicklung dieser Ko¨rper ist sehr unterschiedlich,
im allgemeinen sind die Bahnen aber instabil.
Zwischen den beiden beschriebenen markanten Strukturen findet sich in Abbildung
4.10 noch eine Struktur verminderter Stabilita¨t. Durch Frequenzanalyse der betreffenden
Winkel konnte diese als sa¨kulare Resonanz mit Neptun identifiziert werden. Es zeigt sich,
dass in diesem Bereich der Winkel ̟+Ω+̟N sehr langsam zirkuliert und fu¨r einige der
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Testko¨rper u¨ber einen gewissen Zeitraum sogar um 0◦ libriert.
4.3.3 Die 4:7-Bahnresonanz
Zur Untersuchung der 4:7-Bahnresonanz wurden insgesamt 2020 Testpartikel zusammen
mit den 4 großen Planeten u¨ber einen Zeitraum von 108 Jahren integriert. Da die Dyna-
mik innerhalb der 4:7-Bahnresonanz fu¨r hohe Inklinationen schon in Lykawka und Mukai
(2005) diskutiert wurde, konzentrierten sich diese Berechnungen auf die Dynamik von
Ko¨rpern mit einer anfa¨nglichen Bahnneigung von i0 = 0
◦. Die Anfangsbedingungen der
Testko¨rper bildeten dabei ein regelma¨ßiges Gitter in der (a0, e0) Ebene, wobei die großen
Halbachsen a0 zwischen 43.8 und 44.4 AE (∆a0 = 0.006 AE) und die Exzentrizita¨ten
zwischen 0.05 ≤ e0 ≤ 0.40 (∆e0 = 0.0175) variiert wurden. Das Argument des Perihels
ω sowie der Winkel des Bahnknotens Ω der Asteroidenbahn wurden gleich den entspre-
chenden Winkeln Neptuns gewa¨hlt. Die mittlere Anomalie wurde so berechnet, dass der
Resonanzwinkel zu Beginn der Integration 3σ4:7 = 180
◦ betrug.
Aus den Ergebnissen der Integration la¨sst sich die Stabilita¨t der einzelnen Anfangs-
bedingungen mit Hilfe des Lyapunov-Exponenten abscha¨tzen, welcher farbkodiert in Ab-
bildung 4.12(a) in der (a0, e0) Ebene dargestellt wurde. Die Farbgebung ist identisch mit
der von Abbildung 4.8(a): blau entspricht den stabilsten, gelb den instabilsten Bereichen.
Auch hier wurde, wie fu¨r die 3:5-Bahnresonanz, um den Unterschied zwischen den mitt-
leren und oskulierenden Elementen der Testko¨rper korrigiert. Da sich ∆a aufgrund der
gro¨ßeren Entfernung zu Neptun nahezu unabha¨ngig von e zeigte, wurde fu¨r alle Exzen-
trizita¨ten ein einheitlicher Wert von ∆a = −0.355 AE gewa¨hlt.
In Abbildung 4.12(b) findet sich die maximale, wa¨hrend der Integration erreichte Am-
plitude des Resonanzwinkels σ4:7. Hier entspricht blau einer Amplitude von 0
◦, wa¨hrend
gelb die Zirkulation des Winkels repra¨sentiert. Die maximale Amplitude, fu¨r welche σ4:7
noch eine Libration zeigt, liegt bei rund 100◦ - die maximale Amplitude im eingeschra¨nk-
ten 3-Ko¨rper-Problem betrug zum Vergleich rund 30 Grad mehr. Aufgrund der stark
kontrastierenden Farbwahl tritt hier noch deutlicher als in Abbildung 4.12(a) die sehr
markante Struktur dieser Resonanz zwischen 43.65 ≤ a ≤ 43.75 AE und fu¨r e ≤ 0.2 her-
vor. Offensichtlich sind die Anfangsbedingungen in diesem Bereich, in welchem eigentlich
das Zentrum der Resonanz mit sehr stabilen Bewegungen und kleinen Amplituden des
Resonanzwinkels zu finden sein sollte, weniger stabil als Anfangsbedingungen, welche sich
etwas außerhalb dieses Bereiches aber noch innerhalb der 4:7-Bahnresonanz befinden. Aus
Abbildung 4.12(b) wird ebenfalls deutlich, dass fu¨r dieses Gebiet, zumindest fu¨r einen Teil
des Integrationszeitraumes, der Resonanzwinkel zirkuliert.
Um die unterschiedlichen Stabilita¨ten in Abbildung 4.12(a) erkla¨ren zu ko¨nnen, wur-
den mit Hilfe der Frequenzanalyse die Frequenzen f̟, fΩ und fσ4:7 , wie schon im vor-
angegangenen Kapitel beschrieben, bestimmt. Der Bereich, fu¨r welchen f̟ = fΩ gilt,
konnte als Kozai-Resonanz identifiziert werden und wurde entsprechend beschriftet und
als durchgezogene du¨nne Linie gekennzeichnet. Eine 3-Ko¨rper-Resonanz zwischen dem
Resonanzwinkel σ4:7 und der Periode der mittleren La¨ngen λU − 2λN von Uranus und
Neptun konnte gefunden werden. Die 3:1-3-Ko¨rper-Resonanz umschließt die stabilen Ge-
biete der 4:7-Bahnresonanz mit einer Lyapunov-Zeit TL > 10
6 Jahre. Zur Orientierung
wurde die mit Hilfe des eingeschra¨nkten 3-Ko¨rper-Problems bestimmte Resonanzbreite
als breitere Linie zusa¨tzlich noch eingefu¨gt. Sehr deutlich markiert sie die Trennung im
Bereich der kleinen Exzentrizita¨ten (e < 0.2) zwischen den stabilen Bereichen innerhalb
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(a) Der aus MEGNO abgeleitete Lyapunov-Exponent γY in der Einheit log10(1/Jahre).
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(b) Die maximale Amplitude Aσ des Resonanzwinkels 3σ4:7 = −4λ′ + 7λ− 3̟.
Abb. 4.12: Der Lyapunov-Exponent und die Amplitude des Resonanzwinkels fu¨r Testko¨rper in
der 4:7-Bahnresonanz mit niedriger Inklination. Die anfa¨ngliche große Halbachse der Testko¨rper
wurde dabei um einen Wert ∆a = −0.355 AE (unabha¨ngig von e0) korrigiert, um der Diffe-
renz zwischen oskulierenden und mittleren Bahnelementen Rechnung zu tragen. Die aus dem
eingeschra¨nkten 3-Ko¨rper-Problem (Kapitel 4.1) abgeleitete Separatrix ist mit einer breiten
Linie angedeutet. Weiterhin wurden in Abbildung (a) die Kozai-Resonanz und die 3:1-3-Ko¨rper-
Resonanzen mit Uranus und Neptun dargestellt. Die Punkte markieren die mittleren Elemente
beobachteter Asteroiden, wobei gefu¨llte Punkte eine Inklination i < 5◦, ungefu¨llte i > 5◦ anzei-
gen.
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der 4:7-Bahnresonanz und denen außerhalb.
Die Integrationen ergaben, dass γY lediglich fu¨r das Gebiet zwischen 43.63 und 43.76 AE
und 0.22 ≤ e ≤ 0.32 nicht gegen einen endlichen Wert innerhalb des Integrationszeitrau-
mes konvergierte. Es fa¨llt auf, dass dieser Bereich sehr hoher Stabilita¨t vollsta¨ndig von der
Kozai-Resonanz umschlossen ist. Die Testpartikel, deren Anfangsbedingungen in diesem
Gebiet liegen, besitzen aufgrund der hohen Exzentrizita¨t einen Perihelabstand zwischen
30 und 35 AE. Sie sind daher allein durch die Resonanz vor zu starken Sto¨rungen Neptuns
geschu¨tzt.
Deutlich lassen sich die Bereiche verminderter Stabilita¨t der Kozai-Resonanz und der 3-
Ko¨rper-Resonanz zuordnen, wie dies schon fu¨r die 3:5-Bahnresonanz im vorangegangenen
Kapitel getan wurde. Sehr interessant ist der Bereich im Zentrum der 4:7-Bahnresonanz
mit anfa¨nglichen Exzentrizita¨ten e0 < 0.2. Hier zeigt der Lyapunov-Exponent eine ge-
ringere Stabilita¨t, ganz entgegen dem generellen Trend, dass gerade die inneren Bereiche
die gro¨ßte Stabilita¨t und die geringste Libration des Resonanzwinkels aufweisen. Um die
A¨nderungen der Bahnelemente der Ko¨rper in diesem Bereich besser untersuchen und
verstehen zu ko¨nnen, wurden numerisch die Eigenelemente11 nach der Methode von Mor-
bidelli und Nesvorny´ (1999) berechnet. Die Berechnung erfolgt dabei analog zu Gleichung
(4.7) - lediglich der Zeitraum, u¨ber welchen gemittelt wird, wurde verla¨ngert. Dies ist not-
wendig, um alle quasi-periodischen A¨nderungen in den oskulierenden Elementen heraus-
zumitteln. Ko¨rper auf stabilen Bahnen zeigen zeitlich konstante Eigenelemente, wa¨hrend
sich Instabilita¨t in einer zeitlichen Entwicklung der Eigenelemente a¨ußert, welche auch
als chaotische Diffusion bezeichnet wird. Fu¨r die numerische Mittelung wurde der In-
tegrationszeitraum in 10 Teilintervalle unterteilt - die Differenz zwischen der mittleren
Exzentrizita¨t em eines Teilintervalles (gemittelt u¨ber eine Zeitspanne von 10
7 Jahren)
und der anfa¨nglichen Exzentrizita¨t e0 findet sich in Abbildung 4.13.
Man erkennt, dass sich in dem Bereich, welcher mit Hilfe von Abbildung 4.12 als sehr
stabil identifiziert werden konnte, die Exzentrizita¨t im Laufe der Zeit kaum a¨ndert. Im
Bereich e0 < 0.2, fu¨r welchen eine verminderte Stabilita¨t gefunden wurde, scheint die
mittlere Exzentrizita¨t hingegen stark zu sinken - die Bahnen werden nahezu kreisfo¨rmig.
Dieses ungewo¨hnliche Verhalten im Zentrum dieser Bahnresonanz wurde schon von Ly-
kawka und Mukai (2005) beobachtet. Diese Autoren zeigten ebenfalls, dass dieser Trend
sich auch bei la¨ngeren Integrationszeitra¨umen12 fortsetzt, fu¨hrten aber keine Begru¨ndung
fu¨r diese Beobachtung an.
Im Rahmen dieser Arbeit konnten die Ursachen dieses Verhaltens gekla¨rt werden. Eine
Untersuchung der beteiligten Frequenzen legt nahe, dass der Grund ein Zusammenspiel
verschiedener Resonanzen ist. Einige grundlegende Zusammenha¨nge sollen beispielhaft
anhand eines Testko¨rpers mit anfa¨nglichem a0 = 44.064 AE und e0 = 0.1725 beschrieben
werden. Der Verlauf einzelner Bahnelemente und Resonanzwinkel dieses Testko¨rpers ist
in Abbildung 4.14 dargestellt. Zur besseren Erkennbarkeit wurden in der Darstellung alle
kurzperiodischen Schwankungen mit einer Periode kleiner als 1000 Jahre herausgefiltert.
Es la¨sst sich feststellen, dass die Exzentrizita¨t des Ko¨rpers nicht dauerhaft sinkt, son-
dern fu¨r gewisse Zeitra¨ume auch wieder auf ihr Anfangsniveau anwachsen kann. Wa¨hrend
dieser Zeiten libriert der Resonanzwinkel 3σ4:7 um 180
◦, wa¨hrend er die restliche Zeit re-
trograd zirkuliert. Weiterhin la¨sst sich eine sa¨kulare Resonanz zwischen dem Testko¨rper
11Englisch: proper elements.
12Die Integrationen von Lykawka und Mukai (2005) umfassten eine Zeitspanne bis zu 4.5 · 109 Jahren
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Abb. 4.13: Differenz zwischen der mittleren Exzentrizita¨t em eines Teilintervalles und der
anfa¨nglichen Exzentrizita¨t e0. Der Verlauf der Exzentrizita¨t u¨ber einen Zeitraum von 10
8 Jah-
ren wurde dafu¨r in 10 Teilintervalle unterteilt und fu¨r jedes dieser Teilintervalle eine mittlere
Exzentrizita¨t (als einfaches arithmetisches Mittel) berechnet. Die Abbildung zeigt em − e0 von
links oben im Uhrzeigersinn fu¨r das 1., das 2., das 6. und das 10. Teilintervall.
in diesem Bereich und Neptun finden, dergestalt, dass die Winkelkombination 2̟ − Ω−
ΩN (ΩN bezeichnet dabei die La¨nge des Bahnknotens von Neptun) um 0
◦ libriert. Die
Libration dieses Winkels fa¨llt zeitlich mit der Libration des Resonanzwinkels der 4:7-
Bahnresonanz zusammen. Wa¨hrend die 4:7-Bahnresonanz allein, z. B. zwischen 1.5 und
2 · 107 Jahren ein Ansteigen der Exzentrizita¨t bewirkt, fu¨hrt die Kombination der beiden
Resonanzwinkel zu einer Zirkularisierung des Orbits.
Es bleibt die Frage zu kla¨ren, ob die bisher in diesem Bereich entdeckten Asteroiden
sich ebenso verhalten. Dazu wurden die Ko¨rper13 zusammen mit den Planeten Jupiter
bis Neptun integriert. Der Integrationszeitraum wurde fu¨r diese Untersuchung auf rund
109 Jahre verla¨ngert. In den Ergebnissen zeigt sich fu¨r alle Asteroiden der starke Einfluss
der Kozai-Resonanz in Kombination mit sa¨kularen Resonanzen mit Neptun. Bei diesen
sa¨kularen Resonanzen dominierten vor allem eine 1:1 Resonanz der Frequenzen der beiden
Bahnknoten: fΩ = fΩN und der Frequenzen der Perihella¨ngen: f̟ = f̟N . Bei 2001 KP76
fu¨hrte letztgenannte Resonanz zusammen mit einer Libration von ω um 180◦ nach 2 · 108
Jahren zu einer nahen Begegnung mit Neptun in deren Folge dieser Asteroid den EKG
verließ. Alle anderen Ko¨rper blieben wa¨hrend des gesamten Integrationszeitraumes im
13Integriert wurden dabei konkret: 1999 HG12, 1999 KR18, 1999 RH215, 2001 KP76 und 2002 PA149.
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Abb. 4.14: Verlauf der großen Halbachse a, der Exzentrizita¨t e, des Resonanzwinkels 3σ4:7
und des Winkels der sa¨kularen Resonanz 2̟ − Ω − ΩN (N verweist auf den entsprechenden
Winkel der Neptunbahn) eines Testko¨rpers mit anfa¨nglichem a0 = 44.064 AE und e0 = 0.1725.
Die kurzperiodischen Schwankungen wurden herausgefiltert. Alle Winkel sind in Dezimalgrad
angegeben.
Bereich der 4:7-Bahnresonanz. Stellvertretend sei das zeitliche Verhalten einiger Bahnele-
mente fu¨r 1999 HG12 in Abbildung 4.15 gezeigt. Dieser Asteroid ist in Abbildung 4.12(a)
im Zentrum des instabilen Bereiches bei a = 43.69 AE und e = 0.156 zu finden.
Sehr deutlich sieht man in Abbildung 4.15 das Zusammenspiel verschiedener Resonan-
zen, welches a¨hnlich auch bei den anderen Ko¨rpern beobachtbar ist. Es ist zu erkennen,
dass zu Beginn der Integration zwischen dem Knotenwinkel der Bahn von 1999 HG12
und der Neptuns eine 1:1 Resonanz besteht. Diese bewirkt eine Verkleinerung der Ex-
zentrizita¨t der Asteroidenbahn. Nach einer gewissen Zeit beginnt der Winkel Ω − ΩN zu
zirkulieren, wa¨hrend das Perihelargument ω des Ko¨rpers um 270◦ libriert. Der Ko¨rper
befindet sich nun in einer Kozai-Resonanz, als deren Folge e fu¨r lange Zeit stabil bleibt.
Nach rund 8.5 · 108 Jahren beginnt Ω−ΩN erneut fu¨r einen kurzen Zeitraum zu librieren.
Als dessen Folge verkleinert sich die Exzentrizita¨t des Asteroiden bis dieser nahezu eine
Kreisbahn erreicht hat. Der U¨bergang zur Zirkulation des Resonanzwinkels zeigt an, dass
1999 HG12 gegen Ende der Integration die 4:7-Bahnresonanz verla¨sst. Die verschiedenen
einzelnen sa¨kularen Resonanzen wurden dabei mit Hilfe der Frequenzanalyse identifiziert.
Die Integration ergab fu¨r 1999 HG12 einen Lyapunov-Exponenten von rund 10−5.
Beim Betrachten von Abbildung 4.12(a) fa¨llt weiterhin auf, dass in dem durch die
Integrationen als sehr stabil ausgewiesenem Gebiet bisher lediglich 2 Asteroiden, 2000
OY51 und 2003 QX91, beobachtet wurden. Da sich die Eigenelemente von Objekten in
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Abb. 4.15: Der zeitliche Verlauf einiger Bahnelemente von 1999 HG12. Die Bahnelemente mit
Index N beziehen sich auf Neptun. Alle Winkel sind in Dezimalgrad angegeben.
diesem Gebiet auch u¨ber lange Zeitra¨ume nicht a¨ndern sollten, wie Abbildung 4.13 fu¨r die
Exzentrizita¨t zeigt, stellt sich die Frage, warum bisher noch nicht mehr gefunden wurden?
Betrachtet man die Ergebnisse von Simulationen der Entwicklung unseres Sonnensys-
tems14 fu¨r diesen Abschnitt des EKG, so finden sich in den simulierten Verteilungen auch
in diesem Bereich hoher Exzentrizita¨ten viele Ko¨rper. Unter der Annahme der Korrekt-
heit dieser Modelle sollten daher genu¨gend Objekte aus der Entstehungszeit des EKG
vorhanden sein, welche, wie die in dieser Arbeit durchgefu¨hrten Stabilita¨tsuntersuchun-
gen nahelegen, dieses Gebiet auch nicht verlassen haben und daher immer noch in diesem
Bereich zu finden sein sollten. Es erscheint daher wahrscheinlicher, dass in diesem Gebiet
in Zukunft noch viele Objekte gefunden werden, was im Folgenden begru¨ndet werden soll.
Ein Ko¨rper in der 4:7-Bahnresonanz mit Neptun besitzt eine große Halbachse von rund
a = 43.7 AE. Bei einer Exzentrizita¨t von e = 0.25 ist sein Perihel 32.8 AE und sein
Aphel rund 54.6 AE von der Sonne entfernt. Da mit wachsender Sonnenentfernung auch
die scheinbare Helligkeit der Objekte abnimmt,15 ist die Wahrscheinlichkeit einer Beob-
achtung im Perihel am gro¨ßten - auch die beiden bisher gefundenen Asteroiden befanden
sich zum Zeitpunkt ihrer Entdeckung nahe der Perihels. 2003 QX91 besaß zum 1.1.2000
eine mittlere Anomalie von rund ≈ 6◦, 2000 OY51 von ≈ 310◦.
Wie in Kapitel 2.2.1 gezeigt wurde, befinden sich die Librationszentren einer Bahn-
resonanz der Ordnung q bei einer mittleren Anomalie von M = (2k + 1)π/q mit k ∈ N
und k = 0, . . . , q−1. Im Fall der 4:7-Bahnresonanz mit q = 3 bedeutet dies, dass, wenn sich
14Z.B. des Nice-Modells (siehe Kapitel 2.1 und z.B Morbidelli, Levison und Gomes (2007)).
15Die Helligkeitsabnahme ist dabei proportional zu 1/r4, wobei r den Abstand des Asteroiden von der
Sonne bezeichnet.
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ein Teil der resonanten Objekte momentan im Perihel befindet, sich die anderen beiden
Teile 120◦ versetzt dazu aufhalten: bei M = 120◦ und M = 240◦. Unter der Annahme
obiger Bahnparameter besitzen diese Objekte eine Entfernung von rund 46.8 AE zur
Sonne. Betra¨gt die scheinbare Helligkeit eines solchen Ko¨rpers im Perihel noch 23.4 mag,
verringert sich dies in dieser Entfernung auf rund 25 mag.16 Vergleicht man dies mit
der Grenzhelligkeit des Deep Ecliptic Survey (DES)17 von 23.5 mag (Buie u. a. (2003)),
so erscheint es wahrscheinlich, dass 2/3 der Population dieses Gebietes aufgrund ihrer
geringen Helligkeit mit erdgebundenen Teleskopen im Moment nicht beobachtbar ist.
4.3.4 Die 1:2-Bahnresonanz
Als eines der wichtigsten Indizien fu¨r unsere heutige Sicht auf die Entstehungsgeschichte
unseres Sonnensystems ist die 1:2-Bahnresonanz mit Neptun sicherlich eine der interessan-
testen Resonanzen des EKG. Entsprechend dem in Kapitel 2.1 beschriebenen momentanen
Wissensstand markiert sie die a¨ußere Grenze des klassischen EKG, wobei sich weiter au-
ßer nur noch die so genannten verstreuten Objekte befinden, wie Beobachtungen bisher
besta¨tigen. Aufgrund ihrer besonderen Merkmale wurde die Stabilita¨t von Asteroiden-
bahnen in der Umgebung der 1:2-Bahnresonanz schon von Nesvorny´ und Roig (2001) mit
Hilfe numerischer Integrationen untersucht und beschrieben. Im Rahmen dieser Arbeit
wurden diese Integrationen wiederholt und konnten verifiziert werden. Da zum Zeitpunkt
der Untersuchung von Nesvorny´ und Roig (2001) lediglich zwei Ko¨rper in diesem Gebiet
bekannt waren, soll nach einer kurzen Beschreibung und Zusammenfassung der Ergebnisse
in diesem Kapitel dann die Dynamik der seit 2001 in diesem Gebiet gefundenen Ko¨rper
beschrieben werden.
Zur Untersuchung der dynamischen Gegebenheiten in der Umgebung der 1:2-Bahn-
resonanz wurden zusammen mit den 4 großen Planeten 2020 Testpartikel integriert, wo-
bei sich die Berechnungen auf Testko¨rper mit einer anfa¨nglichen Bahnneigung i0 = 0
◦
beschra¨nkten. Die Dynamik von Ko¨rpern in Abha¨ngigkeit von der anfa¨nglichen Inklina-
tion ist sehr gut in Nesvorny´ und Roig (2001) beschrieben, weshalb hier auf eine weitere
Untersuchung verzichtet wurde.
Die Anfangsbedingungen der Testko¨rper wurden so gewa¨hlt, dass in der Ebene der
Anfangsbedingungen (a0, e0) fu¨r jeden Exzentrizita¨tswert 0.05 ≤ e0 ≤ 0.40 (∆e0 = 0.0175)
die großen Halbachsen a0 der Testko¨rper gleichma¨ßig im Intervall a0 = 47.2 bis 48.2 AE
(∆a0 = 0.01 AE) verteilt wurden. Die La¨nge der Bahnknoten sowie der Argumente der
Perihele wurden gleich denen Neptuns gesetzt: Ω = ΩN und ω = ωN . Wie in Kapitel
2.2.1 beschrieben wurde, ist fu¨r die 1:2-Bahnresonanz σ1:2 = 180
◦ kein stabiler Fixpunkt.
Die Librationszentren des Resonanzwinkels σ1:2 sind bei dieser Bahnresonanz abha¨ngig
von der anfa¨nglichen Exzentrizita¨t. Die mittlere Anomalie M der Testko¨rper zu Beginn
wurde daher so gewa¨hlt, dass σ1:2(e) dem Librationszentrum im eingeschra¨nkten 3-Ko¨rper-
Problem (Kapitel 4.1) entsprach.
Die Stabilita¨t der Testko¨rper in Abha¨ngigkeit von den Anfangsbedingungen und aus-
gedru¨ckt mittels Lyapunov-Exponenten γY findet sich farbkodiert in Abbildung 4.16(a).
16Fu¨r die Berechnung der scheinbaren Helligkeit, welche ein solcher Ko¨rper von der Erde aus gesehen
haben wu¨rde, wurde angenommen, dass sich der Ko¨rper in Opposition zur Erde befindet. Die absolute
Helligkeit H wurde gleich der von 2003 QX91 zu H = 8.3 mag gesetzt.
17Der DES des Lowell Observatory fu¨hrt viele der Beobachtungen im EKG zur Entdeckung neuer Ko¨rper
durch.
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Die Farbgebung entspricht dabei der auch schon in den vorangegangenen Kapiteln be-
nutzten: der kleinste u¨ber diesen Integrationszeitraum ermittelbare Lyapunov-Exponent
wurde blau und die am sta¨rksten irregula¨ren Bahnen gelb dargestellt.
Die aus den Integrationen abgeleitete dynamische Struktur, einschließlich der Lage
der Kozai und der beiden 3-Ko¨rper-Resonanzen, stimmt sehr gut mit den Ergebnissen
von Nesvorny´ und Roig (2001) u¨berein. Da diese beiden Autoren die Stabilita¨t der 1:2-
Bahnresonanz schon eingehend untersucht und beschrieben haben, seien an dieser Stelle
lediglich die grundlegenden Eigenschaften noch einmal zusammengefasst: Die stabilsten
Gebiete der 1:2-Bahnresonanz finden sich im Zentrum der Resonanz fu¨r e < 0.35, unter-
brochen bei e ≈ 0.25 durch die U¨berlagerung mit der 5:1-3-Ko¨rper-Resonanz. Tadpole-
Orbits, welche eine maximale Amplitude des Resonanzwinkels Aσ von rund 60
◦ zeigen,
sind auf stabilen Bahnen zwischen 0.1 ≤ e ≤ 0.35 zu finden. Die aus dem eingeschra¨nk-
ten 3-Ko¨rper-Problem abgeleitete Separatrix zwischen den Tadpole und Horseshoe Orbits
gibt auch im untersuchten N -Ko¨rper-Problem sehr gut die Trennung zwischen diesen
beiden mo¨glichen resonanten Bahnformen der 1:2-Bahnresonanz wieder. In Abbildung
4.16(b) sieht man weiterhin, dass Horseshoe-Orbits bis zu einer maximalen anfa¨nglichen
Exzentrizita¨t von e ≈ 0.3 vorkommen ko¨nnen, wobei die maximale Amplitude von σ1:2
bei ihnen rund 150◦ betra¨gt. Die Lage der Kozai-Resonanz und die der beiden 3-Ko¨rper-
Resonanzen wurde dabei mit Hilfe der Frequenzanalyse berechnet. Die Vorgehensweise
war dabei analog zu der schon in Kapitel 4.3.2 beschriebenen. Neben den in Abbildung
4.16(a) angedeuteten Resonanzen fanden Nesvorny´ und Roig (2001) mittels Frequenzana-
lyse noch zwei sa¨kulare Resonanzen der Art fω− fΩN = 0 und 2f̟− fΩ− fΩN = 0, welche
die Dynamik der Testko¨rper mit ho¨herer Inklination stark beeinflussen.
Zur Zeit der Untersuchung von Nesvorny´ und Roig (2001) waren lediglich zwei Ko¨rper
in der Umgebung der 1:2-Bahnresonanz mit hinreichend genauen Bahndaten bekannt:
1997 SZ10 und 1996 TR66. Die mittleren Positionen18 der zum Januar 2008 bekannten
Objekte wurde in Abbildung 4.16(a) mit Punkten markiert, wobei 1997 SZ10 und 1996
TR66 noch zusa¨tzlich beschriftet wurden. Es fa¨llt auf, dass im Bereich sehr kleiner Ex-
zentrizita¨ten bisher keine Asteroiden gefunden wurden. Obwohl fu¨r e < 0.07 praktisch
keine Tadpole-Orbits mehr mo¨glich sind (Nesvorny´ und Roig (2001)), zeigen die nume-
rischen Simulationen die Mo¨glichkeit einer stabilen Libration um σ1:2 = 180
◦ in diesem
Gebiet. Unter der Annahme einer absoluten Helligkeit H = 7 mag,19 ergibt sich fu¨r die
Ko¨rper eine scheinbare Helligkeit von 23.5 mag im Perihel und 24.0 mag im Aphel. Sie
sollten daher mit Beobachtungskampagnen wie dem Deep Ecliptic Survey wa¨hrend der
meisten Zeit ihrer Umlaufperiode entdeckt werden ko¨nnen. Es ist daher unwahrschein-
lich, dass dies, im Gegensatz zur 4:7-Bahnresonanz, darauf hindeutet, dass viele Objekte
momentan nicht beobachtbar sind und daher noch nicht gefunden werden konnten. Diese
Konzentration von Objekten auf den Bereich hoher Exzentrizita¨ten sollte vielmehr die
tatsa¨chliche Verteilung widerspiegeln, wenn die heutigen Vorstellungen zur Entstehung
des EKG korrekt sind. Diese Ko¨rper repra¨sentieren dann die U¨berreste der Planetesi-
male, welche von Neptun in der 1:2-Bahnresonanz eingefangen wurden, worauf wa¨hrend
seiner nach außen gerichteten Migration die Exzentrizita¨ten dieser Planetesimale stetig
anstieg.
18Gemittelt wurde u¨ber einen Zeitraum von 100 Jahren.
19Dies entspricht dem Median der absoluten Helligkeiten der bisher im Bereich der 1:2-Bahnresonanz
gefundenen Asteroiden.
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Abb. 4.16: Der Lyapunov-Exponent und die Amplitude des Resonanzwinkels fu¨r Testko¨rper in
der 1:2-Bahnresonanz. Die anfa¨ngliche große Halbachse der Testko¨rper wurde dabei um einen
Wert ∆a = 0.273 AE korrigiert, um der Differenz zwischen oskulierenden und mittleren Bahn-
elementen Rechnung zu tragen. Die aus dem eingeschra¨nkten 3-Ko¨rper-Problem abgeleitete Se-
paratrix fu¨r Horseshoe-Orbits ist mit einer durchgezogenen, die Separatrix fu¨r Tadpole-Orbits
mit einer unterbrochenen breiten Linie angedeutet. Weiterhin wurden die Kozai-Resonanz und
zwei 3-Ko¨rper-Resonanzen (4:1, 5:1) mit Uranus und Neptun in Abbildung (a) dargestellt. Die
Punkte markieren die mittleren Elemente beobachteter Asteroiden, wobei gefu¨llte Punkte eine
Inklination i < 5◦, ungefu¨llte i > 5◦ anzeigen. Zwei EKG-Objekte der 1:2-Bahnresonanz, 1996
TR66 und 1997 SZ10, welche in diesem Abschnitt eingehender beschrieben werden, wurden
zusa¨tzlich beschriftet.
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Zum Zeitpunkt des Entstehens dieser Arbeit waren 14 trans-neptunische Objekte be-
kannt, welche sich in der Umgebung der 1:2-Bahnresonanz befinden. Ihre aus der Da-
tenbank des Minor Planet Center entnommenen Bahnelemente, der Resonanzwinkel σ1:2,
dessen Amplitude Aσ und das Librationszentrum der Kozai-Resonanz (falls vorhanden),
sowie die Anzahl der Beobachtungen wurden in Tabelle 4.2 zusammengestellt. Die Ampli-
tude des Resonanzwinkels wurde dabei durch eine numerische Integration der Asteroiden
zusammen mit den 4 großen Planeten u¨ber einen Zeitraum von 105 Jahren bestimmt.
Dieser Zeitraum umfasst mehrere Perioden des Resonanzwinkels σ1:2, ist aber gleichzeitig
kurz genug, um A¨nderungen aufgrund sa¨kularer Effekte auszuschließen. Nach der Inte-
gration wurde die Amplitude Aσ visuell gescha¨tzt. Zeigte sich bei der Integration eine
Libration des Perihelargumentes ω, so wurde das Zentrum dieser Libration ebenfalls vi-
suell abgescha¨tzt und in der Tabelle angegeben.
Tabelle 4.2: Die Bahnelemente der momentan bekannten und in der 1:2 Bahnresonanz be-
findlichen Asteroiden fu¨r den 27.10.2007. Die Bahnelemente wurden dabei der Datenbank des
Minor Planet Center entnommen. Aus diesen wurde dann der Resonanzwinkel σ1:2 berechnet.
Mit einer numerischen Integration u¨ber 105 Jahre wurde die Amplitude des Resonanzwinkels
Aσ abgescha¨tzt. Falls die Integration zeigte, dass sich der Ko¨rper in einer Kozai-Resonanz be-
fand, wurde ω des Librationszentrums angegeben. Obs. bezeichnet die Anzahl der unabha¨ngigen
Beobachtungen des Objektes.
Asteroid a [AE] e i [◦] M [◦] σ1:2 [
◦] Aσ [
◦] Kozai [◦] Obs.
1996 TR66 47.9 0.40 12.42 44.21 58.85 25 330 22
1997 SZ10 47.8 0.36 11.80 20.63 70.18 34 326 21
1998 SM165 47.6 0.37 13.50 36.16 54.35 12 144 48
1999 RB215 47.6 0.34 7.86 15.51 61.66 25 327 17
1999 RB216 47.5 0.29 12.69 353.07 48.33 60 - 38
2000 JG81 47.8 0.29 23.42 11.90 278.20 158 - 18
2000 QL251 47.8 0.22 3.68 25.44 51.10 40 - 16
2002 VD130 47.5 0.32 3.91 350.18 110.93 38 - 12
2002 WC19 47.6 0.26 9.20 305.84 84.91 27 - 61
2003 FE128 48.3 0.26 3.38 357.45 256.55 57 - 25
2004 PS107 48.0 0.24 24.50 18.89 12.26 180 - 10
2004 TV357 47.5 0.27 9.78 337.52 85.02 17 - 22
2005 CA79 47.7 0.22 11.67 8.90 169.78 142 - 14
2005 RS43 47.8 0.20 10.02 42.60 76.48 18 - 80
Es fa¨llt auf, dass sich alle Objekte innerhalb eines Winkels von ±55◦ um ihr Perihel
befinden. Der Grund dafu¨r liegt sicherlich in der Schwierigkeit der Beobachtung dieser
Ko¨rper. Wa¨hrend ein solcher mit einer absoluten Helligkeit von H = 7 mag bei einer
Exzentrizita¨t von e = 0.3 im Perihel noch eine scheinbare Helligkeit von 22 mag besitzt,
steigt diese auf rund 25 mag im Aphel an. Aufgrund dessen liegt die Exzentrizita¨t der
Ko¨rper relativ hoch: zwischen 0.2 und 0.4.
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Obwohl einige der Objekte im Gebiet der 1:2-Bahnresonanz seit mehr als 10 Jahren
beobachtet werden, ist dies nur ein Bruchteil ihrer mehr als 300 Jahre wa¨hrenden Um-
laufperiode. Daher ist auch der mittlere Fehler der großen Halbachse relativ groß und
betra¨gt 0.1 bis 0.2 AE (Virtanen u. a. (2008)). Aufgrund dieser großen Unsicherheit ist es
einfacher, den Resonanzwinkel σ1:2 = −λN+2λ−̟ zu berechnen, um zu entscheiden, wel-
che der Ko¨rper sich momentan in der 1:2-Bahnresonanz befinden. Diese Berechnung zeigt,
dass sich einzig 2004 PS107 außerhalb der Resonanz befindet, da fu¨r diesen Ko¨rper σ1:2
zirkuliert (siehe Tabelle 4.2). Aufgrund der hohen Inklination kann vermutet werden, dass
dieser der Gruppe der verstreuten Objekte zuzuordnen ist. Wie schon die vorangegange-
nen Stabilita¨tsuntersuchungen vermuten ließen, befindet sich ein Großteil der Objekte in
einem stabilen Tadpole-Orbit mit relativ kleiner Librationsamplitude. Lediglich zwei der
13 sich in Resonanz befindlichen Asteroiden libriert um σ1:2 = 180
◦. Bedingt durch die
asymmetrische Anordnung der Librationszentren der 1:2-Bahnresonanz20 verschieben sich
die stabilen Fixpunkte der Kozai-Resonanz ebenfalls und liegen nicht bei 90◦ und 270◦,
sondern bei 145◦ und 325◦. Diese Werte lassen sich schon mit Hilfe des eingeschra¨nkten
3-Ko¨rper-Problems (siehe Kapitel 3.4, Abbildung 4.6) ableiten und passen sehr gut zu den
beobachteten Werten aus Tabelle 4.2. Bei den Asteroiden außerhalb der Kozai-Resonanz
la¨sst sich beobachten, dass ω sehr langsam zirkuliert.
Integrationen zeigten, dass die Dynamik aller Ko¨rper sehr stark durch ein Zusammen-
spiel der Kozai-Resonanz und sa¨kularen Resonanzen in der 1:2-Bahnresonanz mit Neptun
bestimmt wird. Als ein repra¨sentatives Beispiel ist das zeitliche Verhalten einiger Bahn-
elemente von Asteroid 1996 TR66 wa¨hrend einer Integration u¨ber 108 Jahre in Abbildung
4.17 dargestellt.
Wa¨hrend der ersten Ha¨lfte der Integration zeigt dieses Objekt eine stabile Bewegung,
wobei die Bahnelemente lediglich periodische A¨nderungen mit einer kleinen, nahezu gleich-
bleibenden Amplitude zeigen. Die Exzentrizita¨t schwankt periodisch zwischen 0.3 und 0.4;
gekoppelt mit der Periode von ω, wobei sich der Ko¨rper ganz offensichtlich in einer Kozai-
Resonanz befindet. Mit dem Modell des eingeschra¨nkten 3-Ko¨rper-Problems21 la¨sst sich
das Zentrum der Libration des Resonanzwinkels fu¨r einen Asteroiden mit e0 = 0.40 zu
rund 65◦ abscha¨tzen - in sehr guter U¨bereinstimmung mit den in Abbildung 4.17 zu beob-
achtenden Werten. Der Resonanzwinkel libriert dabei mit einer Periode von rund 17000
Jahren, mit kurzen Unterbrechungen, in welchen sich die Periode sta¨rkt erho¨ht. Fu¨r die-
se Zeitpunkte ließ sich zeigen, dass sich der Asteroid zusa¨tzlich noch in der schon von
Nesvorny´ und Roig (2001) identifizierten sa¨kularen Resonanz mit Neptun befindet und
der Winkel 2̟−Ω−ΩN libriert. Dieses wiederholte Zusammenwirken der verschiedenen
Resonanzen fu¨hrt schließlich dazu, dass der Ko¨rper die Kozai-Resonanz verla¨sst. Des wei-
teren verringert sich die Exzentrizita¨t von 1996 TR66 soweit, dass der Resonanzwinkel
zu zirkulieren beginnt. Da der Ko¨rper nun nicht mehr durch die Resonanz geschu¨tzt ist,
verringern sich die Absta¨nde zu Neptun, was unter anderem im Anwachsen der Amplitu-
den der großen Halbachse a festzustellen ist. Bedingt durch die nun nahezu kreisfo¨rmige
Bahn reichen die Sto¨rungen nicht aus, um die Bahn grundlegend zu a¨ndern. Wenig spa¨ter
befindet sich 1996 TR66 erneut in der 1:2-Bahnresonanz mit Neptun, wobei σ1:2 diesmal
um den zweiten stabilen Fixpunkt bei rund 280◦ libriert.
20Siehe Kapitel 2.2.1.
21Siehe Kapitel 4.1.
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Abb. 4.17: Der zeitliche Verlauf einiger Bahnelemente des Asteroiden 1996 TR66. ΩN bezeich-
net den Bahnknoten Neptuns. Alle Winkel sind in Dezimalgrad angegeben.
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Das Ziel dieser Arbeit war eine umfassende numerische Untersuchung der Dynamik im
Edgeworth-Kuiper-Gu¨rtel innerhalb der 1:2-, 3:5- und der 4:7-Bahnresonanz mit Neptun.
Die Stabilita¨t der einzelnen Gebiete sollte dabei mit Hilfe der Lyapunov-Zeit charakteri-
siert werden. Fu¨r die Bearbeitung dieser Fragestellung wurde die Arbeit in zwei große
Teile gegliedert: Kapitel 3 untersucht allgemein die numerische Berechenbarkeit einer
Lyapunov-Zeit von Asteroiden, wa¨hrend in Kapitel 4 mit Hilfe einfacher Modelle und
einer Vielzahl numerischer Integrationen die Phasenraumstruktur innerhalb der einzel-
nen Bahnresonanzen beschrieben und mit der beobachteten Verteilung der Asteroiden in
diesen Gebieten verglichen wird.
5.1 Resultate
Zentrales Thema von Kapitel 3 war die Untersuchung des Einflusses der Numerik auf
die Berechnung der Lyapunov-Zeit von Asteroidenbahnen. Dazu wurden in Kapitel 3.1
zuna¨chst allgemein der Rundungs- und Diskretisierungsfehler bei numerischen Rechnun-
gen und deren Wachstum wa¨hrend einer numerischen Integration beschrieben. Auf Grund-
lage dieser Erkenntnisse konnte im Anschluss eine Formel zur Abscha¨tzung der optimalen
Schrittweite fu¨r symplektische Integratoren angegeben werden. Mit dieser Formel ist es
mo¨glich, unter Beru¨cksichtigung des Fehlerhaushaltes numerischer Integrationen eine op-
timale Schrittweite fu¨r ein gegebenes himmelsmechanisches Problem direkt abzuscha¨tzen.
Die in Publikationen oft angegebene Faustregel von 100 Schritten des innersten Ko¨rpers
als geeignete Schrittweite fu¨r symplektische Integratoren beruht nach Wissen des Au-
tors einzig auf Erfahrungswerten und konnte als Ergebnis dieser Arbeit verifiziert und
verbessert werden.
Mit diesen Erkenntnissen wurde dann in Kapitel 3.2 am Beispiel einiger ausgewa¨hlter
Asteroiden untersucht, wie sich die numerischen Fehler auf die Berechnung der Lyapunov-
Zeit auswirken. Es konnte gezeigt werden, dass die ermittelte Lyapunov-Zeit unter ande-
rem abha¨ngig von der Hardware und der verwendeten Integrationsroutine ist. A¨ndert man
die Art der Berechnung, so fu¨hren die dadurch bedingten minimalen A¨nderungen in den
Anfangsbedingungen stellenweise zu Unterschieden von einem Faktor 5 und mehr in den
Lyapunov-Zeiten. Es konnte aber ebenfalls im gleichen Kapitel gezeigt werden, dass die
qualitative Struktur des Phasenraumes einschließlich der Gro¨ßenordnung der Lyapunov-
Zeiten robust gegenu¨ber diesen A¨nderungen ist und korrekt wiedergegeben wird. Um die-
se Sensibilita¨t gegenu¨ber Einflussgro¨ßen, welche unabha¨ngig vom eigentlich untersuchten
Problem der Berechnung der Lyapunov-Zeit von Asteroidenbahnen sind, zu quantifizie-
ren, wurde am Ende des Kapitels der Berechenbarkeitsindex κ definiert und beispielhaft
fu¨r die na¨her untersuchten Asteroiden berechnet.
Ebenfalls neu war die Anwendung des Schattenlemmas in Kapitel 3.3 auf den Bereich
der Asteroidendynamik. Es konnte gezeigt werden, dass numerische Untersuchungen trotz
sensitiver Abha¨ngigkeit von den Anfangsbedingungen geeignet sind, die Dynamik von
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Asteroiden qualitativ korrekt zu bestimmen.
Kapitel 4 umfasst den zweiten Teil der Arbeit und beschreibt die Untersuchung eini-
ger ausgewa¨hlter Bahnresonanzen innerhalb des Edgeworth-Kuiper-Gu¨rtels. In den ersten
beiden Abschnitten wurden dazu grundlegende Eigenschaften dieser Resonanzen, wie z.B
die Resonanzbreite und die Amplitude und Periode des Resonanzwinkels, mit Hilfe des
eingeschra¨nkten 3-Ko¨rper-Problems bestimmt. Neben dem einfachen planaren Fall wurde
auch die Kozai-Resonanz bei geneigten Bahnen innerhalb der Bahnresonanzen beschrie-
ben.
Wie sich die Dynamik innerhalb der einzelnen Bahnresonanzen durch die gravitativen
Einflu¨sse der Planeten Jupiter bis Neptun a¨ndert, ist daran anschließend Gegenstand von
Kapitel 4.3. Mit Hilfe von numerischen Integrationen wurden die Bahnen einer Vielzahl
von Testko¨rpern u¨ber einen Zeitraum von 108 Jahren untersucht und die zugeho¨rigen
Lyapunov-Zeiten berechnet. Der Fokus lag dabei auf einer qualitativen Beschreibung des
Phasenraumes. Wie schon in Kapitel 3.2 gezeigt werden konnte, ist fu¨r eine solche Ziel-
stellung die Berechnung mit nur einem Computer und einer Integrationsmethode ausrei-
chend.
Im Rahmen dieser Arbeit wurde in Kapitel 4.3.2 erstmals die 3:5-Bahnresonanz mit
Neptun eingehend untersucht. Aus den Ergebnissen der Integrationen ließ sich das Zen-
trum der Resonanz und dessen Ausdehnung in der (a, e)-Ebene der Anfangsbedingun-
gen angeben. Die dabei ermittelte große Halbachse der exakten Resonanz wurde in einer
zweiten großen Integration benutzt, um die Stabilita¨t der Bahnen fiktiver Testko¨rper in
Abha¨ngigkeit von der anfa¨nglichen Bahnneigung zu bestimmen. Die dabei gefundenen
Strukturen des Phasenraumes konnten durch das Wirken weiterer Resonanzen erkla¨rt
und anhand von Beispielen belegt werden.
Die numerischen Untersuchungen der 4:7-Bahnresonanz zeigten ein Gebiet kleinerer
Lyapunov-Zeiten im Zentrum der Resonanz fu¨r Exzentrizita¨ten e < 0.2. Die dort auf-
tretende starke Verminderung der anfa¨nglichen Exzentrizita¨t wurde schon von Lykawka
und Mukai (2005) beschrieben, aber nicht erkla¨rt. Durch die im Rahmen dieser Arbeit
durchgefu¨hrten eingehenden Untersuchungen konnte als Grund das Zusammenwirken ver-
schiedener sa¨kularer Resonanzen an dieser Stelle identifiziert werden.
Den Abschluss dieser Arbeit bildete eine Beschreibung der 1:2-Bahnresonanz. Die Er-
gebnisse der von Nesvorny´ und Roig (2001) durchgefu¨hrten Untersuchung der Dynamik
konnten dabei mit den Mitteln der hier vorliegenden Arbeit verifiziert werden. Weiterhin
wurden alle zum Zeitpunkt des Entstehens dieser Arbeit bekannten Asteroiden in diesem
Gebiet des EKG klassifiziert. Dazu wurden ihre Bahnen integriert und daraus dann die
Amplitude des Resonanzwinkels und fu¨r einige Asteroiden auch das Librationszentrum
der Kozai-Resonanz bestimmt.
5.2 Ausblick
Mit der Einfu¨hrung des Berechenbarkeitsindexes κ wurde ein Maß definiert, mit wel-
chem die Sensibilita¨t der errechneten Lyapunov-Zeit gegenu¨ber kleinen A¨nderungen der
Anfangsbedingungen abgescha¨tzt werden kann. In dieser Arbeit wurde anhand von vier
Beispielen die Anwendung und Verla¨sslichkeit des Berechenbarkeitsindexes demonstriert.
Fu¨r weitergehende Untersuchungen der Nutzbarkeit ist κ jedoch fu¨r eine sehr viel gro¨ßere
Grundgesamtheit mit verschiedenen Methoden und auf verschiedenen Rechnerarchitek-
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turen zu berechnen. Als Referenz bieten sich dabei z. B. die Arbeiten von Sˇidlichovsky´
(1999) und Knezˇevic und Ninkovic (2005) an.
Weiterhin wurde die Dynamik innerhalb der einzelnen Bahnresonanzen im Rahmen
dieser Arbeit umfassend untersucht und mit der Verteilung der momentan bekannten
Asteroiden in den entsprechenden Gebieten verglichen. Fu¨r alle Integrationen wurde an-
genommen, dass sich die Planeten auf ihren heutigen Bahnen bewegen. Wie aber die
neuesten Forschungen zeigen (z. B. Morbidelli, Levison und Gomes (2007)), wurde die
Struktur des EKG durch die Migration der großen Planeten entscheidend beeinflusst. Die-
se Migration sollte daher auch in zuku¨nftigen Arbeiten beru¨cksichtigt werden. Interessant
wa¨re z. B. eine Untersuchung, wie sich die Charakteristika der einzelnen Bahnresonanzen
wa¨hrend einer solchen Migration a¨ndern. Mit einem Vergleich des Verha¨ltnisses der in den
Bahnresonanzen verbleibenden und der sich anfa¨nglich darin befindlichen Testko¨rper in
Abha¨ngigkeit von der Geschwindigkeit und Stetigkeit der Migration ko¨nnten zusa¨tzliche
Informationen u¨ber die Stabilita¨t innerhalb der Bahnresonanzen gewonnen werden.
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A Ru¨ckwa¨rtige Fehleranalyse
Der Ursprung der ru¨ckwa¨rtigen Fehleranalyse (engl. backward error analysis) liegt in
der numerischen Linearen Algebra und la¨sst sich auf Arbeiten von Wilkinson (1960)
zuru¨ckfu¨hren. Die mathematischen Grundlagen auf dem Gebiet geometrischer Integra-
tionsmethoden wurden Anfang der 1990er Jahre z. B. durch Feng (1991), Sanz-Serna
(1992) und Yoshida (1993) geschaffen. Mit dieser Art der Fehleranalyse ist es mo¨glich,
das qualitative Verhalten numerischer Methoden zu untersuchen, sowie Aussagen u¨ber
das Fehlerverhalten u¨ber sehr lange Zeitra¨ume zu erhalten.
Betrachtet wird eine beliebige Differentialgleichung
y˙ = f (y), (A.1)
und eine beliebige numerische Methode allgemein definiert als
yn+1 = Φh(yn). (A.2)
Der Grundgedanke der ru¨ckwa¨rtigen Fehleranalyse ist es, eine modifizierte Differential-
gleichung ˙˜y = fh(y˜) der Form
˙˜y = f (y˜) + hf2(y˜) + h
2f3(y˜) + . . . (A.3)
zu finden, deren exakte Lo¨sung der numerischen Lo¨sung der Integrationsmethode ent-
spricht: yn = y˜(nh).
1 Der Vergleich der Vektorfelder f (y) und fh(y) erlaubt dann Ru¨ck-
schlu¨sse auf das qualitative Verhalten der numerischen Methode sowie den globalen Fehler
nach n Schritten der Schrittweite h:
yn − y(nh) = y˜(nh)− y(nh). (A.4)
Gleichung (A.3) konvergiert im Allgemeinen nicht (Hairer, Lubich und Wanner (2003)).
Aus diesem Grund ist die Entwicklung bei einer geeigneten Ordnung abzubrechen. Gene-
rell kann gezeigt werden (siehe z. B. Hairer, Lubich und Wanner (2003), Theorem 4.1),
dass fu¨r alle N ≥ 1 eine modifizierte Differentialgleichung gefunden werden kann, so dass
der Unterschied zwischen der Taylorentwicklung der numerischen Methode und exakten
Lo¨sung der modifizierten Gleichung von Ordnung O(hN+1) ist.
Fu¨r symplektische Integratoren gilt weiterhin, dass die modifizierte Gleichung ebenfalls
symplektisch ist. Die modifizierte Gleichung separabler Hamiltonscher Funktionen H =
T (p) + U(q) ist im Allgemeinen jedoch nicht mehr separabel.
Dies soll am Beispiel des Kepler-Problems noch einmal verdeutlicht werden. In Polar-
koordinaten mit der entsprechenden Normierung lautet deren Hamiltonsche Funktion
H = 1
2
(
p2r +
p2ϕ
r2
)
− 1
r
. (A.5)
1Ein Algorithmus zur Berechnung der modifizierten Gleichung fu¨r beliebige Ordnungen und fu¨r beliebige
numerische Integratoren findet sich in Hairer, Lubich und Wanner (2002), Kapitel IX.1.
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H ist unabha¨ngig vom Winkel ϕ, so dass der dazu konjugierte Impuls pϕ eine weitere
Invariante dieses Systems ist - der Polarausdruck fu¨r den Drehimpuls. Fu¨r die Methode von
Sto¨rmer-Verlet (siehe Gleichung 2.23) ergibt sich allgemein eine modifizierte Hamiltonsche
Funktion H˜ von
H˜ = H + h
2
12
(∑
i,j
∂H
∂pi
∂H
∂pj
∂2H
∂qi∂qj
− 1
2
∑
i,j
∂H
∂qi
∂H
∂qj
∂2H
∂pi∂pj
)
+O(h3). (A.6)
Fu¨r das Kepler-Problem bis zur 2. Ordnung in h ergibt dies
H˜ = 1
2
(
p2r +
p2ϕ
r2
)
− 1
r
+
h2
12
[
p2r
(
3p2ϕ
r4
− 2
r3
)
− 1
2
(
1
r2
− p
2
ϕ
r3
)2]
. (A.7)
Mit diesen zusa¨tzlichen Termen proportional zu r−3 la¨sst sich Gleichung (A.7) als Be-
wegung eines Teilchens interpretieren, welches sich im Gravitationsfeld eines leicht ab-
geplatteten Ko¨rpers befindet. Die Abweichung von einem spha¨risch symmetrischen Gra-
vitationsfeld ist dabei proportional zu h2 und resultiert in einer Pra¨zession des Orbits -
eine Eigenschaft, welche bei allen symplektischen Integratoren zu beobachten ist. Anhand
der Bewegungsgleichungen la¨sst sich ihre Gro¨ße leicht berechnen.2 Fu¨r eine Bahnellipse
mit einer Periode P und einer Exzentrizita¨t von e = 0.4 verschiebt sich das Perizentrum
nach einem Umlauf z. B. bei einer Schrittweite von h = P/21 um rund 2.9 Grad. In
Abbildung A.1 ist in der (x, y)-Ebene fu¨r diese Parameter die numerische Lo¨sung des
Sto¨rmer-Verlet-Verfahrens 2.Ordnung zusammen mit der exakten Lo¨sung der modifizier-
ten Gleichung, abgebrochen nach den h2- und h4-Termen, gezeigt.
2Eine sehr gute Beschreibung der dafu¨r notwendigen Methoden am Beispiel des ungesto¨rten Kepler-
Problems findet sich in Arnold (1989), Kapitel 2.8.
92
-1
-0.5
 0
 0.5
 1
 1.5
-2 -1.5 -1 -0.5  0  0.5  1
y
x
SV
h2
h4
Abb. A.1: Numerische Lo¨sung des Kepler-Problems fu¨r e = 0.4 mit dem Sto¨rmer-Verlet-
Verfahren 2.Ordnung (Punkte) mit einer Schrittweite h von 21 Schritten pro Periode. Außerdem
wurde die modifizierte Gleichung, abgebrochen nach h2 (punktiert) und h4 (gestrichelt), darge-
stellt.
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B Box-Whisker-Plots
Ein Box-Whisker-Plot ist eine graphische Darstellungsform fu¨r Datensa¨tze. Dabei werden
Methoden der robusten Statistik verwendet, um wichtige Kenngro¨ßen der Datenreihe zu
bestimmen, welche dann kompakt mittels eines solchen Plots visualisiert werden ko¨nnen.
Um die Erkla¨rung anschaulich zu gestalten, soll sie anhand einer Beispieldatenreihe x =
(11.0, 11.2, 11.5, 11.6, 11.9, 12.0, 12.2, 12.8, 12.9, 12.9, 13.1,
13.3, 13.4, 13.8, 13.9, 14.0, 14.0, 14.1, 14.6, 15.3, 15.5, 19.0) erfolgen.
Der sich daraus ergebende Box-Whisker-Plot ist in Abbildung B.1 dargestellt.
x
M
x
M
+
x
M
-
QW
Extremwertbei 19.0
oberer Whisker bis 15.5
unterer Whisker bis 11.0
Abb. B.1: Box-Whisker-Plot der Beispieldatenreihe.
Ausgangspunkt dabei ist die Berechnung des Medians. Dieser ist der mittlere Wert der
nach Gro¨ße geordneten Datenreihe xi mit i = 1, . . . , N Elementen. Der Median xM wird
allgemein wie folgt berechnet
xM =
{
x(N+1)/2 fu¨r ungerade N
1
2
(xN/2 + xN/2+1) fu¨r gerade N.
(B.1)
Fu¨r die angegebene Beispieldatenreihe mit 22 Elementen betra¨gt xM = 13.2.
Eine weiterer wichtiger Parameter eines Box-Whisker-Plots ist die Quartilsweite (QW).
Mit dieser wird die Streuung der Daten beschrieben, wobei zwischen dem oberen (x+M)
und unterem (x−M) Quartilswert 50% der Daten liegen. Mit dieser Definition ist der obere
Quartilswert der Median aller Daten xi > xM ; fu¨r den unteren Quartilswert ist dies der
Median der Daten xi < xM . Fu¨r den Beispieldatensatz sind dies 14.0 und 12.0 - die
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Quartilsweite betra¨gt 14.0 − 12.0 = 2.0. Durch diese Werte ist nun die La¨nge der Box
des Box-Whisker-Plottes definiert, der Median des Datensatzes wird innerhalb der Box
als Strich gekennzeichnet. Bei Normalverteilung der Daten liegt der Median exakt in der
Mitte zwischen x+M und x
−
M .
Der Whisker dient dazu, zusa¨tzlich noch den Gesamtumfang der Daten darzustellen
und wird im Allgemeinen an beiden Enden der Box als vertikale Linie mit einem kleinen
Querstrich am Ende gezeichnet. Man weicht von dieser Darstellung ab, wenn der Daten-
satz so genannte extreme Werte umfasst. Als extreme Werte werden dabei all diejenigen
interpretiert, welche außerhalb des ±1.5-fachen der QW liegen. Fu¨r das Beispiel liegen
die Grenzen, ab welchen die Werte als extrem eingestuft werden, bei 14.0+1.5*2.0=17.0
und 12.0-1.5*2.0=9.0. Entha¨lt die Datenreihe Daten außerhalb dieser Grenzen, so werden
diese als Punkte dargestellt (im Beispiel der Wert 19.0) und der Whisker bis zu den Wer-
ten gezeichnet, welche noch innerhalb dieser Grenzen liegen. Mit diesem Vorgehen sind
Ausreißer in einer Datenreihe auch visuell sehr leicht zu identifizieren.
Bei normalverteilten Daten spricht man in der Regel von einem Ausreißer, wenn die
Werte um mehr als das 3-fache der Standardabweichung σ vom Mittelwert x¯ abweichen.
Die Normalverteilung ist definiert mit einer Wahrscheinlichkeitsdichte f(x)
f(x) =
1
σ
√
2π
e−
(x−x¯)2
2σ2 (B.2)
wobei
∫
∞
−∞
f(x)dx = 1 gilt. Innerhalb der 3σ Grenzen liegen somit rund 99.7% der Daten.
Im Vergleich dazu werden bei einer Normalverteilung mit einem Box-Whisker-Plot Werte
als extrem identifiziert, wenn diese außerhalb von ≈ ±2.698σ liegen. Innerhalb dieser
Grenzen finden sich bei dieser Darstellungsform dann 99.3% der Daten. Die Bewertung
als Extremwert ist bei einem Box-Whisker-Plot somit leicht restriktiver als die u¨blichen
Ausreißertests nach der 3σ Regel. Ein Box-Whisker-Plot fu¨r eine Normalverteilung findet
sich in Abbildung B.2.
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Abb. B.2: Box-Whisker-Plot einer Normalverteilung.
96
C Getrimmtes Mittel und
Standardabweichung
Zur Charakterisierung einer Datenreihe dienen unter anderem deren Mittelwert x¯ und
Standardabweichung σ. Bei normalverteilten Daten (siehe Gleichung (B.2)) werden diese
beiden Werte berechnet mittels
x¯ =
1
N
N∑
i=1
xi und σ
2 =
1
N − 1
N∑
i=1
(xi − x¯)2. (C.1)
Kann der Datenreihe jedoch keine Normalverteilung zugrunde gelegt werden, sind diese
beiden Werte zu ihrer Charakterisierung wenig geeignet. Ein einziger, stark abweichender
Wert (an manchen Stellen auch Ausreißer genannt) kann z. B. schon zu einer starken
A¨nderung des Mittelwertes fu¨hren. Um dies zu verhindern, werden Methoden der so ge-
nannten robusten Statistik, wie z. B. das getrimmte Mittel, angewandt. Fu¨r eine umfas-
sende Einfu¨hrung in Methoden der robusten Statistik sei zum Beispiel auf Wilcox (1997)
verwiesen.
Gegeben sei eine geordnete Datenreihe xi mit i = 1, . . . , N und xi ≤ xi+1. Um die
Versta¨ndlichkeit zu erho¨hen, soll dabei die Berechnung des getrimmten Mittels an der
Beispieldatenreihe von Anhang B nachvollzogen werden. Fu¨r diese ist N = 22. Der ge-
trimmte Mittelwert dieser Reihe ergibt sich dadurch, dass man an deren unterem und
oberem Ende einige Werte entfernt. Die Anzahl, wieviele Werte entfernt werden sollen,
bestimmt der so genannte Trimming-Faktor γ, wobei 0 ≤ γ ≤ 0.5 gilt. Wilcox (1997) gibt
einen Wert von γ = 0.2 als optimal fu¨r die meisten Anwendungen an. Dieser Wert soll
auch im Folgenden verwendet werden. Sei g das auf die na¨chste ganze Zahl abgerundete
Produkt von γ und N (hier 0.2 · 22 = 4.4, somit ist g = 4), dann berechnet sich der
getrimmte Mittelwert x¯t einer Datenreihe xi als Mittelwert derselben ohne die g kleinsten
und g gro¨ßten Werte:
x¯t =
1
N − 2g
N−g∑
i=g+1
xi. (C.2)
Fu¨r γ = 0 geht der getrimmte Mittelwert in Gleichung (C.1) u¨ber. Fu¨r die Beispieldaten-
reihe lautet diese Summe konkret
x¯t =
1
14
18∑
i=5
xi ≈ 13.12. (C.3)
Um die Standardabweichung des getrimmten Mittelwertes zu berechnen, ist der Daten-
vektor x in den Vektor y zu transformieren, mit:
yi =

xg+1, fu¨r xi ≤ xg+1
xi, fu¨r xg+1 ≤ xi ≤ xN−g
xN−g fu¨r xi ≥ xN−g.
(C.4)
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Fu¨r das Beispiel a¨ndert sich die Datenreihe daher zu y =
(11.9, 11.9, 11.9, 11.9, 11.9, 12.0, 12.2, 12.8, 12.9, 12.9, 13.1,
13.3, 13.4, 13.8, 13.9, 14.0, 14.0, 14.1, 14.1, 14.1, 14.1, 14.1).
Der Mittelwert dieses Vektors ist y¯ = 13.07. Die Standardabweichung des getrimmten
Mittel σt ergibt sich dann zu
σt =
√∑N
i=1(yi − y¯)2
(1− 2γ)√N√N − 1 . (C.5)
Fu¨r die Beispieldatenreihe ist dies
σt =
√∑22
i=1(yi − 13.07)2
0.6
√
22
√
21
≈ 0.346. (C.6)
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Die an dieser Stelle beschriebene numerische Methode zur Berechnung einer Schattenbahn
ist Quinlan und Tremaine (1992) entnommen. Um die Beschreibung einfach zu halten und
die Versta¨ndlichkeit nicht durch unno¨tige Details zu erschweren, wurde die Erkla¨rung auf
2-dimensionale dynamische Systeme beschra¨nkt. Ein solches System kann dabei sowohl
durch eine Abbildung als auch durch gewo¨hliche Differentialgleichungen gegeben sein. Fu¨r
die Berechnung eines Schattenorbits fu¨r Systeme ho¨herer Dimension (auch Hamiltonsche
Systeme) sei auf die gleiche Quelle verwiesen.
Ausgangspunkt ist eine numerisch berechnete Bahn y(t), fu¨r welche eine zugeho¨rige
Schattenbahn berechnet werden soll. Die Bewegungsgleichungen dieser Bahn seien als
Differentialgleichungssystem zusammen mit den Anfangswerten zum Zeitpunkt t = 0
gegeben. Mittels numerischer Integration wurde y(t) u¨ber den Zeitraum 0 ≤ t ≤ T
berechnet und mit N Zwischenpunkten gespeichert. Der Einschrittfehler en+1 dieser Bahn
nach n+ 1 Schritten ist gegeben durch
en+1 = yn+1 −ϕ(yn). (D.1)
yn sei hierbei der Zustand des Systems nach n Schritten, mit n ≤ N und ϕ(yn) die exakte
Abbildung dieses Zustandes auf den Zeitpunkt nach n+1 Schritten. Fu¨r die Differenz zwi-
schen der exakten Abbildung und der numerischen Lo¨sung gilt außerdem fu¨r die gesamte
Integrationszeit T : ‖yn+1−ϕ(yn)‖ < δ. Innerhalb dieser δ-Umgebung befindet sich daher
neben der numerisch berechneten Bahn auch immer eine exakte Lo¨sung des Systems. Die
Ursache fu¨r diese Differenz liegt u. a. in den unvermeidlichen numerischen Fehlern bei
der Berechnung und wird in Quinlan und Tremaine (1992) ganz allgemein als Rauschen
(noise) bezeichnet. Dabei a¨ndert ein Fehler zum Zeitpunkt n gleichzeitig die Anfangs-
bedingungen fu¨r den darauf folgenden Schritt und beeinflusst somit die Entwicklung des
gesamten Systems. Ziel der Berechnung einer Schattenbahn ist es, einen verbesserten Or-
bit y˜ mit weniger Rauschen zu finden - fu¨r δ = 0 entspricht dies einem wahren Orbit des
Systems. Dieser verbesserte Orbit wird berechnet mit
y˜n = yn + δyn. (D.2)
Die Verbesserung δyn ergibt sich mit Hilfe von Gleichung (D.1) und (D.2) zu
δyn+1 = y˜n+1 − yn+1 = ϕ(y˜n)− en+1 −ϕ(yn) (D.3)
Unter der Annahme, dass der Einschrittfehler nur sehr klein ist, kann ϕ(y˜n) in eine Taylor-
Reihe um yn entwickelt werden. Beru¨cksichtigt man lediglich die linearen Terme erha¨lt
man
ϕ(y˜n) = ϕ(yn) + Jn · δyn, (D.4)
wobei mit J die Jacobi-Matrix des Differentialgleichungssystems bezeichnet werden soll.
Gleichung (D.3) la¨sst sich nun schreiben als
δyn+1 = Jn · δyn − en+1. (D.5)
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Der Einschrittfehler wird u¨blicherweise mit einer numerischen Methode berechnet, wel-
che sehr viel genauer ist als diejenige, mit welcher y(t) urspru¨nglich berechnet wurde.
Mit dieser Methode wird das System erneut vom Zwischenpunkt n zum jeweils na¨chsten
Zwischenpunkt integriert. Mit Gleichung (D.1) la¨sst sich dann en+1 abscha¨tzen. Ist das
zu untersuchende System nicht chaotisch, dann ko¨nnen mit diesem Vorgehen mit Hilfe
von Gleichung (D.5) die Verbesserungen δy und damit auch eine verbesserte Bahn y˜
berechnet werden. Bei chaotischen Systemen hingegen werden kleine Fehler in Gleichung
(D.5) versta¨rkt, so dass die abgeleiteten Verbesserungen nach wenigen Schritten durch
diese numerischen Fehler bestimmt werden.
Es zeigt sich, dass der Phasenraum eines 2-dimensionalen Systems zwei ausgezeichnete,
zeitabha¨ngige Richtungen besitzt: eine expandierende (oder instabile) und eine kontra-
hierende (oder stabile) Richtung. Wa¨hrend infinitesimal kleine Fehler in expandierender
Richtung exponentiell anwachsen, werden Fehler in kontrahierender Richtung mit der Zeit
kleiner. Integriert man ru¨ckwa¨rts in der Zeit, dann vertauschen diese beiden Richtungen
ihre Rollen. Da alle infinitesimalen Fehler anwachsen, sofern sie nicht exakt in der kon-
trahierenden Richtung liegen, sei im folgenden unter der expandierenden Richtung die
maximal instabile Richtung verstanden. Wie schnell die Fehler im Mittel in den einzelnen
Richtungen anwachsen, wird dabei durch die beiden Lyapunov-Exponenten (siehe Kapitel
2.4.1) beschrieben.
Fu¨r das weitere Vorgehen wird angenommen, dass die durch die Jacobi-Matrix repra¨sen-
tierte Abbildung eine solche expandierende und eine kontrahierende Richtung besitzt. Die-
se beiden Richtungen stehen dabei nicht zwangsla¨ufig senkrecht aufeinander, der Winkel
zwischen ihnen ist aber ungleich Null. Die Einheitsvektoren in stabiler (s) und instabiler
(u) Richtungen seien
sn+1 =
Jn · sn
‖Jn · sn‖ (D.6)
un+1 =
Jn · un
‖Jn · un‖ .
Fu¨r hyperbolische Systeme la¨sst sich zeigen (Anosov (1967)), dass diese beiden Vekto-
ren niemals in die gleiche Richtung zeigen. Fu¨r nicht-hyperbolische Systeme kann ein
Schattenorbit gefunden werden, so lange der Winkel zwischen un und sn ungleich Null
ist.
Das Ziel ist es, die Verbesserungen δy unter Beru¨cksichtigung der stabilen und instabi-
len Richtung fu¨r alle N Zwischenpunkte zu finden und damit dann die berechnete Bahn
zu verbessern. Die Einschrittfehler en und δyn lassen sich mit den beiden Vektoren u und
s und entsprechenden Koeffizienten α, β, η und ζ schreiben als
δyn = αnun + βnsn (D.7)
en = ηnun + ζnsn.
Den Vektor un findet man dabei durch Vorwa¨rtsiteration (n = 0, . . . , N) von (D.6)
mit einem zufa¨lligen Anfangsvektor u0. Fu¨r sn iteriert man ru¨ckwa¨rts (n = N, . . . , 0).
Die Vektoren richten sich dabei nach einer kurzen transienten Phase sehr schnell nach
der stabilen bzw. instabilen Richtung aus. Die Koeffizienten ηn und ζn lassen sich dann
direkt aus der obigen Gleichung bestimmen. Mit Hilfe von Gleichung (D.5) la¨sst sich die
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Beziehung zwischen diesen Koeffizienten angeben als
αn+1un+1 + βn+1sn+1 = Jn · (αnun + βnsn)− (ηn+1un+1 + ζn+1sn+1). (D.8)
Setzt man in diese Gleichung die entsprechenden Vektoren (Gleichung (D.6)) ein, so
ergibt sich eine Rekursionsformel fu¨r die Berechnung von αn und βn. Da auch bei der
Berechnung der Koeffizienten die Fehler in Richtung von u versta¨rkt werden, beginnt
man fu¨r αn bei n = N , da diese der stabilen Richtung bei einer Integration ru¨ckwa¨rts in
der Zeit entspricht. Fu¨r βn ist bei n = 0 zu beginnen. Die entsprechenden Formeln lauten
dann
αN = 0, αn =
αn+1 + ηn+1
‖Jn · un‖ (D.9)
β0 = 0, βn+1 = ‖Jn · sn‖βn − ζn+1.
Die Festlegung αN = 0 und β0 = 0 wurde dabei entsprechend Quinlan und Tremaine
(1992) gewa¨hlt, ist aber nicht zwingend. Die beiden Startwerte mu¨ssen lediglich klein sein
- kleiner als die maximal zula¨ssige δ-Umgebung. Durch die nahezu beliebige Wahl der
Anfangswerte der Koeffizienten ergibt sich, dass auch unendlich viele Schattenbahnen zu
einer numerisch berechneten Bahn y(t) existieren.
Nach Verbesserung der numerischen Bahn y(t) kann dieser Vorgang wiederholt werden.
In Folge dessen konvergiert die berechnete Bahn gegen einen Schattenorbit. Sind die Ein-
schrittfehler klein genug, dann verdoppeln sich die signifikanten Stellen der verbesserten
Bahn bei jeder Iteration (Quinlan und Tremaine (1992)).
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