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ABOUT C1-MINIMALITY OF THE HYPERBOLIC CANTOR
SETS.
LIANE BORDIGNON, JORGE IGLESIAS AND ALDO PORTELA
Abstract. In this work we prove that a C1+α-hyperbolic Cantor set con-
tained in S1, close to an affine Cantor set is not C1-minimal.
1. Introduction
If f : S1 → S1 is a C1-diffeomorphism without periodic points, there exists a
unique set Ω(f) ⊂ S1 minimal for f (we say that Ω(f) is C1-minimal for f). In this
case Ω(f) is either a Cantor set or S1. The C1-minimal Cantor sets that are known
are the Denjoy’s examples and their conjugates (see [D]). Examples of Cantor sets
that are not C1-minimal, are also known, see [M], [IP], [K1], [K2] and [P].
Let I1, ..., Ik, k ≥ 2 be pairwise disjoint compact intervals in IR, and let L be a
compact interval containing their union I ≡ I1 ∪ · · · ∪ Ik. Define Sr(I1, ..., Ik, L),
r ≥ 1, to be the set of Cr functions S : I → L such that for j = 1, ..., k, S(Ij) = L
and |S
′
| > 1. For S ∈ Sr(I1, ..., Ik, L) define
CS = {x ∈ I : S
k(x) ∈ I for all k ∈ ZZ+}.
These sets are Cantor sets, and are called Cr-hyperbolic. If S
′
is locally constant,
CS is called affine and if S
′
is globally constant, CS is called linear. Let S
1 = IR/ZZ
and suppose L ⊂ [0, 1). We may assume that one of the complementary intervals
of CS is (1/2, 1) and L = [0, 1/2].
In [K1], A. N. Kercheval assert that the CS Cantor sets, C
2 close to an affine
Cantor set, are not C1-minimal, for S increasing or decreasing and any k. However,
in this work, only was proved it for k = 2 and S locally increasing. For k > 2 or
k = 2 but S not locally increasing it is not possible to generalize his proof. In
this work we will prove the statements given by Kercheval in the general context.
Moreover we give a generalization for the case that the cantor sets CS are C
1+α
close to a affine Cantor set.
We follow the notation of [K1]. If S ∈ Sr(I1, ..., Ik, L), let φi : L → Ii , for
all 1 ≤ i ≤ k, be the k branches of the inverse of S. For any choice (i1, ..., in) ∈
{1, . . . , k}n we write φ(i1, ..., in) for the composition φi1 ◦ · · · ◦φin . Call the interval
φ(i1, ..., in)(L) an n-block of CS . If T = φ(i1, ..., in)(L), T (j1, ..., jm) denote the
interval
φ(i1, ..., in, j1, ..., jm)(L) ⊂ T.
If necessary, we will denote such blocks by T S and the map φ(i1, ..., in) by
φS(i1, ..., in).
Call Ji, 1 ≤ i ≤ k − 1, the interval between Ii and Ii+1. For any m ≥ 0, denote
Ji(m) an interval J such that S
m(J) = Ji for some 1 ≤ i ≤ k − 1. The intervals
Ji(m) are called gaps of level m. Remark that Ji(0) = Ji.
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Note that for each m there exist km gaps of level m. These gaps are the inter-
vals φ(i1, ..., im)(Ji) and we will denote them by Ji(i1, ..., im) or J
S
i (i1, ..., im), if
necessary.
For S ∈ Sr(I1, ..., Ik, L), define the nonlinearity of S to be
N (S) = max
j=1,...,k
sup
x,y∈Ij
log
S′(x)
S′(y)
·
For M > 0, ε > 0 and α > 0 let
A(M, ε, α) = {S ∈ S1+α(I1, ..., Ik, L) : N (S) < ε and | log
|S′(x)|
|S′(y)|
| ≤M |x− y|α}.
Note that if ε→ 0 then S → R in the C1 topology, where R is the affine map of
Sr(I1, ..., Ik, L) with R′(x)S′(x) > 0 for all x ∈ ∪Ii.
In this work, we prove the following result:
Theorem 1.1. Let I1, ..., Ik, L be compact intervals in [0, 1) as above. Then for
each M > 0 and α > 0 there exists ε > 0 such that if S ∈ A(M, ε, α) then CS is
not C1-minimal.
2. Proof of Theorem 1.1
All along this section, I1, ..., Ik, L will denote the intervals in [0, 1) as in the
hypothesis of Theorem 1.1.
Lemma 2.1. Let R,S ∈ S1(I1, ..., Ik, L) such that R′(x)S′(x) > 0 for all x ∈ ∪Ii.
There exists a homeomorphism ψ : L→ L such that ψ(CS) = CR and
ψ(φS(i1, . . . , im)(L)) = φ
R(i1, . . . , im)(L),
for all m ∈ N.
Proof: If x ∈ Ji for some 1 ≤ i ≤ k − 1 we define ψ(x) = x and if x ∈
φS(i1, . . . , in)(Ji), we define ψ(x) = φ
R(i1, . . . , in)(S
n(x)). Then we extend this
continuous and monotonic function to a homeomorphism ψ : L→ L in the natural
way. 
Definition 2.2. Let S ∈ Sr(I1, ..., Ik, L) and f : S
1 → S1 be a C1 diffeomorphism
with CS as its minimal set. If T is an m-block, T = φ
S(i1, . . . , im)(L), define
uT = min{n ∈ N | S
n(f(Ji(r))) = Jj , 1 ≤ i, j ≤ k − 1, Ji(r) ⊂ T }
= max{n ∈ N | Sn−1(f(T )) ⊂ ∪Ii}.
Also, define
(2.1) g
T
= SuT ◦ f|T .
The map defined in (2.1) can be increasing or decreasing, depending on T . Also,
if T is an m-block, there exists Ji(m + p) ⊂ T such that gT (Ji(m + p)) = Jj for
some j ∈ {1, ..., k − 1}.
Lemma 2.3. For all η > 0, α > 0 and M > 0, there exists ε > 0 such that
if S ∈ A(M, ε, α) and CS is a minimal Cantor set for some C
1 diffeomorphism
f
S
: S1 → S1, there exists m0 = m0(fS ) ∈ N such that if T is an m-block of CS
with m > m0, then
N (g
T
) < η,
where g
T
is as in Definition 2.2.
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Proof: Suppose S ∈ A(M, ε1, α) for fixed I1, . . . , Ik and some positive numbers
M , α and ε1. Also, suppose ε1 small enough that it assures the existence of a
σ ∈ (0, 1) such that
(2.2) |S′(x)| >
1
σ
, ∀x ∈ I1 ∪ · · · ∪ Ik and ∀S ∈ A(M, ε1, α).
Then, by [K1, Bounded Distortion Lemma], for every δ > 0 there is N ∈ N such
that if m > N and I is contained in an m-block of CS ,
(2.3) N (Sm−N+1|I ) < δ, ∀S ∈ A(M, ε1, α).
Remark that if we replace only ε1 for a smaller one, the inequality (2.2) remains
true for the same σ as well as the inequality (2.3) holds for the same N .
By [K1, Lemma 1], for any m-block T ,
(2.4) N (g
T
) = N (SuT ◦ f |T ) ≤ N (S
uT
|f(T )) +N (f|T ).
Since N (S) < ε1, by [K1, Lemma 1], if 0 ≤ N ≤ uT ,
N (SuT |f(T )) ≤ N (S
uT−N
|f(T )) +N (S
N
|
S
(uT−N)(f(T ))
).
Suppose δ > 0 and N as in the inequality (2.3). Remark that if T is an n-block
, n great enough, then f(T ) is contained in an m-block with m > N . With these
conditions, by inequality (2.3),
N (SuT−N |f(T )) < δ.
Also, since N (S) < ε1, N (S
N
|
S(uT−N)(f(T ))
) ≤ Nε1. Therefore
(2.5) N (SuT |f(T )) ≤ Nε1 + δ.
Let η > 0 and take δ = η3 . With this, fix N satisfying the inequality (2.3).
Now, let ε > 0, ε < min{ε1,
η
3N }. Remark that we can replace ε1 by ε all along
this proof, until here, and the inequalities remains true.
Also, we take m0 ∈ N, m0 = m0(S, f), m0 > N , such that if T is an m-block
with m > m0, then
(2.6) N (f|T ) <
η
3
.
It is possible because f is a C1 diffeomorphism.
With these N , δ, ε and m0, if T is an m-block with m > m0, by inequalities
(2.4), and (2.6),
N (g
T
) ≤ Nε+ δ +
η
3
< η.

Remark 1. For a given η > 0, by the inequality (2.3) and [K1, Lemma 1], there
exists ε > 0 such that if S ∈ A(M, ε, α) and I is contained in an m-block then
N (Sm|I ) < η.
Lemma 2.4. Let M > 0 and α > 0. There exist ε0 > 0 and l ∈ N such that if
• ε < ε0, S ∈ A(M, ε, α) and T is an m-block of CS ;
• F : T → L is a C1 map with N (F ) < 1/2
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• the image by F of a connected component of CcS is a connected component
of CcS;
• there exists Ji(m+ p) ⊂ T such that F (Ji(m+ p)) = Jj;
then p ≤ l.
Proof: Let µi =
|L|
|Ii|
, 1 ≤ i ≤ k. Let δ > 0 such that
min{µi − δ : 1 ≤ i ≤ k} > 1
and let β = min{µi − δ : 1 ≤ i ≤ k}.
Let ε0 such that if ε < ε0, S ∈ A(M, ε, α) and T is a m-block of CS , then
|S′|Ii
| > β and (see Remark 1) N (Sm|T ) < 1/2.
Now, for an m-block T of CS , and F as in the hypotheses of the lemma, if
Ji(m) ⊂ T , then
(2.7)
|Ji(m+ p)|
|Ji(m)|
exp(−
1
2
)
N (F ) < 12
≤
|F (Ji(m+ p))|
|F (Ji(m))|
N (F ) < 12
≤ exp(
1
2
)
|Ji(m+ p)|
|Ji(m)|
On the other hand,
(2.8)
|Ji(p)|
|Ji|
=
|Sm(Ji(m+ p))|
|Sm(Ji(m))|
N (Sm|T
) < 12
≥ exp(−
1
2
)
|Ji(m+ p)|
|Ji(m)|
.
Since |S
′
|Ii
| > β,
(2.9) |Ji(p)| ≤
|Ji|
βp
By inequalities (2.7), (2.8) and (2.9),
(2.10)
|F (Ji(m+ p))|
|F (Ji(m))|
≤
exp(1)
βp
.
Since F (Ji(m+ p))) = Jj ,
(2.11) |F (Ji(m))| ≥
βp|Jj |
exp(1)
.
Consequently, because |F (Ji(m))| ≤ max{|Jr| | 1 ≤ r ≤ k − 1} and β > 1, there
exists l ∈ N such that 0 ≤ p ≤ l. 
Corollary 2.5. Given α > 0, M > 0 and η, with 0 < η < 1/2, let ε be as in the
Lemma 2.3. There exists a natural number l such that if S ∈ A(M, ε, α), and CS is
C1-minimal for some diffeomorphism f
S
: S1 → S1, there exists m0 = m0(fS ) such
that if T is an m-block, with m > m0 and Ji(m+ p) ⊂ T with gT (Ji(m+ p)) = Jj,
then 0 ≤ p ≤ l.
We denote θp a p-uple (i1, . . . , ip) ∈ {1, . . . , k}p if p > 0 and θ0 = 0 for p = 0.
Fix M, ε, α, and take S ∈ A(M, ε, α) with CS minimal for a C1 diffeomorphism
f : S1 → S1. The Corollary 2.5 say that if ε is small enough, the set ES of triples
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(i, j, θp), θp = (i1, . . . , ip), for which there is an m-block T = φ
S(j1, . . . , jm)(L) of
CS , with m > m0(f) satisfying
(2.12) g
T
(Ji(m+ p)) = Jj ,
with Ji(m+ p) = φ
S(j1, . . . , jm, i1, . . . , ip)(Ji) ⊂ T , is a finite set.
Remark that if T is an m-block and g
T
(Ji(m)) 6= Jj for any 1 ≤ i, j ≤ k−1, then
we can take the smaller r ≥ m such that g
T
(Ji(r)) = Jj for some 1 ≤ i, j ≤ k − 1
and we can replace T by the r-block contained in T that contains this Ji(r). It
follows that the equality (2.12) is true for at least one triple (i, j, θ0) = (i, j, 0).
We call BS the subset of ES containing the triples (i, j, θp) such that the equality
(2.12) is true for infinite many blocks T of CS . We name TBS the set of such blocks
and T(ijθp)S the set of the blocks in TBS associated to (i, j, θp).
Remark that BS 6= ∅, and it is possible to cover CS only by blocks in TBS . More
than that, being ES finite, by Corollary 2.5, there is an m0 = m0(f) such that for
any m > m0, every m-block T is in TBS .
In the following Remark we want to express the fact that if S ∈ A(M, ε, α) with
ε sufficiently small, S is C1 close to the affine map R ∈ A(M, ε, α) that satisfies
R′(x)S′(x) > 0. Also, fixed l ∈ N, the measure of JRj (i1, ....ir) is close to the
measure of JSj (i1, ..., ir) for r ≤ l and for every 1 ≤ j ≤ k − 1.
Remark 2. Let l ∈ N and M > 0, α > 0. Given c > 0, there exists ε > 0 such
that if S ∈ A(M, ε, α), then:
|JRj (i1, ....ir)| exp(−c) ≤ |J
S
j (i1, ....ir)| ≤ exp(c)|J
R
j (i1, ....ir)|
for r ≤ l and 1 ≤ j ≤ k − 1. It follows because S is C1 close to R if ε is close to 0.
It follows
(2.13) exp(−2c)
|JRj (i1, ....ir)|
|JRi (j1, ..., js)|
≤
|JSj (i1, ....ir)|
|JSi (j1, ..., js)|
≤ exp(2c)
|JRj (i1, ....ir)|
|JRi (j1, ..., js)|
,
for all 1 ≤ i, j ≤ k − 1 and r, s ≤ l.
Lemma 2.6. Let M > 0 and α > 0. Suppose that there exist a sequence of
positive numbers {εn}, εn → 0, a sequence {Sn}, Sn ∈ A(M, εn, α), with each
CSn C
1 minimal for some fSn and S
′
r(x)S
′
s(x) > 0 for all x ∈ ∪Ii and r, s ∈
N. Also suppose there exists a triple (i, j, θp) such that (i, j, θp) ∈ BSn for all
n ∈ N and let R be the affine map in A(M, ε, α) with R′(x)S′n(x) > 0 for all
x ∈ ∪Ii. Under such conditions, there exists an affine map hijθp : L→ L, such that
hijθp(CR) ⊂ CR, hijθp(C
c
R) ⊂ C
c
R and hijθp(Ji(p)) = Jj where θp = (i1, . . . , ip) and
Ji(p) = φ
R(i1, . . . , ip)(Ji).
Proof: To make the argument clear, first we prove the Lemma for a triple
(i, j, θ0) = (i, j, 0).
Claim: Given JRl (r) ⊂ L, with 1 ≤ l ≤ k− 1 and r ∈ N there exists a connected
component J of CcR such that |J | =
|Jj|
|Ji|
|JRl (r)|.
By Lemma 2.3 and Remark 1, for all η > 0, there exists n0 = n0(η) such that
for n ≥ n0, if Sn ∈ A(M, εn, α) with CSn minimal for a C
1-diffeomorphism fSn ,
and T Sn is an m-block for Sn with m > m0(fSn), then
(2.14) N (g
TSn
) < η and N (Smn |
TSn
) < η.
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Figure 1.
PSfrag replacements
g
TSn
Smn
T Sn
L
Jj
JSn = g
TSn
(JSnl (m+ r))
JSnl (r)JSn
c2(n)
c1(n)
c1(m,n)J
Sn
i (m) J
Sn
l (m+ r)
Ji J
Sn
l (r)
Ji JRl (r)
c1
R
Let η > 0, n > n0(η) and m > m0(fSn), as above, and let T
Sn = φSn(j1, ..., jm)
be an m-block in T(ijθ0)Sn . Given J
R
l (r) = φ
R(i1, . . . , ir)(Jl), for each n ∈ N
consider JSnl (r) = φ
Sn(i1, . . . , ir)(Jl). Let J
Sn
l (m + r) be φ
Sn(j1, . . . , jm)(J
Sn
l (r))
contained in T Sn . Then, by inequalities (2.14) and reasoning as in the inequalities
(2.7) and (2.8),
(2.15) exp(−2η)
|JSnl (r)|
|Ji|
≤
|g
TSn
(JSnl (m+ r))|
|g
TSn
(JSni (m))|
≤ exp(2η)
|JSnl (r)|
|Ji|
.
Since g
TSn
(JSni (m)) = Jj , it follows
(2.16) exp(−2η)
|JSnl (r)||Jj |
|Ji|
≤ |g
TSn
(JSnl (m+ r))| ≤ exp(2η)
|JSnl (r)||Jj |
|Ji|
.
If εn is small enough, Sn is close to R in the C
1 topology (see Remark 2) and then
|JSnl (r)| can be made to be as close to |J
R
l (r)| as desired by taking n big enough.
Therefore, if η is small enough and n is great enough (it is means εn sufficiently
small), there is only a finite number of possibilities for |g
TSn
(JSnl (m+ r))| for each
n > n0 big enough and any m > m0(fSn).
Now we will prove that there exist an unique θ′r′ = (i
′
1, ..., i
′
r′) and an unique l
′
such that
g
TSn
(JSnl (j1, ..., jm, i1, . . . , ir)) = φ
Sn(i′1, ..., i
′
r
′ )(Jl′ )
for n ≥ n1, for a suitable n1 and m > m0(fSn).
Let η > 0 and n > n0(η) and m0 as in the inequalities (2.14). Let T
Sn =
φSn(j1, ..., jm) be an m-block of CSn with m > m0, contained in T(ijθ0)Sn and
JSnl (j1, ..., jm, i1, . . . , ir) ⊂ T
Sn . Denote g
TSn
(JSnl (j1, ..., jm, i1, . . . , ir)) by J
Sn .
By inequality (2.16), |JSn | is as close to |JRl (r)|
|Jj |
|Ji|
as we want if n is big enough.
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Let c1, c1(n), c1(m,n) and c2(n) the lengths of the intervals indicated in the
Figure 1. Then, because Smn (J
Sn
i (m)) = Ji,
(2.17)
|Ji|
c1(n)
x, y ∈ TSn
=
|JSni (m)|(S
m
n )
′
(x)
c1(m,n)(Smn )
′(y)
N (Smn |
TSn
) < η
≤ exp(η)
|JSni (m)|
c1(m,n)
.
Therefore,
(2.18)
|Ji|
c1(n)
exp(−η) ≤
|JSni (m)|
c1(m,n)
≤ exp(η)
|Ji|
c1(n)
.
On the other hand, because g
TSn
(JSni (m)) = Jj ,
(2.19)
c2(n)
|Jj |
x ∈ TSn
=
c1(m,n).|g′
TSn
(x)|
|g
TSn
(JSni (m))|
y ∈ TSn
=
c1(m,n).|g′
TSn
(x)|
|JSni (m)||g
′
TSn
(y)|
≤ exp(η)
c1(m,n)
|JSni (m)|
.
Therefore,
(2.20) exp(−η)
c1(m,n)
|JSni (m)|
≤
c2(n)
|Jj |
≤ exp(η)
c1(m,n)
|JSni (m)|
.
From the equalities (2.18) and (2.20), we conclude
(2.21) exp(−2η)
|Jj |
|Ji|
c1(n) ≤ c2(n) ≤ exp(2η)
|Jj |
|Ji|
c1(n).
Therefore, since l and r are fixed, so c1(n) → c1 when n → ∞ and then,
from inequalities (2.21), c2(n) →
|Jj|
|Ji|
c1. So, not only there is a finite number
of possibilities for the length of g
TSn
(JSnl (j1, ..., jm, i1, . . . , ir)), as there is a fi-
nite number of possibilities for the connected component of CcSn which is image of
JSnl (j1, ..., jm, i1, . . . , ir) by gTSn , for all n and m big enough.
If g
TSn
is increasing or decreasing for all m-blocks T Sn for n great enough and
for all m > m0(fSn ), then we conclude there exist an unique l
′
and an unique
θr′ = (i
′
1, ..., i
′
r′) such that gTSn (J
Sn
l (j1, ..., jm, i1, . . . , ir)) = φ
Sn(i′1, ..., i
′
r′)(Jl′) for
n ≥ n1, for a suitable n1 and m > m0(fSn ).
Because φSn(i′1, ..., i
′
r′)(Jl′) goes to φ
R(i′1, ..., i
′
r′)(Jl′) in the Hausdorff distance
and |JSn | → |JRl (r)|
|Jj |
|Ji|
then |φR(i′1, ..., i
′
r′)(Jl′)| = |J
R
l (r)|
|Jj |
|Ji|
.
Let hijθ0 : L→ L the unique affine map such that hijθ0 (J
R
l (r)) = φ
R(i′1, ..., i
′
r′)(Jl′).
Note that hijθ0 verifies the following properties:
(1) hijθ0 (Ji) = Jj
(2) hijθ0 (CR) ⊂ CR and hijθ0(C
c
R) ⊂ C
c
R.
(3) |hijθ0 (J
R
l (r))| =
|Jj|
|Ji|
|JRl (r)| for any 1 ≤ l ≤ k − 1 and any r ∈ N.
If for all natural numbers M and N there exist n > N and m1,m2 > M , T
Sn
1 is
an m1-block and T
Sn
2 is an m2-block of CSn such that g
T
Sn
1
is an increasing map
and g
T
Sn
2
is an decreasing map, with an analogous reasoning, we determine exactly
two different affine maps hijθ0 for the triple (i, j, θp).
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The proof for the case (i, j, θp) with p > 0 is very similar, replacing J
Sn
i (m) by
JSni (m+ p) in the equations used in this proof. 
Figure 2.
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In the Figure 2(a), we exhibit an example in which the set Aijθp of the previous
Lemma can be the interval [0, 1/2] and in the Figure 2(b) we exhibit an example
in which the only possibility for the set Aijθp is the entire interval [0, 1].
Lemma 2.7. Let l ∈ N and M > 0, α > 0. There exist η with 0 < η < 1/2 and
ε > 0 such that if
• S,Z ∈ A(M, ε, α);
• T S is an m-block of CS, T S = φ(i1, ..., im)(L) and TZ is an m′-block of CZ
with TZ = φ(i′1, ..., i
′
m′)(L);
• F : T S → L and G : TZ → L are C1 maps such that N (F ) < η, N (G) <
η, the image by F (by G) of a connected component of CcS (of C
c
Z) is a
connected component of CcS (of C
c
Z) and sig(F
′) = sig(G′);
• F (φS(i1, . . . im, j1, . . . , jp)(Ji)) = Jj = G(φZ(i′1, . . . i
′
m′ , j1, . . . , jp)(Ji)) for
some θp = (j1, . . . , jp), p ≤ l and for some i and j with 1 ≤ i, j ≤ k − 1,
then for all θr = (q1, ..., qr) with 0 ≤ r ≤ 2l + 2, F (JSt (i1, ..., im, q1, ..., qr)) =
φS(q′1, . . . , q
′
r′)(Jt′) and G(J
Z
t (i
′
1, ..., i
′
m′ , q1, ..., qr)) = φ
Z(q′1, . . . , q
′
r′)(Jt′ ) for some
r′ ∈ N and some t′ with 1 ≤ t′ ≤ k − 1.
Proof: Let M > 0 and α > 0. Given η > 0, by Remark 1 there exists ε > 0
such that if S ∈ A(M, ε, α) and T S is an m-block of CS , then
(2.22) N (Sm|
TS
) < η.
Let F be as in the hypotheses of the Lemma, with N (F ) < η. Let T S =
φS(i1, . . . im)(L). Consider J
S
i (i1, ..., im, j1, ..., jp) with p ≤ l and J
S
t (i1, ..., im, q1, ..., qr)
with r ≤ 2l + 2. Under these conditions,
exp(−η)
|JSi (i1, ..., im, j1, ..., jp)|
|JSt (i1, ..., im, q1, ..., qr)|
≤
|F (JSi (i1, ..., im, j1, ..., jp))|
|F (JSt (i1, ..., im, q1, ..., qr))|
≤ exp(η)
|JSi (i1, ..., im, j1, ..., jp)|
|JSt (i1, ..., im, q1, ..., qr)|
so, by the inequality (2.22), because Sm(JSi (i1, ..., im, j1, ..., jp)) = J
S
i (j1, ..., jp)
then
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exp(−2η)
|JSi (j1, ..., jp)|
|JSt (q1, ..., qr)|
≤
|F (JSi (i1, ..., im, j1, ..., jp))|
|F (JSt (i1, ..., im, q1, ..., qr))|
≤ exp(2η)
|JSi (j1, ..., jp)|
|JSt (q1, ..., qr)|
Therefore, by Remark 2,
exp(−3η)
|JRi (j1, ..., jp)|
|JRt (q1, ..., qr)|
≤
|F (JSi (i1, ..., im, j1, ..., jp))|
|F (JSt (i1, ..., im, q1, ..., qr))|
≤ exp(3η)
|JRi (j1, ..., jp)|
|JRt (q1, ..., qr)|
and, since F (JSi (i1, ..., im, j1, ..., jp)) = Jj , it follows
(2.23)
exp(−3η)
|Jj ||JRt (q1, ..., qr)|
|JRi (j1, ..., jp)|
≤ |F (JSt (i1, ..., im, q1, ..., qr))| ≤ exp(3η)
|Jj ||JRt (q1, ..., qr)|
|JRi (j1, ..., jp)|
.
Analogously for Z and G it follows
(2.24)
exp(−3η)
|Jj ||JRt (q1, ..., qr)|
|JRi (j1, ..., jp)|
≤ |G(JZt (i
′
1, ..., i
′
m
′ , q1, ..., qr))| ≤ exp(3η)
|Jj ||JRt (q1, ..., qr)|
|JRi (j1, ..., jp)|
.
Now, with an analogous argument used in the proof of Lemma 2.6, we conclude
that if η > 0 is token small enough there is ε > 0 such that remains only one choice
for the image by F for JSt (i1, ..., im, q1, ..., qr), with p ≤ l and r ≤ 2l + 2. It is
means, F (JSt (i1, ..., im, q1, ..., qr)) = J
S
t′ (q
′
1, ..., q
′
r′) for some t
′ and (q′1, ..., q
′
r′) that
do not depend on S. This conclude the proof. 
Lemma 2.8. Under the same hypotheses of Lemma 2.6, there exists n0 ∈ N and,
for all n > n0, there exists m0 = m0(fSn) such that if
• n > n0;
• m > m0;
• T Sn is an m-block of CSn, T
Sn = φSn(i1, . . . im)(L), T
Sn ∈ T(ijθp)Sn ;
• g′
TSn
has the same signal of g′
ISv
for infinitely many ISv ∈ T(ijθp)Sv for
infinitely many natural numbers v
then, for each (q1, ..., qr) and t, 1 ≤ t ≤ k − 1, there exist (q′1, ..., q
′
r′) and t
′,
1 ≤ t′ ≤ k − 1 such that g
TSn
(JSnt (i1, . . . im, q1, ..., qr)) = J
Sn
t′ (q
′
1, ..., q
′
r′), where t
′
and (q′1, ..., q
′
r′) do not depend on n neither on T , but can depend on the signal of
g′
TSn
.
Proof: By Lemma 2.3, there exists n1 ∈ N and, for each n > n1, if CSn is
minimal for a C1 diffeomorphism f
Sn
: S1 → S1, there exists m0(fSn ) ∈ N such
that if T Sn is a m-block of CSn , with m > m0(fSn ), then
N (g
TSn
) < 1/2.
Let l given by Corollary 2.5. For such l, let η > 0 as assured in Lemma 2.7. Let
n0 > n1 such that if n > n0
N (Smn |TSn ) < η/2
for all m-block T Sn of CSn (assured by Remark 1) and, also,
N (g
TSn
) < η/2
for all m-block T Sn of CSn with m > m0(fSn ) as in Lemma 2.3.
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Let a, b be natural numbers with a, b ≥ n0 and c ≥ m0(fSa ) and d ≥ m0(fSb ).
Consider T Sa = φSa(i1, ..., ic)(L) in T(ijθp)Sa and T
Sb = φSb(i
′
1, ..., i
′
d)(L), in
T(ijθp)Sb .
So there exist JSai (i1, ..., ic, j1, ..., jp) and J
Sb
i (i
′
1, ..., i
′
d, j1, ..., jp) such that
g
TSa
(JSai (i1, ..., ic, j1, ..., jp)) = gTSb (J
Sb
i (i
′
1, ..., i
′
d, j1, ..., jp)) = Jj .
Then by Lemma 2.7 taking F = g
TSa
and G = g
T
Sb
, for each t, 1 ≤ t ≤ k − 1
and each (q1, ..., qr) with r ≤ 2l+ 2, there exist t′ and (q′1, ..., q
′
r′) such
g
TSa
(JSat (i1, ..., ic, q1, ..., qr)) = J
Sa
t′ (q
′
1, ..., q
′
r′) and
g
T
Sb
(JSbt (i
′
1, ..., i
′
d, q1, ..., qr)) = J
Sb
t′ (q
′
1, ..., q
′
r′).
Until here, we have proved the Lemma for r ≤ 2l + 2. Now, we will prove the
assertion for any r ∈ N.
Let T Sa(j1) ⊂ T
Sa and T Sb(j1) ⊂ T
Sb . Consider k1, k2 ∈ N such that
k1 = max{k ∈ N : S
k−1
a ◦ gTSa |
TSa (j1)
⊂ ∪Ii},
k2 = max{k ∈ N : S
k−1
b ◦ gTSb |
T
Sb (j1)
⊂ ∪Ii}.
Claim: k1 = k2.
By definition of k1 there exists J
Sa
s (i1, ..., ic, j1, u1, ..., ur) such that
Sk1a ◦ gTSa (J
Sa
s (i1, ..., ic, j1, u1, ..., ur)) = Jt,
for some t, 1 ≤ t ≤ k − 1.
Since N (Sk1a ) < η/2 and N (gTSa ) < η/2, by [K1, Lemma 1],
N (Sk1a ◦ gTSa ) < η.
So, taking F = Sk1a ◦ gTSa by Lemma 2.5, r ≤ l. Therefore, taking F = gTSa and
G = g
T
Sb
, by Lemma 2.7, there exist s′ and (u′1, ..., u
′
r′) such that
g
TSa
(JSas (i1, ..., ic, j1, u1, ..., ur)) = J
Sa
s′ (u
′
1, ..., u
′
r′)
and g
T
Sb
(JSbs (i
′
1, ..., i
′
d, j1, u1, ..., ur)) = J
Sb
s′ (u
′
1, ..., u
′
r′). Then
Sk1a ◦gTSa (J
Sa
s (i1, ..., ic, j1, u1, ..., ur)) = Jt = S
k1
b ◦gTSb (J
Sb
s (i
′
1, ..., i
′
d, j1, u1, ..., ur)).
This imply that k2 ≤ k1. Analogously k1 ≤ k2, so k1 = k2.
Also, if Sk1a
−1
|g
TSa
(TSa (j1))
= φSa(τ1, . . . , τk1), then
(2.25) Sk1b
−1
|g
T
Sb
(TSb(j1))
= φSb(τ1, . . . , τk1).
Note that Sk1a ◦ gTSa and S
k1
b ◦ gTSb are under the hypotheses of Lemma 2.7.
Then for each s, 1 ≤ s ≤ k− 1, j1 and (q1, ..., qr) with r ≤ 2l+2, there exist t
′ and
(q′1, ..., q
′
r′) such that
Sk1a ◦ gTSa (J
Sa
s (i1, ..., ic, j1, q1, ..., qr)) = J
Sa
t′ (q
′
1, ..., q
′
r′)
and Sk1b ◦ gTSb (J
Sb
s (i
′
1, ..., i
′
d, j1, q1, ..., qr)) = J
Sb
t′ (q
′
1, ..., q
′
r′).
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Therefore, by (2.25), there exist s′′ and (w1, ...wr′′) such that
g
TSa
(JSas (i1, ..., ic, j1, u1, ..., ur)) = J
Sa
s′′ (w1, ...wr′′)
and g
T
Sb
(JSbs (i
′
1, ..., i
′
d, j1, u1, ..., ur)) = J
Sb
s′′ (w1, ...wr′′) for r ≤ 2l + 2.
Proceeding inductively, the Lemma follows. 
Proof of Theorem 1.1: Let M > 0 and α > 0. If there exists ε > 0 such that
for all S ∈ A(M, ε, α), CS is not minimal for any C1 diffeomorphism of S1, then
the Theorem holds.
So suppose that for all ε > 0 there exists S ∈ A(M, ε, α) such that CS is
C1-minimal. Then, by Lemma 2.6 and Lemma 2.8, we can find ε > 0 and S ∈
A(M, ε, α) such that CS is minimal for a C1-diffeomorphism fS : S
1 → S1 and it
is possible to cover CS by T1, . . . , Tn, Tl = φ
S(j1, . . . , jml)(L) for all 1 ≤ l ≤ n,
Tl∩Tr = ∅ if l 6= r, and if R ∈ A(M, ε, α) is the affine map such that S
′(x)R′(x) > 0
for all x ∈ ∪Ii, for each 1 ≤ l ≤ n, there exists an affine map hl : L→ L, such that
hl(C
c
R) ⊂ C
c
R, hl(CR) ⊂ CR and , if hl(J
R
j (q1, ..., qr)) = J
R
t (i1, ..., is), then
g
Tl
(JSj (j1, ..., jml , q1, ..., qr)) = J
S
t (i1, ..., is).
Since g
Tl
= SuTl◦f
S |Tl
, there exist (t1, ..., tuTl ) such that fS |Tl
= φS(t1, . . . , tuTl )◦
g
Tl
, for all 1 ≤ l ≤ n.
Now we will define a diffeomorphism F : S1 → S1 of class C∞. Let ψ be, as in
the Lemma 2.1.
First define F|ψ(Tl)∩CcR
such that
F (JRl (j1, ..., jml , q1, ..., qr)) = φ
R
t1
◦ ... ◦ φRtuTl
◦ hl(J
R
l (q1, ..., qr)).
for all 1 ≤ l ≤ n. Now, extend this affine map F in a natural way to a continuous
map F : ψ(Tl) → L, for all 1 ≤ l ≤ n. Note that this extension is also an affine
map. So, we can extend this map to a diffeomorphism (that we call F ) C∞ of S1.
The map F defined in this way, restrict to CR, is conjugated to fS restrict to
CS (by ψ). So it has a minimal Cantor set, and this is a contradiction. 
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