Abstract. Active contours, very popular in image segmentation, suffer from delicate adjustments of many parameters. We propose to carry out these adjustments using genetic algorithm. Here an active contour is implemented using a greedy algorithm. Within this framework, two approaches are presented. A supervised approach which delivers a global set of parameters. In this case the greedy algorithm is involved in the evaluation function of the genetic algorithm. The second approach is unsupervised. It determines a local set of parameters. The genetic algorithm computes a set of parameters which minimizes the energy at each point in the neighborhood of the current point in the greedy algorithm try to move.
Introduction
In image processing, segmentation is an essential phase. The traditional models detect some points of contour which are needed to be chained. This chaining is no more needed when using an active contour "snake". The snake is a curve, deformable under the influence of various forces. These forces must be balanced by the user according to the object of interest and to the images to be analyzed. Generally, the adjustment of these parameters is carried out by trial and error. It is recognized that these adjustments are difficult, but few authors were interested in that problem. We already proposed an approach by experimental design [6] and a method using random parameters search [7] . Here we will use a genetic optimization method. It is based on the natural selection theory. After having presented active contours then the genetic algorithm technique, we will explain the results of two approaches: one supervised and the other unsupervised.
Active Contour
The concept of active contour, or snake, comes first from Kass et al.'s works [4] . It is a question of evolving a set of ordered points (describing a closed contour) so that it is nearest as possible to the contour sought for in the image. Such a set of points is called "snake" and the points which make it up are "snaxels".
Let V be a snake that is composed of n points and defined as follows:
In the continuous field, it can be represented parametrically:
The movements of the snake are produced by the minimization of an energy function:
where is the snake internal energy, and is the external energy, i.e.
depends on the image. Internal energy manages the coherence of the curve. It is made up of two parts:
The continuity (α) energy maintains the cohesion of the points. It tends to make the distance between the points of the snake uniform. The curvature (β) energy manages the smoothness of the curve.
External energy is often made up of two terms. One is related to the gradient of the image, the other one is sensitive to the intensity of the image. The gradient can be calculated using a Sobel pseudo gradient.
The energy calculation is carried out in the neighborhood of each snaxel. Thus the initialization of the Kass's snake has to be done close to the sought contour so that the gradient influences the calculation.
To avoid this disadvantage, Cohen introduced the concept of balloon energy which will tend, according to the sign, to inflate or retract the contour [2] . The final equation, to be minimized, is thus the following one:
We will use an implementation using a greedy algorithm [8] , i.e. that the points are calculated, then moved the one after the other unlike is the variational approach [4] . The greedy algorithm is well-known to have faster processing time [3] .
The genetic algorithms like the ant algorithms or the neural networks belong to the biomimetic approaches. They constitute an evolutionnary method of optimization based on natural selection.
Algorithm Genetic Principles
They are based on a coding of potential solutions using "chromosomes". The whole of the chromosomes, "individuals" forms the "population". A "generation" is the state of the population at one moment t.
The population evolves during generations while following some laws. In computing processing, these laws are called "genetic operators". In the basic genetic algorithm there are three: selection, crossing, mutation. To each individual, is associated, an "adaptation level to its environment". It is the fitness. The following generation is generally built in such way that the individuals of the preceding population having the best fitness are preserved; this allows convergence towards an optimal solution.
Operators
In the traditional genetic algorithm, its chromosome represents the potential solution. This chromosome is represented by a chain of "genes" (of bits) called "genome". For a given individual, one distinguishes his "genotype", i.e. its internal representation (ex: 1001), of its "phenotype", i.e. its physical reality -what it represents -(here 9 is the physical meaning of the previous genotype, if the genome codes an integer).
Selection
The selection operator copies the chromosome in the new population according to its fitness; i.e. one gives more chance for the "good" individuals to take part in the following generation. It is a question of associating to each individual, i.e. to each chromosome : i s p We will choose a method that is less elitist than the roulette wheel and simpler than the ranks, the K-tournament. It is a question of choosing n times k individuals in the population (randomly and uniformly) and of copying best k individuals in the new population.
Crossing
The aim of the crossing is to combine chromosomes in order to obtain new potentially best ones. It mixes the genomes of two individuals (parents) to generate two other ones (children). The size of the population remains constant.
In the simplest crossing, the genome of the parents is cut in one or more places randomly chosen. The fragments are combined to build the children.
Mutation
The mutation is carried out by a modification of the genes of the new generation chromosomes. This modification is realized with a very low probability (typical 0.1 %). Mutation makes it possible to increase the exploratory efficiency of the algorithm.
The mutation ratio µ strongly influences the effectiveness of the algorithm. There are many methods to optimize it. We will use l 1 = µ [1], the chromosome length.
l 4 Optimization
We recalled in section 2, the existence of several weighted coefficients for the calculation of the snake energy. They are generally regulated in an empirical way by trial -error experiments. In section 3, we have presented an evolutionary method of optimization. Parametric optimization being one of the fields where the genetic algorithms have good results, we used this method in order to optimize the λ δ γ β α quadruplet. The fitness function computation comprises two parts. It starts an algorithm of an active contour with the parameters coded by the chromosome. Then it remains to define the evaluation criterion of the quality of the result obtained. It will be used to judge the quality of the set of parameters.
Chromosomes Coding
Coding is the way in which the physical reality of the snake (phenotype) is transformed into a bit string (genotype). We have five reals to be coded. We use the Michalewicz's method [5] . In this method, it is necessary to know the definition field of each parameter. 
To know the length of the chromosome it is necessary to define the maximal precision of each parameter which we note
. The length l of a chromosome is thus: 
For the tests we used: These values give a chromosome of 35 bits. In our case, the genome is rather short. So it encouraged us to take few cut points for the crossing. We took a crossing with two cut points.
In the same way, for the mutation, a rate of change of 0.001 (the most running) was likely to be not adapted because it ensures, on average, only one gene modified for 34 chromosomes at each generation. By applying the second mode of calculation we presented l 1 = µ , we obtain a rate of change of 0.03 which ensures that at least one gene by chromosome will be affected.
In addition, as each evaluation implies the search for the optimal snake for each set of parameters, these operations are very time consuming. We thus took a population of reduced size which evolves on few generations. We used a selection by Ktournaments with a low value of K in order to make the algorithm less elitist.
Choice of the Evaluation Function
To measure the quality of a set of parameters, it is necessary to determine the fitness of a chromosome. The quality of active contour can be given by the position of a point on the contour or by a minimum of the global energy. As to minimize the equation (7) with , 
Results
We have tested two approaches, a supervised global solution and an unsupervised local approach.
Supervised Approach
Within the framework of a work on a series of images a same type, it can be interesting to regulate the set of parameters in a supervised way on one training image then to use this set on the remainder of the series. We thus placed the points of contour manually on an image and thus we defined an optimal contour. We sought to minimize the surface ranging between this optimal contour and the contour obtained by the algorithm. The evaluation function of the genetic algorithm uses the greedy algorithm to determine the fitness of a set of parameters. The algorithm launched on 100 generations with 100 chromosomes gives the results presented in Fig. 1 . The coefficients converge along the generations. All the parameters tend to converge towards a value with more or less precision. It appears for example that the coefficients controlling the continuity, the curvature and the gradient are more sensitive than those which control the intensity or the balloon force. 
Unsupervised Approach
In the supervised approach we determined a set of global parameters. The same set of parameters is used throughout the algorithm, i.e. in any point and at each iteration. On some image, one can notice that the magnitude of the gradient varies. For example in the zone where the magnitude is low, the strategy should be to increase the influence of the internal energy. We would like to adjust the value of the coefficient related to the gradient with a very low value. Indeed, when the same coefficient is kept, the points concerned will tend to move towards the local minima of the gradient whereas it would be preferred that the snake preserves its cohesion.
An active contour evolves in a predefined neighborhood. In the implementation using a greedy algorithm, each term of energy is standardized [8] , which already introduces, a local adjustment. We thus propose to make the set of parameters at each snaxel vary. This set is used for the neighborhood of this snaxel. In this approach, it is no more a genetic algorithm using a greedy algorithm as evaluation function but a greedy algorithm which uses a genetic algorithm as local search procedure for a set of parameters.
A chromosome codes a set of parameters. We minimize the total energy of the snake and for the fitness we take the minimum of energy in the neighborhood. To prevent that the parameters tend towards zero, we force their sum to be equal to one (see §.4.1)
The execution on a simple image of a black oval on a white zone gives the results that can be seen in Fig. 2 . We can observe, in Fig. 3 , the evolution of the parameters during the execution of the genetic algorithm, for a point, during an iteration of the greedy algorithm. On Fig. 4 , we can see how the parameters used evolve during calculation of the global energy at each iteration of the greedy algorithm. In other words they are the final results obtained for each call of the genetic algorithm. These curves make it possible to detect certain tendencies of the coefficients. For example, the coefficient of the gradient tends to increase. This is normal since, in an initial state, the snake is in a zone of low gradient magnitude, whereas at the end of the algorithm, the points are on the required contour. The balloon energy coefficient tends to decrease since this energy becomes useless at the end of the move.
In active contours, parameters have to be tuned depending on each image. A new image implies to find a new set of parameters. In genetic algorithms there are also some parameters which have to be tuned but they depend on the problem. Here the problem is to find a set of parameters and that is independent of the image. The results given by genetic algorithm are more robust to a change of parameters value; nevertheless the convergence process would be sensitive to a small modification. 
Conclusion
We showed in this article that it was possible to put the exploratory power of the genetic algorithms to the service of active contours. They were used first in a supervised approach where the genetic algorithm determines a set of global parameters which is evaluated using a greedy algorithm. In a second approach, unsupervised, the genetic algorithm locally seeks a set of parameters for each point which the greedy algorithm moves. In both cases, the results obtained with these automatically determined parameters using the method are satisfactory.
