In this paper we compute the leading terms in the sum of the k th power of the roots of L (α) p , the Laguerre-polynomial of degree p with parameter α. The connection between the Laguerre-polynomials and the Marchenko-Pastur distribution is expressed by the fact, among others, that the limiting distribution of the empirical distribution of the normalized roots of the Laguerre-polynomials is given by the Marchenko-Pastur distribution. We give a direct proof of this statement based on the recursion satisfied by the Laguerre-polynomials. At the same time, our main result gives that the leading term in p and (α + p) of the sum of the k th power of the roots of L (α) p coincides with the k th moment of the Marchenko-Pastur law. We also mention the fact that the expectation of the characteristic polynomial of a XX T type random covariance matrix, where X is a p × n random matrix with iid elements, is ℓ
Introduction
In theory of orthogonal polynomials the limit of the empirical distribution of their roots is a much studied matter. In this paper we are going to study the limit distribution of the roots of Laguerre polynomials L (αp) p , where
assuming that α p /p → c > −1. For α > −1 these polynomials are known to be orthogonal with respect to the measure x α e −x 1 [0,∞] dx, from which one can conclude that all the roots are distinct and lie in R + . For α ∈ [−p + 1, −1] ∩ Z one has that
p+α (x) and hence one can make the conclusion that for such α values the polynomial L (α) p has p + α disticnt positive roots and 0 is also a root with multiplicity −α.
In section 1 we show that the normalized generating function of the moments of the normalized roots of L (αp) p satisfies the same quadratic fixed point equation in the limit as the generating function of the moments of the Marchenko-Pastur distribution.
In section 2 we will explicitly show that the coefficient of the highest order term (viewed as a polynomial in p) of the k th power of the roots of L (α) p coincides with the k th moment of the corresponding Marchenko-Pastur distribution.
Convergence of the empirical distribution
Let us consider the roots of the Laguerre-polynomial L
denotes the power series determined by these coefficients, i.e.
Note that in case α is a negative integer in the interval [−p + 1, −1] the zero is also a root of L (α) p , which explains why the case k = 0, i.e. the zeroth moment, had to be dealt with seperately in (2) . It is known that
p , and for any polynomial of degree p we denote by ℓ(z) = z p ℓ(1/z) the so-called conjugate polynomial.
Theorem 1 Let us assume that α = α p and αp p → c ∈ (−1, ∞), as p → ∞. Then the empirical distribution determined by the normalized roots (where p −1 is the normalization factor) of the Laguerre-
converges weakly to the Marchenko-Pastur distribution, given as
for A ∈ B(R), where δ 0 denotes the Dirac-delta measure at 0, while the measure ν c is absolutely continuous with density
Remark 1 A more general version of this theorem -allowing for c < −1 -was proved by Martínez-González et al. in [3] using complex analysis and differential equations, but the proof presented here is based on elementary calculations using only the recursion equations satisfied by the Laguerre-polynomials.
Remark 2 Laguerre polynomials show a deep connection with random matrix theory in the following ways:
1. Forrester and Gamburd proved in [1] that the expectation of the characteristic polynomial of the random matrix XX T is given by ℓ
, where X is a p × n random matrix with independent, identically distributed entries with zero expectation and variance 1.
2. If X is a p × n random matrix in the same sense as above, then the weak limit of the empirical measure of the eigenvalues is a much studied question of random matrix theory, although it is usually normalized by n, which in our case means a normalization by α + p. A well-known theory -proved by Marchenko and Pastur in [2] -states that the weak limit of the empirical measure of the eigenvalues of 1 n XX T is given byμ a as p n → a > 0, whereμ a is defined below. In the case of the present paper µ c is the weak limit of the empirical measure of the eigenvalues of 3. The matrix theoretical Marchenko-Pastur distribution with parameter a > 0 is given bỹ
withν a being absolutely continuous with density
As mentioned before this version of the Marchenko Pastur arises when the zeros of ℓ (αp) p (z) are normalized by a factor of (p + α p ) −1 . The connection between dµ c and dμ a is the following:
where g(x) = (c + 1)x for x ∈ R. On the other hand it is known that the moments ofμ a are given by
hence the moments of µ c can be calculated as
Thus it follows from (7) that for
This means that in this case zero is a root of ℓ p (x) (α) (z) with multiplicity −α and the other p + α roots given by the Laguerre-polynomial L (−α)
p+α (z) of degree p + α.
1. Let us first consider the case when α p ≥ 0 for all p, which also implies lim α p /p = c ≥ 0.
The recursion of the Laguerre-polynomials for arbitrary parameter α > −1 is
where a p = p + 1, b p = 2p + α + 1 and c p = p + α and also
These polynomials are known to be orthogonal with respect to the measure
p (x) lie in the interval [0, ∞) and hence the sum of the k th power of its roots is positive. Furthermore
implying, after proper algebraic transformations, that
where ℓ
. Applying this for α = α p we obtain that
Also from recursion (9) we get
Since the largest zero of L (α) p is no greater then 4p + 2α + 3 (see [4] ) we obtain that ℓ
In this case one has that
Using the computations above we get that
Since in the present case M
and so according to (15) and to (16) we have
Let f
, for p ≥ 1. According to (17) we have
hence we get that the accumulation points of (f
The solutions of this equation are
Let us introduce the notation
In order to find the appropriate root let us look at the map ξ → η c (ξ, z) for a fixed z defined by
and hence η c (ξ, z) = 1 1 − (c + 2)z − (c + 1)z 2 ξ .
Note that the fixed points of this mapping are the solutions of (19).
In parallel with this for any fixed α ≥ 0 and p ≥ 1 consider the following equation in ξ:
Denote by ζ (α) p the largest nonnegative z value, for which both roots of this second-order equation are non-negative, i.e.
, where a
p (ξ, z) as the solution to
For the small positive values of ξ the functions η c (ξ, z) and η p− (z) we have that
We are going to prove by induction on p that for any fixed α ≥ 0 and 0 ≤ z < ζ
holds true. It is easy to check that for p = 1 we have that ζ
.
On the other hand straightforward calculation gives that if 0 ≤ z < ζ
p−1 thus using the induction hypothesis for p − 1 we obtain that
The latter one is the smaller fixed point of the mapping
On the other hand
proving that
But equation (18) implies that for ξ = f
Comparing (22) and (26) we obtain that for 0 ≤ z < ζ
proving the induction step.
Since a
According to (13) we have that
from which one has
2. Consider now the case when α p ∈ {−p + 1, . . . , −1} for all p in such a way that lim α p /p = c exists and c > −1. Obviously this implies c ≤ 0.
In this case the recursion (9) is still valid, but orthogonality (with respect to z αp e −z 1 [0,∞) (z)dz) cannot be assured. According to (7) one has that
and so ℓ
Writing the Newton identities in matrix form we obtain that 
. . .
Thus
according to Cramer's rule and the fact that the determinant of the matrix in (28) is 1. In general, let us introduce the following notation:
p (k) and it can be proved by induction that for k ≥ 2
In fact, for k ≥ 3 let us subtract p(α + p) l times the first column of the matrix in the definition of A(k, l) from the last of the same. The j th element of the last column obtained this way can be written as We are going to prove that viewing A(k, l) as a polynomial of the variables p and p + α one has deg A(k, l) = k + l. The proof goes by induction on k. For k = 1 and l arbitrary this is an immediate consequence of its definition. In fact -assuming the induction hypotesis for k − 1 and l arbitrary -we have that deg p(p + α) l−r A(k − 1, r) = k − 1 + r + l − r + 1 = k + l for 1 ≤ r ≤ l ≤ k ≤ p + α deg A(k − 1, l + 1) = k + l, and using that there is no cancellation in the highest degree terms we obtain that deg A(k, l) = k + l, hence we immediately get that deg p M (α) p (k) = k + 1.
