





















説明変数 : x = (x1; : : : ; xp)T （pが大きい）
目的変数 : y
標本
(y1;x1); : : : ; (yn;xn)
次元縮約
主成分ベクトル : B = (1; : : : ;q) （qは大きくない）





























kxi   ABTxik2 ATA = Iq
最適化アルゴリズムを構築するときにスパース罰則との相性が良い．
スパース罰則を加えたロス関数








(^; B^; A^) = argminL(; B;A)
上記のバージョンを Sparse Principal Component Regression (SPCR)と呼



















 + "i "i  N(0; 1) i = 1; : : : ; n








 = (1 ; 0; : : : ; 0)T
1 = ( 1; 0; 1; 1; 0; 1; 1; 0; 1)T
2の第４固有ベクトルのスパース近似
Mean Squared Error
q n aSPCR SPCR SPLS PLS PCR
1 50 1.284 1.583 2:079 101 2:084 101 2:140 101
200 1.058 1.120 1:568 101 1:695 101 2:086 101
5 50 1.279 1.576 2.017 3.398 2:224 101
200 1.060 1.119 1.075 1.175 2:097 101
PLS: Partial Least Squares (Regression)
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