We present an algorithm based on statistical learning for synthesizing static and time-varying textures matching the appearance of an input texture. Our algorithm is general and automatic, and it works well on various types of textures including 1D sound textures, 2D texture images and 3D texture movies. The same method is also used to generate 2D texture mixtures that simultaneously capture the appearance of a number of different input textures. In our approach, input textures are treated as sample signals generated by a stochastic process. We first construct a tree representing a hierarchical multi-scale transform of the signal using wavelets. From this tree, new random trees are generated by learning and sampling the conditional probabilities of the paths in the original tree. Transformation of these random trees back into signals results in new random textures. In the case of 2D texture synthesis our algorithm produces results that are generally as good or better than those produced by previously described methods in this field. For texture mixtures our results are better and more general than those produced by earlier methods. For texture movies, we present the first algorithm that is able to automatically generate movie clips of dynamic phenomena such as waterfalls, fire flames, a school of jellyfish, a crowd of people, etc. Our results indicate that the proposed technique is effective and robust.
Introduction
Texture synthesis is an interesting and important problem in the field of computer graphics. Recently, several techniques have emerged in the computer graphics literature that are able to analyze an input texture sample and synthesize many new random similar-looking textures [8, 18, 34] . This work extends these techniques in several important ways. First, we describe a new texture mixing algorithm -a statistical learning algorithm that operates on several different input texture samples to synthesize a new texture. This new texture is statistically similar to all of the input samples and it exhibits a mixture of their features. Second, we extend our approach from the domain of static textures to the domain of texture movies: dynamic, time-varying textures, or TVTs for short. More specifically, we present a technique capable of generating a sequence of frames, corresponding to temporal evolution of a natural texture or pattern, that appears similar to an input frame sequence. For example, using this technique we generated short movies of dynamic phenomena, such as waterfalls, fire flames, a school of jellyfish, turbulent clouds, an erupting volcano, and a crowd of people. The generated sequences are distinguishable from the original input sample, yet they manage to capture the essential perceptual characteristics and the global temporal behavior observed in the input sequence. A specialized version of this method, described in a separate paper [1] , is able to synthesize 1D sound textures, such as sounds of traffic, water, etc.
The natural applications of texture movie synthesis are in special effects for motion pictures and television, computer-generated animation, computer games, and computer art. Our method allows its user to produce many different movie clips from the same input example. Thus, a special effects technical director could fill an entire stadium with ecstatic fans from a movie of a small group, or populate an underwater shot with schools of fish. Designers of 3D virtual worlds will be able to insert animations of clouds, smoke, and water from a small number of input samples, without ever repeating the same animation in different places. However, these are by no means the only applications of such a technique. For example, methods for statistical learning of 2D texture images have been successfully applied not only to texture synthesis, but also to texture recognition and image denoising [10] . These applications are made possible by realizing that statistical learning of 2D textures implicitly constructs a statistical model describing images of a particular class. Similarly, our approach for learning TVTs can be used as a statistical model suitable for describing TVTs. Therefore, it should be possible to apply this statistical model for tasks such as classification and recognition of such movie segments.
Related Work
Most previous work in texture synthesis has focused on the development of procedural textures, where complex interesting patterns are produced by a program executed before or during the shading process [14, 22, 30, 31, 32] . Although some of the most compelling synthetic imagery has been produced with the aid of procedural textures, the disadvantage of this approach is that it can be difficult to control and/or predict the outcome of such shaders. Furthermore, there is no general systematic way of generating textures matching the appearance of a particular texture. The latter difficulty gave rise to several algorithms that analyze an input texture and synthesize new random similar-looking textures [8, 18, 34] . Our work can be viewed as extensions of De Bonet's approach [8] to multiple input samples and to time-varying textures.
Texture mixing, a process of generating a new texture that contains features from several different input textures, has been addressed in several previous works. Burt and Adelson [5] produce smooth transitions between different textures by weighted averaging of the Laplacian pyramid coefficients of the textures. This technique is very effective for seamless image mosaicing, but is less suitable for producing a mix of textures across the entire image, as will be demonstrated in section 5.2. Heeger and Bergen [18] use their histogram-based texture synthesis algorithm to generate texture mixtures in which the color comes from one texture, while the frequency content comes from another. In this work we produce different kinds of mixtures, in which both colors and frequencies are mixed together.
To our knowledge, there have not been any previous attempts towards statistical learning of TVTs from input samples. So far, synthesis of dynamic natural phenomena has mostly been possible only via computationally intensive physically based simulations. For example, steam, fog, smoke, and fire have been simulated in this manner [15, 13, 27, 28] . Explosions, fire, and waterfalls have been successfully simulated by animated particle systems [23, 24, 26] . Simplified physically-based models have also been used to produce synthetic waves and surf [17, 21] . While the techniques mentioned above have been able to generate impressive results of compelling realism, a custom-tailored model must be developed for each type of simulated phenomena. Furthermore, such simulations are for the most part expensive and, more importantly, the resulting animations can be difficult to control. In contrast, as we shall see, statistical learning of TVTs is an extremely general, automatic, and fast alternative, provided that an example of the desired result is available.
Heeger and Bergman [18] applied their texture synthesis technique to the generation of 3D solid textures (in addition to 2D texture images). However, in a solid texture all three dimensions are treated in the same manner, whereas in a 3D TVT the temporal dimension must be treated differently from the two spatial dimensions, as shall be explained in the next section. Another difference between their work and ours is that their method learns the statistical properties of a 2D texture and then generates a 3D texture with the same properties, whereas our method analyzes a 3D signal (TVT) directly.
Overview of Approach
Texture images are examples of approximately stationary 2D signals. We assume such signals to be generated by stochastic processes. This paper introduces a new approach for the statistical learning of such signals:
1. Obtain one or more training samples of the input signals.
2. Construct a hierarchical multi-resolution analysis (MRA) of each signal sample.
Each MRA is represented as a tree, assumed to have emerged from an unknown stochastic source.
3. Generate a new random MRA tree by statistically merging the MRA trees of the input samples.
4. Transform the newly generated MRA back into a signal, yielding a new texture that is statistically and perceptually similar to each of the inputs, but at the same time different from them.
Note that the procedure outlined above is applicable to general n-dimensional signals, although it is practical only for small values of n (since its time and space complexities are exponential in n).
Since the tree merging algorithm in stage 3 above involves random sampling, each invocation of the algorithm results in a different output texture. Thus, many different textures can be produced from the same input. If all of the input samples are taken from the same texture, we obtain a 2D texture synthesis algorithm similar to that of De Bonet [8] . If the input samples come from different textures, the result is a mixed texture.
A naive extension of the above approach to generation of TVTs would be to independently synthesize a new frame from each frame in the input sequence. However, this method fails to capture the temporal continuity and features of the input segment. In contrast, the approach presented in this paper is to synthesize all three dimensions of the TVT simultaneously.
As in the 2D texture case, we assume that a time-varying texture is generated by a stochastic process. It is a 3D signal S(x, y, t), where x and y are the spatial coordinates of the signal (pixel coordinates in each frame), and t is the temporal coordinate (frame number). By applying the approach outlined above to 3D signals, with an appropriately chosen MRA scheme, we obtain a statistical learning algorithm for TVTs.
Discussion
The current work extends previous methods for 2D texture synthesis to the case of texture movies. This extension is by no means straightforward, as several important issues must be dealt with.
The most significant difference between the two problems stems from the fundamental difference between the temporal dimension of TVTs and the two spatial dimensions. In a 2D texture, one cannot define a single natural ordering between different pixels in the image: a human observer looks at the entire image, rather than scanning the image from left to right, or from top to bottom. Thus, the x and y dimensions of the image are treated in the same way by 2D texture synthesis methods. In contrast, there is a clear and natural ordering of events in a texture movie, and a human observer watches the sequence in that order (from the first frame to the last). This indicates that the temporal dimension should be analyzed differently from the spatial ones.
Another practical difficulty with TVT synthesis stems from the higher dimensionality of the texture. A naive extension of the 2D analysis filters into 3D drastically increases the MRA construction time. Moreover, a naive extension of the 2D synthesis technique into 3D results in prohibitive synthesis times. Therefore, we have introduced various modifications both in the analysis and the synthesis stages of TVTs.
Finally, the methods that deal with 2D texture synthesis usually operate on an n ¢ n image.
However, in the texture movies case the input movie usually has dimensions n¢n¢r where r n. This must be properly accounted for in the analysis and synthesis stages.
Overview of the paper
The rest of this paper is organized as follows. In the next two sections (2 and 3) we review the mathematical background necessary for the detailed exposition of our approach. Section 4 presents the multiple source statistical learning algorithm. In Section 5 we demonstrate the application of our algorithm to 2D texture synthesis and texture mixing. In Section 6 we describe the extension of our algorithm to the synthesis of TVTs. Section 7 concludes this work and offers directions for future work.
Statistical Learning
We first informally define and explain a few terms needed for our discussion. [3, 2] provide a theoretical formulation of statistical modeling of signals by multi-resolution structures. In particular, these results consider a generative stochastic source (that can randomly generate multi-resolution structures), and study their statistical properties. They show that stationary signals (informally, a signal is stationary if the statistics it exhibits in a region is invariant to the region's location) can be represented and generated in a hierarchical order, where first the coarse, low resolution details are generated, and then the finer details are generated with probability that only depends on the already given lower resolution details. In particular, hierarchical representation was successfully applied to modeling the statistics of two-dimensional textures [8, 10] .
The assumption that the signal is emitted from a stationary source entails that its pyramidal (tree) representation exhibits the following property. All the paths from the root to all nodes of the same level have the same distribution and any such path can be effectively modeled via a finite order stochastic process. We adopt this view and develop an algorithm that learns the conditional distributions of a source. We transform the sample to its multi-resolution, tree representation and learn the conditional probabilities along paths of the tree, using an estimation method for linear sequences. Thus, the problem is reduced to one of learning statistical sources of sequences, which are simply paths in the representing tree.
The particular estimation algorithm for sequences we chose to use is an extension of the algorithm due to El-Yaniv et al. [16] , which operates on sequences over a finite alphabet, rather than on real numbers. Given a sample sequence S, this algorithm generates new random sequences which could have been generated from the source of S. In other words, based only on the evidence of S, each new random sequence is statistically similar to S. The algorithm generates the new sequence without explicitly constructing a statistical model for the source of S. This is done as follows: suppose we have generated s i , the first i symbols of the new sequence. In order to choose the next, (i + 1)-st symbol, the algorithm searches for the longest suffix of s i in S. Among all the occurrences of this suffix in S, the algorithm chooses one such occurrence x uniformly at random and chooses the next symbol of s i to be the symbol appearing immediately after x in S. This algorithm has been adapted to work on paths of tree representations, i.e., sequences of vectors of real numbers, as described in Section 4.
Wavelets and Steerable Pyramids
Wavelets have become the tool of choice in analyzing single and multi-dimensional signals, especially if the signal has information both at different scales and localizations. The fundamental idea behind wavelets is to analyze the signal's local frequency at all scales and locations, using a fast invertible hierarchical transform. Wavelets have been effectively utilized in many different fields. A comprehensive review of wavelets applied to computer graphics can be found in a book by Stollnitz, Salesin, and DeRose [29] .
A wavelet representation is a multi-scale decomposition of the signal and can be viewed as a complete tree, where each level stores the projections of the signal, with the wavelet basis functions of a certain resolution (at all possible translations of the basis functions).
In this work we use two different types of wavelets: the Daubechies wavelets [7] and the steerable pyramid [25] . The steerable pyramid transform is used to analyze 2D texture images and the spatial dimensions of texture movies. Daubechies wavelets are used to analyze the TVT's temporal dimension. Thus, for sound textures we use only the Daubechies wavelets, and for 2D textures we use only the steerable pyramid (as described in Section 5). For texture movies we use a combination of both transforms as described in Section 6.
The Daubechies wavelet is a one-dimensional wavelet that produces a series of coefficients that describe the behavior of the signal at dyadic scales and locations. The Daubechies wavelet transform is computed as follows: Initially, the signal is split into lowpass/scaling coefficients by convolving the original signal with a lowpass/scaling filter (denoted in this paper by¨) and the wavelet/detail coefficients are computed by convolving the signal using a Daubechies wavelet filter (denoted ©). Both responses are subsampled by a factor of 2, and the same filters are applied again on the scaling coefficients, and so forth.
The steerable pyramid is a multi-scale, multi-orientation linear signal decomposition. This wavelet has several superior properties compared to traditional orthonormal wavelets, especially with respect to translation and rotation invariance, aliasing and robustness due to its nonorthogonality and redundancy. The steerable filter is produced as follows: Initially, the signal is split into low and highpass subbands. The lowpass subband is then split into a set of k oriented bandpass subbands using k oriented filters (denoted in this paper by ª i ) and a new lowpass subband is computed by convolving with a lowpass filter (denoted ¢). This lowpass subband is subsampled by a factor of 2 in each direction and the resulting subsampled signal is processed recursively. Simoncelli et al. [25] provide a detailed exposition on steerable pyramids and further references.
A wavelet representation can be transformed back into the original signal using a fast hierarchical inverse transform. The computation proceeds from the root of the tree down to the leafs, using filters that are complementary to those used in the wavelet transform.
Statistical Learning Algorithm
In this section we describe a general algorithm for sampling the most likely mutual source of stationary n-dimensional signals. Section 5 describes the specialization of this algorithm to the tasks of synthesizing and mixing 2D textures. Section 6 describes the extensions necessary for applying this algorithm to TVT synthesis.
The outline of our approach is as follows: given k n-dimensional signals as input we construct a 2 n -ary tree representing the wavelet-based multi-resolution analysis (MRA) of each signal. From the point of view of our synthesis algorithm, each signal is now encoded as a collection of paths from the root of the tree towards the leaves. It is assumed that all the paths in a particular tree are realizations of the same stochastic process. The task of the algorithm is to generate a tree whose paths are typical sequences generated by the most likely mutual source of the input trees. From the resulting tree, a new n-dimensional signal is reconstructed by applying a process inverse to the MRA.
Tree merging. Given k source signals represented by their MRA trees T 1 , , T k with corresponding priors (weights) 1 , , k , such that È i = 1, our algorithm generates a new tree by merging together paths present in the source trees. The algorithm is described in pseudocode in Figure 1 . The generation of the new tree proceeds in breadth-first order (i.e., level by level). First, we randomly select one of the input trees T i (according to the given priors). The root value of T i along with the values of its children are copied into T. Now, let us assume that we have already generated the first i levels of the tree. In order to generate the (i + 1)-st level we need to assign values to 2 n children nodes of each node in level i. Let x i be a value of such a node, and denote by x i 1 , x i 2 , , x 1 the values of that node's ancestors along the path towards the root of the tree. The algorithm searches the i-th level in each of the source trees for nodes y i with the maximal length¯-similar path suffixes y i , y i 1 , , y j , where¯is a user-specified threshold and i j 1. Two paths are considered¯-similar when the differences between their corresponding values are below a certain threshold. This computation occurs in the routine CandidateSet in Figure 1 . One of these candidate nodes is then chosen and the values of its children are assigned to the children of node x i . In this way a complete new tree is formed.
Improvements. The tree merging algorithm described above requires the examination of k2 ni paths in order to find the maximal¯-similar paths, for each of the 2 ni nodes x i on level i. However, most of the computation can be avoided by inheriting the candidate sets from parents to their children in the tree. Thus, while searching for maximal¯-similar paths of node x i the algorithm only examines the children of the nodes in the candidate sets that were found for x i 1 while constructing the previous level. This improvement is especially important in the case of the 3D texture movies, as described in more detail in section 6.
Synthesizing Textures of Arbitrary Dimensions
The algorithm described above constructs an output tree T of the same size as the input trees T 1 , , T k . It is easy to construct a larger (deeper) output tree as follows. Let d be the depth of the input trees. In order to construct an output tree of depth d + 1 we first use our merging algorithm 2 n times to compute 2 n new trees. The roots of those trees are then fed as a low resolution version of the new signal to the MRA construction routine, which uses those values to construct the new root and the first level of the new MRA hierarchy.
In this manner it is possible to generate 1D sound textures of arbitrary length from a short Input: Source trees T 1 , , T k , priors 1 , , k , thresholdŌ utput: A tree T generated by a mutual source of T 1 , , T k
Initialization:
Randomly choose T i according to the priors 1 ,
Randomly choose a node y ij from set C j endfor foreach j = 1 to k Figure 1 The n-dimensional tree-merging algorithm input sample of the sound. The same is true for our 2D texture synthesis algorithm. From a small input 2D texture we can synthesize a much larger texture (as will be demonstrated in Section 5). However, in the case of 3D TVTs, this approach often results in a noticeable temporal discontinuity.
Threshold Selection
The threshold¯is used in our algorithm as a measure of similarity. Recall that in the original suffix learning algorithm [16] , the linear sequences contain discrete values. In order to extend the algorithm to sequences of continuous values we use the following similarity criterion. Two paths from nodes x and y to the root of the MRA tree are considered similar if the difference between their values (at each corresponding node along the suffix of length m of the path) are below a certain threshold. If two paths are similar, we can continue one with values from the other, while still preserving the fact that they emerged from the same stochastic source as shown in [16] . In our implementation of this algorithm we use leveldependent similarity criteria for tree paths. Specifically, lower resolution levels of the tree have looser similarity criteria than higher resolution levels, and therefore a larger threshold is used at lower levels. This adaptive measure was chosen because the human visual system is more sensitive to high frequency information.
The selection of the threshold has a big impact on the outcome of the algorithm. Selecting a larger threshold causes the outcome to differ more strongly from the input (the actual difference depends on the type of the input sample, as well as on the value of the threshold). On the other hand, a small threshold can cause the outcome to be a copy of the input. Thus, by leaving the threshold selection to the user, the user is supplied with a powerful tool to achieve the desired outcome. Usually, the thresholds used for synthesizing structured 2D textures are lower than the ones used for synthesizing unstructured textures. This is due to the fact that in the resulting texture we would typically like to retain the large features of the structured texture. Allowing for too large a threshold in such a texture can "break" such features by incorporating random values in wrong places. In the case of texture movies however, selecting the threshold can prove to be a difficult task, since it is harder for the user to assess the scale of the structure present in the temporal dimension of the sequence. We address this problem in Section 6, and show how to automatically choose the threshold in this case.
2D Texture Synthesis and Mixing
In this section we describe the application of our statistical learning algorithm to the task of synthesizing and mixing 2D textures and discuss the differences between our algorithm and that of De Bonet [9, 8, 10] . input texture synthesized texture Figure 2 Texture synthesis examples. The synthesized textures are four times larger than the input ones. As described in Section 4, these larger textures were generated by applying our algorithm four times on the same input. Because our algorithm generates a different texture each time, the enlarged texture does not appear tiled.
Texture Synthesis
As explained in the previous section, our statistical learning algorithm begins by constructing an MRA representation for each input sample of the signal. The MRA representation we use to analyze 2D textures is the steerable pyramid [25] described in Section 3 with four subband filter orientations (0, 45, 90, and 135 degrees). Color is handled by treating each of the three (red, green, and blue) channels separately. Thus, each node in the MRA tree contains a vector of length 12 (4 filter responses for each of 3 color channels). To obtain the k input trees for our tree merging algorithm, we select k large regions in the input texture (overlapping and slightly shifted with respect to each other). A steerable pyramid is then constructed for each region, yielding k MRA trees. The trees are assigned equal priors of i = 1 k. In practice, we found that two or three regions are sufficient for satisfactory results. Our learning algorithm uses these trees to generate a new random MRA tree, which is then transformed back into a 2D image.
Three different examples of textures synthesized by our algorithm are shown in Figure 2 . Each row shows a pair of images: the left image is the original texture from which the source trees were generated, and the right image is a synthetic texture, larger than the source by a factor of two in each dimension. Additional examples can be found at: http://www.cs.huji.ac.il/˜zivbj/textures/textures.html
Texture Mixing
Texture mixing is a process of generating a new texture that contains features present in several different input textures. Our statistical learning algorithm can be used to mix textures in new creative and interesting ways. Instead of feeding the algorithm with several samples of the same texture, we provide it with samples of several different textures. Since our algorithm produces a new MRA tree by sampling the mutual source of all the input trees, the resulting texture exhibits features from all the input textures. Note that this method is different from simply averaging the transform coefficients, since each value comes from exactly one input tree. This allows the algorithm to produce a texture that has features from all input textures, while the merging still looks natural (due to the constraints imposed by the statistical learning algorithm). Figure 3 demonstrates the differences between simple texture blending (3a), blending of MRA coefficients a la Burt and Adelson [5] (3b), and our technique (3c). Two additional texture mixing examples are shown in Figure 4 .
The following problem may arise during texture mixing. When the input textures are very different from each other, the algorithm tends to "lock on" to one of the input trees very early. As a result, starting from a high level node in the generated MRA its entire subtree comes from only one input texture. The result is a large non-mixed area in the output image. A possible solution to this problem is to increase the threshold, relaxing the similarity constraints on the path continuations. However, this solution often results in a blurry outcome.
In order to solve the locking problem we try to allow at least one candidate from each input tree to participate when selecting the continuation of a path in the synthesized tree high levels. In order to still be able to preserve strong large features we compute and store in each node of the input trees the cumulative sum of absolute values along the path from the root to that node. This value tends to be large in areas where a strong edge feature is found. When choosing among different candidates, we increase the probability of a candidate according to the magnitude of its cumulative sum.
More specifically, we modify our algorithm as follows. When looking for candidates to continue a node x we make sure that there is a non-empty candidate set for each of the input trees (the threshold is increased until the candidate set becomes non-empty). A single candidate is uniformly chosen from each candidate set, as before. Now, instead of choosing among these candidates based on the distribution £ = £ j , we choose the candidate with the highest cumulative sum.
Note that this modified method prefers learning from input tree nodes supporting regions in the texture that exhibit a strong global structure. This is so, because in such regions the steerable filter has a strong response onemphall levels. In smoother regions any of the input textures can be learned. For example, in a brick wall the edges between the bricks will be learned from the brick texture, while the texture inside the bricks might come from other less structured textures.
Comparison With De Bonet's Algorithm
As mentioned earlier the application of our algorithm to the task of 2D texture synthesis is similar to De Bonet's method [9] . However, there are in fact several important differences between the two approaches. After explicitly stating our algorithm, we can now explain those differences in detail.
The most important distinguishing feature of our algorithm is that our tree merging routine takes several texture samples as input and constructs a texture that could have been produced by a mutual source of the input samples. In contrast, De Bonet's algorithm operates on a single texture sample. Using several input samples makes our algorithm more robust and less sensitive to the position of specific features in the input texture. Another practical implication of this difference is that our approach enables us not only to generate textures similar to the input one, but also to synthesize mixtures of different textures, as illustrated in Section 5.2. It should be noted that De Bonet and Viola briefly mention the possibility of extending their approach to multiple input examples [11] .
A second difference is that when our algorithm generates level i tree nodes, we are actually looking at nodes in level i 1. For each such node x we are looking for nodes in the analysis pyramids (in the same level i 1) that have paths similar to x. Once we choose a candidate node x ¼ from this set, we copy the values of all the children nodes of x ¼ to the children nodes of x. Since, according to our algorithm, x and x ¼ have the same stochastic source, we would like to imitate this source when generating level i values, thus generating all the children values together. In contrast, when De Bonet's algorithm generates level i nodes, each node in that level is generated separately and independently of its siblings. This can result in more discontinuities in the synthesized texture.
A third difference between our approach and De Bonet's is in the selection of the candidates from which a continuation of a node x is chosen. In both methods, candidates are chosen based on similarity between paths in the tree. De Bonet's method always considers the entire path from the root of the tree to the candidate node. In contrast, our method looks for the¯-similar paths of maximal length, including those that do not reach all the way up to the root. Thus, it is possible to choose nodes with paths that do not have similar values in the top levels, but only in the lower levels. As a result, we consider more candidates, allowing for a more varied texture.
In practice, the results produced by our synthesis algorithms are of comparable quality to those provided by De Bonet on his web pages 1 .
Synthesis of Time-Varying Textures

MRA Construction
As explained in Section 4, the first step in our approach is the construction of an MRA tree of the input signal. In the case of texture movies, the input signal S(x, y, t) is threedimensional and hence we construct the MRA by applying a 3D wavelet transform to the signal. The goal of this transform is to capture both spatial and temporal characteristic features of the signal at multiple scales. Since the steerable pyramid transform was found very well-suited for the analysis of 2D textures, our first inclination was to use a 3D variant of the steerable pyramid. However, steerable filters are non-separable and have a wide support (the 2D steerable sub-band filters we used were 9 ¢ 9). Repeated convolution of a 3D signal with multiple 9 ¢ 9 ¢ 9 3D filters is quite expensive: it requires 2 ¡ 9 3 = 1458 floating point operations for each pixel in each frame. Also, designing a set of properly constrained filters for the construction of a steerable pyramid is not a trivial task even in 2D [19] . Finally, in the case of TVTs the signal has different characteristics along the temporal dimension from those it exhibits in the spatial dimensions. While in the temporal dimension there is a clear natural ordering of the frames, there is no prominent natural ordering of the pixels in a single frame. Thus, it does not necessarily make sense to use filters that are symmetric in all three dimensions.
We have also experimented with separable 3D wavelet transforms defined as a cartesian product of three 1D transforms, but they failed to adequately capture the spatial constraints between features in the TVT. The resulting sequences often exhibited strong discontinuities and blocky appearance.
Because of the above considerations, we decided to use a specially designed 3D transform defined by a cartesian product between the 2D steerable transform (applied to the spatial dimensions) and an orthonormal 1D wavelet transform (applied to the temporal dimension). Thus, our transform is semi-separable: it is non-separable in 2D, but the time dimension is separable from the other two.
Building the Pyramid
Assume for now that the input signal S is given as a cubic 3D array of size n ¢ n ¢ n (we shall lift this restriction in Section 6.2). One way to think of this 3D array is as a stack of 2D slices, where each slice is a frame in the sequence. An alternative way to think about it is as a bundle of n 2 1D arrays, where each such array is a temporal sequence of values corresponding to a particular location (x, y).
In order to describe the MRA construction procedure we use the notation introduced in Section 3. Let¨and © denote the scaling function and the wavelet analysis filters of the 1D wavelet transform, respectively. Each of these filters is convolved with a sequence of length N to produce N 2 coefficients. Let ª i denote the i-th sub-band steerable filter, which is convolved with an N ¢N image to produce an N ¢N response. Let ¢ denote the steerable low-pass filter, which is convolved with an N ¢ N image to produce an N 2 ¢ N 2 lowpassed image (the convolution is followed by downsampling by a factor of 2).
The construction of the MRA pyramid proceeds as follows (see Figure 5) . Given a 3D TVT we first apply once the analysis filters¨and © on the n 2 temporal sequences S(x, y, £). The asterisk symbol £ is used here to denote the full range of values between 1 and n. Thus, S(£, £, t) stands for the entire t-th frame (time slice) of the signal, while S(x, y, £) denotes the vector of values of the (x, y) pixel in all of the different time frames. Each temporal sequence of length n is thus decomposed to n 2 scaling coefficients S¨and n 2 detail coefficients S © . Viewing the n 2 ¢ n 2 scaling coefficients as a stack of n 2 slices, the 2D steerable transform is now applied n 2 times, once on each slice. Each steerable transform results in k sub-band responses S ª i and in a single downsampled low pass response S ¢ . All of the detail coefficients S © and the sub-band response values S ª i are stored as the values of the nodes at the bottom level of the pyramid. The same procedure is then repeated again on the downsampled low pass responses in order to compute the next level of the pyramid. The pseudocode for this procedure is given in Figure 6 .
Stage 1: apply 1D wavelet transforms Figure 6 Constructing the -th level of the MRA After constructing the -th level of the MRA we are left with n¢n¢n 2 nodes for this level and a downsampled low pass version of the signal S ¢ (£, £, £), which is then fed again to the same procedure to compute level 1, and so forth. Since S ¢ is downsampled by a factor of two in each of the three dimensions, each node in level 1 is considered a parent for eight nodes in level . Eventually, we construct level = 1, where we have four nodes and a single value representing the low pass average of the entire sequence. This value is stored at the root (level zero) of the tree. Thus, we obtain a tree whose root has four children, but otherwise it has a branching factor of eight. Each internal node of the tree contains a vector of 3(k + 1) values: k subband responses and one detail coefficient for each of the three color channels.
In order for us to be able to learn the new TVT based on the MRA representation of the input TVT, it is imperative that the 3(k + 1) values stored in each tree node are responses corresponding to the same location in the input signal. This is indeed the case in our construction. We associate S © (x, y, t) and S ª i (x, y, t) with the same node in the MRA. Note that S © (x, y, t) represents the responses of the pixels in the original frames 2t 1 and 2t at location x, y to the temporal filter (since we subsample by a factor of two). S ª i (x, y, t) represents the responses of the same pixels to the steerable filter, since it was applied to the scaling coefficients corresponding to the same pixels.
Since both the 1D orthonormal wavelet transform and the steerable transform are invertible, so is our 3D transform. More precisely, given a TVT of dimensions n 2 ¢ n 2 ¢ n 2 that was reconstructed at level 1 we reconstruct level in the following way: First we apply the inverse steerable transform on each of the n 2 slices of size n 2 ¢ n 2 using the values of the steerable subband responses that are stored in the nodes of level . This results in n 2 slices each of size n ¢ n. We now apply the inverse temporal filter using the values of the highpass temporal filter that are stored in the nodes of this level. This results in an n ¢n¢n TVT. We repeat this process until we obtain a TVT of the same size as the input one.
Implementation Specifics
The 1D orthonormal wavelet we use for the analysis along the temporal dimension is a Daubechies filter of length 10 [7] . For the spatial domain analysis we use the steerable pyramid [25] with four subband filter orientations (0, 45, 90, and 135 degrees). Color is handled by treating the red, green, and blue components separately. Thus, the values at each node of the MRA hierarchy are vectors of length 15 in its high levels (where we analyze the TVT as a cube) and of length 12 in its lower levels.
Handling non-cubic TVTs
The MRA construction algorithm described above assumes that the input signal has di- There are many possible strategies to handle non-cubic TVTs. We have experimented with the two strategies described below. 
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q signal, and apply our 3D transform to it. Thus, the resulting pyramid has branching degree 4 in its m q bottom levels, and branching degree 8 in the remaining levels.
Based on the results of our experiments, we chose the second strategy. We believe that this strategy produces better results because in the resulting tree the nodes containing both temporal and spatial response values are located closer to the root. Thus, all three dimensions of the sequence are taken into account at the early stages of the learning process, i.e., when the overall structure of the output TVT is being formed. The finer spatial details of each frame are filled in later, without any further temporal constraints.
Synthesis Algorithm
Once the MRA of an input texture movie has been constructed, we use the statistical learning algorithm described in Section 4 (specialized to the case of a single input sample) to generate a new random MRA tree from which a new movie is reconstructed. Below we describe the automatic threshold selection algorithm we developed for TVT synthesis and some important optimizations.
Threshold Selection
It was already explained in Section 4.2 that we cannot expect the user to select an appropriate threshold for the temporal dimension of 3D TVTs, because it is difficult to assess the size of the temporal features in the sequence simply by observing it. Our technique for choosing a threshold for the temporal dimension is inspired by wavelet compression methods for images [12] . The idea behind wavelet compression is to zero out coefficients with L 1 norm less than some small number a. This decimation of the coefficients results in little perceptual effect on subjective image quality. By the same token, we assume that switching is permitted between coefficients whose values are no more than 2a apart. Thus, we let the user specify a percentage p. We then compute the interval [ a, a] containing p percent of the TVTs temporal coefficients. The temporal threshold value is then set to 2a.
Reducing the Number of Candidates
A naive implementation of the tree synthesis algorithm requires the examination of all the nodes at level i in the original tree in order to find the maximal¯-similar paths for every q nodes in the new tree, so applying the naive algorithm results in a number of checks that is quadratic in this number. Since each node has 3k values, and for each such value we check a path of length m 1, this exhaustive search makes the synthesis of high-dimensional signals impractically slow. However, as briefly mentioned in Section 4, much of the search can be avoided by inheriting the candidate sets from parents to their children in the tree. Thus, while searching for maximal¯-similar paths of node v i the algorithm must only examine the children of the nodes in the candidate sets that were found for v i 1 while constructing the previous level. The result is a drastic reduction in the number of candidates. The actual number of candidates depends of course on the threshold, but in almost all cases we found that the number is very small (between 4 and 16). In the case of our 3D TVTs we found that this improvement reduced the synthesis time from weeks to just a few minutes.
Results
We tested the TVT synthesis algorithm described in this paper on many different examples of texture movies, including both natural and synthetic video sequences. The threshold for the temporal responses was obtained as described in Section 6.3, with p usually between 70 and 80 percent. All input and output texture movies were of size 256 ¢ 256 ¢ 32, and were generated on a Pentium II 450MHz with 1GB of RAM. Each movie clip took about 10 minutes to generate. Waterfall See rows 1 and 2 in Figure 7 . The differences between the original and synthesized clips are noticeable both in the static structure of the waterfall, and in the water flow. These differences are particularly apparent in the left hand side and at the top of each frame.
Crowd See rows 3 and 4 in Figure 7 .
Volcano See rows 5, 6, and 7 in Figure 7 . Here we show two different synthesized clips.
Clouds The original sequence in this case is also synthetic. See rows 1 and 2 in Figure 8 .
Fire See rows 3 and 4 in Figure 8 .
Jellyfish See rows 5 and 6 in Figure 8 .
In all of these cases, our synthesis algorithm has succeeded in producing texture movies which closely resemble the original sequences, yet exhibit various readily apparent differences.
We have also extensively experimented with the specialization of our algorithm to the task of sound texture synthesis (1D signals). The resulting sound synthesis algorithm is described in another paper [1] .
Limitations
Our algorithm stores in main memory both the MRA constructed from the input signal and the MRA that is being generated. The resulting memory requirements are quite substantial. Specifically, on a workstation with 1GB of RAM our implementation currently generates short movies (32 frames at 256 ¢ 256 resolution, and 128 frames at 128 ¢ 128). Although longer frame sequences can be generated by creating several short ones and concatenating them while blending their boundary frames, this approach often introduces excessive blur in the blended frames and does not result in a desired "typical" TVT.
In several synthesized texture movies, occasional spatial and temporal discontinuities can be seen. This results from the tree-based nature of the synthesis algorithm. Neighboring spatio-temporal regions in the movie can sometimes be far apart in the MRA tree structure.
In those cases the constraints between such regions are weaker than they should be.
Our approach assumes that the frames are filled with texture in a relatively homogeneous manner; the method does not respond well to large changes in the size of texture features across the frames, which can occur for example due to perspective foreshortening. Large static objects in the field of view also interfere with successful synthesis. The method works best when the camera appears to be stationary.
Conclusions and Future Work
We have described a method, based on statistical learning and multi-resolution analysis, for generating new instances of textures from input samples. While most of the previous work in this area has focused on the synthesis of 2D textures [8, 18, 34] , our technique also enables the synthesis of mixed 2D textures that simultaneously capture the appearance of a number of different input textures. The ability to produce such mixes will undoubtedly enhance the creative abilities of artists and graphics designers. We have also extended texture synthesis from the domain of static textures to time-varying textures: 1D sound textures and 3D texture movies. Our experiments demonstrate that our techniques are robust, and work on a large variety of textures.
The work described in this paper is just the first step towards building a complete system for automatic generation of special effects from examples. There are many ways to further enhance and extend our approach.
Longer movies. At present, our algorithm produces movie clips of the same length as the input clip. Longer clips can be generated by concatenating their MRA trees, but this often results in a temporal discontinuity. Thus, a more drastic change in the algorithm is needed in order to be able to generate arbitrarily long frame sequences. We would like to develop an algorithm capable of adding more frames to a prefix frame sequence that has already been computed, without having to construct the entire MRA tree of the longer sequence.
Full integration of sound and picture. Currently, the synthesis of the movie and its soundtrack are completely independent. We would like to extend our algorithms to take into account constraints between these two modalities, and to synthesize them in a synchronized fashion.
Movie mixing. It should be possible to extend the technique for 2D texture mixing described in Section 5.2 to generation of "movie mixtures".
Classification. Methods for statistical learning of 2D texture images have been successfully applied not only to texture generation, but also to texture recognition and image denoising [10] . These applications are made possible by realizing that the statistical learning of 2D textures implicitly constructs a statistical model describing images of a particular class. Similarly, our approach for TVT generation can be used as a statistical model suitable for describing TVTs. Therefore, it should be possible to apply this statistical model for tasks such as classification and recognition of such movie segments.
