An (m, n; U, v; c)-system is a collection of components, m of valency u -1 and n of valency v -1, whose difference sets form a perfect system with threshold c. If there is an (m, n; 3, 6; c)-system, then m 22~ -1; and if there is a (2c -1, n; 3, 6;c)-system, then 2c -12 n. For all sufficiently large c, there are (2c -1, n; 3, 6; c)-systems at least when n = 1 or 2 and, in particular, (2c -1, 1; 3,6; c)-systems which have a certain splitting property enabling them to be pulled apart nicely.
and D(A) = {b(i, j): 1 c i <is v}:
we call A a component and D(A) the difference set of the component A; and we say that both these sets have valency v. We display difference sets as difference triangles as in Fig. 1 : in view of (l) , these triangles have the property that the apex entry of any subtriangle with base on the bottom row is the sum of the entries on that base. The relationship between difference sets and components is determined up to the replacement of b ( 
then we say that the components A,, 1 or urn, form an (m,, m2; ul, u,; c)-system, taking, by convention, ui < u2. For example, the components 3, 8, 22, 26, 32) form a (5,l; 3,6; 3) -system, the associated difference sets D(A,), 1 C r c 6, being displayed as difference triangles in Fig. 2 .
Research on perfect systems is surveyed, up to 1983, in [l] . Our starting point here is some more recent investigations reported in [9] [10] 121 27  25  30  32  15 12  16  9  17 13  26 29  22 23 24  31  28  8 19 18 10  20 11  21 7  3  5144  6 Fig. 2. The difference sets (triangles) of (5,l; 3,6; 3)-system. results in which are summed up in the following theorem (taking into account also further improvements presented in [ll, 31; note that as a consequence of these improvements we may also drop the clauses allowing possible exceptions in [9, Theorem 61 ).
Theorem A. (i) If there is an (m, n; u, 6; c)-system with u = 3 or 4, then ma2c-1.
(ii) Zf there is a (2c -1, n; 3, 6; c)-system, then 2c-l>n. Now, as observed in [8] , some perfect systems have a certain splitting property which allows them to be pulled apart and reassembled. More formally, suppose that d={A,:l~r<m} is an (m,, m2; ul, u,; c)-system, where m = m, + m,; and let x be a fixed integer, with c <x, and p be an arbitrary nonnegative integer. Define new components Asp), 1 G r s m, by (6a)
The (ml, mz; uIr u2; c)-system L& is said to have a split at x, when, for all p 3 0, ril D(Asp') = {d: c~d<x}U{d':x+p<d'<c+l+p}, (6b) where I is given by (3) . Thus, to continue with our example, the (5,l; 3,6; c)-system illustrated in Fig. 2 has a split at 14. Indeed, as a complement to Theorem A(iii), it is shown more generally in [9] that there is a (2c -1, 1; 3, 6; c)-system with a split at 3c + 5 for all c > 3, except possibly for c = 22, 33 and 34. This prompts our present object of enquiry: the existence of (2c -1, 1; 3, 6; c)-systems with a split at 3c + 6n -1, which, by [8, (16)] , is the lowest value at which such systems can have a split.
To begin with, following on from [lo] , we obtain, in Section 2, a structural description of such systems which provides a partial converse to the constructive results in [9] . This leads to our first main result which strengthens (5) for this type of system and reveals something of the attraction of concentrating on them. Theorem 1. Suppose that there is a (2c -1, n; 3, 6; c)-system with a split at 3c + 6n -1. Then:
there is a (2c* -1, n; 3, 6; c*)-system with a split at 3c* + 6n -1 for all sufficiently large c* depending on c and n.
With Theorem 1 in hand, it remains to seek out the ingredients of our structural description. Our findings, given in Section 3, are, interestingly enough, mixed; they allow us to state our second main result.
Theorem 2. (i)
There is a (2c -1, n; 3, 6; c)-system with a split at 3c + 6n -1 for some c depending on n, and so for all sufficiently large c depending on n, at least when n = 1, 5, 6 or 7.
(ii) There are no (2c -1, n; 3, 6; c)-systems with a split at 3c + 6n -1 at least when n = 2,3 or 4.
The results discussed here may be seen to advantage in the context of the so-called critical perfect systems. A key necessary condition for the existence of perfect systems of difference sets is the BKT Inequality (for which see [l; pp. 6-71 and [2, 5, 12-13) ); and a perfect system is said to be critical when the BKT Inequality holds with equality (note that, in [9-lo] , the term extremal is used instead of critical for these systems). Now, (4) is in fact a vestigal instance of the BKT Inequality, so the perfect systems of difference sets associated with (2c -1, n; 3, 6; c)-systems are critical; the implications of this are made explicit in (10). Thus this paper continues the study of critical perfect systems made in [12-131, giving , in particular, more information, on such systems which have some components of even valency.
Further, in the spirit of the speculative discussion in [9, Section 71, critical perfect systems with splits also provide a test for the multiplication theorem for perfect systems (for which see [l, ; the theorem is also discussed in [ll, . Because the properties of being critical and splitting are both preserved under this multiplication (see [S] ), the impossibility of multiplication in some cases may be inferred from the non-existence of certain critical perfect system with splits. From [9, Section 71, if (7a) were strengthened to 2c-1>5n,
then the multiplication theorem would not apply in the case of perfect systems with some components of valency 5 or greater.
Unfortunately, there does not appear to be any useful a priori criterion for the existence of perfect systems with splits and, as with Theorem 2, searches seem to yield mixed results. If Theorem 2(i) holds more generally for it 5 5 or for all sufficiently large n, then an inequality as strong as (7b) is unlikely to hold, whereas if exceptional values of n as in Theorem 2(ii) persist, (7b) remains possible. The speculation in [9, Section 71 was suggested by some general patterns for n full, pairwise disjoint difference sets of valency 5 (see [9, Lemma 41) which were used for n = 1 and 2 to obtain Theorem A(iii) and (iv). But it now transpires that this approach is less effective than the present one, provided always that we do have some perfect systems which split to begin with (see Section 3).
In the sequal [4] , we return to this earlier approach for the cases II = 2, 3 and 4. But we also find that it is not so general as might at first appear, being in fact applicable only for 1 G n c 7 and n = 10. Thus, either way, the situation for general n remains open.
The structure of split systems
In the following, adding subscripts and asterisks to the notation in (1) in the obvious way, 
the difference sets for these components are illustrated in Fig. 3 .
We also write 
If d is a (2c -1, n; 3, 6; c)-system, then the associated perfect system of difference sets is critical as explained in Section 1. As an instance of the structural properties of such systems (set out, for example, in [l, p. 241 and [12] ), we have the following refinement of (2a) 
(We might, in fact, take (10) as the definition of critical in this case). Moreover, if & is a system of this sort with a split at 3c + 6n -1, then, considering [8, p. 3911 , there is no loss of generality (on taking mirror images of difference triangles as need be) in supposing that, with x = 3c + 6n -1 in (6a), Then, from (6b), it follows that, superimposed on (lo), we also have (B, \B3,3) U BL, U B4.5 U B ;,,={d:c~d<3c+6n-1)
(This brings out clearly the meaning of the splitting property in this case.) A schematic representation of (10) and (11) is shown in Fig. 4 .
sets (triangles) of a (2c -1, n; 3, 6; c)-system with a split at 3c + 6n -1 indicating (10) (unbroken lines) and (11) (broken lines).
We approach the proof of Theorem 1 in the remainder of this Section through a series of definitions and lemmas. While these relate to split systems, our choice of presentation is influenced by the wish to draw on this work in the sequel [4] when we come to construct systems without splits.
First of all, as we see in Lemma 1, in considering the components of valency 5 in a (2c -1, n; 3, 6; c)-system with a split at 3c + 6n -1, it is useful to introduce the notion of a (poised) spread and its c-expansion. We mean by a spread of order n a collection of sets H, = {h,(i, j): 1 s i s j s 5}, 1 G r 6 n, where, on the lines of (l), A spread {H,: 1 c r s n} of order n having the additional property (more precise than (E)) (Q) {h, (3, 3) : 1 ~r~n}={d:6n-lsd<7n-1) is called a poised spread; we discuss poised spreads in greater detail, with examples in Section 3. While we find the notion of a spread useful in [4] in the construction of systems without splits, that of a poised spread is crucial to our analysis here, propery (cr) being of pivotal significance in the case of (2c -1, n; 3, 6; c)-systems with a split at 3c + 6n -1.
The c-expansion of a spread {H,: 1 <r s n} is the collection of sets fi = {f;f(i, j): l<isj<n}, 1 < r c n, where, for 1s r s n, It follows that, for large enough c such that (12) holds, the sets &, 1 s r s n, in the c-expansion of {H,: 1 6 r c n} are pairwise disjoint, full difference sets; and, in this event, we say that the c-expansion itself is full. The value of this observation is brought out in our first lemma. Proof. Let ~4, as in (9), be a (2c -1, n; 3, 6; c)-system with a split at 3c + 6n -1, so (10) and (11) hold. From (l),
Now, in view of (lOa) and (lOc), B1\B3,3 consists of 4n distinct integers none less than c while B5 consists of n distinct integers all less than 7c + 15n -3. Therefore 
d=7c+t4n-3
At the same time, by (ll) , B3,3 is a set of n distinct integers none less than 3c + 6n -1, so also 3c+7n-2 B+ a 3,3 c d=$-n(6c+13n-3).
d=3c+6n--1
Hence, summing (13) over r, with 1 < r < 12, and using these bounds, we find that
Since equality holds here, the bounds used must be achieved and this, in turn, implies that
B,,,={d:3c+6n-lCd<3c+7n-l};
and B,={d:7c+14n-3<d<7c+15n-3}.
(Note that (14a) and (14~) have appeared earlier in [9; (15) ] where they were singled out as an attractive special case; we now see further justification for this. However, here it is the splitting property (11) which provides just the right bound for 13z3 to force the identification of all the sets in (14) .) Having established (14) lCrGn, which is to say that {D(A,): 1 =z r G n} is the c-expansion of the poised spread {H,.: 1s r < n}, thus proving the lemma. As a first consequence of Lemma l(ii), we deduce Theorem l(i) which we restate here as a further lemma. Lemma 2. Zf there is a (2c -1, n; 3, 6; c)-system with a split at 3c + 6n -1, then c>n.
Proof. Again, let d, as in (9), be a (2c -1, n; 3, 6; c)-system with a split at 3c + 6n -1; we draw on (lOa) and (14a), the latter as a consequence of Lemma 1. Now, using (l) But comparison of (lOa) and (14a) shows that B,,, U B,,, is a set of 2n distinct integers none less than c + 4n and that therefore Hence, we have
from which we deduce that 2c -12 2n, that is c > n, as claimed in the lemma. Our next result brings out something more of the structure of split systems in terms of the further notion of a complete permutation. For a positive integer c, we denote the set of integers in modulus less than c by NC. A permutation n of NC is said to be complete when {n(n) -n: n E ZV,} = IV,. Now, let rq = (ul, . . . , u,J and 9 = (vr, . . . , vk) be k-tuples of distinct integers for some k 2 1. We speak of the constraint u-, v and say that a complete permutation J-C of NC satisfies the constraint u-, F when .n(u,) = vi, 1 zz i =S k, inwhichcaseu,?, and p--_u= (vl-ui,..., vk -uk) are all necessarily k-tuples of distinct integers in NC. In the most general case, u and ?;' are specified as (vector) functions of the parameter c; but, in the case where u and g are constant, independent of c, we say that the constraint rq-, 9 is fixed. An arithmetic of complete permutations with constraints is presented in [ll, 31 and further results relating to this arithmetic appear in [14] .
We associate with a spread {H,: 1~ r c n} of order n a spread constraint 3 --, y wherex=(x, ,..., xZn),y=(yl ,..., y,)and,forl<rGn,
x, = h,(3, 4) -Sn + 2, y, = h,(l, 4) -13n + 3;
x,+, = h,(2, 3) -8n + 2, y,,+, = h,(2, 5) -13n + 3.
W)
Note that x, y and y-x=(y,-xi,.
. . , yzn -x2,,) are all 2n-tuples of distinct integers in view of the defining property (6) for spreads. With Lemma 1 in mind, it is also helpful to observe that this spread constraint may equally be defined in terms of the c-expansion {&: 1 G r 6 n} of the spread {H,: 1~ r G n} as follows X, = &3, 4) -4c -8n + 2, y, = fif(l, 4) -6c -13n + 3;
_x"+~ = hS(2, 3) -4c -8n + 2, y,,, = &2,5) -6c -13n + 3.
If c is chosen so that (12) holds, then, from (16), for 1 c r < 2n, all of x,, y, and y, -X, are in modulus less than c + n and it therefore makes sense to ask whether there are complete permutations of NC+,, which satisfy the spread constraint ;I + y. It is important to note here that, as (15) shows, the spread constraint 5 + y is independent of c and so is what we have called a fixed constraint (we are thinking here of n as being a fixed integer and of c as being a parameter). We may therefore apply Theorem 3 in [14] : if for some c there is a complete permutation of NC+,, which satisfies the spread constraint ;z+ y, then for all sufficiently large c* there is a complete permutation of NC.+, which also satisfies this constraint. We use this result later in our proof of Theorem l(ii) (see Lemma 5). But already these definitions allow us to state and prove the following complement to Lemma 1.
Lemma 3.
Zf there is a (2c -1, n; 3, 6; c)-system with a split at 3c + 6n -1, then there is a complete permutation of NC+, which satisfies the spread constraint associated with the difference sets of the components of valency 5 viewed as the c-expansion of some spread of order n.
Proof. Let SB, as in (9) , be a (2c -1, n; 3, 6; c)-system with a split at 3c + 6n -1, so (lo) , (11) and (14) 
Since b*(l, 2) runs through the set in (17~) as 6*(1, 1) runs through that in (17b), we see that we define by means of (18) (8), we see that n satisfies this consSraint .
Inherent in the proof of Lemma 3 just given is a representation of the components of valency 2 in & in terms of the complete permutation given by this lemma. In the opposite direction, this also suggests how we may assemble a split system from a poised spread and a complete permutation satisfying the associated spread condition. We make this construction explicit in Lemma 4 and its proof.
Lemma 4.
Suppose that there is a poised spread of order n and a complete permutation of NC+, which satisfies the associated spread constraint, where c is sufjkiently large to ensure that the c-expansion of the poised spread is full. Then there is a (2c -1, n; 3, 6; c)-system with a split at 3c + 6n -1.
Proof. Let {H,: 1 or cn} be a poised spread and let c be such that the c-expansion {A:: 1 < r c n} is full and that there is a complete permutation n, say, of NC+, which satisfies the associated spread constraint ;E +=y defined by (15) or (16). Now, since the c-expansion is full, we may write b, (i, i) 
Moreover, because n satisfies the spread constraint x +y, we also have, for where, for 1 G r s n and i = 1, 2, Ar,i is given by (8) . Now, again using notation from the beginning of this section, let
We show that the collection of components is a (2c -1, n; 3, 6; c)-system with a split at 3c + 6n -1, thereby proving the lemma.
From (19), we find that
= {d:3c+7n-l<d<5c+9n-2}, and
Since the difference sets D(A,), 1 <r s n, form a full, c-expansion of a poised spread of order n, defining properties (ar), (E,), (p) and (6) (Note that the defining property (6) has been implicitly used in (19).) Putting all this information together, we find that
showing that ti is a (2c -1, n; 3, 6; c)-system. Similarly we find that (B1\B3,3) U B1,2 U B4,5 U B;,2 = {d: c s d < 3c + 6n -l}, from which it follows that this system has a split at 3c + 6n -1. We have presented the construction in the proof of Lemma 4 in some detail because we attempt to mimic it when we come, in [4] , to construct systems without splits. The key to the success of the construction is (E;): this ensures that the pieces coming from the spread of order IZ and those from the complete permutation of NC+, satisfying the associated spread constraint fit together without gaps or overlaps; and (E;) holds because the spread is, in fact, poised. In [4] , the task is to see what can be done in the absence of this last fact. Lemmas 1, 3 and 4 together provide a characterization of (2c -1, n ; 3, 6; c)-systems. Theorem l(ii) follows from this characterization in conjunction with a theorem in [14] , already mentioned just before Lemma 3, on complete permutation satisfying fixed constraints. Thus Theorem l(ii) is now virtually a formality; we present it as the final lemma of this section. there is a (2c -1, n; 3, 6 ; c)-system with a split at 3c + 6n -1 for some c depending on n then there is a (2c* -1, n ; 3, 6; c*)-system with a split at 3c* + 6n -1 for all sufficiently large c* depending on c and n.
Lemma 5. Zf
Proof. Let &, as in (9) , be a (2c -1, n; 3, 6; c)-system with a split at 3c + 6n -1.
By Lemma 1, the difference sets D(A,), 1 c r s n, of the components of valency 5 in this system form the (full) c-expansion of some poised spread, say {H,: 1 zz r < n}, and, by Lemma 3, there is a complete permutation of NC+,, which satisfies the associated spread constraint 5 ---, y defined by (15). Since this constraint is a fixed one as regards the parameter c, Theorem 3 of [14] applies and thus, for all sufficiently large c*, there is also a complete permutation of N c*+lZ which satisfies the spread constraint x + y associated with {H,: 1s r G n}. But, equally, for all sufficiently large c*, the c*-expansion of this poised spread is full. Hence, by taking c* large enough, we have all the ingredients necessary, in view of Lemma 4, to obtain a (2c* -1, n; 3, 6; c*)-system, thus proving Lemma 5.
Existence results for split systems
For ease of reference, we now recapitulate the definition of a spread of order n. LetH,.={h, (i,j) (El the set {h,(3, 3): 1 G r c n} contains n distinct integers.
If, in addition to properties (a), (p), (y) and (6) we also have (~1) {h, (3, 3) : 1 <r<n}={d:6n-lcd<7n-1) then we say that the spread X is poised.
We may always label the sets H,., 1 c r c n, of a spread 2 SO that h1(3, 3) < h2(3, 3) <. --< h,(3, 3) < ---< h,(3, 3).
In the case of a poised spread X, this amounts to stipulating that these sets are labelled so that h, (3, 3) =6n+r-2, l<r~n;
and we make this convection in what follows.
Recall also that the c-expansion of a spread X is the collection of sets Eif = {&(i, j): 1 <i <j =Z 5}, 1s r s n, where, for 1 <r s n,
For a poised spread X, we let c0 = q,(X) denote the least integer c such that the sets Z& 1s r <n, are full and pairwise disjoint difference sets, or, as we say in such circumstances, the c-expansion is full.
Our first problem then is essentially as follows. properties (p), (y), (6) and (EJ hold.
We present such partitions schematically as in Fig. 6(i) ; Figs. 6(ii) , (iii) and (iv) illustrate examples for n = 1 and 5 after this manner (see also the Appendix). Note that c0 for the poised spreads in these three examples is 2, 2, and 8 in that order; also the first of these examples (Fig. 6 (ii)) is associated with the difference set of the component of valency 5 in the (5,l; 3,6; 3)-system shown in Fig. 2 which by Lemma 1 is the 3-expansion of a poised spread. Now, in the case n = 1 of Problem 1, we have (suppressing subscripts) h (3, 3) = 5, h(1, 5) = 11 and (h(1, 3) , h (2, 4) , h(3, 5)) = (7, 8, 9) .
So, using (20a),
It then follows easily that, for it = 1, Problem 1 has only the two solutions illustrated in Figs. 6 (ii) and (iii) (up to mirror images of difference sets). We thus recover some results in [9, Section 31 relating to split systems (see especially [9, Fig. 3(i) and (ii)]). For n = 2, a straightforward analysis of cases shows that Problem 1 has no solution. For n > 2, while a similar analysis is possible, there seem to be too many cases to consider them all by hand with a view to publication, but an exhaustive computer search found no solutions to Problem 1 for n = 2, 3 or 4. Thus we are led to Theorem 2(ii) , that there are no (2c -1, n; 3,6, c)-systems with a split at 3c + 6n -1 at least when n = 2, 3 and 4.
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(ii) n = 1, However, for n = 5, 6 and 7 solutions to Problem 1 have been found. Indeed, for n = 5, a computer search showed that (up to mirror images of difference sets) there are 32 solutions; of these, 8 have co = 8, 16 have co = 9 and 8 have co = 10. We illustrate one solution with co = 8 in Fig. 6 (iv). Information on selected solutions to Problem 1 for II = 1, 5, 6 and 7 is given in the Appendix.
We now turn to our second major task, that of finding complete permutations which satisfy prescribed c-spread constraints coming from the poised c-spreads obtained in answer to Problem 1. Again, to recapitulate, the c-spread constraint associated with the spread {H,: 1~ r s n} as in (20) is the constraint 5-y where -*=(x1,.
. . , %I), y = (Yl, . . . , yti) and, for 1 s r s n, (see (15)):
x, = h,(3, 4) -8n + 2, y, = h, (l, 4) -13n + 3; (21a) n ll+r = h,(2, 3) -8n + 2, y,,, = h,(2, 5) -13n + 3.
To continue with our illustrative examples in Fig. 6 , the constraints x + y defined by (21) for these are, in order, (0, 3, 12, -2, 5, -3, 8, -6, 6, 2) (224 -10, -5,6, -11, -7, -3, 9, -9, 4, 1) Further, writing permutations as products of their disjoint cycles, we see that
is a complete permutation of N4 which satisfies the constraint (22a). The (5,l; 3,6; 3)-system shown in Fig. 2 is obtained on applying the construction in Lemma 4 using the permutation n in (23) together with the 3-expansion of the poised spread coming form the solution to Problem 1 given in Fig. 6 (ii); and this is sufficient in view of Theorem l(ii), to establish Theorem 2(i) for IZ = 1. In [ll, 31 , it is found that, for all integral c with c 2 3, except possibly c = 22, 33 and 34, there is a complete permutation of NC+, satisfying the constraint (22a). Using the construction in Lemma 4, as is in effect done in [9] , yields Theorem A(iii). (Note, by the way, that [9, (21) ] h s ows that the constraint (22a) is satisfied by a complete permutation of NC+, if and only if there is a complete permutation of NC+, which satisfies the constraint (22b)).
With this background in mind, for a poised spread X of order IZ as in (20), let T(X) be the set of integers c, with c > c,(X), such that there is a complete permutation of NC+, satisfying the constraint ;~-'y defined by (21). Then, from our analysis in Section 2, we know that, for c; in T(X), there is a (2c -1, n; 3, 6; c)-system with a split at 3c + 6n -1. We therefore state our second problem in full as follows.
Problem 2. Given a poised spread X, what is the set T(X)?
We denote by c1 = cl(X) the least integer c belonging to T(X) associated with the poised spread X. For example, if X comes from the solution to Problem 1 shown in Fig. 6 (ii), then, from the penultimate paragraph, cl = 3. Note that, in this case, c1 > c0 = 2.
From our remarks in Section 2, Theorem 3 of [14] shows that it is sufficient to know just one member of r = r(X) to know that r contains all sufficiently large positive integers and it is therefore natural to concentrate on finding c1 rather than all of r. To that extent, Problem 2 is too demanding for us and we content ourselves in the appendix with giving the value of c1 associated with selected solutions to Problem 1 for n = 1, 5, 6 and 7. In many of these examples, we have c1 = cO, unlike the case in Fig. 6(iii) ; indeed, for all but one of the 32 solutions to Problem 1 when IZ = 5, we have c1 = cO.
Application
of the construction in Lemma 4 to the results presented in the appendix yields (15,5; 3,6; 8)-, (19,6; 3,6; lO)-and (25,7; 3,6; 13) -systems with splits at 53, 65 and 80 respectively and, hence, appealing to Theorem l(ii), we confirm Theorem 2(i) for )2 = 5, 6 and 7. Our searches show further that there is no (2c -1, 5; 3, 6; c)-system for c < 8, but that there are such systems for c = 8, 9 and 10 (admittedly coming from different solutions to Problem 1 for n = 5). Although we do not tackle Problem 2 in full, it remains of some general interest, prompting the following additional questions.
Problem 2a. For a poised spread X9, is it the case that T(X) = {c: c1 G c}?
Problem 2b. If r, denotes the set of integers c such that there is a (2c -1, n; 3, 6; c)-system with a split at 3c + 6n -1, is there a poised spread ZJ&? of order 12 such that r, = T(X)?
We close on a yet more fundamental question: is r(X) always non-empty?
i) (E, 5, 7, 13, 11, 3, 4, 14, 19, 6, 15, 5, 12, 15, 1)(1?, 6, 9, 12,~)(16,4,13,17,8,16,11,18,7,9) (14, 8, 10, 2, 2) (i@. In the following examples, we note some further solutions to Problem 1 for which c1 > c0 but cr is otherwise undetermined.
Example 7. IZ = 5; co = lO-the only solution to Problem 1 for n = 5 for which cr > co.
(i) (4, 10, 17, S}, (1, 14, 3, 19}, (6, 12, 7, 13}, (0, 16, 5, 18}, (11, 2, 9, 15) .
Example 8. n = 6; co = 9-compare Example 5 where n = 6 and co = c1 = 10. (i) (12, 5, 14, 15}, (0, 22, 7, 19}, (6, 10, 9, 23}, (18, 1,21, 4) ) (3, 17, 11, 16}, (2, 13, 8, 20) .
For n > 5, the minimal values of c,(Z) and c,(X), for X a poised spread of order 12, are unknown.
