§ 0. Introduction
Let P(D) be a linear differential operator of finite order with constant coefficients. If we consider P(D) as an operator on the space $(R n ) of hyperfunctions, the operation of P on f<^<B(R n } can be rewritten by using convolution as
Pf=(P(D)S)*f.
Here d is Dirac's delta function. Thus we may regard the operator P as a convolution operator /** whose kernel /i is a distribution supported in the origin. The operator p* makes sense not only the case where ^ is a distribution with compact support but also a compactly supported hyperfunction. Moreover the operator ft* can be considered as an operator on the space Q(D n ) of Fourier hyperfunctions. (Refer to § 1.1 for their definitions.)
When /j* is a differential operator of finite order with constant coefficients, /^* is surjective on $(R n }. (See Harvey [H] .) We will study in this paper the surjectivity of p* in a general situation.
For the surjectivity on 3$(R n ), the following two sufficient conditions are already known in Martineau [M] and Kawai [Ka-lJ : 1) The support of JJL is one point, 2) /j. is a non-zero compactly supported distribution. The both conditions have been shown to be sufficient by reducing to Kawai's abstract condition (S) . (Refer to §1.5.)
The aim of this paper is to give conditions on the kernel fjt for the convolution operators p* to be surjective on the spaces of hyperfunctions and Fourier hyperfunctions.
First in the second chapter, we will consider the problem on $(R n ) and show a generalization of the sufficient condition 2) :
2}' fi. is a non-zero ultradistribution to be sufficient. We also reduce this to the condition (S) . (Refer to §2.2 and § 2.3.) At the end of the second chapter, we will explain by a similar argument why the condition 1) is sufficient.
In the third chapter, we will deal with the problem on Q(D n } and give a sufficient condition (S') and (Z 7 ) for the surjectivity. (See Theorem 3=3. The condition (S' ) is due to .) Moreover we will show the following: 1) (S') is a necessary condition for surjectivity, (see Theorem 3.2.) 2) In the case n = l, (Z') is also necessary, (see Theorem 3.1.) 3) Two conditions (S' ) and (Z') are independent, (see Theorem 3.4.)
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The sheaf Q of Fourier hyperfunctions
We review in this section and the following ones some definitions and basic properties concerned with Fourier hyperfunctions ([Ka-1], [S] ) and ultradistributions ([Ro-1, 2], [Be] , [Bj] , 3] ).
We denote by R n (resp. C n ] an n-dimensional real (resp. complex) Euclidean space, and define the sphere at infinity by
Here ~ is an equivalence relation in i^XJO} given by 
We list up several properties of Q:
) is expressed as a sum of boundary values of sections of 0. (resp. O}.
The above definitions of 5, Q, &* and Q are due to KawaL
Topologies
We will use the theory of (FS) and (DFS) spaces which has been developed by Grothendieck [G] , S. e Silva [S] , Raikov [Ra] and Yoshinaga [Y] . See also 3)^(Q)= Urn linjlVft..,
KmQ h>o
and introduce the topologies of them. Now we give the definitions of the spaces of ultradistributions. We define the spaces £) (S) '(£) and £) {S} '(Q} as the dual spaces of ® W (Q) and 3) {S} (Q} respectively. Elements of £) (S) '(Q), (resp. 3) {S} '(Q)) are called ultradistributions of class (s) (resp. {s}). We give several remarks. i) @ (S \Q] and S) (S] (Q) are not {0}. Precisely we have the inclusions with dense images :
for
ii) The presheaf ^) (S) ' (resp. ^) {S} ') : Q^>£) (sy (Q) (resp. .2) (S3 '(fi)) becomes a sheaf. Moreover we have the injections : for l<s 0 <Si. Thus we can define the supports of ultradistributions. (S) In this section we introduce a sufficient condition (S) for the surjectivity on the space of hyper functions. We will utilize the expression of hyperfunctions by boundary values of holomorphic functions. As far as the surjectivity is concerned, we can prove 
Kawai's abstract sufficient condition
is surjective.
We will prove the above theorem in the special case n = l in §2.2 and the general case in §2.3.
Precisely, we will show that ft satisfies the condition :
which is a slightly stronger condition than (S) . We can regard (SO) as a condition for functions on R n . Moreover if / is entire and if J\RU satisfies (SO), then / satisfies (S).
One dimensional case
First we study the case n = l. This will make it easier to study the general case. We will show the following theorem in this section. Remark that the inverse also holds. But we will not use it.
Theorem 2.4 (Theorem 6.3.6 of Boas [Bo] ). Let f be an entire function satisfying the estimates
Then f satisfies
Note that the consequence of Theorem 2.4 is equivalent to the condition: log I/W | 
General case
Let ^ be a non-zero ultradistribution with compact support of n variables. We will show in this section that ft satisfies the condition (SO) also in the general case n^2. Remark 2.8. Now let ft be a non-zero distribution with compact support. As a consequence of Theorem 2.2, we find the operator ^* surjective on $(R n }. Next we begin to study the case that the support of ^ is one point. The surjectivity of p* can be also reduced to the condition (S) . First by translation, we may assume that supp/*={0}. Moreover by an argument similar to Lemma 2.7 for the condition (S) , it is sufficient to show
Claim. Let p be a hyper/unction of one variable whose support is the origin. Then the Fourier-Laplace transform ft of p satisfies the condition (S).
If we remark that ft is contained in GJ, Claim is an easy corollary to the following theorem in Levin ([L] 
Statement of the theorems on the space of Fourier hyperfunctions
In this chapter we consider convolution operators on the space Q(D n \ First we give necessary conditions for the surjectivity, one for the case n = l, the other for the general case. [ intersect with R n .
Then the convolution operator
Note that in case n = l, the condition (Z J ) is equivalent to the conclusion in Theorem 3.1.
Corollary. In case n = l, the surjectivity of p* is equivalent to (S' ) and (Z').
The following theorem asserts the independence of (S J ) and (Z J ).
Theorem 3.4. i) There exists a hyper/unction /j. of one variable supported in the origin such that ft satisfies (S') and does not satisfy (Z 7 ). ii) There exists a hyper function p supported in the origin such that p. satisfies (Z') and does not satisfy (S').

Corollary. There exists a non-zero hyperfunction fj. supported in the origin such that the convolution operator is not surjective.
Note that a convolution operator with a kernel supported in the origin be-comes a local operator, i.e., a differential operator of infinite order with constant coefficients.
We give some remarks.
(i) The condition (S') is due to T. Kawai . He introduced this condition as a sufficient condition for surjectivity on Q(D n ). But his proof seems to have forgotten to estimate the domain of holomorphy of functions divided by ft. In general, we need the condition (S J ) for surjectivity. Moreover in case n = l, we deduce the condition (S') and (Z') as a necessary and sufficient condition for surjectivity of //*. But it seems difficult to the author to get a necessary and sufficient condition in case 72^2, since analytic varieties of codimension 1 never have isolated points.
(ii) Theorem 3.3 also holds under weaker conditions (S') and (Z") by the same proof. Here This fact is suggested by Prof. A. Kaneko.
Proof of the theorems
In considering convolution operators on the space Q(D n ), we can develop Fourier analysis exactly; that is, we can transform a convolution operator
by Fourier transformation. Thus the surjectivity of ^* is equivalent to that of ft • , and we rewrite the theorems in the last section in terms of multiplications by holomorphic functions. We prepare several lemmas. First we cite two lemmas from the theory of (FS) and (DFS) spaces. See Komatsu [Ko-1] for their proof. i) x k -»0 in the strong topology (resp. weak topology) of X, ii) For some j, {x k } k is contained in X 3 and x k -^Q in the strong topology (resp. weak topology] of Xj.
Lemma 3.5 8 Let X be a (DFS) space and Y be the strong dual space of X, which is an (FS) space. Let T : X^X be a linear continuous operator and T' : Y-»Y be the dual operator of T. Then the following three conditions are equivalent. i) T' is surjective. ii) T is injective and the range R(T) of T is closed subspace of X. iii) T : X-^R(T) is an isomorphism between two locally convex spaces.
In our situation, the (DPS) space ff* is expressed as the inductive limit of Banach spaces :
Here X/s are Banach spaces endowed with norms \\-\\j (j-l, 2, ••-) See Levin [L] . From now on, we will give the proof of the theorems.
Proof of Theorem 3.1'. We will prove this theorem by contradiction.
Assume that there exists a sequence {£*}?=! in C satisfying 2) /(C*)=0
Then on account of Lemma 3.5, it is sufficient to construct a sequence {<p k \ $>* such that i) the sequence {<p k } does not converge in 3V ii) the sequence {J-(p k \ converges to 0 in 3V For this purpose we put Then it is easy to see that ^'s are contained in 3V Moreover taking into account of the domains of holomorphy of (p k 's, we can deduce from Lemma 3.6 that the sequence {<p k } does not converge in 3V
On the other hand, the sequence {J-(p k } converges to 0 in 3V In fact, /(0/C~C* is entire, and there exists a positive constant C for which {/(0/C-C*}* satisfy the estimate From this estimate and Lemma 3.6, we obtain the desired result, (q. e. d. for Theorem 3.1'.)
Proof of Theorem 3.2'. We will prove this theorem by contradiction. Assume that there exists a sequence {£*}£=! in R n and positive number s<l such This example in Theorem 3.4 ii) is due to Prof. T. Oshima.
