Condition monitoring for batteries involves tracking changes in physical parameters and operational states such as state of health (SOH) and state of charge (SOC), and is fundamentally important for building high-performance and safety-critical battery systems. A model-based condition monitoring strategy is developed in this paper for Lithium-ion batteries on the basis of an electrical circuit model incorporating hysteresis effect. It systematically integrates 1) a fast upper-triangular and diagonal recursive least squares algorithm for parameter identification of the battery model, 2) a smooth variable structure filter for the SOC estimation, and 3) a recursive total least squares algorithm for estimating the maximum capacity, which indicates the SOH. The proposed solution enjoys advantages including high accuracy, low computational cost, and simple implementation, and therefore is suitable for deployment and use in real-time embedded battery management systems (BMSs). Simulations and experiments validate effectiveness of the proposed strategy.
Introduction
Lithium-ion (Li-ion) batteries have gained widespread use in applications ranging from consumer electronics devices to power tools and to electric vehicles (EVs) due to their high energy and power densities and long cycle life [1] . However, effective battery monitoring and control, equivalently battery management systems (BMSs), remains a remarkable challenge and necessity, having spurred a wealth of research on their core algorithms [2] . A key mission of a BMS is to SOH, e.g., evaluating the maximum capacity via a full discharge test with a small current [25] or measuring the impedance [26] , are not suitable for real-time estimation. This is because the maximum capacity declines gradually due to the aging and degradation, and fluctuates according to temperature. A knowledge of its accurate value is indispensable for SOC estimation (especially in the standalone case), health prognosis and other battery management tasks. The online SOH estimation has been tackled by CI-based methods, e.g., ANN [30, 31] , adaptive recurrent NN [32] , and structured neural network (SNN) [33] , and model-based methods, such as the dual EKF [6, 17, 20, 34] and the dual sliding mode observer [35] . Additionally, analytical approaches, including the two-point (TP) of SOCs method [11] and recursive total least squares (RTLS) [36] , have been developed and exploited to estimate the maximum capacity based on Coulomb counting. This paper proposes a comprehensive strategy for online condition monitoring of Li-ion batteries. Its design is based on a battery model that captures both the electrical circuit characteristics and the hysteresis. The monitoring solution consists of three interrelated algorithms for battery parameter, SOC, and SOH estimation, respectively. Specifically, a fast UD recursive least squares (FUDRLS) method is built to identify the battery model parameters. Based on the fully identified model, a smooth variable structure filter (SVSF) is designed to perform the SOC estimation. Finally, the battery's maximum capacity is determined by a Rayleigh quotient-based RTLS algorithm taking the estimated SOCs and measured current as inputs. The proposed algorithms are integrated to run in parallel but at multiple time scales to achieve the best use of computational resources. A short time scale is used in FUDRLS and SVSF to deal with the fast time-varying electrical parameters and SOC, and the RTLS algorithm is executed at a longer time scale for tracking the slowly time-varying capacity. The proposed strategy is endowed with high computational efficiency and accuracy, and thus is suitable for real-time embedded BMS applications. The proposed method is validated by both simulation and experimental studies.
The Real-time Battery Model
The battery model should be carefully chosen to ensure high-quality state and parameter estimation. In particular, a balance between the fidelity and complexity of the battery model should be made for the real-time condition monitoring in embedded BMSs. Electrical circuit battery models are arguably the most suitable for embedded applications due to their low complexity and the ability of characterizing the current-voltage dynamics of battery cells [37] . A real-time electric circuit model with the hysteresis will be considered throughout the paper. The voltage hysteresis effect between the charge and discharge curve widely exists in Li-ion batteries, especially the popular LiFePO 4 -type [21] . The SOC estimation accuracy will deteriorate if the battery model fails to account for this phenomenon. The model considered here is based on a first-order RC electrical circuit with hysteresis, as shown in Fig. 1 , which features both simplicity and effectiveness [38] .
As shown in Fig. 1 , the open-circuit voltage (OCV), denoted as V oc , includes two parts. The first part, V s (SOC), represents the average equilibrium OCV as a function of the SOC. Since the V s is bijective, the SOC can be inferred from V s . The second part V h is the hysteresis voltage to capture the hysteresis behavior of the OCV curves. The RC circuit models the current-voltage characteristics and the transient response of the battery cell. Particularly, the series resistance, R s , is used to describe the charge/discharge energy loss in the cell; the charge transfer resistance, (SOC) . The instantaneous open circuit voltage V oc is bounded by the major hysteresis loops. By subtracting V h (k) from V OC , the V s (SOC) can be extracted.
We will use the following voltage hysteresis model [39] :
where ρ is the hysteresis parameter representing the convergence rate, η the Coulomb efficiency (assuming η = 1), i B the instantaneous current applied to the battery, υ the self-discharge multiplier for hysteresis expression, S D the self-discharge rate, and V h max the maximum hysteresis voltage. The model (1) describes the dependency of the hysteresis voltage V h on the current, selfdischarge, and hysteresis boundaries. The parameter ρ is chosen to minimize the voltage error between the V oc − SOC curves from simulation and experiments, respectively. Note that ρ and V h max may depend on the SOC and the battery temperature [21, 39] . A discrete-time battery model, including the electrical circuit model and the hysteresis model, can be written as follows
where
T is the state, y(k) is the measured output, k is the time index, C max denotes the maximum capacity of the battery, T s is the sampling period,
, and a j for 0 ≤ j ≤ 5 are the coefficients used to parameterize the V oc -SOC curve. A concise form of the dynamics (2) is given by
where f and h are vectors of smooth functions with appropriate dimensions. Coefficients a j for 0 ≤ j ≤ 5 can be extracted by pulsed current tests [37] or constant charge and discharge current test using a small current to minimally excite transient response of the battery cell [40] . Although the temperature dependency is ignored in this paper by testing the battery under the ambient temperature, the proposed strategy might be extended to incorporate the thermal effects. 
The Proposed Strategy
The proposed condition monitoring strategy, shown in Fig. 3 , consists of three parts:
1) an FUDRLS-based parameter estimator, 2) an SVSF-based SOC estimator, and 3) an RTLS-based SOH (i.e., capacity) estimator.
The strategy operates at different time scales, where the FUDRLS and SVSF runs at a fast speed to estimate the fast time-varying parameters and the SOC, and the RTLS runs slower to track the slowly time-varying capacity parameter. In this way will the computational resources be used economically with guaranteed estimation performance.
Parameter Estimation by the FUDRLS
Since battery parameters (e.g, impedance) change with the SOC, temperature, and current rates, etc., online parameter estimation is required. Previous work [41] formulated the impedance estimation as a least squares (LS) problem and proposed the FUDRLS algorithm to identify three impedance parameters: R s , R c , and C d . In this paper, we overcome the difficulty due to the timevarying dynamics and establish that both the impedance and the hysteresis parameter estimation can be approximately formulated as an LS problem, and thus the FUDRLS can be readily employed to estimate the hysteresis parameter V h max .
We first present procedures for impedance estimation for completeness, then show how similar idea can be used to estimate the hysteresis parameter. To estimate the impedance, we ignore the hysteresis voltage dynamics, and assume V oc = b 1 SOC + b 0 . The battery model (2) is reduced to
Taking z-transformation of (3), we have [42] 
is an identity matrix, and
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The difference equation corresponding to (4) is given by
Considering 1 + x 1 + x 2 = 0, (5) can be reformulated into the following regression form
and
Since the map from parameters R s , R c ,C d and b 1 to Θ is a diffeomorphism, one can uniquely determine the estimates of parameters R s , R c ,C d , b 1 from the estimated Θ. [7, 9, 12] , especially when V oc is highly nonlinear with respect to the SOC. In addition, the form given in (6) only uses four parameters while the work [10, 11] utilizes five parameters. (6) . Alternatively, one can perform derivation in the time domain, i.e., directly work on the difference equation (5) , and establish (6).
Remark 1. The approach proposed above leads to a regression model for impedance estimation. It does not require additional high-pass filtering [8], thus saving on computational cost and additional effort to develop a high-pass filter. Moreover, it brings better accuracy than the methods assuming a constant V oc

Remark 2. Because matrices A, B,C, D are time invariant, the z-transformation technique is applicable to derive
The derivation of (6) is performed on the basis of the second-order battery model (3) and parameterizing V oc as b 0 + b 1 SOC. Specifically, linear parameterizations of the V oc is critical to the derivation, and the second-order battery model (6) is merely to simplify the presentation. Linear parameterizations of V oc is valid in a neighborhood of SOC while the hysteresis voltage v h max reaches steady state, but is invalid during the transient of V h . We propose to address this limitation by imposing a less restrictive assumption: linear parameterizations of the V s -SOC curve, which is always valid locally. This allows us to perform parameter identification based on the following dynamics
Note that notation b 0 , b 1 are abused here. Since the state matrices are current-dependent or time-varying, the model (7) does not admit z−transformation. It is not straightforward to rewrite (7) into a linear regression form. We however show that an approximate linear regression form of the model (7) can be derived, and thus 6 parameter identification can be readily carried out. Notice that the main difficulty in establishing the linear regression form arises from the time-varying V h -dynamics, which is fortunately independent of the V d and SOC-dynamics. This decoupling feature allows us to obtain an approximate linear regression form.
We essentially try to obtain an approximate linear parameterization of y. We consider the following system
where V h max is unknown. We introduce a time-varying open-loop filter to estimate ξ
Since H < 1, the aforementioned time-varying open-loop filter produces an exponentially convergent estimate of ξ (k), i.e.,ξ (k) converges to ξ (k) as k → ∞ for any bounded ξ 0 . Combining (9) and the fact thatξ (k) → ξ (k) as k → ∞, we have the approximate linear parameterizations of y(k) as follows
from which, together with dynamics of SOC,V d , the approximate linear regression of (7) can be established. Compared to (6), the approximate linear regression has an extra parameter V h max in Θ, and an extra signalξ (k) in Φ(k).
Given (6), the parameter vector Θ can be estimated by a multitude of algorithms, for instance the conventional Bierman's UD method [12] , Gentleman's UDRLS [43] , etc. The Gentleman's UDRLS is attractive to embedded applications due to its parallel implementation and the resultant fast computational speed. The RLS-based methods can be improved by using the forgetting factor [7] . The estimation algorithm with a small forgetting factor may track time-varying parameters fairly well at the expense of increased susceptibility to the noise; while the forgetting factor is large, the tracking ability will be poor but robust to noises. In general, the RLS technique utilizes an exponential forgetting (EF) whose forgetting rate is constant [7] , [12] . The main drawback of the EF method is called wind-up, and it comes when a data vector is not persistently exciting [44] as well as non-optimal tracking ability and noise influence due to the constant forgetting rate [44] .
The FUDRLS algorithm combines the Gentleman's UDRLS with a variable forgetting factor to estimate Θ. Methods with variable forgetting (VF) adaptively change the forgetting rate. The main VF mechanism is: the algorithm takes a smaller forgetting factor at the presence of large prediction errors, and a larger forgetting factor, otherwise. In this paper, the forgetting factor λ is adjusted as follows
where δ 1 is a weighting factor to be taken close to 1; v 1 is time-average expressions of e 2 (k) and v 1 (0) is set to be σ 2 0 ; the parameter σ 2 0 is the mean value of the prediction error variance obtained from the method implemented in the FUDRLS with constant forgetting factor (e.g., λ = 0.98), assuming that the expected noise variance is much smaller than σ 2 0 ; N 0 represents the memory length (e.g., N 0 = 50 corresponding to mean forgetting factor of 0.98); λ max (e.g., 0.999) and λ min (e.g., 0.95) denote maximum and minimum forgetting factors, respectively. An intuitive interpretation of (10) is that the forgetting factor λ is adjusted according to the square of the time-averaged estimation of the autocorrelation of posterior error e(k).
In the FUDRLS, the regression matrix Table 1 , where δ denotes an initial covariance value (e.g., 10 5 ). For real-time implementation, the computation of F and the triangularization can be pipelined.
In practical BMS applications, the parameter identification algorithm can be implemented in system-on-a-chip [45] . Due to the advent of the VLSI technology, the features of parallel processing and pipelining implementation will be attractive to improve the computation speed and reduce the size of ICs [46] . The FUDRLS will be beneficial to the development of real BMS ICs in this sense.
SOC Estimation by the SVSF
With parameters estimated by the FUDRLS algorithm, the SVSF can be employed to estimate the battery SOC based on the model (2) . Originally proposed in [47] and built on integration of the variable structure theory and the sliding mode notion, the SVSF is a predictor-corrector method for state and parameter estimation. A schematic diagram of the SVSF-based state estimation is shown in Fig. 4 , where the solid line is the system state trajectory. The estimated state trajectory is forced towards the system state trajectory until it enters a neighborhood of the actual state trajectory, referred to as the existence subspace. The existence subspace is an invariant set because once the estimated state enters, it remains within the region driven by a switching gain. The SVSF demonstrates good robustness to modeling uncertainties and noises, given that uncertainties are upper-bounded. It has been applied to estimate battery parameters and the SOC in [48] , with only simulation results available.
The SVSF
The dynamics of the SVSF are given bŷ
whereX K+1|k is the predicted state,X k|k is the state estimate at time k,ŷ k+1|k is the predicted measurement, and C SV SF is the linearized measurement matrix given by
Defining the innovation as
e z,k+1|k = y k+1 −C SV SFXk+1|k , the SVSF gain is calculated as follows
where e z,k|k is a posteriori measurement error; Ψ is the smoothing boundary layer widths; γ ∈ (0, 1) is the SVSF convergence rate; • is the Schur product. To ensure the numerical stability, the components of C SV SF should not take singular values. This can be accomplished by using a simple if statement with a very small threshold (i.e., 10 −10 ) or calculating the pseudoinverse C −1
SV SF with a small damping parameter ω (e.g., 10 −8 ) as the following
The corrected (or posteriori) state estimates are computed as followŝ
SOH Estimation by the RTLS
As the maximum capacity is a key factor for the battery's health, this paper considers the following quantity as a measure of the SOH
where n is the maximum capacity estimation algorithm update index, and C max new is the maximum capacity of a new battery cell. Such an SOH represents the capacity degradation of the cell. Also, it is clear that an accurate C max is prerequisite for Coulomb-counting-based SOC estimation algorithms to provide a good estimation of the SOC. In [11, 49] , the maximum capacity is simply calculated as follows
where k 1 and k 2 are time indices. Rearrangement of (15) gives the following linear regression form
Under certain conditions on z and u, an unbiased estimation of C max can be achieved by solving an LS problem. The total least squares (TLS) problem was proposed to alleviate the limitation of the LS formulation by performing orthogonal regression [50] . The TLS problem is generally solved by using singular value decomposition (SVD) algorithms [50] which incur high computational complexity, and thus are not suitable for embedded applications [51] . In this paper, a fast RTLS algorithm is applied for maximum capacity estimation. The estimated maximum capacity will be consequently used for the SOH estimation using (14) . The proposed RTLS algorithm is based on the constrained Rayleigh quotient, which can run in real time and enjoys fast convergence [52] . Compared to the TLS, the proposed RTLS algorithm entails much lower computational load, and the estimation accuracy is comparable to the TLS algorithm.
To facilitate the presentation of the proposed algorithm, it is firstly assumed that the noisy output and input are given by
where u(n) and z(n) are the true input and output, respectively;ũ n andz n are the noisy input and output, respectively; the output error ∆z is assumed zero-mean Gaussian with known variance of σ 2 z ; the SOC estimation error ∆u is assumed zero-mean Gaussian with known variance of σ 2 u . The autocorrelation matrix of the noisy input is defined as:
. Define the augmented datax(n) = [ũ(n),z(n)] T . The autocorrelation matrix ofx(n) can be expressed as
When n is sufficiently large, the stochastic quantities R(n), b(n), and c(n) can be expressed as follows [52] 
where µ is the forgetting factor. The maximum capacity estimation on the basis of (16) is performed by minimizing the following constrained Rayleigh quotient
where the eigenvector q = [
If the eigenvector vector q * which minimizes J(C max ) corresponds to the smallest eigenvalue of R x , then q * is the unbiased TLS solution [53] . To avoid solving the constrained Rayleigh quotient minimization problem at each step, the C max is assumed to be updated as follows
where α(n) is chosen to minimize (17) in the direction ofũ(n), i.e.,
Then, α(n) can be obtained by solving the following quadratic equation formed by the numerator term of (19):
The quadratic equation (20) has two roots, from which the solution of α(n) can be obtained as follows
Strategy Validation
Simulation and experiments are carried out to validate the proposed condition monitoring strategy for a Li-ion battery cell subject to various pulsed current operations. Comparisons with existing DEKF [20] methods demonstrate advantages of the proposed strategy in terms of estimation accuracy quantified by root mean square error (RMSE) and computational cost quantified by running time. Simulation and experiments are performed in MATLAB R on a computer with 2.2GHz Intel R Core TM Duo 2 CPU T6600 and 64-bit OS.
Simulation Study: Non-Aging Case
For the non-aging case, simulation study assumes the battery model (2) with constant parameters and that the battery model is subject to a current profile which is proportional to the speed profile in the standard Urban Dynamometer Driving Schedule (UDDS). In an urban driving environment, a vehicle switches frequently between acceleration, deceleration and steady state. This would lead to battery discharging profiles containing sufficient frequencies, thus bringing about improved identifiability and observability of the battery model [19] . Table 2 lists the values of model parameters, which are based on a polymer Li-ion battery cell [37] but with the maximum capacity scaled up to 10 Ah. The initial actual and estimated states are set, respectively, as follows:
The initial maximum capacityĈ max of the estimators is set to be 6 Ah. The value of N 0 and δ 1 are defined as 50 and 0.995, respectively, for the FUDRLS with the proposed VF (λ min = 0.95 and λ max = 0.995). In the SVSF, the value of γ and Ψ are set to be 0.1 and 1. Input current is corrupted by zero-mean Gaussian noise with variance σ 2 z = (0.01) 2 . In the RTLS, the SOC estimation accuracy of the SVSF is assumed 1% (i.e., σ u = 0.01), and thus an overall σ 2 u is 2 × (0.01) 2 since two estimated SOC points are required [36] . Hence, β = (0.001) 2 /(0.01) 2 . Also, the forgetting factor µ = 0.98. The DEKF [20] , which includes an EKF for SOC estimation and another EKF for estimating R s , R c , C d , and C max , is implemented to make comparison. In the DEKF design, the initial state covariance, process noise covariance matrix, and measurement noise covariance matrix, are defined as diag [ One can see that the proposed algorithms lead to at least comparable estimation accuracy as the DEKF does. Table2 3-4 compare the proposed algorithms and the DEKF using performance metrics: RMSE as a measure of estimation accuracy and simulation time as a measure of computational load. Simulation shows that the proposed strategy outperforms the DEKF in the sense of comparable estimation accuracy but lower computational cost.
Simulation Study: Aging Case
Proceeding further, we make a more compelling simulation study to verify that the proposed condition monitoring algorithm detects effectively the aged cell condition. From Table 2 , capacity fade and internal resistance deterioration are considered as major indicators in the aging battery cell, where the true C max decreases from 15Ah to 12Ah and R s increase linearly over time. Fig. 6 summarizes simulation results. Particularly, Fig. 6(a) gives the pulsed current cycle applied on the battery model; Fig. 6(b) shows the cell voltage; Fig. 6(c) compares the true R s with its estimates; and Fig. 6(d) compares the true maximum capacity with its estimates. Simulation results indicate that the proposed method and the DEKF can track the R s and the time-varying maximum capacity with similar accuracy.
Experimental Studies
The proposed condition monitoring algorithm is further validated against experimental data, which were collected from a LiMn 2 O 4 /hard-carbon battery in the Advanced Technology R&D Center, Mitsubishi Electric Corporation. The experiment was conducted, under the ambient temperature 21.6 • , using a rechargeable battery test equipment produced by Fujitsu Telecom Networks. The tuning parameters of the proposed condition monitoring algorithm are given in Table 5 . In the DEKF design, the initial state covariance, process noise covariance matrix, and measurement noise covariance matrix, used in the EKF for SOC estimation are defined as diag [ In order to set the test battery cell with the desired initial SOC, the battery cell was first fully charged and rest for one hour. Then the cell is discharged using a small current (e.g., 0.2 A) to the desired initial SOC value. The true maximum capacity was extracted offline from full discharge test with a small current (e.g., 0.2 A) at ambient temperature before testing the battery.
At first, the FUDRLS is executed for 30 seconds to estimate parameters, and then the SVSF starts estimating the SOC. Both the FUDRLS and the SVSF have the same sampling period T s = 1 second, while the RTLS has a distinctive sampling period T l = 20 seconds. On the other hand, the DEKF runs at the sampling period T s = 1 second. Estimation results are shown in Fig. 7 . Particularly, Fig. 7(a) shows the high pulse current cycle (i B = 10C) applied on the battery; Fig. 7(g ) compares the C max estimates. One can observe: the proposed algorithms yield accurate SOC estimation; for the maximum capacity estimation, the proposed algorithms converge to the true value, albeit the DEKF does not; and the DEKF provides more consistent estimation of impedance parameters than the proposed algorithms. Table  6 summarizes simulation time and estimation accuracy of both condition monitoring algorithms. Experimental results validate that the proposed algorithms can provide reliable SOC and SOH estimation at fairly low computational cost, and thus can be suitable for real-time embedded BMSs for various applications.
Conclusions
Motivated to address the challenges arsing in the deployment and use of Li-ion batteries, this paper has proposed a novel model-based condition monitoring strategy for real-time impedance, SOC, and maximum capacity/SOH estimation. A set of interdependent algorithms have been constructed and validated by both simulation and experimental studies. Owing to its low complexity, easy implementation, and high accuracy, the proposed strategy will be particularly suitable for real-time embedded BMSs strongly demanded in applications such as EVs and PHEVs. In addition, the proposed strategy can be extended to build promising solutions to SOP and SOF estimation, battery prognosis and fault diagnosis. In the future work, the thermal and aging effects 13 will be incorporated, and adaptive condition monitoring will be investigated. Another future effort will be to develop capacity estimation approaches robust to colored noises, which will find important application in EVs and PHEVs. Comparison of true and estimated impedance, SOC, and maximum capacity of the battery model from the proposed condition monitoring algorithm and the DEKF: 2: repeat 3:
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