In this paper, we suggest an estimator of the population mean of the variable of interest y in the presence of non-response using exponential estimator in two situations. We obtain expressions for the bias, mean square error, and optimum values of n and g (the inverse sampling rate) for the suggested estimators. The performance of the suggested estimator is compared theoretically and numerically with the Hansen and Hurwitz, Cochran and Rao estimators. Both numerical and theoretical results are encouraging.
Introduction
In surveys concerning human populations, information in most cases is not obtained from all the units in the survey even after some call-backs. The failure to measure or get information from some of the units in the selected samples is referred to as non-response. Non-response poses a major problem in sample surveys most especially when the non-respondents differ significantly from the respondents. An extensive description of the different types of non-response and their effects on surveys could be found in Cochran (1977) and many other sampling literatures.
Several approaches have been given by various authors to address the problems of non-response in surveys. We mention among others the following approaches:
Multiple imputation: Kalton and Karsprzyk (1986) , Meng (1995) , Rubin (1996) , Schaffer (1999) , Rubin and Wang (2000) , and Kenward and Carpenter (2007) etc.
(ii) Markov Chain Monte Carlo (MCMC): Gilks et al. (1996) , Gelman and Rubin (1996) , Abraham (1998) , Caffo and Booth (2003) and so on. (iii)
Bayesian Technique: Ericson (1967) , Kauffman and King (1973) , Daniel et al. (1982) , Liu (1996) , Paddock (2002) and so on.
(iv)
Interpolation technique by Hendricks (1949) and Weighting Adjustment by Oh and Scheuren (1983) .
Another method used to compensate for non-response bias in surveys, which is our interest in this paper, is the use of sub-sampling of non-respondents pioneered by Hansen and Hurwitz (1946) .
The authors suggested a double sampling scheme for estimating the population mean Y of the variable of interest y comprising the following steps:
a simple random sample of size n is drawn and the questionnaire is mail to the sampled units; (ii) a sub-sample from the non-responding units in the initial first attempt is contacted through personal interviews
Background
Let P be a finite population consisting of N units 
where g is the inverse sampling rate at the second phase sample of size n (fixed in advance) and from whom we collect the required information. It is assumed here that all the  m units respond fully this time. 
Furthermore, in estimating the population parameters such as mean, total or ratio; it is well known that sample surveys experts sometimes use auxiliary information to improve the precision of the estimates. The auxiliary information can be used at the estimation stage to compensate for units selected from the samples that fail to provide adequate responses and for population units missing from the sampling frame. In a household survey, for example, the household size can be used as an auxiliary variable for the estimation of, say, family expenditure. Information can be obtained completely on the family size during a household listing while there may be non-response on the household expenditure (Singh and Kumar, 2009 ).
For example, Cochran (1977) applied Hansen and Hurwitz (1946) technique to formulate a ratio estimator of the population mean Y when information is missing on both y and x , his proposed estimator is given below: Rao (1986) suggested a ratio estimator based on the full response on the auxiliary variable x , whose population mean X is known. His proposed estimator together with its bias and Mean Square Error (MSE) is presented below:
More so, Sodipo and Obisesan (2007) have also considered the problem of estimating the population mean in the presence of non-response when there is full response on the auxiliary variable using difference-cum-ratio estimator. Other authors such as Singh and Kumar (2008) , Khan (2004, 2006) , Okafor and Lee (2000) among others have investigated the problem of non-response in surveys. In the remaining part of this paper, we shall focus our attention on the proposed estimators and their properties. Their relative performance with respect to  y , 1 t and 2 t shall also be investigated.
Lastly, a numerical illustration will be carry out to judge the merit of the suggested estimator over Hansen and Hurwitz (1946) , Cochran (1977) and Rao (1986) estimators.
The Suggested Estimators
In this section, utilizing information on the auxiliary variable x with known population mean X , we have suggested the following estimator for the population mean Y in two different situations, which are as follows.
Case I: Non-response Only on y Following Singh and Espejo (2007) and Bahl and Tuteja (1991) , we define the following estimator for Y in the presence of non-response as:
where 1  is a suitably chosen constant and whose value will minimized the MSE of 3 t . It is to be noted that for
t reduces to the proposed ratio and product estimators by Bahl and Tuteja (1991) . Thus, Bahl and Tuteja (1991) ratio and product estimators are a particular case of the proposed estimators. To obtain the bias and MSE of 3 t , we define:
For simple random sampling without replacement, the following expectations could be obtained either directly or by the method discussed in Kendall and Stuart (1977) as: 
Taking expectations on both sides of (3), we get the bias of 3 t to the first degree of approximation,
Squaring both sides of (3) and neglecting terms of s k' involving power greater than two, we have
Taking expectations on both sides of (4), we get the MSE of 3 t , to the first order of approximation,
Substitution of (6) in (1) yields the asymptotically optimum estimator for Y as 
Case II: Non-response on both y and x
We define the estimator for the population mean Y , assuming that there is non-response on y and x as:
To obtain the bias of 4 t , we write
Following the procedure in case I, we found the bias and MSE of 4
It is easy to verify that the optimum value of 2  and t given in (7) and (9) respectively, consists of two components. The first component represents the variance of the estimate for the respondent stratum and it is equivalent to the approximate variance of the traditional linear regression estimator. The second component represents the additional contribution due to sub-sampling the non-respondents.
Choice of Sampling Fractions
In this section, we derived the optimum values of n and g that will minimize the MSE of the suggested estimators ( 3 t and 4 t ) for a specified cost , or cost for a specified MSE. Consider the cost
where C is the total cost of the survey, 0 c is the fixed cost for the initial sampling of the n units, 1 c is the cost of collecting and processing information per unit from the respondents and 2 c is the cost of interviewing and processing information per unit in the non-respondent group.
However, the values of 1 n is not known until the first attempt is made, thus, the expected (average) cost C given below will be used in the minimization of the MSE of 3 t and 4 t . Let F denote the product of (10) 
On differentiating (12) with respect to g and equating the derivatives to zero, we obtain the optimum g as The sample size n (for the first call) may be chosen either to minimize C for specified MSE or MSE for specified C , by solving for n in (7) or (10). 
If cost is specified

Efficiency Comparisons
We will now investigate the efficiency of the suggested estimators 3 t and 4 t over 2 1 , , t and t y  proposed by Hansen and Hurwitz (1946) , Cochran (1977) and Rao (1986) estimators respectively. We will have the conditions as follows:
From the conditions (13), (14), (15), (16), (17) and (18), it is obvious that the suggested estimators 3 t and 4 t are more efficient than the ones proposed by Hansen and Hurwitz (1946) , Cochran (1977) and Rao (1986) since the above conditions will always be met.
Mathematical Equations
In this section, we have used the data in Khare and Sinha (2004) Hansen and Hurwitz (1946) , Cochran (1977) and Rao (1986) respectively. These results are not surprising because the conditions (13) We also observed that as non-response increases, the efficiencies of the different estimators decrease except for 
Conclusion
This paper suggests two estimators 4 3 , t and t for guiding against the bias introduced into the surveys by non-response using exponential estimators in ratio-cum-product estimator. We derived the expressions for the bias, MSE and optimum values of n and g for the suggested estimators; some conditions under which the proposed estimators are better than 2 1 , , t and t y  are also given. The results of the numerical illustration carried out reveals that our proposed estimators are substantially superior to Hansen and Hurwitz (1946) , Cochran (1977) and Rao (1986) estimators. Our estimators therefore, become relevant when there is a serious concern about the non-response bias that is difficult to handle with the usual weighting adjustment or imputation.
