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ABSTRACT 
Non-linear time series models have been widely adopted to accomplish the 
modelling of more complicated types of time series data. Tong (1978) proposed 
the class of self-exciting threshold autoregressive (SETAR) models which can 
effectively capture jump phenomena, amplitude dependent frequency and limit 
cycles. The potential forecast gains using the SETAR models rely on whether 
a non-linear time series model is adequate which in turn depends on the non-
linearity testing result. The major shortcoming of the traditional non-linearity 
tests is their sensitivity towards outliers, leading to an immense obstacle for time 
series estimation in such cases. Hence to provide an appropriate SETAR-type 
non-linearity testing procedure in the presence of outliers is an important venture. 
In this thesis, a robust generalized-M (GM) method is applied to the non-linearity 
test and the estimation of the SETAR models. The null distribution of the GM 
non-linearity test statistic and the asymptotic consistency of the GM estimator 
are also derived. Simulation studies are conducted to assess the performance 
of our proposed testing and estimation procedure as compared to the ordinary 
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In statistics, serial dependence structure is inherent in many observed data sets, 
especially in the area of signal processing and econometrics. Time series models 
provide useful paradigm for the underlying data generation mechanism. 
Examples of Linear Time Series Models 
Given a linear strictly stationary stochastic process, autoregressive moving 
average (ARMA) model was developed by Box and Jenkins (1976) to describe a 
wide range of time series data. Its specification is restricted to linear functions of 
past observations. It incorporates both a linear combination of innovations and 
difference equations. Under the assumption of stationarity, the mean and variance 
structures of the process are constant for all time points while the autocovariance 
(or autocorrelation) structure is a function of the time lag only and it does not 
depend on time. 
1 
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Harvey (1993) noted that time series analysis and modelling are twb indivisible 
components in the study of time series. When the dependence structure departs 
from linearity, linear models may lose their abilities in explaining the structural 
features of the data generating process. In order to provide an adequate repre-
sentation of the process, a proper time series model should be considered. 
1.1 Non-linear Time Series Models and Their 
Applications 
Although linear time series models have a long history, there is a large amount 
of empirical literature that provides evidence for structural instability in time 
series data. Due to the deficiency of linear models, it is no longer effective for 
linear time series model to capture some commonly observed features such as 
asymmetries, limit cycles, time irreversibility, amplitude-frequency dependency, 
and jump resonance. To complement the linear models, non-linear time series 
models are proposed to characterize the structural changes in a time series. 
Non-linear time series models have been developed rapidly in recent decades. 
Their applications are widespread to diverse fields because they provide a much 
wider range of possible dynamics and give us an insight into potential gains in 
forecasting as compared to linear time series models. 
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Examples of Non-linear Time Series Models 
Common classes of non-linear models are the Generalized Autoregressive Con-
ditional Heteroscedasticity (GARCH) models and the regime-switching model. 
The GARCH models which allow the conditional variance to change over time 
are employed in financial time series that exhibit time-varying volatility cluster-
ing. Their serial dependence of the error variance is expressed in ARMA form. 
Moreover, regime-switching type models are extended in economic and financial 
time series particularly for business cycle analysis. The observations in the time 
series are generated by different mechanisms at different regimes. A number 
of studies (see, for example, Hamilton, 1989，Potter, 1995, and Tiao and Tsay, 
1994) have presented applications of the regime-switching models on U.S. output. 
Economic expansion and recession are typical examples of the states of regimes. 
Under the regime-switching models, the popularity of the threshold models 
is comparable to that of the Markov switching model. The movement from one 
regime to another using a random probabilistic function is characterized by the 
Markov switching models of Hamilton (1989). It is believed that the switch of 
regime in economic time series is according to a Markov process utilizing transi-
tion probabilities defined by the exogenous state of the Markov chain. 
Meanwhile, Tong (1978, 1983) has devoted to the systematic development of 
the threshold models for the past two decades. He introduced threshold autore-
gressive (TAR) model as a special case of the threshold model. The TAR model 
which is viewed as a piecewise linear approximation to the general non-linear 
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autoregressive (AR) model has received much attention in application. Chan 
and Cheung (2005) proposed a bivariate threshold time series model in analyzing 
Australian short- and long-term interest rates. Later, Chan, Ng, and Tong (2006) 
provided evidence that a threshold model can be used to identify the structural 
change points in modelling annual United Kingdom price inflation series. 
1.2 The SETAR Model 
Each subclass of the TAR models has its characteristics. In this thesis, we restrict 
our discussion to one of the subclasses, the self-exciting threshold autoregressive 
(SETAR) model forgoing its flexibility of the threshold variables. It was first 
proposed by Tong (1978) and is discussed in detail in Tong (1983, 1990). 
Definitions and Notations 
If a time series {VJ follows the SETAR(/c; p, d) model with d < p, then 
= 4力 + f ^ + et if < Yt—d < rj， (1.1) 
V=1 
where L = p + l ’p + 2’... and j = 1,2,... ,/c. Assume q ~ cr^  < oo, 
and independent of 
Model (1.1) provides the AR representation of the j-th regime. Parameters 
k, p, and d, respectively, denote the number of regimes, AR order, and delay 
parameter (or threshold lag). All these specifications are restricted to be positive 
integers. Furthermore, {k — 1) distinct threshold parameters, ri,7，2,..., r^-i, are 
used to partition the regimes in Ri such that the regimes are non-overlapping 
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with —oo = ro < n < . . . < f^k-i < r^ = oo. is the mean level and •iP 
represents the AR parameter for the 'u-th regressor where v = 1 , 2 ’ . . . T h e 
process is known to be stationary in each regime if all roots of the characteristic 
equation, (/)(x) = 1 — - •.. 一 = 0，lie strictly outside the unit circle. 
SETAR-type Non-linearity 
The regimes of the SETAR model effectively exhibit the structural features of 
jump resonance, amplitude-frequency dependency, subharmonics, higher harmon-
ics, limit cycles and strange attractor, and synchronization in a non-linear time 
series (Tong, 1983, p. 78-92). The introduction of the SETAR model provides a 
comprehensive and less complex modelling procedure, and enhances the ability to 
identify the threshold variable and to estimate the threshold values (Tsay, 1989). 
More specifically, the process is divided into k linear AR regimes each of order 
p (so-called threshold autoregressive). The dynamic mechanism in the SETAR 
model is governed by a function of {Vt} itself instead of a function of an exoge-
nous time series external to the observed process. The interval rj-i < Yt-d < r) 
is the j-th regime under which the regime shift is triggered by the values of the 
past observations (so-called self-exciting). Under this setting, {V j is said to be 
non-linear if there are at least two regimes with different AR specifications. Note 
that if (j)\P = for all w 二 0’ 1,... ’ p and j ^ s = 1,2,..., k, then the model 
reduces to a linear AR(p) process. A SETAR model can be generalized to allow 
different AR orders and error variances between regimes (see, Chapter 3 of Tong, 
1983) and SETAR(l;p, d) is just a linear AR model of order p. 
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1.3 Objectives and Organization of the Thesis 
The need for non-linear time series forecasting is beyond doubt. The aforemen-
tioned applications of the SETAR model in economic and financial data motivate 
the employment of the SETAR model in other disciplines. Regardless of their 
implications in the study of time series, realizations of the SETAR model are not 
as trivial as expected. 
Motivation of the Thesis 
For instance, van Dijk et al. (1999) revealed the similarity between a non-
linear model and a linear model contaminated with outliers of moderate length. 
The pitfall is attributed to the asymmetric non-linear distribution of observations 
among regimes reflected in only a few observations. Under linear data generation 
mechanism, those observations are always misspecified as aberrant observations 
which are rare events probably not happening again. Outlier removal techniques 
are applied to remove those spurious outliers in linear time series modelling. 
The failure to distinguish threshold-type non-linearity from linear model with 
outlier contamination structure may cause serious identification problem. Rec-
ognizing a linear time series which is contaminated with outliers as a non-linear 
model leads to estimating very complicated models. It captures the apparent 
extreme values as part of the data structure. Conversely, treating a non-linear 
model as linear may destroy intrinsic non-linearity structure of the original time 
series which results in poor predicting power. Balancing the tradeoff between 
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analyzing the time series with the linear and non-linear model, a non-linearity 
testing procedure is in our interest for statistical inference which can distinguish 
the confounding effect between threshold-type non-linearity and outliers. 
Objectives and Organization of the Thesis 
There are two main objectives in this thesis. First, a procedure testing 
SETAR-type non-linearity is derived. Second, a robust estimation methodology 
is proposed and its asymptotic properties are being investigated. For convenience 
and simplicity, this thesis is confined to univariate time series. 
The rest of this thesis is organized as follows. Chapter 2 deals with the SETAR 
model and threshold-type non-linearity test. Some existing tests are considered 
and a new test is proposed. In Chapter 3, a robust estimation method on the 
time series is compared with the least squares estimation. Asymptotic properties 
of the robust estimation are also discussed. We then proceed to Chapter 4 to 
evaluate the power of the proposed test by means of numerical examples. The 
proposed test is applied on real data to analyze the existence of the non-linearity 
behaviour. The forecasting performance of the robust estimation is evaluated in 
comparison with the classical least squares estimation. Finally, conclusions are 
drawn in Chapter 5. In addition, directions for further research are outlined. 
Chapter 2 
The SETAR Model and Robust 
Test for Non-linearity 
At the model specification stage, identifying a linear or non-linear time series 
model is important because misspecified model may lead to questionable forecast. 
Using the same notation as in Chapter 1，we start this chapter by reviewing 
some popular threshold-type non-linearity tests. Failure of these tests in some 
circumstances provides the motivation to develop a robust test which is presented 
in Section 2.2. Robust properties of the proposed test rely on the choice of the 
objective function. Details are given in Section 2.3. At the end of this chapter, 
a simulation study is provided to examine the finite-sample performance of the 
proposed test on a simple SETAR(2; 1,1) model. The outlier effects in the non-
linearity tests are also taken into consideration. 
8 
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2.1 A Brief Review of Existing Tests for Threshold-
type Non-linearity 
With the introduction of SETAR-type non-linearity, hypothesis testing is of prac-
tical interest to determine the non-linearity behaviour of the observed time series. 
Several statistical tests for linearity (against SETAR-type non-linearity) have 
been proposed in the literature. Five classical tests are selected and tabulated in 
Table 2.1. The strengths and weaknesses of the tests are briefly examined. 
Table 2.1: Some existing tests for threshold-type non-linearity. 
Proposed by Non-linearity Test 
Petruccelli and Davies (1986) CUSUM (Cumulative Sums) test 
Petruccelli (1990) RC (Reverse CUSUM) test 
Luukkonen et al. (1988) LM (Lagrange Multiplier) test 
Chan and Tong (1990) LR (Likelihood Ratio) test 
Tsay (1989) Tsay's F test 
Principles of these Non-linearity Tests 
All tests require the AR order p and delay parameter d be fixed in advance, 
except for the LM test which allows d to be unknown. The CUSUM test utilizes 
the recursive least squares estimates of the parameters of an arranged autoregres-
sion. Special features of the one-step ahead forecast errors are used. In order to 
achieve a higher power and to reduce the bias in the latter part of the forecast 
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errors attributed to the outliers, the cumulative sums are reversed to formulate 
the RC statistic. We do not need to specify the number and location of the 
thresholds for the CUSUM and RC tests. No model identification and model 
fitting are required too. Furthermore, the LM test considers the augmented first 
order test but it cannot be used to locate the thresholds. Since the nuisance 
parameter r is absent under the null hypothesis, asymptotic null distribution of 
the LR statistic under conventional likelihood ratio approach is derived through 
the first passage probability associated with a Gaussian process. In addition, 
the number of thresholds should be prespecified in the LR test. Same as in the 
CUSUM and RC test, Tsay's F test is based on the arranged autoregression. A 
detailed discussion on the arranged autoregression is given in Section 2.2. 
The above tests are derived in time domain. Frequency-domain test is an 
alternative which is based on spectral analysis (see, for example, Hinich, 1982, 
and Siibba Rao and Gabr, 1980). Although frequency-domain tests do not always 
show high power, Chan and Tong (1986) suggested that it is worthy to consider 
the conjunction of frequency- and time-domain tests. 
Remarks on the Non-linearity Tests 
Outliers which arise from heavy-tailed distributions or abnormal events are 
physical reality in many circumstances. For instance, weekly sales may be pos-
itively affected by a bargain month. A strike can cause temporary decrease of 
industrial production. Their influences on the non-linearity tests are noticeable. 
Robustness towards outliers becomes a practical field in time series analysis. Re-
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lated researches are abundant. Chan and Ng (2004) concluded from a small-scale 
simulation study that no single test is able to resist large outlying values satis-
factorily. Among the non-linear tests, existence of outliers induces aberrant test 
statistics. Moeanaddin and Tong (1988) reported that some non-linearity tests 
are sensitive to outliers. Chan and Cheung (1994) came across aberrant Tsay's 
(1989) F statistics when they analyzed the wholesale prices of leaded gasoline in 
U.S.. Accordingly, Chan and Ng (2004) stressed the need for a robust test for 
SETAR-type non-linearity analysis. 
In the early development of the TAR model with outlier efFocts, robustifying 
the standard test by the generalized-M estimate is considered as the first attempt. 
Later, van Dijk et al. (1999) suggested a robustified version of the LM test for 
the Smooth Transition Autoregressive (STAR) model with the SETAR model as 
a special case. However, this LM test is often erroneously oversized in simulation. 
2.2 Robust Tests for Threshold-type Non-linearity 
In this section, we propose a new robust non-linearity test inspired by Tsay's 
(1989) F test. In essence, oversized problem vanishes and its power maintains at 
a reasonably high level in detecting SETAR-type non-linearity. For illustrative 
purpose, we first describe the stepwise arranged autoregression approach of the 
ordinary least squares {OLS) based Tsay's F test. A robustified version of Tsay's 
F test is then proposed and its asymptotic null distribution is derived. 
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2.2.1 Tsay's F Test 
Tsay's F test is often used due to its simple and familiar regression-type structure. 
For an observed time series {Yt： t = 1, 2, . . .，n } , the linear AR(p) model is 
regarded as the null model against the alternative SETAR model in the framework 
of Tsay's F test. Under the null model of linearity, the non-linear SETAR(/c; p, d) 
model reduces to a linear AR(p) model. 
Arranged Procedure 
Let h = max(l ,p + 1 - d) and denote (i) be the time-index of the ith smallest 
value among {K, : i = /i, /i + 1’...，n - d}. Then, Model (1.1) can be rewritten as 
y • ⑴ = + ^  + e ⑴ i f 5,-1 < 2 < , (2.1) 
u=l 
where i = 1,2，..., n*, j = 1,2,. . . , k, n* = n - d — h + 1’ and sj satisfies 
〜） < Tj < � + 1 ) . In this way, (sj)'s can be used to indicate the time-index of 
the regime where 1 = sq < <Si < . . . < Sfc 二 n*. 
Autoregression Procedure 
Both the dependent vector and the corresponding lagged design matrix are 
arranged according to the threshold variable Yt-d- Under the null hypothesis of 
linearity, the arranged autoregression is written in the form Y = X^ + e, i.e., 
(V \ I ^ ^ V \ I I \ 1 J (l)+d-l . . . Ml)+d-p (PQ 印) 
1 V(2)+d-l • • . y{2)+d-p 4>l H2)+d 
= + . 
• • « , • • • 
• • • • • • • 
\ ^ (n»)+fi y 乂 1 Y(^n')+d-l • . . y{n')+d-p / \ ^P / \ / 
(2.2) 
CHAPTER 2. The SETAR Model and Robust Test for Non-linearity 26 
Therefore, X contains an unit vector in the first column, $ = (00, ...，^pY 
and e are vectors of the AR parameters and noise, respectively, where superscript 
T denotes the matrix transpose. 
Stepwise Procedure 
Stepwise autoregression of the first i rows of Y is performed successively on 
the first i rows of X for z = m,m + 1,... ,n* — 1 {=n — d — h). Eliminating the 
initial observations, we require the startup value m 〉 p + 1. Denote Pm be the 
associated X^ X inverse matrix, Xi+i be the {i + l)-th row of the X matrix, and 
As 
X i be the submatrix containing the first i rows of X . Let be the vector of 
the least squares estimates of the AR parameters based on the first m cases. The 
recursive estimate is computed efficiently by 
<|m+l 二 + Km+liYim+D+d " 
D 饥+1 = 1.0 + Xm+lP 
-^ m+1 = -f^m^m+l/ 
P 1 _ f r - P p 
SO that = Then, the corresponding one-step-ahead predictive 
residual is calculated as, 
A 
. "^{i+D+d — y{i+l)+d , . 
Orthogonality for SETAR-type Non-linearity 
The orthogonality property between the predictive residuals in Expression 
(2.3) and the regressors contributes to the success of Tsay's F test. Under the 
null model, the predictive residuals behave as white noise and are uncorrelated to 
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the regressors v = 1,- - - i = m,m+l , . . . ,n*-l (= n-d-h)}. On 
the contrary, the predictive residual for the observation with time-index (Sj + l)+(i 
will be biased when i arrives at or exceeds Sj if threshold-type non-linearity exists. 
Their predicting power will decrease accordingly. In addition to the fact that the 
predictive residual is a function of the previous arranged observations, destruction 
of this orthogonality property will in turn indicates non-linearity. Following these 
arguments, without knowing the actual number and location of threshold, non-
linearity will be recognized once observations from other regimes are involved. 
The test for SETAR-type non-linearity is applied now to see if the following 
regression model displays orthogonality. 
p 
^i+i)+d = + ^vy{i+i)+d-v + (2.4) 
for 2 = m,m + 1, • • • ,n _ d — h (= n* - 1), i.e., 
厂 \ ( … V \ I \ I \ 
e(m+l)+d 丄 y(m+l)+d-l • . . i{m+l)+d-p &{m+l)+d 
^{m+2)+d 1 y(m+2)+d-l • . • Y(m+2)+d—p e{m+2)+d 
= + . 
« • • , • • • 
« . • • • • • 
• * • • • • 鲁 
\ y 乂 1 y{n')+d-l . . . ) \ ⑴’） \ 乂 
(2.5) 
Obviously, it is equivalent to testing of the hypothesis 
//o : = 0 for u = 0,1,. . . , p against Ha : At least one ujy / 0. 
The usual F statistic of the regression in Model (2.5) is employed such that 
M55/(p+l) _ MSS/{p+l) 
—RSS/l{n* - m) - (p+ 1)] — RSS/{n - d - h - rn - p) ’ � … 
where RSS = J^^t and MSS = J] e? _ rsS. Under the null hypothesis, the 
test statistic is asymptotically distributed as Fp+i^ n-d-h-m-p-
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2.2.2 The Proposed Test 
In the presence of outliers, the discriminative power of Tsay's F test is enhanced 
by introducing the Schweppe-type of generalized-M (GM) estimator (Handschin 
et al., 1975). Without loss of generality, let us explain the concept of this type 
of GM estimation procedure for a simple linear AR(1) model. Conventional 
techniques are needed to generalize the concept to ordinary AR(p) models (see, 
for example, Chapter 8 of Maronna et al., 2006). 
Ordinary Least Squares Regression with Outliers 
Following Pranses and van Dijk (2000, p. 67), we assume a simple stationary 
uncontaminated AR(1) process without intercept, 
= (i^ Yt-i + e,. (2.7) 
Once the process {Yt : i = 1, . . . , n} is observed, wo can make use of the first,-order 




It is actually the minimization of the sum of the squared residuals. Although 
the OLS estimators have nice optimality and asymptotic properties, it does not 
offer any protection against outliers. If an additive outlying observation appears 
at i = s, outliers appear in the plane of regression The point y,) 
becomes a vertical outlier with the response Vg falling outside the range of the 
majority of the data. Besides, the point (V ,^ Ys+i) becomes a bad leverage point 
CHAPTER 2. The SETAR Model and Robust Test for Non-linearity 16 
due to the outlying character of the regressor Yg. In this situation, the OLS 
estimator will be biased (Rousseeiiw and van Zomeren, 1990). 
GM Regression with Outliers 
Maximum-likelihood-type (M) and generalized-M (GM) estimators are good 
alternatives in tackling the outlier problem. M estimate is obtained by minimizing 
an objective function, p, or solving the zero of the first derivative of p, if it 
exists. Sometimes, it is said to be a generalized MLE estimator when p takes the 
form of the negative logarithm of the density function. However, M estimation 
only provides a bound on the influence of vertical outliers. Although it is resistant 
against unusual or outlying response, the existence of leverage points may affect 
the M estimation which is no longer robust to all types of outliers in the design 
space. Consequently, the domain of ijj is enlarged to the design points and the 
residuals under GM estimation (H amp el et al, 1986). Since the influence of 
leverage outliers is bounded by a weight function, regression with GM estimator 
is also known as bounded influence regression. 
For GM estimation, the Schweppe-type regression is found to be more efficient 
than the Mallow-type regression as it gives more weight to the residual if the 
corresponding regressor has a small weight. Besides, this type of regression (with 
GM estimator) in computing the estimate of 4> has the advantage of utilizing the 
information that is given by good leverage points while reducing the weights of 
the vertical outliers and bad leverage points (Hampel et a/.，1986). Informative 
data is summarized to a larger extent than just from the OLS solution. 
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GM Est imation under the Schweppe-type Regression 
Under the Schweppe-type regression, GM estimate of 0 for the simple AR(1) 
model follows the first-order condition 
n 
J2u;y(Yt.i}Yt.Mzt) = 0, (2.9) 
t=2 
where 
而 = ^ ： ^ (2.10) 
is the standardized residual series, 
et = Vt - (pVt-i (2.11) 
is the t-th residual, and a^ is a robust measure of the scale of the residuals e^ 
The function in Expressions (2.9) and (2.10) provides the weight for Yt-i 
which discounts the outlying observations in the regressor. We utilize the weight 
function adopted by van Dijk et al. (1999) as 
miYj-i)?) … 9 、 
[ 抓 i)]2 , (2.12) 
where 
肌 _ 1 ) = (2.13) 
and rriy and Gy are the robust measures of the location and the scale of Yt-i, 
respectively. If the regressors have the same weight for all L, i.e. ujy(Yt-i) = 1, 
then it reduces to Huber-type regression with M estimators. It results in usual 
OLS estimators if, in addition, i/j{zt) = Zt. 
Another component, function, which is an odd and bounded function, must 
be specified under some regularity conditions such that the corresponding GM 
estimator is asymptotically consistent (Hampel et al” 1986). We will leave the 
discussion of the choice of the i/^-function in Section 2.3. 
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We now further define the weight function for the standardized residuals as 
_ for… 
uJ^izt)= 之 t (2.14) 
1 otherwise. 
V 
It does depend not only on the standardized residuals but also on the regressors. 
The first-order condition in Expression (2.9) is then re-written in the form of a 
weighted least squares estimation, 
n 
- (pYt.-i) = 0. (2.15) 
t=2 
Since the first-order condition is non-linear in 0, iterative weighted least 
squares (IWLS) algorithm should be used. For the first step, it is essential to 
obtain a good initial estimate for each component in Expression (2.15). 
The weight function for the regressor uJy(-) and that for the standardized 
residuals uj^(-) are fixed following the choice of the function by Expressions 
(2.12) and (2.14), respectively. Rousseeuw (1984) believed that least median 
of squares (LMS) estimator provides a good initial estimate of 0, denoted by 
Given 护、the corresponding fitted residuals are computed via Expression 
(2.11). To obtain the robust estimate of the scale cr^  in Expression (2.10), the 
median absolute deviation (MAD) measure is used, i.e., 
= 1.483 median(|e?-m^|) (2.16) 
with the robust estimate of the location 
m° = median(e?) (2.17) 
for ^ = 2 , . . . , n. The constant 1.483 is used to adjust the MAD measure such that 
a consistent estimator of the scale is guaranteed. Analogous to Expressions (2.16) 
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and (2.17), we employ the estimators, ay = 1.483 median(|yt-i — ^yl) and rhy = 
median(V't_i), for the estimation of Gy and niy in Expression (2.13), respectively. 
Finally, the corresponding standardized residual series zf is computed. 
Given the initial estimate the {i + l)-th GM estimate of 0 in Model (2.7) 
is computed using IWLS algorithm, 
n 
夕+1 = , (2.18) 
,.=2 
where i^'s are the fitted standardized residuals that are computed using tho esti-
mate 0' at the i-th iteration. By repeating the updating process of the parameter 
estimates, the sequence of estimates is said to be converged if two consecutive 
estimates differ from a predetermined small number, say 0.0001. 
Generalization to a Higher-order A R Model with Intercept 
A much greater concern is on a general AR(p) model. However, one additive 
outlying observation in an AR(p) model will cause one vertical outlier and p 
leverage points. Detection of outliers is much harder in multivariate data clouds 
than in the univariate case because of high dimensionality. The problem is more 
serious especially in the presence of groups of outliers viewed as a masking effect 
(see, for example, Chapter 7 of Rousseeuw and Leroy, 1987). The illustrative 
simple AR(1) model without intercept is now extended to a general p-th order 
autoregression with an intercept, as in Models (2.2) and (2.5). A multivariate 
version of the IWLS algorithm in Expression (2.18) is desired. First, we expand 
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the definition of <5(yUi) in Expression (2.13) to the Mahalanobis distance 
for regressors = (Vt—i, y"t_2’ …，Yt-pV in multivariate case, 
^ > t 」 i ) = 加 、 么 - _ ) 1 - (2.19) 
where My(p) and Sy(p) are the multivariate (p-dimensional) location and scatter 
matrix of the regressors, respectively. Higher-dimensional minimum volume ellip-
soid (MVE) estimator with high breakdown point that is discussed in Rousseeuw 
and van Zomeren (1990) is used to approximate the value of in Expression 
(2.19). The projection algorithm of FORTRAN subroutine MINVOL is available 
at the StatLib (www.stat.cmu.edu) for computing MVE estimators. 
Robustif ied Tsay's F Test with GM Estimator 
For Tsay's F test, the OLS estimators are used throughout. The main draw-
back is the loss of potentially useful information in the presence of unnoticeable 
outliers. Motivated by the above consideration, it seems preferable to employ 
robust procedures with the aid of the GM estimator to replenish the OLS'-based 
Tsay's F test. For our proposed test, we suggest replacing these estimates with 
the GM estimates in the arranged regressions in Models (2.2) and (2.4). Using 
the stepwise arranged autoregression in the same way as in Tsay's F test, the 
modifications applied in our test are highlighted as follows. 
Given p and d, we first compute the GM estimates and predictive residual 
{^i+i)+d successively for i = m, m + 1, . . . , n* — 1 {= n — d — h). The Schweppe-
type regression�corresponding to Model (2.4), is performed between the set of 
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(n* — m) predictive residuals and the last {n* — m) rows of the design 
matrix X. It is viewed as running an auxiliary OLS regression of the weighted 
residuals on the weighted regressor 『 丄 { 么 
The proposed Fgm statistic is then formulated as 
= Mg5/(p+l) = MSSI[v+l) 
GM RSSI[(n^-m)-{p-{-!)] — RSSI(n-d-h-m-pY 
where 
MSS = 
RSS = - MSS 
A — (m+l)+ci'…’ ^ {n')+d) 
yf么i)+d = (1’ y{i+i)+d-u …，y(i+i)+d—p广 
and the standardized residual is defined as 
%+i)+ci = e(i+i)+d/<3"£, (2.21) 
for 2 = m, m + 1, . . . , n* — 1 {= n - d — h). 
The null hypothesis of linearity is rejected for large values of the test statistic 
Fgm- Its asymptotic distribution is given in Theorem 2.2.1 and the proof on the 
large-sample approximation to the distribution is provided. 
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THEOREM 2.2.1. Let Yt be a linear stationary AR(p) process. That is, Yt follows 
Model (1.1) with k = 1. Then, for large n, the statistic Fqm that is defined in 
Expression (2.20) follows approximately an F distribution with degrees of freedom 
(p + 1) and {n — d — h — m — p). 
PROOF OF THEOREM 2.2.1 It can be proved by using a similar argument to that 
which is used by Tsay (1986, p. 463). 
For t = m-\-l-\-d,m-\-2 + d,'- - ,n* + d, we denote 
e, = et + - and Y, = $ + e^ . 
It can be shown that $ and a^  are >/n-consistent estimates of $ and cr^ , respec-
tively. With T = (1/；(e(„^ +l)+rf/c7J’ . . . ’ taking the place of 金， 
the asymptotic distribution of Fqm in Expression (2.20) does not change. Now, 
X ^ W T = Y^^  /\/n satisfies a central limit theorem 
(Billingsley, 1961) and converges in distribution to a (p + l)-dimensional normal 
random vector with a mean 0 and covariance matrix Ki, with 
Also, X'^WWX/n = X ^ i I ^ converges in probability to 1^ 2 
with 
So, the numerator of Expression (2.20) converges to xl+i^ bP'^ i^ t/f^c)]- Finally, 
the large sample F distribution of the testing statistic Fqm in Expression (2.20) 
follows from an argument which is similar to that of the usual analysis of variance. 
• 
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2.3 The Choice of the function 
Instead of blindly removing suspected outliers through residual diagnosis, the 
influence of outliers can be arbitrarily bounded under robust regression making-
use of the •0-function (or p-function). In essence, the choice of the -^-function 
and the corresponding tuning const ant (s) jointly control the degrees of efficiency 
and robustness of the proposed Fqm test. Table 2.2 summarizes the criteria of 
the common functions used for the estimation of the location parameter, say u 
(lioaglin et ai, 1986, and van Dijk et ai, 1999). 
Table 2.2: Some commonly used i/^ -functions. 
Estimator with Objective function '0-function Range of u 
tuning constant(s) p{u) ip{u)=p'{u) 
Least squares^ (LS) ^u^ u (-oo, oo) 
Huber^(/c) ^u^ u S /c 
2 I 
k〉0 - -k^ ksgn(u) |?i| > k 
A f 「 /u、2l3) 「 /u、2l2 
Tukey's biweight(c) — ^ 1 - 1 - ( " J > n 1 - j \u\ < c 
c > 0 ； 0 |u| > c 
6 
Polynomial^(ci,C2) ^u^ u 丨^ 丨^ S Ci 
C2 > Ci > 0 constant 0 \u\ > C2 
J (){\n\)du .(/(M) ci < |'a| < ( � 
1 When fc, c, and ci approach +00, the i/;-functions reduce to a LS (i.e., mean) function. 
2 sgn is the signum function. 
3 t/)(u) = u[l - //(|u| - ci)] + H{\u\ - ci)[l - H{\u\ - C2)]p(|u|), where H{.) is the Heaviside 
function. I.I(z) = 1 if 2 > 0, and II(z) = 0 if 2； < 0. )7(|i,|) is a fifth-order polynomial such that 
•0(w) is twice continuously differentiable. 
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(a) (b) 
,产 - / 
^ ^ V ' / 
T z ^ J ^ •! z , ^ 




1 u, / \ (a) Least squares psi function against u 
1 / \ (b) Huber psi function against u 
I d • ^^\ / \ ^ (c) Tukey's biweight psi function against u 
I 2 - \ / ** Polynomial psi function is subject to 
_ ' \ / the choice of the fifth-order polynomial. 
T '" I V' -' I 1 I 
-4 -2 0 2 4 
u 
Figure 2.1: Trend of selected ？/；-functions. 
Figure 2.1 shows the trend of these functions in u. Different values of u affect 
the estimation in different extent. Extreme values of u are downweighted and 
bounded by the tuning constant except the LS function which is strictly increasing 
over the whole range of u. The progression from the LS function developed in the 
early stage through the monotone Huber to the redescending Tukey's biweight 
and polynomial functions takes the advantage in the improvement of resistance to 
outliers and the smoothness in the use of the data. The monotone Huber function 
dampens the effects of the extreme observations by downweighting so that it is 
less sensitive to large changes. The last two functions utilize the properties of 
redescending under which extreme outliers beyond the minimum rejection points 
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are discarded in the estimation. Sometimes, they are said to be hard redescenders 
as the '0-function values are equal to zero for sufficiently large For comparison, 
soft redescenders are those the i/j-function values are only asymptotic to zero for 
large 丨7/,| which are not considered in this thesis. 
Tuning Constant 
The efficiency for these t/^ -fimctions depends on their tuning constants afore-
mentioned. They are often chosen from the Gaussian model and the x^ dis-
tribution with one degree of freedom (Spath, 1991, p. 195). Critical values, 
x/x?(0.99) = 2.576 and ^Xi(0-999) = 3.291, are easily obtained from the chi-
square distribution table. At asymptotic 95% and 99.95% efficiency of the Gaus-
sian model, the tuning constants of the Huber function are 1.345 and 3.0, respec-
tively. Those of the Tukey's biweight function are 4.685 and 15.0，respectively. 
Table 2.3 lists the tuning constants of the selected functions considered in our 
simulation study. Some of them are the default values commonly used in the 
statistical software. 
Table 2.3: Timing constant(s) of selected 功-functions. 
Estimator Tuning Constant (s) 
Huber(A;) 1.345 or 3.291 
Tukey's biweight(c) 4.685 or 15.0 
Polynomial(ci,C2) 2.576，3.291 
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2.4 A Simulation Study 
In this section, simulation on the proposed test under different ？/^ -functions is 
studied under the same SETAR model. Empirical size and power are used as a 
measure of the robustness towards outliers. 
2.4.1 Data Generation Process (DGP) 
A SETAR(2; 1,1) model is now introduced as the underlying outlier-free DGP. 
t \ if y^-i > r, 
where et ~ N{0,1). It is interpreted as a two-regime (k = 2) SETAR model each 
of a linear AR(1) process (p = 1) with threshold variable dictated by the one-step 
lagged observations {d = 1). 
Outliers come into effect through the generalization of the outlier-free process 
{ y j to the testing process {Zt} with outlier contamination structure, 
Zt = Yt-\- r}t. (2.23) 
We employ the random mechanism proposed by Denby and Martin (1979) to 
determine the number and the location of the additive outliers (AO) as follows. 
• rjts are i.i.d. with density (1 — /^ )Ao(-) + /?7r. 
• Ao(-) represents a degenerate density at 0. 
• TT follows 释 , U ; 2 ) . 
• cj is the size parameter of the contamination. 
• P is the percentage of contamination (0 < < 1). 
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AO is chosen for its simple intervention function and its popularity among 
the classes of outliers. Only the lovol of the current observation is affoctGci in the 
presence of AO. Following Denby and Martin (1979), innovational outlier (10) can 
be extended to the SETAR model. However, Chan (1992) and Wei and Wei (1998) 
suggested that the existence of lOs is not an obstacle in model specification and 
estimation. Furthermore, Chan and Ng (2004) showed the existence of lOs causes 
no harm to most SETAR-type non-linearity tests. Nevertheless, the contributions 
of lOs to examining the robustness of the tests are not so significant (see, for 
example, Chan, 1992，and Wei and Wei, 1998). Thus, we just concentrate on AO 
contamination in this study. 
Parameter Settings 
Time series {Zt : t = 1,2’ …，n} with n = 100 and 200 data points are sam-
pled from Model (2.23) with initial value set to zero, Yq = 0. A sufficiently large 
number of simulated data points, say the first 1500 observations, are discarded in 
each replication so as to get rid of any transient effects in generating a SETAR 
time series (Moeanaddin and Tong, 1988). Both p and d are given of values equal 
1 in the testing. The percentage of contamination is fixed at f^ = 5% and the 
startup value for the arranged regression is set at m = n/10 + p. 
We impose uj = {0’ 3,6,10}. The larger the value of u, the larger the size of 
outlier contamination. When cj = 0，the process reduces to the original outlier-
free process. For other parameter settings, a comparative study from Chan and 
Ng (2004) found that the powers of the non-linearity tests are closely related 
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to the level of the model. The differences between regimes can be enlarged by 
the level shift. In order to confirm this possibility, the experiment is designed 
such that Table 2.4 studies non-zero intercept SETAR models with parameters 
(r, _ (1.0,1.0,0.5,1.0), and seven combinations of are chosen 
from —0.8 to +0.8 to demonstrate different degrees of SETAR-type non-linearity. 
Zero intercept SETAR models are then studied in Table 2.5 which shows the 
results corresponding to the settings in Table 2.4 but with threshold parameter 
r = 0 and intercept terms = (j)、》、=0. Some of the parameter combinations 
are taken from Tsay (1989). Other combinations are chosen such that there are 
adequate observations in both regimes for efficient parameter estimation and non-
linearity testing. When =0.5’ the model reduces to the linear AR(1) process 
(i.e., the null model). 
To compare the proposed Fgm test, four V^-functions are considered (see Table 
2.2). Notice that the choice of the function as LS actually implies the OLS 
method with unit weighting. The Fgm test in this manner reduces to the original 
Tsay's (1989) F test as the baseline test. In other words, our focus is simply on 
the comparison of the performance of the Fgm test with the LS function and the 
Fgm tests with other functions. 
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2.4.2 Simulation Findings 
For each of the combinations, the empirical relative frequencies of rejecting the 
linear null hypothesis at 5% of significance with 1000 replications are summarized. 
Under the null model of linearity, they are interpreted as the empirical sizes of 
the tests. Alternatively, they are interpreted as the empirical powers. Simulation 
results arc analyzed in various directions. Thoy arc the offects of the size of the 
outlier contamination, the sample size, the degree of SETAR-type non-linearity, 
and the choice of the 仏-function and the corresponding tuning constants. 
Under the Nul l Model of Linearity == 
For the case with no outliers (CJ 二 0)，the LS function (i.e., the original 
Tsay's F test) performs as well as the other functions in terms of the acceptable 
empirical sizes which are all satisfactorily close to the nominal 5% level. As 
oj increases, the empirical sizes lift up accordingly. The empirical sizes for the 
LS function incroaso significantly beyond 5% but the sizes for the other functions 
maintain around 5% for all levels of w. Table 2.4(a) shows that when cj = (0’ 3,6) 
under the null model of = 0.5’ the empirical sizes for the LS function are 
(0.031，0,176’ 0.312), while those for the Huber function (with k = 3.291) are 
(0.025，0.056,0.057). The results of the LS function are indifferent by increasing 
the sample size. The oversized problem of the LS function still exists for n = 200. 
The unreasonable oversized problem of the original F test shows that the test 
is sensitive to outlying observations. Its biasness towards outliers is serious even 
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when the data are generated from the null model. Its discriminative power breaks 
down in the presence of extreme outliers. Conversely, the proposed Fgm tests 
are robust with respect to outliers in the null model. Even though the empirical 
sizes of the other functions increase in general, their performance is stable and 
still in control with the contamination of outliers. 
Under the Alternative Model of Non-linearity 
Let us now investigate the proposed tests with outliers and non-linearity in 
terms of the empirical power. It seems that the original F test is more powerful 
than the Fqm test but it is not fruitful to rely on the results of the LS function. 
The erroneous oversized problem of the LS function under the null model suggests 
that its performance is even worse in identifying the confounding effects of outliers 
and non-linearity under the alterative model. 
We then concentrate on the performance of other •0-functioris in different 
degrees of SETAR-type non-linearity. The powers of the tests increase with the 
degree of non-linearity as (pf^  moves from 0.5 to —0.8. Furthermore, it is not 
striking to have a power reduction of the proposed test as uj increases. Increasing 
the sample size is considered as a remedy for the adverse effect. We take the 
case of 052) = —0.8 in Table 2.4 as an example. For UJ = (0,3,6), the powers of 
the Tukey function (with c = 15.0) are (0.988，0.899’ 0.860) when n = 100. The 
powers rise to (1.000,0.996,0.990) when n = 200. As a whole, it is obvious that 
the proposed Fgm tests can identify the non-linearity structure satisfactorily at a 
reasonable level of power. The presence of outliers is not an obstacle of the tests. 
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The Choice of the t/^-function and the Tuning Constant 
In the view of the choice of the V—function and tuning constant, the pow-
ers of the Fgm test increase with their corresponding tuning constants if they 
exist. As the simulation with the polynomial "^-function takes a relatively long 
computational time, only one parameter setting is given. It is expected that its 
performance may improve if other settings are allowed. 
Among the Fgm tests, the Ruber function (with k = 3.291) and the Tukey's 
biweight function (with c = 15.0) seem to be superior to the other tests. They 
often provide a compromise between high power and correct size in the presence 
of outliers. For practical applications, they are recommended with its robustness 
towards outliers. 
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Table 2.4: The empirical relative frequencies of rejecting a linear model based on 
1000 replications of a SETAR (2; 1’ 1) with intercept model. 
Parameters The Fgm test with various T/^-functions 
“ ci = 2.576 
1.345 k = 3.291 c = 4.685 c = 15.0 C2 = 3.291 
r <t>h <i>i 4>\' u； LS Huber Huber Tukey Tukey Poly 
(a) Sample size n = 100 
1.0 0.5 0.5 0.5 -0.8 0 0.992 0.872 0.986 0.705 0.988 0.797 
3 0.833 0.817 0.910 0.668 0.899 0,744 
6 0.493 0.796 0.856 0.672 0.860 0.753 
10 0.271 0.792 0.827 0.688 0.838 0.759 
1.0 0.5 0.5 0.5 -0.5 0 0.920 0.744 0.908 0.570 0.898 0.646 
3 0.683 0.659 0.751 0.506 0.753 0.560 
6 0.359 0.653 0.693 0.517 0.686 0.560 
10 0.212 0.643 0.666 0.531 0.667 0.584 
1.0 0.5 0.5 0.5 -0.2 0 0.655 0.478 0.622 0.332 0.618 0.359 
3 0.391 0.391 0.448 0.295 0.452 0.293 
6 0.237 0.384 0.381 0.302 0.381 0.323 
10 0.146 0.393 0.363 0.319 0.374 0.343 
1.0 0.5 0.5 0.5 0.0 0 0.372 0.260 0.363 0.187 0.355 0.206 
3 0.271 0.221 0.270 0.168 0.264 0.174 
6 0.189 0.219 0.230 0.185 0.237 0.192 
10 0.146 0.207 0.202 0.175 0.242 0.177 
1.0 0.5 0.5 0.5 0.2 0 0.142 0.088 0.121 0.075 0.127 0.066 
3 0.169 0.094 0.115 0.081 0.113 0.065 
6 0.175 0.087 0.104 0.077 0.091 0.065 
10 0.143 0.074 0.080 0.068 0.092 0.058 
1.0 0.5 0.5 0.5 0.5 0 0.031 0.017 0.025 0.025 0.026 0.026 
3 0.176 0.017 0.056 0.028 0.048 0.018 
6 0.312 0.020 0.057 0.031 0.043 0.026 
10 0.249 0.018 0.052 0.028 0.042 0.024 
1.0 0.5 0.5 0.5 0.8 0 0.077 0.052 0.074 0.047 0.073 0.036 
3 0.405 0.061 0.158 0.039 0.115 0.040 
6 0.699 0.071 0.209 0.046 0.119 0.058 
10 0.712 0.071 0.193 0.048 0.111 0.045 
(b) Sample size n = 200 
1.0 0.5 0.5 0.5 -0.8 0 1.000 0.997 1.000 0.903 1.000 0.974 
3 0.976 0.995 0.998 0.920 0.996 0.962 
6 0.641 0.992 0.993 0.925 0.990 0.964 
10 0.301 0.987 0.987 0.946 0.993 0.973 
1.0 0.5 0.5 0.5 -0.5 0 0.999 0.958 0.998 0.829 0.999 0.890 
3 0.903 0.932 0.975 0.788 0.976 0.851 
6 0.493 0.930 0.947 0.808 0.939 0.858 
10 0.193 0.923 0.929 0.806 0.944 0.866 
1.0 0.5 0.5 0.5 -0.2 0 0.953 0.838 0.938 0.631 0.936 0.685 
3 0.699 0.741 0.806 0.557 0,815 0.599 
6 0.372 0.740 0.727 0.572 0.730 0.597 
10 0.182 0.723 0.701 0.580 0.742 0 621 
1.0 0.5 0.5 0.5 0.0 0 0.722 0.550 0.689 0.375 0.681 0.395 
3 0.489 0.452 0.486 0.316 0.487 0.317 
6 0.307 0.433 0.425 0.315 0.414 0.312 
10 0.166 0.425 0.391 0.330 0.407 0 336 
1.0 0.5 0.5 0.5 0.2 0 0.312 0.186 0.288 0.130 0.277 0.126 
3 0.357 0.153 0.205 0.117 0.193 0.113 
6 0.254 0.141 0.189 0.099 0.178 0.103 
10 0.142 0,143 0.168 0,107 0.180 0 095 
1.0 0.5 0.5 0.5 0.5 0 0.050 0.013 0.032 0.019 0.031 0.015 
3 0.357 0.010 0.061 0.017 0.038 0 013 
6 0.626 0.012 0.059 0.016 0.028 0.016 
10 0.511 0.010 0.051 0.017 0.032 0 016 
1.0 0.5 0.5 0.5 0.8 0 0.142 0.056 0.106 0.055 0.102 0.045 
3 0.630 0.081 0.255 0.053 0.160 0.056 
6 0.953 0.097 0.357 0,053 0.138 0 060 
10 0.976 0.095 0.357 0.051 0.133 0.054 
Note: The nomina l size of the tests is 5%. 
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Table 2.5: The empirical relative frequencies of rejecting a linear model based on 
1000 replications of a SETAR (2; 1’ 1) without intercept model. 
Parameters ~ The Fqm test with various i/^-functions 
ci —— 2.576 
fc= 1.345 k = 3.291 c = 4.685 c = 15.0 C2 = 3.291 
r <^ 0 A LS Huber Huber Tukey Tukey Poly 
(a) Sample size n = 100 
0.0 0.0 0.5 0.0 -0.8 0 0.770 0.433 0.689 0.284 0.693 0.345 
3 0.533 0.375 0.537 0.249 0.541 0.284 
6 0.299 0.370 0.470 0.247 0.473 0.285 
10 0.196 0.362 0.439 0.270 0.483 0.288 
0.0 0.0 0.5 0.0 -0.5 0 0.584 0.308 0.506 0.201 0.513 0.231 
3 0.418 0.260 0.388 0.182 0.397 0.209 
6 0.264 0.265 0.340 0.192 0.336 0.228 
10 0.174 0.246 0.305 0.187 0.323 0.228 
0.0 0.0 0.5 0.0 -0.2 0 0.316 0.172 0.281 0.115 0.276 0.124 
3 0.274 0.145 0.214 0.111 0.214 0.126 
6 0.223 0.133 0.196 0.111 0.187 0.135 
10 0,162 0.143 0.181 0.116 0.185 0.131 
0.0 0.0 0.5 0.0 0.0 0 0.185 0.097 0.161 0.080 0.159 0.080 
3 0.218 0.101 0.134 0.077 0.137 0.083 
6 0.207 0.098 0.127 0.069 0.126 0.079 
10 0.164 0.091 0.125 0.073 0.119 0.085 
0.0 0.0 0.5 0.0 0.2 0 0.105 0.052 0.083 0.054 0.090 0.053 
3 0,192 0.053 0.095 0.046 0.080 0.046 
6 0.223 0.061 0.079 0.050 0.069 0.049 
10 0.171 0.047 0.064 0.050 0.071 0.047 
0.0 0.0 0.5 0.0 0.5 0 0.031 0.019 0.025 0.026 0.026 0.026 
3 0.176 0.016 0.057 0.028 0.048 0.018 
6 0,312 0.020 0.057 0.029 0.043 0.025 
10 0.249 0.018 0.052 0.026 0.042 0.024 
0.0 0.0 0.5 0.0 0.8 0 0.131 0.069 0.127 0.055 0.124 0.049 
3 0.333 0.080 0.168 0.049 0.124 0.045 
6 0.516 0.074 0.156 0.050 0.110 0.049 
10 0.479 0.079 0.148 0.061 0.102 0.062 
(b) Sample size n = 200 
0.0 0.0 0.5 0.0 -0.8 0 0.983 0.708 0.945 0.457 0.943 0.549 
3 0.830 0.641 0.835 0.428 0.844 0.494 
6 0.466 0.641 0.772 0.439 0.774 0.530 
10 0.226 0.627 0.745 0.442 0.775 0.539 
0.0 0.0 0.5 0.0 -0.5 0 0.906 0.540 0.831 0.337 0.828 0.397 
3 0.688 0.482 0.639 0.307 0.651 0.340 
6 0.413 0.482 0.587 0.309 0.575 0.347 
10 0.206 0.475 0.566 0.318 0.573 0.360 
0.0 0.0 0.5 0.0 -0.2 0 0.668 0.357 0.582 0.217 0.584 0.268 
3 0.551 0.311 0.419 0.200 0.430 0.233 
6 0.410 0.307 0.389 0.196 0.386 0.231 
10 0.260 0.304 0.356 0.196 0.364 0.235 
0.0 0.0 0.5 0.0 0.0 0 0.404 0.174 0.345 0.108 0.344 0.122 
3 0.419 0.152 0.228 0.099 0.223 0.112 
6 0.414 0.155 0.197 0.102 0.184 0.110 
10 0.265 0.158 0.191 0.110 0.187 0 110 
0.0 0.0 0.5 0.0 0.2 0 0.168 0.083 0.450 0.057 0.142 0.064 
3 0.350 0.080 0.119 0.047 0.099 0.053 
6 0.482 0.072 0.135 0.043 0.099 0.059 
10 0.348 0.080 0.125 0.048 0.102 0 060 
0.0 0.0 0.5 0.0 0.5 0 0.050 0,013 0.032 0.018 0.031 0.015 
3 0.357 0.010 0.061 0.017 0.038 0:013 
6 0.626 0.012 0.059 0.016 0.028 0.017 
10 0.511 0.011 0.052 0.017 0.031 0 016 
0.0 0.0 0.5 0.0 0.8 0 0.239 0.119 0.221 0.071 0.213 0.078 
3 0.572 0.098 0.244 0.072 0.189 0 073 
6 0.901 0.120 0.271 0.077 0.148 0.080 
10 0.866 0.113 0.251 0.077 0.151 0.088 
Note: The nominal size of the tests is 5%. 
Chapter 3 
Robust Estimation and 
Asymptotic Properties 
Once the observed time series is identified to be either linear or non-linear through 
the non-linearity test as illustrated in Chapter 2, it is then followed by the thresh-
old autoregressive modelling. The presence of outliers may lead to over-rejection 
of the null of linearity against the alterative of threshold-type non-linearity. It 
appeals for the possibility of over-fitting in time series modelling vulnerable to 
outliers. In this chapter, we would come across the classical least squares estima-
tion. The GM framework in non-linearity test is extended to non-linear modelling 
under which robust estimation is performed. It is shown that the robust estimator 
is consistent and enjoys various asymptotic properties. In the simulation study, 
it also demonstrates superiority over the least squares estimation in terms of the 
robustness towards outlying observations. 
34 
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A robust estimation method is developed which is applicable to a general 
SETAR(A:; p, d) model. Without loss of generality, let us consider a two-regime 
{k = 2) SETAR model. Extension to a /c-regime case [k > 2) is attainable 
without question when k is known. 
Given {Yi : t = 1 , 2 , . . . , n } , we let rii and n2 denote the number of ob-
servations in each regime such that the total number of effective observations is 
m +n2 = n—p. Denote Yji^ be the l-th smallest observation in the j-th regime. In 
order to capture the piecewise linearity, the observations {Vf : t = p 1, - • • , n} 
are divided into {V^i"…,Yn^^} and 化2“，…,V2zn2in the first and soconci 
regime, respectively. Each regime is assumed to possess a linear AR model which 
is defined as 
= + (3.1) 
where 
Yj = (3.2) 
<J> ⑴ = ( 3 . 3 ) 
— ， . . . ， ^ J I U J ( 3 . 4 ) 
1 V i^i — 1 • . • —p 
X J = 1 Y力 2-1 … ( 3 . 5 ) 
• • • • 
* • • 
\ 1 ^jiuj-l … Yjin 广 p J 
for j = 1’ 2. 
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W h e n r is known 
Given a fixed value of r, the segmentation mechanism is governed by 
‘ 
the first regime if and only if Yi-d < r ； 
V； G _ (3.6) 
[ t he second regime if and only if Yi-d > r . 
The parameter of interest becomes 
0 = ⑴，$(2)). (3.7) 
W h e n r is not known 
It is obvious that Expression (3.6) shows the dependence on the value of r. 
If r is not fixed, the complexity in estimation of the parameter will increase 
oxponontially. Wc now redefine tho parameter as 
0 = ⑴ ， ( 3 . 8 ) 
It is still a challenge to come up with a threshold estimate with finite-sample 
properties. Giordani (2006) pointed out that a bad candidate of threshold esti-
mate is not necessarily penalized when the observations are placed in the wrong 
regime. Nevertheless, some suggested using percentiles for each point or interval 
threshold estimate. Kapetanios (2003) mentioned that using extraneous infor-
mation and GMM lead to better threshold estimates. The extraneous informa-
tion comes in the form of moment conditions that related residuals of standard 
threshold models to shocks driving other variables. He also considered bootstrap 
method in the estimation of the standard errors and confidence intervals for r. 
Tsay (1989) and Tong and Lim (1980) used empirical percentiles as the candi-
dates of the estimate in the grid search. Let y"(i) < Y{2) < • • < ^(n) be the sorted 
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observations from Vi, >2, • • •, "^ n where y"(i) < r < y"(Ti). To prevent over-fitting due 
to extreme outliers, r cannot be too close to the zeroth or hundredth percentile. 
For the sake of this, each regime must contain at least 10% of all observations. 
In the simulation study, we follow Moeanaddin and Tong (1988) that r is allowed 
to vary successively from V"⑷ to 7(6). For instance, a and b take the indexes of 
the 25th percentile and the 75th percentile of the sample, respectively. It is also 
possible to consider a finite set of equally spaced percentiles so as to reduce the 
computational burden. 
3.1 Least Squares Estimation 
A classical (non-robust) conditional least squares estimation for the interested 
parameter 6 is regarded as the least squares estimation. 
Consider that the model is piecewise linear when the threshold value is known. 
Let i>(j) donoto the least squares estimate of the AR parameter 巾⑴ in the j-th 
regime. Then, adopting OLS regression in each regime separately implies 
= {XjXj)-\XjY,). (3.9) 
If r is not known, we search the LS estimate f over {V(a), ^ (a+i)，• • •, Yib)} by 
the least squares principle, i.e., 
SSE{f) = min SSE(r) (3.10) 
r€{Y(a)，y(a+l)’."’y(b)} 
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where the associated residual sum of squares {SSE) is given by 
2 




After obtaining f, the corresponding <l>(i) and $(2) are estimated by replacing 
r by f in Expression (3.6) and adopting the OLS estimation in Expression (3.9). 
3.2 Robust Estimation 
Denby and Martin (1979) and Chang et al. (1988) showed that the least squares 
estimates for 力 not only lack robustness in terms of variability but also suffer 
from a severe bias problem when the observations are contaminated by outliers. It 
is conceived that outlier robust estimator for threshold autoregressive modelling 
has not been fully explored (see, for example, Tsay, 1988 and Hau and Tong, 
1989). Hail (1984) first attempted to use the M estimation and robust filtering 
techniques in estimating threshold models. Later, Hau and Tong (1989) developed 
an outlier detection statistic based on the hat matrix. 
Owning to the advantageous robust property of the GM method in the linear 
time series modelling and non-linearity test, estimation under GM approach is 
extended to the piecewise linear SETAR models. Same as in the previous chapter, 
its performance on the SETAR model is analyzed and is compared with that of 
the LS estimation in the presence of AOs. 
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Let <i>⑴ denote the GM estimate of 少⑴.Then, GM algorithm implies adopt-
ing the stepwise arranged aiitoregressioii approach of the OLS developed in Chap-
ter 2. It is robust against outliers since outlying observations are more likely to 
reccive less weight and therefore to only marginally affect the estimates of 砂）and 
the fit of the remaining observations. Following the multivariate version of the 
IWLS algorithm in Expression (2.18), GM estimate !>(力 is computed iteratively 
using the Mahalanobis distance d’("K|!l\) in Expression (2.19) 
If r is not known, we search the GM estimate r by minimizing the overall 
objective function, i.e., 
p{f) = min p{r) (3.13) 
re{y(a),y(a+l)’."’y(JO} 
where the associated objective function p is given by 
2 
pir) = Y .pAr ) (3.14) 
i=i 
where 
厂力 = " (Y j - X/I)⑴）• (3.15) 
To make it scale equivariant of the residuals, one can consider 
fY — X 
p A r ) - p [ ' • (3.16) 
\ (^e J 
After obtaining f, the corresponding 中⑴ and 巾⑵ are estimated by replacing 
r by f in Expression (3.6) and adopting the GM estimation. 
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3.2.1 Asymptotic Properties 
GM estimates of linear models are known to be consistent and to involve very 
small efficiency losses at the normal. In the meantime, Giordani (2006) argued 
that it is not straightforward to extend the consistency result to the non-linear 
model. To investigate the necessary conditions for the consistency of the GM 
estimate, wo aro going to figure out the rationale of his arguments. 
Arguments for the Inconsistency of the GM Threshold Estimate 
Giordani (2006) mentioned that although the SETAR models are piecewise 
linear, the GM estimates may not show the same properties for the threshold 
models unless the threshold value is known. He claimed that (i) outliers are 
concentrated around either the LS or GM threshold estimate, (ii) the number 
of outlier decreases when applying GM estimation to the partitioned data using 
the LS threshold estimate, (iii) the GM and LS threshold estimates are sizably 
different while the other coefficient estimates are close. 
Disregarding the consistency of the GM autoregressive estimates, he criticized 
that the GM threshold estimate is inconsistent even when the model is correctly 
specified and the disturbances are normally distributed. He argued that the 
average weighted squared error for some incorrectly classified observations can 
be smaller than the sum of squared error when all observations arc classified 
in the correct regime. With the aid of an illustrative example using a zero-one 
step function for the weight Wr(et) = ip(et)/et, observations placed in the wrong 
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regime have a high probability of being classified as outliers (if the errors are above 
two standard deviations in absolute value) and therefore are discarded from the 
computation of the sum of squared errors. Then, an incorrect threshold estimate 
delivers a smaller sum of squared errors than the true value even asymptotically. 
Consistency of the GM Estimate 
His controversy over Chan and Cheung's findings (1994) is not difficult to un-
derstand when the LS function is considered as the objective function. However, 
it is just a special case of what Chan and Cheung proposed who used a bounded 
robustifying function in terms of Tiikey bisquare (or Tiikey's biweight) weight 
function to discount the effects of extreme observations and residuals during es-
timation. Robustifying objective function other than the LS function may give a 
different story since rcdcscending objective function increases, for large residual, 
more slowly than the LS function which is quadratic in the whole domain. That is 
why the LS function is excluded from our considerations. To achieve consistency 
of the GM threshold estimate, we want to provide some conditions on the robust 
GM estimator (see, Maronna et al., 2006). 
DEFINITION 3.2.1. A /^ -function will denote a function p such that 
1. p(u) is a non-decreasing function of 
2. p(0) = 0 
3. p{u) is increasing for w > 0 such that p(u) < p(oo) 
4. If p is bounded, it is also assumed that p{oo) = 1. 
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DEFINITION 3.2.2. A t/^ -function will denote a function ip which is the derivative 
of a "-function, which implies in particular that 
1. is odd 
2. V,(ii) > 0 for u > 0. 
DEFINITION 3.2.3. If p has a non-decreasing derivative 也 it is said to be convex. 
It can be shown (Feller, 1971) that for all x, y、 
p[ax + (1 - a)y) < cy.p[T) + (1 — cy)p{y) Va G [0,1]. (3.17) 
Recall that the "-function is chosen in such a way to provide the estimator 
desirable properties (in terms of bias and efficiency) when the data are truly from 
the assumed distribution, and satisfactory behaviour when the data are gener-
ated from a model that is, in some sense, close to the assumed distribution. We 
now require the objective function p be convex non-negative with derivative ip{-). 
It is shown that the p-fimction associated with the redescending 功-function is 
non-convex, and it may cause convergence problem in the estimation. There-
fore, Huber p-function is a possible choice to replace the redescending weighting 
function of Lucas et al. (1996) which was used in Giordani's simulation study. 
When an observation is classified as an outlier, our estimator gives a low cxpccted 
weight instead of zero weight in the estimation of the autoregressive parameter. 
On the other hand, unit weighting is used in the calculation of the objective func-
tion regardless of their weighting on the estimation so as to retain the penalty of 
wrong classification of observations. 
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-1.0 -0.5 0.0 0.5 1.0 
Threshold (r) 
Figure 3.1: The empirical objective function p over threshold value r from -1 to 
1 with true value at 0 with n = 100 based on 1000 replications. 
+ if < r, 
Yt= < t = l,...,n. (3.18) 
+ if > r, 
V 
Following Giordani (2006), Model (3.18) is a two-regime threshold model, the 
only regressor being a constant. Additive outliers are included by the random 
mechanism in Model (2.23). Suppose n = 100’ = -2, = 2, and r = 0. 
Convex Huber function (with k = 1.345) is chosen to examine the robustness 
of the estimation of the threshold value. Assume the true values of the AR 
parameters are known, the empirical values of p against r are analyzed. 
Figure 3.1 reveals the empirical objective function is smooth throughout the 
grid of r except it experiences a kick at the true threshold parameter value. 
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In contrast with Giordani's claim that the sum of squared weighted residuals for 
bad candidate threshold estimate may be smaller than that for the true threshold 
estimate, it is shown that poor threshold estimate is penalized when observations 
are classified in the wrong regimes. 
It is desirable to obtain the asymptotic properties of the GM estimate 1>(力 
in each regime in the case when r is either known or not known. However, its 
consistency is provided only when r is fixed (see, for example, Bustos, 1982). In 
the rest of this subsection, we mathematically establish the consistency of the 
robust GM estimator of the two-regime threshold autoregressive model when r 
is unknown. 
Consider a SETAR(2;p,d) model, 
+ Vi一 1 + … + (lipYt-p + o-iCi if < r 
Yt = (3.19) 
嫂)+ + .. . + + (726, if Yt—d > r 
\ 
where p is known, d < p, and (pv^ — for some t； = 0’ 1，.. •’ p. 
Let X t = (1’ VU ’ . . . , 电j = ’4 ' . ) , ’ eS力=cTjCu and 
j = 1,2. Then Model (3.19) can be expressed in matrix form, Yt = (^[Xt + 
el'^MYi-, < r} + { ^ I X , + > r}. We write $ = 『 ’ 了， 
(3 = (/3『’ 00 = df, and 0 = where 0 is a general 
parameter and is the true parameter. Let 资=观 U {—oo, oo} be equipped 
with the metric 6{x, y) = \ arctan(a;) — arctan(y)|. The parameter space 0 is 
沒2p+2 X ^  X {1,2,... ,p} equipped with the product metric. 
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Define 
N 




pMO) = Y,p{Yt-f3jXt)l{Yt-, < 4 ’ 
t=P 
N 
P2N{e) = > z}, 
t=p 
with a bounded p function. The robust estimates of the parameter in Model 
(3.19) can be expressed as 
谷二台 N = argminpyv(0) (3.20) 
when r is unknown. 
CONDITION 3.2.1. E[p{aiet + c)] > Elp{aiet)] if c = 1,2. 
CONDITION 3.2.2. E[p{aiet + vTXt)] < oo for all u e 州 ’ i = 1, 2, and 
> 0 for all u ^ 0. Also, 0 < Fi{Yt < r) < 1. 
CONDITION 3.2.3. p(.) is a convex non-negative function. 
It should be noted that Condition 3.2.2 implies that Model (3.19) is identifiable 
and non-singular. Condition 3.2.3 ensures that Expression (3.20) has a solution. 
Conditions 3.2.1 — 3.2.3 entail that the true value do = d)^ is the unique 
parameter which minimizes E[/9/v(0)]. Preserving the necessary conditions, the 
consistency of the G M estimator is guaranteed by Theorem 3.2.1. We have the 
GM estimator converges to 力 almost surely. 
THEOREM 3.2.1. Suppose { X J is stationary ergodic. 
Under Conditions 3.2.1 - 3.2.3, 
— 00 a.5. (3.21) 
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PROOF OF THEOREM 3.2.1. Let Rt.{d) =： p(Yt - Eo{Yt\^t-i))' 
The proof will be completed with Lemma 3.2.1 and Lemma 3.2.2. 
LEMMA 3.2.1. For any M > 6 > 0, 
liminf inf PnW/N (3.22) 
N^oo eeea.M 
> E[Rt{Oo)] = Hp((Tiet) HYt-d < r}] + E[p(a2et) l{Yt^d > r} a.s.， 
where e,-,M = {6 ： ||0 - 0o|| > A 11/3 —列 < M}. 
LEMMA 3.2.2. For any M > ||<J>2 —屯ill, 
liminf inf Pn{0)IN > E[/?.t(0o)] a.s. (3.23) 
N~*oo {0:||/3-<I>||>4A'/} 
In fact, notice that Pn(Oo)/N — E[Ht(0o)] a.s. as TV — oo by the ergodicity. 
Combining Lemmas 3.2.1 and 3.2.2 yields that for any (5 > 0, 
liminf inf {pnW/N - Pn{Oo)/N) > 0 a.s. 
which implies that with probability one - 0o|| < 6 ii N is large enough by 
the definition of 6. This complete the proof. 口 
Lemmas 3.2.1 and 3.2.2 can be proved by the following two lemmas. Let 
Rt(e) = Ru{d) + R2t{d) + R3t(e) + R4t(0). where 
Ru{e) = p{a,et - (/3i - < Yt-d < t}, 
R2t{e) = f)(^ (J2et - (/3i - <l>2)了XO Uyt-, < z, Yt-^ i > r}’ 
R^tie) = p{aiet - (Az - ^ifXt) > z,Yt-a < r}, 
R4t{0) = p—t - (/32 - 广Xt) HYt-g > z,Yt-d > r}. 
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LEMMA 3.2.3. Let U = U{6,6) denote an open neighborhood of 9. 
Then for each Vz = 1,2,3’ 4, 
/ \ 




E sup \Rt{6*) - Rt{9)\ 0 as [/ shrinks towards 6. 
\e'eu 
PROOF OF LEMMA 3.2.3. We only consider Ru. Write 0* = z\ q*)'^. 
Suppose > 0 is small enough. U z e 9* e U(0,5), then q* = q and 
\Ru{d*) - Ru{e)\ 
< — ((31 - ^iVXt) - p{a,et - (/3i — 
- (/3i - l{Yt-, < z, Vt-d < r} - ]l{Vt., < A Yt-d < r}| 
< sup \p{a,et - (/3i - ^i^Xt + b'^Xt) — p{a,et - {f3, -
l|b|l<«5 
- (/3i - l{\Yt., - < - 补 I 
< \p{c7iet — - 士 山 - p { a , e t — (f3, -
+p{cTiet - {f3, - c^ i fXO I l{\Yt-, < 丨之* - 补 I 
which implies that 
E (sup |/?u(0” - — 0 as [/ shrinks towards 9 
hy the continuity of p and Condition 3.2.2. When z = ±00，the proof is simila^ 
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LEMMA 3.2.4. Let f(Xt) > 0 be a bounded function and P r ( / ( X ( ) > 0) > 0. 
For any given S > 0, let ji = inf E[p(criet + u^Xt)f(Xt)], i = 1,2. 
Then for z = 1,2, > E[p(crjeO/(Xf)] and 
1 N 
lim i n f - inf Y p { a i e t u ^ X t ) ! {X t ) >-a a.s. (3.25) 
丨 丨 丨 ‘ 一 t = p 
and 
1 N 
lim inf - inf V pia^et + u'^Xt)J{Xt) > E[p{aiet)f(Xt)] a.s. (3.26) 
N—*oo I\ u ^‘ t=P 
Furthermore, Expressions (3.25) and (3.26) hold obviously when f{Xt) = 0 a.s. 
PROOF OF LEMMA 3.2.4. Without loss of generality, assume ai = a2 = I and 
write 7 二 = 72. By Conditions 3.2.1 and 3.2.2’ it is easily seen that 
E[p(e, + u^X,)f{X,)] > E[p{et)f(X,)]. 
By the continuity of E[p{et + u^Xt)f{Xt)] and the compactness of the set 
{u : \\u\\ = (5}, we conclude that 7 > E[p{et)f{Xt)]. 
Denote r; = 7 - E[p(et)f{Xt)]. Notice that for every n, 
1 N 
^ E { WQ + uTXt) - Pi^t)]fiXt) - mpiet + u'Xt) - p{et))f{Xt)]} - 0 a.s. 
t=p 
by the ergodicity. Noticing the convexity and continuity, we have 
1 N 
sup - Y^ {Wt + u'Xt) - p{et)]f{X,) - E[{p{et + u'^Xt) - p{et)) f {X t)]} 
丨 M ig N tt 
— 0 a.s. by Theorem 10.8 of Rockafellar (1970’ p. 90). So, for any 0 < c < if 
N is large enough then 
1 N 
T7 i n fX l ^ t " ' ^ + uTXt) - p{et)]f{Xt) > rj 一 e, 
/V U =<5 ^ 
which, together with the convexity of p, implies that 
1 N 
^ inf + uTXt) - p{et)]f{Xt)�" - e. 
yv iiuii>A 
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It follows that 
1 N ； " i拔工咖+ u T X 丨 > rj + E[p{e,)f(X,,)] = 7 
yv i|u||>(j ^ 
t=p 
and then Expression (3.25) is proved. On the other hand, 
1 N 
l im i n f - inf V + 
~ T=P 
1 N 
> liminf— V inf p(et + u^^Xt)f(Xt) 
—/V一00 N 乙 |M|<<5"� "a ‘ 
t=p丨丨丨丨_ 
= E inf p{et-{-u^Xt)f(Xt) ^ Elp{et) f (X t)] a.s. as 0 
j|u||<5 J 
which, together with Expression (3.25), implies Expression (3.26). • 
Together with these lemmas, Lemmas (3.2.1) and (3.2.2) can be proved now. 
PROOF OF LEMMA 3.2.1. Without loss of generality, we can assume AI = 0*2 = 1. 
It follows from Condition 3.2.1 that 
ElRuid)] > E[p(e,) < z、Y" < r}] 
and the equality holds only when f3i = or FT(Yt-q < z, Yt-d < r) = 0. For 
R.2t,尺3t and Hu we have similar estimates. It follows that 
ElRtid)] > E[p{et)] if do-
According to Lemma 3.2.3’ E[H((0)] is a continuous function of 6. Notice Q �m 
is a compact set. We conclude that 
77 =: inf - E[p(et)l > 0. 
By Lemma 3.2.3, for every 0 e 6 a / , there is an open neighborhood f/(0) of 0 
such that 
E [ .inf > E[Rtid)] - rj/2 > E[p(et)] + v/2. 
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Hence, there are open sets [/{, z = 1, 2 , … ， m , such that 
rn 「 -
I J f / t D 65,M and E inf R t � > E[p{et)] + 7]/2. 
t=l 
It follows that 
liminf inf P n W / N > min |liminf V inf Rt(e)/N\ 
N—00 e€Qs,M i I N - 0 0 、 “ J 
> minE inf RAd) 一 i [eeUi _ 
> E[p{et.)]+r)/2 a.s., 
by the ergodicity. The proof is now completed. • 
PROOF OF LEMMA 3.2.2. We will show that 
liminf inf P N { 0 ) / N > E[H((0o)] a.s. (3.27) 
For each (g*, z*), we denote be its ^ neighborhood. Notice the fact that 
X {1,2, • • • ,p} is compact. Expression (3.27) is true if we have proved that for 
each (<7*, z*), there is a constant 7* > 0 and an S* > 0 small enough such that 
liminf inf inf p ^ W / N > E[Rt(eo}] + 7* a.s. (3.28) 
Without loss of generality, we assume ai = a2 = 1. Write if = (||<^ i|| + ||<J>2||)/2, 
= inf E[/?(ei + u^Xt) l{Yt-r < z\ Yt-d < r}], 
and define Ai (and Bj), i = 2,3,4, similarly by replacing the term < 
z\yt-d < r} by < z\Yt-d > r}], lO t^—q* > z\Yt.d < r}] and > 
z*, Yt-d > r}], respectively. It is obvious that Ai > Bi by Condition 3.2.1, 
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2 = 1,2,3,4. Noticing that Pr(yt_,. < z\Yt-d < r) and > z\Yt-d < r}) 
will not be zero simultaneously, we have Ai A^ > Bi B^ by Lemma 3.2.4. 
And similarly, A2 + A^ > B2 + B4. It follows that 
C = min{/li + yl2 + v43 + B4, /I1 + /I2 +召3 +A t } 
> + + + = nRtiOo)]-
Write U* = Let 
h { X t ) = inf l{yt-,<z,Yt.d<T], 
f2[Xt) = inf l {Yt . ,<z ,Y t .d>r} , 
f3{X,) = inf l{Yt-,> 
f4{Xt) = inf l{Yt-,>z,Yt-d>r}. 
Then for {q, z) G U* and ||/3i - > 2M, we have 





> min min p{e, + u"^Xh(X,) 
t=p t=p 
F N N 
+ mini min V p(et + u 'X t ) h [X t ) + min V + u F X t ) f , 
N YV 彳 
+ u'Xt)h[X,) + + u'Xt)U(Xt). 
II以II .— W^Wd^ . ^ 
t=p t=p J 
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It follows from Lemma 3.2.4 that 
lim inf inf inf pi^(d)/N 
N-*OO N {Q,Z)EU' ||/3I-$I|L>2M 
> inf E[p{et-hu^Xt)fi{Xt)]^ inf E[p{et + u"^Xt)J2(Xt)] 
II^ INv l|w|l=v 
+ min I inf E[p(e, + u'^Xt)h{Xt)] + Elp{et)U{Xt)] ’ 
E[p{et)h{X,)] + inf E[p{et + u^Xt)hiXt.)]\ a.s. 
—> C as U* shrinks towards {q*, z*). 
Expression (3.28) is proved by letting 7* = (C* - E[Ri{d)])/2 and choosing d* 
small enough. Therefore, Expression (3.27) is proved, and similarly 
lim inf inf PNW/N > E[y?,t(0o)] a.s. 
N—oo {0:||y32-4>2||>2M} 
Combining the above inequality with Expression (3.27) yields Expression (3.23). 
The proof of the lemma is now completed. • 
3.3 A Simulation Study 
In this section, we would investigate the performance of the least squares esti-
mation and robust estimation of the SETAR model in terms of bias and mean 
squared error (MSE). Denote <^ 1/)’* be the estimate of (^ i/) at the i-th iteration. 
The measures are, respectively, given by 
and (3.29) 
i=l i=l 
where i； = 0,1, j = 1,2, and N is the number of replications. When r is fixed at 
the true value or up to a certain percentile, only the AR coefficient estimate of 
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the SETAR model is of interest. A sufficiently large number of observations in 
each regime guarantees enough observations for piecewise linear modelling. 
3.3.1 Data Generation Process (DGP) 
Assume the data are generated from a SETAR-type non-linear time series process. 
Following Section 2.4.1, let p and d be known and equal to 1 while r is set at 0. 
Recall that the SETAR(2; 1’ 1) model is defined in Model (2.22). We follow the 
same segmentation for the inclusion of multiple AOs as in Model (2.23). 
Suppose we fix the threshold parameter at z (not necessarily equal to the true 
value, r = 0). The simulation studies with sample size of 200 and 500 are carried 
out. Following Kapetanios (2000), Table 3.1 shows a set of parameters with a 
mean of zero in the DGPs which vary from the likelihood of regime switching. 
The AR parameter in A1-2 is in the same magnitude but differs in signs in the 
two regimes. The process is more likely to bo in the first regime than in the second 
regime. The remaining settings have the same sign but different magnitudes in 
the regimes. The process in Bl-2 is more likely to remain in the same regime 
in the next period while the process in Cl-2 is more likely to be in the opposite 
regime in the next period. Within each subset, the difference of the magnitude 
and the absolute magnitude of the AR parameter vary between regimes. 
Since it is possible that r is not known in reality, we need to face the problem of 
fixing an inaccurate threshold value in parameter estimation of the SETAR model. 
Some suggested using graphical method like grid search to estimate the location 
of r. In most cases, those estimates deviate from the true value. To examine 
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Table 3.1: DGPs with different switching tendency. 
Model (i6(ii) 42) 小?、 
Al 0 0.05 0 -0.05 
A2 0 0.25 0 -0.25 
B1 0 0.05 0 0.15 
B2 0 0.05 0 0.55 
CI 0 -0.05 0 -0.15 
C2 0 -0.05 0 -0.55 
this effect, we suppose the threshold is known up to ±10th percentile. Once r is 
fixed, the same estimation is approached without much difficulty. Using the same 
set of parameter listed in Table 3.1，we are going to see if a slight change in the 
location of the threshold value may affect the estimation of the AR coefficients. 
The main focus would be placed on the GM estimate which is compared 
with the LS estimate. Polynomial V>function is dropped in the simulation study 
due to its computational burden and relatively low power in the non-linearity 
test. Tukey's biweight function is also discarded because of its concavity. More 
specifically, we would consider the Huber function as the robust GM function. 
GM estimation with the LS function would reduce to the ordinary least square 
estimation. 
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3.3.2 Simulation Findings 
When r is Known 
Given the true value of r, the bias and MSE of the estimated parameters 
based on 1000 replications for all models are given in Tables 3.2-3.3. For the 
case of no outliers (a; = 0), the AR estimates in the two regimes do not exhibit 
significant difference in bias under both estimation methods. For instance, when 
n = 200, 19 out of 24 LS estimates in the experiments have bias less than 0.01 
in absolute value. However, the bias of the LS estimate increases rapidly when 
the size of the outlier contamination increases while that of the GM estimate 
remains stable. Table 3.2 shows that when LJ = (0,3,10)，the biases of in 
C2 are (—0.003’ 0.239’ 0.481) while those in Table 3.3 (Huber with k = 3.291) 
are (0.002,0.090,0.091). Unfortunately, large sample size does not guarantee an 
improvement of the LS estimator. The overall bias adversely increases except 
for the case with no outliers. In contrast, the robust estimators usually improve 
significantly in large sample. 
A similar argument shows that the increase of outlier contamination deterio-
rates the LS estimators in terms of MSE. Nevertheless, the MSE usually decreases 
when sample size increases. The MSE of in A1 drops from 0.079 to 0.033 
when uj = 10. Similar cases occur for other parameter estimates and models. 
Within the subset, the MSEs for each AR coefficient estimators in Al, Bl, and 
CI behave similarly. When the AR coefficients are large in absolute values, the 
performance of the LS estimator in A2 deteriorates much greater than the GM 
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estimator. For B2 and C2, when the absolute difference of the AR coefficients is 
large, most of the corresponding MSEs increase in both estimation. However, it 
is exceptional for those using the GM estimation in the first regime in C2. 
When r is Known up to a Certain Percentile 
When the true value of r is not exactly known, we let r_o.io and TQ.IQ denote 
the lower and upper 10th percentile of the true value of r, respectively. Tables 
3.4-3.5 and Tables 3.6-3.7 summarize the estimation results when r is fixed at 
r_o.io and ro.io, respectively. It shows that there is a general increase in bias when 
r is suspicious. Notwithstanding, it is not too bad that the MSE does not always 
increase under uncertainty. We can still conclude the GM estimation overtakes 
the LS estimation even when r is just known up to a certain percentile. 
3.3.3 Objective Function over r 
During the simulation, ?/;-function is fully utilized in the GM estimation. To fur-
ther determine how the objective function p depends on the threshold parameter, 
we analyze the /o-function as a function of r. For comparative purpose, outliers 
are included under small and large sample sizes. Following Expression (3.14), 
we define p(r; <E>) to express the dependency of the objective function on the AR 
coefficients and the corresponding estimator becomes p(r; 
In this study, we simply consider the same Huber function with k = 3.291. 
Suppose p and d are known in advance. We pre-assign the true values for all 
parameter 少 according to Table 3.1. Each model would obtain 201 estimates, 
p(r; over the threshold value r from —1 to 1 with equal spaced value of 0.01. 
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The empirical objective function curves p(r; against r are plotted in Figures 
3.2-3.4. The figures reveal that the p{r; <J>) curve is quadratic and obtains its 
minimum around the true value r = 0. For the upper panel (Al, Bl, Cl), the 
empirical function is asymmetric and is rugged over the whole grid. The situation 
improves when a larger sample size is considered. If the absolute difference of 
the AR parameter is larger (A2, B2, C2), the objective function becomes well-
behaved and smooth. For a; = 0, the curve is symmetric around 0 and experiences 
little departure near 土1. Moreover, it is insensitive to the magnitude of the 
outlier contamination. In general, the performance of the GM objective function 
estimator is good if the remaining parameters are known in large samples. 
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Figure 3.2: The empirical objective function p(r; over r with true value at 0 
on Model Al-2 with (a) n = 100 and (b) n = 500 based on 1000 replications. 
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Model B1 
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Figure 3.3: The empirical objective function p{r\ over r with true value at 0 
on Model Bl-2 with (a) n = 100 and (b) n = 500 based on 1000 replications. 
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Model C1 
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Figure 3.4: The empirical objective function p(r; $) over r with true value at 0 
on Model Cl—2 with (a) n = 100 and (b) n = 500 based on 1000 replications. 
CHAPTER 3. Robust Estimation and Asymptotic Properties 61 
Table 3.2: The bias and MSE based on 1000 replications of a SETAR(2;1,1) 
model given r = 0，LS function. 
w = 0 UJ = 3 w = 10 
LS 71 = 200 n = 500 n = 200 n = 500 n = 200 n = 500 
Bias MSE Bias MSE Bias MSE Bias MSE Bias MSE Bias MSE 
A l -0.007 0.028 -0.001 0.010 -0.015 0.033 -0.018 0.012 -0,028 0.079 -0.040 0.033 
-0.011 0.027 -0.005 0.010 -0.027 0.025 -0.028 0,009 -0.046 0.020 -0.051 0.008 
<^ 1)2) -0.003 0.031 0.001 0.011 -0.015 0.034 -0.015 0.013 -0.037 0.088 -0.033 0.030 
-0.004 0.030 -0.002 0.011 0.009 0.024 0.021 0.010 0.032 0.018 0.043 0.007 
A2 0.000 0.025 -0.002 0.010 -0.065 0.040 -0.078 0.020 -0.176 0.112 -0.184 0.064 
-0.001 0.021 -0.004 0.008 -0.085 0.029 -0.104 0.019 -0.206 0.061 -0.223 0.055 
-0.003 0.033 -0.005 0.014 -0.057 0.040 -0.083 0.021 -0.126 0.109 -0.171 0.065 
0.004 0.038 0.002 0.016 0.100 0.041 0.120 0.027 0.207 0.063 0.227 0.058 
B l -0.007 0.029 0.000 0.012 -0.024 0.035 -0.023 0.014 -0.043 0.085 -0.044 0.036 
< (^1” -0.010 0.032 -0.003 0.011 -0.037 0.031 -0.035 0.011 -0.059 0.029 -0.053 0.009 
0.006 0.028 -0.007 0.011 0.046 0.037 0.042 0.015 0.103 0.094 0.105 0.043 
-0.012 0.026 0.002 0.010 -0.072 0.029 -0.069 0.014 -0.140 0.039 -0.142 0.026 
B2 0.005 0.037 -0.001 0.013 -0.014 0.043 -0.023 0.016 -0.043 0.101 -0,043 0.042 
-0.005 0.041 -0.003 0.017 -0.048 0.035 -0.052 0.016 -0.077 0.026 -0.074 0.012 
0.021 0.025 0.003 0.009 0.173 0.072 0.162 0.042 0.449 0.302 0.447 0.236 
-0.023 0.017 -0.009 0.006 -0.202 0.069 -0.201 0.050 -0.465 0.244 -0.484 0.241 
C I 0.007 0.029 0.003 0.011 0.025 0.035 0.019 0.013 0.050 0.083 0.042 0.033 
0.002 0.027 -0.001 0.010 0.025 0.024 0.022 0.008 0.045 0.019 0.046 0,008 
0.001 0.029 -0.001 0.011 -0.048 0.035 -0.049 0.015 -0.113 0.094 -0.110 0.043 
-0.001 0.030 -0.002 0.012 0.066 0.030 0.071 0.014 0.132 0.037 0.144 0.025 
C2 0.002 0.026 -0.003 0.010 0.017 0.031 0.015 0.012 0.042 0.076 0.043 0.030 
0.002 0.022 0.001 0.009 0.027 0.019 0.028 0.009 0.054 0.020 0.055 0.009 
(^f) 0.002 0.033 0.002 0.013 -0.161 0.065 -0.176 0.048 -0.370 0.224 -0.377 0.175 
-0.003 0.035 -0.004 0.013 0.239 0.100 0.269 0.090 0.481 0.266 0.517 0.274 
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Table 3.3: The bias and MSE based on 1000 replications of a SETAR(2; 1’ 1) 
model given r = 0，Huber function (with k = 3.291). 
w = 0 w = 3 w = 10 
Huber n = 200 n = 500 n = 200 n = 500 n = 200 n = 500 
Bias MSE Bias MSE Bias MSE Bias MSE Bias MSE Bias MSE 
A1 -0.005 0.029 -0.001 0.010 -0.007 0.032 -0.007 0.012 -0.008 0.038 -0.010 0.014 
(^(ji) -0.008 0.030 -0.005 0.011 -0.013 0.029 -0.013 0.011 -0.015 0.031 -0.017 0.012 
-0.003 0.032 0.001 0.012 -0.007 0.035 -0.003 0.014 -0.011 0.040 -0.005 0.016 
-0.004 0.033 -0.003 0.013 -0.001 0.031 0,005 0.013 0.004 0.033 0.009 0.013 
A2 0.000 0.026 -0.003 0.010 -0.021 0.033 -0.027 0.013 -0.031 0.040 -0.033 0.016 
-0.001 0.023 -0.006 0.009 -0.032 0.025 -0.041 0.011 -0.041 0.029 -0.046 0.013 
-0.002 0.034 -0.005 0.015 -0.017 0.039 -0.030 0.017 -0.022 0.046 -0.036 0.021 
0.003 0.042 0.000 0.018 0.038 0.040 0.042 0.019 0.043 0.045 0.049 0.022 
131 -0.006 0.030 -0.001 0.012 -0.011 0.035 -0.010 0.014 -0.011 0.040 -0.015 0.016 
</>(/) -0.008 0.033 -0.004 0.013 -0.019 0.034 -0.018 0.013 -0.018 0.035 -0.021 0.013 
0.007 0.029 -0.008 0.011 0.024 0.035 0.007 0.013 0.030 0.041 0.014 0.016 
-0.014 0.027 0.004 0.012 -0.040 0.030 -0.022 0.012 -0.042 0.033 -0.028 0.013 
B2 0.005 0.038 -0.002 0.014 -0.001 0.044 -0.008 0.016 -0.008 0.051 -0.014 0.019 
</)(ii) -0.005 0.046 -0.004 0.019 -0.027 0.044 -0.029 0.019 -0.027 0.047 -0.028 0.019 
0.019 0.026 0.001 0.009 0.071 0.039 0.046 0.014 0.081 0.051 0.052 0.018 
-0.020 0.018 -0.008 0.007 -0.086 0.030 -0.070 0.013 -0.089 0.036 -0.070 0.015 
C I 0.006 0.029 0.003 0.011 0.013 0.035 0,010 0.013 0.017 0.040 0.015 0.015 
0.001 0.030 0.000 0.011 0.009 0.029 0.011 0.010 0.012 0.028 0.015 0.011 
0.003 0.030 0.000 0.012 -0.015 0.035 -0.015 0.014 -0.018 0.040 -0.021 0.016 
-0.004 0.034 -0.002 0.013 0.024 0.034 0.024 0.014 0.027 0.036 0.029 0.014 
C2 0.000 0.027 -0.003 0.011 0.004 0.031 0.004 0.012 0.008 0.035 0.010 0.014 
(^(ji) 0.000 0.023 0.001 0.010 0.012 0.023 0.014 0.010 0.015 0.023 0.017 0.010 
0.000 0.033 0.003 0.014 -0.053 0.043 -0.043 0.019 -0.062 0.053 -0.050 0.024 
0.002 0.038 - 0 . 0 0 4 0.015 0.090 0.051 0.079 0.024 0 . 0 9 1 0.060 0.080 0.028 
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Table 3.4: The bias and MSE based on 1000 replications of a SETAR(2;1,1) 
model given r = r_o.io, LS function. 
w = 0 w = 3 w = 10 
LS n = 200 n = 500 n = 200 n = 500 n = 200 n = 500 
Bias MSE Bias MSE Bias MSE Bias MSE Bias MSE Bias MSE 
A1 (jiJ/) -0.004 0.050 0.001 0.019 -0.019 0.051 -0.024 0.021 -0.036 0.099 -0.049 0.048 
-0.009 0.039 -0.004 0.014 -0.028 0.032 -0.031 0.012 -0.049 0.023 -0.053 0.009 
</>(o2) -0.010 0.018 -0.005 0.007 -0.015 0.021 -0.015 0.008 -0.031 0.065 -0.029 0.022 
(/.f^  0.001 0.021 0.003 0.008 0.009 0.018 0.022 0.008 0.029 0.016 0.042 0,007 
A2 -0.002 0.044 -0.001 0.017 -0.093 0.064 -0.112 0.033 -0.221 0.159 -0.231 0.091 
-0.003 0.030 -0.004 0.011 -0.100 0.040 -0.123 0.026 -0.215 0.070 -0.233 0.059 
-0.029 0.019 -0.031 0.008 -0.060 0.027 -0.075 0.015 -0.106 0.079 -0.140 0.047 
0.028 0.026 0.026 0.012 0.104 0.034 0.116 0.023 0.201 0.059 0.221 0.055 
B1 -0.016 0.056 0.002 0.021 -0.036 0.058 -0.029 0.023 -0.051 0.128 -0.046 0.047 
-0.016 0.047 -0.001 0.017 -0.044 0.040 -0.038 0.014 -0.060 0.035 -0.053 0.009 
0.009 0.016 0.000 0.006 0.032 0.022 0.028 0.009 0.077 0.067 0.075 0.032 
</>(i2) -0.015 0.018 -0.003 0.007 -0.063 0.022 -0.060 0.011 -0.133 0.034 -0.135 0.023 
B2 0.006 0.085 0.005 0.029 -0.034 0.088 -0.036 0.033 -0.072 0.160 -0.058 0.065 
<^(1】）-0.004 0 . 0 7 2 0 . 0 0 1 0 . 0 2 6 - 0 . 0 5 9 0 . 0 5 5 - 0 . 0 5 9 0 . 0 2 2 - 0 . 0 8 4 0 . 0 3 3 - 0 . 0 7 6 0 . 0 1 3 
0.042 0.017 0.025 0.007 0.143 0.048 0.129 0.027 0.365 0.211 0.360 0.159 
-0.038 0.013 -0.025 0.005 -0.186 0.056 -0.183 0.041 -0.442 0.220 -0.461 0.219 
C I 0.006 0.050 -0.003 0.019 0.040 0.057 0.023 0.021 0.073 0.122 0.051 0.045 
(^(ji) 0.000 0.040 -0.005 0.015 0.034 0.033 0.025 0.011 0.053 0.026 0.047 0.008 
-0.003 0.017 -0.002 0.007 -0.035 0.021 -0.032 0.009 -0.088 0.061 -0.083 0.031 
0.003 0.022 -0.001 0.008 0.058 0.023 0.061 0.011 0.124 0.031 0.137 0.023 
C2 -0.001 0.044 -0.007 0.018 0.024 0.049 0.022 0.019 0.057 0.102 0.055 0.039 
0.000 0.031 -0.001 0.012 0.031 0.025 0.032 0.011 0.057 0.022 0.058 0.009 
-0.025 0.018 -0.025 0.008 -0.122 0.036 -0.129 0.027 -0.285 0.145 -0.289 0.107 
0.021 0.024 0.021 0.009 0.216 0.077 0.240 0.072 0.460 0.243 0.496 0.253 
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Table 3.5: The bias and MSE based on 1000 replications of a SETAR(2; 1’ 1) 
model given r = r_o.io, Huber function (with k = 3.291). 
w = 0 w = 3 w = 10 
Huber n = 200 n = 500 n = 200 n = 500 n - 200 n = 500 
Bias M S E Bias MSE Bias MSE Bias MSE Bias MSE Bias MSE 
A l -0.001 0.053 0.001 0.019 -0.004 0.055 -0.007 0.022 -0.004 0.065 -0.011 0.025 
-0.004 0.044 -0.003 0.015 -0.011 0.041 -0.013 0.015 -0.012 0.044 -0.017 0.015 
.0.010 0.018 -0.005 0.007 -0.012 0.021 -0.009 0.008 -0.016 0.024 -0.011 0.010 
<^ {2) 0.003 0.023 0.003 0.009 0.004 0.022 0.010 0.009 0.009 0.023 0.014 0.010 
A2 -0.001 0.047 -0.001 0.018 -0.028 0.055 -0.038 0.022 -0.037 0.068 -0.047 0.026 
-0.002 0.034 -0.005 0.012 -0.035 0.036 -0.047 0.015 -0.043 0.041 -0.053 0.017 
(^(o，) -0.030 0.019 -0.032 0.009 -0.040 0.024 -0,046 0.011 -0.044 0.029 -0.050 0.014 
0.031 0.027 0.028 0.013 0.061 0.031 0.059 0.016 0.067 0.034 0.066 0.018 
B1 -0.016 0.058 0.001 0.022 -0.017 0.066 -0.011 0.025 -0.018 0.077 -0.017 0.027 
-0.017 0,050 -0.002 0.018 -0.024 0.050 -0.017 0,019 -0.022 0.052 -0.022 0.018 
0.010 0.016 0.000 0.007 0.018 0.020 0.007 0.008 0.025 0.023 0.012 0.010 
-0.017 0.019 -0.003 0.008 -0.036 0.021 -0,023 0.009 -0.041 0.023 -0.029 0.010 
B2 0.003 0.091 0.005 0.032 -0.020 0.097 -0.012 0.036 -0.031 0.106 -0.020 0.040 
-0.008 0.082 0.002 0.030 -0.043 0.073 -0.031 0.027 -0.045 0.072 -0.031 0.026 
0.041 0.017 0.025 0.007 0.080 0.028 0.056 0.012 0.087 0.036 0.062 0.015 
-0.037 0.014 -0.026 0.006 -0.096 0.026 -0.080 0.013 -0.098 0.030 -0.082 0.015 
CI 0.005 0.053 -0.003 0.020 0.021 0.061 0.008 0.023 0.023 0.068 0.015 0.026 
0.000 0.045 -0.005 0.017 0.016 0.043 0.010 0.015 0,016 0.042 0.015 0.016 
-0.003 0.017 -0.002 0.007 -0.014 0.020 -0.010 0.008 -0.016 0.024 -0.015 0.010 
0.002 0.024 0.000 0.010 0.025 0.024 0.022 0.010 0.028 0.026 0.027 0.010 
C2 (/^ i) -0.004 0.046 -0.008 0.019 0.005 0.055 0,006 0.021 0.016 0.062 0.013 0.023 
0(1” -0.003 0.035 -0.002 0.014 0.013 0.033 0.015 0.014 0.020 0.035 0.019 0.013 
-0.027 0.018 -0.026 0.008 -0.059 0.025 -0.053 0.012 -0.068 0.031 -0.059 0.015 
0.027 0.026 0.024 0.011 0.099 0.038 0.092 0.021 0.102 0.045 0.094 0.023 
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Table 3.6: The bias and MSE based on 1000 replications of a SETAR(2;1,1) 
model given r = ro.io，LS function. 
w = 0 w = 3 u) = 10 
LS n = 200 n = 500 n = 200 n = 500 n = 200 n = 500 
Bias MSE Bias MSE Bias MSE Bias MSE Bias MSE Bias MSE 
A l -0.008 0.017 -0.004 0.007 -0.015 0.022 -0.015 0.009 -0.025 0.061 -0.034 0.026 
(^(1” -0.012 0.020 -0.008 0.008 -0.027 0.019 -0.026 0.007 -0.045 0.017 -0.050 0.008 
-0.006 0.060 0.000 0.020 -0.021 0.060 -0.023 0.022 -0.047 0.127 -0.041 0.041 
-0.003 0.047 -0.002 0.016 0.012 0.035 0.025 0.013 0.034 0.021 0.044 0.008 
A2 -0.026 0.016 -0.025 0.007 -0.065 0.028 -0.073 0.014 -0.143 0.087 -0.155 0.049 
-0.022 0.015 -0.023 0.006 -0.087 0.025 -0.102 0.017 -0.196 0.057 -0.215 0.051 
</>(o2) -0.002 0.068 -0.010 0.028 -0.094 0.075 -0.133 0.044 -0.183 0.171 -0.232 0.108 
</>(i2) 0.004 0.063 0.006 0.025 0.120 0.057 0.148 0.038 0.220 0.072 0.239 0.064 
B1 <41) 0.001 0.017 0.002 0.007 -0.011 0.022 -0.014 0.009 -0.029 0.066 -0.034 0.028 
-0.003 0.022 -0.001 0.008 -0.028 0.023 -0.028 0.008 -0.055 0.025 -0.051 0.008 
0.011 0.051 -0.005 0.019 0.074 0.059 0.071 0.026 0.138 0.126 0.139 0.063 
-0.016 0.039 0.001 0.015 -0.088 0.039 -0.085 0,019 -0.150 0.044 -0.149 0.028 
B2 (^ gi) 0.036 0.020 0.031 0.009 0.027 0.026 0.016 0.010 0.000 0.073 -0.014 0.028 
0.024 0.026 0.027 0.012 -0.019 0.024 -0.025 0.010 -0.064 0.021 -0.067 0,010 
(^>1)2) 0.034 0.042 0.001 0.015 0.249 0.125 0.235 0.081 0.565 0.440 0.564 0.363 
-0.031 0.024 -0.008 0.008 -0.240 0.092 -0.238 0.070 -0.495 0.272 -0.510 0.266 
C I 0.003 0.017 -0.005 0.007 0.013 0.022 0.006 0.008 0.032 0.063 0.027 0.025 
-0.002 0.020 -0.007 0.008 0.018 0.018 0.014 0.006 0.041 0.016 0.043 0.007 
<42) -0.005 0.055 0.003 0.022 -0.075 0.059 -0.070 0.026 -0.143 0.126 -0.139 0.061 
0.003 0.046 -0.005 0.018 0.081 0.041 0.083 0.019 0.139 0.041 0.149 0.027 
C2 -0.022 0.016 -0.027 0.007 -0.013 0.019 -0.015 0.008 0.013 0.056 0.017 0.022 
- 0 . 0 1 6 0 . 0 1 5 - 0 . 0 1 7 0 . 0 0 6 0 . 0 0 8 0 . 0 1 3 0 . 0 1 0 0 . 0 0 6 0 . 0 4 5 0 . 0 1 6 0 . 0 4 9 0 . 0 0 8 
<42) -0.005 0.065 0.005 0.024 -0.257 0.143 -0.275 0.105 -0.495 0.383 -0.498 0.293 
0.002 0.055 -0.006 0.019 0.293 0.145 0.325 0.128 0.512 0.302 0.540 0.298 
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Table 3.7: The bias and MSE based on 1000 replications of a SETAR(2;1,1) 
model given r = ro.io, Huber function (with k = 3.291). 
w = 0 u> = 3 u; = 10 
Huber n = 200 n = 500 n = 200 n = 500 n = 200 n = 500 
Bias MSE Bias MSE Bias MSE Bias MSE Bias MSE Bias MSE 
A l -0.007 0.017 -0.004 0.007 -0.011 0.020 -0.008 0.008 -0.013 0.023 -0.011 0.010 
</>(ii) -0.010 0.021 -0.008 0.009 -0.017 0.021 -0.015 0.009 -0.020 0.022 -0.018 0.009 
</)忘2) - 0 . 0 0 6 0 . 0 6 2 0 . 0 0 0 0 . 0 2 2 - 0 . 0 0 7 0 . 0 6 6 - 0 . 0 0 7 0 . 0 2 6 - 0 . 0 1 5 0 . 0 7 6 - 0 . 0 0 8 0 . 0 3 0 
-0.002 0.052 -0.002 0.020 -0.002 0.048 0.008 0.019 0.006 0.052 0.010 0.020 
A2 -0.027 0.016 -0.026 0.007 -0.039 0.021 -0.044 0.010 -0.044 0.026 -0.048 0.012 
</)(ii) -0.024 0.016 -0.026 0.007 -0.048 0.019 -0.055 0.010 -0.055 0.023 -0.060 0.011 
(^ 1)2) -0.001 0.073 -0.010 0.030 -0.033 0.080 -0.054 0.035 -0.041 0.096 -0.066 0.042 
0.002 0.072 0.006 0.028 0.050 0.067 0.060 0.030 0.055 0.075 0.070 0.033 
B1 0.001 0.017 0.001 0.007 -0.001 0.021 -0.005 0.009 -0.001 0.025 -0.008 0.010 
(/>(/) -0.001 0.022 -0.002 0.009 -0.012 0.024 -0,013 0.009 -0.012 0.024 -0.016 0,009 
0.012 0.054 -0.008 0.021 0.039 0.058 0.019 0.025 0.043 0.066 0.027 0.028 
-0.018 0.043 0.005 0.017 -0.050 0.042 -0.029 0.018 -0.050 0.044 -0.034 0,019 
B2 0.037 0.020 0.033 0.009 0.039 0.025 0.030 0.010 0.032 0.029 0.023 0.012 
0.026 0.029 0.030 0.013 0.009 0.028 0.006 0.013 0.006 0.029 0.003 0.013 
<42) 0.030 0.045 -0.001 0.016 0.104 0.066 0.065 0.025 0.120 0,085 0.075 0.032 
-0.028 0.026 -0.006 0.009 -0.106 0.042 -0.080 0.018 -0.111 0.050 -0.082 0.021 
C I 0.002 0.017 -0.005 0.007 0.006 0.021 -0.001 0.008 0.010 0.025 0.003 0.009 
-0.003 0.021 -0.007 0.008 0.004 0.021 0.002 0.007 0.007 0.021 0.007 0.007 
-0.004 0.060 0.004 0.024 -0.032 0.063 -0.018 0.027 -0.037 0,071 -0,027 0.030 
0.003 0.054 -0.005 0.021 0.037 0.050 0.026 0.020 0.040 0.053 0.032 0.021 
C2 oij/) -0.023 0.016 -0.028 0.007 -0.023 0.019 -0.025 0.008 -0.019 0.022 -0.030 0.009 
-0.019 0.016 -0.019 0.007 -0.008 0.016 -0.008 0.007 -0.004 0.016 -0.021 0.007 
-0.009 0.068 0.008 0.026 -0.099 0.093 -0.072 0.037 -0.116 0.116 -0.025 0.048 
0.009 0.062 -0.009 0.022 0.123 0.082 0.099 0.036 0.128 0.095 0.037 0.043 
Chapter 4 
Numerical Example 
To illustrate the benefits of the relaxation of model assumptions on model build-
ing, the robust approach is demonstrated with real data. After model identifica-
tion and fitting, one-step ahead forecast is implemented to assess the model fit. 
The procedure for analyzing the numerical example is shown as follow. 
1. Select the AR order p and the set of delay parameter d. 
2. Perform robust and non-robust non-linearity test. 
3. Based on the non-linearity test result, 
(a) if it is positive, perform the LS and GM estimation for the SETAR(/c; p, d) 
modelling (assuming two-regime model is a good approximation); 
(b) if it is negative, perform the LS and GM estimation for the AR(p) 
modelling. 
4. Based on the LS and GM estimation, calculate and compare the one-step 
ahead forecasts on the post-sample by imposing the fitted model concluded 
from the training dataset on the testing dataset. 
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4.1 Methodology 
Apart from applying FQM tests on the data, we want to investigate the consistency 
of the results with the non-robust SETAR-type non-linearity tests in Section 2.1. 
In practice, we need to determine p and d. It is believed that a high-order 
AR process provides reasonable approximations to a non-linear model Tong 
(1989) used partial autocorrelation function (PACF) of Yt to provide guidance 
for a reasonable value of p which imposes no penalty on high-order terms. In 
contrast, the information criteria could be misleading when the process is non-
linear because they tend to penalize high-order terms. Following Tsay (1989) 
and Sarantis (2001)，we estimate the model order p by the cutoff pattern of the 
sample partial autocorrelation function (SPACF) of the observed series. After 
fixing p, d is searched among {1,2，...，p} as long as its corresponding p-value of 
the non-linearity test is the smallest. The AR order can be refined, if desired, 
by information criteria such as the Akaike information criterion (AIC). They are 
designed to fit the best linear model of the linear process in each regime. 
The whole dataset is divided into two periods. Period I (in-sample) is used to 
build the model which includes model identification and parameter estimation. 
Note that the bootstrap version of likelihood ratio LR-BS test (Hansen, 1996) is 
used. Period II (out-of-sample) is treated as a testing period under which the 
performance of the model is assessed in terms of predictive ability through the 
calculation of the one-step ahead forecasts. The traditional error loss measures 
are root mean squared prediction error (RMSPE) and mean absolute prediction 
error (MAPE). Models with large values provide a signal of a poor fit. 
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Given the observed time series Yi, >2) • • • > ^n? the minimum mean squared 
error forecast at time t with lead time I is 
Ytil) = E(Yt+i\Yt, Yt-u...^ Vi) where I > 1. (4.1) 
If the process is identified to follow the SETAR(/c;p, d) model where d < p, then 
we will obtain the LS and GM estimates of 0 = {(屯(")’rj)b = 1,.. . For 
I = 1, the one-step ahead prediction error of the post-sample is 
p 
e,(l) = - c^E/) - Y ^ 说力 VWi-” if 0-1 < < rj , (4.2) 
t ;=1 
where 亡= n + l，n + 2, The prediction error measures are calculated by 
1 n+H 1 n+H 
RMSPE = ^ E e?(l) and M A P E 二 一 h ⑴ 丨 ’ (4.3) 
where H is the number of forecasts made. 
4.2 ASEAN Background 
The Association of Southeast Asian Nations (ASEAN), which was established on 
August 8, 1967，in Bangkok, is now a geopolitical and economic organization of 
ten countries. The five core member countries, mostly from maritime Southeast 
Asia, are Indonesia, Malaysia, the Philippines, Singapore, and Thailand. The 
ASEAN economic community aims at creating a stable, prosperous, and highly 
competitive ASEAN economic region such that the economies of the Asian coun-
tries keep growing. It is still possible that the currency crisis of a particular 
country may dramatically spread to other countries. Krager and Kulgler (1993) 
believed that rational expectations monetary model with stochastic intervention 
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including in exchange market would express threshold-type non-linearity. It is 
because the authorities react to large appreciations and depreciations, whereas 
for the target zone approach to managed floating the level of the exchange rate 
is relevant for signalling interventions. 
To describe the behaviour of the exchange rates (in US$) of the core ASEAN 
members, we apply the new robust test and estimation on the data. Only the 
floating exchange rate is considered in the study so that the exchange rate of 
the Malaysian ringgit, which has been pegged against the US dollar in 1998 after 
the Asian financial crisis, is discarded from our analysis. The remaining focus is 
placed on the exchange rates of the Indonesian rupiah, Philippine peso, Singa-
porean dollar and Thai baht from January 2000 to December 31, 2006. To obtain 
stationarity, daily log-returns of the four series (each with 1825 observations) 
are considered. Figure 4.1 presents the movements of the log-returns of the four 
exchange rate markets during this period. 
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Figure 4.1: Daily returns on the exchange rates of the four ASEAN countries, 
Jan. 2000 - Dec. 2006. 
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Table 4.1: SETAR-type non-linearity test results for the exchange rate return of 
the four ASEAN markets. 
Country 
Test Indonesia Philippines Singapore Thailand 
(a) Non-robust tests 
F NL NL NL NL 
CUSUM NL L L NL 
lie L NL NL NL 
LM NL NL L NL 
LR-BS NL NL L NL 
(b) Robust Fgm tests 
Ruber [k = 1.345) L L NL L 
Huber (k = 3.291) L L NL L 
Tiikey (c = 4.685) L L NL L 
Tukey (c = 15.0) L L NL L 
Poly (Cl = 2.576’ C2 = 3.291) L L NL L 
L = linear; NL = non-linear. 
4.2.1 Non-linearity tests on ASEAN Exchange Rate 
Table 4.1 provides the test results at the 5% level of significance. It reveals that 
it is difficult to obtain consistent conclusions if we solely rely on the traditional 
non-robust tests as these four countries are fairly vulnerable to external shocks 
and currency attacks. In contrast, the proposed Fgm tests uniformly identify all 
markets as L (linear) except the Singapore market shows NL (non-linear) under 
different 功-functions and tuning constants. Unfortunately, the robust and non-
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robust tests give completely different conclusions for Indonesia, the Philippines, 
and Thailand markets. Of the fifteen non-robust tests for these markets, thirteen 
support the non-linearity conclusion. The extreme outlying values observed in 
these three markets (Figure 4.1) can account for the poor performance of the 
non-robust tests. As a result, the robust test is more reliable in this situation. 
Furthermore, Figure 4.1 shows that there are three to four large outlying 
observed values in the Singapore market. These outliers might affect the perfor-
mance of the non-robust tests. Again, the existing non-linearity tests considered 
are not able to give analyst a consistent conclusion. The F and RC tests identify 
non-linearity, while the other three tests conclude the linearity. However, the 
robust test still uniformly indicates SETAR-type non-linearity. 
4.2.2 Estimation of the Return of Singaporean Dollar 
The consistent positive result in the robust non-linearity test shows the non-linear 
threshold nature of the exchange rate market in Singapore. To model a return 
series, the number of regime is usually small, say fc = 2 in our study. Among the 
first five lag orders in Table 4.2, the largest SPACF value is 0.036. Therefore, we 
consider the return series has a lag order of 5 where 1 < ri < 5. Based on the 
preliminary non-linearity test, the statistic is the most significant when d = 4. 
Table 4.2: SPACF of the Singapore exchange rate returns. 
Lag order 1 2 3 4 5 
SPACF -0.0190 -0.0356 0.0159 0.0321 0.0360 
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The fitted SETAR(2;5,4) model with the LS estimates is 
-0.00003734 — 0.077380637,._i — 0.03412066y,._2 - 0.06659790y;,_3 
+ 0.01816150rt_4 + 0.084567787^-5 + if Y^.^ < -0.00093089; 
n = < 
-0.00011509 + 0.01420137yt_i - 0.029103207^2 + 0.06158002^_3 
+ 0.062125237^4 + 0.007385807(_5 + ct, if Yt-^ > -0.00093089. 
(4.4) 
On the other hand, the fitted SETAR,(2; 5,4) model with the GM estimates 
using Huber function (with A;=3.291) is 
-0.00005424 — 0.07027336yi_i — 0.03745672^^_2 — 0.04641765yi_3 
+ 0.00698386yi_4 + 0.02904387^^-5 + e<’ if Vt_4 < —0.00087374. 
rt = < 一 
-0.00016924 + 0.017648937^-1 — 0.034839527^_2 + 0.07012939^_3 
+ 0.08470263> .^_4 + 0.02591926>；_5 + e,, if V,,_4 > -0.00087374. 
(4.5) 
Table 4.3: Forecast performance on Singapore returns, Jan - Feb 2007. 
Method RMSPE MAPE 
LS 0.00167838 0.00123054 
GM 0.00166772 0.00122408 
Table 4.3 shows the one-step ahead forecasts on the out-of-saraple exchange 
rate return series from January 2007 to February 2007 with 43 data points (Figure 
4.2). Ratio of the RMSPE of the GM estimate to that of the LS estimate is 0.9936 
while the ratio of the MAPE of the GM estimate to that of the LS estimate is 
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0.9948. It is seen that prediction based on the GM estimation has slightly smaller 
prediction error when compared with the LS estimation. It justifies the argument 
that outliers in the return series are downweighted under the robust estimation 
and estimation under GM approach results in reliable overall performance. 
S 
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g _ \ \ 
1 _ f 
d 
I l-| 1 1 1 1 
0 10 20 30 4 0 
Figure 4.2: Daily returns on the Singapore exchange rate, Jan. — Feb. 2007. 
In summary, we experience that the traditional approach breaks down easily 
through the model fitting and forecasting of this real life application. As the 
data structure in real life is more complex and volatile, a more flexible testing 
and modelling procedure is urged. 
Chapter 5 
Conclusions and Further 
Research 
While threshold model is effective in capturing non-linearity behaviour, testing 
and estimation of a threshold model have not been fully explored. Various ro-
bustified versions of the traditional tests can be found in the literature. In this 
thesis, an outlier robust GM method modified from Tsay's (1989) F test has been 
developed for non-linear time series testing against the null model of linearity. It 
shows a great improvement on the existing methods in the sense that the new test 
is insensitive to outliers. The test statistic has been shown to have a standard F 
distribution under the null hypothesis. 
We consent that it would be difficult to obtain a consistent estimate of the 
threshold parameter in small samples. However, the asymptotic properties have 
been proved on the consistency of the threshold and autoregressive estimators 
when the sample size is large. Although the proof was given under a two-regime 
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SETAR model, it is straightforward to extend the consistency when k > 2. Never-
theless, further research is needed to improve the threshold parameter estimation 
of a general SETAR model with desirable finite-sample properties. 
Besides, we have examined the robust GM method by means of simulations 
in Chapters 2 and 3. We have also adopted the GM method to analyze the 
exchange rate of the four ASEAN countries, namely, Indonesia, the Philippines, 
Singapore, and Thailand. Various 妙-functions have been considered to compare 
with the LS function and other non-robust tests during the non-linearity test 
and the parameter estimation. Our method can give analysts a consistent result 
among different choices of the ？/^ -functions. Assuming the threshold parameter 
is not known, the reduction of the RMSPE and MAPE values reveals that the 
GM estimation provides a robust estimate even when outliers are present. The 
influence of outliers and bad leverage points are greatly reduced under the GM 
estimation. 
References 
1] Billingsloy P. 1961. The Lindeberg-Lovy theorem for martingales. Proceed-
ings of the American Mathematical Society 12: 788-792. 
2] Box GEP, and Jenkins GM. 1976. Time series analysis: Forecasting and 
control. Holden-Day: San Francisco. 
3] Box GEP, Jenkins GM, and Reinsel GC. 1994. Time Series Analysis: Fore-
casting and Control (3rd Ed.). Prentice Hall: New Jersey. 
4] Bustos, OH. 1982. General M-estimates for contaminated pth-order au-
toregressive processes: consistency and asymptotic normality. Robustness 
in autoregressive processes. Zeitschrift fur Wahrscheinlichkeitstheorie und 
Verwandte Gebiete 59: 491 - 504. 
5] Chan KS, and Tong H. 1990. On likelihood ratio tests for threshold autore-
gression. Journal of the Royal Statistical Society B52: 496-476. 
6] Chan KS. 1993. Consistency and limiting distribution of the least squares 
estimator of a threshold autoregressive model. Annals of Statistics 21: 520-
533. 
[7] Chan WS. 1992. A note on time series model specification in the prcseiicc 
of outliers. Journal of Applied Statistics 19: 117-124. 
8] Chan WS, and Cheung SH. 1994. On robust estimation of threshold au-
toregressions. Journal of Forecasting 13: 37-49. 
9] Chan WS, and Cheung SH. 2005. A bivariate threshold time series model 
for analyzing Australian interest rates. Mathematics and Computer in Sim-
ulations 68: 429-437. 
10] Chan WS, and Ng MW. 2004. Robustness of alternative non-linearity tests 
for SETAR models. Journal of Forecasting 23: 215-231. 
78 
REFERENCES 79 
[11] Chan WS, Ng WM, and Tong H. 2006. On a simple graphical approach 
to modelling economic fluctuations with an application to the UK prico 
inflation, 1265-2005. Annals of Actuarial Science 1 (1): 103-128. 
12] Chan WS, and Tong H. 1986. On Tests for non-linearity in time series 
analysis. Journal of Forecasting 5: 217-228. 
[13] Chang I, Tiao GC, and Chen C. 1988. Estimation of time series parameters 
in the presence of outliers. Technometrics. 30: 193-204. 
14] Cromwell JB, Labys WC, and Terraza M. 1994. Univariate Tests for Time 
Series Models. Sage Publications: Thousand Oaks, Calif.. 
[15] De Gooijer JG, and Kumar K. 1992. Some recent developments in non-
linear time series modelling, testing and forecasting. International Journal 
of Forecasting 8: 135-156. 
16] Denby L, and Martin D. 1979. Robust estimation of the first-order autore-
gressive parameter. Journal of the American Statistical Association 74: 
140-146. 
17] Pranses PH, and van Dijk D. 2000. Nonlinear Time Series Models in Em-
pirical Finance. Cambridge University Press: Cambridge. 
18] Kapetanios G. 2000. Small sample properties of the conditional least squares 
estimator in SETAR models. Economics Letters 69: 267-276. 
19] Feller W. 1971. An Introduction to Probability Theory and Its Applications. 
Vol. 2. (3rd Ed.) Wiley: New York. 
20] Giordani P. 2006. A cautionary note on outlier robust estimation of thresh-
old models. Journal of Forecasting 25: 37-47. 
21] Hamilton JD. 1989. A new approach to the economic analysis of nonsta-
tionary time series and the business cycle. Econometrica 57: 357-384. 
22] Hampel FR, Ronchetti EM, Rousseeuw PJ, and Stahel WA. 1986. Robust 
Statistics: The Approach Based on Influence Functions. John Wiley: New 
York. 
23] Handschin E, Kohlas J, Fiechter A, and Schweppe F. 1975. Bad data anal-
ysis for power system state estimation. IEEE Transactions on Power Ap-
paratus and Systems 2: 329-337. 
REFERENCES 93 
24] Hansen BE. 1996. Inference when a nuisance parameter is not identified 
under the null hypothesis. Econometrica 64: 413-430. 
25] Harvey AC. 1993. Time Series Models. (2nd Ed.). The MIT Press: Cam-
bridge. 
26] Hau MC. 1984. Robust-Resistent Estimation in Threshold Autoregressive 
Time Series Modelling. MPhil Thesis, Chapter 4, Department of Statistics, 
Chinese University of Hong Kong. 
27] Hau MC, and Tong H. 1989. A practical method for outlier detection in 
autoregressive time series modelling. Stochastic Hydrology and Hydraulics 
3: 241-260. 
[28] Hinich M. 1982. Testing for gaussinity and linearity of a stationary time 
series. Journal of Time Series Analysis 3: 169-176. 
29] Hoaglin DC, Frederick M, and Tukey JW. 2000. Understanding Robust and 
Exploratory Data Analysis. John Wiley: New York. 
30] Hoaglin DC, Iglewicz B, and Tukey JW. 1986. Performance of some resis-
tant rules for outlier labeling. Journal of American Statistical Association. 
81: 991-999. 
31] Kapetanios G. 2003. Using Extraneous Information and GMM to Esti-
mate Threshold Parameters in TAR Models. U of London Queen Mary 
Economics Working Paper No. 494-
32] Krager H, and Kiigler P. 1993. Non-linearities in foreign exchange markets: 
a different, perspective. Journal of International Money and Finance 12: 
195-208. 
33] Lucas A, van Dijk R, and Kloek T. 1996. Outlier robust GMM estimation 
of leverage determinants in linear dynamic panel data models. Tinbergen 
Institute Discussion Paper 94-132. 
34] Limkkonen R, Saikkonen P, and Terasvirta T. 1988. Testing linearity 
against smooth transition autoregressive models. Biometrika 75: 491-499. 
35] Maronna RA, Martin RD, and Yohai VJ. 2006. Robust Statistics: Theory 
and Methods, John Wiley: New York. 
36] Moeanaddin R, and Tong H. 1988. A comparison of likelihood ratio test and 
CUSUM test for threshold autoregression. The Statistician 37: 213-225. 
REFERENCES 94 
37] Petruccelli JD. 1990. A comparison of tests for SETAR-type non-linearity 
in time series. Journal of Forecasting 9: 25-36. 
38] Petruccelli JD, and Neville D. 1986. A portmanteau test for self-exciting 
threshold autoregressive-type nonlinearity in time series. Biometrika 73: 
687-694. 
[39] Potter SM. 1995. A nonlinear approach to US GNP. Journal of Applied 
Econometrics 10: 109-125. 
[40] Potter SM. 1999. Nonlinear time series modelling: an introduction. Journal 
of Economic Surveys 13 (5): 505-528. 
[41] Rockafellar RT. 1970. Convex Analysis. Princeton University Press: Prince-
ton. 
42] Rousseeuw PJ. 1984. Least median of squares regression. Journal of the 
American Statistical Association 79: 871-880. 
43] Rousseeuw PJ, and Leroy AM. 1987. Robust Regression and Outlier Detec-
tion. John Wiley & Sons: New York. 
44] Rousseeuw PJ, and van Zomeren BC. 1990. Unmasking multivariate out-
liers and leverage points (with comments and rejoinder). Journal of the 
American Statistical Association 85: 633-651. 
45] Sarantis N. 2001. Nonlinearities, cyclical behaviour and predictability in 
stock markets: International evidence. International Journal of Forecasting 
17: 459-482. 
46] Spath H. 1991. Mathematical Algorithms for Linear Regression. Academic 
Press: California. 
47] Subba Rao T, and Gabr MM. 1980. A test for linearity of stationary time 
series. Journal of Time Series Analysis 1: 145-148. 
48] Tiao GC, and Tsay RS. 1994. Some advances in nonlinear and adaptive 
modelling in time series (with discussion). Journal of Forecasting 13: 109-
140. 
49] Tong H. 1978. On a Threshold Models in Pattern Recognition and Signal 
Processing. (Chen CH Ed.). SijhofF and Noordhoff: Amsterdam. 
50] Tong H. 1983. Threshold Models in Non-linear Time Series Analysis (Lec-
ture Notes in Statistics No.21). Springer-Verlag: New York. 
REFERENCES 95 
[51] Tong H. 1990. Non-Linear Time Series: A Dynamical System Approach. 
Clarendon Press: Oxford. 
52] Tong H, and Lim KS. 1980. Threshold autoregression, limit cycles and 
cyclical data. Journal of the Royal Statistical Society B42 (3): 245-292. 
53] Tsay RS. 1986. Nonlinearity tests for time series. Biometrika 73: 461-466. 
54] Tsay RS. 1988. Non-linear time series analysis of blowfly population. Jour-
nal of Times Series Analysis 9: 247-263. 
55] Tsay RS. 1989. Testing and modelling threshold autoregressive processes. 
Journal of the American Statistical Association 84: 231-240. 
56] van Dijk D, Pranses PH, and Lucas A. 1999. Testing for smooth transition 
nonlinearity in the presence of additive outliers. Journal of Business & 
Economic Statistics 17: 217-235. 
57] Wei WWS, and Wei S. 1998. Comparison of Some Estimates of Autore-
gressive Parameters. Journal of Applied Statistical Science 8: 51-58. 
.‘ • . • • • • • . 
• . ： • . ： ‘. • ‘ • . . • i:. - • . . . , .. . . •, -. 
• • •• • 
.... . • • . • ：‘ . , . . , . 
- . . - _ • - •• • . • . • ‘ 
CUHK L i b r a r i e s 
I 
0 0 4 5 0 6 6 0 3 
