A BI-REGIONAL CGE MODEL OF THE SOUTH WEST HOUSING MARKET by KEAST, SARAH-JANE
A BI-REGIONAL C G E M O D E L OF THE SOUTH W E S T 
HOUSING MARKET 
by 
S A R A H - J A N E K E A S T 
A thesis submitted to the University of Plymouth 
in partial fulfilment for the degree of 
D O C T O R O F P H I L O S O P H Y 
Plymouth Business School 
Faculty of Social Sciences & Business 
JUNE 2 0 1 0 
A Bi-Regional CGE Model of the South West Housing Market 
By Sarah-Jane Keast 
A B S T R A C T : 
Volatility within the UK housing market is thought to be a significant factor driving instability 
in the wider macro economy. Research investigating the characteristics and behaviour of the 
housing market has suggested that under supply of housing is one of the key reasons for the 
high and increasing levels of house prices the nation has recently been experiencing. 
Consequently, much of the current government's housing policy is aimed at increasing the level 
of supply by reforming the planning system and increasing investment in the development of 
new housing. Under supply is also a major concern at the regional level, particularly in the 
South West, where net inward migration, growth in the number of single person households and 
growth in the numbers of second homes is placing increasing pressure on the housing market. 
Understanding the likely effects of any policy changes prior to their implementation is vitally 
important for a successful outcome and to that end economic analysis has played a significant 
role in the development of policy at the national level. However, this is not the case at the 
regional and sub-regional levels where only limited use of economic analysis techniques have 
been made, partly due to resource issues and partly due to the lack of regional data. 
In order to partially address the lack of analysis of the regional impacts of the latest housing 
policies, this study is based upon the development of a mathematical economic model of the 
South West housing market. This model is then used to estimate the likely impacts of 
increasing housing supply at both the regional and broad sub-regional levels. 
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1 INTRODUCTION 
"Housing has profound and often unappreciated impacts upon our lives. Ii directly affects our 
quality of life, our health and well-being; it determines our transport needs and often our choice 
of work; it affects our family structures and our friendship networks. Housing also affects our 
national economic well-being: the rate of economic growth and our prosperity. It also 
influences the distribution of resources between regions, individuals and generations." (Barker, 
2003:p 1) 
Housing is a complex good: it provides basic services such as shelter and security whilst it is 
also a source of wealth accumulation and a means to fiind consumption. Thus, housing is 
important to the welfare of the individual, the household and the wider economy. Research has 
also highlighted the important role that the housing market plays in the wider macro economy 
(Muellbauer and Murphy, 1997) and disparities in the housing market are thought by some to be 
a key driver of macroeconomic volatility (Cooper, 2004). 
Recent empirical investigations have found significant correlations between real house price 
growth and variables such as real GDP, unemployment, interest rates and inflation (Borio and 
McGuire, 2004; Capozza el al., 2002; Englund and loannides, 1997; Tsatsaronis and Zhu, 
2004). The reasons for these relationships are varied but many are generated through links 
between housing and the labour market. For example, relative house price differentials between 
regions exert a significant influence on worker mobility as high relative house prices discourage 
migration and this leads to reduced flexibility in the labour market (Harrigan et al., 1986; 
Jackman and Savouri, !992; Potepan, 1994). 
Furthermore, there is evidence that indicate relationships between change in the housing market 
and cycles of economic growth (HM Treasury, 2003; Miles, 2004; Muellbauer and Murphy, 
1997). At least some of this will result firom the link between house prices and levels of 
household consumption. Rising house prices have increased the value of housing assets and 
homeowners can fund consumption by liquidating their assets or by accessing secured credit 
(Cocco et al., 2005; Silos, 2007). 
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Fluctuations in the housing market also exert pressure upon the corporate sector. Previous 
studies indicate that property prices are negatively related to the rate of business failures and 
thus as house prices increase, the rates of business failures decrease (Vlieghe, 2001). Suggested 
reasons for this include the fact that the business activities of entrepreneurs are frequently 
funded from collateral raised on their own property and rising prices result in increased levels of 
available credit. Moreover, in times when house prices are rising, creditors may be less likely to 
force debtors into insolvency because the risk to loan repayment has been reduced (Fabling and 
Grimes, 2005). 
Before the recent slowdown in the economy, house prices had been increasing across the UK, 
prompting a debate about the need to stimulate the supply of housing to offset problems of 
affordability (Bramley, 2007). The current UK government commissioned a major study into 
the impacts of undersupply in the UK housing market and the resultant report. The Barker 
Review of Housing Supply (Barker, 2004), emphasised the importance of the housing market to 
the national economy. It concluded that weak, unresponsive housing supply in the UK has led 
to a less stable economy and, furthermore, it recommended a significant increase in the supply 
of housing, although this had been recognised at the regional level for some time. For example, 
South West regional housing policy as outlined in the Regional Planning Guidance 
(Government Office for the South West, 2001) is specifically aimed at addressing the issue of 
undersupply in the region. 
Choosing the type, scope and timing of regional policies is not easy and successful outcomes 
are never guaranteed. It is invaluable to have some mechanism by which the likely impact of 
policy decisions can be estimated before the policies are implemented in order to prevent costly 
errors of judgement. It is in this environment where the use of regional economic modelling has 
seen the greatest developments. 
Regional economies are more specialised than their national counterparts, with higher levels of 
both labour and capital mobility and a greater degree of openness. Therefore, estimating the 
impact of regional economic policy is not simply a case of using national data and scaling it 
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accordingly. The development of dedicated regional economic models has resulted from the 
need to provide a greater understanding of the operation of regional economies and in some 
cases a tool for analysing policy decisions. 
The most common types of regional models are econometric models and multiplier models, 
specifically input-output (10) models: the former is an approach that anempts to reproduce the 
behaviour of the key mechanisms driving the economy and the latter involves the identification 
of inter-industry linkages and the estimation of their relative importance. However, in recent 
years, computable general equilibrium (CGE) models have become much more widely used. 
This approach, inspired by the work of Scarf (1967), generates detailed mathematical models of 
entire economies or systems of economies and includes detailed inter-industry linkages and 
endogenous prices; it can also include a dynamic element. 
The attraction of both multiplier models and econometric models is that they are relatively 
inexpensive and straightforward to implement, although their simplicity is also the root cause of 
much criticism. Whilst 10 and CGE models are both more expensive and more difficult to 
implement, they incorporate comprehensive inter-industry linkage data providing a more 
detailed and realistic approach to policy impact analysis. Nevertheless, 10 models, unlike CGE 
models, are completely static and entirely demand driven, leaving them unsuited to long-term or 
supply-side policy analysis. 
1.1 Aim of this Study 
"The highest priority item on the research agenda in the economic theory of housing markets is 
the development of . . . models of die housing market. This is essential for the analysis of 
appropriate government intervention in the housing market." (Amon, 1987) 
Nicol (2002) notes that local authorities have needed to develop a more detailed imderstanding 
of housing in their local area for several decades. They have been required to produce evidence 
demonstrating the need for intervention in the housing market and to secure funding and support 
for local policy implementation. Nevertheless, the planning system has faced criticism for the 
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lack of economic analysis involved in shaping planning decisions and, in particular, the limited 
analysis of the impacts of altemative development patterns (Cullingworth, 1997). One of the 
primary reasons for the underuse of economic modelling in the policy and planning process has 
been the complex nature of many of these models and the inability of policy makers to interpret 
the outcomes of such analyses. 
The aim of this study is to develop an economic model o f the South West housing market to 
gain greater understanding of the links between the housing market and the local economy as no 
such model currently exists. This model is used to analyse changes to both demand and supply 
in the housing market by analysing the impact of demographic changes and changes to the level 
of housing supply. 
In order to justify the significance of this research, the thesis begins with an exposition of the 
reasons why housing is an important issue for developed economies by identifying the 
relationships between the housing market and the macro and micro economy. The thesis 
continues with a discussion of the overall significance of housing both to the UK economy and 
to the South West regional economy. Furthermore, the current state of the UK. housing market 
is analysed and the factors likely to exert pressure in the market over the next few years are 
examined. 
The overall importance of housing has encouraged government intervention in the market since 
the beginning of the last century. In order to understand the origins of South West regional 
housing policy, the major policy trends are discussed and the nature of the policy setting process 
is explained, including an examination of the role that economic analysis can and does play in 
policy development. 
There are a number of techniques used for the construction of economic models and regional 
models in particular, and the most popular are described in this study. The primary reasons for 
choosing the computable general equilibrium (CGE) approach are discussed and the overall 
structure of such models is examined, together with an analysis of the application of such 
models to housing markets. 
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The remainder of the study is devoted to the development the South West housing market model 
and the use of the model to analyse the behaviour of the regional housing market. Specifically, 
the model is used to estimate the impact that demographic changes have on the region in 
addition to modelling the impact of a change in supply as suggested in the South West's 
Regional Planning Guidance (Government Office for the South West, 2001). 
The study concludes with an overall assessment of the research undertaken, a critique of the 
model itself and a discussion of its future development. 
The thesis is sn^ctured as follows: 
o Chapter 2 presents an overview of economic theory penaining to the operation of the 
housing market and the links between the housing market and the macro economy. 
• Chapter 3 discusses the economic importance of the UK housing market and describes 
the key issues associated with the operation of the housing market. It concludes with a 
description of the key policy and planning considerations including the role economic 
analysis has to play in the development of housing market policy. 
o Chapter 4 gives an overview of the characteristics regional housing markets in the UK. 
In particular, it discusses the nature of the housing market in the South West and 
concludes with a description of regional housing market policy. 
• Chapter 5 discusses the development and application of regional economic modelling 
techniques. It contains descriptions of the principal techniques used in the process of 
regional economic modelling and a discussion of the relative merits o f each approach. 
It also gives a justification of the modelling technique chosen for this particular study 
and describes the available choices of software to facilitate the development of the 
model. 
o Chapter 6 describes the construction of a benchmark data set for the model, including a 
brief overview of social accounting matrices and a full description of ihe methods and 
data used to produce benchmark accounts. 
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Chapter 7 gives an overview of the computable general equilibrium (CGE) technique 
and describes the key issues associated with the construction of a model of this type. 
The chapter also contains a review of the use of CGE models in the housing market and 
concludes with a description of the model for the South West. 
Chapter 8 presents the results of the model, linking the outcomes with the overall 
homework of the model. The thesis concludes with some reflections on the study as a 
whole and a discussion of the process of building economic models for use as policy 
setting tools. 
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1.2 Conclusion 
In the UK, housing is as important to the national economy as it is to the individual household. 
Houses provide shelter and security and a means of storing wealth, whilst its importance to the 
economy comes both from the operation of the housing market and from the use of housing to 
fund consumption. It is therefore important to understand how the housing market functions 
and how it affects the economy. There is already a substantial body of such research at the 
national level. However, at the regional level there are fewer studies and the focus is largely on 
local housing markets at the sub-regional and urban level. 
The aim of this research is the development of a computable general equilibrium model of the 
housing market in the South West region of the UK. This process requires a detailed 
understanding and analysis of the operation of housing markets in general and, more 
specifically, regional housing markets including an appreciation of regional housing policy. It 
is also necessary to collect, collate and construct a suitable regional data set with which to 
populate the model. 
The model once developed, is used to estimate the impact of demographic changes on the 
behavior of the South West housing market and the potential economic changes brought about 
by an increase in the supply of housing as suggested in the Regional Planning Guidance 
(Government Office for the South West, 2001). 
The contribution of this study is two-fold. Firstly, no other model of the South West housing 
market currently exists and so this will be the first of its type. Secondly, the study will make a 
contribution to knowledge of the regional housing market both though the research required to 
inform the process of model construction and through the use of the model to assess the impact 
of changes in die housing market. 
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2 ECONOMICS OF THE HOUSING MARKET 
"Housing is a basic human need, which is fundamental to our economic and social well-being." 
(Barker, 2004: p 1) 
The issue of housing is linked to the welfare of the individual, not only providing for such basic 
needs as shelter but also acting as a source of wealth. Moreover, property frequently represents 
the largest portion of household wealth and, for the majority of households, buying a house will 
be the largest single transaction made in their lifetime: in Europe, for instance, paying for 
housing typically involves a fifth to a quarter of disposable income (Gibb and Hoesli, 2003; 
Kenny, 1999; Maclennan et al., 1998). Over recent years, rising house prices have led to 
increased levels of housing wealth for home-owners. This, together vAxh increased access to 
mortgage finance, has stimulated consumer demand, particularly during the UK's consumer 
boom in the late 1980s (Miles, 1994; Muellbauer and Murphy, 1997). 
In general, it is believed that the UK housing market is "an important source and/or channel of 
transmission of volatility at the macroeconomic level." (Cooper, 2004) and it is considered a 
key driver of urban economies (Gibb and Hoesli, 2003; Kenny, 1999; Muellbauer and Murphy, 
1997). Thus, the perceived importance of the UK housing market has led to a significant 
proportion of public funds invested in the development of housing and both national and 
regional government have devoted considerable resources to influencing property markets (Gibb 
and Hoesli, 2003). According to Maclennan et al. (1998), between 1 and 3 percent of GDP in 
the EU is devoted to housing firom public sources. Research by Corkindale (1999) suggests that 
British land-use planning costs somewhere in the region o f £1 billion per annum of public 
expenditure besides the costs imposed on businesses and individuals. Consequently, it is 
important that the operation and interactions of the housing market be understood in order to 
facilitate any interventions in the market. 
Since houses provide basic services to the household, the housing market has serious 
implications for welfare. Home-ownership has been associated with a series of social benefits 
including personal well-being. For example, an empirical study of the US by Rossi and Webber 
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(1996) found that home owners report a higher sense of * well-being' when compared to renters. 
Aaronson (1999). however, identified that these benefits are externalities arising from 
residential stability and therefore originate indirectly from home ownership. Externalities from 
housing remain the subject of debate and, in particular, the wider urban regeneration effects of 
property investment in disadvantaged areas (Adair et al., 2003). 
Housing market research is a multi-disciplinary field with the dominant approach being 
economic (Wallace, 2004). Quantitative economic models have made a significant contribution 
to knowledge of various aspects of the housing market including the operation o f the market, 
land use, rental markets, planning and housing finance (O'Sullivan et al., 2003). One criticism 
of this approach is that the mathemarical and statistical techniques involved are becoming 
increasingly complex, partly because certain characteristics particular to the housing market 
complicate the modelling process. Consequently, theories that apply to other commodity 
markets are not particularly informative when looking at housing and thus it is necessary to 
understand how the market for housing differs from other commodity markets. 
Like other durable goods, houses generate a flow of services for the lifetime of the property. 
Unlike other durables, however, houses can also be a significant source of personal wealth. The 
housing market, encompassing both the owning and renting of houses, is distinguishable from 
other markets in several ways (Miles, 1994; Oxley, 2004): 
• Houses are significantly more durable than other physical assets: for example, in 
England 40 percent of dwellings are more than 60 years old (Office of the Deputy 
Prime Minister, 2005a). Houses can be bought and sold many times during their 
lifetime and can be subdivided or otherwise converted to change or increase the flow of 
services offered. The durability of houses also ensures that there is well-developed 
secondary market for housing. 
• The housing market exhibits a high degree of heterogeneity in terms o f property 
characteristics and therefore the services provided. This leads to difficulties in 
determining the value of housing. 
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• House are spatially immobile, often leading to shortages of stock and high prices in 
popular areas and vacant properties and low prices in less desirable locations. 
• Houses can be used as collateral, allowing house owners to borrow against the value of 
the asset often at a lower cost than in the absence of the asset. Moreover, the ownership 
of housing is linked to the holding of credit and/or store cards. For example, the British 
Household Panel Survey 2000 data reported that 75 percent of home-owning couples 
and 71 percent of home-owning singles had credit or store cards in comparison to only 
32 percent of tenant couples and 24 percent of tenant singles. 
• Changing patterns of home ownership have had a significant impact on the level and 
distribution of housing. For example, housing wealth is primarily accessed by 
downsizing or re-mortgaging and i f house prices rise, potential home owners face the 
prospect of greater levels of indebtedness (Bridges et al., 2004). 
• Houses not only provide services that meet 'needs* such as shelter but are also a 
physical manifestation and reflection of *tastes' and levels of personal wealth. 
• Production of housing is constrained by the availability of land with necessary 
characteristics, such as planning permission, implying that housing cannot be treated 
like other reproducible assets. 
• The housing market is subject to large transactions costs, primarily because financial 
intermediaries are more closely involved in the housing market than in any other 
markets. The inefficiency arising from information asymmetries between buyers and 
sellers often induces both parties to employ agents to help with the property search and 
reduce transactions costs (Maclennan, 1982). 
The complex role that houses play in the lives of individuals and the heterogeneity of housing 
means that demand for housing can be difficult to define. The analysis of housing supply is also 
complex with stock resulting from new construction and from the renovation and conversion of 
existing property. Housing cannot adjust immediately to changes in the market since property 
takes a considerable time to reproduce, cannot be relocated and can last for several generations. 
The exchange of properties results in high transactions costs, including search, legal, 
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psychological and financial costs, although these have been alleviated somewhat by the 
development of the internet (Quigley, 2002). Thus, the housing market is often inefficient and 
adjusts slowly to changes in market conditions. As this discussion will demonstrate, 
disequilibrium is therefore a persistent feature of the housing market (Maclennan, 1982). 
The aim of the remainder of the chapter is to describe the operation of the housing market by 
identifying the key drivers of both supply and demand, the interaction of supply and demand in 
the market and the effects the housing market has on the consumer and the wider economy. 
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2.1 Demand for Housing 
Demand for housing depends primarily upon the ability and desire to purchase or rent housing. 
Nevertheless, the detailed analysis of demand for housing is complicated by the heterogeneity 
of both houses and households, the high level of transactions costs associated with the trade of 
property and dual role of housing as a source of basic services and as an asset. 
Before defining the components of demand it is necessary to define the commodity being 
demanded. The heterogeneity of housing has led to a significant proportion of housing market 
research using the services derived from houses as the standard unit of housing; for a classic 
example see Muth (1964). Many of these studies assume that housing stock and housing 
services are interchangeable, with the standard assumption that one homogenous unit of housing 
stock provides one unit of housing service (Smith et al., 1988). This assumption allows 
abstraction from the tenure choice decision with housing modelled as a single market rather than 
as a rental or an asset market, thus simplifying the analysis whilst still capturing many of the 
most important characteristics. This has been the preferred approach for many of the empirical 
studies estimating elasticities of supply and demand. In this study, it is assumed that housing 
refers to the flow of housing services unless otherwise stated. 
2.1.1 Defining Demand 
According to consumer choice theory, consumers choose between housing and non-housing 
goods in order to optimise their utility according to their tastes and needs and depending upon 
income and price constraints. Hence, the key drivers of demand for housing can be summarised 
by the following general functional form: 
D=f{PJJ,0) 
where P is the real price of housing, / is household income, i is the prevailing interest rate and 
O represents other factors such as 'tastes* and *needs* (related primarily to the size and 
composition of the household) (Wilkinson, 1973). 
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2.1.2 Price of Housing 
Demand for housing is usually assumed to be negatively related to real house prices and 
previous research suggests that the relationship between the price and demand for housing can 
be decomposed into several distinct effects (Harrington, 1989; Nordvik, 2001). The first is the 
direct price effect that either pushes down or increases consumption of housing in the current 
period. The second is a wealth effect where, for example, the real value of a lifetime income 
decreases as the cost of consuming houses increases, driving down the consumption of housing 
services in all periods. Finally, there is also a significant effect on the number and timings of 
planned house moves. This fi^mework provides a useful model with which to understand the 
effects of prices on demand. However, these relationships are difficult to verify empirically, 
partly due to data issues and partly due to the fact that the actual relationships between house 
prices and housing demand are very complex. This section will consider each o f these three 
effects in order to identify the major links between price and demand. 
Direct Price Effect 
Measuring the direct effect of changing prices on demand is generally accomplished using a 
standard elasticity measure. In the case of housing, the expectation is that the price elasticity of 
demand is negative and empirical studies, including those for the UK, have confirmed this 
(Pozdena, 1988; Rosenthal. 1989). Short-run estimates generally take values between -0.1 and -
0.9, implying that housing demand is relatively unresponsive to price changes, at least in the 
short term (Cheshire and Sheppard, 1998; de Leeuw, 1971; Ermisch et al., 1996; Hanushek and 
Quigley, 1980; Harrington, 1989; Lee and Kong, 1977; Muth, 1971; Polinsky and Ellwood, 
1979; Schwab, 1982). However, long-run estimates indicate that demand is likely to be elastic 
over longer timescales; for example the study by Kearl (1979) estimated a long run elasticity of 
-1.5. This may reflect the mixed benefits derived from the consumption of housing. For 
instance, i f house prices are rising they may become more attractive as an asset (depending upon 
the relative prices of other forms of assets) thereby reducing the downward pressure on demand. 
Moreover, due to the complexity of the relationship between house prices and other drivers of 
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housing demand, multi-collinearity issues often dog elasticity calculations. Although some of 
these effects are often accounted for in the estimation, some are almost impossible to isolate, 
such as feedback effects between prices and income. 
When analysing price effects on demand, it is common to assess the impact of changing the 
price of both substitute and complementary goods. In the case of housing, however, there are 
no real substitutes unless one considers housing in terms of the separate services provided. For 
example, structurally similar dwellings in different locations could be considered substitutes and 
the degree of substitutability is directly related to household preferences (Oxley, 2004). By 
decomposing demand for housing into demand for different characteristics of housing, it is 
possible to gain an insight into both the substitutability o f housing within a spectrum of 
particular characteristics and overall consumer preferences. There have been various attempts 
to analyse housing markets in such a manner but the most common approach is to use hedonic 
pricing, first developed by Rosen (1974). It is assumed that buyers pay a price for the property, 
the level of which reflects their valuation of the characteristics of that property (Evans, 1996). 
In other words, hedonic pricing attempts to quantify the value households place on specific 
characteristics of housing. This approach has frequently been used to isolate linkages between 
demand and factors that are less quantifiable than price, such as pollution (Smith and Huang, 
1993). 
The hedonic pricing approach suggests that housing is not a single distinct market but is instead 
a group of submarkets delineated by groups of characteristics. Since in reality no such markets 
actually exist, it is assumed that there is an implicit market for housing characteristics. This 
idea of an implicit market encompasses the production, exchange and consumption of 
commodities that are primarily traded in ^ bundles', thus a house is treated as a bundle of 
commodities such as location, size and quality (Barker, 2003; Sheppard, 1997). The submarket 
comprises the observable transactions and prices for the bundle as a whole, i.e. the price of 
houses exhibiting a certain combination of characteristics. 
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Hedonic pricing studies have generally focused upon the creation of housing price indices; thus, 
the level of substitutability between differing characteristics remains a relatively unexplored 
area. There is, however, one such study by Bajic (1984) that estimated cross elasticities 
between several different groups of housing attributes in the Toronto metropolitan area. The 
study used four attribute groups that represented 
• neighbourhood attributes and transportation to city centre; 
• size of the plot; 
• basic structure including floor area, number of rooms and number of exterior walls; 
• internal structure including condition of the property and the number of bathrooms. 
The author found significant positive cross price elasticities between these groups with 
magnitudes less than 0.9 thus indicating that the attributes are reasonable substitutes for each 
other, although it might also suggest the absence of submarkets, at least in this case. 
Analysing the price effects of complementary goods on the demand for housing is also 
accomplished using hedonic pricing. Again, few empirical studies estimating cross price 
elasticities exist and these tend to examine the effect of land prices on the demand for some 
characteristic of housing. Although land is not strictly a complementary good since it is 
necessary for the construction of property, i f one considers the demand for plot size instead, 
these issues can be overiooked. An example of such a study is that by Ball and Kirwan (1977) 
analysing the cross price elasticity of demand for plot size with respect to the price of land in the 
Bristol area. The resulting elasticity was approximately -1 implying that a 10 percent decrease 
in the price of land would result in a 10 percent increase in the size of plot demanded. This 
indicates that the price of land and the plot size are negatively related, as might be expected. 
Wealth Effects 
Research has shown that rising house prices are associated with an overall increase in aggregate 
consumption, resulting fi-om increased housing wealth for homeowners. Consumption is funded 
though mechanisms such as increased access to secured credit (Campbell and Cocco, 2007; 
Case et al., 2003; Muellbauer and Murphy, 1990; Ortalo-Magn6 and Rady, 2006). This might 
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imply that demand for housing also increases in the face o f rising house prices because of the 
use of property as an asset. Case and Shilier (1989) conducted surveys of recent buyers 
showing that buyers in a booming market treated the purchase of a home as an investment. 
Furthermore, in a market when prices are rising, consumers are more likely to be optimistic 
about economic prospects and are therefore more likely to increase consumption of all goods 
including housing (Aoki et al., 2002). Higher prices may also be associated with higher levels 
of inflation, which will have different effects on the income of consumers depending on their 
marginal tax rate. For instance, analysis by Titman (1982) found that the cost of housing 
increases relatively more for those with low marginal tax rates in comparison to those with high 
rates. 
Empirical evidence points to the possible existence of complex feedback relationships between 
housing and income. For example, the belief that movements in earnings may be capitalised in 
future house prices suggests that increasing income might imply rising house prices (Bover et 
al., 1989). Previous studies have also identified income as one of the key drivers of house 
prices; for examples see the studies by Englund and loannides (1993), Malpezzi (1990), 
Muellbauer and Murphy (1997) and Poterba, (1992). Much of this work has relied on using 
average measures that capture the fact that when households are richer, they demand more of all 
normal goods. 
Transactions Volumes 
It is generally accepted that there is a clear positive relationship between house prices and 
transactions. For example, during periods of rising prices the niunber of transactions increases 
because capital gains for home owners can be used as leverage to make a preferred choice of 
housing (Benito, 2006). Throughout periods of falling prices, the ability of homeowners to 
make a down payment on a new property is reduced, thereby reducing the volume of 
transactions. Empirical evidence from the UK and the US indicates that the positive 
relationship between the price of housing and the volume of transactions in the housing market 
has persisted for some time (Ortalo-Magne and Rady, 2004). 
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2.1.3 Household Income 
The effects of household income on demand for housing take one of two forms: 
• When income increases, households demand more of all normal goods, including 
housing services, and vice versa; 
• Larger incomes can release binding credit constraints on households where the optimal 
consumption level is above the maximum that can be borrowed. This increases the 
opportunity for first time buyers to purchase housing and for existing owners to increase 
their consumption of housing. 
A common measure of the responsiveness of housing demand to changes in household income 
is income elasticity of demand. A study by Muellbauer and Murphy (1997) estimated that the 
long run elasticity is approximately 1.32, implying that demand for housing is elastic relative to 
income and confirming that it is a normal good. There are, however, previous studies 
estimating income elasticities of demand close to unity and the value depends upon whether the 
elasticity calculation uses permanent or measured income (Charles, 1977). Evidence indicates 
that demand for housing is more responsive to changes in permanent income (current and fiiture 
labour income streams plus the stock of household wealth) in comparison to changes in 
measured income (sum of permanent income and transitory income) (Lee and ICong, 1977). 
This follows the lifecycle permanent income hypothesis, according to which consumers 
estimate the ability to consume over the long nm and then adjust their current consumption in 
order to smooth their lifetime consumption (Hall, 1978). Consequently, elasticity measures that 
use permanent income tend to be higher (fi-equently greater than unity) than those that use 
measured income (values are grouped about 0.5) (Carliner, 1973). Nevertheless, the 
measurement of income elasticity of demand is difficult due to the heterogeneity of both 
housing and households. For instance, empirical evidence has shown significant variations 
between socio-economic groups, with higher income groups being more responsive to income 
changes, possibly because these groups are more likely to treat housing as an investment 
(Wilkinson, 1973). 
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The effect of income on the demand for housing by credit-constrained households is an area that 
has not yet been investigated empirically. The largely theoretical literature that has examined 
the consumption of credit constrained households has shown that a combination of factors 
affects the consumption of housing, but that income growth expectations are important (Aron 
and Muellbauer, 2006). There is also empirical evidence indicating a positive correlation 
between the income of first time buyers and house prices. A study by Ortalo-Magne and Rady 
(2006) examines the effects of changes in income that free households from binding credit 
constraints. Specifically they focus on young households who are fu^t time buyers and 
demonstrate that an increase in the income of these households is positively correlated with 
house prices. The reasoning is that rising incomes increase the likelihood that young 
households can afford the deposit for a property. 
2.1.4 Interest Rates 
A simple model can be utilised to explain the key relationship between interest rates and 
demand for housing (Follain, 1982; Pozdena, 1990). It is assumed that housing demand is 
determined as follows: 
H = H(U,W,D) 
where H is demand for housing, U is the user cost of housing, W i^s household wealth and D 
represents demographic factors such as population and household formation behaviour. It is 
also assumed that 
U = I^{l-t)-t{\-c)+d] 
where P is the market price of a unit of housing, / is the marginal tax rate on nomial income, c is 
the marginal tax rate on capital gains, d is the depreciation rate, / is the nominal interest rate (i.e. 
/ = r + e where r is the real interest rale and e is the rate o f inflation) and h is expected house 
price inflation. Therefore, the user cost of housing is positively related both to the nominal 
interest rate (scaled for the marginal tax rate) and to the deprecation rate. The user cost of 
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housing is also negatively related to expected house price inflation rate (scaled for the marginal 
tax rate on capital), implying that any gains in housing wealth offset costs. 
If we assume that h = eand substitute / = r + e then this equations becomes 
U = P[{r-^eX\-t)-ei\'-c)+d] 
= p[r{\-t)-e{t-c)^d] 
Thus, it is clear that when the real interest rate r increases, the user cost of housing rises and, 
ceteris paribus, a rise in user cost will depress demand for housing. 
The effect of changes in interest rate through changes in the expected rate of inflation depends 
upon the income tax rate, /, and the capital tax rate, c. I f / < c, then a rise in the expected rate of 
inflation wil l increase user costs thus depressing demand. Whilst i f r > c. then a rise in the 
expected rate of inflation will actually decrease user costs, thereby raising the demand for 
housing. Consequently, the relationship between inflation expectations and demand is positive 
provided capital gains receive preferential tax treatment (i.e. / > c). Other factors, such as the 
expected increase in user costs resulting from an anticipated increase in inflation are also likely 
to depress demand. Changes in inflation that affect the relative returns of alternative assets may 
increase or decrease demand depending upon how attractive the alternative assets become. 
Empirical evidence for this theory is mixed with some studies such as those by Hendershott 
X1980), Hendershon and Shilling (1980) and Rosen and Rosen (1980) finding evidence for a 
positive relationship between inflation expectations and housing demand. Studies by Kearl 
(1979), Boehm and McKenzie (1982) and Follain (1982) found that the rate of anticipated 
inflation has reduced housing demand. The relationship between interest rate and the demand 
for housing is not yet understood in detail but depends upon such factors as relative tax rates, 
differences in asset portfolios held by households and variations in mortgage markets. 
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2.1.5 Other Factors 
Other factors that influence the demand for housing generally fall into one of the following 
categories: transactions costs, demographics and household needs/tastes. This section 
discusses these other factors, thus completing the description of demand. 
Transactions Costs 
One of the unique characteristics of the housing market is the level of transactions costs 
associated with the trade of housing. Haurin and Gill (2002) estimated that costs associated 
with selling a home amount to 3 percent of the value of the house and approximately 4 percent 
of average household earnings and are much larger than transactions costs associated with the 
trade of most other goods. Moreover, there are costs associated with each step involved in the 
sale and purchase of dwellings. In the initial phases of a house move, there are opportunity 
costs associated v^ nth market search and explicit costs resulting from agents employed to reduce 
overall search costs. Due to the spatial fixity and heterogeneity of dwellings, participants in the 
market spend considerable resources acquiring information such as value of the specific bundle 
of housing attributes associated with each housing unit (Mulh, 1974). Even with higher levels 
of technology making the flow of information much faster, gathering market information 
remains a lengthy process. 
At the point of purchase there are legal fees, brokerage fees, possible re-financing costs and one 
of the most significant costs, namely stamp duty (Nordvik, 2001). When the household 
relocates, moving costs are incurred, including the cost of re-decorating and re-furnishing the 
new property and the psychological costs involved in breaking attachments to the previous 
location and forming attachments in the new location (Hanushek and Quigley, 1978; Weinberg 
et al., 1981). Brokerage costs alone account for around 6 percent of the final sales price of the 
housing unit (Smith and Smith, 2007). 
Transactions are likely to have a significant effect on the likelihood of a household choosing to 
move. For example, a study by Harmon and Potepan (1988) found that the length of stay in a 
property (a proxy for psychological attachment) was significantly negatively associated with the 
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probability of moving, as was the cost associated with mortgage lock-in (the costs of changing a 
mortgage or mortgage supplier). Interestingly, they also found that increasing family size was 
negatively related to the probability of moving, which is contrary to what one might assume. A 
possible explanation for this effect is simply the fact that i f the family size increases, the 
household may not have sufficient income to change the level of consumption of housing given 
the financial costs involved in raising a larger family. It could also be for less simple reasons, 
such as increased psychological costs resulting from changing schools and being further away 
from family support. 
The evidence presented here would suggest that households are likely to be in disequilibrium 
(i.e. are not able to consume the quantity of housing that they wish to consume) because of high 
adjustment costs. Nonetheless, homeowners can adjust their consumption of housing without 
actually needing to move: by renovating their property in order to adjust the housing services 
derived from that property. Historically these mechanisms have been used to remedy small 
imbalances between the utility maximising level of demand for housing services and the actual 
level of consumption of housing services (Mendelsohn, 1977; Rosen and Smith, 1986). 
Nevertheless, these types of adjustments also involve costs, which are likely to be significant. 
Estimates for the US for 1995 showed that expenditure on maintenance, repair, improvements 
and alterations of the housing stock totalled $111.7 billion in comparison to expenditure on 
private construction of new residential buildings, which totalled $162.4 billion (Dipasquale, 
1999). Estimates for the UK indicate that total spending on building maintenance increased by 
66 percent from the mid 1980s to the mid 1990s, representing over 5 percent of GDP (El-Haram 
and Homer, 2002). 
Due to the nature and size of the costs associated with changing the level of housing 
consumption, households do not respond to changes in the detemiinants of demand until the 
present value of expected benefits from changing the level of housing consumption exceeds the 
costs associated with housing adjustment (Smith et al., 1988). These adjustments occur only 
slowly and thus inhibit the movement of house prices to long-nm equilibrium levels (Fair, 1972; 
Muih, 1960; Rosen and Smith, 1983). Empirical analysis has shown evidence of this slow 
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adjustment process. Muth (1960) found that during one year, of those households facing a gap 
between their actual and desired stock of housing approximately one third adjust their 
consumption levels by moving house. In a similar study, Hanushek and Quigley (1979) found 
that approximately 19 percent of the gap between actual and desired levels of consumption was 
closed in a single year. 
Demographics 
The rate of household formation has a significant impact on housing demand and is also linked 
to rates of population growth, rates of marriage and cohabitation and the life cycle of the 
consumer (Charles, 1977). An empirical study by Meen (1990) found that, ceteris paribus, i f 
there was no housing supply adjustment, a 1 percent increase in the number of households 
would result in an increase in house prices of 1.8 percent. Dicks (1990), however, estimated a 
unitary elasticity of house price with respect to household numbers. There are those who 
suggest that demographic influences on housing demand dominate market forces (Chevan, 
1989; Masnick, 2002; Myers, 2004), whilst others believe market forces are the main 
determinant of changing housing consumption patterns (Green and Hendershott, 1996; Gyourko 
et al., 1997; Haurin and Rosenthal, 2007). Thus, the exact nature of the effects of demographic 
change remains the subject of some debate, although it is generally believed that demographic 
changes are an important component of demand. 
There exists evidence suggesting that perceptions of the housing market may influence 
demographic changes, particularly the rate of household formation. An investigation by Smith 
et al. (1984) of Great Britain, USA, Canada and France concluded that numbers of non-family 
households were directly related to the real cost of housing services. Garasky et al. (2001) 
found in a study of the US that the probability of living outside the parental home and living 
alone is 12 percent lower in areas of high (twice the mean) real housing costs in comparison to 
areas of low (half the mean) housing costs. They also found that variation in headship rates of 
young households was between 9 percent and 18 percent lower in areas of high housing costs. 
This suggests that high house prices are likely to depress non-family household formation rates 
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thereby reducing overall demand. These feedback effects imply that estimating demand for 
housing cannot rely solely on uni-directional relationships between demographics and demand. 
Tastes/Needs 
There has been a significant quantity of analysis of the demand and price of various 
characteristics of housing including structural, such as the nimiber of bedrooms, locational, such 
as the proximity to urban centres and environmental, such as air quality. Whether these are 
tastes or needs depends upon the attitude, priorities and the stage of the life cycle of the 
household (Straszheim, 1973). However, the effect on demand of varying the qualities of 
housing can be significant. For instance, Bogart and Cromwell (1997) found that up to 7.5 
percent of variation in sales price between different urban areas in the US was anributable to 
variations in neighbourhood characteristics. Specifically, the most desirable housing is located 
near urban centres, open green areas and/or recreational facilities, in addition to being located in 
high quality neighbourhoods (evidenced by the incomes of neighbouring households) and with 
greater living space (Apps, 1974; Beeson and Eberts, 1989; Cheshire and Sheppard, 1995; 
Haurin et a l , 1996; Palmquist, 1984; Peek and Wilcox, 1991; Potepan, 1994). 
At the urban level, local school quality is recognised as an important determinant of house 
prices (Goodman and Thibodeau, 1998; Haurin and Brasington, 1996). For instance, Bradbury 
et al. (1997) found that school quality was significant in determining the magnitude of 
percentage changes in house prices in 208 towns and cities in the US. For the UK, Rosenthal 
(2003) estimated that the elasticity of purchase price to school quality (raw GCSE proportions at 
grades A-C) is approximately 0.05. Studies of urban areas also show significant relationships 
between schools and the housing market. For example. Leech and Campos (2003) estimated a 
premium on house prices of between 16 percent and 20 percent in the catchment area of two 
popular, oversubscribed secondary schools in Coventry. Cheshire and Sheppard (1998) focused 
on two local authority areas in the UK and found that secondary school catchment areas 
exhibited a significant relationship with local house prices. Although these studies focus on 
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specific urban areas, the overall evidence suggests that the quality of schools in an area has a 
positive influence on the price of housing in the locality. 
The balance between jobs and housing has a significant impact on the local housing market 
since the housing mix should be suitable for the range of income and occupational groups of 
workers in the area. The more balanced the mix of jobs and housing in an area, the closer the 
workers can locate to their workplace and the shorter their commute will be (Frank and Pivo, 
1994; Homer, 2004; Sultana, 2002). However, the location decisions made by dual-career 
households are more complex as living near the workplace of one household member may mean 
living far from another (Giuliano and Small, 1993; Waddell, 1996). There is also evidence to 
suggest that dual-career households are less mobile than single adults and single-career 
households (Green, 1997; Jarvis, 1999). This is becoming an increasingly significant issue as 
the number of dual-career households in the UK is rising. According to the study by Green 
(1997), the number of dual career households in Great Britain increased by 300,000 between 
1984 and 1991 such that in 1991, dual career households accounted for 6 percent of all 
households. Consequently, the proliferation of dual-career households will continue to have 
major consequences on the demand for housing. 
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2.2 The Supply of Housing 
There are two sources of housing supply, the existing stock and construction o f new dwellings, 
and the change in the stock of housing over time can be represented using the following 
equation: 
H,={l-S)H,_,+A, 
where H, and M,./ are the levels of housing stock in the current and previous time periods 
respectively, S is the depreciation rate and A, is the number housing completions. In the short-
run, the supply of housing stock is relatively fixed: new dwellings take a considerable time to 
produce due to the time required to acquire land with appropriate permissions and then build the 
properties. Hence A, is relatively small compared to H, and empirical studies have confirmed 
this, at least for the UK (Bramley, 1993b). Since existing stock wil l be sold intermittently, the 
supply of housing is generally assumed to be inelastic with respect to houses prices. 
Nevertheless, empirical estimates of price elasticity of supply vary widely. Malpezzi (1996) 
suggests that the long run elasticity of supply in the UK is between 0.9 and 2.1 (using post 1945 
data) whilst estimates for English counties by Bramley (1993b) range from 0.15 to 1.8. The 
conflicting evidence is explained by the timescale: in general, the larger the lime scale, the 
greater the relative price elasticity ceteris paribus. Geography and building constraints also 
have an effect on elasticity estimates: studies at the national level tend to report relatively high 
levels of elasticity whilst areas with greater levels of building constraints show relative 
inelasticity. 
2.2.1 Supply f rom Existing Stock 
Supply arising fi'om existing stock changes in both quantity and quality over time due to 
maintenance, depreciation and demolition. Empirical estimates indicate that as much as 95 
percent of housing services produced in any given year arise from existing stock (Smith et al., 
1988) and thus supply from existing stock is an important determinant of housing conditions 
within an economy. The decisions made by owners and landlords in terms of maintenance and 
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renovation need to be considered together with those involved in the construction of new 
housing supply when considering aggregate supply to the market. 
As previously mentioned, maintenance and conversion costs constitute a significant portion of 
GDP. Adjustments to stock can be made that alter the housing services derived from the 
property, thus changing the type of stock available and possibly the decision to sell the property 
(Dipasquale, 1999). For example, loft conversions can increase the living space of a house 
significantly thereby negating the need for a family to move to a larger property. However, it is 
very difficult to estimate the value of housing services created through maintenance and 
renovation because it is not sold on a market and thus proxy measures are used, such as the sales 
of building materials. Previous estimates for the US put the value of stock created through 
maintenance and renovation at approximately 30% of the total value of stock created (Smith et 
al., 1988). 
The supply from existing stock is largely dependent upon the decisions made by households to 
put their property onto the market. Demand for housing among existing homeowners, and 
therefore the desire to sell, is stimulated by such factors as change in incomes and other general 
changes in circumstances. At the national level this will make no difference to prices since an 
increase in demand will be matched by an increase in supply unless the homeowners are 
changing tenures or emigrating. At the sub-national level, however, the story may be very 
different. Due to the spatial fixity of housing, a mismatch between supply and demand in a 
particular area may result in properties left vacant or rapidly increasing house prices at the other 
extreme. 
Low demand for housing in certain urban areas has been a recognised problem for some time. 
Whilst this is not a significant issue at the national level (Bramley et al. (2000) estimated that 
only 2.6 percent of private sector dwellings are affected by low demand), a report by Bramley 
and Pawson (2002) found that 27 percent of local authorities in England reported problems of 
low demand suggesting that this is a localised issue. Although low demand is a problem in 
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itself, it also associated with increased levels of crime and low economic activity rates, thereby 
reducing the quality of the neighbourhood and fiirther affecting demand (Keenan et al., 1999). 
The mismatch of supply and demand also puts additional pressure on house prices in areas 
where demand outstrips supply. Increasing prices have serious implications for the mobility of 
workers and commuting. Large and increasing house price differentials between areas may 
discourage workers firom migrating, affecting the supply of labour, unemployment and 
commuting (Berger and Blomquist, 1992; Cameron and Muellbauer, 1998; Johnes and Hyclak, 
1999). Expectations of fiimre prices can also have an effect on the supply of housing stock. I f 
there is a perception that property prices wil l be higher in the fiiture, this may encourage owners 
to refi^in ft-om selling their property in order to maximise their expected future gain. 
2.2.2 New Construction 
The decision to build depends mostly upon the expected selling price of the house(s) relatively 
to the cost of construction (Fair, 1972). Other important factors are the relative profitability of 
residential construction relative to non-residential construction as well as costs associated with 
labour and materials. Models of residential construction are based measures of construction 
costs for housing and the price of housing. Other important factors include measures of demand 
for housing, interest rates (if they have not ab-eady been incorporated into the specification of 
costs) and expectations of the future state of the market (FoUain, 1979). Thus, new housing 
supply can be modelled by the following function: 
S = f{P.C,L,0) 
where P is the price of a unit of housing, C is the cost of construction materials, L is the labour 
wage rate and O represents other factors (Dipasquale and Wheaton, 1994; Follain, 1979; Topel 
and Rosen, 1988). 
Empirical evidence on the price elasticity of housing supply is mixed. Some studies such as that 
by Muth (1960), Follain (1979) and Stover (1986) found no statistically significant relationship 
between output and price, indicating perfectly elastic supply. However, De Leeuw (1971) 
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estimated values ranging from 0.3 to 0.7. Malpezzi and Maclennan (2001) estimate supply 
elasticities for the US that range from 4 to 13. As with demand, supply tends to be more elastic 
over the long run. Due to the nature of the house building industry, there will always be a time 
lag between the price signal and the changes to the industry's output resulting in short-run 
inelasticity (Meen, 1996a). 
Supply of Land 
In general, it is assumed i f the cost of land rises, ceteris paribus, the supply of housing wil l 
decline. There have been studies indicating that new construction may exhibit a backward 
bending supply curve with respect to land due to planning restrictions. Titman (1985) 
demonstrated that vacant land can be viewed as an option to buy a housing unit in the future and 
it is therefore valuable to hold land vacant because this permits the developer to wait until future 
uncertainty begins to resolve. Moreover, land planning regulations increase future uncertainty 
thus reinforcing the value of holding land vacant. At the extreme, the value of vacant land may 
exceed the value of developed land and thus housing wil l not be supplied at all. Consequently 
planning controls are likely to increase land costs. 
Pryce (1999) found that the land elasticity of house prices (i.e. the responsiveness of house 
prices to changes in land supply) is dependent upon price elasticities of demand. He estimated 
that a 75 percent increase in land supply would result in a fall in prices of 32.4 percent. 
Bramley (1993a) found a much smaller response with the same increase in land supply resulting 
in a decrease in the price of housing of approximately 12 percent. Whilst a later study by 
Bramley (1999) estimated that, in northern counties of the UK, an average reduction in land 
release of approximately 36 percent resulted in price increases of no more than 3 percent, whilst 
for southem counties, the change in price was much higher at between 10 percent and 12 
percent. This indicates that private sector new construction is sufficiently sensitive to the 
overall amount of land available for construction (and sufficiently insensitive to prices) that any 
significant increase in the number of new houses being constructed is likely to require a 
substantial release of greenfield land. 
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Construction Costs 
What is perhaps the most surprising result from the analysis of residential construction is that 
virtually no studies have found a significant relationship between construction costs and the 
supply of new housing (Bramley, 1999; Dipasquale and Wheaton, 1994; Topel and Rosen. 
1988). Blackley (1999) reported a weak positive relationship between supply and wages in the 
construction. Although this is likely a result of the use of aggregate data rather than data where 
the builder is the unit of observation (Dipasquale, 1999). Consequently, the way in which 
suppliers view the market is not understood and counterintuitive results between construction 
costs and supply of new construction carmot be adequately explained. 
Planning Policy 
Government policy also has a profound effect on the supply of housing. Supply-side policies 
such as those encouraging development on Brownfield land distort the market, raising the 
question of whether these policies add to the stock or crowd out private activity (Dipasquale, 
1999). There are those who believe that land shortages caused by the planning system are the 
root of supply inelasticity (Evans, 1996) and have reduced labour mobility, thus contributing to 
Britain's lack of competitiveness in Europe and elsewhere (Muellbauer, 1990). Certainly, there 
is evidence to suggest that Government planning policies have had a constraining effect on 
house building (Monk and Whitehead, 1996). Moreover, Mayer and Sommerville (2000) found 
that constmction is less responsive to price shocks in markets with more local regulation, 
providing some evidence that regional or sub-regional regulation also reduces the 
responsiveness of new supply. Meen (1996b) conducted an econometric analysis of the price 
elasticity of supply of new housing for the UK regions, finding that the South East exhibited a 
significantly lower value in comparison to the other regions and suggesting that this was 
attributable to the level of planning restrictions in the South East over the period 1973 to 1990. 
Nevertheless, planning does have some benefits, such as preventing urban sprawl and current 
objectives anempt to ensure that less desirable urban land is used before Greenfield sites (Hall 
etal.. 1974). 
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2.3 The Operation of the Housing Market 
In the case of housing the quantity demanded is not expected to exactly equal to the quantity 
supplied but instead market supply will equal the quantity demanded plus a positive number of 
vacancies necessary for the requirements of market turnover (Fair, 1972). However, the supply 
of housing services responds relatively slowly to changes in demand and hence over the short 
run, supply is inelastic implying that housing markets are commonly in a state of 
disequilibrium. 
2.3.1 Disequilibrium In the Housing Market 
I f one considers the quantity of housing demanded at a particular point in time (Qoi) and the 
quantity supplied to the market {Qsi) together with the quantity of vacancies required for normal 
turnover then market clearing would imply that 
QD, + K=QS, or Qo.=Qs,-K 
Disequilibrium is observed when 
1. QD.>QS,-K or 
2. Qo.<Qs,-K 
In case 1, the net supply is insufficient to meet demand and in this case prices should increase 
inducing builders to construct more housing than they would when meeting standard growth 
rates (from demographic change and depreciation/demolition) and discouraging household 
movements. Similarly in case 2, net supply is greater than demand and thus prices should fall 
causing builders to reduce their rate of construction below the level required for standard grovi^h 
and deterring current owners from selling their property. 
How quickly the market moves towards equilibrium will depend, at least in part, upon the time 
taken for both consumers and builders to respond to disequilibrium situations. The price 
elasticities reported earlier in this chapter would suggest that over the short term both demand 
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and supply are relatively unresponsive to price changes. Hence disequilibrium is a common 
characteristic of housing markets at least in the short term (Maclennan, 1982). 
2.3.2 The Housing Market in the Long Run 
Diuing the long run, demand and supply in the housing market are more elastic. This behaviour 
is summarised in Figure 2-1 (Barr, 1993). Here, the left hand diagram represents the market for 
the stock of housing and the right hand diagram represents the flow of new housing. 
FIGURE 2-1 STOCK ADJUSTMENT MODEL 
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In the left hand diagram, the lines Di and D2 show the demand for housing as a function of the 
price of housing, ceteris paribus, and the lines SRS, and SRS2 represent the short-run stock 
supply as a function of the price of housing. In the right hand diagram, the line S represents the 
supply of new housing as a function of price, ceteris paribus, assuming that construction 
depends on expectations about future prices and completions depend upon past decisions (Muth, 
1960). The net addition to the stock of housing in any period is equal to total completions 
minus losses through depreciation and demolition. 
At the initial point of equilibrium where the lines Di and SRS, cross, the stock o f housing is 
equal to Q* and the market-clearing price is p*. The price p* also induces new building at level 
q* (in the right hand diagram) which is sufficient to offset the losses through depreciation. As a 
consequence, the net stock of housing is maintained and the market stays in equilibrium. 
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Assume now that there is an increase in demand, shown by the outward shift of the demand 
curve from Di to D2, thus increasing the price of housing to pi. This causes a change in the 
supply of new housing to qi. Since q* equals the rate o f depreciation, the new housing supply 
exceeds the rate of depreciation and so the stock of housing increases. This shifts the short run 
supply curve to SRS2 resulting in a lower market price for housing of p2, inducing a rate of 
supply of new housing of q2 which is still above the rate of depreciation. Net stock continues to 
increase until the price returns to p* resulting in a long run supply curve LRS. Consequently, 
the new equilibrium housing stock is Q**. 
The stock-adjustment model, although simple, illustrates the operation of a market where supply 
is inelastic in the short run but elastic over the long run. In reality, however, the market does 
not converge to a new equilibrium smoothly for a several reasons. Firstly, the location of a 
house is fixed and hence supply of housing is specific to a particular area (Le Grand et al., 
1992). Consequently, issues such as the local infrastructure will affect the demand for housing. 
For example, the establishment of a fast commuting link to a major urban centre might increase 
demand in a suburban centre. 
The supply of land also contributes to disequilibrium in the housing market. Shortages in the 
supply of land and more specifically, shortages in the supply of land with appropriate planning 
consent constrains new house building, thus causing problems in areas of high demand (Evans, 
1996). Very often the granting of planning consent is a lengthy process even i f land is 
available, ftirther contributing to the persistence of supply inelasticity. 
2.3.3 The Effect of Exogenous Shocks on the Housing Market 
The analysis presented so far has only considered the operation of the market holding a variety 
of important factors constant. However, it is important to determine how the market is affected 
by exogenous shocks, such as changes in employment levels that will affect housing demand. 
The following model, first proposed by Dipasquale and Wheaton (1992), can be used to trace 
the effects of such exogenous shocks. This model separates the market for housing services 
(property market) and the market for housing assets (asset market). Rent is determined in the 
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property market and prices are determined in the asset market and these markets are linked in 
two ways: 
• Rent levels are key in determining the demand for assets since the purchase of a house 
as an asset is essentially the purchase of a current or future income stream. 
• The level of construction affects both rental and asset prices. For example, i f 
construction increases and therefore the supply of assets grows, then both asset and 
rental prices are driven down. 
These links can be illustrated most clearly in the following diagram. 
FIGURE 2 -2 PROPERTY AND ASSET MARKETS 
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The two right-hand quadrants represent the property market for the use of space (i.e. the market 
for housing services) and the two left-hand quadrants represent the asset market for the 
ownership of houses. In the short nm, rents are determined in the NE quadrant with the two 
axes representing stock (per unit of space) and rent (per unit space). Demand for space is 
represented by the downward sloping line. In equilibrium demand D is equal to the stock 5 and, 
taking stock as given, rent R is determined such that demand and supply are equal. Demand is 
primarily a ftmction of rent (price of housing services) and also other economic factors (e.g. 
interest rales) and hence: 
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D(R. Economy) = S 
The NW quadrant represents the first part of the asset market and has two axes: rent and price 
(per unit of space). The sloping line represents the capitaHsation rate for houses i.e. the yield 
that investors demand in order to hold housing assets. The capitalisation rate depends upon four 
key factors: the long-term interest rate, expected growth in rents, the risks associated with the 
rental income stream and the taxes that apply to housing assets. With a higher capitalisation 
rate, the curve would rotate clockwise, whilst a reduction in the capitalisation rate would cause 
an anti-clockwise rotation. In this model, the capitalisation rate is taken to be exogenous and 
depends upon interest rates and returns in the wider capital market for all assets. Hence the 
price P for housing assets is determined by R and the capitalisation rate i . 
Construction levels are detemiined in the SW quadrant. The curve f(C) represents the 
replacement costs of housing assets that are assumed to increase as building activity increases. 
There is assumed to be a minimum price required to induce some level of construction and 
hence f(C) does not intersect with the horizontal axis at the origin. The slope of the line 
indicates the elasticity of supply; for example, scarcity o f land and other impediments to supply 
wil l result in an almost horizontal curve. Asset price P, determined in the NW quadrant, 
establishes the level of new construction and hence 
p=fi:c) 
Finally, in the SE quadrant, the level of new construction determines the overall level of stock. 
The change in stock AS in a given period is equal to new construction minus the stock lost 
though depreciation (ds): 
AS = C - dS 
The curve in this quadrant represents the level of construction required to replace the stock lost 
through depreciation. At that level of stock and corresponding construction, the stock of space 
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will be constant over time since the replacement levels will equal depreciation. Hence AS = 0 
which implies that S = — . 
d 
In summary, starting with a stock of space, the property market determines the level of rents 
which then get translated into prices by the asset market. These asset prices determine the level 
of new construction that in the property market will yield a new level of stock. The combined 
property and asset markets are in equilibrium when the starting and ending levels of stock are 
the same. 
In the case of owner occupation, the four quadrants still hold but the asset and property markets 
are not differentiated and the determination of rents and prices occurs with a single decision as a 
combined market. For example, in the market for owner-occupied housing, the stock of single-
family homes, the number of households and their incomes will determine an annual payment 
equivalent to a rent. A rise in the number of households or a fall in the available space means 
that to clear the property market the annual payment to occupy a house must rise. The NW 
quadrant translates this payment into the price paid for the home. Lower interest rates, for 
example, imply that that for the same annual payment (rent), households can afford to pay a 
higher purchase (asset) price. With owner-occupied housing, a single decision by the 
user/owner determines both rent and price. This decision however is influenced by the same 
economic and capital market conditions as with rental properties. Once the purchase price is 
determined then construction and eventually the equilibrium stock of space follows in the other 
two quadrants. 
The first macroeconomic shock that will be considered is one that shifts the demand curve. This 
may result fi-om changes in employment levels, the level of production or the overall numbers 
of households. I f it is assumed that employment has increased, this will result in increased 
demand for housing as a direct result of increased incomes. The demand curve is shifted 
outward and the following would be observed: 
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FIGURE 2 - 3 EFFECTS OF A CHANGE IN DEMAND 
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Note the changes to the equilibrium cannot be traced directly through the model since general 
equilibrium changes are non-linear in nature. Instead, the diagram represents the initial 
equilibrium and the long run equilibrium resulting from the shock. 
Over the short term, the level of rent must rise (NE quadrant) since the stock carmot adjust 
immediately. This induces a rise in the asset price (NW quadrant). Over the longer term, this 
high asset price generates a greater level of construction (SW quadrant) finally leading to an 
increase in the overall stock (SE quadrant). The new equilibrium (denoted by the dashed line) 
lies outside of the original equilibrium levels and hence all levels are greater than in the original 
equilibrium. The actual magnitude of the increase wil l depend upon the slopes of the various 
curves. For example, i f constmction is elastic with respect to asset prices then the new levels of 
prices and rents would be only slightly greater than before whereas construction and stock 
would expand considerably. 
So it follows that economic growth leads to increases in all equilibrium variables in the housing 
market. Similarly, i f a contraction occurred and the demand curve shifted inwards, this would 
indicate a decrease in all variables in the housing market. 
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Now consider a shift that changes aggregate demand for owning houses. This might be caused 
by a reduction in interest rates in the rest of the economy such that housing becomes more 
attractive than alternative investments, which in turn reduces the capitalisation rate. The result 
is that the curve in the NW quadrant rotates anti-clockwise (see Figure 2-4). 
FIGURE 2 - 4 CHANGING AGGREGATE DEMAND FOR OWNING HOUSES 
RentE 
Asset market 
Valuation 
Property marlcet: 
Rent Determination 
D(R, Economy) = S 
Price £ Stock m2 
Asset market 
Construction 
Property market: 
Stock Adjustment 
Construction rri^ 
Taking the level of rent from the property market, a reduction in interest rates wi l l cause asset 
prices to increase over the short term, since the curve representing the capitalisation rate has 
rotated anti-clockwise. Increased asset prices result in an expansion in construction (the SW 
quadrant) and an increase in the overall stock levels. Demand for housing services has not 
changed so the new level of housing stock results in lower levels of rent (NE quadrant). 
Equilibrium requires that initial and finishing rent levels be the same with the result that rentis 
lower than the original equilibrium level. By contrast, asset prices, construction levels and 
slock are all higher than in the original equilibrium. 
The final exogenous change likely to affect the housing market is a change in the supply 
schedule for new construction. This may be the result of several different factors, for example, 
higher short-tenn interest rates will increase the costs for builders leading to a reduction in the 
level of construction. Consequently, the cost schedule shifts to the left meaning that a higher 
price will be required to induce the same levels of new construction (see Figure 2-5). 
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FIGURE 2 - 5 CHANGE IN THE SUPPLY OF NEW CONSTRUCTION 
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Assuming the level of asset price over short term, the shift in the cost schedule will reduce the 
level of new construction (SW quadrant) thus lowering the overall stock (SE quadrant). Since 
demand for space has not changed, the reduction in stock will induce a higher level of rent (NE 
quadrant). It then follows that the increased level of rent will result in a rise in asset price (NW 
quadrant). Since in equilibrium the starting and ending asset price should be the same, the final 
equilibrium solution wil l result in lower levels of both construction and stock and higher levels 
of both rent and asset price. Consequently, higher short-term interest rates will result in a 
contraction of stock. 
Movements in the economy can simultaneously cause several of these types of shift. For 
example, as the economy enters a slow down there will be a contraction in output and 
employment (NE quadrant), however this will also be accompanied by an increase in short-term 
interest rates (SW quadrant). This combination of effects can generate any pattern of solutions 
that lie between those illustrated in Figure 2-3 and Figure 2-5. Although the analysis is more 
complicated, the equilibriiun solution can always be traced through a combination of impacts 
fi-om each individual change. 
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2.4 The Impact of the Housing Market 
The housing market has significant economic effects in terms of growth, welfare (in both 
efficiency and distributional terms) and resource issues, specifically via the impact of relative 
house prices on labour mobility. Studies by Englund and loannides (1997), Capozza et al. 
(2002), Tsatsaronis and Zhu (2004) and Borio and Mcguire (2004) report significant 
correlations between real house price growth and variables such as real GDP, unemployment, 
interest rates and inflation. Previous research has found evidence of significant links between 
housing cycles and overall cycles of economic growth (HM Treasury, 2003; Miles, 2004; 
Muellbauer and Murphy, 1997). Moreover, it is likely that house prices have a direct impact on 
consumption via credit markets since houses can act as collateral for homeowners who are able 
to borrow against their property, thus f^ielling consumer spending (Aoki el al., 2002). 
Nevertheless, the specific nature of the linkages between housing and economic growth is 
complex and these are now discussed. 
2.4.1 Consumption and Wealth Effects 
The effect of wealth on private consumption has traditionally been analysed in the finmework of 
a life cycle model where the level of consumption depends upon permanent household income 
and households attempt to maximise their expected lifetime utility (Ando and Modigliani, 1963; 
Silos, 2007). Given expected permanent income, households are assumed to spend evenly over 
their life, borrowing in early age, saving during their working lives and dis-saving in later years 
(Boone and Girouard, 2002). The quantity of wealth allocated to housing at any point in time 
depends upon preferences, the stage of the life cycle and on the relative returns to housing and 
other assets. An expected increase in wealth should push consumers to spread the wealth gain 
over the remainder of their life, spending a linle more and saving a little less. These factors also 
underpin behavioural responses to unanticipated changes in housing wealth arising from house 
price volatility. For example, rising house prices wil l tend to benefit older homeowners who 
have low outstanding mortgages but will be detrimental to young households who are trying to 
enter the home ownership market. These relative wealth effects may cause changes in saving 
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behaviour across households and substitution between consumption of housing and other goods. 
However, the net effect on consumer spending might be large or might be zero (Carroll, 2004; 
Case, 2000). 
Empirical studies have largely confirmed that the composition of personal wealth portfolios 
conform to a clear life-cycle pattern (Cocco et al., 2005; Silos, 2007). In this framework, two 
financial channels are distinguished: 
• An increase in wealth may add directly to higher consumption by households 
liquidating their assets 
• An increase in wealth leads to greater borrowing capacity, which in tum may lead to 
greater spending for liquidity constrained households. 
The magnitude of these two effects depends upon a number of factors including the liquidity of 
asset markets, the extent of regulation in financial markets and the demographic distribution of 
asset ownership. 
Homeowners may withdraw housing equity in order to finance consumption as an alternative to 
maintaining equity value and using other lines of credit (Bridges et al., 2004). Re-mortgaging is 
the obvious route to equity withdrawal but downsizing and even shifting out of owner 
occupation altogether are alternatives. To the extent that housing equity withdrawal is an 
alternative to acquiring additional financial debts, rising housing wealth might have an 
offsetting impact on total financial indebtedness as well as affecting the ratio of secured to 
imsecured loans. Nonetheless, recent empirical evidence for the UK estimated that only 6 
percent of home owners release ftmds from their house in any given year (Smith, 2005). 
Previous research has also found little difference between the marginal propensity to consume 
out of either financial or housing wealth, which was estimated at approximately 4 percent in a 
study by Boone and Girouard (2002). They also found that developments in financial wealth 
have been a more important driver of consumption in comparison to housing wealth since the 
1990s although the importance of both has risen overall. Nonetheless, Dicks (1990) argued that 
housing transaction volumes are the main transmission mechanisms for housing wealth effects. 
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If the borrowing constraint of indebted households is tied to the value of their property, rising 
housing wealth underpins higher indebtedness by permining households to increase their 
secured borrowing (Bridges et al., 2004). Unsecured debt, such as credit card borrowing, may 
also be higher i f households *feer wealthier as a result of house price rises. Moreover, where 
credit providers treat home ownership and/or the value of housing equity as a signal of current 
and future household wealth, this permits home owners access to forms of credit that would not 
be available were they to rent rather than own property (Bester, 1985). Several studies have 
used aggregate simulations to suggest that there is a sizeable fraction of credit constrained 
consumers, even in deregulated financial settings, and that for these consumers the elasticity of 
consumption with respect to changes in house prices can exceed unity - the so-called 'financial 
accelerator* (Aoki et al., 2002; lacoviello, 2004). Consequently, it has been argued that 
financial liberalisation rather than rising real house prices was the critical influence on changing 
housing-economy interactions, since housing wealth changes alone would have little effect on 
aggregate consumption as one household's wealth gain was simply another's loss (Miles, 1994). 
Disney et al. (2003) demonstrated a relationship between changes in house price and total 
indebtedness for collateral constrained households who initially exhibit high levels of unsecured 
debt. They found a marginal propensity to increase indebtedness of 0.03, meaning that an 
increase in the value of housing of £1,000 would lead on average to increase debt-financed 
consumption by approximately £30. The Survey of English housing suggests that, after housing 
improvements, households report 'paying off debt' as the second most important rationale for 
utilising housing equity gains. This fits with the argument that exogenous housing wealth gains 
allow constrained households to substitute secured for unsecured debt. 
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2.4.2 Business Financing 
There is increasing evidence indicating links between property prices and business failures. 
This is closely related to the issue of housing wealth since property plays such an important role 
as collateral for borrowing. A study by Vlieghe (2001) for the UK corporate sector found that 
property prices have a significant short run effect on company failures, where a fall in property 
prices had some effect in raising the level of liquidations. Fabling and Grimes (2005) reported 
similar results for New Zealand, where they found property prices together with other factors 
such as inflation and credit provision were significantly related to business failures. 
The effect of house prices on the corporate sector arises directly through the collateral channel 
since rising house prices increase the amount that homeowners can borrow and may release 
some from binding credit constraints. A study by Black et al. (1996) estimated that a 10 percent 
increase in the value of net housing equity increases the number of VAT registrations by 
approximately 5 percent. Furthermore, when housing has been used as collateral and house 
prices are rising, creditors may be less pressured to force debtors into insolvency because the 
risk to loan repayment has been reduced (Fabling and Grimes, 2005), Finally, it is also possible 
that i f entrepreneurs are using their own property to finance their business, they will be more 
inclined to ensure the business is a success. 
2.4.3 Labour Market and Migration Effects 
There is general agreement that high relative house prices discourage migration whilst high 
relative earnings and employment opportunities encourage it (Harrigan et al., 1986; Jackman 
and Savouri, 1992; Potepan, 1994). The effect of house prices on migration arises primarily 
through cost of living differentials between regions. There is also evidence to suggest that an 
individual's expectation of lower rates of return, higher user costs* or being *priced out' of their 
home region acts as a significant barrier to migration (Cameron and Muellbauer, 1998). Oswald 
(1996) demonstrated a link between home ownership and barriers to migration, where ovmer-
* The difference between the cost of housing and the benefit of price appreciation (Barker, 
2003). 
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occupiers are more reluctant to move to find employment in comparison to households in other 
modes of tenure. Other likely effects are connected with constraints on credit availability and 
the risks associated with high and increasing levels of indebtedness relative to both income and 
housing equity. All of these factors combine to reduce flexibility in the labour market, 
adversely affecting levels of unemployment. 
Robson (2003) presented evidence pointing to lower levels of equilibrium unemployment rates 
in regions with relatively high levels of house prices because, for example, low unemployment 
may be treated as a signal of a buoyant economy thereby attracting in-migration, thus resulting 
in higher house prices. However, research by Cameron and Muellbauer (2001) demonstrated 
that, in the long run, high regional house prices are associated with high levels o f 
unemployment, suggesting that migration effects dominate over the longer term. 
Bover et al. (1989) argue housing markets influence national wages and unemployment via five 
key mechanisms: 
• The effect of housing tenure structures on mobility rates. 
o Cost of living effects on both workers and potential migrants at a regional level, thus 
exacerbating regional employment mismatch. 
• The cost of location effect of land prices on firms and potential movers, 
o The wealth effect, which occurs when houses are used as assets. 
• An expectations effect that any future movements in earnings may be capitalised in 
future house and land prices. 
Cost of living, wealth and expectations effects will be positively related to relative earnings 
from house prices whilst the cost of location partly offsets these. Cost of living effects may also 
change firms* expectations of future relative earnings levels, thereby deterring firm migration 
(Cameron and Muellbauer, 2001). The cost of location pushes up relative unemployment whilst 
the wealth effect operates in reverse. The expectations channel is ambiguous since labour costs 
and profit expectations have opposite effects on firms* location decisions. 
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The social rental sector also affects migration. There is a growing body of evidence supporting 
the view that social rented housing acts as an impediment to labour mobility leading to higher 
levels of unemployment (see Hughes and McCormick, 1981; Minford et al., 1988; Robson, 
2003). 
2.4.4 Welfare and Equity Effects 
In terms of the individual consumer, one of the most significant impacts of the housing market 
is the issue of affordability^, particularly in countries such as the UK where owner-occupation is 
the desired mode of tenure (Oxley, 2004). Persistently high house price to income ratios imply 
that some consumers may be excluded from the housing market, whilst those who are property 
owners will experience an appreciation in their investment (Barker, 2003). It is also likely that 
the overall distribution of wealth may be shifted by house price changes. For example, in the 
UK, absolute losses of net housing equity between 1989 and 1993 were most pronounced for 
social classes AB (professional home owners) and the C2 group (generally less skilled workers 
who were attracted into home ownership in the late 1980s) (Maclennan and Tu, 1996). 
Miles (1994) argues that the aggregate effects of changes in housing wealth are likely to be 
modest as one person's gain is another's loss. Observed market prices generated by trades are 
then taken as a guide to current asset values by the stock of all home home-owners. These 
home-owners are the 'gainers' from price increases. The most obvious losers are first time 
buyers who cannot afford to start climbing the property ladder. 
The overriding view is that increasing price levels in the housing market can widen the welfare 
gap between those who do and those who do not own dwellings and this has adverse effects on 
health and education (Barker, 2003; Rossi and Weber, 1996; Vostanis and Cumella, 1999). 
Moreover, this has an intergenerational aspect since older households are more likely to own 
property and therefore benefit from any rise in house prices, widening the wealth gap between 
generations (Barker, 2003). 
^ Affordability can be measured in several different ways, however the user cost of capital is 
generally considered as the best measure (Barker, 2003). 
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2.5 Conclusion 
Housing is an important issue both in terms of the individual consumer and the economy as a 
whole. For the consumer, housing meets basic needs such as shelter but can also act as an 
investment good. In terms of the economy, the housing market has been identified as a key 
influence on macroeconomic volatility as well as influencing unemployment at the sub-regional 
level. 
The housing market is distinct from other commodity markets because of the nature of the 
housing commodity itself. Houses are more diu^ble than most other goods, are a significant 
source of wealth for homeowners, and can be used to fund other consumption by the raising of 
finance against the property. A high degree of price inelasticity of supply, a well-developed 
secondary market and the high level of informational inefliciency characterise the market for 
housing. Consequently, housing is a particularly complex commodity to analyse. This chapter 
has sought to explain the key features of the housing market, describe the way in which the 
market operates and identify how fluctuations in the market are translated to the wider 
economy. 
Demand for housing is driven primarily by the price of housing, household income, interest 
rates and other factors such as transactions costs (Wilkinson, 1973). Theory suggests that the 
price of housing has several distinct effects (Harrington, 1989; Nordvik, 2001): the direct effect 
(increasing prices means decreasing demand), a wealth effect (increasing prices means the value 
of a life-time income decreases, reducing demand) and a transactions effect (high prices, 
reduces demand and reduces the volume of transactions). However, in reality the situation is 
more complex. 
Empirical research suggests that increasing prices lead to greater values of housing assets for 
homeowners who then use this to fuel consumption by releasing the equity frora their property 
or using their property to secure credit (Campbell and Cocco, 2007; Case et al., 2003; 
Muellbauer and Murphy, 1990; Ortalo-Magn6 and Rady, 2006). Thus rising house prices do not 
always lead to a reduction in housing consumption. Certainly, data shows that the volume of 
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transactions in the housing market increases diuing housing market booms due to the increased 
ability of home owners to make a down payment on a new property, thereby allowing them to 
alter or increase their level of consumption (Benito, 2006). Nevertheless, increasing house 
prices mean that many households will refi^in from altering their level of consumption, reduce 
their consumption or even change tenures. Consequently, many empirical estimates of price 
elasticities of housing are negative. However, the absolute magnitude of these values is 
generally less than one in the short run and less than two in the long nm, implying that demand 
for housing is relative unresponsive to changes in price at least in the short run (Cheshire and 
Sheppard, 1998; Enmisch etal,, 1996; Lee and Kong, 1977; Muth. 1971). 
Household incomes and interest rates also affect the demand for housing. Ceteris paribus, 
increasing levels of income mean increasing levels of housing demand. By contrast, high 
interest rates increase the cost of housing through mortgage payments, thereby reducing demand 
(Follain Jr, 1982; Pozdena, 1990). Moreover, high interest rates may make alternative assets 
more attractive than housing and hence reducing the demand for housing as an asset. Expected 
rates of inflation also have an effect on housing by increasing or decreasing user costs 
depending upon the marginal and capital tax rates. 
Other important factors which affect the demand for housing include transactions costs, which 
can deter households from altering their level of consumption (Harmon and Potepan, 1988) and 
also demographics, in particular the rate of population growth and the household formation rates 
(Charles, 1977). Empirical research has also explored the influence of housing characteristics, 
either locational or structural, on the demand for houses. The existence of good schools and the 
quality of the neighbourhood have a significant influence on the demand for houses in urban 
areas (Haurin and Brasington, 1996). 
Empirical research has shown that the supply of housing is relatively uru-esponsive to the price 
of housing in the short run and more responsive in the long run due to the nature of housing and 
the time taken for construction. Estimates of elasticity o f supply have varied widely. For the 
UlC, Malpezzi (1996) estimated a long run elasticity of supply of between 0.9 and 2.1 (using 
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post 1945 data) whilst estimates for English counties by Bramley (1993) ranged fit)m 0.15 to 
1.8. 
The supply of housing results both from new residential construction and from existing stock. 
Empirical evidence for the UK has estimated that new construction accounts for relatively linle 
market supply but the quantity of supply resulting from existing slock (resulting from upgrading 
and converting) is very difficult to measure (Smith et al., 1988). Nevertheless, maintenance and 
conversion costs have been shown to constitute a significant proportion of GDP suggesting that 
many households choose to alter their consumption of housing by upgrading their existing 
property rather than by changing properties. 
Levels of new construction are influenced by the price of housing relative to construction costs, 
by interest rates and by expectations of the future state of the market (Fair, 1972; Follain, 1979). 
The availability of land and government planning policies also affect supply and relative 
inelasticities observed in some regions of the UK have been associated with strict planning 
regulations (Monk and Whitehead, 1996). 
Equilibrium in the housing market implies that the quantity supplied at a given point in time 
will equal the quantity demanded plus the number of vacancies required for normal turnover 
(Fair, 1972). Disequilibrium is observed when the quantity demanded is either greater or less 
than the quantity supplied net of the normal level of vacancies. This is a common characteristic 
of the housing market due to the time taken for consumers and builders to respond to the 
conditions of disequilibrium (Macleiman. 1982). Over the long run, the supply and demand of 
housing tends to be more elastic. Nevertheless, the market does not adjust smoothly to the new 
equilibrium following shocks in demand or supply because of the spatial fixity o f housing, the 
availability of land with suitable planning permission and the productivity of the construction 
sector (Evans, 1996; Le Grand et aL, 1992). 
The housing market has significant impacts on both the micro and macro economy. Previous 
empirical studies have found significant correlations between real house price growth and 
variables such as real GDP, unemployment, interest rates and inflation (Borio and McGuire, 
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2004; Capozza et al., 2002; Englund and loannides, 1997; Tsatsaronis and Zhu, 2004). For 
example, the mobility of workers is significantly affected by relative house price differentials 
between regions since high relative house prices discourage migration, thereby reducing 
flexibility in the labour market (Harrigan et al., 1986; Jackman and Savouri, 1992; Potepan, 
1994). Moreover, rising house prices may also lead to an expectation of an increase in future 
wages, which has been found to depress firm migration (Cameron and Muellbauer, 2001). 
There is also evidence indicating that housing cycles and overall cycles of economic growth are 
linked to changes in the housing market (HM Treasury, 2003; Miles, 2004; Muellbauer and 
Murphy, 1997). Some of this will result from the relationship between house prices and levels 
of consumption. Rising house prices have increased the value of housing assets fi-om which 
homeovmers can ftmd consumption by liquidating their assets or by accessing secured credit 
(Cocco et al., 2005; Silos, 2007). Consequently, links between rising house prices and levels of 
household indebtedness have also been found (Disney et al., 2003). 
Fluctuations in the housing market also have significant effects upon the coiporate sector. 
There is increasing evidence linking property prices and the rate of business failures (Vlieghe, 
2001). Specifically, as house prices increase, the rates o f business failures decrease. This is 
very likely due to the fact that many entrepreneurs fund business activities from collateral raised 
on their own property and in the light of increasing house prices, creditors may be less likely to 
force debtors into insolvency because the risk to loan repayment has been reduced (Fabling and 
Grimes, 2005). 
There are significant welfare and distributional effects associated with changes in the price of 
housing with home owning households benefiting from increasing prices, whilst those who do 
not already own their own property find themselves with problems of affordability (Barker, 
2003; Miles, 1994). Increasing price levels in the housing market may therefore result in a 
widening of the welfare gap between those who do and those who do not own dwellings. 
The housing market is a significant driver of both national and regional economies. It has 
significant effects for the consumer and for business. As such, research into the housing market 
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has been extensive. Increasing demand for housing from population growth and an increase in 
the number of households prompted the current UK. government to commission an investigation 
into the housing supply. The resulting report. The Review of Housing Supply (Barker, 2004) 
identified the undersupply of housing to be a significant contributing factor to to 
raacroeconomic instability in the UK. This led to the focus of housing policy shifting toward 
increasing the supply of houses. The following chapter gives an overview of UK housing 
policy and discusses how economic analysis has shaped the development of these policies. 
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3 T H E U K HOUSING M A R K E T 
Since the middle of the last century, the number of households in Great Britain has risen from 
12.5 million in 1951 to 25 million in 2006. Output from the construction of new dwellings rose 
from £9 billion in 1996 to almost £13 billion by 2006. Housing constituted 54 percent of the net 
wealth and 76 percent of liabilities of UK households in 2006 in comparison to 49 percent and 
71 percent respectively in 1991. The ratio of the average dwelling price to the average income 
of borrowers in the UK was 2.6 in 1969, yet in 2007 this figure had risen to 4.2. Thus, there is 
no doubt that the housing market is of significant economic importance in the UK. 
Growing numbers of households have contributed to rising house prices in the UK. Of more 
significance for households, the rise in dwelling prices when compared to changes in earnings 
has been considerable. Thus, the supply of housing has returned to the forefront of UK housing 
policy leading to the publication in 2004 of The Review of Housing Supply (Barker, 2004). 
Economic analysis and economic modelling played an important role in the production of this 
document and in the planning and policy development process as a whole. 
This chapter summarises the primary trends in the UK economy, the national housing market 
and national housing policy over the last 70 years. Since regional housing markets share many 
similarities with national markets, national housing policy is often a key driver of regional 
policy and thus it is important to observe the close links between housing markets, the macro 
economy and the micro economy presented in Chapter 2. 
The chapter begins with a brief history of the UK economy, housing market and housing policy 
over the last centiuy. Current trends in the housing market are then presented together with an 
overview of the current changes in housing policy. The chapter concludes with a brief 
discussion of the use of economic analysis in the policy setting process, although this discussion 
wil l be extended in a later chapter. 
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3.1 The UK Housing Market and Housing Policy in the 20th Century 
Local authorities have had the power to build houses and improve housing standards since the 
nineteenth century; however, the first major government intervention in the housing market 
occurred during the First World War (Stafford, 1978). Rent controls were imposed on all 
unfiimished rented accommodation, which at that time comprised 60 percent of the total slock 
of dwellings (all rented accommodation accounted for 90 percent of total dwellings). It was not 
until the middle of the last century that the UK government engaged in major intervention in the 
housing market when the aim was to clear slums from the inner cities and end acute housing 
shortages brought about by the Second World War (Bramley et a l , 2004). 
Since this time there have been four major stages in housing policy (Boelhouwer and van der 
Heijden, 1993): 
• Late 1940s to early 1950s - reduce the serious shortages caused by the war. 
• Mid 1950s to the late 1960s - improve housing quality and clear slums. 
• 1970s - shif^ of emphasis from supply-side expenditure to demand-side subsidies, 
benefiting those who owned housing. 
• 1980s and 1990s - reduced public expenditure on the supply of new housing. In its 
place, housing benefits were increased to help households become owner-occupiers. 
During this time expenditure on housing benefits rose fi-om £280 million in 1979/80 to 
£3,540 million in 1987/88, Mortgage interest relief increased from £1,639 million to 
£4,850 million over the same period. The Right to Buy policy was introduced and 
council housing stock declined from 31.5 percent to 24.4 percent over the same period. 
3.1.1 The 1940s through 1960s 
in the immediate post-war period through to the end of the 1960s, the UK economy experienced 
a period of stability. Inflation was low with prices rising by less than five percent in most years 
(see Figure 3-1). The only exception occurred in 1951 and 1952 when the war in Korea caused 
a rise in world prices and a blip in the UK inflation rate. From the 1940s to the end of the 
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1960s, prices in the UK rose by 70% reflecting the removal of rationing and price controls 
although this figure was close to the European average (Sentance, 1998). 
FIGURE 3-1 INFLATION, U K (PERCENTAGE CHANGE OVER 1 2 MONTHS IN RP I ) 
1949 1951 1953 1955 1957 1959 1961 1963 1965 1967 1969 
Source: Office for National Statistics (2008k) 
Financial stability in the UK was maintained by the exchange rate link to the low inflation 
dollar under the Bretton Woods system (Sentance, 1998). Whilst US inflation remained low, 
reflecting wider international economic stability, this link ensured that UK economic policy was 
consistent with low inflation. GDP grew steadily by an average of 6.5 percent per annum 
during this time and the UK economy was entering a period of almost full employment with the 
jobless total fluctuating between 1 percent and 3 percent (Buxton et al., 1998). 
Nevertheless, by the middle of the 1960s the economic climate in the UK was beginning to 
change. Expansionary monetary policy and fiscal policies promoting employment had resulted 
in an upward trend in inflation (reaching 6.4 percent per annum by 1970), a current account 
deficit and dwindling international reserves (Bordo, 1998; O'Donoghue et al., 2006). A run on 
sterling followed and in an effort to avoid devaluation, the UK goveminent arranged a loan 
package from the IMF. This came with rigid terms, including a substantial reduction in 
government borrowing, achieved by strict cuts in public spending, thus leading to a reduction in 
investment in local authority housing. The devaluation o f sterling was nevertheless unavoidable 
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and the Bretton Woods system, which had helped to preserve low inflation levels in the UK, 
ended in 1971 (Sentance, 1998). 
Housing Policy 
Britain emerged from the Second World War with a housing shortage on a similar scale to that 
of other European countries apart from Gemiany (McCrone and Stephens, 1995). During the 
war, supply had failed to keep pace with demand and with approximately two hundred thousand 
houses destroyed and a quarter of a million houses damaged beyond repair, there was an 
estimated shortfall of two million dwellings (Holmans, 1987). Much of the available housing 
was of very poor quality: due to the early urbanization of Britain many of the buildings in towns 
and cities were substandard and urban slums were the result. Consequently, the country was 
facing two key housing problems, that of serious undersupply and slum clearance. 
In the first two decades after the war, successive governments gave the principal role of 
providing new housing to local authorities. High levels of construction followed, peaking in the 
late 1960s (Holmans, 1987). Between the First and Second World Wars local authorities were 
responsible for the construction of 1.3 million dwellings, which was under half the figure 
achieved by the private sector (Malpass and Murie, 1999a). Yet in the twenty years after 1945, 
local authorities built over 2.9 million dwellings - a million more than the private sector. 
There were three distinct phases of housing policy between the 1940s and late i960s (Malpass 
and Murie, 1999a). The first, from 1945 to 1953, focused upon significantly increasing the 
supply of housing writh the majority of this (over 80 percent) being supplied by local authorities. 
The second phase, from 1954 to 1964, also focused on supply but reversed the contribution 
made by the public and private sectors - local authority completions fell by more than 50 
percent between 1954 and 1961 (Merrett, 1979). From the mid 1950s. the private sector was set 
free when the government removed the licensing system that had constrained private building 
since the outbreak of the Second Worid War. Private builders were expected to provide for 
general housing supply needs whilst local authorities were given the responsibility of 
implementing the slum clearance programme that had been re-launched, having been in 
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abeyance since 1939. During this period, the government encouraged local authorities to adopt 
levels of housing rent more closely related to market levels (Malpass, 1990). This marked a 
significant shift to reliance on means tested assistance for housing, and this has largely 
continued since that time. A relaxation of rent controls in the private sector followed with the 
1957 Rent Act. 
The overall aim of the final phase of housing policy, active during the mid 1960s, was the 
provision of half a million houses per year by 1970. This was achieved by the expansion of the 
public sector but only to a point of broad parity with the private sector (McCrone and Stephens, 
1995). The following quote from a government housing policy document of the time 
demonstrates the focus on .increasing the rate of owner occupation: 
*The expansion of building for owner-occupation.. .is normal; it reflects a long-term social 
advance which should gradually pervade every region." (Ministry of Housing and Local 
Government, 1965: p 15). 
The wider economic problems arising from the devaluation of sterling in 1967 resulted in the 
contraction of output, and public sector completions declined sharply after 1968 (McCrone and 
Stephens, 1995). Nevertheless, the severe post-war shortages had been eased and the fall in 
demand contributed to the reduction in output. Housing policy was re-oriented to encourage 
improvement rather than redevelopment, stimulated by higher levels of grant aid aimed at 
reducing the need for demolition and rebuilding. This was driven by a wider public 
dissatisfaction with high-rise housing and also with the damage that some large redevelopment 
had wrought (Gittus, 1976). 
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Housing Market 
The relatively benign state of the national economy, together with government policy focused 
on increasing the supply of housing, ensured that owning property became a more realistic 
prospect for many households. In the U K in 1939, private renting was the most common form 
of tenure, accounting for almost 60 percent of all households (Figure 3-2). By 1971, this 
proportion had reduced to just over 20 percent of households and owner-occupation had become 
the tenure of choice for the majority of households (accounting for just over 50 percent). 
FIGURE 3-2 PATTERNS OF TENURE, U K (% OF HOUSEHOLDS) 
• Owner occupied 
Social rented 
Pr vate rented 
1939 1953 1971 
Source: Department of Communities and Local Government (2007b) 
Housing market policy aimed at increasing housing supply had the desired effect and the 
number of completions of permanent dwellings rose from 205,427 in 1950 to 378,325 in 1969, 
an increase of 84 percent based on data from the Department of Communities and Local 
Government (2008c). Sources of new supply began to change and with the encouragement of 
successive U K governments, private enterprise began to take a more significant role (see Figure 
3-4). By 1959, private enterprise accounted for proportionately more completions than local 
authorities and this trend has continued ever since. 
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FIGURE 3 -3 COMPLETIONS OF PERMANENT DWELUNGS BY TENURE, U K (%) 
-•-Private Enterprise 
Registered Social Landlords 
--•-Local AulhoriUes 
1950 1952 1954 1956 1958 1960 1962 1964 1966 1968 
Source: Department of Comnnunities and Local Government (200Sc) 
The general state of low inflation for much of the time from 1940 through to the mid 1960s was 
reflected by the behaviour in house prices, which also remained stable during this time with 
prices increasing by 5 percent per annum on average (Figure 3-4) 
FIGURE 3 -4 HOUSE PRICES (£ ) AND PERCENTAGE CHANGE IN HOUSE PRICES, U K 
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Source: Nationwide Building Society (2008) 
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Comparing the fluctuations in GDP with those in the housing market (see Figure 3-5), the data 
illustrates that fluctuations in house prices during the 1950s and 1960s largely tracked 
fluctuations in the wider macroeconomy. 
FIGURE 3-5 PERCENTAGE CHANGE IN HOUSE PRICES AND G D P , U K (CHANGE FROM PREVIOUS QUARTER, 
SMOOTHED*) 
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• The quarterly percentage change data was smoothed using a centred moving average of order 4 reflecting the seasonal nature 
of the quarterly data. 
Source: Office for National Statistics (2008i) and Nationwide Building Society (2008) 
3.1.2 The 1970s and 1980s 
US inflation picked up in the early 1970s due to costs of financing the Viemam War and wage 
increases were experienced across the industrialised world (Sentance, 1998). The long period of 
fiill employment, growing union membership and reasonably generous unemployment benefits 
had combined to shift the balance of power in the labour market in favour of the workers. This 
experience was Europe-wide; for example between 1968 and 1973, hourly earnings in the 
manufacturing industry rose on average, by 11.5 percent per annum in the UK., by 10.6 percent 
per annum in Germany, by 11.8 percent in France and by 15.3 percent in Italy {Sentance, 1998). 
As a consequence of growing wage pressures, increasing inflation and general imceriainty, 
unemployment began to rise in the middle of the 1970s reaching a high of 10.5 percent in 1986 
(Figure 3-6). 
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FIGURE 3 -6 UNEMPLOYMENT RATE, U K (%) 
12 
1971 1974 1977 1980 1983 1986 1989 
Source: Office for National Statistics (2008d) 
As a direct contrast to the economic stability of the previous decades, the 1970s was a period of 
high inflation with overall prices rising by 261 percent. Annual inflation exceeded 10 per cent in 
most years from 1974 to 1981 due mainly to worid-wide supply shocks, such as the rapid 
increase in the price of crude oil during 1973 (O'Donoghue et al., 2006). Prices continued to 
grow throughout the 1980s when the RPI increased by 89 percent. The story for housing was 
particularly significant where the prices in the housing group"* increased by 205 percent, the 
fastest growth of any price group. 
The labour market underwent a structural change with the expansion of female employment and 
losses of semi-skilled and unskilled jobs (Stephens et al,, 2005). With the expansion of female 
employment, dual earner households became more common with potential impacts on the 
mobility of households (Green, 1997;Jarvis, 1999). The reduction of semi-skilled and unskilled 
jobs had serious consequences for many low- income households whose primary earners were 
of^en employed in jobs of this type. 
Including mortgage interest payments, rent, depreciation costs, water, property taxes, repair 
and maintenance costs. 
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E>uring the mid 1980s the *corset* that had restricted bank lending was removed and the banks, 
keen to make up for losses they experienced from lending in the Third World, entered the 
domestic mortgage market (Muellbauer, 1997). The liberalisation of the housing finance market 
led to an increase in the average loan-to-value ratio and reduced the amount of credit rationing 
(Bowen, 1994). With greater access to credit via the mortgage market, household consumption 
increased rapidly (Attanasio and Weber, 1994; Barrell et al., 2003; HM Treasury, 2003). 
By the end of the 1980s the UK economy was booming: in the three years from 1986 to 1988 
the economy grew at an average rate of 4.5 percent per year and consumer spending increased 
by an average of 6.5 percent per year (Sentance, 1998). The numbers of unemployed dropped 
from 3.1 million in mid 1986 to 1.6 million in mid 1990. 
The end of the 1980s saw a tightening of monetary policy in order to slow the rapid growth in 
the economy and the base rate increased until it reached 15 percent by 1989. The real cost of 
housing rose as both local taxation and mortgage interest payments had a significant impact on 
households. In 1989, the very unpopular Poll Tax was ino-oduced in England and Wales in 
place of rates (a year after it was established in Scotland). House prices subsequently began to 
fall and the UK slid into recession in the early 1990s (Bowen, 1994). Negative equity became a 
serious issue, causing major barriers to migration and thereby reducing flexibility in the labour 
market. Research by Oswald (1996) suggests that pattems of home-ownership and the 
weakness in the private rental sector had an important role to play in accounting for disparities 
in regional unemployment rates. 
There is a widely held belief that the changes made to the housing system in the 1980s 
significantly contributed to the volatility of the housing market and thereby the volatility of the 
wider macroeconomy (Clapham, 1996). In order to control inflation, the government elected to 
remove some policies that could have eased the later housing recession, such as income support 
payments to cover mortgage interest repayments of homeowners who lost their jobs. 
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Housing Policy 
The housing system in the 1970s was as much determined by the need to respond to inflationary 
pressures and poor economic performance as by housing pressures. During the 1970s, finance 
replaced production in dominating the politics of housing due to the impact of inflation and 
rising interest rates on government assistance (Malpass and Miuie, 1999a). The level of subsidy 
on new council houses had been raised in 1967 and in the owner-occupied category assistance 
in the form of tax relief on mortgage interest rose as a consequence of the growing numbers of 
owner-occupiers. Consequently, public attention was focused on the cost of tax relief by the 
unprecedented rise in house prices in 1972/73 (Boddy, 1980) and by the increase in the 
mortgage interest rate fi-om 8 percent in 1971 to 11 percent in 1973. From 1967/68 to 1976/77 
total relief to mortgages rose by 146 percent in real terms and subsidies in the public sector rose 
by 107 percent (Lansley, 1979). By the 1980s, the emphasis shifted to the control of 
govemment spending, the withdrawal of government from traditional areas of provision as well 
as financial and economic deregulation. 
There was a systematic encouragement given to households to move to owner-occupation, 
specifically in the form of policies to reduce the cost of home-ownership for low-income 
households (Malpass and Murie, 1999a). The promotion of owner-occupation was matched by 
the decline of the social sector and the development of housing associations which received the 
majority of their funding indirectly fi-om govemment but specifically from the Housing 
Corporation (Balchin, 1998). These housing associations were put in place to provide for those 
who were unable to secure local authority housing such as single-parent families. 
As the council housing sector declined, housing associations were used as the primary 
mechanism for the provision of social rented housing. A finance system was put in place to 
enable housing associations to act more like private sector organisations, competing for finance 
and development opportunities (Clapham, 1996). Thus as the housing system became more 
market oriented, the provision of housing subsidies was through personal means, namely 
housing benefit, and supply side subsidies were reduced. 
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Housing market 
Figure 3-7 shows the decline in local authority housing, with the numbers of households in this 
tenure decreasing by almost 20 percent between 1981 and 1991. Private renting decreased in 
the decades between 1961 and 1991, whereas owner occupation increased by over 20 percent in 
three decades between 1961 and 1991. 
FIGURE 3 -7 PERCENTAGE CHANGE IN THE NUMBER OF HOUSEHOLDS BY TENURE, G B 
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Data showing the stock of dwellings by tenure reflects the decline in both forms of renting 
(Figure 3-8). By 1991 owner occupied dwellings accounted for two thirds of the dwelling 
stock. 
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FIGURE 3-8 DWELLING STOCK BY TENURE, G B (APRIL, %) 
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With the housing market in the UK biased towards owner occupation, the increase in interest 
rates experienced in the latter half of the 1980s inevitably had a significant effect via increasing 
mortgage interest payments and thus contributed to the recession experienced at the beginning 
of the 1990s. 
In the face of rising levels of home ownership, government policy was aimed at increasing 
flexibility in the market by encouraging the private rental sector through deregulation: rent 
controls were lifted and tax reliefs on new investments were made available. These policies 
provided the framework for the Housing Act 1988; however, this failed to increase the 
contribution of the private rental sector overall and the sector remained relatively weak (Gallent 
et al., 1998). 
Figure 3-9 shows the annual housing inflation rate. In the two decades prior to the 1990s, 
annual house price inflation remained above five percent in most years. The peaks in the late 
1970s and 1980s were not as high as in the early 1970s but nevertheless reached highs of over 
25 percent. In 1989, inflation was still above 20 percent but dropped rapidly to negative levels 
in 1990 indicating the start of the recession. 
FIGURE 3 -9 ANNUAL HOUSE PRICE INFLATION RATE, U K 
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The reduction in pubUc spending on housing resulted in the majority of housing completions 
coming from the private sector by 1989 (Figure 3-10). At this time, new supply from local 
authorities and registered social landlords accounted for less than 20 percent of completions of 
all new dwellings. This situation was the result of housing policy changes driven by the 
Conservative government's ideology of the free market. 
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FIGURE 3 - 1 0 PERMANENT DWELUNGS COMPLETED BY TENURE, GB (%) 
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3.1.3 The 1990s 
The rapid economic growth of the latter half of the 1980s came to an abrupt end in the early 
1990s. In 1990 and 1991 the global economy was in decline, largely as a consequence of the 
panic following the stock market crash in 1987, and the UK. economy was in recession by the 
end of 1990. Inflation had been pushed up by the boom in the late 1980s and reached a peak of 
10.9 percent in the Autumn of 1990 (Sentance, 1998). The Gulf War caused a spike in oil 
prices, pushing up costs for oil consuming industries and thereby affecting overall prices. 
During the same time, the UK. government made the decision to join the Exchange Rate 
Mechanism (ERM) of the European Union because of the failure to control inflation during the 
latter stages of the 1980s. Although this caused UK inflation to fall sharply, reaching a level of 
4 percent by the beginning of 1992, economic conditions in the UK and Germany were already 
diverging, forcing the withdrawal of the UK from the ERM in September 1992 when sterling 
came under severe pressure from currency speculators. 
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Despite the inauspicious start of the decade, the economy began a weak recovery in 1992 and 
grew steadily throughout the mid-1990s. with falling unemployment and inflation averaging 2.8 
percent from 1993 to 1996 (Sentance, 1998). Real GDP grew by over 20 percent during the 
decade and by the end of the 1990s had reached £1 trillion. 
This decade also saw some major parliamentary powers devolved to Scotland and Wales, 
including policy-setting powers for housing, planning and local government. This gave each of 
these countries the power to set housing agendas and UK. housing policy subsequently became a 
more regional affair. 
The laner half of the 1990s also saw a major change to monetary policy in the UK when the 
Bank of England was given operational independence in 1998 and the duty of setting the UK 
base rate became the responsibility of the Monetary Policy Committee. The consequence for 
the economy was that the primary method used to control inflation now became the UK base 
rate. The rate of owner occupation, together with the predominance of variable rate mortgages, 
meant that the UK housing market was particularly sensitive to changes in the interest rate, 
which would probably have affected the operation of monetary policy in the UK. 
Housing Policy 
Between 1989 and 1991 the controversial Poll Tax, which was based on the number of people 
residing in the household, replaced the previous domestic rates based on the notional rental 
value of a house. Thus, there was a restructuring of household costs, with a considerable burden 
placed on larger households. An extremely unpopular tax, it was replaced in 1993/94 by the 
Community Charge which reverted to a system based on the value of the property. However, 
whilst it was in place, the Poll Tax increased the costs to households and may have led to a 
deepening of the slump in the housing market. 
The overall policy concerns of the 1990s were driven partially by the recession during the early 
part of the decade and partially by the impact of the financial liberalisation of the housing 
finance market in the 1980s (Malpass and Murie, 1999a). This legislation marked a shift from 
mortgage rationing to lending on demand with finance companies willing to lend higher 
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multiples of income than ever before. With more and more households able to procure 
mortgages and purchase property, mortgage interest tax relief was scaled back from a rate of 25 
percent in 1991 to just 10 percent in 1998. 
The recession in the early 1990s saw negative house price inflation (Figure 3-11). By 1994, a 
recovery was underway and prices began to rise again for the first time in four years. By the 
end of the decade, however, the housing market was booming and, indeed, prices increased by 
over ten percent in 1999, although the house price inflation rate never reached the peaks 
experienced in the previous two decades. 
FIGURE 3 - 1 1 HOUSE PRICES AND THE ANNUAL HOUSE PRICE INFLATION RATE, U K 
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3 .1 .4 The housing market f rom 2000 to 2007 
Although growth in the worid economy slowed during the late 1990s, by the early part of the 
21" Century most industrialised countries were reporting the beginning of a recovery. The 
terrorist attacks on September 11*** 2001 and the subsequent wars in Afghanistan and h^q 
dampened the pace of recovery (hitemational Monetary Fund, 2003). Growth in recent years 
has also been affected by the rapid slowdown in the US housing market due to the sub-prime 
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mortgage crisis and the significant increases in oil prices. Global growth slowed finom just over 
5 percent in the first half of 2007 to 4.5 percent by the first quarter of 2008 (International 
Monetary Fund, 2008). 
The behaviour of the UK. economy has largely mirrored that of the worid economy. Real GDP 
per head has continued to grow, increasing by an average of 4.7 percent per annum since 2000 
(Figure 3-12). Unemployment has fallen and in 2007 was at it lowest level since the early 
1970s. The UK inflation rate remained at around three percent or less per annum until 2006 
when strong growth and rising international oil prices began to have an effect (Figure 3-13 and 
Figure 3-14). 
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FIGURE 3 - 1 3 RPI, U K (Au ITEMS - % CHANGE OVER 1 2 MONTHS) 
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The housing market in the UK has been buoyant since 2000. Figures from the Department of 
Communities and Local Government (Table 3-1) reported that annual house price inflation rates 
peaked in 2002 at 17 percent and have remained above 5 percent since 2000. 
TABLE 3-1 U K AVERAGE HOUSE PRICES AND HOUSE PRICE INFLATION RATES 
Year Average Price Annual Inflation Rate 
2000 101,550 14.3 
2001 112,835 8.4 
2002 128,265 17.0 
2003 155,627 15.7 
2004 180,248 11.8 
2005 190,760 5.6 
2006 204,813 6.3 
2007 221,580 10.9 
Source: Department of Communities and Local Government (2008d) 
Nevertheless, during the last two years the slowdown in the international economy and the 
housing market crisis the US have compounded the slowing of growth in the UK economy, 
including a sharp decline in the housing market. As Table 3-2 shows, the average UK house 
price declined by 0.9 percent at the end of 2007 and by 4.7 percent during the second quarter of 
2008. 
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TABLE 3-2 RECENT CHANCES UK AVERAGE HOUSE PRICE 
Year Period % Change Std Price 
2007 Ql 2.9 192,651 
Q2 2.5 197,562 
Q3 0.6 198,664 
Q4 -0.9 196,792 
2008 Ql -1.1 194,717 
Q2 -4.7 185,625 
Source: HBOSPIc (2008b) 
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3.2 Major Trends in the UK Housing Market 
There are three main channels through which the housing market exerts an influence on the UK 
economy (Meen, 2005): 
• Empirical evidence suggests a link between consumer expenditure, tenure and 
household wealth. For many people, housing constitutes the largest component of 
household wealth and thus volatility in the housing market has a significant impact on 
households. With a relatively high proportion of owner-occupiers, the UK economy is 
more sensitive to variations in housing wealth. Data from the ONS indicates that in 
1991 residential buildings accounted for 49 percent of the net wealth of the household 
sector and by 2006 this proportion had risen to 54 percent (Office for National 
Statistics, 2008h). The significance is that the rate of owner-occupation, together with 
the predominance of variable rate mortgages, implies that the UK housing market is 
particularly sensitive to changes in interest rates. 
• The majority of mortgages in the UK are variable rate rather than fixed rate and hence 
homeowTiers are sensitive to changes in the interest rate. Variations in the costs faced 
by households affect both housing demand and overall consumption. The level of 
household mortgage debt is also important. Owner occupation has led to a rise in the 
debt secured on dwellings, which accounted for 76 percent of all liabilities of the 
household sector in 2006, a rise of 5 percent since 1991. Mortgage debt as a percentage 
of GDP in UK at 60 percent is higher than in any other EU country apart from the 
Netherlands and Denmark; the EU average is just 4 percent (HM Treasury, 2003). 
• Financial liberalisation in the UK has meant that equity withdrawal fix)m housing 
wealth is relatively easy, thus homeowners have greater access to credit. 
Housing is also linked to the macroeconomy via output from construction. This contributed 
£23,009 million to total output in 2006, which was 36 percent of total construction output 
(Department for Business Enterprise and Regulatory Reform, 2007). Although very difficult to 
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estimate, the renovation and maintenance of housing is also likely to make a significant 
contribution to the economy (Smith et al., 1988). 
In the last 50 years, the housing market has exhibited a strongly cyclical pattern. Although 
these cycles are closely related to those in the wider economy, housing cycles tend to have 
amplitudes significantly larger than the economy as a whole (Maclennan. 1997). Prior to the 
recent changes in the market, there have been three major housing booms in 1973, 1979 and 
1988 when house prices increased by up to 30 percent in a single year (Chen and Patel, 1996). 
We are now entering a period where house prices have begun to fall and it possible that the 
housing market will soon be in a recession" once again (HBOS. 2008a). 
In many developed countries, house prices are rising and affordability of housing is now a 
major issue. Many governments have made affordability the primary focus for housing policy, 
despite the significant increases in average household wealth and income experienced in almost 
all developed countries (Linneman and Megbolugbe, 1992b). Housing reforms in the United 
Nations Commission for Europe (UNECE) area have promoted deregulation, private sector 
involvement and demand-based subsidies in order to reassert market forces and reduce state 
intervention, the goal being to improve economic and social efficiency (Tsenkova. 2008). It 
appears that countries with higher home ownership rates and limited tenure choice tend to have 
a higher share of households experiencing affordability problems. 
Given the relatively high proportion of owner occupiers in the UK, recent trends in the housing 
market have resulted in housing supply once again becoming the primary focus o f UK housing 
policy. The next section seeks to identify the significant housing market trends observed in 
recent years in order to understand the motivation for the direction that the government has 
taken in the setting of new housing policies. 
* Recession in the housing market refers to either reductions in private sector new housing 
construction output, falling nominal house prices, falling real house prices, falling numbers of 
transactions, rises in repossessions (Forrest and Murie, 1994; Malpass, 1996; Stephens, 1996) 
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Tenure, Consumption and Interest Rates 
The early part of this chapter has demonstrated that much of the post war housing policy was 
focused on increasing the rate of owner occupation and overall this has been successfiil. Figure 
3-14 shows that the percentage of owner-occupiers has increased from just over 50 percent in 
1971 to 70 percent in 2007. A survey of news articles regarding the housing market might 
suggest that the private rented sector has boomed in recent years, but in reality there has been 
very little increase in overall proportions of households renting privately. Since 1981 the 
percentage of households in England choosing private renting as their mode of tenure has 
remained around the 10 percent level, primarily because fmancial liberalisation, falling interest 
rates and the healthy state of the national economy have made it easier for households to 
purchase their own home. Data from HM Revenue and Customs available for England and 
Wales indicate that transactions peaked in the housing boom of late 1980s and despite a dip 
during the recession of the early 1990s the number of transactions reached 1.77 million in 2006 
(Figure 3-15). 
FIGURE 3 - 1 4 TRENDS IN TENURE, UK {% OF HOUSEHOLDS) 
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FIGURE 3 - 1 5 PROPERTY TRANSACTIONS IN ENGUND AND WALES 
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The mortgage market in the UK relies far more on variable rate mortgages than almost any other 
country in the EU (HM Treasury, 2003). As Figure 3-16 shows, there is some form of 
relationship between the proportion of variable rate mortgages and the prevailing interest rale. 
Chiring periods of low or falling interest rates, the proportion of variable rate mortgages is 
relatively high whilst in periods of high or rising interest rates the proportion is generally low. 
FIGURE 3 - 1 6 ANNUAL AVERAGE OF BANK RATE AND NUMBER OF VARIABLE RATE MORTGAGES AS A 
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97 
Due to the proportion of variable rate mortgages, the housing market in the UK is particularly 
sensitive to changes in the interest rate. As Figure 3-17 shows, the number of housing 
transactions in England and Wales appears to be related to the interest rate. Periods of low or 
falling interest rates are matched with high or increasing numbers of transactions in the market 
and, conversely, periods of high interest rates are matched with relatively low numbers of 
transactions. 
FIGURE 3 - 1 7 HOUSING TRANSACTIONS (MILUONS) AND AVERAGE ANNUAL BANK RATE {%), ENGLAND AND 
WALES 
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The trend towards owner occupation has led households to regard housing in terms of wealth 
accumulation and thus housing constituted almost 45 percent of total assets for UK households 
in 2006 (Table 3-3). Furthermore, housing loans accounted for over 75 percent of total 
liabilities, hi 1987 at the height of the housing boom, according to data from the Office for 
National Statistics (2000), residential dwellings net of loans constituted 35 percent of net wealth 
of households but by 2006 this figure had risen to 38 percent. 
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TABLE 3-3 HOUSING ASSETS AND LOANS, UK 
Value of housing assets as % of 
total assets 
Value of Housing loans as % of 
total liabilities 
1991 40.8 71.0 
2001 38.2 72.8 
2003 44.6 73.8 
2004 45.7 74.7 
2005 43.9 75.1 
2006 44.7 76.4 
Source: Office for National Statistics (20081) 
Prior to the 1980s there is little evidence that equity withdrawal had a significant effect on 
consumers* expenditure (Meen, 2005). However, the financial liberalisation of the mortgage 
market made it much easier for households to borrow against their property and thus increase 
their levels of consumption. Empirical studies have estimated that in the UK the marginal 
propensity to consume from unanticipated changes in housing wealth is somewhere between 
0.01 and 0.14 depending upon the time period and the manner of calculation (Campbell and 
Cocco, 2007; Carruth and Henley, 1990; Disney et al., 2003; Muellbauer and Murphy, 1995). 
House Supply and Affordability 
Housing supply in the UK has hardly increased over the last 10-15 years despite the rise in 
house prices, as Figure 3-18 shows, hi 2001 the level of housing construction was ai its lowest 
level since the Second World War and in 2002 the output of new houses was 12.5 percent lower 
than that for the previous decade. 
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FIGURE 3 - 1 8 NUMBER OF PERMANENT DWELUNGS COMPLETED, U K 
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Households 
Pressure in the housing maricet has been exacerbated by changes in the composition of 
households. The proportion of multiple person households (couples, families and other muhiple 
person households) has been declining as the proportion of single person and single parent 
households has been increasing (Figure 3-19). In 1981 over three quarters of households were 
multiple person households, but by 2001 this figure had declined to 63 percent. 
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FIGURE 3 - 1 9 H O U S E H O L D C O M P O S I T I O N , G B 
• Single pefson 
• Single parent families 
• Couptes/famibes and multiple p erson households 
1981 1991 2001 
Source: Office for National Statistics (2008e), General Register Office for Scotland (2008) 
In 2006 data from the Department of Communities and Local Government gave the average 
household size in England as 2.32 persons (Department of Communities and Local 
Government, 2008j). Their projections suggest that by 20II this will have declined to 2.25 
persons and by 2026 to 2.11 persons. This would suggest that the housing market is likely to 
face even greater pressure as the overall number of households is also set to increase. 
Historical data of the annual percentage change in the number of households and the annual 
house price inflation rate (Figure 3-20) shows that, overall, in periods when the rate of increase 
of the number of households was relatively high, house price inflation was also high. Yet this 
inflation rate has had no discemable affect on the number of completions, which have generally 
been in decline over the last thirty years (Figure 3-21). 
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FIGURE 3-20 ANNUAL PERCENTAGE CHANGE IN THE NUMBER OF HOUSEHOLDS (GB) AND ANNUAL HOUSE 
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Housing Supply 
The relative long run price inelasticity o f housing supply in the UK is well known and empirical 
estimates generally place the figure at less than one. By comparison, the estimates of the supply 
elasticity for the US are much higher, generally greater than one and sometimes as large as four 
(Dipasquale and Wheaton, 1994; Follain, 1979; Malpezzi and Maclennan, 2001; Meen, 2002; 
Muth, 1960; Topel and Rosen. 1988; Whitehead, 1974). hi the UK, the lack of sensitivity of 
housing supply to changes in the market is due in the most part to three major factors (Bramley. 
2007; Breheny and Hall. 1996): 
• Planning regulations restrict supply by allocating insufficient land for new housing 
development. In the UK, there are also serious procedural delays in producing plans or 
approving developments. However, these restrictions may result from deliberate policy 
choices such as the containment of urban sprawl and the introduction of Greenbelts 
(Breheny and Hall. 1996; Cullingworth and Nadin. 2002; Hall et al., 1974). 
• The structure of house building industry, particularly at the local level, where there may 
be a lack of local competition and risk aversion either in terms of investment or in terms 
of technological innovation. 
• The scaling back of public sector investment in housing or infrastructures, a policy 
change put in place in an era when supply was not such a significant issue. 
The effects of inelastic housing supply have manifested in volatile house prices. For the reasons 
described above, the supply of housing responds slowly to changes in price. For instance, in 
periods when demand is high, prices increase but supply responds slowly and because of unmet 
demand, prices increase even further. Similarly, the durability of housing and the nature of the 
planning process mean that supply decreases slowly in response to falling prices since houses 
exist for a significant number of years and once developers have secured sufficient investment, 
purchased land and organised appropriate planning permission, ceasing construction is almost 
impossible, although building can be delayed. 
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Figure 3-22 shows that annual house price inflation reached highs of over 36 percent in the 
1970s but fell to lows of almost -4 percent in the early 1990s. Although this measure has not 
returned to the levels experienced in the 1970s, house price inflation has averaged 
approximately 11 percent per annum since 2000. 
FIGURE 3 - 2 2 AVERAGE HOUSE PRICE AND HOUSE PRICE INFLATION IN THE U K 
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This has had a considerable impact at the household level. Figure 3-23 shows the income ratio^, 
a simple measure of affordability, together with the completions of private dwellings. It is clear 
that as the number of completions of private dwellings in the UK has declined, the income ratio 
has increased. According to this measure, the average house price was over 400 percent of the 
average annual income of the purchaser by 2007. 
^The income ratio is the average dwelling price as a percentage of the average recorded 
income of the individual financing the housing purchase. This is based on data from the 
Department of Communities and Local Government. 
104 
FIGURE 3 - 2 3 INCOME RATIO AND COMPLETIONS IN THE U K 
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As a direct consequence of the change in prices relative to incomes, the proportion of 
consumption devoted to housing has also increased. 
Figure 3-24 shows that as the spend on housing and household goods has increased, so the 
saving ratio of households has decreased. This could be for one of two main reasons. Firstly, as 
housing becomes more costly relative to income, there is less income available to save and 
secondly, households are substituting housing wealth for other forms of wealth. 
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FIGURE 3 - 2 4 U K HOUSEHOLD SAVINGS RATIO AND THE SPEND ON HOUSING* AS A PERCENTAGE OF TOTAL 
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House Price Volatility and the Macroeconomy 
Volatility of house prices has been a particular problem over recent years. Real house prices in 
the UK have grown by 2.5 percent per annum over the last 30 years, a figure considerably 
higher than the 1.1 percent experienced across the rest o f Europe (Barker, 2004) and these 
fluctuations have contributed to wider macroeconomic instability (Cooper, 2004). The links 
between housing wealth, interest rates and consumption mean that the UK economy is 
particularly sensitive to instability in the housing market. Research by Meen (2000) indicates 
that because of the weakness of housing supply, the setting of interest rates necessary for 
stability in the housing market may not be consistent with that required to meet wider inflation 
targets and changes in monetary policy may destabilise the housing market as a result. There is 
also evidence to suggest that house prices and business rents influence wage and consumer 
prices (Cameron and Muellbauer, 2001). 
In the UK, the structure of the housing market in terms o f the relatively high proportion of 
ovmer-occupiers, the availability of credit and the high proportion of variable rate mortgages, all 
imply that UK households are particularly sensitive to volatile house prices. As house prices 
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have increased, the consumption of owner-occupiers also increased due, at least in part, to 
equity withdrawal (Muellbauer, 1990) or through expectations of ftiture income increases (King, 
1990). The tightening of monetary policy to control the consumption boom resulted in 
increased interest rates, leading directly to increased living costs for households with mortgage 
debt. Although this would have likely reduced consumption, it has also had consequences for 
wages, as workers demand wage increases in order to compensate for raised living costs 
(Blackaby and Manning, 1992; Boveret al., 1989; Cameron and Muellbauer, 2000). 
High house prices have also affected the labour market. For example, relatively high house 
prices in the South East are blamed for the key worker** shortages experienced in this region 
(Monk, 2000), There is also evidence to suggest that relatively high house prices have 
discouraged labour mobility since households may not be able to afford to move between local 
labour markets, thereby contributing to tight labour markets in certain areas and persistent 
unemployment in others (Thomas, 1993). As noted earlier in this chapter, mortgage debt 
accounts for approximately three quarters of all liabilities of UK households and falling houses 
price will therefore mean that some households will experience negative equity. This is likely 
to constrain labour market mobility since negative equity means that the outstanding mongage 
debt of the home-owner is greater than the value of the property (Gentle et al., 1994). 
Consequently, i f the owner wishes to move, they will have to save up to meet the shortfall or 
will have to remain in their current property. 
There are also links between house prices and the corporate sector. A study by Black et al. 
(1996) suggested that rising house prices are linked to increases in VAT registrations. Rising 
house prices may also mean that creditors are less likely to force debtors into insolvency due to 
reductions in the risk to loan repayment (Fabling and Grimes, 2005). Similarly, decreasing 
house prices also have an effect on the corporate sector. A study by Vlieghe (2001) found that 
falls in house prices were associated with increases in the level of liquidations. 
^ Key workers are public sertor workers who are deemed to provide essential services. 
Common examples are teachers, police officers and nurses. 
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3.3 Recent Trends in Housing Policy 
Much of the housing policy in the immediate post war period was aimed at increasing the 
supply of housing to address shortages resulting from damage during the war and to clear inner 
city slums. Once these shortages were met housing supply was no longer at the forefront of 
housing policy and the focus switched to the encouragement of owner occupation and the 
reduction of social housing. For many years housing policy in itself became a marginalised 
issue with the spotlight turning to health and education (Malpass and Murie, 1999a). 
Recent trends have returned the supply of housing to the forefront in terms of government 
policy. Both the sensitivity of the housing market to changes in the prevailing interest rate and 
the unresponsiveness of housing supply to changes in price have already had potentially serious 
consequences on the UK economy. Thus in 2001 the Chancellor commissioned two reviews: 
• The Miles Review (Miles, 2004) - investigated the ways in which fixed mortgage 
interest rate changes may be encouraged in order to reduce the sensitivity of the housing 
market to changes in interest rates. 
• The Barker Review (Barker, 2004) - examined the ways in which housing supply may 
be increased in order to address issues such as afFordability. 
The Miles Review found that, despite the benefits of selecting fixed rate mortgages, such as 
stability in the levels of housing costs, the way in which borrowers select mortgages according 
to the weight they place on initial monthly repayments and their attitudes towards and 
understanding of risk, mean that many more are choosing variable rate mortgages. 
Consequently, Miles concluded that monetary policy would be more efficient i f households 
were better informed. He also suggested ways in which mortgages could be modified to allow 
greater opportunity for borrowers to hedge risks. 
The Barker Review focused upon the inelasticity of housing supply and the report identified a 
number of concerns, including regional disparities, issues of afifordability and overall economic 
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competitiveness in addition to the overall issue of macroeconomic instability. Barker also 
identified three key objectives: 
o Reduce house price volatility and thus reduce macroeconomic volatility; 
o Increase labour market mobility to improve the flexibility and performance of the UK 
economy; 
o Improve access to housing for many households. 
The overall recommendation for addressing these objectives was a step change in the supply of 
housing with an additional 120,000 housing units per year required to achieve target levels of 
real house price growth. In response to this, the Sustainable Communities: Homes for All report 
(Office of the Deputy Prime Minister, 2005c) outlined the aims of the current UK government 
to improve the supply of new homes, improve the standard of homes, regenerate urban areas 
and provide affordable homes. This was followed in 2007 by the release of Homes for the 
Future: More Affordable, More Sustainable (Department for Communities and Local 
Government, 2007 ). This set supply targets of 240,000 new homes per year by 2016 and 
indicated the locations where growth in housing supply should be focused. 
The result has been changes to the planning system to allow development on public sector land, 
the recycling of brownfield land and the provision of affordable housing via increased social 
housing and shared equity schemes. However, the main outcome has been the provision of 
funding to New Growth Areas^ the intention being to deliver homes in the right locations 
The focus remains firmly upon encouraging the ownership of property, whether outright or 
shared equity schemes. One significant problem with increasing the rate of home ownership is 
potential impact on labour mobility (Henley, 1998a). Consequently, this could work against 
improving labour market flexibility, a major aim set out in the Barker Review. I f planners fail 
to choose the location of new housing to meet spatial patterns of demand, exishng homeowners 
will be unwilling to move to areas of new supply and those who do not akeady own a home 
' Areas identified by the Department of Communities and Local Government In 2005 where 
infrastructure initiatives were to be focused together with other projects aimed at unlocking 
new sites for housing and enhancing the environment ((2008) 
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may be unable to move due to the relative price levels. Data presented earlier in this chapter 
indicates that the proportion of owner-occupier households remained relatively constant over 
recent years, which could suggest that the housing marltet has reached the optimal mix of 
tenures. Certainly, since owner occupation can act as a barrier to labour mobility, a certain level 
of renting is required in order to facilitate migration (Forrest, 1987; Henley, 1998b; Hughes and 
McCormick, 1987; Ortalo-Magne and Rady, 2002). 
The success of the latest policies hinges upon the assumption that a step change in supply is 
needed to reform the problems of housing supply and also that the estimates for the changes in 
supply provided in The Barker Review are accurate. Interestingly, there have been subsequent 
studies carried out that have disputed these figures. For instance, a study by Bramley and 
Leishman (2005) suggests that a 39 percent increase in the supply of housing is necessary (more 
than that suggested in the Barker Review), although delivering this level of supply would have 
serious consequences for the use of greenfield land and wider sustainability issues such as the 
problem of urban sprawl (Bramley, 2007). Research carried out by the Office of the Deputy 
Prime Minster (2005b) investigated the sustainability o f additional housing scenarios in 
England. In terms of environmental impacts, the study suggests that although there is sufficient 
land for the current planned level of growth, some greenfield land adjacent to existing 
settlements will have to be used. This then raises issues concerning local infi^tructure that 
may have knock-on effects in existing settlements. Such concerns were recognised by the 
government in the recent green paper, Homes for the Future: More Affordable, More 
Sustainable (Department for Communities and Local Government, 2007 ) that proposed new 
infrastructure investment. 
3.3.1 A Brief Overview of International Housing Policy Trends 
The major trends in housing policy in most developed economies have been broadly similar to 
those in the UK. After the Second Worid War, the primary aim in much of the developed 
world, including most of Europe, the US and Canada was to address the undersupply of housing 
that had occurred as a result of the war (Ball and Wood, 1999; Priemus and Dieleman, 1999). 
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Much of this demand was met through the provision of social housing and high levels of 
investment in the social sector continued until much of the shortage had diminished by the end 
of the last century. However, by the 1990s, the US government and most governments in 
Western Europe tried to reduce public expenditure on housing (Oxley, 2004 p 195). For 
instance, from 1980 to 1990 the US reduced new budgetary authority for subsidised housing by 
60 percent (Burchell and Listokin, 1995). Subsequent developments emphasised the 
improvement of the quality of the stock and on improving the distribution of subsidies. Supply-
side subsidies put in place in order to encourage new supply were then replaced with demand 
side subsidies aimed at relieving household budgetary pressiu^s: in Europe and the USA, 
housing policies have emphasised the importance of financial instruments such as tax incentives 
to facilitate access to housing and greater choice. However, the primary problem is that demand 
side subsidies have far less impact on the residential construction market and the housing 
market in comparison to supply side policies (Priemus and Dieleman, 1999). 
There is a growing literamre suggesting that planning constraints have led to increased land 
prices and therefore upward pressure on house prices (Barker, 2008). There are, however, 
variations at the sub-national level. For example, Glaeser and Gyourko (2003) find that for the 
USA, although the level of affordability differs across the country, high house prices are 
significantly correlated with strict zoning regulations. Inflation of land and house prices and 
higher rates of home ownership have led to an increasing divide between household income and 
the cost of housing. Certainly it is generally accepted that growing populations and general 
trends towards owner-occupation have led to increased demand in most developed nations 
(Shiller, 2007). Consequently, affordability has become a key issue, certainly in the US, the UK 
and many European nations. 
3.3.2 Measuring Affordability 
* Affordability of housing remains the fastest-growing and most pervasive housing challenge in 
the UNECE region.* according to a report for the United Nations by Tsenkova (2008). 
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However, the meaning of the term *affordability' is highly contested and the issues regarding 
both definition and measurement of affordability can be summarised as follows (Stone, 2006): 
• The lack of a normative standard of affordability and agreement upon how to measure 
affordability; 
• Distinguishing between housing affordability and affordable housing; 
• Distinguishing between affordability and housing standards. 
There have been various studies investigating affordability measures but there is no consensus 
with regard to which is the most appropriate (for example see Bourassa, 1996; Feins and Lane, 
1981; Hulchanski, 1995; Linneraan and Megbolugbe, 1992a; Stone, 2006; Whitehead, 1991; 
Wilcox and Homes, 1999). In general, these measures take the form of a ratio of income to 
housing costs but the differences lie in the forms of the income measure and the cost measure 
used. For instance, in order to determine affordability in a given area, it would seem feasible to 
use a ratio of average spend on housing to average household income. The question here is 
what measure of average to use. The mean might be the obvious choice but outliers affect the 
value of this measure. The median might therefore be more appropriate. Nevertheless, this then 
leads to the question of whether all households should be included in the calculation, since the 
implicit assumption when discussing affordability is that this is an issue affecting only low-
income households. There are also arguments for using a household budget approach whereby 
the price of a basket of essential goods, including housing of some minimum physical standard, 
is specified and priced and this defines the minimal housing budget required by any household 
(Stone, 2006). Thus, any household whose income is above this minimum should be able to 
afford all of their basic needs. The difficulty here is defining the minimum standard of housing 
since both houses and households are highly heterogeneous. 
A branch of research that takes a subjective approach to affordability assumes that households 
are rational utility maximisers and are therefore consuming the quantity of housing that 
maximises their utility subject to constraints, such as income (Stone, 2006). This would suggest 
that it is not desirable or indeed possible to establish a normative definition of affordability 
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other than an individual choice. Nonetheless, empirical evidence suggests that the level of 
household resources devoted to housing increases with the level of household income 
(Linneman and Megbolugbe, 1992a). Hence, it is highly likely that a threshold exists, below 
which households are not choosing freely between the consumption of housing and the 
consumption of other goods, and thus affordability is no longer subjective (Stone, 2006). 
Closely related to the choice of affordability measure is the issue of defining the difference 
between what is meant by 'affordability' and by *affordable housing'. Essentially affordability 
is a relationship between the cost of housing and the level of household income. In order to 
understand what is meant by affordable housing three questions must be answered (Stone, 
2006): 
• Affordable to whom? 
• On what measure of affordability? 
• What standard of housing? 
Presumably there are some households for whom all housing is affordable, whilst there will be 
some who are unable to afford a house in Belgravia for instance but are nonetheless able to 
afford a level of housing that they deem acceptable. According to the Department of 
Communities and Local Government (2006) 'Affordable housing includes social rented and 
intermediate housing, provided to specified eligible households whose needs are not met by the 
market.' The implication is that affordable housing is priced below the market value and is 
offered to households who cannot afford the market price. There are two problems associated 
with this. Firstly, there is no mention of the standard of housing and secondly, there is no 
mention of the location of housing. Affordability is only one measure of housing deprivation 
and households may be living in housing that is of poor physical standard, in overcrowded 
conditions and in locations that are unsafe or not easily accessible. Although each of these is 
distinct from affordability. i f households are living in these conditions it would imply that they 
are doing so because they cannot afford suitable housing elsewhere (Stone, 2006). 
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3.4 Housing Policy: The Role of Economic Analysis 
Although the involvement of both economic and general quantitative analysis in the policy 
setting process has been a contentious issue (Cooley et al., 1984; Robert Jr, 1976), the reasons 
for incorporating both quantitative and qualitative data analysis in any decision making process 
have long been understood. The analysis of data can provide information about the past, present 
and future and can reduce bias in decision-making situations. This section discusses the reasons 
why quantitative methods are used as a decision-making tool and then focuses specifically on 
the use of economic analysis in the planning and policy setting process. 
Heuristics are cognitive schema developed by the human brain to assist in the decision process, 
whether mundane daily decisions made by everyone or the complex decisions taken by 
economic policy makers (Bazerman, 2006). Thus, heuristics are mental short cuts that speed up 
the process of choosing between alternatives in order to reach an optimal outcome, although 
these can lead to detrimental bias in complex decision making situations (Kahneman et al., 
1982; Kahneman and Tversky, 2000; Tversky and Kahneman, 1974). Biases can manifest in 
the ways in which individuals or groups view probabilities, differentiate between alternatives, 
formulate beliefs and ideas and express these beliefs and ideas. A particular concern for policy 
makers and planners are the biases that occur in situations of group decision making, such as 
false consensus, groupthink (Janis, 1982) and group polarisation. False consensus occurs when 
an individual assumes that their view is typical of the group, which is particularly problematic i f 
the decision made depends upon expectancies of another's action. Groupthink arises when an 
interacting group tries to find unanimity at the expense o f considering altematives; thus is 
maintaining group cohesiveness becomes the optimal objective. Group polarisation occurs when 
members of a group have initially similar views; group interaction strengthens each individual's 
view, hence shifting the group to an extreme position. 
Quantitative and qualitative data analysis helps to reduce false consensus, specifically through 
the application and analysis of surveys. Nevertheless, in order to address other group biases 
such as those described here, it would be necessary to have recourse to a rational fi-amework, as 
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potential choices can be assessed in terms of both information provided by data and in terms of 
logicality with respect to the rational framework. Economic analysis addresses these issues by 
providing both a rational framework and an approach for quantitative analysis in the form of 
econometric techniques. 
In general, approaches to decision making can be classified into one of three categories, 
descriptive, normative or prescriptive (Bell et al., 1988). Although the definitions of these three 
classifications are relatively dynamic within the research literature, they can be loosely 
described as follows; 
• Descriptive methods analyse how decisions are taken and determine optimal choices 
based what is or what has been done. 
• Normative methods determine what choice(s), in theory, should be taken. 
• Prescriptive methods are closely related to normative methods in that they determine 
optimal choices in theory but these choices are constrained by limitations o f what can 
be done in reality. 
The use of economic and econometric analysis is widespread in determining the success or 
otherwise of policy and planning decisions at the national and international level and is used 
descriptively, normatively and prescriplively. The central banks of many developed nations 
have an economic research department. For example the US Federal Reserve has three separate 
departments in which research economists are employed (US Federal Reserve, 2006). The 
Board of Governors has been using the economic analyses and forecasts produced by these 
economists in order to support the setting of monetary policy in the US for over 40 years 
(Brayton et al., 1997). A variety of techniques have been used, many of which are economennc 
in nature (Brayton et al., 1997) whilst forecasts generally employ vector-autoregression 
techniques that attempt to capture the nature of the interdependencies between the variables. 
Apart from national governments and central banks, many other international organisations 
have employed economic analysis techniques. For instance, researchers at the Intemational 
Monetary Fund have developed the Global Economy Model (GEM). This dynamic general 
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equilibrium model aims to describe the behaviour of economic systems by using equations 
representing the micro components of the economic systems. The GEM incorporates elements 
that are country specific in addition to modelling the interactions between the various countries 
(Pesenti, 2008). This model has been used to analyse such issues as the impact of oil price 
movements on the global economy (Elekdag et al., 2008), the links between trade and exchange 
rates (Hunt and Rebucci, 2005) and the impact of structural reforms in the Euro area (Everaert 
and Schule, 2006). 
At the national and international level economic analysis techniques are used primarily but not 
exclusively for the analysis of macro issues. At the sub-national level economic modelling 
techniques are also used to examine specific sub-regional issues such as urban segregation. For 
example, input-output models that detail industry inter-linkages have been developed for 
Scotland (Allan et al., 2007; Madden and Trigg, 1990), Washington State (OFM State of 
Washington, 2008), Chicago (Israilevich et al., 1997) and Sao Paulo (Azzoni and Kadota, 2001) 
amongst others. At the sub-regional level examples include studies examining migration 
between US cities (Alperovich et al., 1977), urban commuting in US cities (White, 1988), 
segregation in the housing market in San Francisco (Bayer et al., 2004) and urban land use 
(Anas and Kim, 1996). 
3.4.1 Application to Housing Policy 
The use of economic analysis to aid the planning and policy setting process is widespread; 
however, it has not penetrated the housing sector with such success (Oxley, 2006). One of the 
most substantial applications of economic analysis in the housing policy setting process has 
been as part of the Review of Housing Supply (Barker, 2004). In the interim study period, four 
additional reports were commissioned in order to provide quantitative information as evidence 
for the main report and these were: 
• Affordability and the Intennediate Market (Bramley, 2003) 
• Increasing Housing Supply: Achieving Increases and Estimating Their Impact on Price, 
Affordability and Need (Bramley, 2004) 
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• The economic impact of restrictions on housing supply: an investigation for the Barker 
Review (Blake. 2003) 
• Regional Housing Supply Elasticities in England (Meen, 2003) 
Each utilised some form of quantitative economic analysis. The study by Meen used 
econometric analysis to produce estimates of supply elasticities and both papers by Bramley 
employed an econometric model to estimate affordability of housing based on house prices. 
The study by Blake made use of a general equilibrium model to analyse the macroeconomic 
impact of changes in the price elasticity of private residential investment. 
The Barker Review represents one of the first government led investigations into the housing 
market and planning process that has applied economic analysis both prescriptively and 
normatively. CuUingworth (1997) suggests that in terms of economic research, the operation of 
the planning system has been neglected as has any consideration of alternative development 
patterns. Other researchers have also identified a lack of independent scrutiny and a failure to 
account for the changing economic climate in forecasts of households (Baker and Wong, 1997; 
Bramley, 1998; Bramley and Watkins, 1995). The local planning system has also been 
criticised for a similar shortage of economic analysis (Coopers and Lybrand, 1985). Maclennan 
(1986, 1992), for instance, argued that planning and monitoring of the housing market could be 
significantly improved by using a more economic approach to the analysis of local markets. 
Moreover, Meen and Andrew (2008) suggest that "regional affordability targets do require the 
greater use of formal econometric models", highlighting the lack of economic analysis at the 
sub-national level. 
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3.5 Conclusion 
During the early part of the last century, government policy was focused firmly at increasing the 
supply of housing in order to overcome shortages after the Second Worid War. As immediate 
shortages were met and inner city slums were cleared, the focus of policy initiatives shifted 
from supply to demand. The aim of successive UK governments in the latter half of the 20*** 
century was the deregulation and privatisation of the housing market in an attempt to make it 
more efTicient. The quantity of social housing was vastly reduced and households were 
encoiu3ged to become owner-occupiers, through a series of policies including the liberalisation 
of the mortgage market. These policies have largely succeeded and the proportion of 
homeowners in the UK has gradually increased, reaching the point where approximately 70 
percent of households are now owner-occupiers. 
Rising levels of owner occupation have led to a change in the way households view housing. 
Home ownership is a key form of household wealth-holding in the UK: in 2003 the value of 
home equity accounted for 60 percent of household financial wealth (Banks et al., 2003). Since 
the mortgage market was liberalised, homeowners* access to credit has improved greatly and 
research has indicated that housing wealth is a key driver of household consumption. 
Recent trends in the housing market have nonetheless generated some cause for concern. The 
sensitivity of the UK housing market to changes in interest rates owing to the proliferation of 
variable rate mortgages has serious consequences for the use of interest rates as monetary policy 
instrument. The relative inelasticity of housing supply has already had a serious impact on the 
UK economy. A study by Blake (2003) estimated that increasing the price elasticity of housing 
supply between 1994 and 2002 would have resulted in the following: 
• An estimated 82,000 to 380,000 new houses would have been constructed; 
• UK GDP would have likely increased by between £3 billion to £16 billion; 
• An extra 150,000 to 650,000 new jobs would have been created. 
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As a consequence, housing policy is now aimed at stimulating the supply of new housing. 
Reforms to the planning process have been suggested, including recycling brownfield land, in 
addition to ftinding being made available for new infrastructure. The overall aim is the delivery 
of a step change in the supply of housing. 
The resurgence of housing as a national policy issue and subsequent Barker Review (Barker, 
2004) has brought the issue of housing the forefront of plaiming, not only at the national level 
but also at the regional level and sub-regional level The Barker Review suggested that a step 
change in the supply of housing is required to address the issues of undersupply and 
affordability. An increase in the supply of housing in the South West had first been proposed in 
the Regional Planning Guidance (Government Office for the South West, 2001) which stated 
the nimiber of additional dwellings required in each county in the region. Given the issues with 
the definition and measurement of affordability, this brings into question the magnitude of the 
changes suggested, since one of the key reasons for increasing housing supply was to address 
problems of affordability. Consequently, it is important to be able to gauge the wider impacts 
of increasing housing supply in order to assess the viability of these changes. 
Although economic analysis played a key role in The Barker Review and the subsequent policy 
sening exercise, it would seem that far more could be achieved in this regard. The studies 
employed in the review were focused largely at the national level and very linle anention has 
been paid to the impact of increasing housing supply at the regional or sub-regional level. 
Given the importance of the outcome of the decision taken, any method by which insights can 
be gained prior to putting these policy instruments in place should be employed. This is 
particularly true at the sub-regional level where the final decisions about how, where and when 
to supply housing are taken. Consequently, it is the aim of this study to develop a model of the 
South West housing market in order to analyse the consequences of increasing the supply of 
housing. 
This chapter has established the importance of the housing market to both the macro and micro 
economy in the UK and discussed the need for economic analysis to develop understanding of 
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the operation of regional housing markets and to support the planning and policy development 
process. The next chapter introduces the housing market issues that are important at the 
regional and sub-regional and presents an overview of the market in the South West. 
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4 REGIONAL HOUSING MARKETS AND HOUSING POLICY 
House prices in ihe UK have been rising in recent years, provoking discussion in the media 
about the affordability of housing. However, this debate has not engaged v^th the key problem 
that the term affordability has no normative definition. Moreover, the price of housing varies 
widely, both inter-regionally and intra-regionaliy. According to data from the Department of 
Communities and Local Government, within the UK the average dwelhng price in 2007 ranged 
from £152.295 in the North East to £342,122 in London, a difference of 125 percent. The same 
data showed that within the South West region in 2007 the average house price ranged from 
£167,233 in Plymouth to £288,793, a difference of 73 percent. 
Although households experience the effects of fluctuations in house prices most inmiediately, 
the behaviour of the housing market also influences fimi location decisions, national labour 
market mobility and national wage and unemployment levels. For instance, research indicates 
that restricted labour mobility is a major contributing factor to poor performance o f some 
regional economies and also to national unemployment and wages (Bover et al., 1989; Hughes 
and McCormick, 1987). There is a growing belief within the UK government that interregional 
economic disparities in the UK. harm both the social and economic welfare of the individual 
regions and that of the nation as a whole. This has led to the development of regional economic 
policies and to the devolution of primary control over regional policy to regional government 
bodies (Armstrong and Taylor, 2000). 
In recent years, rising house prices and a perceived lack of supply have driven housing to the 
forefront of the regional policy debate. Regional government offices are now required to 
produce regional planning documents in which the quantity and location of new houses is 
described. In 2001 a major review of the supply of housing was commissioned by the UK 
government and the subsequent report by Kate Barker (2004) stressed the need for greater levels 
of housing supply. Nevertheless, there is some debate regarding the way extra housing demand 
is calculated via population projections and forecasts of household fonnation rates, with the 
potential for over or underestimating need. In response to this, Kate Barker (2008) noted the 
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importance of recognising the social need for additional housing together with the wider 
economic impacts of changes in housing supply. 
Although the majority of the theory presented in Chapter 2 applies at national, regional and sub-
regional levels, local housing markets are subject to slightly different pressures and this chapter 
presents an overview of these issues. It begins with a summary of the key characteristics of the 
regional housing markets in the UK and in the sub-regions of the South West. Control of 
housing policy has largely been devolved to the regions, with only guidelines being set at the 
national level and so the chapter continues with a synopsis of the devolution of housing policy 
to regional governance. The chapter concludes with a presentation of the key housing market 
policies in the South West. 
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4.1 Regional Housing Markets 
Housing markets at the national, regional and sub-regional level are broadly similar in terms of 
the way the markets operate and the major influences upon those markets. Nonetheless, certain 
aspects of regional and sub-regional housing markets influence the national economy, such as 
the effect tenure pattems have on labour mobility. There are also issues that are not particularly 
relevant at the national level but are important at the local level, such as the existence of housing 
sub markets. This section presents an overview of these issues, particularly in relation to the 
regions of the UK. 
4.1.1 Labour Market Mobility 
Research has shown that local housing markets are closely linked to labour and firm mobility. 
In particular, both tenure pattems and the relative price of housing and land have an effect on 
household mobility and the location decisions of both firms and households (Bover et al., 1989; 
Hughes and McConnick, 1987). 
The effects of tenure on household mobility arise primarily because of the relatively high 
transactions costs (both financial and psychological) faced by owner-occupiers when they wish 
to relocate, particularly in comparison to those in the private rental market (Boehm and 
McKenzie, 1982). There is also evidence indicating that social renting is a barrier to long 
distance migration (Blackaby and Manning, 1992; Boyle, 1995; Hughes and McCormick, 
1981). Households in socially rented acconmiodation are, by definition, low income and hence 
have few fimds to devote to household movements. There is also likely to be less desire to 
move, since many long distance movements are associated with career choices, which may not 
be so relevant to low income households (Clark and Huang, 2004). 
The location decisions of both workers and firms are influenced by relative house prices via cost 
of living/location effects. High relative house prices deter workers and fimis from migrating for 
several reasons, including constraints on credit availability and from risks associated with high 
levels of indebtedness (Ortalo-Magn6 and Rady, 2006). A relatively high cost of living is also 
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likely to encourage workers to demand higher wages and so firms locating in these areas are 
likely to face higher wage demands (Bover et al., 1989). 
The decision to move house is a complex one and, whilst there is evidence to suggest that high 
house prices and tenure structure influence this choice, household circumstances and the pattern 
of previous household movements are also likely to have an impact. For instance, households 
wil l adjust job or residence location in order to shorten their commute (Rouwendal, 1999). 
Residential moves are also generated by the birth of children (Clark et al., 1984), by marriage 
(Odland, 1993), by divorce (Dieleman and Schouw, 1989) and by changes in job status (Clark 
and Huang, 2004). Furthermore, recent movers are likely to be repeat movers according to the 
work by Clark and Huang (2004). Specifically, households that move long distances are more 
likely to move again in the next two to three years, and subsequent moves are likely to be over 
long distances. They also found that short distance moves are likely be followed by further 
short distance moves, suggesting that these households are adjusting their levels of housing 
consumption within their local housing market. 
The mobility of local residents can also be affected by in-migration as areas undergoing rapid 
change will increase the likelihood of movements by local households, since new construction 
wil l create greater opportunities for locals to change their consumption of housing (Clark and 
Huang, 2004). Thus, the composition of the area adjusts to in-migration and generates further 
moves by locals (Stone, 1971). In particular, empirical research has identified strong links 
between in-migration and mobility in metropolitan areas, where the structure of the area 
influences the strength of the links. Specifically, areas that are more *open' exhibit stronger 
links between in-migration and mobility rates (Moore and Clark, 1990). 
The overriding view at the national level is that a weak private rental market and a relatively 
large social rented sector have led to inefficiency in the UK labour market, resulting in 
persistent unemployment differentials (Cameron and Muellbauer, 2001; Hughes and 
McCormick, 1994; McCormick, 1997; Minford et al., 1987). Nonetheless, there are those who 
believe that migration will gradually reduce these differences (Cameron and Muellbauer, 2001; 
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Creedy. 1974; Elias and Molho, 1982; Gordon, 1985; Pissarides and McMaster, 1990). Hence, 
the influence of local labour markets is complex and operates on the decisions of both 
households and firms. 
4.1.2 Earnings and Unemployment 
Sub-national housing markets influence national wage levels since high relative house prices 
could shift earnings upwards as compensation for increased living expenses (Blackaby and 
Manning, 1992). There is also evidence indicating that high house prices fuel expectations of 
futiu^ increases in earnings (Bover et al., 1989). However, high levels of house prices will also 
increase location costs thereby raising barriers to in-migration of firms. This will constrain the 
demand for labour and will moderate potential wage rises. 
In terms of unemployment, research indicates that higher regional house prices are linked to 
lower levels of regional unemployment (Blackaby and Manning, 1992; Robson, 2003). This 
occurs primarily through cost of living effects since a higher cost of living is likely to act as a 
barrier to migration for credit-constrained households, thus dampening potential increases in the 
available workforce (Hughes and McCormick, 1987). High house prices are also associated 
with high levels of housing wealth, which in turn may decrease unemployment by reducing 
credit constraints on small businesses and allowing these fimis to expand. Nevertheless, there is 
the potential for cost of living effects to constrain in-migration of firms, thus putting upwards 
pressure on unemployment (Robson, 2003). 
4.1.3 Urban Population 
The theory presented in Chapter 2 indicates that increased demand for housing is of^en the result 
of an increase in population. However, at the sub-regional level, i f housing supply is relatively 
elastic, an increase in demand is likely to result in an increase in population (Glaeser et al., 
2006). For instance, consider an increase in the local demand for labour resulting from a 
positive shock to productivity. This gives rise to an increase in population providing housing 
supply can respond quickly enough, since workers will generally aim to locate their residence 
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close to their place of work. An elastic housing supply also ensures that the increase in labour 
demand resulting fi-om the construction of new houses wil l not result in significantly higher 
wages, since an elastic supply of housing helps to create an elastic supply of labour. I f housing 
supply is inelastic, an increase in productivity will have a muted effect on the population since 
there wil l be only a small increase in the number of houses. In this case, wages will also 
increase since an inelastic housing supply implies an inelastic labour market. I f the increase in 
demand for housing is not a result of increased productivity but is generated by an improvement 
in the amenity level (desirability) of the area, nominal wages wil l remain unchanged and any 
rise in house prices then implies a reduction in the real wage. 
Empirical research provides evidence for links between sub-regional population and housing 
levels. For example, the study by Glaeser et al. (2006), for metropolitan areas in the USA, 
found a significant correlation between the change in the logarithm of population and the 
change in the logarithm of the number of housing units with values of ranging ft-om 0.81 to 
0.95. These results suggest that urban expansion is likely to be related to the elasticity of the 
supply of housing. 
4.1.4 House Prices and the Ripple Effect 
Changes in the housing market are felt predominantly at the local level, yet it has been observed 
that the timings and magnitudes of these effects vary between regions for two main reasons 
(Meen, 2001): 
• Regional determinants of house prices differ, for example incomes are growing al 
different rates; 
• Regions respond differently to national changes, particularly interest rates. 
Studies have shown that regional house prices are subject to a "ripple effect** where house prices 
changes in Greater London and the South East tend to lead house prices in the other UK regions 
(Cameron et al., 2005; Meen, 1999). Hence, a shock that hits the South East will have no effect 
on other regions initially but will eventually filter outwards with both the timing and magnitude 
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of the resulting effects varying by region. Various causal mechanisms have been suggested 
including differing supply elasticities (Giussani and Hadjimatheou, 1991a, b) and other regional 
structural differences such as differences in the composition and behaviour of households and 
differences in the rates of return from owner-occupation (Meen. 1999; Muellbauer and Murphy, 
1994). Others have found cointegrating relationships in regional house prices, suggesting that 
past values are a significant influence on current regional prices (Alexander and Barrow, 1994; 
Cook, 2003). However, research also exists refilling the existence of a strong ripple effect and it 
remains a contested issue (Drake, 1995; Wood, 2003), 
4.1,5 Vacant and Second Homes 
The South West is one of the more rural regions in the UK and one of the key issues for the 
development and maintenance of communities in rural areas is the degree to which housing 
stock is fully utilised. Dwellings may be empty or not regularly occupied for a variety of 
reasons, such as when properties are undergoing renovations and a certain level of vacant 
property is necessary for flexibility within the housing market. It is therefore important to 
distinguish between houses that are vacant due to natural changes in the housing market and 
properties that are termed problematic vacants, that may be left empty for substantial periods of 
lime and may also be of poor quality (Fielder and Smith, 1996). 
As the economy in the UK has prospered and technological advances leave workers with more 
leisure time, many households are choosing to purchase a second property either as a holiday 
home, as an investment or when planning for retirement. Second homes are often located in 
rural areas and thus the market for second homes has a highly localised impact, sometimes 
leading to 'micro crises* in local housing markets where concentrations of second homes are 
particularly high (Gallent et al., 2002). This is partly a result of increased demand and partly a 
result of significant differentials in income and wealth between second homeowners and much 
of the local rural population (Wallace et al., 2005). Nevertheless, second homes are not the only 
source of external demand in rural areas and in-migraiion resulting from retirement or 
commuting purposes are likely to create more pressure (Tewdwr-Jones et al., 2002). 
127 
There is a widely held belief that rural depopulation is a direct result of the inability of local 
residents to compete with second homeowners. However, research has shown that out-
migration of young people and young families is much more likely to result from a lack of 
suitable employment opportunities and also from education and lifestyle opportunities 
(Capstick, 1987; Johnston, 2003; Shucksmith, 1991; Tewdwr-Jones et al., 2002). Gallentetal. 
(2002) suggest that attitudes towards and perceptions of second home ownership are related to 
the economic cycle, the disposable income of new residents and the attractiveness of second 
home living. In a study of rural Wales, Johnston (2003) found that there was a consensus of 
opinion amongst locals that in-migrants were the only ones able to afford local housing and this 
was a significant source of resentment. 
Despite the obvious problems, there are also potential gains to be made from in-migrants. For 
locally owned properties or new build developments funded by local investors, money from the 
sale of these properties may accrue to the local economy depending on how the owners spend 
the funds (Wallace et al., 2005). Spending on renovation and modernisation of second homes 
may bring funds into the local economy, improve the quality of local housing, stimulate the 
creation of jobs particularly those related to building and renovation and bolster the 
sustainability of local communities since it may stimulate demand for local infrastructure and 
amenities thus making them more viable. There are no data regarding the possible magnitude of 
these benefits so it is impossible to judge how this balances with the negative impacts of 
external demand. 
The government has already acknowledged the potential negative effects on small communities 
of properties that are vacant for much of the year. This resulted in a change of policy whereby 
the government devolved the control of council tax relief on second homes (amounting to a 
discount of 50 percent) to local authorities and permitted them to reduce the discount. In the 
case of Cornwall and Devon, the money raised from second homeowners has been used to fund 
development of affordable homes (Commission for Rural Communities, 2006a, b). 
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4.1.6 Submarkets 
Research investigating the mechanisms driving regional house prices draws on work from many 
fields including marketing where the notion of market segmentation has been used to 
development the idea of housing submarkets (Jones et al., 2004). The suggestion that a housing 
market can be characterised by a set of interrelated categories between which both houses and 
households can move, was an idea first proposed in the 1950s (Fisher and Fisher, 1954; Rapkin 
and Grigsby, 1960). For instance, a study by Rapkin et al. (1953) used the idea of 
substitutability and required that consumers be relatively indifferent between the bundle of 
physical, locational and neighbourhood quality attributes characterising the competing housing 
units. Thus, prices for equivalent housing within a submarket were the same. 
Both the structural characteristics of a dwelling and its location are very important in 
detemiining the submarket. The relative significance of the spatial aspect is very difficult to 
measure or rather choosing the measure of the spatial characteristic has proved problematic in 
the past. However, recent research suggests that geography and transactions costs, in addition 
to search costs and imperfect information all have an influence on the formation o f submarkeis 
(Jones et al., 2004). 
In the past, there has been some debate regarding the existence of housing submarkets, although 
many now believe that they are of analytical significance (Goodman and Thibodeau, 1998; 
Whitehead, 1999). For instance, Hancock and Maclennan (1989) suggest that planners must 
understand the structure of and linkages between submarkets prior to making any decisions 
regarding levels of land supplied for development and before any decisions are made regarding 
the location of new housing development. This is of particular importance for issues of 
sustainability and Adair et al. (2000) suggest that submarket structure is an important factor that 
needs to be considered when analysing issues such as urban transportation links. 
Empirical smdies suggest that submarkets are very difficult to identify in practice and are 
usually defined in terms of geographical areas or the physical characteristics of the dwellings 
(Jones et al., 2003). When spatial dimensions are used, segmentation can rely on pre-existing 
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geographic or political boundaries (Goodman and Kavvai, 1982; Schnare and Struyk, 1976) or 
spatial partitions based on socio-economic or environmental characteristics (Galster, 1997). 
Another way of delineating submarkets in spatial terms is offered by Palm (1976) who argued 
that information constraints and search costs may segment an urban housing market into 
different submarkets. Thus, submarkets can be delineated by different real estate agents 
(Michaels and Smith, 1990). Physical characteristics can also be used, including the number of 
rooms (Schnare and Struyk, 1976), lot and floor area (Bajic, 1984), or the type of property, such 
as detached versus attached (Adair et al., 1996). 
The study of submarkets has been vital in understanding the operation of local housing markets. 
This research has led to the development of an economic modelling technique that aims to 
capture and price the key characteristics of submarkets. This approach, known as hedonic 
pricing, is discussed in more detail in Chapter 6. 
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4.2 UK Regional Housing Markets 
4.2.1 Tenure, Prices and the Labour Market 
Theory suggests that tenure has a significant influence on the mobility of labour markets, which 
in turn is likely to have a negative effect on the efficiency of the UK labour market. The 
proportion of owner-occupiers increased across all regions between 1995 and 2005 and 
accounted for at least two thirds of all households in every region apart fix)m London (Table 
4-1). Private renters comprised less than 20 percent of all households and for several regions, 
including the North East and Scotland, this figure was less than 10 percent. Theory suggests 
that this will have had a detrimental effect upon the mobility of the UK labour market and the 
data certainly suggest that this might be the case. For example, households in London should be 
more mobile than households in the West Midlands since the former region has a relatively low 
level of owner-occupation and a relatively high level of households renting privately in 
comparison to the latter region. Looking at the data for out-migrants as a percentage of total 
population (Table 4-1), the percentage for London is higher than that for the West Midlands 
suggesting that the population in London is indeed relatively more mobile. 
Nevertheless, these pattems are not universal. Take, for example, the case of Scotland. At 67 
percent, this region has one of the lowest proportions of owner-occupiers, yet it also appears to 
have a less mobile population: in 2006 the region had the second lowest value for the number of 
out migrants as a percentage of population. One possible explanation is that Scotland also has a 
relatively high proportion of households in socially rented accommodation, which has been 
linked to low levels of household mobility (Barcelo, 2006; Hughes and McCormick, 1987). 
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TABLE 4-1 TENURE PATTERNS AND MIGRATION {%) 
Owner occupied 
Rented from local 
authority or RSL 
Rented from prwate 
landlords or with job 
or business 
Total out migrants as 
a percentage of 
population 
1995 2005 1995 2005 1995 2005 1998 2006 
North East 61 66 32 25 7 9 1.70 1.57 
North West 68 71 24 20 8 9 1.65 1.50 
Yorkshire and the 
Number 
64 70 25 19 11 11 1.94 1.83 
East Midlands 70 74 21 17 10 9 2.35 2.25 
West Midlands 67 72 25 20 8 8 1.88 1.86 
East 72 74 18 16 10 10 2.34 2.27 
London 56 58 27 24 17 18 3.01 3.27 
South East 75 75 15 14 11 12 2.59 2.43 
South West 73 73 15 13 12 13 2.29 2.09 
England 67 70 22 18 11 11 - -
Wales 71 73 20 17 8 10 1.81 1.69 
Scotland 58 67 35 25 7 7 1.04 0.92 
Northern Ireland 69 72 28 18 4 10 0.77 0.69 
Source: Office for National Statistics (2008c) 
TABLE 4 - 2 AVERAGE DwEaiNG PRICE (£ AND INDEX) 
1990 2000 2007 
£ Index £ index £ Index 
United Kingdom 59,785 100 101,550 100 223,405 100 
North East 41,374 69 63,921 63 152,295 68 
North West 50,361 84 77,913 77 170,072 76 
Yorkshire And The Humber 47,231 79 72,176 71 170,203 76 
East Midlands 52,620 88 79,323 78 176,255 79 
West Midlands 54,694 91 88,431 87 185,048 83 
East 71,671 120 111,813 110 238,147 107 
London 83,821 140 163,577 161 342,122 153 
South East 81,638 137 142,790 141 278,054 124 
South West 65,378 109 104,233 103 230,885 103 
England 63,173 106 106,998 105 232,054 104 
Wales 46,464 78 72,285 71 169,848 76 
Scotland 41,744 70 69,961 69 158,798 71 
Northern Ireland 31,849 53 72,514 71 229,701 103 
Source: Department for Gammunities and Local Government (2008e) 
In recent years, Scotland has reported one of the lowest average dwellings prices in the UK 
(Table 4-1). In 2007, the average price in Scotland was only 71 percent of the UK average and 
only the North East had a lower average price. This suggests that homeowners in Scotland had 
relatively low levels of housing wealth and this has likely acted as a barrier to household 
migration. By contrast, London experienced the highest average house prices, which will have 
probably have had two effects. Firstly, housing costs wi l l have been relatively high, thus 
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encouraging out-migration of households. Secondly, owner-occupiers will have experienced 
relatively high levels of housing wealth meaning that they can increase their consumption of 
housing services by moving to a region with lower house prices. 
Although prices vary widely across the UK., all regions have experienced rising house prices 
and all regions, with the exception of the South East, reported increases of over 100 percent 
between 2000 and 2007. In fact» prices in Northem Ireland nipled during this period, although 
it is likely that this was as a direct result of the political stability brought about by the Good 
Friday Agreement (Paris et al., 2003). 
Economic theory implies that net migration flows are likely to be from regions with high house 
prices to regions v^th low house prices. The South East for example, should therefore only 
experience a net gain in population at the expense of London. Table 4-3 and Table 4-4 indicate 
that in 1998 and in 2006, the South East did indeed gain a significant proportion o f in-migrants 
from London. Nevertheless, in 1998 the South East also gained population from the North East, 
the North West and the East and in 2006 just from the East. However, location decisions are 
not solely dependent upon house prices and other significant factors include employment 
opportunities and potential earnings. 
TABLE 4-3 NET INTER-REGIONAL IN-MIGRATION, 1998 (000s) 
Origin: 
Destination: NE N W Y&H EM W M E L SE sw w s Nl 
North East - 0 -2 -1 -1 0 -1 -1 -1 0 0 1 
North West 0 - 0 -1 0 0 -4 -2 -2 -2 0 1 
Yorkshire and the Humber 2 0 - -2 0 0 -3 0 -1 0 0 0 
East Midlands 1 .1 2 - 2 2 0 3 -1 0 0 0 
West Midlands 1 0 0 -2 - 0 -1 0 -3 -1 0 0 
East 0 0 0 -2 0 - 23 -1 -3 0 0 0 
London 1 4 3 0 1 -23 - -28 -3 1 1 0 
South East 1 2 0 -3 0 1 28 - -11 -1 0 0 
South West 1 2 1 1 3 3 3 11 - 1 0 0 
Wales 0 2 0 0 1 0 -1 1 -1 - 0 0 
Scotland 0 0 0 0 0 0 -1 0 0 0 - 0 
Northern Ireland -1 -1 0 0 0 0 0 0 0 0 0 -
Source: Office for National Statistics 2008b ) 
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TABLE 4-4 NET ImrR-REGioriAL IN-MIGRATION, 2006 (000s) 
Origin: 
Destination: NE NW Y&H EM WM E L SE SW w s Nl 
North East - 0 0 0 0 0 -1 0 0 0 0 0 
North West 0 - 0 0 0 0 0 0 -2 -2 0 0 
Yorkshire and the Humber 0 0 - -2 1 1 -1 1 0 0 -1 0 
East Midlands 0 0 2 - 2 4 1 2 -2 0 0 0 
West Midlands 0 0 -1 -2 - 1 -1 1 -4 -1 0 0 
East 0 0 -1 -4 -1 - 32 -3 -4 -1 -1 0 
London 1 0 1 -1 1 -32 - -40 -7 0 0 -1 
South East 0 0 -1 -2 -1 3 40 - -11 -2 -2 0 
South West 0 2 0 2 4 4 7 11 - 0 0 0 
Wales 0 2 0 0 1 1 0 2 0 - 0 0 
Scotland 0 0 1 0 0 1 0 2 0 0 - -1 
Northern Ireland 0 0 0 0 0 0 a 0 0 0 1 -
Source: Office for National Statistics (2008b) 
Taking gross weekly pay and unemployment rates (Table 4-5) into consideration means that net 
migration gains made by London are more understandable. For example, workers in London 
have enjoyed significantly higher levels of pay than in any other region and although the 
imemployment levels are relatively high, the incentive to relocate from areas such as the North 
East is driven by the expectation of higher pay and greater opportunities. 
TABLE 4-5 MEDIAN GROSS WEEKLY PAY (INDEX U K =100) AND APRIL UNEMPLOYMENT RATE (SEASONALLY 
ADJUSTED) 
Median gross weekly pay April unemployment rate 
1998 2002 2007 1998 2002 2007 
United Kingdom 100 100 100 2.4 3.8 2.6 
North East 90.3 88.2 88.2 3.2 5.4 3.8 
North West 94.9 94.3 95.1 2.6 4 2.9 
Yorkshire and The Humber 93.7 92.1 92.5 2.6 4.5 2.9 
East Midlands 93.2 92.7 92 2.2 3.2 2.3 
West Midlands 95.7 93.8 94.2 3.2 3.8 2.9 
East 100.6 100.4 98.5 1.8 2.6 1.7 
London 125.1 128.2 127,2 3 5.1 3.4 
South East 104.6 107.4 105.3 1.5 2.2 1.4 
South West 94 93.3 93.7 1.4 3 1.7 
England 101.3 101.4 101.2 2.3 3.7 2.5 
Wales 92.2 89.4 88.6 2.3 4 2.7 
Scotland 93.7 95.1 96.7 2.5 4.4 3.3 
Northern Ireland 89 87.5 88 2.3 5.7 3.6 
Source: Office for National Statistics (2008a) 
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TABLE 4 -6 AVERAGE LOAN TO VALUE RATIOS 
2000 2006 
First time 
buyers 
Existing owner 
occupiers 
Rrst time 
buyers 
Existing owner 
occupiers 
United Kingdom 79.7 64.3 83.6 64.6 
North East 82.9 71.1 87.0 66.8 
North West 82.7 69.4 81.9 62.7 
Yorkshire and the Number 82.7 69.5 85.5 66.7 
East Midlands 82.2 68.4 85.6 65.9 
West Midlands 81.2 66.0 81.1 66.2 
East 79.4 62.8 85.2 65.3 
London 77.9 61.3 84.3 64.7 
South East 77.3 60.5 82.6 61.0 
South West 76.2 62.3 83.5 62.3 
England 79.4 63.7 83.5 64.1 
Wales 82.8 69.8 84.7 63.9 
Scotland 82.2 73.0 84.9 71.1 
Northern Ireland 80.1 61.7 78.0 61.8 
Source: Department of Communities and Local Government (2008f) 
hicomes and availability of credit also influence household mobility since the opportimity to 
take out a mortgage and the amount of household debt wi l l likely affect the decision to relocate. 
Table 4-6 shows the average loan to value ratios of the UK regions. This ratio indicates the 
total value of a mortgage loan as a percentage of the total value of the property; however, 
lenders cap the loan to value ratio in order to reduce their risk, thereby limiting the maximum 
value of the ratio. Consequently, some of the variations observed between 2000 and 2006 vAW 
be the resuh of changes in the circumstances of households and some will be the result of 
changes in the circumstances of lenders. Closely related to the loan to value ratio is the ratio of 
average household income to average house price, shown in Table 4-7. 
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T A B L E 4 - 7 A V E R A G E R E C O R D E D I N C O M E O F B O R R O W E R S AS A P E R C E ^ ^ • A G E OF A V E R A G E D W E L U N G PRICE 
Average Recorded Income of Borrowers as 
a Percentage of Average Dwelling Price 
Average Mortgage Advances as a 
Percentage of Average Income of 
borrower 
1990 2000 2007 
Change 
2000 - 07 1990 2000 2007 
Change 
2000 - 07 
United Kingdom 32.7 30.7 24 -6.7 210 226 281 71 
North East 38.1 39.1 27.1 -12 185 195 265 80 
North West 34.9 35.4 26 -9.5 197 209 273 76 
Yorkshire And the 
Humber 34.7 36 25.5 -10.4 195 207 272 77 
East Midlands 33.4 34.1 25.2 -8.9 211 214 273 62 
West Midlands 32.4 32 24.3 -7.6 209 221 282 73 
East 30.8 29.4 23.2 -6.3 223 232 283 60 
London 31.7 27 23.8 -3.2 223 252 290 67 
South East 28.9 26.6 22.4 -4.2 229 244 288 59 
South West 30.6 28.8 22.6 -6.2 218 230 280 62 
England 31.9 30 23.8 -6.2 214 230 282 68 
Wales 36.2 36.1 25.7 -10.4 198 207 265 67 
Scotland 40.9 38.4 26.9 -11.5 173 199 266 93 
Northern Ireland 45.8 33.4 20.3 -13.1 166 212 284 118 
Source: Department of Communities and Local Government (2008f) 
House prices have increased in all regions and this suggests that lenders will now be increasing 
loan to value ratios. Nevertheless, the north of England, Scotland and Wales have all 
experienced a fall in the average loan to value ratio. The data in Table 4-7 indicate that these 
areas also saw the largest declines in the ratio of average household income to average property 
price. By contrast, average loan to value ratios in the South East, East and London are typically 
lower than those in the north of England and Scotland but have nevertheless increased beuveen 
2000 and 2006. Although incomes in these areas have declined relative to house prices, they 
have not declined as rapidly as those in the north of the UK. 
Regions with the lowest income to house price ratios also reported the highest loans to income 
ratios (Table 4-7). Consequently, in-migrants to these areas are more likely to face constraints 
resulting from ceilings placed on loan to value ratios by lenders and households will be more 
sensitive to changes in mortgage interest rates. In the UK, the average mortgage is 2.8 times the 
average income of borrowers and this figure is over 2.5 for all regions. Eighteen years ago, the 
average income in the UK constituted just under a third of the average house price but by 2006 
this value had declined to less than a quarter. The North East reported the highest ratio of 
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income to house prices at 27 percent, however this region experienced the second largest 
decHne in terms of this measure. 
4.2.2 Supply 
The stock of housing in all regions of the UK increased from 1995 to 2006 (Table 4-8). 
Northern Ireland experienced the largest increase in dwelling stock from 1995 to 2006, probably 
as a direct result of the calming in the political situation in that region. 
Despite increases in stock, supply has not kept pace with demand and thus house prices have 
risen, most likely because of increasing pressure from changes in the numbers of households 
and the use of housing as an investment. This situation could be self-reinforcing since 
increasing demand results in higher house prices, making housing seem more attractive as an 
investment, thereby further increasing demand. 
T A B L E 4-8 S T O C K O F D W E L U N G S A N D CHANGE IN PRICES 
Stock (000s) Percentage change in 
1995 2000 2006 
stock 
1995 • 2006 
prices 
1990 - 2007 
United Kingdom 23,115 24,014 26,416 14.3 274 
North East 1,091 1,112 1,137 4.2 268 
North West 2,855 2,934 3,027 6.0 238 
Yorkshire and The Number 2,076 2,144 2,218 6.8 260 
East Midlands 1,700 1,782 1,880 10.6 235 
West Midlands 2,141 2,211 2,293 7.1 238 
East 2,182 2,290 2,414 10.6 232 
London 2,990 3,074 3,192 6.8 308 
South East 3,219 3,366 3,536 9.8 241 
South West 2,051 2,161 2,291 11.7 253 
England 20,305 21,075 21,989 8.3 267 
Wales 1,224 1,267 1,314 7.4 266 
Scotland 2,210 2,303 2.407 8.9 280 
Northern Ireland 600 636 706 17.7 621 
Source: Office for National Statistics (2008c) 
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T A B L E 4 - 9 H O U S E H O L D A N D D W E L U N G BALANCE, E N G L A N D 
Households (OOOs) Stocks (OOOs) Balance as % of households 
1991 2001 2006 1991 2001 2006 1991 2001 2006 
England 19,213 20,451 21,518 19,670 21,208 21,989 2.4 3.7 2.2 
North East 1,048 1,066 1,107 1,072 1,115 1,137 2.3 4.6 2.7 
North West 2,720 2,813 2,940 2,792 2,945 3,027 2.6 4.7 3.0 
Yorks and Humberside 1,993 2,065 2,178 2,021 2,155 2,218 1.4 4.4 1.8 
East Midlands 1,596 1,732 1,848 1,634 1,797 1,880 2.4 3.8 1.7 
West Midlands 2,042 2,154 2,239 2,079 2,225 2,293 1.8 3.3 2.4 
East 2,035 2,232 2,372 2,093 2,308 2,414 2.9 3.4 1.8 
London 2,841 3,016 3,175 2,912 3,090 3,192 2.5 2.S 0.5 
South East 3,034 3,287 3,443 3,099 3,392 3,536 2.1 3.2 2.7 
South West 1,903 2,086 2,214 1,968 2,181 2,291 3.4 4.6 3.5 
Source: Office for National Statistics (2008e) and Department of Communities and Local Government (2008b) 
Comparing the stock of dwellings to the number of households, all English regions reported a 
positive balance since 1991. The balance as a percentage of the number of households 
increased in all areas between 1991 and 2001, with the exception of London, implying that 
supply was outstripping the rate of household formation in this region. Nevertheless, from 2001 
and 2006 the slack in the housing market declined in all areas. In 2006, London had the 
smallest relative balance with only enough spare stock to accommodate a 0.5 percent increase in 
the number of households. 
According to previous research, household formation rates and population levels in sub-national 
areas are linked to the availability of housing (Garasky et aL, 2001; Haurin et al., 1996). I f 
stock is relatively plentiful in a particular area, it may lead to an increase in household 
formation rates since there is greater opportunity to acquire housing. 
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T A B L E 4 - 1 0 C O M P L E T I O N S O F DWELL INGS (OOOs) 
Private enterprise 
Register social 
landlords Local authorities Total 
1995/98 2005/06 1995/96 2005/06 1995/96 2005/06 1995/96 2005/06 
United Kingdom 156.7 188.9 38.5 24.4 3 0.3 198.2 213.6 
North East 5.7 7.1 1.1 0.4 0 0.1 6.8 7.6 
North West 15.7 19.9 4.8 0.8 0 0 20.5 20.7 
Yorkshire and The 
Number 
11.6 15.8 3.2 0.3 0.1 0 14.9 16.1 
East Midlands 13.8 15.6 2.2 1.2 0.2 0.1 16.2 16.9 
West Midlands 12.2 14.9 2.5 1.3 0.1 0 14.8 16.2 
East 17.8 17.6 3.3 2.6 0.1 0 21.2 20.2 
London 11.2 13.6 5 5.2 0 0 16.2 18.8 
South East 21.7 23.6 5.2 4.6 0.1 0 27 28.2 
South West 13.8 16.9 2.9 1.8 0.2 0 16.9 18.7 
England 123.6 144.9 30.2 18.2 0.8 0.3 154.6 163.4 
Wales 7.3 7.9 2.5 0.3 0.2 0 10 8.2 
Scotland 19 19.5 4.7 5.1 0.7 0 24.4 24.6 
Northern Ireland 6.8 16.6 1 0.8 1.4 0 9.2 17.4 
Source: Office for National Statistics 2008c) 
As Table 4-10 shows, the number of completions in all areas, except the East, increased 
between the 1990s and mid 2000s. Nevertheless, the household formation rale was greater than 
the rate at which new properties were developed, leading to the pattern of stock and household 
balances observed in Table 4-9. This will have also been a contributing factor to the increase in 
prices observed in London, the South East, the East and the South West (apart from 1997), 
which all reported house prices above the UK average. The other regions saw house prices 
below the UK average and some regions, such as the North West for example, declined relative 
to the UK. 
An additional source of demand for housing arises from second home ownership. However, as 
Table 4-11 shows, second homes constitute only a very small percentage of dwellings in any of 
the regions. The highest percentages of second homes were reported in London and the South 
West where approximately two in every hundred properties was a second home in 2005. 
Nevertheless, these figures increased between 2003 and 2005 and in many areas the percentage 
of second homes more than doubled, which could become a significant issue i f this trend 
continues. These figures also hide a problem that is experienced largely at the local level. This 
is a particularly significant issue for some areas in the South West and will be discussed in more 
detail in the next section. 
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T A B L E 4 - 1 1 S E C O N D H O M E S AS A P E R C E N T A G E O F ALL D W E L U N G S 
2003 2005 
England 0.5 1.0 
North East 0.1 0.6 
North West 0.1 0.3 
Yorkshire and The 
Number 0.3 0.8 
East Midlands 0.2 0.3 
West Midlands 0.3 0.3 
East of England 0.4 1.3 
London 0.6 2.0 
South East 0.9 1.0 
South West 1.1 2.2 
Source: Department of Communities and Local Government (2008k) 
Projections for the number of households (Table 4-12) show that between 2006 and 2016 the 
greatest increases are likely to be experienced in the South West: by 2031 the number of 
households in the region is expected to be almost 30 percent more than in 2006. This will 
probably be due to increases in population and to the popularity of the South West as a place of 
residence. 
T A B L E 4 - 1 2 E S T I M A T E D H O U S E H O L D F O R E C A S T S BY ENGLISH R E G I O N ( M I L U O N S ) 
2006 2016 2026 2031 
% change 
2006-16 2006-26 2006-31 
North East 1.11 1.16 1.19 1.19 4.9 7.4 7.5 
North West 2.94 3.17 3.37 3.42 7.9 14.5 16.2 
Yorkshire 8t the 
Number 2.18 2.39 2.58 2.65 9.6 18.6 21.8 
East Midlands 1.85 2.08 2.30 2.39 12.4 24.4 29.1 
West Midlands 2.24 2.43 2.61 2.67 8.7 16.7 19.2 
East of England 2.37 2.67 2.95 3.05 12.4 24.2 28.8 
Greater London 3.18 3.57 3.92 4.06 12.3 23.5 27.7 
South East 3.44 3.86 4.27 4.42 12.0 23.9 28.3 
South West 2.21 2.50 2.77 2.87 12.8 25.0 29.5 
Source: Experian (2008) 
Overall, the picture for the UK regions is broadly similar to that of the country as a whole. 
House prices have been increasing, as have the number of households. Whilst the number of 
completions has also increased, there has been a reduction in household and stock balances. 
Nevertheless, at the regional level at least there are still enough houses for the number of 
households. 
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Many of the effects of changes in the housing market are felt primarily at the local level and the 
next section discusses the nature of the housing market in the South West and its constituent 
counties and unitary authority areas. 
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4.3 The South West Housing Market 
The South West is a diverse region both geographically and economically. It covers the areas of 
Bristol, Bath and North East Somerset, South Gloucestershire, North Somerset, Wiltshire, 
Swindon, Gloucestershire in the north and Cornwall, Plymouth, Torbay, Devon, Poole, 
Bournemouth, Dorset and Somerset in the south. According to the South West Housing Body's 
Annual Monitoring and Implementation Report (2008: p 7), the South West "is one of the most 
desirable parts of the country in which to live." Consequently, the region is experiencing 
growing pressure on the housing market caused by population growth, net inward migration and 
second home ownership. 
4,3.1 Tenure and Migration 
There are a greater proportion of owner-occupiers and private renters in the South West than in 
England, Wales, Scotland and Northern h-eland (Table 4-13). Consequently, the region has a 
relatively low proportion of households renting from local authorities. Such a high proportion 
of owner-occupiers suggests that once settled households are less likely to migrate out of the 
region. Moreover, there will be a greater level of housing wealth in the region relative to other 
areas in the UK. 
T A B L E 4-13 T E N U R E (%) 
Rented from Rented from private 
Rented from local registered social landlords or with job 
Owner occupied authority landlord or business 
1995 200O 2005 1995 2000 2005 1995 2000 2005 1995 2000 2005 
South West 73 75 73 12 8 6 3 6 7 12 11 13 
England 67 69 70 18 14 10 4 6 8 11 10 11 
Wales 71 71 73 17 15 12 3 4 5 8 9 10 
Scotland 58 63 67 31 24 15 4 6 10 7 7 7 
Northern Ireland 69 73 72 26 19 15 2 3 3 4 5 10 
Source: Office for National Statistics (2008c) 
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Research into the life cycle of the consumer indicates that older households own a greater 
proportion of housing wealth in comparison to younger households (Cocco el al., 2005). This 
would explain the pattern of tenure and migration in the South West where population gains 
from net in-migration are primarily from the age groups above 25 (Table 4-14) and the resident 
population is weighted towards the older age groups (Table 4-15). 
T A B L E 4 - 1 4 SOITTH W E S T N E T INWARD MIGRATION BY A G E (OOOS) 
1998 2000 2003 
Under IS 8.6 7.2 8.0 
15 to 24 3.7 5.7 -2.0 
25 to 34 0.6 4.3 6.3 
35 to 44 6.3 7.8 7.0 
45 to 54 5.0 4.6 4.6 
55 to 64 4.2 5.5 4.7 
65 to 74 1.5 1.0 1.9 
75 and over 1.5 1.3 1.4 
all ages 31.5 37.3 33.6 
Source: Office for National Statistics (2005a) 
T A B L E 4 - 1 5 A G E S T R U C T U R E O F P O P U L A T I O N { % ] 
South West U K 
1998 2006 1998 2006 
Oto 15 19.3 18.0 20.4 19.1 
16 to 24 10.1 11.3 10.9 11.9 
25 to 44 28.2 25.8 29.9 28.3 
45 to 64 23.9 26.1 23.1 24.7 
65 and over 18.6 18.7 15.6 16.0 
100 100 100 100 
Source: Office for National Statistics (2008b) 
Looking ai the age structure of migrants (Table 4-14) we see that people aged 30 to 44 
accoiuiied for the largest share of the region*s net gain from migration. The South West also 
made significant gains among children of school age (aged 5 to 15) indicating that a significant 
proportion of migration resulted from the movement of families. However, the region 
experienced a loss amongst the younger working-age categories (aged 16 to 29). Possible 
suggestions for this have been the lack of job opportunities, migration for higher education and 
a movement to larger urban areas as a lifestyle change. Price rises resulting from the level of 
second home ownership have also been blamed for the significant out-migration o f younger 
households. Nevertheless, at the regional level this is unlikely to be the case since just over two 
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percent of the region's dwellings are second homes, a figure unlikely to have caused significant 
price rises. 
The South West made net gains in population from most areas in most years. Table 4-16 
indicates that the majority of in-migrants originated in the South East and the majority of out-
migrants moved to the South East. Nevertheless, the South West gained overall and fewer 
migrants came from or went to the more geographically distant regions. 
T A B U 4 - 1 6 INTER-REGIONAL MIGRATION 
To South West: From South West 
Net inter regional in-
migration to SW 
1998 2002 2006 1998 2002 2006 1998 2002 2006 
UK 139 146 136 111 111 108 28 35 28 
England - 132 121 - 94 93 - 38 28 
North East 3 2 2 2 2 2 1 0 0 
North West 10 9 9 8 8 7 2 1 2 
Yorkshire and the 
Number 
7 6 6 6 6 6 1 0 0 
East Midlands 9 9 9 8 8 7 1 1 2 
West Midlands 16 16 16 13 13 12 3 3 4 
East 13 14 13 10 9 9 3 5 4 
London 20 25 23 17 15 16 3 10 7 
South East 45 SO 44 34 33 33 11 17 11 
Wales 10 9 10 9 12 10 1 -3 0 
Scotland 4 4 4 4 4 4 0 0 0 
Northern Ireland 1 1 1 1 1 1 0 0 0 
Source: Office for National Statistics (2008b) 
One of the possible reasons why the South West region is popular for households choosing to 
relocate is that the area is predominantly rural yet has relatively large urban centres and is also 
adjacent to the South East. 
Table 4-17 shows that the South West is much less densely populated than England or the UK.. 
Within the region, Devon and Wiltshire are the least densely populated areas, whilst Bristol and 
-Bournemouth have the highest population densities. 
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T A B L E 4 - 1 7 POPULATION DENSITY, H O U S E PRICES A N D U N E M P L O Y M E N T RATE 
Population density 
(persons per km )^ 
Unemployment rate 
(Juty, NSA) 
Mean house price 
(index, 
England =100) 
1999 2006 1999 2006 1999 2006 
United Kingdom 245 250 3.5 2.5 - -
South West 207 215 2.5 1.6 93 102 
Bath and North East Somerset UA 480 508 2.1 1.1 116 124 
Bournemouth UA 3,533 3,490 3.5 2.1 90 100 
Bristol, Gty of UA 3,684 3,745 3.7 2.4 87 93 
North Somerset UA 509 539 1.8 1.2 91 97 
Plymouth UA 3,165 3,110 4.2 2.5 58 76 
Poole UA 2,166 2,114 1.9 1.2 120 129 
South Gloucestershire UA 492 512 1.3 1.1 88 94 
Swindon UA 788 811 2.2 2.2 84 80 
Torbay UA 1,970 2,118 4.1 2.6 77 88 
Cornwall 139 148 3.7 1.7 80 104 
Devon 106 113 2.5 1.3 90 108 
Dorset 153 159 1.6 1.0 111 117 
Gloucestershire 212 218 2.3 1.7 100 103 
Somerset 143 150 2.2 1.3 88 96 
Wiltshire 132 138 1.4 1.0 111 109 
England 381 390 3.4 2.5 100 100 
Wales 141 143 3.7 2.4 64 74 
Scotland 66 66 4.4 2.9 - -
Northern Ireland 125 128 5.2 2.7 - -
Source: Office for National Statistics (2008b), Department for Communities and Local Government (2008e) 
Unemployment levels in the region are generally much lower than the UK average. Research 
suggests that areas of low unemployment are also likely to be areas with relatively high house 
prices and this would appear to be the case in the South West. Taking Dorset as an example, it 
had one of the lowest unemployment rates in 2006 and one of the highest average house prices, 
which was 17 percent above the UK average, although there are other factors influencing the 
house prices, such as population density. Nevertheless, in many areas in the South West 
unemployment levels were relatively low and house prices were relatively high. 
4.3.2 Population 
Further pressure in the South West housing market has come from increasing population 
numbers. The region has experienced a significant growth in the nimiber of inhabitants in 
recent decades: from 1981 to 2006 the region's population grew by 16.9 percent (see Table 4-
18). This level of growth was greater than that experienced by any of the other UK regions and 
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the rate of change in the UK as a whole was only 7.5 percent. Projections from the Office for 
National Statistics (ONS) suggest that the number of people in the South West will continue to 
rise, with recent estimations indicating that the region's population will reach 5.4 million by 
2016. This estimated growth rate of over 7 percent outstrips the national projections for 
population growth in the same period by almost two percent. 
T A B L E 4 - 1 8 . P O P U L A T I O N IN THE S O U T H W E S T 
Total population 
(OOOs) Percentage change Projections 
1999 2006 
1981-
1999 
1999-
2006 
1981-
2006 2016 2026 
UK 59,501 60,587 5.6 1.8 7.5 - -
South West 4,936 5,124 12.7 3.8 16.9 5,440 5,775 
Bath and North East Somerset 
UA 169 176 4.4 4.1 8.8 184 193 
Bournemouth UA 163 161 13.3 -1.2 12.4 171 178 
Bristol, City of UA 405 411 1.0 1.5 2.3 419 438 
North Somerset UA 190 201 16.5 5.8 23.7 213 229 
Plymouth UA 253 248 -0.1 -2.0 -2.1 256 265 
Poole UA 141 137 17.0 -2.8 13.8 137 140 
South Gloucestershire UA 244 254 20.4 4.1 25.2 263 277 
Swindon UA 181 187 19.5 3.3 23.1 190 197 
Torbay UA 124 133 9.7 7.3 17.7 150 163 
Cornwall and the Isles of Scilly 495 526 16.0 6.3 23.4 575 621 
Devon County 698 741 16.4 6.2 23.6 809 876 
Dorset County 389 403 16.2 3.6 20.3 428 454 
Gloucestershire 562 579 11.0 3.0 14.3 600 625 
Somerset 493 519 14.5 5.3 20.4 563 605 
Wiltshire County 429 449 14.9 4.7 19.6 483 514 
Source: Office for National Statistics (2005a, 2008b) 
At the sub-regional level, areas in the south of the region (Cornwall, Devon, Somerset, North 
Somerset and Torbay) experienced the largest increases in residents between 1999 and 2006. It 
is interesting to note that the only areas to have a negative change in population are the urban 
areas of Bournemouth, Poole and Plymouth. The ONS predict that over the next decade the 
fastest growing areas will be Torbay, Devon and Cornwall, all with forecasted growth rates of 
more than 9 percent. However, all areas in the region are predicted to experience population 
growth with the exception of Poole, which is forecast to see its population remain constant over 
the next decade. 
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With the exception of Torbay and Bournemouth, traditional urban retirement locations, the areas 
that made the largest gains in terms of net migration were the mainly rural areas of Devon, 
Cornwall and Somerset (Table 4-19). In the region as a whole, the positive change in 
population was due entirely to net in-migration. Net out-migration in Bristol and Plymouth, the 
largest urban areas in the South West, is a particular issue for plaimers since urban regeneration 
has been a part of government housing policy since 1980 (Stephens et al., 2005). 
T A B L E 4 - 1 9 S U B - R E G I O N A L C O M P O N E N H O F POPULATION C H A N G E 
population 
mid 1993 
net 
natural 
change 
Net 
migration 
and other 
changes 
population 
mid 2003 
net 
migration as 
%of 
population 
mid 2003 
South West 4,733.60 -30.1 295.7 4,999.30 5.9 
Bath and North East 
Somerset UA 
162.2 -0.6 9.3 170.9 5.4 
Boumemouth UA 158.4 -7.8 13.1 163.7 8.0 
Bristol. City of UA 390.6 9.2 -8.3 391.5 -2.1. 
North Somerset UA 181.1 -3.5 13.9 191.4 7.3 
Plymouth UA 253.8 1.8 -14.1 241.5 -5.8 
Poole UA 135.8 -1.7 3.5 137.5 2.5 
South 
Gloucestershire UA 
228.7 10.9 7.3 246.8 3.0 
Swindon UA 172.2 7.8 1.3 181.2 0.7 
Torbay UA 121.5 -6.7 16.4 131.3 12.5 
Cornwall 474.7 -12 50.7 513.5 9.9 
Devon 665.4 -19.4 69 714.9 9.7 
Dorset 369 -13.2 42.5 398.2 10.7 
Gloucestershire 541.3 3.2 24 568.5 4.2 
Somerset 471.9 -5.8 41.4 507.5 8.2 
Wiltshire 407.3 7.7 25.8 440.8 5.9 
Source: Office for National Statistics (2005a) 
Looking at sub-regional changes in population from 2005 to 2006, all areas in the South West 
reported net in-migration including Bristol, the only area to have reported net out-migration 
between 1993 and 2003. it is possible that the urban regeneration plans undertaken in recent 
years are now beginning to have a positive effect on in-migration to the cities within the South 
West. 
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T A B L E 4 - 2 0 S U B - R E G I O N A L CHANGES IN P O P U L A T I O N , 2 0 0 5 T O 2 0 0 6 
mid 200S - mid 2006 
Population 
2006 
Net 
migration 
and other 
changes 
as 96 of 
pop 06 
Net 
natural 
change 
Net 
migration 
and other 
changes 
Total 
changes 
South West 1 36.3 37.3 5124.1 0.71 
Bath and North East Somerset 
UA 0.2 0.6 0.7 175.6 0.34 
Bournemouth UA -0.3 0.5 0.2 161.2 0.31 
Bristol UA 1.9 2.9 4.8 410.5 0.71 
North Somerset UA 0 2.9 2.8 201.4 1.44 
Plymouth UA 0.5 1.6 2.1 248.1 0.64 
Poole UA -0.1 0.4 0.2 136.9 0.29 
South Gloucestershire UA 1 0.3 1.3 254.4 0.12 
Swindon UA 0.9 1.2 2.1 186.6 0.64 
Torbay UA -0.5 0.8 0.3 133.2 0.60 
Cornwall and the Isles of Scilty -0.8 5.6 4.8 526.4 1.06 
Devon -1.3 9.5 8.2 740.9 1.28 
Dorset -1.3 3.4 2 403.1 0.84 
Gloucestershire 0.3 2.7 3 578.6 0.47 
Somerset -0.3 3.1 2.7 518.6 0.60 
Wiltshire 0.8 1 1.9 448.7 0.22 
Source: Office for National Statistics (2008j) 
4 . 3 .3 Second Homes 
According to the report Housing In England 2004/05 (Department for Communities and Local 
Government, 2006), the South West is the most popular location for second homes. Although 
the region accounts for only 10 percent of all households in England, it accounts for a quarter of 
all second homes and there are approximately 50,000 such properties in the region. Of the top 
20 local authorities in England in terms of stocks of second homes, four of those areas are in the 
South West. The South Hams with 4,400 such properties, ranks 5^ North Cornwall, with 3,800 
second homes, ranks 7^ ,^ Penwith with 2,700 ranks 16* and West Dorset with 2,500 ranks 18* 
In the case of the South Hams, this means that approximately 1 in 10 dwellings is a second 
home and North Cornwall reported a similar value (Table 4-21). Thus, these figures suggest 
that second homes are likely to be causing significant pressures in some local housing markets. 
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T A B L E 4 - 2 1 S E C O N D H O M E S (% O F A U D W E L U N G S ) 
2003 2005 
Bath and North East Somerset 0.2 -
Bristol, aty of 0.2 0.7 
South Gloucestershire 0.2 0.2 
Plymouth 2.4 1.2 
Torbay 2.6 2.5 
Bournemouth 2.1 -
Swindon - 0.1 
Cornwall Ca radon 3.3 5 
Carrie k - 4.5 
Kerrier - 3.3 
North Cornwall - 10.1 
Devon East Devon - 3.9 
Exeter - 0.9 
North Devon - 3.5 
South Hams - 10.6 
Telgnbridge 1.9 2.2 
Torrldge - 2.1 
West Devon - 2.6 
Dorset Christchurch 3 -
East Dorset - -
North Dorset 2 1.9 
Purbeck 7.2 7 
West Dorset 3.8 5.3 
Cheltenham 0.9 1.1 
Cotswold - 3.3 
Forest of Dean 0.8 -
Gloucestershire Gloucester - 0.3 
Stroud - 0.8 
Tewkesbury 0.5 0.6 
Somerset Mendip - 1 
Sedgemoor 0.8 -
South Somerset - 1.2 
Taunton Deane 0.8 0.7 
West Somerset - 5.8 
Wiltshire Kennet l.S -
North Wiltshire 0.9 0.9 
Salisbury - 1.1 
West Wiltshire - 0.4 
Source: Department of Communities and Local Government (2008k) 
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4 . 3 . 4 House prices. Incomes and Output 
Changes in house prices are a key influence on the patterns of migration seen within the region 
(see Table 4-22). The largest increases over the period 1996 to 2000 were seen in Poole and 
Bath and North East Somerset, where prices increased by over 70 percent. By contrast, house 
prices in Plymouth increased by only 30 percent during the same period. This picture is 
reversed, however, when looking at the period from 2000 to 2007: house prices in Plymouth 
increased by almost 160 percent whilst prices in Poole and in Bath and North East Somerset 
increased by just over 100 percent. This is possibly a result of increased household numbers 
since population levels in Plymouth have declined since the early 1980s. 
T A B L E 4 - 2 2 P E R C E N T A G E CHANGE IN A V E R A G E H O U S E PRICE 
1996 to 2000 2000 to 2007 
South West 53 116 
Bath and North East Somerset UA 71 102 
Bournemouth UA 66 108 
Bristol, City of UA 62 116 
North Somerset UA 53 108 
Plymouth UA 30 159 
Poole UA 79 104 
South Gloucestershire UA 53 109 
Swindon UA 56 76 
Torbay UA 43 132 
Cornwall and the Isles of Scilly 51 156 
Devon 47 137 
Dorset 62 106 
Gloucestershire 53 105 
Somerset 52 114 
Wiltshire 56 89 
Source: Department of Communities and Local Government (2008b) 
Cornwall, Devon and Torbay also experienced significant changes in house prices between 
2000 and 2007 possibly as a result net in-migration from 1993 through to 2006. 
Affordability is one of the key housing policy issues for coimtries, regions and sub-regions 
alike. Table 4-23 shows the ratio of average house price of the lowest quartile of house prices 
to the average yearly earnings of the lowest quartile earnings group. From 1997 to 2007 the 
ratio of price to earnings has increased in all areas in the South West, vinth the largest change 
occurring in Devon. In 2007, the average house price in Cornwall was over ten times the value 
150 
of the average income and the same was true of average house prices in Bath and North East 
Somerset, Poole and Dorset. The lowest value was reported in Swindon, although even in this 
case, the average house price was almost seven times the value of average earnings. 
T A B I ^ 4 - 2 3 R A T I O OF L O W E R QUARTILE H O U S E PRICE T O L O W E R QUARTILE Y E A R L Y EARNINGS 
1997 2000 2004 2007 
South West 4.07 4.81 8.17 8.96 
Bath and North East Somerset UA 4.76 6.21 9.24 10.02 
Boumemouth UA 4.65 5.25 9.77 9.71 
Bristol, City of UA 3.31 4.47 6.97 7.84 
North Somerset UA 4.06 4.81 7.36 8.07 
Plymouth UA 3.32 3.19 5.76 7.24 
Poole UA 4.78 6.13 10.13 10.10 
South Gloucestershire UA 3.73 4.91 7.22 8.75 
Swindon UA 3.21 4.80 6.33 6.93 
Torbay UA 3.97 5.22 9.31 9.76 
Cornwall and the Isles of Scilly 4.30 5.03 9.55 10.47 
Devon 4.40 5.04 9.20 9.93 
Dorset 5.10 6.51 10.32 10.96 
Gloucestershire 3.96 4.49 7.62 8.44 
Somerset 4.10 4.89 8.21 8.90 
Wiltshire 4.80 5.87 8.84 9.16 
Source: Department of Communities and Local Government (2008g) 
Although median gross weekly pay increased in all areas of the South West between 1998 and 
2007 (Table 4-24), it is clear that earnings and income have not kept pace with changes in house 
prices. For instance, in Cornwall the median gross weekly pay of full time workers increased 
by almost 50 percent between 1998 and 2007 and the pay of part time workers increased by 
over 70 percent, yet the ratio of median house prices to median earnings more than doubled 
between 1997 and 2007 (Table 4-25). 
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TABLE 4 - 2 4 MEDIAN GROSS WEEKLY PAY 
1998 2007 
FT Workers PT worker FT Workers PT worker 
South West 314.8 95.3 427.8 144.7 
Bath and North East Somerset UA 326.3 89.3 463.8 144.3 
Bournemouth UA 278.8 89.5 403.3 145.9 
Bristol, Qty of UA 343.5 96.7 460.1 152.2 
North Somerset UA 318.8 94.4 468.7 148.9 
Plymouth UA 292.8 110.3 425.0 156.6 
Poole UA 341.2 112.7 446.9 139.9 
South Gloucestershire UA 365.1 97.5 480.2 146.3 
Swindon UA 362.7 107.9 493.2 152.2 
Torbay UA 238.7 97.8 365.6 133.7 
Cornwall and the Isles of Scilly 253.4 80.5 373.3 140.4 
Devon 282.0 83.6 381.2 148.5 
Dorset 308.3 S5.3 400.3 146.0 
Gloucestershire 330.5 102.9 451.0 142.9 
Somerset 311.5 100.4 419.3 137.6 
Wiltshire 294.3 97.6 435.1 132.7 
Source: OfTice for National Statistics 
TABLE 4 - 2 5 RATIO OF MEDIAN HO 
2008a) 
USE PRICE TO MEDIAN EARNINGS 
1997 2000 2004 2007 
England 3.54 4.21 6.58 7.26 
South West 3.78 4.68 7.71 8.38 
Bath and North East Somerset UA 4.62 5.94 8.69 9.38 
Bournemouth UA 4.44 5.28 9.93 9.17 
Bristol, City of UA 3.06 4.05 6.26 7.08 
North Somerset UA 3.66 4.56 6.73 7.48 
Plymouth UA 2.99 2.95 5.55 6.76 
Poole UA 4.06 5.40 8.82 9.22 
South Gloucestershire UA 3.32 4.24 6.27 7.30 
Swindon UA 3.00 4.18 5.62 6.10 
Torbay UA 3.83 4.74 8.39 8.96 
Cornwall 4.14 5.00 9.32 10.01 
Devon 4.22 4.96 8.81 10.00 
Dorset 4.83 5.93 9.60 10.96 
Gloucestershire 3.65 4.53 7.23 7.84 
Somerset 3.67 4.66 7.74 8.09 
Wiltshire 4.32 5.50 8.21 8.59 
Source: Department of Communities and Local Government (2008h) 
The result of rising house prices is clear from Table 4-25. Average house prices in Cornwall, 
Devon and Dorset were over 10 times the median yearly earnings in those areas, a figure 
significantly higher than that for England. This is likely to be a specific problem for younger 
households as the purchase of property will require higher deposits and greater levels of 
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indebtedness. Thus, the region is likely to continue to see net out-migration of younger working 
age population. 
The highest house prices tend to be found in the rural parts of the South West and this might 
suggest that these areas should be prosperous, but data showing average gross weekly pay 
(Table 4-24) indicate that workers in these areas are some of the most poorly paid in the region. 
This is also reflected in the data for GVA (Table 4-26). In terms of this measure, the most 
prosperous parts of the region are Bristol and Swindon, unsurprising since these large urtan 
areas wil l constitute a significant proportion of the region's industry. Workers in these areas are 
the best paid in the region along with those in South Gloucestershire and North Somerset (Table 
4-24). Interestingly, house prices in these areas have been consistently below the regional 
average possibly reflecting the fact that people work in Bristol and Swindon and commute to 
work from other rural areas. For example, house prices in the wider Wiltshire area but within 
commuting distance of Swindon, are higher than the regional average, as are those in Bath and 
Nonh East Somerset, which is within commuting distance of Bristol. 
TABLE 4 - 2 6 G V A PER HEAD (INDEX U K = 1 0 0 ) - N U T S REGIONS 
1996 2000 2004 
South West 93 93 94 
Gloucestershire, Wiltshire and North Somerset 110 113 117 
Bristol, City of 133 138 140 
North and North East Somerset, South 
Gloucestershire 
101 105 113 
Gloucestershire 99 104 113 
Swindon 1S5 161 157 
Wiltshire CC 98 91 90 
Dorset and Somerset 83 84 81 
Bournemouth and Poole 88 98 96 
Dorset CC 77 74 72 
Somerset 85 84 80 
Cornwall and Isles of ScillyB 62 62 65 
Devon 85 78 77 
Plymouth 93 86 84 
Torbay 82 70 62 
Devon CC 83 77 78 
Source: Office for National Statistics (Office for National Statistics, 2005b) 
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4.4 Regional Housing Market Policy 
Although dedicated regional housing policy set by regional bodies is a relatively recent 
phenomenon in the UK, local authorities have been involved in the development of housing 
policy since the 1940s. Local authorities have long been responsible for the provision of social 
housing and providing the planning framework, infrastructure and social amenities necessary in 
order to facilitate the supply of private housing. During the latter half of the 20* century, the 
responsibility of the delivery of housing policy in England and Wales underwent several 
reforms in the guise of changes to the duties of local authorities and district councils. The Local 
Government Act of 1972 placed responsibility for housing with district authorities and a 
govemment white paper of the time gives the following justification: 
"One of the most important functions of local govemment is housing. The govemment believe 
that the accurate assessment of housing requirements and the provision of housing and housing 
advice to the individual is of such paramount importance that the service should be operated as 
close to the citizen as possible." (Department of the Environment, 1971) 
Scotland underwent a similar process of reorganisation with the implementation of a two-tier 
system of regions and districts everywhere except the three island areas. Districts and island 
authorities were then given overall responsibility for housing. The duties given to authorities 
with respect to housing were not only to manage local authority housing but also to have some 
power over private housing, especially where it was unfit for habitation or in need of repair or 
improvement (Malpass and Murie, 1999b p 147). 
Despite responsibility for the provision of social housing lying with local authorities, the market 
was seen as the primary delivery mechanism to deal with regional planning and housing issues. 
Nevertheless, there were concems over the spread and impact of new housing developments. 
Furthermore, it was suggested that the lack of strategic planning at the regional level would lead 
to insufficient provision of land for ftiture development. This led to the publication of the 
govemment White Paper, The Future of Development Plans (Department of the Environment, 
1989). One of the most important outcomes of this report was the recommendation of the 
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provision of regional planning guidance (Alden and Offord, 1996). The White Paper was 
followed by the publication of PPG 15 Regional Planning Guidance in 1990 and PPG12 
Development Plans and Regional Guidance in 1992; however the coverage was limited to land 
use issues (Counsell and Haughton, 2002). Local authorities were encouraged to work together 
to advise the Secretary of State about local issues, which would then be used to produce the 
Regional Planning Guidance for each of the eight English regions. 
Government offices for the regions were first established in 1994 in order that central 
government activity could be coordinated within the regions of the UK (Slocombe, 2003). The 
process of devolution was taken a step further when the current Labour government sanctioned 
the establishment of a separate parliament in Scotland and national assemblies in both Wales 
and Northern Ireland in the late 1990s. Each of these bodies was given control over devolved 
budgets and, in addition, the Scottish Parliament was given some tax raising powers and the 
power to enact primary legislation. Each of these governmental organisations now has various 
policy setting powers including responsibility for the setting and implementation o f housing 
policy. 
In the English regions, housing became the responsibility of government offices and the 
Housing Corporation^. By 2001 these bodies were required to produce an annual regional 
housing statement in consultation with other stakeholders such as local authorities. The official 
aim of these documents was the identification of significant housing issues within the region 
and sub-regions. This was essentially a top-down exercise designed to filter national housing 
policy initiatives down to the regions, whilst retaining a significant amoimt of control with 
central government (Cole, 2003). Nevertheless, by 2003 the government recognised the need to 
develop local housing policy tailored to the specific requirements of different markets within the 
regions and this was evidenced by the release of the government's sustainable communities plan 
(Office of the Deputy Prime Minister, 2003). This led to the introduction of regional housing 
strategies, designed to 
® Established in 1964 to fund and manage housing corporations in England. 
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. .identify key priorities in each region, ensure a link with regional economic and spatial 
strategies, identify sub-regional themes, and provide a basis on which decisions on housing 
capital investment can be made." (Department of Communities and Local Government, 2008a) 
In a wider context, the sustainable communities plan marked the beginning of a new era of 
planning emphasising the development of spatial rather than purely land-use plans. The 
Planning and Compulsory Purchase Act 2004, made it a legal requirement that all English 
regions prepare regional spatial strategies and also placed a duty on the Welsh Assembly to 
produce a Welsh Spatial Plan. These regional strategy documents replaced regional planning 
guidance and integrated strategies for both planning and transport. Moreover, these documents 
contain the quantity of new housing supply that is required in order to meet the policy 
objectives outlined in the regional housing strategy. TTiis move to a more integrated regional 
planning framework was in line with proposals in the European Spatial Development 
Perspective (European Commission, 2000) and from the demands of structural funds allocation 
(Tewdwr-Jones and Williams, 2001). 
In broad terms, the national housing policies for Scotland, Wales and Northem Ireland do not 
differ significantly from those for England. For example, the recent national housing strategy 
for Wales has identified that the Assembly aims to engage in a * Barker* style review of housing 
supply and needs to "increase housing supply to meet future needs." (Chartered Instimte of 
Housing Cymru, 2005). At the regional level, there are some policies that are specific to 
particular types of regions. For example, in areas where the ethnic mix of the population is 
more varied, such as the West Midlands and North West, the housing strategy includes some 
reference to creating and supporting mixed and diverse communities. In areas like Yorkshire 
and the Humber that have experienced a significant decline in traditional industries (coal mining 
etc.), housing strategies have included an intention to address inner-city decline, whilst the 
housing strategies of regions that contain large urban areas include policies that attempt to 
address problems of homelessness. Nevertheless, there are similarities between regional 
housing strategies across the UK. Improving quality and affordability of housing are issues 
common to all areas. This is not limited to the UK, however, as affordability has become a key 
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focus of housing policy in both the US and countries in Western Europe. As discussed in the 
previous chapter, the problem with addressing affordability is the lack of a normative definition 
and therefore no standard method of calculating how affordable housing in any given area 
actually is. 
Household Projections 
The regional spatial strategies map out how many houses need to be built and these figures are 
based on population projections and subsequent estimations of the number of households. 
These projections are generated by first splitting the base population of the given area into 
gender and age cohorts (Gallent, 2005). This means that changes in the numbers in each of the 
cohorts can be forecasted based on assumptions regarding mortality, fertility and inward and 
outward migration rates that affect the individual cohorts. From the overall trends in the data 
for the components of population change, the population is forecasted into the future but with 
declining statistical confidence as the timescale of the future forecast increases. The derived 
population forecasts are transformed into projections on household numbers by making various 
assumptions regarding the formation rate of the different types and sizes of households, again 
assuming past trends as being indicative of future patterns. 
Forecasting population changes is, however, an uncertain process. For example, projections 
made at the height of the baby boom in 1965 over-predicted the population in 200O by 16 
million (Shaw, 2007). For instance, assiuning a constant household size for England of 2.25 
suggests an average over estimation of 185,000 households after 8 years (Barker, 2008). Adams 
and Watkins (2002, pp 103 - 109) suggest that an inherent problem with these projections is that 
they are based on trends which are difficult to predict. For example, the propensity to live alone 
may accelerate or decelerate but the rate of this change will not necessarily be detected in 
published statistics; thus there is the potential for overestimation of growth (Calient, 2005). 
Other commentators suggest, however, that projections may have been underestimated because 
the importance and rate of reductions in household house have been underestimated (see 
Hohnans, 2001) 
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Both over estimating and under estimating the number of houses required could have significant 
repercussions in the regional economy: not enough and the needs of the region's households 
wil l not be met, too many may result in vacant properties with all the associated impacts on 
local communities or may result in the local infrastructure being overwhelmed. Although 
affordability is essentially a social issue, there are economic consequences such as the effect 
prices will have on labour mobility in the UK.. 
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4.5 South West Housing Policy 
Planning priorities in the South West are more complex than in many other English regions due 
to the widely differing development pressures and economic circumstances occumng in the 
region. Managing growth is seen as a priority by many local authorities in the north and east of 
the region, where they are subject to similar development pressures as in the South East of 
England (Counsell and Haughton, 2002). Regeneration is a higher priority in many urban areas 
and in parts of rural Cornwall, yet envirormiental protection is generally given a high priority 
because of the South West*s reliance on the attractiveness of its countryside and coast for 
tourism. Another key planning priority, particularly in the far south west, is to secure 
improvements in transport infrastructure to reduce the impact of issues associated with 
peripherality. 
The Regional Development Agency for the South West published its first regional economic 
strategy in 1999. The primary aim was to increase the competitiveness of the region both within 
Europe and further afield in order to increase the sustainable prosperity for the region (Counsell 
and Haughton, 2002). There was also a focus on sustainability and this was followed with the 
RPGIO, published in 1999 by the South West Regional Planning Conference (the then regional 
planning body), which again was aimed at encouraging sustainable development whilst 
protecting the environment and providing prosperity for communities. 
One of the primary purposes of regional planning guidance was to determine the region's 
housing needs. This was achieved using figures derived from national projections, which were 
then allocated to strategic planning authorities within the South West. Discussions over suitable 
supply levels dominated the process of preparing the planning guidance in the region (Counsell 
and Haughton, 2002). Pro-development organisations criticised the draf^ guidance for 
constraining levels of growth and those representing the house builders attempted to propose 
levels of supply in the range 480,000 to 506,850 houses in comparison to the 367,000 houses 
recommended by the regional planning body. Much of the disagreement derived from the issue 
of in-migration and as can be seen from the data presented earlier in the chapter, this has a 
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marked effect on housing demand in Devon, Dorset, Cornwall and Somerset. During the public 
consultation phase, the examination panel recommended an increase to 407,000 houses, 40,000 
more than in the draft document but substantially less than was being promoted by the pro-
development organisations. This new figure was then accepted in the *proposed changes'. 
However, the regional planning body subsequently rejected the revised figure suggesting that it 
was not justified and did not fit with national policy on urban renaissance. The final agreed 
figure was 404,000 (20,200 per annum) and this was published in the RPGIO document. 
The distribution of new housing was also a contentious issue. The public examination panel 
recommended that much of this new housing be sited in Gloucestershire, Wiltshire and the 
former coimty of Avon, to meet expected increases in jobs in these areas and which were seen 
as economic drivers of the region (Counsell and Haughton, 2002). Nonetheless, this was met 
with very strong opposition and South Gloucestershire local authority attempted to disassociate 
itself from the draft regional planning guidance. 
Regional planning guidance documents have now been supplanted by regional spatial strategies 
as discussed in the previous section. The South West Regional Housing Strategy 2005-2016 
(South West Housing Body, 2005), identifies ways in which increased demand for housing can 
be addressed. It focuses largely on the provision of affordable housing and sets out a 
ftamework for regional housing investment. This document supports both the report from the 
Regional Development Agency detailing the development of sustainable communities (Regional 
Development Agency, 2006) and also the Regional Planning Guidance for the South West 
(Department for Transport, Local Government and the Regions, 2001). The regional spatial 
strategy has now passed through the draft stage and the Secretary of State has issued proposed 
changes that are in the public examination phase but have not yet been formally approved. 
The plan for sustainable communities titled The Way Ahead {So\i\h West Regional 
Development Agency, 2006) was developed principally to achieve a better balance between the 
location of housing and the location of jobs. However, residential location decisions are 
complex and are influenced not just by proximity to jobs and amenities but are also linked to 
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issues such as quality of life and whether it is a dual career household (Jarvis, 2003; Green, 
1997). Thus, it is extremely difficult to anticipate where future development should take place 
and at what level. The Sustainable Communities Plan (South West Regional Development 
Agency, 2006) suggests that physical and economic growth should be focussed in the principal 
urban areas of the South West, which are detailed in Table 4-27. This is primarily to address 
sustainability issues in addition to preparing for continued growth within the region. 
Developing urban areas largely avoids issues of building new infrastructure and amenities and 
development can be encouraged on brownfield as opposed to greenfield sites. However, there 
appears to be little evidence indicating whether there will be demand for urban housing. Indeed, 
the population figures presented eariier in the chapter indicate that the only two areas to lose 
population in the period 1981 to 2005 were Bristol and Plymouth. 
TABLE 4 - 2 7 SUB-REGIONS AND P U A S IDENTIFIED IN THE REGIONAL PLANNING GUIDANCE 
Sub-region Main County Areas Principal Urban Areas in Sub-region 
Northern 
Former Avon, Gloucestershire, Wiltshire 
(except south) 
Bristol, Bath, Western-super-Ma re, 
Cheltenham, Swindon 
South-Eastern Dorset, southern Wiltshire Bournemouth, Poole 
Central Eastern Devon, Somerset Taunton, Exeter, Torbay 
Western 
Cornwall, northern and western Devon, Isles 
of Scilly Plymouth 
Source: DTLR (2001) 
The Regional Planning Guidance (DTLR, 2001), outlines the levels of additional housing 
supply that are estimated to meet the needs of the growing regional population. These levels are 
given in Table 4-28. 
TABLE 4 - 2 8 PROJECTED ADDITIONAL DWEUJNGS PER ANNUM 
County Numbers 
Avon 3,700 
Cornwall 2,050 
Devon 4,300 
Dorset 2,650 
GIOUCS 2,400 
Somerset 2,100 
Wiltshire 3,000 
South West 20,200 
Source: DTLR(2G01) 
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4.5.1 Sustainabillty in the South West 
Whilst regional policy has engendered mixed reactions with regard to its effectiveness, it is 
generally accepted that economic development must be sustainable in the long term in order to 
avoid economic decline in the future. However, the exact meaning of the term 'sustainable' has 
been and continues to be the subject of much debate, leading to a degree of vagueness in much 
of the sustainability policy that has been put forward. 
According to projections from the ONS, the South West population is set to grow by 16 percent 
over the next 25 years, the second highest growth rate of all UK regions. The issue is where 
they will go, for govemment sustainability policy focuses on the development of contained 
communities where people work, live and play and where the use of public transport is 
maximised (Department for the Environment Food and Rural Affairs, 2005). However, around 
33 percent of the region's population lives in what are classed as "rural" areas, the highest 
percentage of any region in England (South West Regional Development Agency, 2007). It is 
these rural areas that have seen the largest growth in population over the last 20 years. 
Furthermore, current research indicates that contained urban communities may not be so easily 
achieved. Residential location decisions are particularly complex and transcend straightforward 
spatial concentration of everyday activities. Choosing where to live is not a simple case of 
reducing commuting distances. Partly because of the increased affordability of private 
transport, the choice of where to live has become more dependent upon quality of life issues and 
less dependent upon the location of the workplace (Jarvis, 2003). Even where workplace is an 
important factor, the fact that many households are dual career households, has made the 
residential decision making process even more complex (Green, 1997). 
An additional concern for the South West is the growth in single occupancy households. The 
region already has the smallest average household size in the UK and also has a high proportion 
of residential properties with 4 or more bedrooms (South West Regional Development Agency, 
2007). Many are under utilised given the age structure of the regional population, meaning that 
more new housing wil l be needed than i f the market allocated scarce property more efficiently. 
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4.6 Conclusion 
Regional housing markets have a significant influence on the UK economy, primarily via the 
effects of tenure structure and price differentials on labour mobility, which in turn affects 
national levels of unemployment and wages. At the local level, housing markets can influence 
local levels of population, unemployment and migration of both firms and households. 
Regional housing markets in the UK. are relatively diverse with large differences in house prices 
between and within regions. In general, housing in the south and west of England tends to be 
more expensive than that in the rest of the UK with the least expensive housing foimd in the 
North East. Tenure structiu-e, relative house prices and employment opportunities influence the 
migration of households with flows tending to move fi-om regions with high house prices to 
regions with lower house prices. Households in areas with relatively high proportions of owner-
occupiers and/or relatively high proportions of social renters tend to be less mobile than in areas 
with a relatively high proportion of private renters. Supply has not matched demand, and thus 
house prices have risen and the ratio of house prices to average income has increased in all 
areas. 
The impact of regional economic disparities on the UK economy at national, regional and sub-
regional level has been the subject of both academic research and government policy since the 
early part of the last century. Nonetheless, regional housing policy set by regional housing 
bodies is a fairly recent phenomenon, becoming part of the UK policy firework in the 1990s. 
Since this time regional governments have been required to produce planning documents that 
set out the location and quantity of new housing development. 
The South West is growing, both in terms of the size of the population and the number of 
households. This is a particularly significant issue for the regional housing market and the 
Regional Planning Guidance for the South West (Government OfTice for the South West, 2001) 
set out levels of net additional housing required in the region in order to meet increasing 
demand and to address the issue of undersupply. These calculations are based on population 
projections and forecasts of household formation rates and have been called into doubt due to 
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the possibilities of over or underestimation (Gallent, 2005). Either situation would have serious 
consequences for the region with under estimation resulting in insufficient housing and high 
prices, and over estimation resulting in vacant properties or local inft^tructure being 
overwhelmed. Therefore, assessing the economic impact of the impact of changes in demand 
and changes in supply is an important part of the process in determining changes to regional 
housing policy. 
Although the impact of increasing housing supply levels have been examined as part of the 
Barker Review of Housing Supply (Barker, 2004), there are no regional or sub-regional analyses. 
Given the importance of the housing market and the likely increases in the South West 
population, it is important to understand the implications of increasing supply and also the likely 
outcomes i f the issue of under-supply is not addressed. Moreover, since the housing market has 
both micro and macro impacts, it is useftil to have some idea of the distribution of the impacts 
of changes in supply. Thus, the aim of this study is the construction of an economic model that 
will help to improve understanding of the operation of the South West housing market. More 
specifically, the model will be used to investigate the wider economic impact of demographic 
changes, proposed changes in the level of housing supply as outlined in the RPG document and 
what impact consumer preferences for housing compared to other non-housing products has on 
the market. 
The regional spatial strategy outlined the areas for new housing development and divided the 
region into four distinct areas: Northem, South-Eastem, Central and Western. In terms of 
model development, the problem with the geography was two-fold. Firstly, these four areas 
cross standard county boundaries. For example, the South-Eastem region includes southern 
Wiltshire but excludes all other areas of Wiltshire and which are included in the Northem area. 
Given that economic models rely on current data to produce impact estimates, it is necessary to 
allocate data to the areas being modelled. This becomes problematic if, as in this case, the 
boundaries cross standard geographic boimdaries used by data publication agencies. It would 
have been possible to use district level data for some of variables but such data was not 
available for all variables. An additional problem would have also arisen from the fact that the 
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RPG report gives the levels of new supply for coimties in the South West and not districts and 
allocating the additional supply to districts would be arbitrary. 
A second problem arose from the software chosen to facilitate model development. The 
mathematical algorithms used within the software were sensitive to differences in the relative 
magnitudes of the variables used in the model, particularly i f the absolute magnitude of some of 
the variables was less than one whilst others were greater than ten. Since for the variables 
chosen, the absolute magnitudes differed significantly between the four sub-regions it was 
necessary to aggregate not only the variables but also the sub-regions. Thus, the geographic 
areas included in the model were designated North and South: North comprised the Northem 
and South-Eastem sub-regions identified in the Regional Spatial Strategy and the South 
comprised the Central and Western sub-regions. 
This chapter has established the nature of both regional and sub-regional housing markets in the 
UK with specific focus on the South West. It has also identified the reasons why it is important 
to understand the wider economic impact of any changes in these markets, very often the 
driving force behind the development of economic models. Thus, the next chapter describes the 
techniques that can be used to construct such economic models. 
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5 R E G I O N A L E C O N O M I C M O D E L L I N G 
"...we can't pretend to have a complete understanding of real economies until we can show that 
the detailed implications of our theories provide sufficiently accurate representations of the real 
world that we could take our models seriously for forecasting and policy analysis." (Rust, 1997) 
One or more of the following reasons generally drive the creation of any economic model: 
• To illustrate or test economic theory pertaining to inter-relationships of economic 
variables; 
o To forecast values of economic variables but without necessarily generating 
understanding of the system; 
• To analyse the impact of potential or proposed changes to the economic system. 
The primary aim of this study is the development of a regional economic model to assess the 
impact of increasing the supply of housing in the South West region. Economic modelling has 
been used as an aid to decision making in the UK planning and policy setting process since the 
1960s, although there is still debate regarding the role it should play (Meen and Meen, 2003). 
One of the most common criticisms of economic modelling is that the mathematical and 
statistical methods involved are so complex that any resulting model is a *black box' and thus it 
is very difficult to trace impacts through the model framework. Yet other commentators suggest 
that parsimonious models are not necessarily desirable (Hirschman, 1997). This tension 
indicates that perhaps there is a middle way - a lack o f complexity and the model will not 
capture the inter-linkages, yet too complex and it becomes almost impossible for anyone other 
than the model builder to understand the mechanics of the model. 
There is a high degree of interdependence between regional economies. Specifically, 
o Regional economies are often more specialised than national economies; 
o They are far more open with less barriers to trade such as tariffs or different currencies; 
o Labour and capital are far more mobile at regional level given the lack of legal, political 
and language barriers. 
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There are far fewer regional models in comparison to the number of national scale models 
because access to detailed data is imperative in capturing the inter-linkages between regions and 
until relatively recently, suitable data was not widely available. For many years, the cost of 
building regional economic models was prohibitive, limiting their use to governments and other 
large organisations such as the European Union. With advances in modelling research and 
increasing availability of computer hardware, models of small regions are becoming more 
economically viable. The use of regional economic models to support decision-making at a 
sub-national level is becoming increasingly common. For example, the allocation o f European 
structural funds requires potential recipients to prepare application documents and impact 
models can be used in a forecasting role to support the applicants* case. 
There are now a number of research centres specialising in the construction of regional models, 
for example, the Welsh Economy Research Unit at the University of Cardiff and the Eraser of 
Allander Institute at the University of Strathclyde. This has made the use of economic models 
for impact analysis an affordable option for an increasing range of organisations. 
The benefits of using economic models for impact analysis are widely accepted by much of the 
planning community. Nevertheless, models are approximations of reality and in order to be 
usef\il in the assessment of the effectiveness and efficiency of regional policy and/or to assess 
the impact of expenditure injections, regional economic models must meet the following criteria 
(Armstrong and Taylor, 2000): 
• They must be internally consistent; 
• The region must be treated as a set of interdependent elements in order that the full 
effects of any exogenous shocks on the system can be estimated; 
• They need to be sufficiently detailed. 
If the model were to be used in the analysis of regional economic development policy, a detailed 
industrial breakdown of the impact on output and employment would also be required. 
167 
The construction o f economic models necessitates the selection o f simplifying assumptions. 
The choice o f assumption is driven by the nature o f the economy, the purpose for which the 
model is being constructed and the economic view point o f the model builder. Since the process 
o f making assumptions means that some o f the subtle complexities involved in the operation of 
economies w i l l inevitably be missing, the choice and justification o f assumptions is a vital part 
o f any modelling process. The links between policy variables and the outcomes o f the model 
should be transparent, thus allowing the validity o f the results to be assessed (Devarajan and 
Robinson, 2002). There is also the issue o f model selection. This is often driven by the desired 
outcome o f the study or by the form o f any existing models since it is very much easier and less 
expensive to modify an existing model than create a new one, rather than by the characteristics 
o f the situation or the region o f interest (Loveridge, 2004). 
In summary, for economic impact models to be useful as policy and planning tools, certain 
features are desirable (Devarajan and Robinson, 2002): 
o Policy relevance - models should be able to l ink values o f policy variables to those 
economic outcomes o f interest to policy makers, 
o Transparency - links between policy variables and outcomes should be easy to trace 
and explain. 
• Timeliness - policy models should be based on relevant data, implying that they must 
be implemented with recent data i f they are to be used in ongoing policy debates. 
o Validation and estimation - estimated model parameters and model behaviour need to 
be validated for the "domain o f application" o f the model. That is, the model should 
achieve accurate results for the domain of potential policy choices under consideration. 
o Diversity o f approaches - validating results f rom policy models is greatly strengthened 
by analysis using a variety o f models and at different levels o f aggregation. Such 
diversity tests the robusmess o f the result and the importance o f assumptions made in 
the various approaches. 
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The remainder o f this chapter presents an overview o f the five most common regional 
modelHng techniques and these are Keynesian multipliers, econometric models, input-output 
tables, social accounting matrices and computable general equilibrium models. The chapter 
describes both the implementation and the key characteristics o f each o f the techniques, 
including an indication o f the circumstances in which each is most appropriate and the 
limitations o f each approach. The chapter discusses the reasons for the choice o f computable 
general equilibrium modelling for the development o f the South West model, concluding with 
an overview o f available software used in the construction o f such models. 
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5.1 Keynesian Multiplier Analysis 
The impact o f any economic shock w i l l have a variety of effects on the local economy. 
Consider, for example, the construction of a new manufacturing plant. It would have short-run 
effects during its construction and long-term effects during its operation. These impacts can be 
classified into three main categories: 
• the direct effect arising from income accruing to individuals employed in the 
sector/organisation; 
• the indirect effect arising from income accruing from the activities o f the 
sector/organisation but to individuals not directly employed in the sector/organisation; 
• the induced effect arising from the expenditure of individuals receiving direct or 
indirect income from the sector/organisation. 
The total effect on the economy is given by the sum o f the three effects. Hence, the total effect 
o f the expenditure injection is some multiple o f the original expenditure. Rather than 
approximate each effect individually, the Keynesian multiplier estimates the overall value by 
which the original expenditure is multiplied to give the total impact. 
The multiplier is given by the following equation 
l - ( c - m ) ( l - t ) 
where (c - m) is the marginal propensity to consume local goods and t is the rate o f income tax 
(Armstrong and Taylor, 2000). 
The regional multiplier is highly dependent on the value of (c - m). Even i f it is assumed that 
the tax rate is as low as 10 percent, a small value o f (c - m), i.e. 0.1 or less, w i l l result in a 
multiplier o f value slightly greater than one. However, i f we increase the marginal propensity to 
consume local goods to 0.4 (assuming t = 0.1) the multiplier increases to over 1.5 (see Figure 
5-1). 
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FIGURE 5-1 THE REGIONAL MULTIPUER 
The dependency o f regional multipliers on the value o f the propensity to consume local goods 
and services is problematic given that there is little regional trade data available. T o overcome 
this problem, the modeller could carry out a survey o f the sector(s) o f interest or use published 
data and informed judgement to allocate spending and employment to the appropriate categories 
(Schaffer, 1999). The former is prohibitively expensive and such sensitive data is rarely given 
freely, whereas the latter suffers from inherent risk o f large errors. Thus, when the impact study 
must be inexpensive and completed within a short period o f lime» the most common approach is 
to utilise multipliers from previous studies, for an example see Bishop (1998). 
Although regional multiplier models have proved useftil for predicting the effects o f investment 
projects on regional income and employment levels, the approach does have significant 
weaknesses: 
• possible capacity constraints are not accoimted for, meaning impacts may be 
overestimated; 
• interregional feedback effects arising from additional income generated by interregional 
trade are ignored; 
• the effects o f money and savings are also generally ignored; 
• the time frame o f income changes is usually not accounted for; 
• the approach is highly aggregative, meaning the effects o f an expenditure injection on 
specific sectors cannot be ascertained. 
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Despite these weaknesses, the Keynesian multiplier method is extremely useful for 'quick and 
dirty* impact studies when speed and economy are o f paramount importance. Regional 
multiplier models are particularly useful for estimating impacts o f expenditure injections on 
regional income and employment. Nonetheless, policy makers and planners often require 
detailed predictions in order to assess the efficiency and effectiveness o f regional policy 
decisions and it is in these circumstances that multiplier analysis would be ineffective. 
Given the requirements of this study, Keynesian multiplier analysis is not suitable since it only 
captures the effects o f an expenditure injection and is able to model distributional e f fecu in a 
very limited fashion. It would only be suitable i f the aim o f this study was to estimate the 
impact o f an expenditure in the new housing construction sector. However, this would provide 
a very limited picture o f the operation housing market since, for example, it does not account for 
the second hand market or any potential migration effects. A more sophisticated approach to 
regional modelling uses econometric equations that approximate the behaviour o f the major 
components o f the economy. A discussion o f this approach follows in the next section. 
172 
5.2 Regional Econometric Models 
Econometric models comprise a set of structural equations based on economic theory pertaining 
to the operation o f the entire economy or some part o f the economy. These models simulate a 
counterfactual situation and measure the deviation from a baseline, thus evaluating net effects 
on most o f the key macro-economic variables, including growth, employment, investment and 
trade. Econometric equations are formulated to describe production, demand, prices, wages, 
trade and so on. The nature of econometric models means that the coefficients and parameters 
of the structural equations are estimated by means o f statistical methods that use either 
appropriate regional data, data derived from previous studies or data f ixed by economic theory 
(European Commission, 2007). Existing models are frequently adapted as a least-cost approach 
and thus there are a large number o f such models. 
The simplest form o f econometric model is a basic linear model, such as that given by the 
following equation: 
for / = 1,2...// observations and where Yi is the dependent variable, Xi the independent variable 
and c is an independent error sequence (Bennett and Hordijk, 1986). The independent or 
exogenous variables on the right-hand side o f the equation can be economic, such as the 
national wage rale or national output, or demographic, such as birth or death rates. Thus, the 
possibility o f incorporating a wide variety o f variables raises this technique above the simple 
Keynesian multiplier. 
The simple linear form is generally used for studies with a relatively narrow scope. For 
example, Coates and Humphreys (2002) developed a model to estimate the economic impact on 
US cities o f postseason matches in professional sports and the fol lowing model was the result: 
where: 
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• yit is real per capita income in city i in year t, 
• xu is a vector o f variables that reflect exogenous economic and demographic factors that 
affect the level of real per capita income in ci ty i in year t, 
• Zfl is a vector variables that reflect the "sports environment" in city i in year t, 
• pSit is a vector o f variables reflecting postseason appearance by professional sports team 
located in city i in year t, 
• p, Y and 6 are vectors o f unknown parameters to be estimated 
• it is a disturbance term. 
Although this equation captures the key channels through which sports events are likely to 
affect the city, the overall impact is estimated for per capita income only. Consequently, the 
impacts on different industrial sectors and on households cannot be determined from this 
equation. This is o f little concem in this study as only the overall impacts of the sporting events 
were required. Nevertheless, a model providing such aggregated results is o f limited benefit to 
planners and policy makers as it provides no distributional detail. 
A n example o f an econometric model used by planners and policy makers is the H E R M I N 
model, a macro-econometric model for the regions o f the European Union. The overall 
framework o f this model has been applied to many E U regions including Poland and Ireland, 
where it was used to evaluate the impact o f structural funds (Bradley et al., 2003; Bradley and 
Zaleski, 2003). Unlike the previous example, this model comprises blocks of structural 
equations: a supply block, an absorption block and an income distribution block. The equations 
describe each element and the nature o f the inter-relationships between them. The supply block, 
for example, comprises four sectors: manufacturing (a mainly traded sector), market services (a 
mainly non-traded sector), agriculture and government (or non-market) services. The model is 
Keynesian, thus the expenditure and income distribution sub-components generate the standard 
income and expenditure mechanisms of the model. However, the supply block is neoclassical 
and therefore supply is not driven purely by demand but is also influenced by price and cost 
competitiveness, where finn location decisions are driven by cost-minimisation considerations 
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(Bradley and Fitzgerald, 1988). Demand for factors in the manufacturing and market services 
sectors are derived using a production function, where the capital/labour ratio is sensitive to 
relative factor prices. Other relative price effects are captured by the incorporation o f a 
structural Phillips curve mechanism in the wage bargaining mechanism. 
The remit o f the H E R M I N model is to provide a tool for the evaluation of the impact o f regional 
EU policy, particularly the impact o f the allocation o f structural funds. Since structural funds 
are used for a wide variety of projects across the EU, the manner in which these expenditure 
injections filter through the economies is complex. Consequently, the flexibil i ty required to 
model such impacts inevitably leads to a greater degree o f complexity than in the model o f the 
impact o f sports events, where the expenditure injection was o f the same type and only the 
characteristics o f the city varied. It is a general rule o f thumb that the greater the degree o f 
detail required in the impact estimates and the more general the remit o f the model, the more 
complex the model w i l l need to be. The size o f the model also lends to reflect other concerns 
such as the availability o f suitable data and the time taken to monitor and modify the equations 
in the model (Whitley, 1994). 
Regional econometric models nevertheless avoid many o f the limitations o f Keynesian 
multiplier models. For example, more detail can be incorporated into econometric models, both 
in terms o f the level o f aggregation of industries and in the nature of die variables incorporated 
into the model. For example, Keynesian multipliers provide an estimate o f the overall value o f 
an impact once indirect and induced effects are accounted for, whereas econometric models 
trace the impact via producers and households separately. Econometric models w i l l likely 
provide better estimates as it is possible to match the structure o f the regional economy more 
closely. 
There are however weaknesses in the econometric approach. Although more detailed than 
Keynesian multiplier models, macro-econometric models tend to lack detail on the 
microeconomic side of the economy. Thus, production, investment and consumption functions 
may be poor representations o f the microeconomic structure of the economy and thus are largely 
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incapable o f providing detailed distributions o f the effects o f policy shocks (Armstrong and 
Taylor, 2000). Furthermore, the aggregate relationships represented by the structural equations 
are not built f rom consistent demand and cost functions that retain the properties desirable in 
economic theory (European Commission, 2007). Hence the modeller must choose an 
underlying theoretical structure for the model. This is a key reason for the greater popularity of 
other techniques such as regional input-output models, where the theoretical basis o f the model 
is inseparable from the framework (Rey, 2000). 
Econometric models are better suited to the analysis o f the housing market given their increased 
level o f sophistication. Moreover, they are able to incorporate dynamic elements, an advantage 
when modelling the housing market. Certainly, these techniques are used for a variety o f 
smdies, including models of the U K housing market, wi th one of the earliest examples 
developed by Whitehead (1974). Although econometric models are, in principal, a possible 
choice for this study, the aim was the development o f a model to estimate the overall impact o f 
the increase in housing supply in addition to providing an indication of the distribution o f this 
impact. The econometric approach can address part o f this remit, but the approach is not 
particularly suited to providing micro economic detail. This issue can largely be overcome by 
combining econometric equations with another type o f regional model, namely the input output 
model that is able to provide a greater degree o f microeconomic detail. These models are 
discussed in the fol lowing section. 
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5.3 Regional Input-Output Models 
The input-output ( lO) approach is based upon a transactions table detailing the economic 
linkages between industrial sectors, households and the government. The transactions table 
provides information about the structure o f an economy diuing any given period, although the 
usual period is a year. From the transaction table, multipliers are calculated and these form the 
basis o f the lO model. 
Shown in Figure 5-2 is the general framework o f a transaction table. 
FIGURE 5-2 INPUT-OUTPUT TRANSACTIONS TABLE 
Inter-industry 
transactions Consumption Investment Government Exports 
TOTAL 
OUTPUT 
Inter-industry 
transactions 
Intermediate 
demand 
Final demand 
Total 
Domestic 
production 
Wages SrSalaries 
Compensation of 
employees 
Taxes 
Imports 
TOTAL INPUT 
The inter-industry section o f this table shows the sales and purchases o f intermediate goods by 
each industry sector. In this sub-matrix, a typical row, i , shows the sales made by industry i to 
all other sectors and a typical column,] , details the purchases made by industry j from all other 
industries. The Tmal demand' section itemises the sales o f final demand goods made to 
consumers, the government, investment and export. Other purchases made by industries are 
labour, capital (detailed in the *wages and salaries' and 'profits* rows) and imports. Summing 
across the rows gives gross output for each industrial sector and siunming over the columns 
gives gross inputs (Hewings and Jensen, 1986). The double-accounting system developed by 
Leontief (1986), requires that gross outputs equal gross inputs. Provided one assumes that 
production technologies are in fixed proportions and that there are no production capacity 
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constraints, the transactions table can be used to calculate detailed multipliers (Armstrong and 
Taylor, 2000). 
The fol lowing equation describes the lO model: 
N 
where xj and Xj represent the output o f sectors i and j respectively and ajj are the input-output 
coefficients. Therefore ayXj is the amoimt o f sector i*s output required for the production of 
sector j ' s output and f i is final demand. This can be re-written in matrix form and re-arranged to 
give: 
x = ( l -A)- ' f 
where x is the vector o f outputs, f is the vector of final demands and A is the matrix o f input-
output coefficients. The inverse matrix ( I - A ) ' represents a multiplier used to calculate the 
effect changes in demand have on output. 
The sectors included in the model determine whether the model is Type I or Type I I . Type I 
models are those where only the productive industries are considered to be endogenous (West, 
1995). I f households are assumed to be endogenous, selling labour and buying locally produced 
goods and services, the 10 transaction table is extended to include a household sector. 
Additional rows and columns to represent households and this is then known as a Type I I 
model. Furthermore, Type 1 models generate only type 1 multipliers, i.e. the sum o f the direct 
and indirect effects, whilst Type I I models can generate both Type I multipliers and also Type I I 
multipliers that sum the direct, indirect and induced effects (Conway Jr, 1977). 
The lO model is highly dependent upon the transactions table and the required data can be 
sourced in a variety o f ways: 
• Primary survey; 
• Non-survey econometric estimation; 
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• Hybrid - a combination o f primary survey data and non-survey estimation. 
Survey-based construction produces a transactions table containing primary data w i t h the 
advantage that the model is tailored specifically for the region imder consideration (Hewings 
and Jensen, 1988). However, surveys are time consuming and prohibitively expensive, 
particularly for small studies where funding is limited. Past estimates suggest that this 'bottom-
up' survey approach can be up to 20 times more expensive than non-survey techniques (Mattas 
et al., 1984). Even with the necessary resources, the collection o f good quality data cannot be 
guaranteed and the response rate to survey instruments is fi^quently poor, resulting in inaccurate 
transactions tables. 
Non-survey methods make use o f national input-output tables scaled according to the region in 
question and are much less expensive than the primary survey approach. This method suffers in 
the respect that the accuracy of the model w i l l depend upon the degree to which the regional 
economy differs from that o f the national economy (Hewings and Jensen, 1986). Non-survey 
techniques also tend to undervalue regional trade and the dependence o f a region on imports can 
of^en be underestimated (Harris and Liu , 1998). 
The hybrid approach combines both national tables and regional survey data. In general, this 
method is implemented by using national level coefficients for those regional sectors that are 
relatively small and by collecting primary survey data for the major inter-industry transactions 
(Jensen, 1980). These models have the basic lO table at their core but are supplemented with 
econometrically estimated variables and Hunt ei al., (1996) review many o f the econometric 
techniques used in this manner. The hybrid approach addresses the issue o f the expense of 
primary surveys. Moreover, there is evidence suggesting that incorporating econometric 
estimation with the 10 technique provides more effective forecasts than traditional structural 
econometric models (Rey, 2000). 
Although the construction o f the transaction table is a major issue, it does not necessarily fol low 
that a finer degree o f disaggregation leads to a better model and previous studies have shown 
that the utility of input-output models is not necessarily improved with an increase in the 
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number o f sectors (Hewings, 1970). Furthermore, the burden o f data collection reduces after 
the initial construction phase. Research carried out on the Scottish input-output tables by 
Dewhurst (1992), found that the collection o f primary data suffers from diminishing returns, 
suggesting that once a table has been constmcted it can be updated at relatively low cost by only 
collecting information for the major transactions. 
The input-output approach has some key advantages over the standard Keynesian multiplier 
technique. For example, the internal consistency and the incorporation o f detailed industrial 
linkage data mean that all effects of changes in final demand are taken into account and impacts 
can be traced through specific sectors. In particular, the advantage o f the lO approach is the 
incorporation o f industry detail. Thus, input-output models are most suited to situations where 
decision-makers need to understand how impacts affect specific industry sectors. Unlike 
econometric methods, input-output models have clear microeconomic foundations, avoiding the 
need for the modeller to choose the economic fi^mework o f the model. 
The lO approach requires that equilibrium is maintained between quantities demanded and 
quantities supplied and the following assumptions are imposed in order to ensure this: 
• prices are assumed constant; 
• changes in demand are matched by equivalent changes in supply. Thus there are no 
limits on supply; 
• technology is fixed and production uncertainties are ignored; 
• households spend their income in fixed proportions; 
• the production technology is assumed to be linear. 
Although these assumptions are necessary for the operation o f the model, they place relatively 
strict boundaries on the applicability of the technique. The first assumption implies that 
estimates produced by the model say nothing about the way prices change follov^ring an 
exogenous shock. Many analysts apply prevailing prices to the volumes produced by the 
model, but a problem arises in that i f prices are adjusting rapidly, the assumption may not hold. 
The second assumption implies that the supply of inputs is elastic and infinite and hence there 
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are no supply side constraints, thus ruling out the 10 approach as a possibility for this study 
since the aim is to model changes in the supply o f housing. The third assumption implies that 
production remains constant provided demand does not change and thus capacity constraints are 
ignored. The fourth assumption implies that household spending patterns are unaffected by 
income levels, hence i f income doubles, the amount that households spend on commodities wnll 
also double (Vukina et a l , 1995). The final assumption implies that there are no economies or 
diseconomies of scale (Rey, 2000). The last two are not necessarily a significant problem 
provided changes in output are marginal. If, for example, a large manufacturing plant opens in 
a relatively rural area, production input ratios are very likely to change, thus violating the f ixed 
proportion assumption. In reality, this type o f event is rare and errors resulting f rom estimating 
data in the transactions table wi l l likely have a greater effect on the results o f the analysis 
(Loveridge, 2004). 
In order to address some o f the limitations of the 10 technique, such as the inability to 
incorporate supply side constraints, econometric methods and 10 models have been combined. 
One particular aim o f these econometric 10 models is to incorporate dynamic elements. The 
next section presents a brief overview o f this approach. 
5.3.1 Econometric Input Output models 
The primary aim o f building an integrated model is to benefit from the strengths o f both 
approaches whilst simultaneously addressing their respective limitations. The development of 
econometric input-output models draws its motivation from theoretical as well as practical 
concerns. For example, inherent in the standard 10 model is the assumption o f a linear 
production technology. However, more flexible production functions may be estimated by 
utilising econometric techniques (Rey, 2000). Similarly, in the standard lO approach there is no 
feedback mechanism between factor inputs and final demand, yet this can also be achieved by 
incorporating econometric equations (Dewhurst and West, 1990; West, 1995). Moreover, this 
type o f closiu'e can capture dynamic aspects o f the effect o f an external shock. 
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One o f the more common mechanisms o f model integration has focused on personal 
consumption. In regional 10 models, consumption has either been exogenous in the Type I 
models or endogenous in the Type I I models. A number o f modellers have endogenised 
consumption using econometric equations (Treyz, 1993; West, 1994) and econometric lO 
models can relax the assumption of income homogeneity thereby allowing for the possibility o f 
different spending patterns (Batey and Weeks, 1989). 
Econometric 10 models have distinct advantages over models o f both types used in isolation. 
Nevertheless, there are circumstances where integrating the two techniques causes further 
complications. O f particular relevance to this study is an issue related to the treatment of 
multiregional linkages. Both 10 and econometric models are capable o f representing 
multiregional linkages. Within integrated models, however, both representations cannot coexist 
and decisions about how best to model these linkages must be made. This is a particularly 
significant issue for modelling small open areas. 
The inability to model supply shocks ruled out the use o f an input-output model in this smdy as 
the aim is to estimate the impact o f an increase in the supply o f housing. It would be possible to 
overcome this issue by incorporating econometric equations but this brings the added burden o f 
choosing an appropriate theoretical framework for the model. 
A modelling technique, closely related to econometric 10 modelling, that avoids both these 
issues is the computable general equilibrium approach. This technique is based upon a 
transactions table known as a social accounting matrix ( S A M ) that is very similar to an 10 table. 
Although SAMs can be used to generate multipliers and thereby directly model economic 
impacts, they are frequently used to provide a benchmark data set for computable general 
equilibrium (CGE) models. These are based on the general equilibrium firamework and provide 
a method o f closure for the S A M in much the same way as econometric methods are used to 
create feedback mechanisms for input-output tables. The next section gives a brief overview o f 
social accounting matrices and that is followed by a description o f the CGE approach. 
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5.4 Social Accounting Matrices 
"The most important feature o f a social accounting matrix is that it provides a consistent and 
convenient approach to organising economic data for a country and it can provide a basis for 
descriptive analysis and economic modelling in order to answer various economic policy 
questions" (Pleskovic and Trevino, 1985) 
Social accoimting matrices (SAMs) are closely related to input output matrices and both 
methods are based on the same set o f assumptions. Unlike 10 tables, however, SAMs include 
detailed financial interactions between sectors and households and other final consumption 
(Loveridge, 2004). They are particulariy suited to situations where economic development is 
the main concem rather than simply economic growth (Leatherman and Marcouiller. 1999). 
Thus, the development o f social accounting matrices has two principle objectives: firstly, to 
organise information about the economic and social structure o f an economy in a specific time 
period and secondly, to provide the statistical basis for the creation o f economic models (King, 
1985). The use of the S A M technique as a framework for the organisation o f data is useful for 
primarily descriptive economic analyses; indicating the income distribution, institutional and 
industrial structure of the region under consideration (Sen, 1996). However, the S A M provides 
only a 'snap shot* o f the overall economic structure that is essentially static and analysis o f the 
operation of the economy and the prediction of the effects resulting from policy interventions 
requires more than this. Thus, SAMs are most frequently used in conjunction with other 
modelling techniques such as the CGE approach, which is used to provide the closure 
mechanism for the S A M . 
Like 10 tables, SAMs provide a comprehensive accounting structure o f production activities. 
However, where 10 tables are focused on indusn-ies and their respective relationships vAih 
regional output, the S A M approach is based on the household as the relevant unit o f analysis 
and thus extends the accounts matrix to include market mechanisms associated wi th generating 
household income. Thus, the focus shifts from the production o f regional output to the 
generation and distribution o f household income. This is particularly important in regional 
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CGE models that focus on both production processes and the economics of household factor 
supply, commodity demand, and government interaction. 
Since the SAM incorporates data regarding production and sales of goods and services, together 
with detailed household expenditures, incomes, distribution of factor endowments and 
exogenous sectors, a SAM will record a flow in a variety of ways (Loveridge, 2004). For 
example, assume that there is an exogenous increase in external demand. This would first have 
an impact on the production account, resulting in the need for more factors of production from 
the households and private corporate sectors that own them. The sale of factors to the 
productive process would result in more income accruing to, and subsequently more demand 
from, the owners of the these factors. Thus, additional demand is generated from the productive 
process; more direct and indirect taxes would accrue to the government; there may be more 
demand for imported inputs into the production process or for general consumption. The whole 
chain of events is thus observed *rippling' through the economy, each change generating ftirther 
changes, and so on. 
The construction of the SAM is largely identical to the process followed when constructing an 
lO and is hence subject to the same considerations regarding the compilation of data such as the 
method chosen for data collection. Nevertheless, the issues of data quality and quantity are, 
perhaps, more pressing for the development of a SAM due to the increased number of variables 
included. 
The key difference in the construction of an 10 table and a SAM arises from the assumption that 
total value added for all activities (defined as gross outputs minus intermediate demands) will 
be equal to aggregate final demand for each commodity (Pyatt and Jeffery, 1985). Value added 
must be broken down into payments to the different factors and these factor incomes must be 
paid out to institutions according to the factor services they supply. For example, wages paid to 
particular types of labour go to the households that supply the corresponding labour services. 
Hence, total value added maps to the disposable income of each institution and this disposable 
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income is distributed either to current expenditures or to savings (with the assumption that in 
aggregate, savings are equal to investment). 
One of the principal ways the information in a SAM can be used is through multiplier analysis, 
thus taking into account all interactions within each step of the process of linkages among 
incomes, expenditures, and production (King, 1985). The computation of multipliers from the 
SAM follows the same process as that used to calculate multipliers from 10 tables. Multipliers 
represent one of the policy modelling applications of a SAM that is useful for short-term policy 
analysis (Pleskovic and Treviflo, 1985). 
Being similar in both structure and theoretical basis to lO tables, SAMs are based on the same 
assumptions and share the same limitations. Although many of these limitations can be 
addressed using econometric equations, the feedback mechanisms are usually implemented via a 
general equilibrium framework. This overcomes the need for the model builder to choose an 
appropriate theoretical basis for the model, an inherent problem when using econometric 
techniques, since the general equilibrium approach uses the price mechanism and aiarket 
clearing assumptions. Moreover, unlike the 10 model which is demand driven, the computable 
general equilibrium model contains explicit supply constraints, usually embedded in a 
neoclassical framework (West, 1995). 
Given the distributional detail derived from SAM analysis, it is often used when available 
resource precludes the use of CGE models (Psaltopoulos et al., 2004). So why are CGE models 
used when SAM multiplier models require less resource and address many of the same 
distributional aspects? The main issue is that the SAM technique is essentially 'static* resulting 
from, for example, the assumption of constant prices (Psaltopoulos et al., 2004; Thorbecke, 
2000). In practice, it is possible that some sectors in the economy operate at full capacity and 
some factors of production (e.g. skilled labour) are fully employed. Under these circumstances, 
the assumption of constant prices breaks down. The advantage of the CGE approach is that 
prices are endogenously determined in order to generate the set of prices that are consistent with 
equilibrium in the economy. When an economy is affected by an exogenous shock or a policy 
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change, a new set of prices is obtained, which, in turn, determine production, consumption, 
employment and incomes. So, CGE models enhance die SAM framework in that they capture 
the behaviour of the main actors in response to price changes. The chapter now continues with 
a discussion of the computable general equilibrium modelling technique. 
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5.5 Computable General Equilibrium Models 
"...the virtue of using applied general equilibrium models is that, once constructed, they yield a 
facile tool for analysing a wide range of policy changes. Such analysis generates results that 
either yield an initial null hypothesis or challenge the prevailing view. It may be that 
subsequently the conclusions from the model are rejected as inappropriate; the assumptions may 
be considered unrealistic, errors may be unearthed or other factors may undermine confidence in 
the results. But there will be situations in which the modeller and those involved in the policy 
decision process will have gained new perspectives as a result of using the model." (Shoven 
and Whalley, 1992) 
The theory of general equilibrium has been a core research area for much of the last century 
(Greenaway et al., 1993). Walrasian market equilibrium and the conditions for the existence of 
such an equilibrium are clearly understood and are key to understanding the properties of a 
market economy. Translating the theory of Walrasian general equilibrium theory into an 
empirical context and fimher into a determinative modelling technique took a considerable 
amount of time, primarily because most general equilibrium models are almost impossible to 
solve analytically unless extreme simplifying assumptions are employed. Consequently, the 
solution of empirical general equilibrium models required the development of computational 
solution algorithms that in turn required suitable software and hardware in order to implement 
these solutions. 
A computable general equilibrium (CGE) model simulates the working of an economy in which 
prices and quantities adjust to clear all markets. It specifies the behaviour of consumers and 
producers while including the government as an agent and captiuing all transactions in a circular 
flow of income (Robinson et al., 1990). Hence, the CGE approach is essentially an optimisation 
technique; it estimates the optimal mix of endogenous variables in response to an exogenous 
shock. Thus, the process of creating such models involves building an analytically consistent 
mathematical model of an economy based upon the principle that productive sectors will 
maximise profits and households will maximise utility. The solution of the model is a set of 
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prices that ensures equilibrium in all markeU (Greenaway et al., 1993). CGE models can 
incorporate both capacity constraints and dynamic elements and technology coefficients are not 
fixed. Production is modelled using different functional forms that can incorporate a variety of 
elasticities of substitution between factors, intermediate inputs and imports, allowing for a 
greater level of flexibility for specifying production than fixed coefficient approaches. 
One of the key advantages of the CGE technique is the detail and flexibility incorporated into 
the specification of households and household spending. Like production, household 
consumption is modelled using different functional forms, which is of particular importance 
when examining issues that have significant consequences for households or are closely related 
to consumer spending. 
The general structure of a regional CGE model is shown in Figure 5-3. 
FIGURE 5 -3 STRUCTURE OF A REGIONAL C G E MODEL 
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Following Figure 5-3, production creates demand for both value-added factors and goods and 
services used as intermediate inputs. Intermediate inputs consist of both locally produced and 
imported goods and services. Demand for value-added factors interacts with available supplies 
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to determine factors prices. In addition, margins such as taxes and transportation costs increase 
factor costs to firms, thereby increasing product prices. Factor returns and ovmership of factor 
supplies determine personal income. In turn, through various channels, income influences 
demands for imports and locally produced goods. Equilibriiun occurs at prices that equate the 
demand for goods with the available supplies. It is possible to apply alternative market closures 
depending on the nature of the economy involved (Partridge and Rickman, 1998). To 
summarise, a basic CGE must include components representing the linkages between 
o production/output and product markets, 
o households and factor markets, and 
o the government. 
The model builder must select the most suitable mathematical equations that match the 
behaviour of the system and then solve the model simultaneously in order to estimate the set of 
equilibrium prices. By altering these equations to simulate a change in policy and then solving 
the system again, the likely effect of the proposed change can be forecasted. 
Since this technique is based on the theory of general equilibrium, the framework o f empirical 
CGE models is largely the same regardless of the purpose of the model. For example, the 
production and household optimisation process is of^en described using Cobb-Douglas or 
constant-elasticity-of-substitution functions. The limited variety of functional fomis arises from 
the need to ensure that the fxinctions describing the optimisation process are convex. By using 
convex functions, it increases the likelihood of finding a unique solution to the model as non-
convex functional forms may result in multiple solution or no solution at all. 
The non-linear nature of CGE models combined with their scale result in the need for complex 
solution algorithms. Although in some cases models have been transformed into linear forms 
through logarithms, such as in the ORANl model (Dixon et al., 1982) for example, the majority 
are solved using numerical algorithms such as the Newton-Raphson method. Given that the 
model is built using equations to specify the many economic systems, over-determination is a 
particular problem (Loveridge, 2004). This issue arises from having more equations than there 
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are unknowns, the result being a model with no solution. Over-determination can be resolved 
by imposing assumptions about which variables in the model should be exogenous. These 
assumptions are known as model closures. For example, three frequently used CGE model 
closure methods are as follows (Loveridge, 2004): 
• assume capital and labour are fixed and so prices adjust until supplies are fiilly utilised; 
• assume factor supplies are not fully utilised; 
• assume that factor supplies are fixed and consumption adjusts to match investment 
requirements. 
Although making these model closure assumptions increases the likelihood of solving the 
model, the CGE technique is highly non-linear making it susceptible the problems of non-
existence of a solution and multiple solutions for the same set of data (Loveridge, 2004; Rattso, 
1982). 
The primary benefit of the CGE approach is that both the supply side and the demand side is 
explicitly determined with full price response (West, 1995). How well neoclassical general 
equilibrium theory applies, particularly at the regional level, depends largely on the strength of 
the small country assumption^. Although the CGE technique is theoretically satisfying in that it 
conforms with micro-economic theory, empirically it may be a different matter. For example, 
there is a lack of consensus regarding model parameterisation and the necessity of making 
possibly contentious assumptions (Shoven and Whalley, 1992). The implementation of a CGE 
model demands the specification of a large number of parameters and coefficients, such as 
elasticities of production. In the majority of cases, these are based on previous studies or best 
guesses since very few model builders have the resources to engage in a primary survey to 
estimate these coefficients directly. This injects a large unknown element into the model that 
could have a significant impact on the estimates derived from the model. The magnitudes of 
these effects are difficult to judge, although one of the benefits of the CGE approach is that a 
' The assumption that a country (or region) is too small to affect world prices, incomes and 
interest rates. 
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sensitivity analysis can be carried out that examines the sensitivity of the final model to 
variations in these parameters (Greenaway et al., 1993). 
Since CGE models are based on the basic economic structure of markets, the models used to 
evaluate different policies need not be different (Koh et al.. 1993). Any differences arise 
primarily in the dimensionality of the various elements of the models, which is usually driven 
by the policy issue in question (Shoven and Whalley. 1984). CGE models have been 
constructed to examine a variety of regional issues with many designed to examine regional tax 
policies: examples include Jones and Whalley (1989), Jones et al. (1985) and Mutti et al. 
(1989). Nevertheless, as both understanding of the technique and the relevant technology has 
developed, the use of the technique has become more common and is applied to an increasingly 
wide range of policies and issues. Although many examples are still focused on the impact of 
tax policies, such as the model by Cutler and Strelnikova (2004), other uses have included the 
analysis of environmental policies, such as in the study by Kuster et al., (2007) and analysis of 
the regional housing market, for example the study by Mansur et al., (2002). In general, many 
regional or sub-regional CGEs tend to be issue-driven rather than universal policy analysis 
tools. 
The CGE modelling approach was chosen to develop the model of the South West housing 
market because supply-side constraints are explicitly modelled within the CGE framework, the 
model can provide disaggregated impact analysis and the technique has a sound economic basis. 
The approach can also incorporate dynamic properties and given the durable nature of housing, 
this is an important property. 
The discussion has so far focused on national and regional scale modelling. This study, 
however, is examining the impact of exogenous supply shocks at the sub-regional level. 
Although many of the issues encountered at the sub-regional level are common to regional and 
national models, there are some issues that apply only to smaller geographic areas. Thus, the 
chapter continues with a discussion of sub-regional modelling. 
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5.6 Sub-regional Economic Modelling 
Apart from the geographic differences between regional and sub-regional modelling, there is 
also a distinction in the overall structure and aims of the models. Regional models have 
primarily been used for general impact analysis and have incorporated detailed industrial 
sectors, whereas sub-regional models have tended to focus on issues linked to households such 
as commuting and shopping patterns (Madsen and Jensen-Butler, 2004). However, in the last 
decade there has been increasing focus on economic interactions of sub-regions, particularly 
central business districts, other urban areas and rural areas (Renkow and Hoover, 2000). There 
is also increasing interest in externalities and spillover effects (Acs et al., 1994; Audretsch and 
Feldman, 1996; Glaeser et al., 1992; Henderson et al., 1995; Panr et al., 2002). 
5 . 6 . 1 Sub-Regional Flows 
One of the reasons for the relatively low number of regional models is the fact that regional 
economies are more open than national economies, implying close links with other regional 
economies. This situation is even more pronounced at the sub-regional level and is embodied in 
the small country assumption, stating that the smaller a region is relative to the rest of the world, 
the more open will be the economy (West, 1995). Firms and labour are more mobile at the sub-
regional level and as a consequence, sub-regions are more integrated than regions (Hoover and 
Giarratani, 1999). 
Location decisions of finms are mainly influenced by the minimisation of costs, thus firms will 
generally choose to locate in areas where, for instance, the wage level is relatively low. Firms 
wil l also choose to locate in areas where they are able to take advantage of external economies 
of scale that occur in regions with a high concentration of similar firms, since this implies that 
the input infrastructure and markets will already be in place (Hoover and Giarratani, 1999). 
Given these relationships, the industrial mix in sub-regional areas is likely to be unique and 
unlike that at either the regional or national level. Thus, capturing the key linkages is important 
to generate realistic estimates of the impact of economic shocks. Given the level of openness at 
the sub-regional level, flows of goods and services and other resources such as labour between 
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contiguous areas are likely to be significant. Capturing the nature of these flows is therefore 
important when estimating overall impacts since a change in one sub-region will significantly 
affect other sub-regions. 
Existing sub-regional models tend to be of the urban land use type that are econometric in 
nature and lack links to the wider sub-regional and regional economies. For this reason these 
models are most frequently used to examine specific issues such as commuting i.e. travel 
between place of residence and the place of production or place of demand (Casado-Di'az, 2000; 
Gitlesen and Thorsen, 2000; Renkow and Hoover, 2000; Wang, 2001). The primary reason for 
the dominance of these models is the paucity of suitable data required to capture the nature of 
the sub-regional inter-linkages, which are necessary in the specification of general impact 
models. 
The input-output approach is better suited for use as a general impact analysis tool. The 
implementation of this technique at the sub-regional level differs very little from 
implementation at the regional level. However, 10 analysis operates on the implicit assumption 
that the place of residence and place of production (employment) are the same (Madsen and 
Jensen-Butler, 2004). Whilst this is very unlikely to cause problems at either national or 
regional level in the UK, this could have serious consequences for the results of any analysis at 
the sub-regional level. For example, two firms in the same input-output sector have identical 
production functions in a technical sense, yet one firm may take advantage of its location by 
purchasing inputs from adjacent areas to a greater degree than the other firm (Hewings, 1970). 
It could be argued, however, that within a small geographical area, the number of firms in a 
sector will be small. Thus, the purchasing panems of any two firms in the same sector are 
likely to be similar. Nevertheless, significant estimation errors could arise i f a lack of suitable 
data necessitated a high level of aggregation, hi this case, one would be dealing with firms with 
vastly different technical production functions in addition to different spatial input requirements 
and sales patterns. 
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Another important problem at the sub-region level occurs when the magnitude of the entries in 
the inter industry part of the matrix are negligible with value added by local labour and sales to 
local consumers being the only entries of any importance. I f this pattern is found in a majority 
of sectors and in a large number of sub-regions then one may question the practicality of 10 
analysis at this level. However, i f such a pattern is a feature of some rather than the majority of 
sub-regions, it may be convenient to *close* the sub-regional matrices with respect to local 
consumption and local value-added when attempts are made to measure the impacts of 
exogenous changes. 
The studies by Rickman (1992) and Gillespie et al. (2001) show how input-output models 
overestimate economy wide impacts of business assistance programmes in the absence of pre-
existing excess factor supply. Because of their fixed price and implicit perfect elastic supply 
assiunptions, 10 models are incapable of estimating the potential supply induced displacement 
of other economic activity, which leads to overestimates of net benefits, particularly for job 
creation, of regional business assistance programs. As Gillespie et al. (2001) note, this is of 
particular significance in short to medium run time frames. 
5.6.2 Scale 
Apart from the ways in which urban land-use models and input-output models are able to 
incorporate sub-regional flows, there is also a difference between the detail incorporated in each 
type of model. The lO approach is based upon monetary values and focuses on the operation of 
the commodity market. Therefore, the detail is contained solely in the definition of the 
commodity markets. By contrast, urban land use models are based on the operation of factor 
markets or property markets (Johnes and Hyclak, 1999). Consequently, these types of models 
rarely include any detail in terras of commodities but the household sector has a relatively fine 
level of disaggregation. 
There are also differences in the way the models treat commodity supply and demand. In terms 
of the land use models, supply and demand in the commodity markets are assumed to be 
exogenous. In regional input-output models, intra-regional (usually urban) commodity 
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transactions are usually omitted, chiefly because of the difficulty in acquiring suitable data 
(Madsen and Jensen-Butler, 2004). 
The variety of sub-regional economic models available to the researcher is largely the same as 
that available at the regional level with some minor differences. For example, at a sub-regional 
level spatial considerations are often more important since many sub-regional studies deal with 
issues such as commuting. However, the choice of sub-regional model is largely subject to the 
same considerations as regional models: namely data restrictions and the purpose o f the model. 
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5.7 Software 
The implementation of a computable general equilibrium model requires the use of suitable 
software to generate a model solution. This section discusses the potential software choices for 
the execution of the South West housing model. 
Computable general equilibrium models were initially constructed and solved using high level 
programming languages such as FORTRAN (Greenaway et al., 1993). Model builders were 
required to programme solution algorithms or in some cases, libraries of subroutines were 
available such as the FORTRAN NAG (Numerical Algorithms Group) library. Thus, the model 
builder required a high level of programming expertise and it was often the case that the 
resulting programmes were model-specific, making improvements or generalisations very 
difficult i f not impossible. 
Developments in technology have resulted in a greater choice of software available to the CGE 
model builder. There are general mathematical programming solutions available that 
incorporate a wide variety of statistical and mathematical routines. However, there are also 
programmes specifically developed for the solution o f large systems of non-linear equations and 
the solution of general equilibrium models in particular. 
The advantages of using software designed specifically for the construction and solution of 
CGEs are clear, the most significant being the ease with which the models can be built. 
However, these packages tend to be more restrictive in terms of the variety of functional forms 
available to the model builder. The more general mathematical programming languages have 
much more flexibility but require considerably more in the way of programming expertise. 
5.7.1 General Mathematical and Statistical Software 
There is a variety of mathematical and statistical software available and the most frequently 
used packages are: 
• GAUSS 
• Mathematica 
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• GAMS (General Algebraic Modelling System) 
GAUSS is a mathematical and statistical programming language that operates on data in the 
form of matrices. Many CGE models are structured around data in the form of transactions 
tables and specifying a model in GAUSS is relatively straightforward. GAUSS is also able to 
read data from a variety of sources and since the GAUSS programming statements actually 
resemble their algebraic form, checking the structure of the model is a straightforward process. 
However, GAUSS does not contain any pre-written algorithms for the solution of CGE models 
but there are additional application modules that can be utilised. 
Mathematica is an extremely sophisticated piece of software that can solve a wide range of 
mathematical and statistical problems. It can manipulate and solve systems of algebraic 
equations in addition to providing algorithms for the solution of numerical problems, making it 
useftjl for both theoretical and empirical work. Although the algebraic element would be of 
little use to CGE models, Mathematica does contain pre-progranuned algorithms designed to 
solve large systems of non-linear equations. 
In terms of CGE modelling, GAMS (Rutherford, 1998b) is probably the most widely used of the 
general mathematical and statistical packages. Although GAMS was not specifically designed 
for this purpose, it was developed for the solution of linear and non-linear programming 
problems. This is particularly useftil for the CGE modeller as large systems of non-linear 
equations, such as those constituting a CGE model, can be treated as a special form of non-
linear programming problem. The GAMS package allows the option of using various general-
purpose solvers or application specific solvers. Furthermore, there is a relatively extensive 
library of applications available including some CGEs. Since GAMS is purely a non-linear 
progranuning package, it does lack some of the flexibility of the other general mathematical 
packages. However, many of the ftmctional aspects of both Mathematica and GAUSS are 
largely surplus to requirements and therefore GAMS does not suffer excessively in comparison. 
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5.7.2 Computable General Equilibrium Software 
Although computable general equilibrium modelling is a highly specialised area, several 
software package have been designed specifically for this purpose and these are (Harrigan, 
1993): 
• HERCULES (High level Economic Representation for Creation and Use of Large 
Economy wide Systems) 
• MPS/GE (Mathematical Programming Software/ General Equilibrium) 
o ASAP (A Social Accounting Package) 
o MAQM (Maquette) 
o GEMPACK (General Equilibrium Modelling PACKage) 
The HERCULES software enables the model builder to construct a CGE model based on data 
stored in a SAM using functional forms that are already 'hard-wired' into the system. When 
using more generalised mathematical programming software, the construction of a CGE 
requires the model builder to first define the functional forms being used, find the first order 
optimality conditions and then code these conditions as part of the model. This is a time 
consuming and error-prone process and the benefits o f avoiding it are considerable. However, 
this software has a limited number of functional forms that are fully defined within the software. 
This is not necessarily a problem, as the existence of a solution to a CGE cannot be proven 
analytically and therefore using standard functional forms is one of the easiest ways to ensure 
that the model will have a unique solution. In order to solve the model, the HERCULES 
software calibrates the model parameters automatically using data from the SAM. However, 
exogenous parameters such as elasticities need to be provided by the user prior to the calibration 
of the model. 
HERCULES uses the GAMS software to provide a solution algorithm, however it is designed to 
operate on a previous version of GAMS and has been superseded by MPS/GE which runs with 
the current GAMS software. The MPS/GE software is based on a technique for solving CGE 
models developed by Scarf and Hansen (1973) and has its own programming language, 
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allowing for a relatively simple representation of complex models. As with HERCULES, 
certain functional forms are *hard-wired* into the system making model construction relatively 
rapid and bypassing the need for the derivation of first order conditions. Although the range of 
functional forms is limited, MPS/GE allows for greater flexibility by allowing the model builder 
to nest functions, thereby creating different levels in the production activity with distinct 
elasticities for each level. The calibration of the model is automatic however, unlike the 
software packages centred on a SAM, MPS/GE has no inbuilt requirement that the benchmark 
data represent an equilibrium before the solution algorithm proceeds. This means that the 
construction of the benchmark data set has to be undertaken with some care. 
ASAP is similar to both HERCULES and also MAQM, as it operates on data in matrix formats. 
It has similar features to GAUSS but it does contain an algorithm for the solution o f systems of 
non-linear equations. However, unlike HERCULES and MPS/GE there are no functional forms 
pre-programmed within the system and neither does it automatically calibrate the model. 
Therefore, ASAP is a much more cumbersome tool for solving large and complex CGEs. 
MAQM is modelling tool designed specifically for constructing models belonging to the 
Maquette class (Bourguignon et al., 1989). This sofhvare is menu driven, requiring the user to 
do little in the way of programming. Many of the structural aspects of the model, such as 
functional forms, are pre-programmed. The sofhvare will even check the benchmark data set 
and adjust it as necessary to ensure the data represents an equilibrium situation. Despite its 
high-level user-friendly approach, this software is only useful for a very limited class of models. 
The GEMPACK software is particularly suited to large scale models, an example being the 
ORANI model of the Australian economy (Dixon et al., 1982). Different model closure rules 
can be specified and overall, the system is extremely flexible, particularly given the size of 
models that can be accommodated. This flexibility comes at a price since coding the model 
requires considerable programming expertise. 
The software package chosen to develop the model in this study is the MPS/GE software. The 
regional/sub-regional nature of the model and the fact that it is focused on the operation of the 
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housing market, means that the scope and dimension of the model is relatively small. Thus, 
software that can deal with very large models was not necessary. The nature of the model is 
empirical rather than analytical and in order to increase the likelihood of the existence of a 
solution to the model, only the standard functional forms (Leontief, CES etc.) are considered. 
Consequently, high levels of flexibility in terms of specification of functional form are not 
required and so the general mathematical packages were ruled out. The MPS/GE software 
offered all that was required in terms of ease of use for solving CGEs, whilst allowing a suitable 
degree of flexibility in terms of model specification. 
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5.8 Conclusion 
This chapter presented the various techniques used to develop both regional and sub-regional 
economic models. From the relatively simple Keynesian multiplier approach to the complex 
CGE technique, each type of model has its uses. For instance, i f overall impacts are of 
paramount importance and industry or distributional impacts are not of primary concern, the 
Keynesian multiplier is the easiest of the techniques to implement. However, i f the 
consequences of an exogenous shock to demand need to be understood across finely detailed 
industry sectors, an input-output model would meet the requirements. 
The aim of this study was the development of a model to analyse the economic impact of 
increasing the supply of housing in South West. Thus, the techniques that were unable to model 
changes to supply were immediately ruled out. As such, the final choice was made between 
econometric 10 models and CGE models. The CGE technique was selected primarily because a 
clear economic framework is integral to the approach, thus avoiding the need to choose an 
economic structure for the model, as is necessary when constructing econometric lO models. 
Computable general equilibrium models also have an advantage over other forms of economic 
modelling because they avoid the need for excessive aggregation but also account for the 
interaction of the different macro and micro interrelationships (Iqbal and Siddiqui, 2001). 
The nature of modelling sofhvare has changed considerably over the years and packages such as 
MPS/GE, are making the process of developing empirical CGE models much easier than ever 
before. Nevertheless, the problem with such software is that the structural nature o f these 
languages conceals much of the detail of the functional forms and thus the underiying 
mathematical framework of the model. One of the primary criticisms of the CGE approach is 
that it creates *black box' models that are structurally complex thus inhibiting the ability to trace 
the impact of a shock through the structure of the model. Such criticism typically rests on the 
presumption that CGE models contain a large number of variables and parameters and are 
structurally complex and allowing questionable assumptions to be hidden that ultimately end up 
driving the results. Thus, the danger with using software such as MPS/GE is that i t is difficult 
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for the model builder to assess where problems might occur. Nevertheless, with careful 
construction based on clearly stated assumptions, many of these issues can be resolved. 
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6 A SOCIAL ACCOUNTING MATRIX FOR THE SOUTH W E S T 
The Social Accounting Matrix (SAM), a technique related to national income accounting, has 
been used by economists for over two decades as a tool for providing both a prescriptive and 
descriptive analysis of regional economies (Isard et al., 1998; Sen, 1996). A SAM "is simply 
defined as a single entry accounting system whereby each macroeconomic account is 
represented by a column for outgoings and a row for incomings" (Round. 1991). National 
economic accounts describe the circular flow of income in the economy and social accounting 
matrices are an extension of these that quantify the relationships between economic and social 
variables. This allows economists to record and examine the transfers and transactions between 
all economic agents, be they enterprises, households, workers or government during an 
accounting period (usually 1 year) (Pyatt and Jeffery, 1985). 
Early SAMs were constructed almost exclusively at the national level because of the 
dependency of the method on large quantities of data. Nonetheless, increasing numbers of 
applications of this methodology to policy analysis together with greater availability of regional 
level data encouraged the development of sub-national SAMs (Fannin, 2000). Techniques that 
combine national level accounts together with secondary regional data, known as hybrid 
techniques (Isard et al., 1998), have made the construction of sub-national SAMs much more 
viable by reducing the need for primary regional data and therefore reducing costs. 
The SAM is a vital component in the implementation of the CGE technique in real-world 
applications as it supplies a benchmark data set used in the calculation of model parameters. 
The quality and timeliness of the data are of the utmost relevance in the assessment of the 
quality and credibility of the model. The cost of collecting primary data is very often 
prohibitive and it is usually necessary to rely on the publication of official data. Solutions to 
this problem do exist in the form of updating techniques that allow the researcher to estimate the 
details of an updated SAM based upon aggregate totals ft-om published sources. It is these 
techniques that are used in this study to produce the SAM required for the bi-regional CGE 
model of the South West. 
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This chapter continues with a description of the framework of a general SAM and presents the 
methods available for data reconciliation. The final section of the chapter describes the 
development of SAMs for both the northern and southern areas of the South West Region. 
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6.1 The Construction of Social Accounting Matrices 
6.1.1 Framework 
A SAM is characterised by a square matrix with rows and columns representing incomes and 
expenditures of all sectors of the economy including producers, households and goverrmient 
(Sen, 1996). A representative framework for a SAM is shown in Figure 6-1. It matches 
expenditures made by each individual sector to the income for that sector and, following the 
conventions of double-entry bookkeeping, the total income and expenditures must balance. 
That is, every row sum and corresponding column sum must be equal, hence 
J * 
Where, for example, Ty is the cell entry for column j row i and is therefore is the payment from 
account j to account i (Robinson et al., 2001). Hence the sum of row i must equal the sum of 
column i . 
FIGURE 6 - 1 S T R U C T U R E O F A SOCIAL A C C O U N T I N G M A T R I X 
Activities Commodity Factors Households Investment Govt World Totals 
Activities output 
Commodity 
intermediate 
inputs 
consumption investment consumption exports 
Factors value added 
foreign value 
added 
Households 
distribution 
of value 
added 
transfer 
payments 
foreign 
transfer and 
savings 
Investment savings 
World imports 
Govt 
use and sales 
taxes 
income and 
property 
taxes 
inter-
government 
transfer 
payments 
Totals 
Source: Schwarm and Cutler (2003) 
The convention when reading a SAM is that each cell represents a payment from the column 
account to the row account. The "activities" colimin represents the production sectors and 
reading down shows firstly intermediate demand i.e. the commodities required by the industry 
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for production of output. This is followed by expenditures on factors of production and finally 
tax payments and other costs of doing business. 
Combined, these represent total expenditures required to produce domestic output. The SAM 
firework requires total expenditures equal total output in each sector. Thus, the sum of each 
"activities" column must be equal to the sum of the corresponding **activities" row. This row 
represents domestic output for each production activity. 
The household column catalogues the allocation of household income to consumption, savings 
and tax. The "commodities" row shows the sales of each commodity to intermediate inputs, 
household consumption, government consumption and exports, whilst the household row 
represents the sources of income (land, labour and capital) and government transfers including 
social security. Al l other rows and columns can be interpreted in a similar fashion. 
The SAM framework can be used for the analysis of specific policy areas (Isard et al., 1998). 
For example, in the case of this study, the focus is the housing market and therefore the SAM 
can be constructed with production disaggregated to detail the construction of housing provided 
suitable data is available. Disaggregation of factors o f production and household sectors is a 
fundamental issue in the construction of any SAM. One of the basic principles when selecting 
factor and household classifications is that the classifications should be chosen to maximise 
within-group homogeneity relative to between group heterogeneity (Pyatt and Thorbecke, 
1976). Levels of income are rarely chosen to identify different factor groups because 
households in particular can be mobile between income groups (Round, 2003). However, 
suitable classifications include gender, skill levels or education levels for labour, type of use for 
land and mobility levels for capital. 
Another key concern when choosing classifications for the sectors is to ensure as much 
flexibility as possible (Round, 2003). In the past, once the classifications had been decided 
upon it was an irrevocable decision due to the large investments of both time and finances that 
SAM construction required. However, as computing power and relevant software has become 
more readily available, emphasis is now being placed on keeping as much detail as possible to 
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maximise the flexibility of the SAM. Recent developments in this area have tended towards the 
micro-simulation approach; modelling in detail the behaviour at the household and firm level 
(Robilliard et al., 2001; Robilliard and Robinson, 2003). This reinforces the need for 
sufficiently detailed SAMs to avoid compromising their later use. 
6.1.2 Compilation and Data Reconciliation Issues 
Social accounting matrices are data intensive and suitable data is unlikely to come firom one 
individual source. This is particularly true when the region of study is small and thus the 
availability of data is often limited. It is sometimes necessary to carry out a primary study» a 
decision largely dependent upon the quantity and quality of secondary data available for use and 
also the resources available for model construction. It is important that the researcher make use 
of all information available to ensure that the resulting SAM be as accurate as possible given 
that all data generally result from a survey with all the associated weaknesses therein. 
In terms of this study, the resources required for a primary survey were not available. However, 
a set of regional economic accounts are available for the South West, the construcrion of which 
was partially based on a primary survey conducted by the South West Economy Centre at the 
University of Plymouth Business School (South West Economy Centre, 2003). The production 
of a bi-regional SAM for the South West required the use of these accounts together with other 
secondary sources of regional data. 
There are several issues to be considered when using data collected from a wide variety of 
soiu-ces. For example, the data may be from different time periods or based upon varying 
geographic definitions (Isard et al., 1998). Synthesising data from separate sources often means 
that expenditures and incomes do not match and require adjustments to the data in order to 
make the SAM balance. The issue is then what method to choose to balance the matrix. 
Matrix balancing problems can generally be classified as one of two types (Schneider and 
Zenios. 1990): 
T y p e l -
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I f X is an m X n non-negative matrix and there exists two positive vectors, u and v, of order m 
and n respectively, then the problem amounts to finding an m x n matrix, X*, which is by some 
definition 'close to' X, such that 
j 
i 
Where x]- is an element of X* and x'j > 0 i f f Xjj > 0 V i , j 
Type 2 -
I f X is an m X n non-negative matrix, then find an m x n matrix X* which is 'close to' X, such 
that 
j j 
and x ; > 0 i f f x-. > 0 V i , j 
These two types define distinct classes of matrix balancing problem (Round, 2003). The first 
type is more common when dealing with input-output tables where row and column totals are 
known. The second type is more commonly encountered with SAMs where row and column 
totals may not be known but the accounting structure o f the SAM requires a row sum and its 
corresponding column sum must balance. 
Regardless of the type of problem, the most fundamental issue is to define a measure of 
^closeness'. Once this has been done, the problem can be resolved as a constrained 
minimisation exercise, although the constraints need not necessarily be limited to those defined 
in the types above. For example, we may wish to set limits on certain elements of the matrix 
depending upon the information that we have. 
It should be noted that although the matrix balancing problem has been described in 
mathematical terms, relying on the judgement of the researcher to balance the SAM is a valid 
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approach.. However, this method is highly dependent upon the researcher's knowledge of the 
region, the industry sector and the data quality and is perhaps best used in conjunction with the 
other mathematical techniques. 
Since there are no standard methodologies associated with the "judgement" approach, this 
discussion will focus on the mathematical algorithms for balancing a matrix. These algorithms 
can be classified into two broad categories (Fannin, 2000): 
• bi-proportional scaling - uses an iterative mathematical approach; 
• information theoretic methods - constrained optimization fi-amework, involving the 
minimisation of a penalty function measuring the deviation of the new SAM from an 
initial SAM subject to a set of conditions (Caiming and Wang, 2004). 
Bi'proportional Scaling methods 
Bi-proportional scaling methods are probably the most widely used procedure for constrained 
matrix balancing problems. Of these, the RAS technique is the most common. Although its 
origins are not clear, it appears to have been independently developed in several different fields 
such as economics, probability and transportation (Schneider and Zenios, 1990). However, the 
use of this particular technique in an economic context was first introduced by Stone (1961) and 
Stone and Brown (1962) where it was used in the development of input-output tables for the UK 
(McDougall, 1999). 
The RAS technique benefits greatly fi-om the simplicity of its application (Toh, 1998). It 
requires the use of iterative methods to find diagonal matrices R and S to solve the equation 
A " = RAS where A and A* are the existing and new SAMs respectively. For a ful l description 
of this approach in matrix notation see Fofanna et al. (2002). 
Gunlak-Senesen and Bates (1994) show that the RAS method is equivalent to a *type 1 * matrix 
balancing problem and is therefore more appropriate for balancing input-output tables. 
Moreover, despite the relative ease of use, this technique has some noteworthy drawbacks. 
Firstly the RAS approach has no obvious economic foundations although some effort has been 
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made in order to explain it in economic terms (Fofana et al., 2002; Toh, 1998). The technique 
also requires that all new row and column totals need to be known in advance in order for there 
to be a unique solution and there is some difficulty involved in incorporating information on the 
errors inherent in the known data (Lahr, 2004; Thissen and Loefgren, 1998). 
There have been numerous approaches to overcoming these issues, with most taking an 
information theoretic approach. These techniques, discussed in the following section, are 
suitable for dealing with *type 2' matrix balancing problems and are therefore most useful for 
dealing with SAMs. For a discussion of alternatives to the RAS method for type 1 problems, 
see Round (2003). 
Information Theoretic Methods 
The information theoretic or cross-entropy (CE) methods are based on information theory, 
developed in the middle of the last century by Shannon (1948) and first used in economics by 
Theil (1967). This approach incorporates errors in variables, constraints on the data and any 
prior knowledge about the SAM in order to estimate the new SAM. The technique gains on the 
RAS method through the use of all available information and these gains can be significant 
(Robinson et al., 2001). 
The CE method involves minimising the Kullback-Leibler cross-entropy measure that quantifies 
the distance between the new and prior data (Kullback and Leibler, 1951). This technique can 
either be applied to balance a set of data from multiple sources or to update a previous SAM 
where new row and column totals are known with a degree of certainty. I f we look at the latter 
example, the technique requires that i f we start with prior SAM information t ^ and assuming 
that column sums X are known together with any constants, then the problem can be written as 
follows: 
m !?HH = Z Z 4 l n f = Z Z t i ' n 4 - Z Z t i l n t » 
Subject to: 
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j 
Where i\- is a new value of cell i j and 0 < tjj < 1 (Fofana et al.. 2002). The CE technique was 
first developed for use with information in the form of probabilities hence the requirement for 
the cell values to be between 0 and 1. However, it is a relatively simple task to modify the 
technique to deal with SAM transactions: for a formulation see Fofana et al. (2002) 
The RAS and CE techniques have been shown to be similar under certain circumstances, 
specifically when column and row sums are know^ (Gunluk-Senesen and Bates, 1994). The 
advantage of the CE approach, however, is that it is a more generalised form of the RAS 
technique that allows for cell values within the SAM to be fixed in addition to fixed row and 
column sums (Fofana et al, 2005). 
Experimental Evidence 
Several researchers have carried out experiments comparing the success of each of the 
approaches discussed here. Robinson et al. (2001) used both CE and RAS techniques on type I 
problems and found that the CE approach was superior, whereas Gunluk-Senesen and Bates 
(1994) carried out similar experiments but observed more mixed outcomes. However, there are 
inherent difficulties when conducting experiments of this type as measuring the 'closeness' of 
the adjusted matrix to the original is related to the choice of minimand. Thus there is inherent 
bias in any experiment of this type making it difficult to draw objective conclusions (Round, 
2003). 
Whilst the evidence suggests little difference between the RAS and CE techniques in terms of 
performance, the CE approach offers a greater level of flexibility required for balancing SAMs 
and hence this approach is used to balance the SW SAM. However, it should be borne in mind 
that these techniques should not be a substitute for using carefully assembled data in the first 
instance (Round, 2003). 
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Implementation 
Both the RAS and CE methods are defined in algebraic terms and thus it is possible to 
implement either technique using software that has a suitable minimisation algorithm. 
Spreadsheet-based sofhvare, such as Microsoft Excel, has been utilised in the past: a particular 
example being the SAM buih by Schwann and Cutler (2003) for use with a CGE of cities in 
Colorado State. Although this is not an example of the true CE method, it did utilise the idea of 
numeric ^closeness'. The problem with using generic spreadsheet software is the 
implementation of either technique requires some modification of the technique itself or 
additional coding within the software. Whilst this is possible, and certainly, spreadsheet-based 
software is ideal for collating the data, it is not specifically designed for the solution of this type 
of algebraic problem. 
Many software packages exist that incorporate specific algorithms for numerical optimisation. 
However, there is one software package that has regulariy been used to balance SAMs and that 
is the General Algebraic Modelling System (GAMS). Some examples of studies utilising the 
GAMS software include Fofana et al. (2002), Robinson et al. (2001) and McDonald and 
Thierfelder (2004) with other examples being available at wvm.gams.org. The fact that GAMS 
is also used to develop computable general equilibrium models is a key benefit of using this 
package as both the SAM and CGE can be constructed in the same programming language. The 
GAMS software is an integrated development environment with a group of interrelated solvers 
designed specifically to solve linear, non-linear and mixed integer optimisation problems 
(GAMS, 2007), thus making it a very useful package for formulating and solving matrix 
balancing problems. 
The GAMS code used to balance the SAM for the South West, is available online from the 
Poverty and Economic Research Network (www.pep-net.org). It was developed by Sherman 
Robinson and Moataz El-Said (2000) and is shown in Appendix 3. A detailed description of the 
algebra and programme code can also be found in Fofena et al. (2002). The programme uses 
the CE technique to balance matrices compiled of data from different sources or to update an 
existing SAM given new row and/or column totals. The SAM is first converted into 
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proportions, because the CE method operates on data in the form of probabilities. Since the CE 
process relies on calculating logs of cell values, negative entries must be removed. This is 
achieved by adding the absolute value of the cell to the value in the transpose of the cell and 
setting the original cell to zero. The programme creates a new matrix listing the location of the 
negative values so that they can be recovered once the SAM has been balanced. Zero values are 
dealt with by adding a small amount to zero value cells. The CE optimisation problem is 
defined by three equations: an optimisation criterion, a constraint requiring that row and column 
sums be equal and a constraint requiring that proportions sum to one. The programme also 
allows the user to fix cell values that are known with certainty. 
The next stage in the development of the South West SAM required the construction of an 
unbalanced matrix. The details of the construction of this matrix now follow. 
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6.2 The South West Social Accounting Matrix 
The South West SAM was constructed in conjunction with the CGE model. Consequently, the 
evolution of the SAM was driven primarily by the needs of the model. Nonetheless, the SAM 
could be used to investigate the distribution of the effects resulting from changing the supply of 
housing in the region. However, as noted in Chapter 5, these estimates would not account for 
*dynamic' issues such as the effects of price changes. This smdy therefore makes use of the 
SAM in conjunction with the computable general equilibrium model. It would be usefril in the 
fixture to perhaps develop a more detailed matrix that could be used as a model in its own right. 
A ftjnher discussion of this possibility is considered in the final chapter. 
The data set required for this study needed to identify the structure of the two sub-regions, 
North and South. This was achieved using a top down approach where the first step involved 
the development of a SAM for the South West region. The regional SAM was then split into 
the two sub-regions. This approach retained the greatest degree of consistency, since much of 
the relevant data is available only at the regional level. Thus, it made sense to create a regional 
SAM that could be divided into the two sub-regions using all available sub-regional data. 
This chapter continues with a description of the framework of the South West SAM and the 
derivation of the elements of the matrix. 
6.2.1 Structure 
The structure of the regional SAM is shown in Figure 6-2. 
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FrGURE6-2 S T R U C T U R E O F T H E iNmALSW S A M 
Activities Commodity Factors Households Investment Govt World Totals 
Activities 
Output 
(block 1) 
Commodity 
Intermediate 
inputs 
(block 2) 
Consumption 
(block 10} 
Investment 
(block 12) 
Consumption 
(block 9) 
Exports 
(block 5) 
Factors 
Value added 
(block 3) 
Households 
Distribution 
of value 
added 
(block 6) 
Transfer 
payments 
(blocks) 
Investment 
Savings 
(block 11) 
WoHd 
Imports 
(block 4) 
Govt 
Value added 
tax 
(block 7) 
Totals 
The layout of this table differs slightly from the example framework given in the early part of 
this chapter in two ways. Firstly, * foreign value added' and * foreign transfer and savings* have 
been omitted and secondly, all taxes are included in the *value added tax* cell. The latter is due 
to an idiosyncrasy of the GAMS/MPSGE software requiring that taxes are paid on ihe use of 
factors and taxes are therefore incorporated into the 'factors' colimin. The omission of foreign 
value added etc. was a direct result of the assimiption that South West factors are not employed 
outside the region and no faciois used within the region are sourced from outside the region. 
Furthermore, savings and investments were assumed to be entirely domestic: i.e. the region 
received no investment from outside the region and total investment was equal to total savings, 
which were also domestic. 
The net result of these assumptions is an underestimation of the magnitude of the intra-regional 
linkages and those between the region and the rest of the UK/world as factors, investment and 
savings are likely to be more fluid at the regional and sub-regional level. Factor prices are 
affected since no resoiu-ces can be sourced from outside the region and no factors receive non-
domestic returns, and all investment requirements would have to be met from regional saving. 
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thereby affecting the savings rate. In the final version of the SAM, neither foreign savings and 
investments nor domestic savings and investments were included since the mode! was static. 
Government is incorporated into the SAM as a single sector. Given the geographic focus of the 
model, it would be more reaHstic to include a two-tier government and hence to include a local 
govemment sector and a national government sector. Some suitable data does exist for 
government at the regional level. However, sub-regional data are patchy making the 
incorporation of regional govemment problematic. Although the housing market is linked to 
the govemment sector via social housing and housing taxes, this study focuses primarily on the 
private housing market, and it was for this reason that social housing was not incorporated in the 
final model. 
6.2.2 Data 
The basis of the South West SAM is the set of Regional Accounts developed by the South West 
Economy Centre (South West Economy Centre, 2003). These accounts, in the form of a social 
accoimting matrix, have been constructed to be consistent with standard national accounting 
systems, in particular the European System of Accounts. Thus, in addition to providing much 
of the data required for the CGE model, the data is consistent with that produced by the ONS 
such as the Census. This circumvents many of the problems of inconsistency associated with 
bringing together data fi-om a variety of sources. However, the SAM could not based solely on 
the Regional Accounts for two reasons: firstly the CGE model is based upon sub-regions of the 
South West and therefore sub-regional data is required and secondly the data contained in the 
Regional Accounts are not sufficiently detailed in some sectors for the requirements of the 
CGE. Therefore, decisions had to be made with regard to other suitable sources of data. 
Since sub-regional data is required and in particular sub-regional household data, the 2001 
Census data was the obvious choice. Although the South West Regional Accounts are available 
for all years from 1999 to 2003, the accounts for 2001 were used to ensure consistency vAth the 
2001 Census. The time period chosen for all ftirther sources of data was 2001 or time periods 
within this year. The majority of data is sourced from the ONS since the industrial, 
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occupational and socio-economic definitions used in the accounts are consistent with those used 
by the ONS. A summary of the data used is shown in Table 6-1. 
TABLE 6-1 DATA SOURCES 
Description Time 
period 
Geography Source 
GVA 
intermediate purchases 
imports & exports 
firm spending including taxes household income 
occupational earnings 
household spending 
occupations by industry 
2001 SW SW Regional Accounts 
GVA 
Employment 
2001 UAsandCa SW Regional Accounts 
Households by occupation of the HRP' 
Households by tenure and occupation of HRP 
Quality^ of housing by type of accommodation^ 
2001 SW & UAs and 
CCs 
2001 Census 
Average household expenditure by component of 
expenditure and socio-economic group of HRP 
2001/02 UK ONS Family Spending 
Survey 2001/02 
Constructors output by type of work" 2001 SW DTI Construction 
Statistics Annual Report 
2006 
Average house price by type^ of house 
Number of sales by type of house 
2001 SW HM Land Registry 
Housebuilding - permanent dwellings started and 
completed by tenure 
2001 SW 8i UAs and 
CCS 
Department of 
Communities and Local 
Government 
Earnings by industry 2001 GB New Earnings Survey 
1 Household representative person 
2 Indicated by whether or not the dwelling has central heating 
3 Type of house (detached, terraced etc) or apartment (converted house, purpose built building etc) 
4 New housing (public and private), other new work (infrastructure, public, private industrial, private commercial) and 
maintenance and repair 
5 Detached, semi-detached, terraced, apartment 
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6.2.3 Variables 
The choice of variables to include in the SAM is dependent upon two factors: the requirements 
of the CGE and availabihty of suitable data. Thus, the level of aggregation results partly from 
the data and from the need to provide a suitable degree of detail. 
Housing was included in the SAM via two construction sectors, the construction of new houses 
and the construction of new apartments, and the housing service sector that captures the 
consumption of existing housing. Since the primary focus of the model is to estimate the impact 
of an increase in the supply of new housing, it is important to be able to distinguish between 
new housing and existing housing. A detailed description of each of the housing sectors follows 
in section 6.3.1. 
A list of the variables is given in Table 6-2. 
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TABLE 6-2 S A M VARIABLES 
Description Breakdown SAM Label Notes 
Activities and 
commodities 
Non-service sector A l 
SIC92 A,B,C,D,E and a proportion of F (excludes 
construction of new dwellings) 
Service sector A2 SIC92 G to Q 
Construction of new houses A3 SIC92 proportion of F 
Construction of new apartments A4 
Housing service AS 
Factors Capital F l 
Professional labour F2 SOC2000 1,2 and 3 
Intermediate occupations and 
skilled labour F3 
SOC2000 4,5 and 6 
Unskilled/ manual labour F4 SOC20001. 8 and 9 
Good quality houses F5 Factors employed In the housing service sector 
Poor quality houses F6 
Good quality apartments F7 
Poor quality apartments F8 
Households Professional H I 
Intermediate H2 
Routine manual H3 
Unemployed/unclassified H4 
Investments 1 
Exports/imports W Exports/imports to/from the rest of the world 
including the rest of the UK 
Government G 
The GAMS program used to balance the SAM requires that the unbalanced matrix be in square 
fonmat i,e. all SAM elements should be non-negative and row and corresponding column sums 
must be equal. However, the MPS/GE formulation of the CGE model requires a rectangular 
SAM (Rutherford, 1998a). This format requires that rows and columns must sum lo zero, 
implying a mix of positive and negative entries in the table, where a negative entiy represents 
expenditure and a positive entry represents receipts. Hence, total expenditures equal total 
receipts. Once the SAM is built, it then needs to be changed from the square format to the 
rectangular format. 
The remainder of the chapter describes how the regional SAM is constructed and gives details 
of the data included in the matrix. The process by which the regional level SAM is divided into 
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two sub-regional matrices is also described together with the method of combining these two 
SAMs to produce the final matrix used in the CGE model. The chapter concludes with a 
description of the process followed when converting the matrix from a square to a rectangular 
format. 
6.2.4 Primary assumptions 
This section summarises key assumptions that were made in order to facilitate the construction 
of the SAM. Some of these follow from the SAM framework shown in Figure 6-2 and the 
remainder are simplicity assumptions or are driven by the availability of data. 
Further data driven assumptions were required when manipulating the data to incorporate into 
the SAM and these are explained at the appropriate points in the next section. 
The main assumptions are: 
• Production: 
o Al l sectors with the exception of the housing service sector use the non-service 
and service commodities as intermediate inputs; 
o No sectors used output from the new housing construction sectors or the 
housing service sector as intermediate inputs; 
o Al l sectors with the exception of the housing service sector use capital and all 
types of labour as factors of production but used none of the housing factors; 
o The housing services sector uses only housing factors in the production of 
output. This results from the fact that output in the housing service sector is 
effectively a measure of imputed rent and this will be explained in the next 
section; 
o Only output from the non-service sector and the service sector is used for 
investment; 
o None of the output from any of the housing sectors is traded and thus these 
sectors neither import nor export; 
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o No foreign factors (i.e. those originating outside the region) are used in 
production. 
• Factors. Households and Government: 
o Government revenue is raised by taxing capital and labour inputs only. 
Housing factors are not taxed, 
o Government revenue is used to fund purchases of final demand and is 
distributed to households in the form of transfer payments, 
o Households receive income from returns on the ownership of capital, laboiu-
and housing factors in addition to transfer payments, 
o Each household owns only one type of labour since household groups are 
classified according to occupation, 
o Households use income to fund consumption of final demand and household 
saving. 
o Households do not receive any income from factor usage outside the region. 
• Savings and investment are entirely domestic and thus total savings must equal total 
investment. Furthermore, total imports must equal total exports. 
The next section describes the construction of the SAM in detail and explains how each of the 
SAM was derived. 
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6.3 Construction of the South West SAM 
6.3.1 Output (block 1) 
Housing service sector 
Models of the housing market frequently assume that housing stock and housing services are 
interchangeable, with the standard assumption that one homogenous unit of housing slock 
provides one unit of housing service (Smith et al., 1988). This assumption allows the 
abstraction from the tenure choice decision with housing modelled as a single market rather than 
as a rental and an asset market, thus simplifying the analysis whilst capturing many of the 
characteristics of the market. Using housing service units also incorporates the nature of 
housing as a durable product. Since houses are durable, once built homes continue to provide 
housing service imits until they are demolished. When households move from one property to 
another, they are therefore changing the quantity of housing service that they are consuming. 
The standard approach to quantifying housing services is knovioi as imputed rent and the next 
section discusses how an estimate of imputed rent was achieved in this study. 
Imputed Rent 
Economic advantage arises from home ownership in two ways: as an income advantage in the 
sense that rent does not have to be paid and as a return on private investment (Frick and Grabka, 
2003). The valuation of these mechanisms is known as imputed rent and this measure therefore 
captures the expenditure by households on housing but also capmres the return on housing 
received by those same households. In essence, imputed rent assumes that households are 
renting to themselves. 
A variety of methods have been used to estimate the monetary value of imputed rent. There are, 
however, two main approaches, the market value approach and the opportunity cost approach. 
The market-value approach treats an ovmer-occupied household as i f it is renting the property to 
itself (Saunders and Siminski, 2005). Thus, it includes the rental return on the dwelling as part 
of the income of the owner. It is possible to estimate this form of imputed rent in a variety of 
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ways such as using the actual rental prices of properties with similar characteristics as the ov^er 
occupied properties. However, estimations of imputed rent for national accounts frequently use 
housing expenditures such as mortgage interest repayments, repairs, and maintenance costs, 
insurance and utilities (i.e. the costs associated with owning housing) as a proxy measure for 
rent (Frick and Grabka, 2003). 
The opportunity cost approach calculates the cash income foregone by homeovmers investing in 
housing equity rather than financial assets by estimating the financial benefit of converting the 
equity in one's home into an annuity (Saunders and Siminski, 2005). Hence, the opportunity 
cost approach assumes that the value of housing services is equivalent to the return on a 
similariy valued financial investment. 
The opportunity cost approach is difficult to implement in practice because it requires a 
reasonably accurate approximation of the current value of properties (Saunders and Siminski, 
2005). This data is not readily available since most housing market data is based on housing 
sales and purchases. Thus, the market value approach is used as housing expenditure data is 
more freely available. 
The existing South West Regional Accounts (South West Economy Centre, 2003) do not 
include an explicit measure of imputed rent and therefore it is necessary to estimate values for 
South West households. The opportunity cost approach was ruled out because of the problems 
associated with sourcing suitable data. By contrast, data for household expenditure on housing 
and associated costs is available from the Family Expenditure Survey from the ONS. Thus, 
average net housing expenditure per household is used as the measure of imputed rent. The 
definition of this measure is shown in Table 6-3. 
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TABLE 6 -3 DEFINITION OF NET HOUSING EXPENDITURE 
Housing Gross rent, mortgage interest payments, water charges, council tax. 
(Net) less housing benefit, rebates and allowances received 
Net rent, mortgage interest payments, water charge. Mortgage interest payments 
council tax, etc Net rent 
Council tax, domestic rates 
Water and sewerage charges 
Structural insurance 
Other regular housing payments 
Repairs, maintenance and decorations Central heating repairs 
House maintenance etc (contracted 
out) 
Paint, wallpaper, plaster, wood 
Doors, electrical & other fittings 
Tools, e.g. paint brushes, spanners 
Other materials, hire of equipment 
Source: Family Expenditure Survey 2001-02 
The measure of imputed rent is treated slightly differently in this study in that all households 
purchase final demand from the housing service sector regardless of housing factor 
endowments. Therefore, the level of purchases of housing service by some households may be 
higher than the level of income they receive from owning housing factors. In effect, they are 
renting from other households. Thus, the model captures the rental market, albeit in a very 
broad sense. 
Some existing housing market models incorporate a measure of housing quality. Thus, the 
movement of houses between quality levels can be modelled and the choices consimiers make 
between different qualities of housing can be captured. The quality of housing is a particular 
issue in the South West as identified in The Regional Housing Strategy (South West Housing 
Body, 2005) which estimated that 30 percent of the region*s housing stock falls into this 
category. Thus, incorporating a measure of housing quality in the South West model could be 
of use in assessing how housing quality is valued by consumers. Further discussion of die 
incorporation of quality into the housing consumption choice in given in Chapter 7, section 7.3 
where the issue of hedonic pricing is discussed. 
To incorporate housing quality into the model it is first necessary to choose a specific measure 
of quality. Data from the 2001 Census includes details of certain characteristics of housing 
occupied by resident households in the South West. Much of this information relates to the 
224 
number of bedrooms and bathrooms in a property, which gives an indication of size but not of 
quality. However, Census data also distinguishes between properties that have central heating 
and those that do not, so this characteristic is used as the measure of quality of housing. Thus, 
good quality housing is that with central heating and poor quality housing is that without central 
heating. The number of households distinguished by quality of housing and size of property 
(house or apartment) is shown in Table 6-4. 
According to data from the Family Expenditure Survey 2000-01 (Office for National Statistics, 
2001), the average yearly spend on housing per household in the South West was £3,324. Data 
for household expenditure on housing by social class or by type of housing for the South West 
region is not available and so an estimate for household spend by housing type is necessary. 
The estimation of the total spend on housing in the South West is calculated by using Census 
data for household numbers and multiplying these by average household spend (see Table 6-4). 
TABLE 6 -4 TOTAL EXPENDITURE ON HOUSING SERVICES 
Number of 
households 
Expenditure* 
(£) 
Good^ quality 
houses 
1,585,774 5,270,529,211 
Poor quality 
houses 
154,068 512,065,335 
Good^ quality 
apartments 
278,845 926,778,165 
Poor quality 
apartments 
44,744 148,712.590 
Total 2,063,431 6,858,085,301 
1 Good quality housing has central heating and poor quality housing does not have central heating. 
Source: ONS - Census 2001 
Given the nature of imputed rent, output from the housing service sector is equivalent to 
expenditure on housing. Consequently, total expenditure on housing services must be equal to 
the output of the housing service sector. Thus, total output of the housing service sector in the 
South West in 2001 is estimated to be £6.858 million. 
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Construction of New Housing 
Output from the construction sector is available directly from the Regional Accounts. To 
disaggregate construction into new housing, data from the Department for Business Enterprise 
and Regulatory Reform (formerly the Department for Trade and Industry) are used to estimate 
the percentage of total output accounted for by the construction of new housing (Table 6-5). 
TABLE 6 -5 CONSTRUCTORS OUTPUT IN THE SOUTH WEST (£ MIOION) 
2001 
New housing (public and private) 868 
All new work 3042 
All maintenance and repair 2834 
All work 5877 
% of output from new housing 14.8 
Source: BERR (DTI) Construction Statistics 
Thus, output from the construction of new housing is calculated using the proportion derived 
from the BERR data and the value of output for the construction sector from the Regional 
Accounts (see Table 6-6) 
TABLE 6 -6 OUTPUT OF CONSTRUCTION (£MILUON) 
Gross output % 
Construction 11,444 100 
New housing 1,690 1 4 ^ 
Construction minus new housing 9,754 85,2 
Source: SW Regional Accounts 
Housing is distinguished by both quality and size (whether house or apartment). In order to 
determine output from the construction of new houses and the construction of new apartments, 
housing sales data from the Land Registry is used as the housing categories used are 
disaggregated by size. Specifically, regional data detailing average house prices and nimiber of 
sales by size of dwelling are used to calculate the percentage of total sales accounted for by 
houses and by apartments (Table 6-7). It is then assumed that output from the construction of 
houses and apartments can be split according to the relative proportions of sales (see Table 6-8). 
226 
TABLE 6-7 VALUE OF HOUSE SALES IN THE SOUTH WEST, 2 0 0 1 
£ million % 
Houses 3,158 90.1 
Apartments 349 9.9 
All 3,507 100 
Source: Land Reglstrv 
TABLE 6-8 OUTPUT OF NEW HOUSING CONSTRUCTION (£ MILLION) 
Gross output % 
New housing 1,690 100 
New houses 1,522 90.1 
New apartments 1,68 9.9 
Source: SW Regional Accounts 
Output of other Industries 
Output of all other industries is derived directly fi-om the Regional Accounts. These are 
aggregated to non-service industries: primary, secondary, manufacturing, energy and water and 
construction (minus construction of new housing) and services (Table 6-9). 
TABLE 6-9 OUTPUT OF OTHER INDUSTRIES (£ MIUION) 
Gross output 
Non-service industries 47,897 
Services 83,598 
Source: SW Regional Accounts 
The output block (Block 1) for the South West SAM is given in Table 6-10. 
TABLE 6 - 1 0 S A M BLOCK 1 - GROSS OUTPUT (£ MILUON) 
Non-service 
industries 
(excluding 
construction from 
new housing) Services 
New 
houses 
New 
apartments 
Housing 
service 
CI C2 C3 C4 C5 
Non-service industries 
(excluding construction from 
new housing) 
A l 47,897 0 0 0 0 
Services A2 0 83,598 0 0 0 
New houses A3 0 0 1,522 0 0 
New apartments A4 0 0 0 168 0 
Housing service AS 0 0 0 0 6,858 
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6.3.2 Intermediate Inputs (Block 2) 
It is assumed that no industry uses new houses as an intermediate input and therefore the only 
intermediate inputs are services and non-service commodities. The production of housing 
services uses only factors of production and thus does not use intermediate inputs. 
The SAM framework implies that the sum of each row in the activities block (total output by 
sector) must equal the sum of each corresponding column in the activity block (total inputs by 
sector). Thus, intermediate inputs to the construction sector are allocated to the construction of 
new housing and the construction of new apartments using proportions derived from the BERR 
and Land Registry data (see Table 6-11). 
TABLE 6 - 1 1 IHH-ERMEDIATE INPUTS IN CONSTRUCTION 
Total 
construction 
Construction of new 
housing New houses New apartments 
£ million 
£ 
million 
%of total 
construction 
purchases^ 
£ 
million 
% of new 
housing 
purchases^ 
£ 
million 
% of new 
housing 
purchases^ 
Non-service 
industries 
5,006 739.4 14.8 666 90.1 74 9.9 
Services 1,488 219.8 14.8 198 90.1 22 9.9 
1 See Table 7-6 
2 See Table 7-8 
Source: SW Regional Accounts 
Intermediate inputs for all other sectors are sourced directly from the Regional Accounts (see 
Table 6-12). 
TABLE 6 - 1 2 S A M BLOCK 2 - INTERMEDIATE PURCHASES BY SECTOR (£ MILUON) 
Purchases by: 
Non-service industries 
(excluding construction 
from new housing) Services New houses 
New 
apartments 
Housing 
Service 
A l A2 A3 A4 AS 
Purchases 
from: 
Non-service 
industries 
Cl 20,421 8,398 666 74 0 
Services C2 9,063 23,935 198 22 0 
New houses C3 0 0 0 0 0 
New 
apartments 
C4 0 0 0 0 0 
Housing 
Service 
C5 0 0 0 0 0 
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6.3.3 Factor inputs (Block 3) 
All industries, with the exception of the housing service commodity, used the primary factors 
(capital and both types of labour). The housing service sector uses only existing dwellings 
(good and poor quality houses, good and poor quality apartments) due the nature of imputed 
rent The derivation of labour and capital inputs is presented first followed by a description of 
the allocation of housing factors. 
Labour Inputs 
The SAM framework requires that purchases of factors be gross of tax and disaggregated by 
sector and by factor. However, gross value added by sector and by factor are not directly 
available from the Regional Accounts. However, data showing income and tax for labour by 
occupation is available (Table 6-13) as is data showing earnings (net of tax) by occupation and 
by sector (Table 6-16). 
It is assumed that the sum of income plus tax is equal to gross value added. 
TABLE 6 - 1 3 TAX AND EARNINGS BY OCCUPATION (£ MILUON) 
Tax Income Total 
Professional/managerial 12,113 31,574 43,687 
Intermediate 4,430 11,452 15,882 
Routine manual 1,998 5,028 7,026 
Source: Regional Accounts 
Value added is distributed across sectors using proportions derived from data showing earnings 
by occupation by sector (Table 6-14). Before calculating these proportions, however, it is first 
necessary to allocate earnings to the construction of new housing. This is achieved using the 
proportions from the BERR and Land Registry data for the same reason as stated in Section 
6.3.2 (see Table 6-15). 
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TABLE 6 - 1 4 EARNINGS BY OCCUPATION (£ MIOION) 
Non-service 
industries 
(excluding 
construction) Services Construction 
P rof ess! ona l/m a nage ri a 1 5,083 18,285 1,012 
Intermediate 3,070 10,037 2,000 
Routine manual 2,601 4,907 306 
Source: Regional Accounts 
TABLE 6 - 1 5 LABOUR EARNINGS IN THE NEW HOUSING coNsmuaioN sEaoR (£ MILUON) 
Construction 
of new 
housing 
New 
houses 
New 
apartments 
Professional/managerial 150 135 15 
Intermediate 295 266 29 
Routine nnanual 45 41 4 
Source: Regional Accounts 
The estimated earnings (net of tax) from each sector by occupation are shown in Table 6-16. 
TABLE 6 - 1 6 LABOUR EARNINGS BY SECTOR (£ MILUON) 
Non-service industries 
(excluding construction 
from new housing) Services 
New 
houses 
New 
apartments 
Professional/managerial 5.946 18,285 135 15 
Intermediate 4,775 10,037 266 29 
Routine manual 2,862 4,907 41 4 
Source: Regional Accounts 
Using this data, the distribution of earnings by sector is calculated (Table 6-17). 
TABLE 6 - 1 7 PERCENTAGE OF LABOUR EARNINGS BY SECTOR AND BY OCCUPATION {%) 
Non-service industries 
(excluding 
construction from new 
housing) Services 
New 
houses 
New 
apartments Total 
Professional/managerial 24 75 0.6 0.1 100 
Intermediate 32 66 1.8 0.2 100 
Routine manual 37 63 0.5 0.1 100 
Source: Regional Accounts 
Total purchases of labour (earnings plus taxes) by occupation (Table 6-13) are allocated to 
sectors according to the proportions shown in Table 6-17 to arrive at labour inputs by sector 
(Table 6-18) 
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TABLE 6 - 1 8 LABOUR INPUTS (£ MILLION) 
Non-service industries 
(excluding construction 
from new housing) Services New houses 
New 
apartments 
Housing 
service Total 
A l A2 A3 A4 A5 
Professional/managerial F2 10,654 32,764 242 27 0 43,687 
Intermediate F3 5,020 10,552 280 30 0 15,882 
Routine manual F4 2,573 4,412 37 4 0 7,026 
Although capital expenditures by sector are available from the Regional Accounts, these figures 
are not used as they do not indicate the geographic source of capital and since it is assumed that 
no factors are sourced outside the domestic region, these data are not appropriate. Furthermore, 
an estimate of tax paid on capital usage is not available from the Regional Accounts. The 
derivation of capital inputs is therefore explained in following section. 
Deriving Capital Inputs 
For the South West SAM, it is assumed that households receive income from earnings, from the 
ownership of capital and from social benefits (transfer payments). Total capital income is then 
equal to the difference between total household income and the sum of income from earnings 
plus social benefits. From Regional Accounts data it follows that total income from the 
ownership of capital is £19,275 million (Table 6-19). 
Tax paid on capital ownership as assumed to be the difference between total household tax and 
total tax paid by labour owning households, which amounts to £2,513 million. This value is 
added to household capital income to give a total value of capital inputs. Hence, capital input is 
estimated as £21,788. This total is allocated to sectors using the distribution of output between 
sectors. The housing service sector is excluded since this uses only housing factors (Table 
6-21). 
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TABLE 6 - 1 9 HOUSEHOLD INCOME AND TAX BY SOURCE 
£ million 
Household income 73,212 
Income from earnings and 
social benefits 
53,937 
Income from capital 19,275 
Tax paid by all households 21,054 
Tax paid by labour owning 
households 
18,541 
Tax paid by capital 
owning households 
2,513 
Source: Regional Accounts 
TABLE 6 - 2 0 CAPITAL INPUTS (£ MILUON) 
Non-service industries 
(excluding construction from 
new housing) Services New houses 
New 
apartments 
A l A2 A3 A4 
Proportion of total 
output 
0.360 0.628 0.011 0.001 
Capital inputs F l 7,836 13,676 249 27 
Source: Regional Accounts 
Housing Factor Inputs 
Total output from the housing service sector (i.e. imputed rent) is distributed amongst housing 
factors according to proportions of house types derived from Census data. The derivation now 
follows. 
Data is available from the 2001 Census that details the number of households by type and by 
quality (housing with and without centra! heating). The average household expenditure on 
housing per year from the Family Expenditure Survey (Office for National Statistics, 2001) is 
used together with the number of households of each type to produce an overall expenditure on 
each type of housing (originally shown in Table 6-4). This is then assumed to be the value of 
factor inputs into the housing service sector (Table 6-21). The sum of these inputs is equal to 
the output of the housing service sector since the production of output in this sector uses only 
housing factors and no other inputs. 
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TABLE 6-21 TOTAL EXPENDITURE ON HOUSING FAaoRS 
Households Expenditure 
{£ million) 
Good quality houses 1,585,774 5,271 
Poor quality houses 278,845 927 
Good quality 
apartments 
154,068 512 
Poor quality 
apartments 
44,744 149 
Total 2,063,431 6,858 
Source: ONS - Census 2001 and Family Expenditure Survey 
6 . 3 . 4 Imports and Exports (Blocks 4 and 5 ) 
Firstly, it is assumed that only the two non-housing sectors trade output. Data is available from 
the Regional Accounts detailing transactions between the region and the rest of the U K and the 
rest of the world. Transactions with the rest of the UK and the rest of the world are 
amalgamated to produce a single export sector and a single import sector (Table 6-22 and Table 
6-23). 
TABLE 6 - 2 2 EXPORTS (£ MILUON) 
Exports 
W 
Non-service industries (excluding 
construction from new housing) 
CI 26,781 
Services C2 16,725 
Source: Regional Accounts 
TABLE 6 - 2 3 IMPORTS (£ MILUON) 
Imports 
W 
Non-service industries (excluding 
construction from new housing) 
CI 34,145 
Services C2 22,479 
Source: Regional Accounts 
2 3 3 
6.3.5 Distribution of Value Added (Block 6) 
All households received income from owning capital, labour and the housing factors. The 
Regional Accounts do not include a specific measure of income from capital. It is therefore 
assumed to be the difference between total household income and the sum of income from 
labour and the income from social benefits (Table 6-24). 
TABLE 6 - 2 4 HOUSEHOLD INCOME FROM cAPrTAL (£ MILUON) 
Capital 
Fl 
Professional H I 5,777 
Intermediate H2 2,016 
Routine manual H3 748 
Unemployed H4 10,734 
Source: Regional Accounts 
Labour income for each household group is derived directly from the Regional Accounts. The 
accounts data indicate that unemployed households receive some income from labour and so it 
is assumed that diis is income from unskilled labour (Table 6-25). 
TABLE 6 - 2 5 HOUSEHOLD INCOME FROM LABOUR (£ MILUON) 
Labour 
Professional/ 
Managerial Intermediate 
Routine 
manual 
F2 F3 F4 
Households Professional HI 31,574 0 0 
Intermediate H2 0 11,452 0 
Routine 
manual 
H3 
0 0 5,028 
Unemployed H4 0 0 500 
Source: Regional Accounts 
Income from Housing Factors 
The nature of imputed rent means that household expenditure on housing is equivalent to 
income received from owning housing. Hence, total output from the housing service sector is 
equal to total household income received from housing factor returns. 
Allocating output from the housing service sector to households is accomplished by assuming 
that income from each housing factor is distributed to households according to proportions of 
households by occupation. This data is not directly available from any source but is calculated 
2 3 4 
from Census data for the South West detailing the number of households by occupation and 
tenure and the number of households by tenure and house type. Thus, from this data it is 
possible to derive proportions of households by occupation for each house type (Table 6-26). 
TABLE 6 - 2 6 PERCENTAGE OF HOUSE TYPES OWNED BY EACH TYPE OF HOUSEHOLD {%) 
Professional Intermediate 
Routine 
manual Unemployed total 
Good houses 34.0 28.4 18.5 19.1 100 
Poor houses 30.3 26.1 18.6 25.0 100 
Good apartments 21.0 20.7 19.6 38.6 100 
Poor apartments 22.7 21.3 18.7 37.4 100 
Source: Census 2001 
These proportions are then applied to the total expenditure by house type (Table 6-21) to give 
the final expenditure on housing and therefore the household income fi*om each type of housing 
(Table 6-27). 
TABLE 6 - 2 7 HOUSEHOLD INCOME FROM HOUSING (£ MILUON) 
Good 
houses 
Poor 
houses 
Good 
apartments 
Poor 
apartments 
F4 F5 F6 F7 
Professional HI 1,790 195 155 34 
Intermediate H2 1,497 192 134 32 
Routine manual H3 974 182 95 28 
Unemployed H4 1,009 358 128 56 
6.3.6 Taxes, Government transfers and expenditures (Blocks 7, 8 and 9) 
Transfers to households and factor taxes are derived directly from the Regional Accounts. Tax 
is not defined by factor but rather by household (Table 6-28). Since there is no factor directly 
linked to unemployed households (although imemployed households do receive some income 
from unskilled labour) it is necessary to allocate tax paid by these households to a specific 
factor. Since unemployed households also include unclassified households and receive very 
little income fi-om labour, it must be assumed that tax is paid on some other factor owned by this 
group. This implies that unemployed households pay tax on capital since they receive little 
income fi^om labour and tax is not paid on housing factors (Table 6-29). 
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TABLE 6 - 2 8 TAX BY HOUSEHOLDS (£ MILLION) 
£ million 
Professional 12,113 
Intermediate 4,430 
Routine 
manual 
1,998 
Unemployed 2,513 
Total 21,054 
Source: Regional Accounts 
TABLE 6 - 2 9 TAX BY FACTOR (£ MILUON) 
Capital Professional Intermediate 
Routine 
manual Total 
Fl F2 F3 F4 
Government G 2,513 12,113 4,430 1,998 21,054 
Transfer payments to households are sourced directly from the Regional Accounts (Table 6-30). 
TABLE 6 - 3 0 GOVERNMENT TRANSFERS (£ MILUON) 
Gov't 
G 
Professional H I 733 
Intermediate H2 1,471 
Routine manual H3 1,249 
Unemployed H4 1,931 
Total 5,384 
Source: Regional Accounts 
Government expenditure on final demand is calculated as the difference between transfers and 
tax. Al l government spending is allocated to services since the Regional Accounts only 
detailed government spend on services. Therefore, total government spend on services is 
£17,363 million (Table 6-31). 
TABLE 6 - 3 1 GOVERNVVIENT EXPENDITURE ON FINAL DEMAND ( £ MILUON) 
Government 
G 
Non-service CI 0 
Service C2 17,363 
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6.3.7 Household Spending (Block 10) 
Total spend by households on all goods and services, apart from housing services, are sourced 
directly from Regional Accounts. Spending on construction is adjusted using the proportions 
from the DTI/BERR and Land Registry data to derive spending on the construction of new 
houses and the construction of new apartments ( 
Table 6-32). 
TABLE 6 - 3 2 HOUSEHOLD EXPENDITURE ON GOODS AND SERVICES (£ MILUON) 
Professional Intermediate 
Routine 
manual Unemployed 
HI H2 H3 H4 
Non-service industries 
(excluding construction 
from new housing) 
CI 6,030 2,778 1,393 3,148 
Services C2 19,041 7,549 3,580 7,480 
Construction of new houses C3 27.3 11.3 5.1 17.2 
Construction of new 
apartments 
C4 3.0 1.2 0.6 1.9 
Source: Regional Accounts, Land Registry and DTI/BERR 
Data showing average expenditure per week on housing by socio economic groups from the 
Family Expenditure Survey (Office for National Statistics 2001) are used to estimate household 
spending on the housing service commodity. There figures are used to give average expenditure 
per year (Table 6-33). This is multiplied by the number of households of each type and the 
percentage of expenditure on housing accounted for by each group is then calculated. It is then 
assumed that output from the housing service sector can be allocated according to these 
proportions (Table 6-34). 
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TABLE 6 - 3 3 HOUSING EXPENDPTURE BY soao ECONOMIC GROUP 
Professional Intermediate 
Routine 
' manual Unemployed total 
Average expenditure per 
household per year 
2,339 1,873 1,923 3,014 
Number of households 646,336 553,276 385,244 478,575 
Total household expenditure 
per year 
(£ million) 
1,512 1,036 741 1,443 4,732 
Percentage of total 
expenditure by household 
32.0 21.9 15.7 30.5 
Total output of housing service 
allocated to households 
2,191 1,502 1,074 2,091 6,858 
TABLE 6 - 3 4 SPENDING ON HOUSING SERVICE BY HOUSEHOLDS (£ MILUON) 
Professional Intermediate 
Routine 
manual Unemployed total 
H I H2 H3 H4 
Housing service C5 2,191 1,502 1,074 2,091 6,858 
6.3.8 Savings and Investments (Blocks 11 and 12) 
Investment is derived directly from the Regional Accounts. It is assumed that there is no 
investment from new housing or the housing service sectors and therefore all investment is 
allocated between the non-service and service sectors (Table 6-35). 
TABLE 6 - 3 5 INVESTMENT (£ MILUON) 
Investment 
1 
Non-service industries (excluding 
construction from new housing) 
CI 11,665 
Services a 1,509 
Total 13,174 
Source: Regional Accounts 
Since total household savings must balance with total investments, the value of total 
investments is distributed across household groups. It is assumed that household saving is 
linked to income levels and so investment is distributed across households according to the 
proportion of total household income received by each household group. 
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TABLE 6 - 3 6 SAVINGS BY HOUSEHOLD TYPE (£ MILUON) 
Professional Intermediate 
Routine 
manual Unemployed 
HI H2 H3 H4 total 
Total income 34,481 14,778 7,556 3,982 60,797 
% of total 56.7 24.3 12.4 6.5 
Saving 1 7,472 3,202 1,637 863 13,174 
Source: Regional Accounts 
This ends the description of the construction of the South West SAM. The unbalanced and 
subsequent balanced SAM are given on the following pages as is the key for the SAM. 
TABLE 6 - 3 7 KEY FOR THE S A M 
Description 
Activities 
A l 
Non-service Industries (excluding 
construction from new housing) 
A2 Services 
A3 Construction of new houses 
A4 Construction of new apartments 
AS Housing service 
Commodities 
CI 
Non-service Industries (excluding 
construction from new housing) 
C2 Services 
C3 Construction of new houses 
C4 Construction of new apartments 
C5 Housing service 
Factors F l Capital 
F2 Professional 
F3 Intermediate 
F4 Routine manual 
F5 Good houses 
F6 Good apartments 
F7 Poor houses 
F8 Poor apartments 
Households HI Professional 
H2 Intermediate 
H3 Routine manual 
H4 Unemployed 
Investments 1 
Exports/imports 
W 
Exports/imporu to/from the rest of the 
world including the rest of the UK 
Government G 
2 3 9 
A1 A4 CI C3 C4 as r4 F6 F8 m - IW 1 w c. Total 
A1 0 0 0 0 0 47897 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
A2 0 0 0 0 0 0 83598 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 83598 
A3 0 0 0 0 0 0 0 1522 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1522 
A4 0 0 0 0 0 0 0 0 168 0 0 0 0 0 0 0 0 0 0 0 0 0 i 0 0 0 168 
• 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 6858 
01 666 lA • 0 0 0 0 0 0 0 0 0 0 0 0 6030 1393 -;• v-: 
02 9063 23935 198 22 0 0 0 0 0 0 0 0 0 0 0 0 0 19041 7549 3580 7480 1509 16725 17363 106465 
03 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 27 11 5 17 0 0 0 61 
04 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 1 1 2 0 0 0 7 
C5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2191 1074 0 0 
Fl •:. 249 27 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 21/88 
F2 10654 32764 242 2/ 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ' - . " ^ •.• 0 0 43687 
F3 5020 10552 280 30 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 15882 
F4 2573 4412 37 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 \ a 0 7026 
F5 0 0 0 0 5271 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 5271 
F6 0 0 0 0 927 d 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 927 
F7 0 0 0 0 512 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 512 
F8 0 0 0 0 149 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 149 
HI 0 0 0 0 0 0 0 0 0 0 -.; 0 11 • • •-^ 34 0 0 0 0 0 0 •v. 
H2 0 0 0 0 0 0 0 0 0 0 2016 0 11452 0 1.497 192 134 32 0 0 0 0 0 0 1471 16794 
K3 0 0 0 0 0 0 0 0 0 0 748 0 0 5028 974 182 9b 28 0 0 0 0 0 1249 8304 
H4 0 0 0 0 0 0 0 10734 0 n 500 1,009 358 128 56 0 0 0 0 0 0 1931 14716 
1 0 0 0 0 0 '.^  M " : . , . 863 0 13174 
.". 0 0 0 0 0 . . •• • ' 0 > . ; 
G 0 0 0 0 0 0 0 0 0 2513 12113 4430 0 0 0 0 0 0 0 • 21054 
Total 1672 184 6858 927 b1.^  150 15044 13601 22747 
o 
c 
r-f-
3 
CD 
=3 
n 
ro 
A l A2 A i A4 A5 C4 C5 i 1 F2 F3 F4 F6 F7 F8 HI » H3 H4 w 
A l 0 0 0 0 0 42351 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
A2 0 0 0 0 0 0 83329 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 83329 
A 3 0 0 0 0 0 0 0 1427 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1427 
A4 - ' • • . f t . ' 0 0 0 0 0 157 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 157 
A5 0 0 0 0 Q 0 0 0 6861 0 0 0 0 0 • 0 0 0 0 0 0 6861 
01 3790 0 0 0 0 0 0 0 0 0 • 12424 3567 • , . , 11658 34203 - . • 
0 2 7680 17570 152 16 0 0 0 0 0 :- ' if ' 0 0 0 0 0 0 0 15648 9511 4276 7509 1516 22009 15732 101619 
C 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 590 297 105 435 0 0 0 1427 
04 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 61 21 20 55 0 0 0 157 
0 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 yf) i n 14B2 1112 2257 0 0 0 
F l 1 182 21 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 21445 
F2 11631 31570 262 27 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 43490 
F3 5562 " 305 38 0 ,.'0' . 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 15900 
F4 3043 .1444 43 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 7532 
F5 0 0 0 0 5270 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 5270 
F6 0 0 0 0 932 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 932 
F7 0 0 0 0 509 0 0 a \ 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 509 F8 0 0 0 0 150 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 150 
H1 0 0 0 0 0 0 0 0 0 ' ' . 1 ' 30691 0 0 1765 . •• 36 0 0 0 0 845 1 
H2 0 0 0 0 0 0 0 0 0 0 2084 0 11375 0 1571 193 130 35 0 0 0 0 0 0 1 h"*8 17086 
H3 0 0 0 0 0 0 0 0 0 691 0 0 5010 952 180 95 23 0 0 0 0 0 0 1429 8380 
H4 0 0 0 0 0 0 0 0 0 9909 0 0 503 962 359 127 56 0 0 0 0 0 0 14120 
1 0 0 ' 6 0 0 0 0 0 0 0 868 921 0 0 13174 
W 18290 0 (1 0 0 0 0 0 56212 
0 0 0 0 0 . 4 0 0 0 
42351 1427 101619 2144S 43490 15900 7532 5270 509 150| 39910 17086 13174 56212 
o 
6.4 South West Sub-Regional SAMs 
This section summarises the primary assumptions that were made in order to facilitate the 
construction of the sub-regional SAMs and describes the process of sub-dividing the 
components of the regional SAM to capture the sub-regional structure. 
6.4.1 Primary assumptions 
• Commodities, factors and households are all differentiated by sub-region. 
• No domestic factors are employed outside the sub-region and similarly no sector 
employs foreign (originating outside the sub-region) factors. 
• Savings and investments are entirely domestic. Thus, total savings equals total 
investments. Furthermore, total imports equal total exports. 
• Sub-regions export and import non-service and services to each other. These flows are 
assimied to be equal to the difference between total sector output in the sub-region and 
the sum of sales of outputs to all other agents in the sub-region (intermediate inputs, 
household, government). 
6.4.2 Output and intermediate inputs 
The first step involves choosing proportions in which to allocate South West output to the 
productive sectors in each sub-region. For the non-service and service sectors, data showing the 
proportion output by sub-region from the Regional Accounts is used (Table 6-38). Data from 
the Department for Communities and Local Govemment detailing housing starts by sub-region 
is used to allocate output fix)m the housing construction sectors (Table 6-39). In terms of the 
housing service sector, figures drawn from the 2001 Census data giving the relative sub-
regional proportions of households are used (Table 6-40). 
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TABLE 6 - 3 8 PERCENTAGE OF OUTPUT BY REGION, 2 0 0 1 
Non-service industries 
(excluding construction 
from new housing) Services 
North 64.3 66.7 
South 35.7 33.3 
South West 100 100 
Source: Regional Accounts 
TABLE 6 - 3 9 NUMBER OF HOUSING STARTS BY REGION, 2 0 0 1 
Number % 
North 8,599 55.1 
South 6,999 44.9 
South West 15,598 100 
Source: Department of Communities and Local Government 
TABLE 6 - 4 0 PERCENTAGE OF HOUSEHOLDS BY REGION (%) 
% 
North 57.6 
South 42.4 
South West 100 
Source: ONS Census 2001 
Table 6-41 shows the output and intermediate input blocks of the South West SAM. 
TABLE 6 -41 PROouaioN ELEMENTS OF THE SOUTH WEST SAM 
A1 A 2 A 3 A 4 A 5 C I C 2 C 3 C 4 C 5 Total 
A1 4 2 . 3 5 1 RAI 
A 2 8 3 , 3 2 9 RA2 
A 3 1 .427 RA3 
A 4 1 5 7 RA4 
A 5 6 , 8 6 1 RAS 
C I 9 , 1 5 3 3 . 7 9 0 4 8 3 5 3 0 
C 2 7 , 6 8 0 1 7 , 5 7 0 1 5 2 1 6 0 
C 3 
C 4 
C 5 
= 
Total C A I CA2 CA3 CA5 — 
The social accounting identity requires that a row sum and its corresponding column sum must 
be equal i.e. the stun of the first row must equal the sum of the first column and so on. This 
governs the way transactions are allocated to each of the two sub-regions. Using the non-
service sector (Al and CI) as an example, in order to calculate the output for the North, the 
value in cell (A1,C1) is multiplied by 0.643 since 64.3 percent of total South West output in this 
2 4 3 
industry is attributable to the North sub-region. Since RAI = CAI , to calculate the intermediate 
purchases made by the non-service industries sector in the North fi-om itself, cell ( C 1 , A 1 ) is also 
multiplied by 0.643. Similarly, calculating the output from service industries ( A 2 and C 2 ) in 
the North, cell ( A 2 , C 2 ) is multiplied by 0.667, as 66.7 percent of total South West output fi-om 
this sector originates fi^om the North sub-region. Since RA2 = CA2, then intermediate purchases 
by Service industries ( A 2 ) ft-om non-service industries in the North ( C I ) is calculated by 
multiplying cell ( C 1 , A 2 ) by 0.667. 
The percentages used to allocate output and intermediate inputs to the North sub-region are 
shown in Table 6-42. 
TABLE 6 - 4 2 PROPORTIONS OF SOUTH WEST OUTPUTS AND INTERMEDIATE INPUTS AUOCATED TO THE 
NORTH 
A l A2 A3 A4 A5 C I C2 C3 C4 C5 Tola 
A1 0.64 
3 RAI 
A2 0.66 
7 RA2 
A3 0.55 
1 RA3 
A4 0.55 
1 RM 
A5 0.57 
6 RA5 
C I 
0.64 
3 
0.66 
7 
0.55 
1 
0.55 
1 
0.57 
6 
C2 
0.64 
3 
0.66 
7 
0.55 
1 
0.55 
1 
0.57 
6 
C 3 
C4 
C 5 
: : 
Iota 
1 CAI CA2 CA3 CA4 CA5 
The output and intermediate inputs for the North are given in Table 6-43 and those for the South 
are given in Table 6-44 
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TABLE 6 - 4 3 OUTPUTS AND INTERMEDIATE INPUTS FOR NORTH SUB-REGION 
A l A2 A 3 A4 A5 C I C 2 0 3 C 4 C 5 
A I 27,232 
A2 55,580 
A3 786 
A4 87 
A5 3,952 
C I 5,885 2,528 266 29 0 
C 2 4,938 11,719 84 9 0 
C 3 
C 4 
C 5 
T A B U 6 -44 OUTPUTS AND INTERMEDIATE INPUTS FOR SOUT>I SUB-REGION 
A l A2 A 3 A4 A5 C1 C 2 C 3 C 4 C 5 
A I 15,119 
A2 27,749 
A3 641 
A4 70 
A5 2,909 
C I 3,268 1,262 217 24 0 
C 2 2,742 5,851 68 7 0 
C 3 
C 4 
C 5 
6.4.3 Factor Inputs 
The allocation of factor inputs to the sub-regions is implemented according to the same 
reasoning as that used for intermediate inputs. Looking at Table 6-45. for the SAM to balance, 
RAI = CAI. RA2 = CAI and SO on. Given, for example, that 57.6 percent of output from the South 
West housing service sector originates in the North sub-region (cell (A5,C5)) then 57.6 percent 
of each of the total factor inputs to the sector in the South West are used in the North sub-region 
(cell (F5,A5) to cell (F8,A5)). Similarly, 66.7 percent of South West Services output comes 
from the North (cell (A2,C2)), and so 66.7 percent of regional factor inputs are used in the 
North (cell (F1,A2) to cell (F4,A2)). 
245 
Table 6-43 details the proportions used to allocate output and factor inputs to the North sub-
region. 
TABLE 6 - 4 5 PROPORTIONS USED TO ALLOCATE OUTPUT AND FACTOR INPUTS TO NORTH SUB-REGION 
A l A2 A3 A4 A5 C1 C2 C3 C4 C5 Total 
A l 0.643 RAI 
A2 0.667 RA2 
A3 0.551 RA3 
A4 0.551 RA4 
A5 0.576 RA5 
: 
F l 0.643 0.667 0.S51 0.551 R F I 
F2 0.643 0.667 0.551 0.551 RF2 
F3 0.643 0.667 0.551 0.551 RF3 
F4 0.643 0.667 0.551 0.551 RF4 
F5 0.576 RF5 
F6 0.576 RF6 
F7 0.576 RF7 
F8 0.576 RF8 
•: : 
Total C A I CA2 CA3 CA4 CAS Cci CC2 CC3 CC4 Ccs 
The factor inputs for the North are given in Table 6-46 and those for the South are given in 
Table 6-47. 
TABLE 6 - 4 6 F A a o R INPUTS USED IN THE NORTH SUB-REGION 
A l A2 A3 A4 A5 Total 
: 
F1 3,396 10,645 100 12 0 14,153 
F2 7,479 21,057 144 15 0 28,695 
F3 3,576 6,667 168 21 0 10,432 
F4 1,957 2,964 24 1 0 4,946 
F5 0 0 0 0 3,036 3,036 
F6 0 0 0 0 537 537 
F7 0 0 0 0 293 293 
F8 0 0 0 0 86 86 
: 
Total C A I CA2 CA3 CA4 CAS 
2 4 6 
TABLE 6 - 4 7 FACTOR INPUTS USED IN THE SOUTM SUB-REGION 
Al A2 A3 A4 A5 Total 
1 
F1 1,886 5,315 82 9 0 7,292 
F2 4,152 10,513 118 12 0 14,795 
F3 1,986 3,328 137 17 0 5,468 
F4 1,086 1,480 19 1 0 2,586 
F5 0 0 0 0 2,234 2,234 
F6 0 0 0 0 395 395 
F7 0 0 0 0 216 216 
F8 0 0 0 0 64 64 
Total CAI CA2 CA3 CA4 CA5 .... 
6.4.4 Exports to and Imports from the Rest of the World 
For those sectors engaged in trade, levels of exports and imports to/from the rest of the UK. and 
rest of the world are allocated according to the distribution of output (Table 6-48). Since 64.3 
percent of output in the non-service industry in the South West (cell (A1,CI)) is allocated to the 
North sub-region, it seems reasonable to assume that 64.3 percent of imports used by the non-
service industries in the South West are used in the North sub-region (cell (W,C1)). Similarly, 
since 66.7 percent of output from the South West service sector comes from the North (cell 
(A2,C2)), then 66.7 percent of imports to South West Service industries are imported to the 
North (cell (W,C2)). 
According to the SAM identity, Rw = Cw and hence it is assumed that 64.3 percent of exports 
from South West non-service industries comes from the North (cell (CI,W)) and 66.7 percent of 
exports from South West service industries comes from the North (cell (C2,W)). The 
proportions used to allocate exports and imports are shown in Table 6-48. 
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TABLE 6 - 4 8 PROPORTIONS OF SOUTH W E S T OUTPUT, IMPORTS AND EXPORTS AUOCATED TO NORTH SUB-
REGION 
.... C1 C2 C3 C4 C5 W Total 
A1 0.643 RAI 
A2 0.667 RA2 
A3 0.551 RA3 
A4 0.551 RA* 
A5 0.576 RA5 
C1 0.643 Rci 
02 0.667 RC2 
C 3 R c 3 
C4 RC4 
C 5 RC5 
: 
w 0.643 0.667 Rw 
I 
Total .... Cci C c 2 C c 3 CC4 C c 5 Cw 
The resulting levels of exports to and imports from the Rest of the World for the two sub-
regions are given in Table 6-49 and Table 6-50. 
TABLE 6 - 4 9 RoW EXPORTS AND IMPORTS FOR THE NORTH SUB-REGION 
C I C2 C3 C4 C5 .... W 
: 
C I 21,993 
C2 14,680 
C 3 
C4 
C 5 
: 
W 24,384 12,199 
TABLE 6 - 5 0 Row EXPORTS AND IMPORTS FOR THE SOUTH SUB-REGION 
C I C2 C3 C4 C 5 W 
: : 
C I 12,210 
C2 7,329 
C 3 
C4 
C 5 
I 
W 13,538 6.019 ... 
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The calculation of the levels of exports and imports between the two sub-regions is left until all 
other values have been derived since these figures are assumed to be the difference between 
total output and the sum of commodity sales to all other agents (productive sectors, households, 
investment, exports to RoW and government). 
6.4.5 Distribution of Value Added 
Since it is assumed that domestic firms do not use factors from outside the region and domestic 
factors are not employed outside the region, total factor inputs (returns) are equal to total factor 
endowments plus taxes. 
Factor returns are allocated to households and to government in the form of factor taxes. Thus» 
it is possible to calculate the factor tax rate for the entire region by dividing tax paid by factor 
(cell (G,Fl) to cell (G,F8)) by total factor endowments (cell (Total,Fl) to cell (Total,F8)). So, 
for example, the capital tax rate in the South West is 11.9 percent, given by 9909/21445 = 
O.l 19. The relevant tax rate is then multiplied by the total factor returns in each sub-region to 
give the tax paid on the usage of each factor. 
It is assumed that total factor returns in each sub-region are distributed across households in the 
same proportions that factor returns are distributed across regional households. The distribution 
of regional factor returns is shown in Table 6-51 and the resulting proportions are shown in 
Table 6-52.. 
TABLE 6 -51 DISTRIBUTION OF FACTOR TAXES AND EwDOWMErm IN THE SOUTH WEST 
Fl F2 F3 F4 F5 F6 F7 F8 
: 
HI 6,216 30,691 1,765 200 157 36 
H2 2,084 11,375 1,571 193 130 35 
H3 691 5,010 952 180 95 23 
H4 9,909 503 982 359 127 56 
: 
G 2.545 12,799 4,525 2,019 
Total 21,445 43,490 15,900 7,532 5,270 932 509 150 
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TABLE 6 - 5 2 F A a o R T A X RATES AND PROPORTION OF FACTOR ENDOWMENTS, So\fm W E S T (%) 
Fl F2 F3 F4 F5 F6 F7 F8 
: 
H I 28.99 70.57 33.49 21.46 30.84 24.00 
H2 9.72 71.54 29.81 20.71 25.54 23.33 
H3 3.22 66.52 18.06 19.31 18.66 15.33 
H4 46.21 6.68 18.63 38.52 24.95 37.33 
G 11.87 29.43 28.46 26.81 
Total 100 100 100 100 100 100 100 100 
Thus, for example, 11.87% of returns to capital (Fl) are paid in taxes (cell (G,F1)), and 3.22% 
of returns to capital are paid to routine manual households (cell H3,F1). 
Recall from Table 6-46 and Table 6-47 that the total factor returns to factor Fl (capital) for 
example, is equal to Rfi since this total will be the sum of the row F l . The total factor returns 
for each sub-region are given in Table 6-53. 
TABLE 6 - 5 3 TOTAL FACTOR RETURNS 
North South 
Fl 14,153 7,292 
F2 28,695 14,795 
F3 10,432 5,468 
F4 4,946 2,586 
F5 3,036 2,234 
F6 537 395 
F7 293 216 
F8 86 64 
TO calculate the factor taxes and factor endowments, the percentages in Table 6-52 are applied 
to the factor returns given in Table 6-53. So, for example, the quantity of tax paid in the North 
by Intermediate labour is given by 10,432 x 29.43/100 = 2,969. Total household income (totals 
RHI to RH4) cannot be calculated at this point because households also receive income in the 
form of transfer payments. 
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TABLE 6 - 5 4 DISTRIBUTION OF VALUE ADDED AND FACTOR TAXES, NORTH 
.... Fl F2 F3 F4 F5 F6 F7 F8 .... Total 
'• : 
HI 4,103 20,250 1,017 115 90 21 
H2 1,375 7,463 905 111 75 20 RH2 
H3 456 3,290 548 104 55 13 RH3 
H4 6,540 330 566 207 73 32 f^ie 
= : 
G 1,680 8,445 2,969 1,326 
Total 14,153 28,695 10,432 4,946 3,036 537 293 86 .... 
TABLE 6 - 5 5 DISTRIBUTION OF VALUE ADDED AND FACTOR TAXES, SOUTH 
.... Fl F2 F3 F4 F5 F6 F7 F8 .... Total 
: 
HI 2,113 10,441 748 85 67 15 
H2 709 3,912 666 82 55 15 
H3 235 1,720 404 76 40 10 
H4 3,369 173 416 152 54 24 R»M 
: 
G 865 4,354 1,556 693 
Total 7,292 14,795 5,468 2,586 2,234 395 216 64 .... 
6.4.6 Government transfers and spending 
Government receives revenue from taxes and the total (Re from Table 6-54 and Table 6-55) is 
redistributed as transfer payments to households and funds consumption of goods and services. 
The South West transfer payments to each household type (Table 6-56) are allocated to the sub-
regions according to proportions of each household type by sub-region derived from Census 
2001 data (Table 6-57). 
TABLE 6 - 5 6 TRANSFER PAYMENTS BY HOUSEHOLD, SOUTH W E S T 
Emillion 
H I 8 4 5 
H2 1,698 
H3 1,429 
H 4 2,184 
Total 6,156 
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TABLE 6 - 5 7 PROPORTIONS OF HOUSEHOLDS BY TYPE AND B Y REGION {%] 
North South 
South 
West 
H I 63 .6 36 .4 100 
H 2 55 .9 4 4 . 1 100 
H 3 55.5 44 .5 100 
H 4 52 .7 47 .3 100 
Source: ONS Census 2 0 0 1 
Thus, for example, professional households (HI) in the North receive 845 x 0.636 = £537 
million in transfer payments. Table 6-58 and Table 6-59 show the transfer payments for each 
household type and total household income (this figure includes value added). 
TABLE 6 - 5 8 TRANSFER PAYMENTS TO HOUSEHOLD AND TOTAL HOUSEHOLD INCOME, NORTH 
G Total ^  
: 
H I 5 3 7 26 ,133 
H 2 9 4 9 10 ,899 
H 3 7 9 3 5 ,259 
H 4 1 ,151 8 ,899 
1 
G 1 4 , 4 1 9 
Total 6 4 
1 Total household income including value added. 
TABLE 6 - 5 9 TRANSFER PAYMENTS TO HOUSEHOLD AND TOTAL HOUSEHOLD INCOME. SOUTH 
.... G Total^ 
H I 3 0 8 13 ,777 
H 2 7 4 9 6 , 1 8 7 
H 3 6 3 6 3 , 1 2 1 
H 4 1,033 5 , 2 2 1 
: : 
G 7 ,469 
Total 6 4 
1 Total household income including value added. 
Once transfer payments have been allocated it is possible to calculate government spend on 
goods and services because this is equal to the difference between total government revenues 
and total transfer payments to households. This is shown in Table 6-60. 
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TABLE 6 - 6 0 GOVERNMENT REVENUE AND EXPENDTTURE 
North South 
Government revenue 14,419 7,469 
Transfer payments 3,431 2,275 
Expenditure on goods 
and services 
10,998 4,744 
Government only consumes output from the service sector and is shown in Table 6-61 and 
Table 6-62. 
TABLE 6 -61 GOVERNMENT ExPENorruRE ON GOODS AND SERVICES, NORTH 
.... G Total 
: 
C1 0 Rci 
C2 10,998 R C 2 
C3 0 RC3 
C4 0 RC4 
C5 0 Res 
TABLE 6 - 6 2 GOVERNMENT ExPENorruRE ON GOODS AND SERVICES, SOUTH 
G Total 
: : 
C I 0 Rci 
C2 4.744 RC2 
C3 0 RC3 
C4 0 Rc4 
C5 0 RC5 
6.4.7 Household Consumption and Savings 
Households are assumed to save a proportion of their income with the remainder used for the 
consumption of final demand. South West household consumption and savings for each 
household type are allocated to each sub-region using proportions of households by type for the 
sub-regions derived from Census 2001 data (Table 6-63). 
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T A B U 6 - 6 3 PROPORTION OF HOUSEHOLDS BY REGION OF RESIDENCE 
North South 
Professional 63.6 36.4 
Intermediate 55.9 4 4 . 1 
Routine nnanual 55.5 44.5 
Unemployed 52.7 47.3 
Source: ONS Census 2 0 0 1 
The data for the South West is given in Table 6-64. Household consumption is given in rows 
CI to C5 and savings are in row I . 
TABLE 6 - 6 4 SOUTH W E S T HOUSEHOLD CONSUMPTION AND SAVING 
.... H I H2 H3 H 4 
C I 1 2 , 4 2 4 3,567 1,999 2 ,943 
C2 1 5 , 6 4 8 9 , 5 1 1 4 ,276 7 ,509 
C3 5 9 0 297 105 4 3 5 
C4 6 1 2 1 20 5 5 
C5 2 , 0 1 0 1,482 1 ,112 2 ,257 
H I 
H 2 
H 3 
H 4 
1 9 ,177 2,208 8 6 8 9 2 1 
; 
Total 3 9 , 9 1 0 17,086 8,380 14 ,120 
Thus, for example, the amount household group HI (managerial and professional households) 
spends in the North on commodity CI (non-service goods) is calculated by finding 63.6% of 
12,424 and so HI spends £7,902 million on commodity CI . The remainder of the consumption 
values are calculated in the same way, as are the savings patterns. 
The full spending and savings patterns for the North are given in Table 6-65 and for the South 
are given in Table 6-66. 
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TABLE 6 - 6 5 HOUSEHOLD CONSUMPTION AND SAVING, NORTH 
.... HI H2 H3 H4 
I 
CI 7,902 1,994 1,109 1,551 
C2 9,952 5.317 2,373 3,957 
C3 375 166 58 229 
C4 39 12 11 29 
C5 1,278 828 617 1,189 
HI 
H2 
H3 
H4 
1 5,837 1.234 482 485 
Total 25.383 9,551 4.651 7,441 
TABLE 6 - 6 6 HOUSEHOLD CONSUMPTION AND SAVING, SOUTH 
.... HI H2 H3 H4 
Cl 4,522 1.573 890 1,392 
C2 5,696 4.194 1,903 3,552 
C3 215 131 47 206 
C4 22 9 9 26 
C5 732 654 495 1,068 
HI 
H2 
H3 
H4 
1 3,340 974 386 436 
Total 14,527 7.535 3,729 6,679 
6.4.8 Investment 
Since savings and investment are assumed to be entirely domestic, then total investment is equal 
to total household savings. Thus, total investment in the North is equal to total household 
saving in the North and total investment in the South is equal to total household saving in the 
South. Since figures for total sub-regional savings have already been derived, these values need 
to be allocated to sectors as investment. This is achieved using the assumption thai the patterns 
of sub-regional investment by sector are the same as those in the region as a whole. In the 
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South West, 88.5% (1 1,658/13,174) of total investment results from the non-service sector with 
the remainder from the service sector (see Table 6-67). Investment in the North is shown in 
Table 6-68 and for the South is shown in Table 6-69. 
TABLE 6 - 6 7 SOUTH W E S T INVESTMENT BY SECTOR 
1 % 
Cl 11,658 88.5 
C2 1,516 11.5 
C3 0 0 
C4 0 0 
C5 0 0 
Total 13,174 
TABLE 6 - 6 8 INVESTMENT BY SECTOR, NORTH 
1 .... Total 
Cl 7,113 -
C2 925 -
C3 0 -
C4 0 -
C5 0 -
: 
1 8,038' 
: 
Total 8,038 
1 Total household savings 
TABLE 6 - 6 9 INVESTMENT BY SEaoR, SOUTH 
1 Total 
: 
Cl 4,545 -
C2 591 -
C3 0 -
C4 0 -
CS 0 -
1 5,136' 
Total 5,136 
1 Total household savings 
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6.4.9 Exports and Imports betvi/een the Sub-Regions 
The final values calculated are the imports and exports between the two sub-regions. It is 
assumed that these values are equal to the difference between total output and the sum of sales 
of commodities to all agents in the SAM (intermediate inputs, households, investment, exports 
to RoW and government). 
Sales of commodities to all agents in the North are shown in Table 6-70. Exports to the South 
(column S) are therefore equal to the difference between the values in the 'Total* column and 
the simi of all other values. For example, SCI is equal to 
51,616-(5,885+ 2,528+ 266+ 29+ 7.902+ 1.994+ 1,109+ 1.551 +7.113 + 21,993 + 0) = 
1,245 = Sci 
TABLE 6 - 7 0 SALES OF COMMODITIES, NORTH 
A l A2 A3 A4 A5 H I H2 H3 H4 1 S w G Total 
Cl 5,885 2,528 266 29 0 7,902 1,994 1,109 1,551 7,113 Sd 21,993 0 51,616 
C2 4,938 11,719 84 9 0 9,952 5,317 2,373 3,957 925 SQ 14,680 10,988 67,780 
C3 0 0 0 0 0 375 166 58 229 0 0 0 0 786 
C4 0 0 0 0 0 39 12 11 29 0 0 0 0 87 
C5 0 0 0 0 0 1,278 828 617 1,189 0 0 0 0 3,952 
The values for exports fi-om the North to the South are shown in Table 6-71 and the values for 
exports from the South to the North in Table 6-72. 
TABLE 6 -71 EXPORTS FROM THE NORTH TO THE SOUTH 
s 
Cl 1,245 
C2 2,837 
C3 0 
C4 0 
C5 0 
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TABLE 6 - 7 2 EXPORTS FROM THE SOUTH TO THE NORTH 
N 
C l -1,245 
C2 -2,837 
C3 0 
C4 0 
05 0 
Notice that the values of exports from the South to the North are negative. This is 
counterintuitive since it would suggest that the region is both a net importer and a net exporter. 
When the model was balanced, however, the process removed the negative signs although this 
also could have been addressed by amalgamating the sub-regional export and import sectors 
with the rest of world sectors thus giving values for total exports and total imports. 
it is assumed that exports equal imports and hence imports in each sector are the negative of 
those shown in Table 6-71 and Table 6-72. 
This ends the description of the process of disaggregating the South West SAM into the two 
sub-regional SAMS. Figure 6-3 shows a summary of the steps taken to split the South West 
SAM by sub-region. 
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FIGURE 6-3 SUMMARY OF THE STEPS USED TO AUOCATE SOUTH W E S T TRANSACHONS TO THE SUB-REGIONS 
Allocation of output and intermediate inputs 
Regional accounts used to calculate the proportions of SW output in 
non-housing sectors by sub-regions 
Housing starts data from Dept of Communities and local Government 
used to allocate SW output from the housing construction sectors to sub-
regions 
Proportions of households by type and by sub-region from Census 2001 
used to allocate sub-regional output from the housing service sector 
-Allocated to sub-regional sectors according to the proport 
sector output by sub-region 
Jon of SW 
1— Exports and Imports to/from R o W 
Allocated to sub-regional production sectors according to the 
proportions of output by sub-region 
Distribution of value added 
' Factor tax rate in SW applied to sub-regional factor returns to calculate 
sub-regional factor taxes 
' Difference between factor inputs and factor taxes gives factor 
endowments by sub-region 
Total factor endowments are allocated to households assuming that 
regional and sub-regional distributions are the same 
Government transfers a n d spending 
• SW transfer payments allocation to sub-regions according to the 
proportions of households by type and by sub-region derived from 
Census 2001 data (also used to allocate sub-regional output of the 
housing service sector). 
Sub-regional spending is equal to difference between total sub-regional 
government revenue (sum of factor taxes) and total sub-regional transfer 
payments. All government spending allocated to Service sector. 
Household Income, Consumpt ion and Sav ing 
Both SW consumption and saving were allocated to sub-regions 
according to the proportions of household by type and by sub-region 
Investment 
•Total sub-regional investment is equal to sub-regional savings. It was 
assumed that the patterns of investment in the sub-regions as in the 
South West region. 
Exports and Imports Between S u b - R e g i o n s 
• Export to other sub-region is equal to the difference between total sub-
regional output and the sum of sales of commodities to all agents in the 
SAM (productive sectors, households, investment, exports to BoWand 
government). 
' Imports from other region 
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6.4.10 Balancing the South West SAMs 
Once constructed, the unbalanced sub-regional SAMs are then balanced using the GAMS 
programme listed in Appendix 3. Due to software licence limitations restricting the number of 
variables that can be solved for simultaneously, the tables could not be balanced in their entirety 
meaning that various versions of each of the table had to be balanced where elements of the 
table are aggregated in order to reduce the number of variables being used in the cross entropy 
calculations. By running different versions of the aggregate tables through the software, it was 
possible to generate new tables with very small discrepancies between the row and column 
sums. The fmal balancing of the SAMs was carried out by judgement and only very small 
adjustments to the values were required. 
The final SAMs for the North and the South are presented on the following pages. 
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6.4.11 SAM for the North 
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> 
A1 A2 • A4 A5 Fl F2 F4 F5 HI H2 H4 1 s w G Total 
A1 0 0 0 0 0 15110 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ) 0 0 0 0 15110 
A2 0 0 0 0 0 0 27820 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 27820 
A3 0 0 0 0 0 0 0 640 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 640 
A4 0 ,••'> 0 0 0 0 0 0 70 0 •; i'.'v 0 » 0 0 0 0 0 0 0 0 0 0 0 0 0 
A5 0 0 0 0 0 0 0 0 . • 0 0 0 0 •1 0 ' 0 0 0 0 0 0 0 .'HbD 
01 3250 1300 210 23 0 0 0 0 0 0 0 0 0 0 0 4337 1254 674 932 4190 40 12390 0 28600 
02 2650 5870 70 7 0 0 0 0 0 0 0 0 0 0 0 0 0 0 5566 3258 1458 2521 540 20 7270 4820 34050 
03 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 250 130 55 205 0 0 0 0 640 
04 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 30 10 10 0 0 0 0 70 
0 0 0 0 0 0 I 0 800 625 510 925 . ' H K : I 
F1 1890 5320 80 10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 7300 
F2 4250 10520 120 ''0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 14900 
F3 1980 3330 141: 20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 5470 
F4 1090 1480 20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 !) 0 0 0 0 2590 
F5 0 0 0 0 2130 0 0 0 0 0 0 0 0 0 0 0 ft 0 0 0 0 0 0 0 0 0 2130 
F6 0 0 0 0 0 . . • # . ; , 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
F7 0 0 0 0 320 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 320 
F8 0 0 80 0 •• . 0 0 0 0 0 80 
H1 0 ' 0 0 0 0 0 0 0 10270 70 100 20 0 0 0 0 330 13630 
H2 0 0 0 0 0 0 0 0 0 0 710 0 3950 0 61 ri 70 80 20 0 0 0 0 0 0 0 790 6230 
H3 0 0 0 0 0 0 0 0 0 0 240 0 0 1730 390 60 60 10 0 0 0 0 0 0 0 670 3160 
H4 0 0 0 0 0 0 0 0 3380 180 400 130 80 30 0 0 0 
0 0 0 0 0 • 4730 
0 60 
' 13450 0 0 0 0 • 
0 0 4-, 1 0 0 0 0 0 7690 
• • 3405( • 14900 5470 • 6230 19660 7690 
ro m O 
c 
6.5 Incorporating the Benchmark Data Into the CGE 
This seaion describes the final stages in the development of the benchmark data set that was 
used in the C G E model. However, before the final version of the S A M could be constructed, 
both sub-regional SAMs were converted from square to rectangular format since the model 
cannot use a benchmark data set in square form. Recall that a rectangular format is such that 
receipts are recorded as positive elements in the SAM and expenditures are negative elements 
and column sums and row sums must equal zero. The structure of the two rectangular sub-
regional S A M S is shown in Figure 6-4. 
FIGURE 6-4 STRUCTURE OF RECTANGULAR SUB-REGIONAL S A M 
Activities Households Investment Gov't Imports Exports Totals 
Production 
Outputs and 
intermediate 
inputs 
Consump-tion Investment 
Gov't 
Consump-
tion 
Imports Exports 
Factors value added 
distribution of 
value added 
Foreign 
exchange 
Price of 
foreign 
exchange 
Price of 
foreign 
exchange 
Investment Savings Investment 
Tax 
Value added 
tax 
Gov't 
revenue 
Transfer 
payments 
Transfer 
payments 
Transfer 
payments 
Totals 
Some values appear twice in order to balance the matrix. For example, household saving is 
allocated to the investment row account. However, output is sold to investment and thus there 
needs to be a column account. In order for this to balance, the investment row account makes a 
payment to the investment colimin account that exactly equals savings. 
The conversion of the SAM from square to rectangular format entails several steps. The first 
step involves changing all expenditures to negative values, whilst receipts remain positive. The 
second step requires some transposition and rearrangement of values to fit with the new 
structure, although no values needed to be changed. The next step involves incorporating the 
output block into the intermediate inputs block to create a single domestic production block. In 
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order to incorporate outputs with the intermediate inputs a sector sells to itself, the two figures 
are added since output is positive and intermediate inputs are negative, thus giving the net 
output from the sector. So, for example, output from the non-service sector (CI) in the North is 
£27,241 million and intermediate inputs from the sector to itself are £5,903. So net output is 
27,241 -5,903 = £21.338 million. 
Once both matrices were converted to rectangular format and after some experimentation with 
the model, the most efficient structure for the benchmark data set was found to be a combined 
North and South SAM with the data for both regions represented in a single matrix. This means 
that commodities, factors and households are identified by region. So, for example, the housing 
service commodity in the North (NC5) and the housing service commodity in the South are 
treated as separate goods. The combined production block of the interim matrix is shown in 
Table 6-73. 
TABLE 6 - 7 3 COMBINED PRODUCTION BLOCK FOR NORTH AND SOUTH 
NCI NC2 NC3 NC4 NC5 SCI SC2 SC3 SC4 SC5 
NCI 21,338 -2,490 -273 -30 0 0 0 0 0 0 
NC2 -5,030 43,809 -82 -9 0 0 0 0 0 0 
NC3 0 0 787 0 0 0 0 0 0 0 
NC4 0 0 0 87 0 0 0 0 0 0 
NC5 0 0 0 0 4,001 0 0 0 0 0 
SCI 0 0 0 0 0 11,860 -1,300 -210 -23 0 
SC2 0 0 0 0 0 -2,650 21,950 -70 -7 0 
SC3 0 0 0 0 0 0 0 640 0 0 
SC4 0 0 0 0 0 0 0 0 70 0 
SC5 0 0 0 0 0 0 0 0 0 2,860 
The values on the leading diagonal of the matrix show net output, whilst all other values are 
intermediate inputs and follow directly from the fully balanced sub-regional SAMs. Thus, for 
example, the construction of new houses in the North (NC3) purchases £82 million from the 
Service sector in the North (NC2). 
In the final benchmark data set some of the sectors are combined, for example both non-housing 
sectors are combined. Thus, NCI and NC2 are amalgamated resulting in the final non-housing 
sector NM and SCI and SC2 are also combined in the sector SM. The construction of new 
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houses and the constniction of new apartments are combined to result in a single construction of 
new housing sector for each sub-region, namely NHS and SHS. 
In order to calculate output and intermediate inputs for the combined variables, the column 
accounts for each of the sectors are added together and then the row accounts are added 
together. Using the production block and in particular the construction of new houses and new 
apartments in the North as an example, output in the new sector is equal to 87 + 787 = £874 
million. Similarly, the inputs of the sectors are combined since NM and NNS are also grouped 
into a single sector thus inputs to the construction of new housing are equal to 
-273 + -30 + -82 + -9 = -394 
The combined sectors are shown in Table 6-74. 
TABLE 6 - 7 4 COMBINED SECTORS 
NM NNH NHS SM SNH SHS 
NM 57627 -394 0 0 0 0 
NNH 0 874 0 0 0 0 
NHS 0 0 4001 0 0 0 
SM 0 0 0 29860 -310 0 
SNH 0 0 0 0 710 0 
SHS 0 0 0 0 0 2860 
The two export sectors, i.e. exports to the rest of the world and the exports to the other region, 
are combined for each sub-region, as are the two import sectors (see Table 6-75). 
TABLE 6 - 7 5 COMBINES IMPORTS AND EXPORTS 
Exports Imports 
NM -36,552 36,552 
NNH 0 0 
NHS 0 0 
SM -19,720 19,720 
SNH 0 0 
SHS 0 0 
Due to the way in which the MPGS/GE software reads the benchmark data set, households 
could only receive income from one factor of production and from transfer payments. Thus, it 
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is necessary to allocate value added for each factor to a single household group. For instance, 
one household group only receives income from capital, one receives income from 
professional/managerial labour and so on. Thus, one household was created for each factor and 
total value added is then allocated to the appropriate household group. Some factors, and thus 
households, are also combined in order to simplify the model. Professional and intermediate 
labour are combined to produced a skilled labour factor. Similarly, good quality houses and 
good quality apartments are combined to create a good quality housing factor and the same 
process was followed to create a poor quality housing factor. Table 6-76 shows the distribution 
of value added, where NK is capital in the North, NLS is skilled labour in the North, NLU is 
unskilled labour in the North, NGH is good quality housing in the North, NPH is poor quality 
housing in the North, SK is capital in the south and so on. 
TABLE 6 - 7 6 HOUSEHOLD INCOME FROM FACTOR RETURNS 
Households: 
NK NLS NLU NGH NPH SK SLS SLU SGH SPH 
Factors: NK 12,461 
NL£ 27,845 
NLU 3,603 
NGH 3,742 
NPH 259 
SK 6,440 
SLS 14,220 
SLU 1,910 
SGH 2,460 
SPH 400 
This is a stylised way in which to represent households and does not characterise the real 
structure of the economy. Consequently, figures for changes in household income that result 
from the model cannot be considered to correspond to real households and this is further 
complicated by the existence of transfer payments, which also contribute to the changes in 
income. 
With new household groups, household spending on final demand has to be reallocated. This is 
achieved using the proportion of total sub-regional household income by household type to 
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allocate sub-regional spending. So, for example, using the values shown in Table 6-76. total 
household income in the North is given by 
12,461 + 27,845+ 3,603,+3,742+ 259 = 47,910 
Thus, capital-owning households receive 26 percent (12,461/47,910) of total household income 
in the North. Hence, it is assumed that capital-owning households purchase 26 percent of final 
demand in each sector. Similarly, skilled labour households in the North purchase 58 percent 
(27,845/47,910) of final demand in each sector. 
After experimentation with the data set and the model, it is assumed that government revenue is 
entirely distributed as transfer payments. Thus, government did not consume any final demand. 
Furthermore, since the model is static, savings and investments are removed ft-om the SAM. 
Therefore, since imports and exports must balance, domestic output from the construction of 
new housing (NNH, SNH) and from the housing service sector (NHS, SHS) is sold only to 
households. A proportion of domestic output from the non-housing sector (NM, SM) is sold as 
intermediate inputs to the new housing sector with the remainder being sold to households. 
Moreover, household income (from factor returns and transfer payments) is spent entirely on 
consumption. The household consumption patterns are shown in Table 6-77. 
TABLE 6 - 7 7 HOUSEHOLD SPENDING PATTERNS 
NK NLS NLU NGH NPH SK SLS SLU SGH SPH 
NM -14,886 -33.263 -4,304 -4,470 -309 
NNH -227 -508 -66 -68 -5 
NHS -1,041 -2,325 -301 -312 -22 
SM -7,483 -16,524 -2,219 -2,859 -465 
SNH -180 -397 -53 -69 -11 
SHS -724 -1,599 -215 -277 -45 
Since household consumption balances with sector output, this results a mismatch between 
household income and household consumption (equal to the previous value of government 
expenditure on final demand). Since all government revenue is now available for transfer 
payments, government revenue is allocated to households in order to balance total household 
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income with total household spending. The ftiU derivation of these values is shown in Table 
6-78. 
TABLE 6 - 7 8 HOUSEHOLD CONSUMPTION AND TRANSFER PAYMENTS 
Household consumption: 
Total NK NLS NLU N6H NPH SK SLS SLU SGH SPH 
NM 14,886 33,263 4,304 4,470 309 
NNH 227 508 66 68 5 
NHS 1,041 2,325 301 312 22 
SM 7,483 16,524 2,219 2,859 465 
SNH 180 397 53 69 11 
SHS 724 1,599 215 277 45 
Total 
household 
consumption 
16,154 36,097 4,671 4,851 336 8,387 18,520 2,488 3,204 521 
Total Income 
from factors 
12,461 27,845 3603 3742 259 6,440 14,220 1,910 2,460 400 
Difference 
between 
income and 
consumption 
3,693 8,252 1,068 1,109 77 1,947 4,300 578 744 121 21,888 
% difference 16.9 37.7 4.9 5.1 0.4 8.9 19.6 2.6 3.4 0.6 100 
Allocation of 
transfer 
payments 
3,693 8,252 1,068 1,109 77 1,947 4,300 578 744 121 21,888 
The complete list of final variables is given in Table 6-79. 
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TABLE 6 - 7 9 FINAL MODEL VARIABLES 
Description Description Notes Variable Names 
North South 
Activities and 
commodities 
Non-housing sectors All sectors with the 
exception of the 
construction of new 
housing 
NM SM 
Construction of new 
houses 
NH SH 
Housing service NHS SHS 
Factors/households Capital NK SK 
Skilled labour Professional and 
Intermediate labour 
NLS SLS 
Unskilled/ manual labour Routine manual labour NLU SLU 
Good quality housing Good quality houses 
and good quality 
apartments 
NGH SGH 
Poor quality housing Poor quality houses 
and poor quality 
apartments 
NPH SPH 
Exports/Imports Exports All exports and imports 
were amalgamated 
EROW 
Imports (ROW 
Government GOVT 
The final stage in the process of incorporating the benchmark data set involves rescaling the 
data such that values are expressed in £ billion (US definition). The software used to generate 
the model is, in practice, sensitive to large differences in magnitude of the benchmark data 
values and therefore when the data was rescaled, some of the very lowest values are set to zero. 
This required some additional manipulation of the data set, which was done on an ad hoc basis. 
The final data used in the model is on the following page. 
The processes that were followed to achieve the final SAM resulted in a benchmark data set that 
is rather stylised in structure. The relative magnitudes of the different entries in the SAM will 
impact the final results of die model since some elements were necessarily set to zero in order to 
balance the final data set. 
The final benchmark data set used in the model is shown overleaf. 
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NM NNH NHS SM SNH SHS NHK NHLS NHLU NGHO NPHO SHK SHLS SGHO SPHO EROW IROW Govt 
NM 58 -1 0 0 0 0 " -37 -5 -3 -1 0 0 0 0 0 -36 36 0 0.0 
NNH 0 4 0 0 0 0 -1 -1 -1 -1 0 0 0 0 0 0 0 0 0 0.0 
NHS 0 0 5 0 0 0 -1 -1 -1 -1 -1 0 0 0 0 0 0 0 0 0.0 
SM 0 0 0 30 -1 0 0 0 0 0 0 -6 -18 -3 -1 -1 -19 19 0 0.0 
SNH 0 0 0 0 5 0 0 0 0 0 0 -1 -2 -1 -1 0 0 0 0 0.0 
SHS 0 0 0 0 5 0 0 0 0 0 •1 -1 -1 -1 -1 0 0 0.0 
NK -12 -1 0 0 0 0 13 0 0 0 0 0 0 0 0 0 0 0 0 0.0 
NLS -28 -1 0 0 0 0 0 29 0 0 0 0 0 0 0 0 0 0 0 0.0 
NLU -4 -1 0 0 0 0 0 0 5 0 0 0 0 0 0 0 0 0 0 0.0 
NGH 0 0 -4 0 0 0 0 0 0 4 ' 0 0 0 0 0 0 0 0 0.0 
NPH 0 0 -1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0.0 
SK 0 0 0 -6 -1 0 0 0 0 0 0 7 0 0 0 0 0 0 0 0.0 
SLS 0 0 1 . -14 -1 0 0 0 0 0 0 0 15 0 0 0 0 0 0 0.0 
SLU 0 0 0 -2 -1 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0.0 
SGH 0 0 0 0 0 -3 0 0 0 0 0 0 0 0 3 0 0 0 0 0.0 
SPH 0 0 0 0 0 -2 0 0 0 0 0 0 0 0 0 2 0 0 0 0.0 
PFX 0 0 0 • 1 0 0 0 • 0 0 0 0 0 55 -55 0 0.0 
TK -2 0 0 -1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0.0 
TLS -11 0 0 -6 -1 0 0 0 0 0 0 0 0 0 0 0 0 0 18 0.0 
TLU -1 0 0 -1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0.0 
TRN 0 0 0 0 0 10 2 1 1 1 6 2 0 -23 I I ' : 
•: r 0.0 0.0 0 0 0.0 0.0 ( I I I 0.0 0 0 0.0 0 0 0.0 0.0 0,0 1 ) 1 ) 0.0 0.0 1 1 ' : 0.0 
> 
6.7 Conclusion 
The most common approach to arranging benchmark data for CGE models is to develop a SAM 
for the geographic area of interest. For this study, it was necessary to construct two sub-
regional SAMS: one for the North of the region (comprising Bath and North East Somerset, 
Bristol, S Gios. N Somerset, Dorset, Poole, Bournemouth, Swindon, Wiltshire and 
Gloucestershire) and one for the South of the region (comprising Cornwall, Devon, Plymouth, 
Torbay and Somerset). 
The process of building the complete South West SAM and the two sub-regional SAMs was 
carried out using a variety of published data sources including the 2001 Census. However, the 
majority of the data are derived from the South West Regional Accounts published by the South 
West Economy Centre (2003). Once the data was collated in a suitable format, a GAMS 
program was used to balance each of the SAMs. Due to software license constraints restricting 
the number of variables involved in the calculations, it was necessary to balance a series of 
aggregated SAMs in order to reduce the number of variables in the C E calculations. Therefore, 
the final process of matrix balancing was carried out by judgement. 
Once a regional SAM had been constructed, this was subsequently disaggregated by sub-region 
using data primarily from the Regional Accounts and from the 2001 Census. The resulting 
SAMs, once balanced, were combined and aggregated to produce the final benchmark data set 
that was used in the CGE model. 
In conclusion, the benchmark data set was generated from a consistent set of Regional Accounts 
and other published data and is therefore based on detailed regional data. However, certain 
compromises needed to made in order to incorporate the data into the model. This has resulted 
in a rather stylized benchmark data set, which does have implications for its usage. For 
instance, since households can receive income from only one factor of production, this would 
limit the use of the model for welfare studies where detailed impacts on households would be 
required. However, ftinire development of the SAM is discussed in final chapter. 
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7 A BL-REGIONAL C G E MODEL FOR THE SOUTH WEST HOUSING 
MARKET 
The discussion in Chapter 5 illustrates the reasons for choosing the CGE approach to develop 
the South West model. To reiterate, many of the techniques used for other regional impact 
studies, such as lO analysis, cannot be used to analyse supply shocks, which is the aim of this 
study. Furthermore, many of these techniques are essentially static in nature and thus, for 
example, assume fixed prices. By contrast, the CGE approach allows variables such as prices to 
be determined endogenously and therefore avoids many of these problems. Consequently, the 
CGE technique was deemed to be the most effective choice for the South West model. The next 
stage in the process requires the determination of the detailed structure of the CGE model. 
In a regional C G E model, firms and household are optimizing agents, with firms maximizing 
profit and households maximizing utility. Since production and consumption are sensitive to 
price changes, goods prices and factor prices adjust to equilibrate supply with demand in goods 
markets and factor markets respectively. Hence, it was necessary to decide on an appropriate 
formulation for the optimisation choices of both firms and households, in addition to choosing 
the nature of the agents that were to be incorporated in the model. 
Regional economies are more open than national economies and this implies, for example, a 
greater degree of labour and capital mobility at the regional level. Hence, it was also necessary 
to make decisions regarding the way in which issues that are of particular concern at the 
regional level, such as factor migration, would be incorporated. There were various difficulties 
encountered diuing the development of the model, primarily arising from software and other 
resource issues, that limited certain aspects of the model. Although these are mentioned briefly 
in this chapter together with any implications they might have had for the research, they are 
discussed more fully in the final chapter of thesis in terms of what can be done to ftirther the 
development of the model. 
This chapter continues with a review of the approaches that have been used to develop regional 
CGE models and in particular, those that have been used in the development of models 
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examining the behaviour of the housing market. The chapter continues with an examination of 
the choices made with regard to each element of the South West model and presents the reasons 
for these choices. The chapter concludes with a presentation of the final fonn of the South West 
model and a simimary of its key characteristics. 
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7.1 An Overview of Regional CGE Modelling 
This section provides an overview of the individual elements that comprise a ftill CGE model 
and includes a discussion of the primary ways in which they are modelled. 
7.1.1 Production and Product Markets 
Unlike regional input-output models that are based on Leontief technology, the nature of 
production in regional CGE models is specified according to a neoclassical fi^mework. 
Consequently, CGE models do not represent factor demands as linear functions of output but 
rather factor demands depend on both output and relative prices. The accepted approach to 
modelling the production of outputs is to define the mathematical relationship beUveen the 
factors of production, intermediate inputs and the corresponding level of output. With CGE 
models it is very difficult, if not impossible, to prove the existence of an equilibrium (i.e. a 
solution to the set of modelling equations). Consequently, the variety of fijnctional forms used 
is generally limited to a group of functions with well-known properties that satisfy the criteria 
for the existence of an equilibrium solution. These equations are usually in one of three forms: 
• Cobb-Douglas: Y = AV'K^, where Y is output, L is labour, K is capital and A, a and 
P are determined by the production technology; 
• constant-elasticity-of-substitution: Y = {p.K^ - j - pt**)? where Y is output, K is capital, L 
is labour and a , P and p are determined by the production technology; 
• flexible functional forms: for example the translog function, a generalisation of the 
Cobb-Douglas function that allows for Allen partial elasticities"* to be used. This 
implies that multiple factors can be incorporated (Bemdt and Christensen, 1973). 
The choice of function depends upon a trade-off between simplicity and flexibility. Cobb-
Douglas (CD) and constanl-elasticity-of-substitution (CES) functions are the easiest to 
'° The Allen partial elasticity of substitution is defined as the percentage change in the ratio of the 
quantity of two factors to the percentage change in their price ratio allowing all other factors to adjust to 
their optimal level (HiU and Snir, 1999). 
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incorporate. However, both types of ftinction place severe restrictions on the elasticities of 
substitution: in the case of CD functions, income and own-price elasticities are restricted to 
unity, whereas CES ftincrions allow different but fixed elasticities. The wide variety of flexible 
functional forms available to use place little or no restriction on the values of elasticities. 
However, the price of this flexibility is an increased numbers of parameters, a problem if 
suitable data is not available. Moreover, these functions only possess the necessary functional 
properties in certain domains 
An alternative, and less data intensive, way to increase the flexibility of functional forms is to 
use hierarchical (or nested) functions. Instead of using a single production function, layers of 
functions are used, allowing for differing elasticities between pairs of factors. For instance, 
capital and labour can be combined in the first level of production to create a composite value 
added good. In the final level, the composite is combined with intermediate inputs to produce 
final output. The advantages of using production functions in this way are twofold: firstly, the 
increased numbers of elasticities allows for a more detailed production structure, whilst 
retaining much of the simplicity of standard fiinctional forms, and secondly, intemiediate goods 
can be treated diflFerently from value added factors. This produces the greatest benefits when 
examining the mechanics of particular sectors within an economy. Nested production functions 
are also useful when incorporating imports into production, which is of particular importance to 
regional models where there are two sources of imports, namely other regions within the 
country and the rest of the worid. hi most examples, the Armington assumption is assumed to 
hold and CES functions are used to combine domestic products and imported goods to produce 
a final demand good (Partridge and Rickman, 1998). 
For the sake of expediency, it is assumed that production technologies exhibit constant returns 
to scale since increasing returns result in non-convex production sets (Scarf, 1981a, b). 
Provided there are no indivisibilities diis does not usually cause a problem, although if 
indivisibilities exist, many different approaches can be taken such as the dual approach that uses 
cost functions rather than production functions to describe production in the model. Even if the 
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original technology is non-convex (as is the case with increasing retiuiis to scale) the 
technology recovered from the cost function will be convex (Kuosmanen, 2003). 
Product markets are usually assumed to be perfectly competitive, thereby providing the link 
between producer costs and commodity prices. An important issue when dealing with product 
markets is the dimensionality of the model. Typically, this depends upon the intended purpose 
of the model and the availability of suitable data. In general-purpose impact models, the level 
of aggregation tends to vary. For example, the ORANI model of the Australian economy 
(Dixon et al., 1982) uses 114 industries and commodities, whereas the model of the UK 
economy developed by Piggott and Whalley (1985) used 33 industries and commodities and the 
US model developed by Ballard et al. (1985) incorporated 19 industries and 16 commodities. In 
general, issue-specific models tend to use a greater degree of aggregation. For example, in a 
model investigating the demand and supply of energy in China developed by Shibusawa et al. 
(1999), 9 industries and commodities were used. 
To conclude, the structure of the production block is driven partly by the purpose of the model 
and partly by technical considerations. The majority of models rely on a few standard 
functional forms. However, the production process can be layered (i.e. functions are nested) to 
allow a greater degree of flexibility in the specification of production than would otherwise be 
available from using the standard production functions alone. 
7.1.2 Household Demand 
Household demand is driven by household income and household consumption decisions are 
represented by a utility maximisation problem. Analogous to production, household demand is 
most commonly modelled using f\mctions of the CD or CES type leading to a well-defined 
utility maximisation problem. Both CD and CES functions constrain the income elasticities of 
demand to unity, so in some circumstances, the linear expenditure system (LES) is used. This is 
a modification of CD and CES functions that incorporates a minimum level of demand for each 
good thereby removing the imitary elasticity of demand (Dorosh and Sahn, 2000). Essentially, 
the arguments of the utility function in a LES specification represent the amount by which the 
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quantities consimied exceed the subsistence requirement of each commodity. The cost of the 
increased flexibility of this approach is an increased number of parameters to calibrate, 
specifically the subsistence or minimal level of each commodity must be determined. 
Savings and investments are also determined by household decision-making. In closed-
economy (usually national) models, investment tends to be linked to household saving and 
based on constant expenditure shares (Abler et al., 1998). The problem being that the 
household propensity to save will change with the economic climate. A more detailed approach 
is taken by Shibusawa, Miyata and Chen (1999) who link investment to household saving in 
addition to government saving, capital depreciation and the savings of the foreign sector that 
receives income from imported goods and expends income on exported goods. 
Since household decision-making is a matter of utility production, modelling the household 
sector is treated in much the same way as the standard industrial production sector, hi short, 
household decision-making is modelled by using standard production functions that can then be 
nested to increase the degree of detail whilst retaining tractability. 
7.1.3 Factor Markets 
The most common approach is to assume that factor markets are perfectly competitive, where 
both firms and households are treated as price takers (Vargas et al., 2001), although the factors 
included and the degree of factor mobility vary considerably according to the nauire of the study 
and the availability of data (Partridge and Rickman, 1998). Some form of labour and capital are 
usually used, although land is another common choice particularly for those studies focusing on 
environmental issues, for examples see the studies by Jorgenson and Wilcoxen (1993) and Mutti 
et al. (1989). Like commodities, factors are disaggregated to provide structural detail, such as 
dividing labour into skilled and unskilled components. As with many other model variables, the 
degree of disaggregation in factor markets is determined by available data and the purpose of 
the model. Moreover, household groups are usually chosen in order to minimise within-group 
heterogeneity, as first suggested by Pyatt and Thorbecke (1985). 
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The level of factor mobility is primarily motivated by the time frame of the model (Partridge 
and Rickman, 1998). In general, the longer the time period and/or more open the economy, the 
greater the level of factor mobility, thus allowing for differences in factor retiuns between 
regions in the short run (Harrigan et al., 1996; Jorgenson and Wilcoxen, 1993; McGregor et al., 
1996). 
Less easily dealt with are variations in patterns of factor ownership between the national and 
regional level. One way in which this has been addressed is to incorporate a relationship 
between regional factor ownership and region of factor use (Jones et al., 1986; Koh et al., 1993). 
An alternative approach is to adjust income by place of employment to income by place of 
residence to produce net factor ownership, particularly capital ownership (Rickman 1992, and 
Waters, Holland and Webber 1997). The advantage being that this estimates the leakage of 
income from the region. 
7.1.4 Savings and Investment 
Since many regional models are static in nature, savings and investment are often omitted since 
households have no incentive to save (Partridge and Rickman, 1998). In models where savings 
have been included, they are often endogenously linked to investment in a classical fashion as, 
for instance, in the model by Li and Rose (1995). Alternatively, savings are assumed to flow 
into national savings, with exogenous investment treated in a Keyensian fashion (ICraybill et al., 
1992). A study by ICilkenny (1993) includes savings firom households in the region, savings 
from firms, govermnent savings and savings from outside the region. 
7.1.5 Government 
Government generates income through the taxation mechanism, distributes this income in the 
form of transfer payments and expenditure on goods and services and is usually treated 
exogenously in regional models (Partridge and Rickman, 1998). In those cases where the 
government sector is endogenous, it is treated in the same way as households; generating 
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income and making expenditure decisions. For examples, see the studies by Jones et al. (1986), 
Mutti et al. (1989) and Morgan et al. (1996). 
Since regions tend to operate with a local and national government sector, many studies have 
combined the two, which are then treated exogenously as in the studies by Koh et al. (1993) and 
Hoffrnan et al. (1996). Even in the case where national and regional government are treated 
separately, regional governments are often assumed exogenous, for an example see the study by 
ICraybilletal.(1992). 
Government income generation is straightforward to incorporate. For instance, a sales tax set at 
level X would be incorporated by setting the consumer price q, to be equal to P(1+T)where p is 
the producer price. However, the government expenditure decision is treated in much the same 
way as household expenditure: a utility function is maximised leading to a consumption 
decision and using standard functional forms. 
7.1.6 Static vs. Dynamic Models 
In static CGE models agents optimise over a single time-period, ranging in length from a single 
year to a whole lifetime. These models are used to analyse changes in the nature of an economy 
as it moves from one state of exogenous conditions to another. This type of comparative static 
analysis is useful for situations where flows such as savings are not of primary concern, since 
static models omit the time path of a response. Dynamic behaviour is incorporated into CGE 
models in an attempt to include a time dimension. Due to the dominance of taxation research, 
dynamic models generally aim to capmre changes in household behaviour (Pereira and Shoven, 
1992): the magnitude of the expected ftiture after-tax capital return influences the 
consumption/savings decision requiring an inter-temporal utility function (Partridge and 
Rickman, 1998). 
Dynamics can capture changes in product markets including shifts in the number and 
composition of commodities and agents. Where commodities are concerned, the numbers of 
varieties are fixed and therefore shifts in allocation determine the change in composition. 
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Alternatively, modelling changes in the characteristics of commodities is achieved via a 
continuous exogenous or endogenous process. For example, entry and exit of firms can be 
modelled by assuming that firms can be inactive, thus entry and exit is treated as the transition 
fi-om inactive to active and vice versa while the total number of producers remains constant. 
Consumers can be represented in a similar fashion, with flows between finite numbers of social 
classes, such as occupational groups. For consiuners who live for a time-period shorter than the 
horizon of the model, the overlapping generations approach is often used, where lifetimes are 
defined by specific time-periods. For example, a lifetime could be divided into three periods: 
childhood, adulthood and retirement, each period having its own characteristics. This approach 
can capture important intergenerational issues and is therefore of particular use when a policy 
influences generations in different ways or there is an impact on the aggregate savings rate, 
level of capital accumulation or economic growth (Farmer and Wendner, 2004). 
An alternative to the overlapping generations approach is the recursive technique. This assumes 
that the behaviour of agents within a model depends only on current and past states of the 
economy. The time path is modelled by solving a sequence of equilibria according to inter-
temporal equations representing, for example, the updating of capital stock. Hence, in each 
period an equilibrium solution is calculated given existing supplies of capital and labour. When 
the supplies of capital and laboiu* are updated, a new equilibrium solution is calculated. 
The final approach to dynamic modelling assumes that agents' expectations depend, not only on 
the past and the present, but also on the future state of the economy. It then becomes necessary 
to solve for all periods simultaneously, leading to full multi-period dynamic CGE models. 
Uncertainty about future states can be incorporated by using stochastic equations. 
The main concern when creating dynamic models is the large number of parameters that need to 
be estimated, further complicating model solution and thus frequently impacting the level of 
sector and factor detail that can be incorporated within the model. Although both the 
overlapping generations approach and the expectations approach incorporate a greater degree of 
realism, they also require a larger number of parameters in comparison to the recursive 
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approach. Thus the decision of whether to create a dynamic model and then which approach 
should be used, must be balanced against the need for detail within the model. 
7.1.7 Model Closure 
The issue of model closure was first identified by Sen (1963) who noted the problem of over-
determination in a theoretical macro-model given by the following equations (Thissen, 1998) 
and explained below: 
X , = f , ( L , K ) (1) 
X , = 7 i + w L (3) 
S = Sp7I + S^wL (4) 
l = r (5) 
S = I (6) 
Good. Xs, is produced via a neo-classical production function, fp, with factors, K and L. These 
factors receive returns according to their marginal productivities and so labour, L, receives the 
wage rate, w, and capital, K, receives total capital income, TI . Total savings are determined by 
the savings ratios. Sw and Sp. Investment, I , is equal to some exogenous value, I * and total 
savings are equal to total investment. Of these variables, five are endogenous: Xs, I , S, w and TI . 
Consequently, this model is over-determined i.e. there are more equations than unknown 
variables, hi order to find a solution to the model, it is necessary to either remove one of the 
equations, allow an exogenous variable to be determined endogenously or set an exogenous 
level for one of the endogenous variables. The choice between these three options defines the 
issue of model closure. Although there are many variations, there are four main macro-closures 
used and these are the neoclassical closure, the Johansen closure the Keynesian closure and the 
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Kaldorian closure and the neoclassical is the most frequently used of these (Dewatripont and 
Michel, 1987; Thissen, 1998) 
Both the neoclassical and die Johansen closures involve removing one of the equations from the 
model. In the case of the neoclassical closure, investment is assumed to be endogenous 
(equation 5 is removed) and the model adjusts until investment is equal to savings i.e. whatever 
is saved is then invested (Swan, 1960). The mechanism that achieves equilibrium is often 
assumed to be an interest rate, although this is rarely modelled explicitly (Thissen, 1998). By 
contrast, the Johansen closure removes the link between savings rates and total savings and thus 
equation 4 is removed. Savings are assumed to adjust to the exogenous investment level either 
by changes to private consumption (Dewatripont and Michel, 1987) or by the incorporation of 
endogenous government spending (Thissen, 1998). With both the neoclassical and Johansen 
closures, the production side gives total output since resources are frilly utilised. Both product 
markets and labour markets clear, and wages adjust to give full employment. In the neoclassical 
case, investments wi l l adjust to the given savings decisions. Yet in the Johansen closure, 
investment is exogenous and so consumption must change endogenously to maintain frill 
employment. 
With the Keynesian closure, the wage rate is fixed, thus equation 2 is removed and labour 
supply is therefore endogenous (Dewatripont and Michel, 1987) and so this closure incorporates 
the possibility of unemployment. Finally, the Kaldorian closure assumes that the wage rate is 
less than or equal to the marginal product of labour, thus equation 2 is removed and the wage 
rate adjusts to ensure frill employment. Hence, the Kaldorian closure is consistent with a 
redistribution of income. 
These four closure methods are usually employed in closed economy models. Yet they do not 
have the same relevance for regional models since they relate to variables over which an open 
economy will have little or no influence. For example, the high level of capital mobility at the 
regional level renders the neoclassical closure irrelevant. In a study by Adams and Parmenter 
(1995), the rate of return for capital was exogenous, thereby implying that the supply of capital 
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is perfectly elastic and domestic capital formation is not constrained by domestic saving. 
Therefore, regional closures tend to be more idiosyncratic and a number are discussed here. 
Balance of payment closure refers to the conditions for clearing markets for foreign exchange, 
rather than the previous closures discussed that give conditions for closing aggregate goods 
markets. In the most simple case, the demand for foreign exchange equals the demand for 
imports, whilst supply equals the value of exports plus net borrowing (Kraev, 2003). The 
balancing mechanisms are either quantity clearing (net borrowing adjusts), rationing (foreign 
exchange is allocated between sources of demand) or price clearing (real exchange rate adjusts). 
Since macro-economic closures have much less relevance at the regional level, econometric 
closures have also been introduced to allow more flexibility. Regional labour markets are more 
mobile and consequently there have been efforts to introduce migration into regional models. 
One such approach was first developed by Harris and Todaro (1970), where the net migration 
rate is negatively related to the log of the ratio of domestic regional unemployment to national 
unemployment and positively related to the log of the ratio of the domestic regional wage to the 
national wage. This approach has been incorporated into regional CGE models such as 
AMOSENVl (Hanley et al., 2006) that are also dynamic in nature. Wage bargaining has been 
included in models with imperfectly competitive labour markets. For instance, in a model of 
Merseyside developed by Minford et al. (1994), wages are subject to a regional bargained real 
wage function in which the regional real consumption wage is directly related to workers 
bargaining power, and hence inversely related to the regional unemployment rate. 
Model closure ensures that the CGE model is solvable or computable simply by guaranteeing 
that the number of equations and endogenous variables match. Moreover, it establishes 
causality based on the theoretical preference of the model builder, and thus there is no right or 
wrong standard that can be applied (Mitra-Kahn, 2008). The choice of closure rules is therefore 
governed less by the needs of the model and more by the particular viewpoint of the model 
builder. This discussion is limited by the fact that mention of closure rules in the modelling 
liieramre is minimal as mentioned in the recent survey of CGE modelling by Mitra-Kahn 
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(2008), where the author states that closure rules "..are rarely, if ever, discussed or justified in 
model papers." 
7.1.8 Model Parameterlsatlon 
The way in which model parameters are determined is subject to considerable debate. 
Specifically, the way in which models are calibrated using benchmark data for a single year is 
problematic because: 
• data for a single year may not be enough to specify all parameters leading to a reliance 
on external data sources (Hansen and Heckman, 1996); 
• the benchmark data may not represent the economy in equilibrium (Greenaway et al., 
1993) 
There are ways in which one can try to overcome these problems such as using econometric 
estimation of parameters or partitioning the model into blocks of relationships and thus reducing 
the number of parameters to be estimated. However, these approaches have many inherent 
difficulties, particularly at the regional level: time series data may not be available and 
endogeneities are often ignored (Partridge and Rickman, 1998). Therefore, the majority of 
regional models are calibrated to a benchmark data set and the potential problems are borne in 
mind when interpreting the results ft-om the model. 
The issues discussed in this section are those with particular relevance to regional CGE models 
in general. The next section focuses on the issues directly relevant to housing market CGE 
models. 
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7.2 CGE Models of the housing market 
The realm of housing research is multi-disciplinary and has been influenced by work in many 
different (Doling, 2001). Economic modelling techniques have already made a significant 
contribution to the development of understanding of land use, planning, residential and 
commercial property, housing finance and communities (O'Sullivan el al., 2003). Nevertheless, 
there is some concern regarding the use of such techniques because of the increasingly 
sophisticated modelling approaches used and the applicability to the practical issues faced by 
policy makers (Harris and Cimdell, 1995). The benefits of abstracting the processes involved in 
the operation of the housing market are generally not denied, however the nature o f these 
abstractions is a contentious issue (Marsh and Gibb, 1999). These simplifying assumptions can 
be classified into three broad categories (Wallace, 2004): 
• Negligibility assumptions - the assumption that an individual factor or group of factors 
has no significant influence on the events under consideration; 
• Domain assumptions - the conditions under which the theory applies; 
• Heiu-istic assumptions - although they are known to be false, they are made in order to 
facilitate theoretical investigation. 
The choice of simplifying assumption is governed by the chosen modelling technique and by 
the purpose of the model itself. It is therefore important to understand the implications of any 
assumptions made as these can significantly affect the outcome of the analysis. 
Various aspects of the housing market have been subject to the application of statistical and 
economic modelling techniques. There are a number of studies examining house prices and the 
effect of house prices on the economy, for instance the papers by Cook and Thomas (2003) and 
Drake (1995), whilst others focus on the house-building industry, such as the research by Ball 
(2003) and Tiwari (2004). Kim and Ju (2003) and Kenny (1999) investigate the effects of 
housing supply on the macroeonomy and both Amon (1980) and Gibb (2000) explore the 
operation of the housing market. Other issues examined include residential mobility (Hardman 
and loannides, 1999), property taxes (Julia-Wise et al., 2002) and urban housing supply (Kim 
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and Ju, 2003). The remainder of this section discusses existing CGE models that focus in some 
way on the impact and behaviour of the housing market. 
7.2.1 Structure 
In general, the structure of a CGE model depends largely upon its purpose. Theoretical models 
tend to have the simplest structure and complex specifications are introduced only in order to 
facilitate the investigation of the theory in question. Empirical models tend to include more 
detail. The most detailed models are those built for general policy analysis whereas issue-
specific empirical models will usually have very detailed specifications in those areas that have 
the greatest influence on the topic in question and a more generic specification for those 
elements that have little influence on the outcome. 
In general, housing market models tend to include detailed specifications of the house-building 
sector, household consumption and in some cases, the market for credit where issues relating to 
the use of housing as an asset are being examined. 
7.2.2 Scope and Dimensionality 
Most housing market models tend to focus on a particular aspect of the housing market. The 
study by Luk (1993), for example, examines residential location choices and the impact this has 
on the formation of urban areas. The model incorporates three non-housing commodities, 
twenty-four different types of houses, three factors and five different types of household. 
Houses are distinguished by location, dwelling type, lot size and floor space. This model is 
relatively rich in terms of the number of dimensions included. A similar study by Kim and Ju 
(2003) models the housing market in Seoul, Korea with a specific focus on the impact of iui)an 
housing. The level of aggregation is similar to the previous example, with eight industry 
sectors, five factors of production, five household groups and two tiers of government. These 
studies are similar in three ways. Firstly, the models are used to examine spatial aspects of 
household location decisions and thus some of the detail in the models results from 
distinguishing housing and households by geographic location. Secondly, these are both 
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empirical/applied models in that they have been developed to investigate 'real' economic 
phenomenon rather than to examine 'theoretical* issues or to further understanding o f the 
modelling technique itself Thirdly, these models are static and are therefore solved for only 
one period. Static models are usually much easier to solve than dynamic models primarily 
because agents are only optimising over a single time-period. Static models generally have far 
fewer parameters and only require one solution to be found unlike recursive models, for 
example, that require a series of solutions. Consequently, it is easier to incorporate a greater 
degree of heterogeneity in the specification of static models. 
Very few CGE models that incorporate housing focus on assessing macro economic impacts. 
However, one such example is a study by Aoki et al. (2004) investigating the impact of 
imperfections in credit markets. This is based on the hypothesis that house prices influence 
consumption, specifically when housing is used as collateral to reduce agency costs associated 
with borrowing. Although the model focuses on macro effects, the overall scope o f the model is 
relatively narrow and thus the dimensionality of the model is small, for instance production is 
limited to two commodities, durables and non-durables and two household types, homeowners 
and consumers. The model is also dynamic in order to capture changes in the UK. credit market. 
The additional complexity resulting from the dynamic elements limits the level of sectoral 
heterogeneity. A similar pattern is noticed in the model constructed by Ebrahim and Mathur 
(2004), examining the link between interest rates and house prices. This two-period dynamic 
model has two agents, a homeowner and a lender, with two types of assets, a house and a 
mortgage. Both models incorporate a lesser degree of heterogeneity in terms of household and 
commodity definitions in comparison to those developed to examine residential location 
decisions. 
The degree of heterogeneity, and hence the dimensionality, of the model is closely linked the 
scope of the model. Those that focus on spatial issues, such as residential location decisions, 
tend to incorporate detailed housing blocks since, regardless of what other physical 
characteristics of housing are included, there must be some geographical index in order to 
capture the spatial aspects of the issue. 
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7.2.3 Housing Market 
One of the most interesting studies in terms of modelling housing markets was the study by Luk 
(1993). This was primarily theoretical although an empirical example was used for illustrative 
purposes. One of the more revolutionary ideas developed in this static CGE model was the use 
of hedonic pricing to model housing consiunption, which until that point had not been used in 
CGE analysis. Another innovative aspect of the model was the treatment of housing, 
households and land as indivisible entities. This is not a common approach as indivisibility 
leads to discontinuous consumption sets. Luk avoids non-convexity by introducing a logit 
function that distributes households over available close-substitute choices thereby 
approximating a continuous consumption set. 
A more complex specification of the housing market can be found in a study by Aoki et al. 
(2002). This model is used to investigate links between house prices, consumption and 
monetary policy. The model focuses on the methods by which household consumption is 
financed and follows the financial accelerator model o f Bemanke et al. (1998). An interesting 
aspect of the approach taken here is the way in which the household sector is modelled. Each 
household is a composite of two behavioural types: homeowners and consumers. Homeowners 
borrow funds to purchase houses and then rent houses to consumers. This captures consumer 
borrowing and lending whilst avoiding much of the complexity inherent in modelling the utility 
optimisation of heterogeneous consimiers under liquidity constraints. The study concludes that 
positive shocks to economic activity cause a rise in housing demand, leading to increased prices 
and therefore increases in homeowners' net worth. Although in this model, the direction of 
causality of the shock (from economic activity to the housing market) is opposite to that planned 
for the model developed in this study, it is interesting to note the dual household representation 
since the use of imputed rent in the South West SAM captures similar characteristics. The 
model by Ebrahim and Mathur (2002) took a similar approach and incorporated two agents, a 
homeowner and a lender and two commodities, a home and a *risk-free* mortgage. This type of 
formulation is particularly useful when explicitly modelling the use of housing as an asset. 
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In some cases, the housing market has not been modelled explicitly, but instead a proxy 
measure has been used. For instance, in the study of Seoul in Korea by Kim and Ju (2003), the 
use of land for residential purposes is a proxy measure for the supply of housing. This approach 
precludes the incorporation of a secondary market for existing dwellings. Similarly, the model 
constructed by Julia-Wise at al. (2002) to examine property tax policies in Idaho, avoids 
modelling property markets explicitly. Instead, impacts are modelled by changing tax levels 
and the formulation follows the analysis of Waters et al. (1997). 
The model by Tarlow (2004) was developed to investigate the impact of fixed transactions costs 
in the operation of the housing market. Although this has been the subject of other research, it 
is unique in terms of CGE modelling, the main reason being that fixed transactions costs 
introduce non-convexities into the consumption set as i l represents a binary choice for 
households. The author incorporates a dynamic element into the model and in particular, an 
overlapping generations (OLG) approach, in order to overcome potential problems with non-
convexity. It is assumed that consumers are bom, live and act in the economy and then die, 
with this lifecycle divided into two or more stages. The advantage being that consumers are 
characterised by income and other characteristics such as age (i.e. the stage they have reached in 
their lifecycle). In this model, consumers are permined to randomise over the decision of 
whether to pay transactions costs, resulting in sufficient heterogeneity to overcome the problem 
of binary choices in the consumption set (i.e. it replicates a continuum of choices) but the model 
remains tractable. 
The final model discussed in this section also employs an OLG approach to modelling the 
dynamic aspects of the housing market. This model, developed by Hardman and loannides 
(1999), investigates the impact housing markets and residential mobility have upon economies. 
However, this model is theoretical and thus has a relatively stylised structure. Consumers 
maximise their utility with respect to the consumption of goods (both housing and non-housing) 
together with the nimiber of residential moves they make over their lifetime. Transactions costs 
are incorporated by including a cost parameter that is a function of the informational structure 
within the economy and reflects the ease with which vacant homes can be found. 
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Although dynamic modelling approaches would seem to be the most appropriate treatment for 
the housing market, there remain relatively few examples. This review finds that dynamic 
models of housing markets tend to be theoretical in nature and highly stylised in structure, due 
in part to the inherent difficulties involved in incorporating dynamic elements into larger 
empirical studies. Adding a dynamic element increases the number of parameters and equations 
thus resulting in a much more complex structure. As can be seen from the models discussed 
here, model structure is kept relatively simple in order to enable the incorporation dynamic 
elements. Consequently, the criticisms aimed at economic modelling as regards the loss in 
realism due to simplifying assumptions are particularly resonant for dynamic modelling. 
The final part of this chapter discusses hedonic pricing. This approach to pricing housing 
characteristics is not commonly seen in CGE models but has been used successfiilly to represent 
consumer choices in other forms of housing model. 
7,2,4 Hedonic Pricing 
In an attempt to quantify housing submarkets, the hedonic pricing approach was developed to 
estimate the *price' of submarket characteristics (Rosen, 1974). Hedonic pricing operates on the 
assumption that an implicit market exists for different housing characteristics. This has led to a 
large body of research, much of which uses hedonic pricing to identify submarkets. See the 
paper by Bartik (1987) for a review. 
The earliest attempt to incorporate submarkets and hedonic pricing functions into a housing 
market model is by Muth (1969) and this has been the basis for many further models. The Muth 
model collapses all housing characteristics into a single index, 'housing services*, and then 
represents the housing market by two linked markets: a market for housing services and a 
market for housing stock. The stock generates a flow of housing services and the price of a unit 
of stock equals the present value of net revenue from this flow. This model can be extended to 
include structure type, spatial fixity and tenure choice by assuming a linked set of submarkets. 
The research was furthered by Sweeney (1974) who incorporated a *quality* measure such that 
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housing submarkets were differentiated by quality, thus allowing the deterioration o f dwellings 
to be modelled and maintenance costs to be included. 
Of the more recent models of this type, one of the most comprehensive has been the Chicago 
Prototype Housing Market Model (CPHMM) by Anas and Amott (1993). The CPHMM is a 
sub-regional (lu^ban) model and was constructed specifically for the Chicago housing market. 
Within the firamework of the CPHMM, houses can be constructed, demolished and can be 
moved up the quahty scale by maintenance and by conversion whilst without maintenance, 
housing deteriorates in quality. In terms of hedonic pricing, consumers can choose from 50 
different housing unit types, classified by size, quality and type. Many of the more recent 
models were based on the CPHMM, for example the study examining the issue of homelessness 
by Mansur et al. (2002). 
Hedonic pricing is used to estimate the degree to which different housing characteristics 
influence house prices. Poor quality housing was identified in The Regional Housing Strategy 
(South West Housing Body, 2005) as a concern in the South West housing market, where an 
estimated 30 percent of the region's housing stock falls into this category. Thus, it is useful to 
have some method of incorporating quality into the South West CGE model and Section 6.3.1 
on page 222 discusses how the measure of housing quality is determined for this model. The 
final part of this chapter describes the fi^mework of the South West model, including the 
incorporation of housing quality levels into the household consumption block. 
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7.3 The Development and Structure of the South West Model 
The objective of this research is the development of a model of the South West housing market 
because no such model currently exists. The model evolved during the development process 
and so this section describes the key decisions that were made during its construction and 
presents the overall structure of the final model. 
7.3.1 Geography, Variables and Time Scale 
The model for the South West is designed according to a bi-regional structure. The regional 
dichotomy is not modelled explicitly but is included via the benchmark dataset, where sectors, 
households and factors are disaggregated by sub-region. This process is discussed in detail in 
Chapter 6. 
The model variables are broad in terms of the level of aggregation to retain a degree of 
tractability. For example, in the final benchmark data set, all non-housing commodities are 
aggregated into a single commodity. Some elements o f the initial benchmark data set were 
aggregated during the development process in order to facilitate the solution of the CGE model. 
The primary factors used in this model are two types o f labour (skilled and unskilled) and 
capital. There are two housing factors representing existing housing and these are disaggregated 
by quality (good and poor). 
The final version of the model is a comparative static model. Thus, agents are optimising over a 
single time period. 
7.3.2 Production 
The first key decision was to use standard CD and CES functions because there was no soimd 
reason for choosing otherwise. Furthermore, since the software chosen to solve the model was 
easily able to deal with nested functions, this allowed for more flexibility in the specification of 
the productive sectors. 
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The Treatment of Housing in the South West CGE 
Supply in the housing market takes two forms, new construction and existing dwellings. The 
construction of new dwellings is treated in the same way as the production of other goods and 
thus uses a combination of factors (capital and labour) and intermediate inputs. Land has not 
been included in the final model because the sustainability study carried out by the Office of the 
Deputy Prime Minister (2005c). states that there is sufficient land for all housing development 
currently planned within the South West region, including levels of increased supply planned in 
the Regional Spatial Strategies. Thus, including a constraint on the supply of housing was not 
necessarily productive at this point, although this is something that could be incorporated in the 
future. 
The model is static and thus the construction of new housing is treated in the same way as a 
non-durable good. Hence, output from the construction of new housing survives for only one 
time-period. This is clearly not realistic as houses should continue to provide services for 
multiple time-periods. The decision to consume new housing should be influenced by the 
consideration of the services that will be provided by the housing unit in future periods. 
Although this cannot currently be modelled, any fiiture development of the model incorporating 
dynamic elements would provide the possibility of including these effects. 
Existing dwellings are not produced but are bought and sold in the housing market. This 
secondary market for existing housing is represented in the South West model by the creation of 
a ^housing service' good, where the price is a measure of imputed rem. This follows the 
approach of Muth (1969), where existing dwellings are the sole factors of production. Using 
imputed rent as a good within the model also captures the rental market, albeit in a rather 
rudimentary fashion. Since the private rental sector and socially rented sector in the UK is 
relatively small and is not as significant as the owner-occupied sector (Hughes and McCormick, 
1987; McCormick, 1997), the explicit inclusion of a rental market was left as an area for friture 
development. 
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Treating housing as a perfectly divisible good (i.e. a 'housing service') is unappealing from a 
theoretical standpoint as it assumes that consumers can purchase any combination of housing 
characteristics in any quantity, which cleariy cannot be so. However, models that assume 
divisibility have resulted in reasonably realistic outcomes, for example the spatial patterns of a 
particular city can be observed (Luk, 1993). This particular issue has more bearing on sub-
regional models where the markets in question are smaller and the issue of sub-markets 
becomes much more significant. At the regional level, the assumption of divisibility is less 
problematic as, in aggregate, it is reasonable to assume that households can choose fi-om what is 
effectively a continuum of characteristics. Since this model only considers spatial choices in 
terms of locating in the North sub-region or in the South, this geographic level is large enough 
to be able to assimie a continuum of characteristics without much compromise fi-om a 
theoretical point of view. 
Structure of Production of goods and services 
In the model, goods and services are produced using nested production functions. For goods 
and services other than the housing service, capital and labour combine at the first level to 
create a composite value added. This composite then combines with intermediate inputs to 
produce domestic output. Imports and domestically produced goods are assumed to be 
imperfect substitutes and an Armington specification is used to produce a composite final 
demand commodity. Perfect competition and constant returns to scale are assumed in all 
markets. 
The housing service commodity is produced entirely from existing dwellings and so does not 
use any other value added or intermediate inputs. Existing dwellings are not used as value 
added by any other commodity. Neither the housing service sector nor the new housing 
construction sector exports or uses imports. 
Non-housing sector output is sold to households, exports and intermediate demand. Output 
from the housing sector and the construction of new housing is only sold to households, 
hivestment is not included as the model is static. Taxes are included, however, and the tax rates 
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for the use of value added are determined endogenously. The government is the tax collection 
agent and total tax revenue is distributed to households as transfer payments. 
The elasticities chosen for the production functions follow those used in the CGE for Jersey, 
JEMENVI (Learmonth et al., 2001) and the environmental CGE model for Scotland, 
AMOSENVI (Ferguson et al., 2005) as these represented the closest approximations to the 
South West model that could be found in the current literature. Therefore, the intermediate 
transactions are assumed to be Leontief, whilst factors are combined using a CES function with 
an elasticity of 0.8. Imports and domestic goods for all non-housing commodities are combined 
with an elasticity of 2 to produce the final demand commodity. A summary diagram of the 
structure of production is shown in Figure 7-1. 
FIGURE 7-1 PRODUCTION STRUCTURE OF THE SOUTH WEST C G E 
final demand A 
domestic imports 
output A 
intermediate value added 
inputs A 
capital labour 
Although the production of housing services does not involve intermediate inputs or imports, 
this commodity is produced using the same technology as represented in Figure 7-1. Good 
quality houses and poor quality houses are combined using an elasticity of 0.8 to produce final 
demand in the housing service sector. 
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Mathematically, the first level o f production combines the factors o f production according to a 
CES function with elasticity o f 0.8 to give a composite value added good, V A . Therefore, the 
quantity o f V A used in the production o f commodity j is given by: 
(a-l] 
where r | j is a scale parameter, 5jj is a distribution parameter, F;j is the amount o f factor i used 
in the production o f commodity j , a is the elasticity o f substitution and n is the total number of 
factors. 
The next level o f production combines the value added composite, V A , and intermediate inputs, 
V , according to a Leontief specification to produce domestic output, Q: 
V A . V . 
where and p j are the input-output coefficients o f industry j for factor inputs and 
intermediate inputs, and VAj and Vj are the factor inputs and intermediate inputs respectively. 
The final level o f production uses the Armington approach to combine domestic output, Q, and 
imports, Q M , to produce total output, QT: 
where is a scale parameter, Gj is a distribution parameter, Q j is the quantity o f the 
domestically produced commodity j and Q M j is the quantity o f imports of commodity j used in 
the production o f total output o f commodity j and p is the elasticity o f substimtion. 
296 
7.3.3 Household Income 
Households receive income from endowments o f factors and transfer payments from 
government. However, use o f the MPSGE software placed restrictions on the source o f 
household income. Specifically each household could only receive income from one type o f 
factor. Consequently, households are defined by the factors from which diey receive income. 
Capital households, for example, only receive income from the rental o f capital and no other 
households receive income from capital. 
Housing services are measured in terms imputed rent as discussed in the previous chapter and 
hence "Persons who own the dwellings in which they live are treated as owning 
unincorporated enterprises that produce housing services that are consumed by the household to 
which the owner belongs." (United Nations Statistics Division. 1993). However, by allocating 
imputed rent only to those households that own housing factors, this implies that In essence, 
these households are renting housing services both to themselves and to households who receive 
income from other factors since all households purchase the housing service comraodity. 
Although this idiosyncratic allocation o f factor incomes to households has consequences for the 
analysis of distributional effects o f exogenous shocks, in aggregate it probably has only a 
limited detrimental effect. 
7.3.4 Household Consumption 
Household income is allocated entirely to the consumption of commodities because the model is 
static and so savings are ignored. This implies that households are myopic and are optimising 
over only one time-period. The problem with modelling a durable goods in this fashion is that 
the consumption of durables involves not only decisions regarding the quantity to consume but 
also the timing o f consumption choices. New housing lasts only one period in this model and as 
such it cannot capture the inter-temporal nature o f housing consumption decisions and may 
underestimate the consumption o f housing goods. 
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Household demand in the South West is treated in a similar way to production in that the 
standard functional forms are used to represent the optimizing decision process. The household 
demand block comprises two layers. In the first layer, housing products are combined to 
produce an aggregate housing good and in the final layer, the housing aggregate is combined 
wi th output from the non-housing sector to produce f inal household consumption. 
Both economic theory and empirical evidence indicate that consumption decisions involving 
housing are particularly complex because housing meets basic needs such as shelter, yet also 
acts as a means for storing household wealth. Consequently, nested functions are employed 
since this allows housing goods to be combined in a single housing composite modelling the 
choice households make between the consumption o f existing housing and new housing. 
Specifically, uti l i ty derived from consuming commodities is modelled as a two stage nested 
function. A t the first level, utili ty from the consumption o f housing derived by combining 
housing services with new houses according to elasticity ESUBH. This housing composite is 
then combined with the remaining non-housing commodity with elasticity, ESUBU, to produce 
the price o f uti l i ty. For a summary diagram of the structure o f the utility function see Figure 
7-2. The value o f one was chosen for ESUBH thus the housing composite is modelled using a 
Cobb-Douglas function. This specification is used because it is assumed that consumers are 
reasonably indifferent bet\\'een new houses and existing dwellings. 
One o f the objectives o f this study is to investigate the behaviour o f the housing market in the 
South West and to aid in this process, various different values o f ESUBU (elasticity o f 
substitution between housing consumption and non-housing consiunption) are used. Empirical 
studies are divided wi th regard to the level o f substitutability between the consumption o f 
housing and the consumption of non-housing goods. The values range from 1.25 and higher 
(Davis and Martin, 2005; Piazzesi et al., 2007) to 0.5 or less (Flavin and Nakagawa, 2008; 
Hanushek and Quigley, 1980). The variety o f empirical estimates o f the substitutability 
between housing consumption and non-housing consumption are partly a result o f the data used. 
Studies using macro level data estimate values larger than one whilst studies using household 
level data frequently estimate values much closer to zero. Aggregate macro level data w i l l 
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likely mask any effects resulting from consumer l ife cycles for example, whereas household 
level data might be biased toward a certain type o f household thus restating in di f fer ing 
estimates. Thus many housing market models have used Cobb-Douglas specifications 
(elasticity o f substitution o f 1) for household preferences between housing and non-housing 
goods as a compromise between the various empirical estimates or to simplify numerical 
assumptions (L i and Yao, 2007). 
Different values o f ESUBU are used to investigate the impact o f variations in consumer 
preferences and values vary between 0.1 and 1.6. Using 0.1 implies that households w i l l 
consume housing and non-housing commodities in relatively fixed proportions and thus the 
relative price of housing has a limited effect on the consumption o f housing. Increasing the 
value for this parameter increases the substitutability between the consumption of housing and 
non-housing commodities and so the relative prices w i l l have a more marked affect on the 
patterns o f household demand. 
FIGURE 7-2 STRUCTURE OF UnLmr FUNaiON 
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At the initial level, the housing commodities are combined according to the elasticity ESUBH 
1 and this implies a Cobb Douglas function o f the following form: 
i=I 
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Where CHj is the consumption of housing by household j , HOy is the quantity o f housing 
commodity i consumed by household], (t>j is a scale parameter, yi is a distribution parameter 
and h is the number of housing commodities. 
Housing consumption, CH, then combines with consumption o f the other non-housing 
commodity, CC, according to elasticity ESUBU to produce consumer utility: 
ESUBU 
(ESUBU-1) (ESUBU 
q ) j C H . ^ " « u +( l - (Pj )cC^ ESUBU 
(ESUBU-I) 
Where CHj is the consumption o f housing by household j , CCy is the quantity o f non-housing 
commodities i consumed by household j , J i j is a scale parameter, (pj is a distribution parameter 
and Uj is overall level o f consumer utility. 
Since this is a regional model, the issue o f migration is important. The final model is static and 
therefore migration carmotbe determined endogenously. Thus, the level o f net migration is 
determined exogenously as part o f the counterfactual scenarios. 
Although current research suggests that manual or unskilled labour households are much less 
mobile (McConmick, 1997), there w i l l be natural changes in the numbers o f unskilled labour 
households as new households are created, break up and some w i l l migrate. The counterfactual 
scenarios therefore incorporate changes in the numbers of all labour owning households and all 
capital-owning households since housing factors carmot migrate. More details about the 
counterfactuals are given in section 7.3.8 on page 303. 
7.3.5 Government 
In the South West model, it is assumed that government receives income f rom taxes on factor 
inputs and distributes all o f this income in the form o f transfer payments. Although this does 
capture the impact taxes have on the use o f factors, it does have implications for the use o f the 
model to analyse shocks such as changes to the housing tax structure for example. However, 
this does not significantly impinge on the distribution o f the impacts o f interest here. 
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7.3.6 Dynamics 
The durability o f housing implies that households consume a f low o f housing services and thus 
a dynamic model would be most appropriate. The theory presented in Chapter 2 suggests that 
the way in which consumers view housing depends upon the l i fe cycle o f the consiimer (Silos, 
2007). As such, the overlapping generations approach would be the most effective approach to 
incorporating a time dimension into the model. However, experimentation with an overlapping 
generations framework and a recursive fi'amework both resulted in models with no solution. 
Thus, the final version o f the model is a comparative static model. There is, however, further 
scope for incorporating dynamic elements into the model, a task that can be undertaken in future 
research. 
The durability o f housing, the transactions costs involved in changing levels o f housing 
consumption and the nature o f the services provided by housing all imply that consumers w i l l 
optimise consumption o f housing over a long time-period. However, the static model implies 
that consumers are optimising over a single time period which is clearly not realistic since 
consimiers wi l l be more likely to substitute consumption o f other goods for the consumption o f 
housing because the long term flow of services from housing is not considered. Thus, the 
importance o f housing in the region may be underestimated. 
7.3.7 Closure Rules 
Investment and savings are not included in the final model and so a price clearing closure is 
adopted. Full factor employment is assumed with non-housing factors being mobile between 
sectors (with the exclusion of the housing service sector). The complete list o f closure rules 
adopted for this model is given here. 
Total demand for each commodity must equal total supply: 
T . = V . + C ^ + X ^ 
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where Tj is the total supply o f good j , V j is the amoimt of good j supplied to domestic 
consumption (intermediate inputs), Cj is consumer demand for commodity] and X j is the 
amount o f j sold to exports. 
Perfectly competitive product markets are assumed, hence the 'zero profits* condition holds for 
domestic output: 
PjQi=IPviV,+Z(l + t , K F ^ 
i k 
where pj is the domestic price o f good] , Qj is the domestically produced quantity o f good j and 
thus pjQj is the value o f domestic output. Furthermore, pvjis the price o f intermediate input i , 
Vjj is the amount o f good i used as an intermediate input for good j , ppk is the price o f factor k 
and is the tax rate for factor k. 
The model includes an Armington composite and thus zero profits for total sector output are 
also assumed: 
P T j T j = P j Q j + P M j M j 
where prj is the price o f good j , PMJ is the price of imports of good j and M j is the quantity o f 
imports o f good j . 
Factor demand is met by factor supply (i.e. f u l l employment o f all factors): 
o m 
i=l j=I 
where Etj are the endowments of factor k owned by household j , Fid is the quantity o f factor k 
demanded by industry i , m is the total number o f households and n is the number o f indusuies. 
Households spend their entire income on consumption: 
PFicEki+Bi=PuA 
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where pFk is the price o f factor k, Bj are the level o f government transfers to household i and 
PuiUi is the total cost o f utility for household i . Note that each household can only o w n one type 
of factor due to software restrictions. 
Finally, we assume that the government distributes its entire income in the form of transfer 
payments. Therefore. 
k=] i=l j=l 
The f u l l GAMS code for the model is listed in Appendix 1 on page 359. 
7.3.8 Counterfactual Scenarios 
The objective o f this study is to contribute to a greater understanding o f the operation o f the 
South West housing market by developing a model o f the regional housing market- Moreover, 
the model is used to examine the effects of demographic changes on the region's housing 
market and the impact o f changes in housing supply as recommended in the South West 
Regional Planning Guidance (Government Office for the South West, 2001). This section 
describes the counierfactual scenarios incorporated in the model and, more specifically, how 
both demographic changes and the magnitude o f changes in housing supply are derived. 
The benchmark data set includes estimates for outputs, inputs and endowments in lerms o f 
values (price multiplied by quantity). Therefore, it is necessary to estimate the value o f output 
from the new housing sector following the increase in supply. This is achieved by using data 
from the Survey o f Mortgage Lenders (Council o f Mortgage Lenders, 2001) detailing prices o f 
new dwellings during 2001. The average price o f a new dwelling is multiplied by the number 
of additional dwellings from the Regional Planning Guidance (Govenmient Off ice for the 
South West, 2001) to provide an estimate for the value o f output subsequent to the increase in 
supply. 
The Regional Planning Guidance suggests that an additional 20,200 dwellings needs to be built 
annually during the period 1996 to 2016 in order to accommodate increases in population 
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arising from natural increase and net inward migration, and to address the issue o f affordability. 
The sub-regional breakdown is given in Table 7-1. These figures are based upon supply and 
demand considerations such as population and household projections, net migration and 
forecasts for the performance o f the regional economy. Much o f this development is focused 
towards the Principal Urban Areas as outlined in Chapter 4. 
TABLE 7-1 PROJECTED ADDmoNAi DWEUINGS PER ANNUM 
County Numbers Estimated value of 
Increased supply 
(Emillion) per annum 
Avon 3,700 526 
Comwaf] 2,050 291 
Devon 4,300 611 
Dorset 2,650 376 
Gloucs 2,400 341 
Somerset 2,100 298 
Wiltshire 3,000 426 
South West 20,200 2,870 
North 11,750 1,670 
South 8,450 1,200 
Source: Government Office for the South West (2001) 
The benchmark data set within the model is expressed in terms of values in £ millions. Thus, 
the counterfactual scenarios examining the impact o f changes in housing supply are created by 
adding 1.7 to the benchmark value o f new housing sector output in the North and by adding 1.2 
to the benchmark value o f new housing sector output i n the South. 
The model is static and consequently, migration rates are determined exogenously and included 
in the model via a set o f counterfactual scenarios. Changes to the numbers o f households are 
integrated within the model as a percentage increase in the benchmark stock o f non-housing 
factors o f production. 
Data for migration rates by occupational group are not available. Thus, an approximation was 
arrived at using percentages changes in employment by occupation available from the Labour 
Force Survey. The percentage changes in employee population for the North and for the South 
from 2001/02 to 2002/03 and fix)m 2001/02 to 2005/06 for skilled labour (managers and senior 
officials, professionals, associate professional and technical, administrative and skilled trade) 
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and unskilled labour (all other occupation groups) are shown in Table 7-2. The percentage 
change in the endowments o f each type o f labour are then assumed to represent the inigration 
rates for both types o f labour included in the model. Furthermore, with a lack o f any other 
evidence, it is assimied that capital shares the same migration rate as skilled labour. 
TABLE 7 - 2 : CHANGES IN FAaoR ENDOWMENTS 
Region Factor 2001/02 2002/03 2005/06 % change 2001/02 % change 2001/02 
(000s) (OOOs) (OOOs) to 2002/03 to 2005/06 
North Skilled labour 932 941 989.6 1.0 6.2 
Unskilled labour 505 501 472.3 -0.8 -6.5 
South Skilled labour 597 610 616.5 2.2 3.3 
Unskilled labour 355 355 380.4 0.0 7.2 
Source: Labour Force Survey 
The changes indicated in Table 7-2 are incorporated in the model by multiplying the benchmark 
factor endovmients by the appropriate percentage. For example, the endovnnents o f skilled 
labour and capital in the North are multiplied by 1.01 to represent changes over a single year 
and by 1.06 to represent changes over five years. 
The ftiU list o f counterfactual scenarios used are listed in Table 7-3. 
TABLE 7 - 3 : SUMMARY OF COUNTERFACTUAL SCENARIOS 
Scenario 
Change in housing 
supply Demographic changes Time scale 
1 Zero All non-housing factors 1 year 
2 Zero All non-housing factors 5 years 
3 RPG levels All non-housing factors 1 year 
4 RPG levels All non-housing factors 5 years 
7 . 3 . 9 Software and Solution Issues 
During development, there were difficulties with the solution and calibration o f the model. The 
MPSGE software is particularly sensitive to differences in magnitude of the benchmark data. It 
is reported amongst users that successfiil solution o f the model can be impeded by benchmark 
data sets where there are entries that differ significandy in terms of magnitude. As a result, 
there was some experimentation in terms o f the level o f aggregation o f the underlying data set i n 
order to fmd a solution to the model. This accounts for the changes made to the S A M 
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throughout the development process. This also precluded the inclusion o f dynamics in the 
model at this stage. Although an overlapping generations model and a recursive model were 
developed with a similar overall structure to that o f the final model, solutions could not be 
found for the benchmark data. A further discussion o f these issues is included in the final 
chapter. 
7,3.10 Model Summary 
A diagrammatic summary o f the final South West model is shown in Figure 7-3. 
FIGURE 7 -3 MODEL SUMMARY 
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To summarise, productive sectors use intermediate inputs and/or factors o f production to 
produce domestic output. A proportion o f domestic output is sold as exports and the remainder 
is combined wi th imports to produce an Arraington composite. This composite is sold to 
households as final demand and to production as intermediate inputs. Taxes are paid on factor 
usage and the revenue government receives is redistributed to households as transfer payments. 
Households receive income from both factor ownership and transfer payments and use this 
income used to fund consumption o f final demand. Counterfactual scenarios incorporate 
migration o f factors, although in the current version o f the model migration levels are not 
determined endogenously. The South West economy is open and hence the model includes a 
'rest o f the wor ld ' sector that incorporates all other areas outside the region. Moreover, this 
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sector also includes the other sub-region and thus the model includes transactions between the 
two sub-regions. 
The final South West model captures the principal characteristics of the production o f output 
and household behaviour within the economy. It is able to model the overall effects o f supply 
shocks in any o f the productive sectors, although the focus in this study has been on changes in 
the housing market. It allows the researcher to distinguish between the purchase o f housing as a 
new good and the consumption o f existing housing via the housing service sector where price is 
measured by imputed rent. The representation o f the housing market also distinguishes between 
the quality o f housing consumed. Housing factors are categorised according to whether they are 
of good quality (with central heating) or o f poor quality (without central heating). Thus, the 
model also captures consumer choice between the different quality levels and this fol lows the 
hedonic pricing approach first introduced by Muth (1960). 
Each household receives returns from only one type o f factor, thus affecting the distribution o f 
impacts resulting from shocks to the economy. This limits the potential application o f the 
model, particularly for welfare studies. For instance, it would not be possible to examine the 
effects of changes in the level o f housing supply on low-income households because households 
cannot be defined by any means other than the source o f their income. This restriction results 
from the nature o f the sofhvare used to code the model and the only resolution for this problem 
would be the use of alternative sofhvare packages such as a generic mathematical solver. 
Housing is a durable good and as such, it provides services for multiple time-periods. However, 
the model is static and thus households are only optimising their consumption over one time-
period. Therefore the future f low o f services from housing is not incorporated into the decision 
making process. This could lead to the underestimation o f the price o f housing, although this is 
not certain since the omission o f savings from the model means that there is no alternative store 
o f wealth for households. This could be resolved by changing the model from a static to a 
dynamic specification. 
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7.4 Conclusion 
The objective o f this study is a contribution to knowledge o f the housing market in the South 
West o f England by the development of an economic model. Preliminary research indicated 
that a computable general equilibriimi model would be the most appropriate framework given 
that this approach estimates the distribution o f impacts via the detail incorporated in the 
benchmark data set (a social accounting matrix) in addition to modelling the impact o f changing 
price levels since prices are determine endogenously. Moreover, computable general 
equilibrium models can be modified to incorporate dynamic elements, which could be o f 
particular use for housing models. 
The model captures the principal transactions in the economy and incorporates a more 
idiosyncratic treatment o f housing that allows consumers to choose to allocate spending 
between new housing and existing housing (in the foma of housing services). Since the latter is 
captured via a measure o f imputed rent, this also incorporates the housing rental sector, albeit in 
a rather rudimentary fashion. Thus, the model can estimate the implications of changes to the 
housing sector although it is not limited to modelling supply side shocks. Specifically, the 
model is used to investigate the effects o f demographic change, changing levels o f housing 
supply and variations in household preferences on the regional housing market and regional 
economy. Demographic changes are incorporated by varying factor endowments according to 
percentage changes derived from Labour Force Survey data. 
Changes in housing supply are incorporated into the model by adjusting the output o f the new 
housing construction sector. The level o f adjustments to output are estimated by assuming that 
the change in output is equivalent to the value o f new dwellings sold. This figure is derived by 
taking values for average dwelling price by region, available from the Survey of Mortgage 
Lenders (Council o f Mortgage Lenders, 2001), and mult iplying this by suggested numbers o f 
dwellings that need to be constructed according to the Regional Planning Guidance 
(Government Off ice for the South West, 2001). 
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The impact o f household preferences is examined by changing the elasticity o f substitution 
between housing consumption and non-housing consumption in the final level o f u t i l i ty 
production. Each o f the counterfactual experiments is run using various different values for the 
elasticity, starting wi th a point at which households consume in relatively fixed proportions and 
then relaxing this assumption. 
The final chapter in this thesis begins with the presentation and discussion o f the results o f the 
counterfactual scenarios. This includes an examination o f the potential impact that changes in 
housing supply and demographic changes w i l l have on the regional housing market and 
economy and an analysis of the effect o f variations in consumer preference patterns. The 
chapter ends with an overview o f the key conclusions from both the review o f housing market 
research and the analysis of national and region housing markets, together with a reflective 
discussion upon that which has been learnt from the development o f the model itself and an 
exploration o f potential directions for ftiture research. 
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8 RESULTS AND CONCLUSIONS 
The objective o f this study is an investigation of the behaviour o f the housing market in the 
South West. To that end, the outcome o f this research process is a computable general 
equilibrium model o f the regional housing market incorporating both new housing and existing 
housing. It captures the principal characteristics of the regional economy and generates 
theoretically sound outcomes that w i l l be described in this chapter. 
This final chapter begins with a summary of the structure o f the model, describing the key 
components and the overall operation o f the model. Output from the coimterfactual scenarios is 
presented together wi th a description o f how the impacts are traced through the model. A 
sensitivity analysis is undertaken to examine how the model reacts to changes in the key 
parameters thus identifying how robust the model is to changes in assumptions. The chapter 
concludes with a discussion o f the ways in which the model can be developed in the future in 
addition to this researcher's reflections upon the model building process. 
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8.1 The Bi-Regional CGE Model of the South West Housing Market 
The model developed in this study has a bi-regional structure, representing two distinct sub-
regions that exist within the South West. The North sub-region covers the north and 
southeastern areas o f the South West and contains the largest urban centres in the region, these 
being Bristol, Bath, Bournemouth, Poole, Cheltenham and Swindon. The South sub-region 
comprises o f western and central areas that are primarily rural wi th smaller urban centres such 
as Plymouth, Exeter and Torbay. A l l commodities, factors and households are distinguished by 
region o f origin and thus the model is able to capture the broad structural differences between 
these two sub-regions. 
The model includes three production activities for each sub-region and each activity produces a 
single conunodity. These activities/commodities are a non-housing good, new housing and the 
housing service commodity. The non-housing good is the only commodity that is used as an 
intermediate input and is the only traded good. Output from the housing service sector is a 
measure o f the services derived from the ownership o f existing housing and thus the price o f 
this commodity is the level o f imputed rent. 
There are five factors o f production in each sub-region: capital, skilled labour, unskilled labour, 
good quality housing and poor quality housing. The production o f both the non-housing 
commodity and the construction o f new housing uses intermediate inputs and the primary 
factors, capital and labour. The housing service commodity is generated entirely f r o m housing 
factors and uses no other inputs. Fiuthermore, it is assumed that capital and the two labour 
factors are mobile between the non-housing and the new housing construction sector. However, 
factors are assumed to be geographically immobile unless otherwise stated in the counterfactual 
scenarios. 
Only output from the non-housing sector is traded outside the sub-region and this commodity is 
combined with imports at the final level o f production to produce an Armington composite final 
demand commodity. Since the model is static and savings and investments are ignored, this 
implies that imports and exports must balance. 
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Factor usage is taxed and taxes are paid to the single government sector. All government 
revenue is redistributed to households in the form of transfer payments. 
There are five households for each sub-region, each receives income from factor ownership, and 
some also receive transfer payments. Households own only one type of factor and thus this 
factor defines each household type. Household income is spent entirely on the consumption of 
final demand since the model does not include savings. Households optimise their utility by 
consuming a combination of a composite housing commodity, produced fi-om optimal levels of 
new housing and the housing service commodities and the non-housing commodity. 
The following section discusses the strucmre of the model and how relationships between the 
model components wil l impact the output of the model. 
8.1.1 Summary of Model Structure 
The model summary diagram is shown again here for reference. 
FIGURE 8-1 MODEL STRUCTURE 
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The level of output fi-om all productive sectors depends upon the level of demand and the 
quantity of available inputs and thus the price of output depends upon both the price of inputs 
and the level of demand for output. 
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The non-housing commodity is sold as final demand to households, as intermediate inputs to the 
new housing construction sector and as exports and uses inputs of skilled and unskilled labour 
and capital. Hence, the level of output and price of this commodity wil l depend upon the 
availability and relative prices of the three factor inputs, the level of household consumption and 
the level of production in the new housing sector. Since this is the only sector that either 
exports or imports and according to the model, exports and imports must balance, then the level 
of exports has no overall affect on the price of output from the non-housing sector. 
Output from the new housing sector is sold entirely as final demand to households and uses 
inputs of labour and capital and the non-housing commodity. Thus, the level and price of 
output from new housing construction wil l result from the relative prices and availability of the 
factors, the price and availability of intermediate inputs of the non-housing commodity and the 
level of household consumption. 
The housing service commodity is produced entirely from housing factors and sold only to 
households. Hence, the price of this commodity depends only upon the availability and relative 
prices of the housing factors and the level of household demand. 
Households receive income from factor ownership and from goverrunent transfer payments. 
Since the government gathers revenue from the use of factors of production, household income 
will depend upon factor endowments and factor usage. For example, since frill employment is 
assumed, i f there is an increase in factor endowments, government revenue will also increase 
and thus household income will increase. 
The following section describes the results of the counterfactual scenarios and explains how 
they result from the structure of the model. For the first set of counterfactual scenarios that 
model the effects of changes in the number of households and an increase in the supply of new 
housing, the elasticity of substitution between housing consumption and consumption of the 
non-housing commodity (ESUBU) in the utility maximization portion of the model is set at 0.8. 
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This is affords a compromise between the more extreme suggestions of 0.1 and values greater 
than I . This means that the change in relative demand for the housing composite commodity 
and the non-housing commodity will be slightly smaller in magnitude in comparison to any 
change in their relative price. Thus, the response of household demand to changes in the 
relative price of the two commodities will be muted. 
The results of the scenarios modelling demographic changes and changes in the level of housing 
supply are followed by an analysis of the effect of different patterns of consumer preferences as 
modelled by changes to the elasticity of substitution between the housing composite commodity 
and the non-housing commodity. Thus, the impact of the willingness of consumers to substitute 
housing consumption for consumption of non-housing commodities can be estimated. 
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8.2 Results of the Counterfactual Scenarios 
The counterfactual scenarios are used to examine how changing numbers of households will 
affect the housing market and the potential impact of changing the level of housing supply in 
the South West according to the levels suggested in the Regional Planning Guidance document 
(Government Office for the South West, 2001). Model results are expressed as a percentage 
change from the benchmark data. Prices are calculated using a Laspeyres price index and a 
Hicksian equivalent variation measure is used to determine household welfare. 
8.2.1 Scenario 1 
The results presented here show the model output for the counlerfactual scenario incorporating a 
change in non-housing factor endowments but no change in housing supply (Scenario 1 in Table 
7-3 on page 305). Endowments of skilled labour and capital are increased by one percent in the 
North and by just over two percent in the South. Endowments of unskilled labour are decreased 
by 0.8 percent in the North and remain constant in the South. A summary of the counterfactual 
changes is given in Table 8-1 and the results are shown on the following page. 
TABLE 8-1 SUMMARY OF COUNTERFACTIJAL SCENARIO CHANGES 
Region Changes to factor endowments 
Factor 
% change 2001/02 
to 2002/03 
North Skilled labour 1 
Unskilled labour -0.8 
South Skilled labour 2.2 
Unskilled labour 0 
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Changes in Endowments of all non-housing factors (Timescale = 1 year) 
TABLE 8 - 2 FACTOR INPUTS (SCENARIO 1 ) 
Region Sector Capital 
Skilled 
labour 
Unskilled 
labour 
Good quality 
houses 
Poor quality 
houses 
North Non-housing good 0.969 0.986 -1.078 - -
New housing 1.368 1.385 -0.688 - -
Housing service - - - 0.000 0.000 
Factor prices -0.361 -0.382 2.223 3.037 1.037 
South Non-housing good 1.987 1.994 -0.029 - -
New housing 2.075 2.082 0.057 - -
Housing service - - - 0.000 0.000 
Factor prices •0.473 -0.452 2.042 1.724 J. 724 
TABLE 8 -3 OUTPUT, PRICES AND HOUSEHOLD DEMAND (SCENARIO 1 ) 
Region Sector Output Prices 
Total Household 
Consumption 
North Non-housing good 0.890 -0.155 0.894 
New housing 0.683 0.327 0.683 
Housing service 0.000 1.037 0.000 
South Non-housing good 1.618 -0.230 1.619 
New housing 1.569 0.071 1.569 
Housing service 0.000 1.724 0.000 
TABLE 8-4 HOUSEHOLD WELFARE AND CONSUMPTION (SCENARIO 1 ) 
Consumption 
Region Households Welfare 
Non-
housing 
New 
housing 
Housing 
services 
North Capital 0.662 0.765 0.449 -0.257 
Skilled labour 0.826 0.861 0.544 -0.162 
Unskilled labour 1.060 1.253 0.935 0.225 
Good quality houses 0.850 1.119 0.802 0.093 
Poor quality houses 0.577 1.056 - 0.101 
South Capital 1.402 1.629 1.551 -0.099 
Skilled labour 1.475 1.573 1.439 -0.209 
Unskilled labour 1.404 1.769 1.690 0.039 
Good quality houses 1.199 1.805 1.727 0.075 
Poor quality houses 0.973 1.760 - 0,194 
TABLE 8 -5 REGIONAL IMPACTS (SCENARIO 1 ) 
South West 
Govt Revenue 1.00 
GOP 1.04 
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Following the model firamework, changes to factor endowments vnW result in a change in factor 
usage as ful l employment is assumed. Therefore, an increase in factor endowments v^rill be 
followed by an increase in factor usage and a decline in factor prices and looking at the results 
in Table 8-2 and Table 8-3, the use of capital and skilled labour in both sub-regions has 
increased and the price of both factors has decreased. Similarly, decreased endowments of 
unskilled labour in the North raises the price of unskilled labour. This leads to a reduction in 
the use of unskilled labour in the North as a result of reduced endowments and some 
substitution of unskilled labour. Endowments of unskilled labour remain constant in the South 
but the rise in the use of imskilled labour in the new housing sector leads to an overall increase 
in the price of this factor 
The output of the productive sectors will be affected by the availability of factors, relative factor 
prices, the price of intermediate inputs and overall levels of demand. The non-housing sector in 
both sub-regions is dependent on inputs of capital and skilled labour, using comparatively little 
unskilled labour and no intermediate inputs fi-om the other two sectors (see the final SAM on 
page 270). Hence, the price of capital and skilled labour wil l have a significant influence on the 
price of output fi-om the non-housing sector. Table 8-3 shows that although household demand 
for output fi-om the non-housing sector increases, the price of output ft-om this sector declines in 
both sub-regions due to the fall in the price of capital and skilled labour. 
Production in the new housing sector uses inputs from the non-housing sector, capital and both 
skilled and imskilled labour. The magnitudes of these inputs are largely the same and the price 
of output fi-om this sector faces competing pressures from both factor prices and changes in 
household demand. The increase in household demand and increased price of unskilled labour 
in both regions leads to a rise in price of new housing (Table 8-3) despite the decrease in the 
price of intermediate inputs and other factor inputs to the sector and the overall increase in 
output fi-om the sector. 
The housing service sector depends solely on inputs of housing factors. Since the endowments 
of these factors cannot change, the level of output cannot change, thus the price is determined 
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entirely by changes in household demand. Total household demand for housing services cannot 
change because output in the sector does not change (see Table 8-3) although patterns of 
consumption between households does change (see Table 8-4). Capital and skilled labour 
households reduce their spending on housing services in both regions, whilst all other 
households increase their consumption. This leads to a positive change in the price of housing 
services in both regions and the zero profits assumption results in a corresponding positive 
change in the price of housing factors. 
Household welfare is detemiined by factor ownership, government transfer payments and the 
price of utility as a Hicksian equivalent measure is used. Although the price of skilled labour 
and capital declines in both sub-regions, the welfare levels of households owning capital and 
skilled labour increase (Table 8-4). This is due to rises in both factor usage and government 
transfer payments. However, the change in welfare also results from a fall in the price of the 
non-housing good as this commodity accounts for over half of all household consumption. 
Welfare increases for all households although those receiving income from owning poor quality 
houses experience the smallest rise. 
The overall increase in welfare leads to a rise in consumption since households do not save 
(Table 8-4 and Table 8-3). Total household consumption of output from the non-housing sector 
and the new housing construction sector increases largely in line with output as changes in 
output are driven primarily by household demand. Consumption of housing services does not 
change since fixed endowments of housing factors mean that output in the sector remains 
constant. However, patterns of housing services consumption vary. Demand from capital and 
skilled labour households falls as they experience relatively small changes in welfare and 
substitute consumption of new housing for housing services. Skilled labour households and 
owners of good quality houses increase spending on all commodities although consumption of 
housing services rises by the smallest amount. Owners of poor quality households do not 
purchase new housing and so their entire income is split between spending on the non-housing 
commodity and housing services. 
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According to the SAM (see page 270), the government receives the majority of its revenue from 
taxes on the use of skilled labour, with taxes on capital and unskilled labour contributing 
approximately the same amount to government income. Consequently, the increased use of 
both capital and skilled labour leads to an overall increase in govermnent revenue (Table 8-5). 
The positive change in government revenue means that there is a positive change to government 
transfer payments as noted already by the increase in household welfare for those in receipt of 
transfer payments. 
Finally, regional GDP (Table 8-5) also increases as a result of increased output from the non-
housing sector and the new housing sector. 
To summarise, increased endowments of capital and skilled labour lead to reduced factor prices, 
increased output in the non-housing and new housing sectors, a decline in the price of output in 
the non-housing sector and increased government revenue. Changes in factor usage and the rise 
in government revenue lead to an increase in welfare for all households. The changes in 
endowments of unskilled labour have little impact other than to raise the price of that factor and 
to contribute to an increase in the price output from the new housing sector. Increased levels of 
household welfare lead to a rise in household consumption of the non-housing and new housing 
commodities. Ahhough the overall consumption of housing services cannot change, unskilled 
labour households and all home-owners increase their consumption of housing services whilst 
capital and skilled labour households reduce their spending on housing services. 
The greater burden placed on the region's housing market by a rise in the number o f factor 
owners and thus an increase in the number of households, raises the price of new housing and 
housing services. However, the level of welfare rises for all households and regional output 
also increases. Thus, over the short term at least, assuming that all markets in the South West 
are initially in equilibrium, there seems to be little negative effect of allowing the market to 
determine the level of housing supply without any other intervention. As discussed in Chapter 
2, changes in the housing market are slow to manifest, thus the next section investigates changes 
factor endowments over a longer period of time. 
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8.2.2 Scenario 2 
This scenario incorporates changes in endowments of all non-housing factors of production but 
over a 5 year period. According to Labour Force Survey data (Table 7-2), endowments of 
skilled labour increase in both sub-regions although by approximately three percent less in the 
South (3.3%) than in the North (6.2%). Endowments in unskilled labour in the South increase 
by just over seven percent, yet endowments in the North decline by just over six percent. These 
changes are summarised in Table 8-6 and the results o f this counterfactual scenario are 
presented on the following page. 
T A B U 8 -6 SUMMARY OF COUNTERFACTUAL SCENARIO CHANGES 
Region Changes to factor endowments 
Factor 
% change 2001/02 
to 2005/06 
North Skilled labour 6.2 
Unskilled labour -6.5 
South Skilled labour 3.3 
Unskilled labour 7.2 
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Changes in endowments of all non-housing factors (Timescale = 5 years) 
TABLE 8 -7 FACTOR INPUTS (SCENARIO 2 ) 
Region Sector Capital 
Skilled 
labour 
Unskilled 
labour 
Good 
quality 
houses 
Poor 
quality 
houses 
North Non-housing good 5.877 5.945 -6.284 - -
New housing 7.479 7.548 -4.866 - -
Housing service - - - 0.000 0.000 
Factor prices -1.858 -1.937 14.310 S.4fi7 5.487 
South Non-housing good 2.938 2.971 6.850 - • 
New housing 3.373 3.406 7.301 - -
Housing service - - - 0.000 0.000 
Factor prices -0.006 -0.046 -4.560 3.354 3.354 
TABLE 8 -8 OUTPUT, PRICES AND HOUSEHOLD DEMAND (SCENARIO 2 ) 
Region Sector Output Prices 
Total Household 
Consumption 
North Non-housing good 4.679 -0.594 4.706 
New housing 3.174 2.316 3.174 
Housing service 0.000 5.487 0.000 
South Non-housing good 3.574 -0.495 3.547 
New housing 4.354 -1.043 4.354 
Housing service 0.000 3.354 0.000 
TABLE 8 -9 HOUSEHOLD WELFARE AND CONSUMPTION (SCENARIO 2 ) 
Con5i/mpt/on 
Region Households Welfare 
Non-
housing 
New 
housing 
Housing 
sen/Ices 
North Capital 3.942 4.510 2.437 -0.643 
Skilled labour 4.251 4.440 2.369 -0.709 
Unskilled labour 5.652 6.727 4.610 1.465 
Good quality houses 3.891 5.372 3.282 0.177 
Poor quality houses 2.100 4.561 - -0.290 
South Capital 3.168 3.503 4.414 -0.028 
Skilled labour 3.528 3.634 4.395 -0.046 
Unskilled labour 2.569 3.103 4.011 -0.414 
Good quality houses 2.751 3.644 4.556 0.108 
Poor quality houses 1.912 3.474 • 0.380 
TABLE 8 - 1 0 REGIONAL IMPACTS (SCENARIO 2 ) 
South West 
Govt Revenue 3.634 
GDP 3.861 
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The growth in endowments of capital, skilled labour and unskilled labour in the South resuh in 
an increase in the use of these factors (Table 8-7) since ftill employment is assumed. 
Correspondingly, there is a decline in the price of all o f these factors with unskilled labour 
exhibiting the largest decrease. Change in the use of capital and skilled laboiu- in the South are 
almost sufficient to offset the negative pressure on prices caused by raised levels of 
endowments and so the prices of both of these factors remain almost constant. 
Since the non-housing sector is largely reliant on skilled labour and capital (see the final SAM 
on page 270), the price of output from this sector declines in both sub-regions (Table 8-8) as a 
result of the fall in factor prices. Nevertheless, the overall level of output does increase because 
of the change in factor availability and rise in demand from households. Output fix)m the new 
housing sector also rises, whereas the price increases in the North yet decreases in the South. 
Since this sector uses inputs from all three non-housing factors in roughly equal proportions, the 
decline in endowments of unskilled labour in the North and the resulting higher price lead to a 
higher price for new housing and causes some substitution of this factor (Table 8-7). In the 
South, the decline in factor prices has resulted in a fall in the price of new housing. The level of 
output of housing services cannot change because endowments of housing factors are fixed, but 
the price rises due to changes in the spending patterns o f households (Table 8-9). 
Welfare levels increase for all households (Table 8-9) with unskilled labour households in the 
North and skilled labour households in the South experiencing the greatest changes. Although 
the price of capital and skilled labour in both regions declines as does the price of unskilled 
laboiu- in the South, the increased levels of employment for all these factors will offset some of 
the effects of the price change on household welfare. Overall welfare levels rise, which is partly 
a result of changes in factor usage and partly due to transfer payments. The significant decline 
in unskilled labour endowments in the North leads to a relatively large increase in price, which 
in tiun results in the largest positive change in welfare for these households. 
In this scenario, the demographic changes put increased pressure on the housing market. The 
price of housing services rises in both sub-regions (Table 8-8). However, the rise in factor 
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endowments in the South and resulting decline in factor prices leads to an overall decrease in 
the price of new housing in the South. Regardless of the increase in the cost of housing, the 
impact upon households does not appear to be particularly onerous. 
The model does not include any facility for new housing to become housing factors used in the 
production of housing services. Thus, in reality, endowments of housing factors should 
increase, leading to a decline in the price of housing factors and possibly a decrease in the price 
of housing services. However, the model assumes that the markets are in equilibrium and 
according to research discussed in Chapter 2 and the data presented in Chapters 3 and 4 it is 
likely that this is an imrealistic assumption. It is widely thought that there is excess demand 
rather than excess supply in the market (Barker, 2004)» resulting in greater pressure on the price 
of new housing and housing services. This model cannot be used for the analysis o f 
disequilibrium and since any changes to endowments of housing factors are directly related to 
the level of production in the new housing sector, to incorporate such changes would require a 
dynamic model. However, the model can be used to analyse the effect of increasing output in 
the new housing sector and the next two sections discuss the results of such an increase, firstly 
over a single year and then over 5 years. 
8.2.3 Scenario 3 
This scenario models the impact of an increase in the supply of new housing and changes to 
endowments of all non-housing factors measured over a single year. For this scenario, skilled 
labour and capital increase by one percent in the North and just over two percent in the South. 
Endowments of unskilled labour in the North decline by just under one percent and remains 
constant in the South. 
The increase in the supply of new housing is estimated using figures from the Survey of 
Mortgage Lenders (Council of Mortgage Lenders, 2001) and suggested levels of house building 
outlined in the Regional Planning Guidance docimient (Government Office for the South West, 
2001). According to these estimates the proposed value of aimual increase in output of new 
housing building sector is approximately £1.7 million in the North and £1.2 million in the 
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South. These figures were incorporated into the model by creating a counterfactual scenario 
that added 1.7 to the value of the benchmark level of output of the new housing sector in the 
North and 1.2 to the benchmark value of output of the new housing sector in the South. 
Table 8-11 summarises the changes included in this scenario and the results are shown the 
following page. 
TABLE 8 - 1 1 SUMMARY OF COUNTERFACTUAL SCENARIO CHANGES 
Region Changes to factor endowments Estimated value of 
increased supply of 
new housing 
(Emillion) Factor 
% change 2 0 0 1 / 0 2 
to 2002 /03 
North Skilled labour 1 
1,670 Unskilled labour -0.8 
South Skilled labour 2.2 
1,200 Unskilled labour 0 
324 
Increased supply of new housing and changes in factor endowments (Timescale 
= 1 year) 
TABLE 8 - 1 2 FACTOR INPUTS (SCENARIO 3 ) 
Region Sector Capital 
Skilled 
labour 
Unskilled 
labour 
Good 
quality 
houses 
Poor 
quality 
houses 
North Non-housing good 1.282 1.126 -0.279 
New housing -2.381 -2.531 -3.885 
Housing service 0.000 0.000 
Factor prices 1.938 2.134 3.936 -0.053 -0.053 
South Non-housing good 2.372 2.173 0.856 
New housing -0.235 -0.428 -1.712 
Housing service 0.000 0.000 
Factor prices 1.827 2.075 3.744 1.704 J. 704 
TABLE 8 - 1 3 OUTPUT, PRICES AND HOUSEHOLD DEMAND SCENARIO 3 ) 
Region Sector Output Prices 
Total Household 
Consumption 
North Non-housing good 1.109 2.241 1.179 
New housing -2.935 -28.028 38.318 
Housing service 0.000 -0.053 0.000 
South Non-housing good 1.957 2.183 2.049 
New housing -0.703 -17.436 23.128 
Housing service 0.000 1.704 0.000 
TABLE 8 - 1 4 HOUSEHOLD WEIPARE AND CONSUMPTION (SCENARIO 3 ) 
Co/i5umptfon 
Region Households Welfare 
Non-
housing 
New 
housing 
Housing 
services 
North Capital 3.591 1.272 38.587 -0.204 
Skilled labour 1.958 1.193 38.479 -0.282 
Unskilled labour 6.289 1.903 39.449 0.417 
Good quality houses 6.023 -0.065 36.757 -1.522 
Poor quality houses 0.672 -0.237 1.590 
South Capital 4.393 2.162 23.713 0.430 
Skilled labour 3.829 2.158 22.852 -0.269 
Unskilled labour 5.956 2.349 23.940 0.615 
Good quality houses 7.001 0.983 22.285 -0.729 
Poor quality houses -0.235 -0.422 -0.047 
TABLE 8-1 S REGIONAL IMPACTS (SCENARIO) 
South West 
Govt Revenue 3.588 
GDP 0.927 
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The most notable effect of the increase in the supply o f new housing is the significant decline in 
the price of this commodity (Table 8-13). Since the economy is in equilibrium in the 
benchmark year, there can be no excess demand. The change in demand resulting fi-om an 
increase in factor endowments is not sufficient to prevent the price of new housing declining to 
such an extent that the level of output declines when valued at current prices. In reality, there 
would be no economic reason why the supply of new housing would reach this level. In order 
to generate the amount of new supply suggested in the Regional Planning Guidance document 
it would be necessary to subsidise construction of new housing. However, since it is likely that 
the market is in disequilibrium, it is possible that there would be sufficient excess demand to 
mitigate the fall in the price of new housing. Without the means to model this possibility, it is 
difficult to determine whether the actual change in the value of output from this sector would be 
positive or negative. 
Since output in the new housing sector falls, factor usage in this sector also declines (Table 
8-12). As full employment is assumed, there is a rise in the use of factors in the non-housing 
sector with the exception of unskilled labour in the North where endowments of this factor 
actually decline overall. Although greater levels of endowments put downward pressure on 
factor prices, changing patterns of factor usage mitigate this effect. The outcome is that the 
price of non-housing factors rise in both regions. The results from scenario 1 show that the 
changes in factor endowments cause the prices of capital and skilled labour to fall, and so in this 
scenario the increase in the supply of new housing leads to changes in factor usage that result in 
an overall rise the price of these factors. 
The results in Table 8-14 show that increased supply of new housing leads to significant rises in 
the levels of household welfare in comparison to the outcome of Scenario 1 (Table 8-4 on page 
316). Much of this increase is a direct result of the positive change in factor prices and transfer 
payments. However, since the welfare measure is also dependent upon the price of household 
utility, the dramatic fall in the price of new housing means that welfare rises. Welfare levels 
increase for homeowners in the North and for the owners of good quality houses in the South. 
However, those households owning poor quality houses in the South experience a decline in 
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welfare. Although the price of poor quality houses in the South increases, these households do 
not receive transfer payments (this is a result of rounding in the SAM rather than any economic 
reason). Moreover, the owners of poor quality houses do not purchase new housing and thus 
the price of utility for these households is dependent upon the prices of the non-housing 
commodity and housing services, both of which increase. 
Higher income levels leads to higher levels of demand (Table 8-14) and all households owning 
labour and capital increase their consumption of the non-housing conunodity and new housing 
to a greater degree than in Scenario 1 (Table 8-4 on page 316). In terms of consumption of 
housing services, capital and skilled labour households in the North both decrease their 
consumption of housing services to largely the same extent as in scenario 1. The owners of 
good quality houses also reduce their spending on housing services as they increase their 
demand for new housing. Since the total consumption of housing remains the same, this means 
that both unskilled labour households and the owners of poor quality houses in the North 
increase their consimiption of housing services. The net result of these changes in patterns of 
demand is a fall in the price of housing services and therefore a decline in the price of housing 
factors in the North. There is a similar variation in consimier spending on housing services in 
the South, although capital owners and unskilled labour households increase their consiunption 
whilst all others reduce their consumption. These changes result in a positive change in the 
price of housing services in the South and corresponding change in the price of housing factors 
(Table 8-12 and Table 8-13). 
In scenario 1, the prices of both types of houses in North rise (Table 8-2 on page 316) but in this 
scenario these prices fall (Table 8-12). The difference in price changes in the South is not 
significant but the increase in the prices of houses is slightly smaller in scenario 3. Thus, the 
effect of increasing the supply of new housing is to reduce the price of existing houses in the 
North and increase the price of existing houses in the South. Since excess demand cannot be 
accounted for, in reality there is likely to be sufficient levels of demand to offset any reduction 
in price caused by the rise in the level of output fi-om the new housing sector. 
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The levels of government revenue and GDP increase in the South West in this scenario (Table 
8-15). However, by comparing these results to those o f scenario 1 (Table 8-5 on page 316), it is 
clear that the effect of increasing the supply of new housing is greater change to the level of 
government revenue but a more modest change to the level of GDP. This is as a result of the 
fact that there is insufficient demand for housing to stop the price of new housing falling to such 
an extent that the value of the new level of output is much lower than before. 
The principal outcome of increasing the level of housing supply in both sub-regions is to drive 
down the price of new housing in both sub-regions and the price of existing housing in the 
North. Household welfare improves for all except the owners of poor quality houses in the 
South and total consumption of new housing and the non-housing commodity increase. 
In reality, however, i f there is insufficient excess demand in the market to offset the effects of 
the decline in the price of new housing, there will be no economic for firms to reach these new 
levels of supply. Thus, government would need to subsidise the sector and there could be 
serious long term implications for the level of competitiveness in the sector fi-om a dramatic fail 
in price. 
8.2.4 Scenario 4 
This scenario modelled an increase in the supply of housing together with changes to factor 
endowments over a time scale of five years. This scenario includes an increase in endowments 
of capital and skilled labour of 6.2 percent in the North and 3.3 percent in the South. Unskilled 
labour endowments decrease by 6.5 percent in the North and increase by 7.2 percent in the 
South. Finally, output of the new housing sector is increased by £8,350 million in the North 
and £6,000 million in the South. These figures are calculated by multiplying the per annum 
values for change in housing supply estimated in Section 7.3.8 on page 303 by five to arrive at 
the change in output arising over 5 years. These changes are shown in Table 8-16 and the 
results of this scenario are presented on the following page. 
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TABLE 8 - 1 6 SUMMARY OF COUNTERFACTUAL SCENARIO CHANGES 
Region Changes to factor endowments Estimated value of 
Increased supply of 
new housing 
(£mllIion) Factor 
% change 2 0 0 1 / 0 2 
to 2 0 0 5 / 0 6 
North Skilled labour 6.2 
8350 Unskilled labour -6.5 
South Skilled labour 3.3 
6000 Unskilled labour 7.2 
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Increased Supply and changes in endowments of all factors 
(Timescale = 5 years) 
TABLE 8 - 1 7 FACTOR INPUTS (SCENARIO 4 ) 
Region Sector Capital 
Skilled 
labour 
Unskilled 
labour 
Good 
quality 
houses 
Poor 
quality 
houses 
North Non-housing good 6.888 6.396 -3.924 - -
New housing -4.658 -5.097 -14.30 - -
Housing service - - - 0.000 0.000 
Factor prices 4.276 4.879 19.14 0.730 0.730 
South Non-housing good 4.337 3.619 10.297 - -
New housing -5.020 -5.673 0.406 - -
Housing service - - - 0.000 0.000 
Factor prices 6.190 7.110 -0.934 0.792 0.792 
TABLE 8 - 1 8 OUTPUT, PRICES AND HOUSEHOLD DEMAND SCENARIO 4 ) 
Region Sector Output Prices 
Total Household 
Consumption 
North Non-housing good 5.383 5.905 5.621 
New housing -8.157 -64.74 182.4 
Housing service 0.000 0.726 0.000 
South Non-housing good 4.795 6.069 5.099 
New housing -4.031 -52.23 111.1 
Housing service 0.000 0.792 0.000 
TABLE 8 - 1 9 HOUSEHOLD WELFARE AND CONSUMPTION (SCENARIO 4 ) 
Con5umpt/on 
Region Households Welfare 
Non-
housing 
New 
housing 
Housing 
sen/ices 
North Capital 13.55 6.143 184.2 -0.522 
Skilled labour 7.891 5.507 182.5 -1.118 
Unskilled labour 23.48 8.849 191.4 2.013 
Good quality houses 21.18 1.449 171,6 -4.922 
Poor quality houses 2.468 0.438 - 4.549 
South Capital 14.49 5.449 115.1 1.938 
Skilled labour 12.27 5.751 110.4 -0.284 
Unskilled labour 20.12 5.228 114,7 1.725 
Good quality houses 25.60 0.477 105,0 -2.869 
Poor quality houses -2.53 -4.490 - -0.510 
TABLE 8 - 2 0 REGIONAL IMPACTS (SCENARIO 4 ) 
South West 
Govt Revenue 10.95 
GDP 2.567 
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As with the previous scenario, the most significant effect of an increase in the supply of new 
housing is a relatively large decline in the price of housing Table 8-18. This drives down the 
value of output from the sector to such a degree as to result in a negative change in the value of 
output. Despite changes to factor endowments, there is still insufficient demand to result in a 
positive change in the value of output from the new housing sector. 
Table 8-17 shows that a negative change in output in the new housing sector leads to a negative 
change in factor usage apart from the unskilled labour in the South , where employment of this 
factor increases by 0.4 percent. This increase is partly a result of the fall in the price of 
unskilled labour because of the 7.2 percent rise in endowments of this factor. 
Apart from unskilled labour in the South, the prices of all other factors increase because of 
changes in employment (Table 8-17). Since factor employment in the new housing sector 
decreases overall, factor employment in the non-housing sector rises, with the exception of 
unskilled laboiu- in the North where endowments decline significantly and thus employment of 
this factor falls in both productive sectors. By comparing these results to those of scenario 2 
(Table 8-7 on page 321), the positive change in the prices of capital and skilled labour are due to 
the increase in the supply of new housing. This is because frill employment is assumed and 
therefore the decline in factor employment in the new housing sector must be met with an 
increase in employment in the non-housing sector. 
The change in factor usage contributes to an increase in output from the non-housing sector in 
both sub-regions and a rise in the price of this commodity (Table 8-18). Output is also affected 
by consumer demand for the non-housing commodity. The rise in prices of most non-housing 
factors leads to an increase in welfare for almost all households (Table 8-19) which in turn leads 
to higher levels of consumer demand for new housing and the non-housing commodity. As 
previously mentioned, however, the rise in demand for new housing is not sufficient to prevent 
the price declining to such an extent to prevent a negative change in the value of output from 
this sector. 
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Total household spending on housing services remains constant but as with the other scenarios, 
the patterns of consumer spending on this commodity change (Table 8-19), leading to a change 
in the price of this commodity (Table 8-18). Rises in factor prices and increases in transfer 
payments as a result of the increase in government revenue (Table 8-20), lead to arise in the 
level of welfare that is sufficient for unskilled labour households in the North and South and 
capital households in the South to increase consumption of all three commodities. Capital and 
skilled labour households in the North substitute some of their spending on housing services for 
increased levels of spending on new housing. A similar pattern is observed for skilled labour 
households and the owners of good quality houses in the South. 
The price of housing services, and thus the price of existing houses, increases slightly although 
to a lesser extent than in scenario 2 (Table 8-7 on page 321 where the impacts of changes in 
factor endowments are modelled over 5 years. Thus, the changes to the supply of new housing, 
depress the rise in price of existing housing. 
Despite the positive change in the price of existing houses, the welfare level for the owners of 
poor quality houses in the South declines. As explained for scenario 3, these households do not 
receive transfer payments as a result of rounding in the SAM and since the rise in the price of 
houses is relatively small, the rise in the price of utility wi l l be relatively higher than the rise in 
the income of these households leading to a decline in welfare. 
In summary, the result of increasing the supply of housing over a 5 year period is an increase in 
the price of the non-housing commodity and housing services and a significant decline in the 
price of new housing. Overall, welfare levels of almost all households increase. Government 
revenue increases significantly (Table 8-20) as a result o f changes in factor employment 
patterns, although the change in regional output is not as high as the scenario 2 (Table 8-10), 
which did not include a change in the output of the new housing sector. The problem is that 
without excess demand, the overall change in the value o f output from this sector is negative 
which will put downward pressure on regional GDP. 
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8.2.5 Summary 
This modelling process has illustrated the potential impacts of changes to faaor endowments 
and the level of supply of new housing within the South West region. These results show that 
demographic changes put greater pressure on the housing market, leading to a rise in the price 
of both new housing and housing services. However, this does not have a particularly 
detrimental effect either on fimis or households, since overall output rises and welfare levels 
also increase. 
Increasing the supply of houses as well as the changes to endowments of factors has a generally 
positive effect on the region. Regional output still increases although to a lesser extent that in 
the case where just demographic changes are considered due to the decline in the value of 
output from the new housing sector. In general, households benefit as they experience a 
significant rise in their level of welfare with the exception of the owners of poor quality houses 
in the South. 
The problems with this modelling process arise partly because the model assumes that the 
economy is in equilibrium in the benchmark year. Th^ls, situations of excess demand are not 
included and in this case, any increase in demand fi-om changes in factor endowments is not 
sufficient to balance with the new levels of supply in the new housing sector. In reality, there 
may be excess demand for housing i.e. the market is in disequilibrium, and thus there is likely to 
be sufficient demand to meet the change in supply of new housing. This would mean that the 
decline in the price of new housing would be less dramatic than in the simulations presented 
here and would result in less downward pressure on the price of existing housing. 
Furthermore, the structure of the SAM also has an effect on the results. A particular problem 
arises fi-om the process of rounding that occurred during model development, which means, for 
example, that the owners of poor quaUty houses receive no transfer payments. This leads to 
lower levels of welfare than are likely to be seen in reality. 
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The simulations carried out in this section assume that the elasticity of substitution between the 
non-housing commodity and the housing composite in the utility maximisation block is 0.8 and 
thus the change in relative demand for the two commodities will be slightly less than the change 
in the relative price of the two. The next section examines die effect of changes in the patterns 
of consumer preferences by changing the elasticity of substitution between the housing 
composite and the non-housing commodity in the utility maximisation equation. 
8.2.6 The Effects of Consumer Preferences 
The impact of consumer preferences on the housing market and the local economy is modelled 
by changing the elasticity of substitution between the housing composite commodity and the 
non-housing commodity (ESUBU) in the utility maximisation block. This varies the degree to 
which the demand for housing is affected by changes in the relative prices of the housing 
composite and the non-housing commodity. The values of ESUBU used in this analysis range 
from 0.1 to 1.6. The value of 0.1 implies that the commodities are consumed in relatively fixed 
proportions so the change in the relative prices of the two commodities has little effect in the 
change in their relative demand. At the other extreme, an elasticity of 1.6 implies that the 
proportionate change in the relative demand of the two commodities will change to a greater 
degree than the proportionate change in the relative prices of the two commodities. If the price., 
of housing declines relative to the price of the non-housing commodity then we would expect 
that households would be more willing to consume the housing composite at the expense of the 
non-housing commodity. 
The results discussed in this section use the same changes to factor endowments and the supply 
of new housing as those used in scenario 4. The structure of the model is then altered slightly 
by varying the value of ESUBU. 
Table 8-21 shows the effect that the value of ESUBU has on commodity prices. 
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TABLE 8 - 2 1 CHANGES IN COMMODITY PRICES 
Region Sector 0.1 0.6 1.1 1.6 
North Non-housing good 11.27 7.081 4.502 2.812 
New housing -63.78 -64.54 -64.96 -65.18 
Housing service -49.67 -10.60 14.59 31.80 
South Non-housing good 11.68 7.305 4.585 2.783 
New housing -50.67 -51.89 -52.65 -53.11 
Housing service -44.91 -8.96 12.11 25.26 
These results show that whilst the value of ESUBU has a limited effect on the price of new 
housing, it has a more significant impact on the prices of the other two commodities. Changes 
in the price of the non-housing good are significantly higher for smaller values of ESUBU. 
Moreover, price changes in the housing services sector decline when the value of ESUBU is 0.6 
or less and increase when ESUBU is 1.1 or greater. This is explained by the fact that as the 
elasticity increases, the housing composite becomes relative more attractive to consumers. 
Thus, demand for both housing commodities increases relative to demand for the non-housing 
product. Since the supply of housing services cannot change, when demand for housing rises, 
so the price of housing services rises. Supply in the new housing sector is not governed entirely 
by the market because the value of supply in this sector is increased as part o f the counterfactual 
scenario. Therefore, household demand will have only a limited effect on the price of new 
housing. 
Since price are expressed in terms of a Laspeyres price index, prices are measured against the 
overall price level. Since the change in price of housing services is positive and relatively large 
for higher values of ESUBU, there is a relative decline in the magnitude of the change in price 
of new housing. 
Table 8-22 shows the effect of changes in consumer preferences on total household demand for 
each commodity. 
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TABLE 8 - 2 2 CHANGES IN TOTAL HOUSEHOLD DEMAND 
Region Sector 0.1 0.6 1.1 1.6 
North Non-housing good 9.431 6.559 4.385 2.670 
New housing 35.27 146.5 229.4 294.1 
Housing service 0.000 0.000 O.OOO O.OOO 
South Non-housing good 12.46 6.803 2.908 -0.133 
New housing 21.99 90.69 137.3 173.4 
Housing service 0.000 0.000 O.OOO 0.000 
Recalling the discussion of the results of scenarios 3 and 4, the effect of increasing supply in the 
new housing sector is to drive down the price of new housing. Therefore, household demand 
for new housing increases and spending on this commodity rises, whilst spending on the 
relatively more expensive housing services commodity declines. As the housing composite 
becomes less expensive relative to the non-housing commodity, household spending on the 
latter will decline. 
The results indicate that increasing the elasticity of substitution makes new housing relatively 
more attractive to consumers as would be expected. The decline in the price of new housing has 
a much greater effect on the demand for housing when ESUBU is equal to 1.6 in comparison to 
the case when ESUBU is equal to 0.1. Although consumption for both new housing and the 
non-housing commodity increase overall, when the elasticity is high, the decline in the price of 
new housing encourages households to substitute the housing composite for the non-housing 
commodity. Chapter 2 discusses how consumers* views of housing have change over the last 
century, hi particular, houses are treated as a store of wealth much more frequently since 
changes in the financial sector made it easier to buy and sell property. Therefore, it is very 
possible that consumers are becoming more responsive to changes in the relative price of 
housing. 
The results in Table 8-23 show the effect on output levels of changing the value of ESUBU. 
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TABLE 8 - 2 3 CHANGES IN OUTPUT 
Region Sector 0.1 0.6 1.1 1.6 
North Non-housing good 8.302 6.104 4.432 3.109 
New housing -56.01 -19.84 7.131 28.16 
Housing service 0.000 0.000 0.000 0.000 
South Non-housing good 10.56 6.133 3.073 0.681 
New housing -44.55 -13.32 7.853 24.27 
Housing service 0.000 0.000 0.000 0.000 
The value of ESUBU has a significant effect on the level of output in both the new housing and 
non-housing sectors. When the elasticity of substitution is high, the level of output in the new 
housing sector rises. This is a direct result of the increase consumer demand, which is much 
greater when consumers are more responsive to changes in the relative price of housing. 
Despite the fact that the economy is assumed to be in equilibrium in the benchmark year and 
therefore there is no excess demand, when ESUBU is high, the rise in demand for new housing 
is sufficient to offset the change in the price and thus results in a positive change in output. 
I f the elasticity of substitution is high, this means that as the increase in supply drives down the 
price of new housing, households become more willing to substitute consumption of the non-
housing commodity for the relatively less expensive housing composite. This then contributes 
to increased demand for new housing (Table 8-22) and compensates for the decline in the price 
of output, resulting in a positive change in the value of output from the new housing sector. 
At higher values of ESUBU, output in the non-housing sector increases by much less as the 
change in consumer demand for this commodity also declines. This suggests that as housing 
supply increases and when the elasticity of substitution is relatively high, consumers desire for 
the non-housing commodity remains relatively fixed and thus output in this sector changes 
relatively little. 
The changes in factor price resulting when the value of ESUBU is varied are shown in Table 
8-24. 
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TABLE 8 - 2 4 CHANGES IN FAaoR PRICES 
Region Factor 0.1 0.6 1.1 1.6 
North Capital 8.382 5.146 3.272 2.133 
Skilled labour 11.98 6.464 2.951 0.557 
Unskilled labour 13.98 17.76 21.09 24.03 
Good quality houses -49.67 -10.60 14.59 31.80 
Poor quality houses -49.67 -10.60 14.59 31.80 
South Capital 9.906 6.99 5.267 4.246 
Skilled labour 15.68 8.991 4.827 1.965 
Unskilled labour -8.708 -2.726 1.422 4.877 
Good quality houses -44.91 -8.96 12.11 25.26 
Poor quality houses -44.91 -8.96 12.11 25.26 
Increasing the value of ESUBU causes changes in the price of capital and skilled labour to 
become smaller. This occurs because both these factors are employed primarily in the non-
housing sector and as the change in output of this commodity becomes smaller, changes in 
factor employment in this sector will also become smaller. Similarly, unskilled labour is 
employed mainly in the new housing sector and so changes in the price of this factor reflect 
changes in the level of output fi-om this sector. 
Since endowments of housing factors cannot change and thus output of housing services cannot 
change, the variation in factor price matches the variation in the price of housing services. 
Thus, as housing services become relatively more attractive (because the households become 
more responsive to changes in the relative price of the housing composite and the non-housing 
good), existing houses become relatively more expensive. 
Changes in welfare levels are given in Table 8-25. 
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TABLE 8 - 2 5 CHANGES IN WELFARE 
Region Factor 0.1 0.6 1.1 1.6 
North Capital 14.50 13.75 13.32 13.09 
Skilled labour 1036 8.490 7.114 6.060 
Unskilled labour 21.36 22.87 24.38 25.82 
Good quality houses -22.92 11.42 32.98 47.41 
Poor quality houses 5.519 3.133 2.062 2.621 
South Capital 18.18 15.24 13.66 12.80 
Skilled labour 15.87 13.04 11.37 10.27 
Unskilled labour 21.58 20.27 20.20 20.82 
Good quality houses -22.92 15.86 36.60 49.04 
Poor quality houses -33.54 -8.015 3.542 10.72 
As a Hicksian equivalent measure is used in this model, welfare levels are directly influenced by 
factor incomes, transfer payments and the overall price of utility. 
Variations in the levels of welfare largely follow the patterns of changes in factor prices. For 
example, the change in welfare levels of capital and skilled labour households decrease as 
housing becomes relatively more attractive. However, changes in the welfare level of the 
owners of poor quality houses in the South actually become smaller as the value o f ESUBU 
becomes larger and changes in the price of this factor become larger. This occurs for two 
reasons. Firstly, these households receive a significant proportion of their income from transfer 
payments, and the level of transfer payments does not change to the same extent as factor prices. 
Secondly, these homeowners do not consume new housing and so the price of utility for these 
households is dominated by the price of the non-housing commodity and housing services. 
8.2.7 Summary 
The analysis in Sections 8.2.3 and 8.2.4 has shown that i f consumer demand is not sufficient to 
absorb the increase in housing supply, then there is no economic incentive for firms to produce 
at that level, hi reality, suppliers of new housing would have to be subsidised to encourage 
them to increase output to the levels used in the model. However, changing the elasticity of 
substitution between housing and the non-housing commodity in the utility maximization 
problem shows that i f consumers are relatively responsive to changes in the price of housing, 
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the new levels of housing supply are absorbed. Hence, there is a positive change in the level of 
output in the new housing sector and suppliers would not have to be subsidised. Moreover, i f 
household demand is more responsive to changes in the relative price of housing, welfare levels 
increase for all households. 
This analysis presented here has shown the effect that demographic changes may have on the 
housing market and the wider economy in the South West. It has also illustrated the impact of 
increasing the supply of new housing according to levels suggested in the Regional Planning 
Guidance document (Govemment Office for the South West, 2001). 
The next section discussion presents a sensitivity analysis of the model. This tests the 
robustness of the model output to changes in model parameters. 
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8.3 Sensitivity Analysis 
A sensitivity analysis is carried out in order to assess the robustness of the model with regard to 
changes in model parameters. It this case, the model elasiicites are being tested. A summary of 
the elasticities in the model are given in the table below. 
TABLE 8 - 2 6 MODEL EtAsricmES 
Elasticity Description Initial model value 
ELASVA Elasticity of substitution for production of 
composite VA 0.8 
ELASS Elasticity of substitution for top level of domestic 
production 0 
ELASARM Armington elasticity 2 
ESUBH Elasticity of substitution for housing consumption 1 
ESUBU Elasticity of substitution for all consumption 0.1 
In order to conduct the sensitivity analysis, the model was set up with changes to endowments 
of capital and skilled labour but no increase in the supply of housing although the effects of 
coimterfactual are not of importance and this is used merely as a comparison to analyse the 
effects of changing elasticities. The variable used to compare the outcomes of the 
counterfactual experiments was welfare. 
8.3.1 Results of the Sensitivity Analysis 
The sensitivity analysis was carried out by running a series of counterfacnial experiments that 
substitute different values for each elasticity. The first experiment involves the elasticity, 
ELAVA, used in the production of the composite value added good. 
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TABLE 8 - 2 7 ELASTICITY OF SUBSTTFUTION BETWEEN FACTORS ( E L A S V A ) 
Value of Elasticity 
0.1 0.5 1 2 8 
North Capital -0.185 0.607 0.717 0.774 0.817 
Skilled labour -1.278 0.892 1.035 1.098 1.143 
Unskilled labour. 5.021 1.709 0.927 0.562 0.299 
Good houses. -0.003 2.245 1.945 1.806 1.706 
Poor houses -2.33 0.878 0.896 0.902 0.907 
South Capital -56.547 1.944 2.518 2.802 3.013 
Skilled labour -65.818 2.037 2.662 2.934 3.124 
Unskilled labour. 196.481 4.142 1.825 0.771 0.019 
Good houses. 119.086 5.519 4.424 3.938 3.597 
Poor houses 73.251 4.357 3.402 2.976 2.676 
It should be noted that the model would not converge with a value of 0 for ELASVA. 
Therefore, factors could not be combined in fixed proportions. Low levels of factor 
substitutability result in large increases in factor income for those factors that are relatively 
scarce. For example, in the South, the benchmark data set shows that unskilled labour is 
relatively scarce and yet is used in the production of both new houses and the non-housing 
good. Therefore, reducing the level of substitutability wi l l push up the price for unskilled 
labour and hence will increase factor income. By contrast, as the elasticity of substitution 
increases, factor income for unskilled labour still increases but increase become relatively small 
in comparison to those factors that are in abundance such as skilled labour. 
TABLE 8 - 2 8 ELASTICFTY OF SUBSTITUTION VALUE ADDED AND IISTFERMEDIATE INPUTS ( E L A S S ) 
Value of Elasticity 
0 0.5 1 2 8 
North Capital 0.689 0.688 0.687 0.686 0.677 
Skilled labour 1.001 1.003 1.005 1.009 1.033 
Unskilled labour. 1.115 1.109 1.103 1.092 1.03 
Good houses. 2.017 2.015 2.014 2.01 1.993 
Poor houses 0.892 0.893 0.894 0.896 0.909 
South Capital 2.376 2.374 2.373 2.371 2.359 
Skilled labour 2.516 2.523 2.529 2.542 2.613 
Unskilled labour. 2.376 2.362 2.347 2.319 2.16 
Good houses. 4.682 4.673 4.664 4.647 4.551 
Poor houses 3.627 3.62 3.612 3.597 3.514 
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Table 8-3 shows that changing the level of substituiability between the value added composite 
good and intermediate inputs has very little effect on factor incomes. Factor incomes change by 
almost the same quantity regardless of the value of the elasticity. This is likely to be a result of 
the fact that only the new housing sector uses intermediate inputs and therefore this has very 
little impact on the model. 
TABLE 8 - 2 9 ARMINGTON ELASTICITY ( E L A S A R M ) 
Value of Elasticity 
0 1 2 
North Capital 0.732 0.692 0.689 
Skilled labour 0.786 0.985 1.001 
Unskilled labour. 0.863 1.097 1.115 
Good houses. 1.396 1.972 2.017 
Poor houses 0.413 0.857 0.892 
South Capital 2.475 2.383 2.376 
Skilled labour 2.876 2.541 2.516 
Unskilled labour. 2.95 2.417 2.376 
Good houses. 5.315 4.726 4.682 
Poor houses 4.093 3.661 3.627 
Only the non-housing goods use imports and hence changes in the degree of substitutability 
between imports and domestic output are unlikely to have an effect on the model. This is 
confirmed by the results shown in Table 8-30 that indicate very linle sensitivity to changes in 
the Armington elasticity. 
TABLE 8 - 3 0 ELASTicrrv OF SUBSTITUTION IN HOUSING CONSUMPTION ( E S U B H ) 
Value of Elasticity 
0 0.5 1 2 8 
North Capital 3.629 0.452 0.689 0.79 0.86 
Skilled labour 2.118 0.907 1.001 1.041 1.068 
Unskilled labour. 6.439 0.7 1.115 1.293 1.416 
Good houses. -21.964 3.888 2.017 1.215 0.66 
Poor houses 1.408 0.873 0.892 0.9 0.906 
South Capital 5.057 -0.195 2.376 2.866 3.125 
Skilled labour 3.781 1.288 2.516 2.747 2.868 
Unskilled labour. 6.266 -1.197 2.376 3.072 3.442 
Good houses. -9.945 18.403 4.682 2.026 0.617 
Poor houses -7.489 13.264 3.627 1.675 0.627 
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The results in Table 8-30 show that the model is particularly sensitive to changes in the 
elasticity of substitution of housing. Changing from a Leontief specification (elasticity = 0) to 
an elasticity of 0.5 actually results in a sign change for some of the variables. For instance, 
income fi-om good housing in the North decreases when a Leontief specification is used 
possibly because endowments of good quality housing are four times the endowments of poor 
quality housing. Consequently, when housing are used in fixed proportions, scarcity of poor 
houses therefore governs the output of the housing service sector. 
The model is less sensitive to changes in values that are close to 1. The actual value chosen for 
the model was 1. Although this was not based upon any previous analysis, a Cobb-Douglas 
specification was chosen because it was a compromise between Leontief, which is unrealistic 
for the choice between the housing service and new housing, or a CES where the value chosen 
would be rather arbitrary. 
TABLE 8 - 3 1 CONSUMPTION EIASTICITY OF SUBSTITUTION FOR A U COMMODITIES ( E S U B U ) 
Value of Elasticity 
0 0.5 1 2 8 
North Capital 0.664 0.747 0.781 0.812 0.846 
Skilled labour 0.975 1.061 1.096 1.128 1.168 
Unskilled labour. 1.099 1.152 1.173 1.191 1.202 
Good houses. 2.266 1.435 1.091 0.785 0.429 
Poor houses 0.88 0.917 0.931 0.944 0.96 
South Capital 2.258 2.648 2.808 2.949 3.103 
Skilled labour 2.417 2.748 2.885 3.009 3.171 
Unskilled labour. 2.292 2.572 2.685 2.779 2.834 
Good houses. 5.409 2.984 1.986 1.099 0.069 
Poor houses 4.154 2.379 1.632 0.959 0.166 
The table above shows that changing the elasticity of substitution in the top level of the utility 
ftmction has very little effect on the outcome of the model. Only good quality housing both 
regions and poor quality housing in the South appear to be sensitive to changes in this elasticity. 
Since housing factors are used only in the production of the housing service, any changes that 
may reduce the consumption of this commodity will have a significant effect on the use of the 
housing factors. In this case, because increasing the degree of substitutability between all goods 
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will impact consumption patterns, the housing factors will be affected more than the factors, 
such as capital, that are used in the production of both the non-housing good and new housing. 
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8.4 Conclusions 
This final section of the thesis esUblishes the importance of the housing market in the UK and 
in the UK regions and thus the importance of furthering our understanding of the operation of 
the market and the impact of changes to the housing market, particularly in the South West. 
The economic model developed in this research is assessed and finally, areas for future 
development of this model are discussed. 
8.4.1 Why is the housing market important? 
Housing is linked to the health of the UK economy through various channels, perhaps most 
significantly through the use of housing as a store of household wealth and thus its relationship 
with household consumption. The owner occupied sector represents the largest of the tenure 
groups with approximately 70 percent of households in the UK owning or buying their own 
property. Rising house prices increase the value of housing assets belonging to home owners, 
that can be used to fund consumption by liquidating these assets or by accessing secured credit 
(Cocco et al., 2005; Silos, 2007). This of particular importance to credit constrained households 
whereby increasing housing wealth may give them greater access to credit. Consequently, links 
between rising house prices and levels of household indebtedness have also been found (Disney 
et al., 2003). 
It is widely acknowledged that fluctuations in the housing are responsible for significant 
proportion of the volatility in the UK macro economy (Cooper, 2004) in addition to being a 
major driver of urban economies (Gibb and Hoesli, 2003; Kenny, 1999; Muellbauer and 
Murphy, 1997). Research has indicated the existence of significant correlations between real 
house price growth and variables such as real GDP, unemployment, interest rates and inflation 
(Borio and McGuire, 2004; Capozza et al., 2002; Englund and loannides, 1997; Tsatsaronis and 
Zhu, 2004). Furthermore, there is also empirical evidence to suggest that housing cycles and 
overall cycles of economic growth are also linked (HM Treasury, 2003; Miles, 2004; 
Muellbauer and Murphy, 1997). 
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[n terms of the micro economy, there are significant welfare and distributional effects associated 
with changes in the price of housing, in addition to effects on the corporate sector. 
Homeowners benefit from increasing prices resulting in rising housing wealth, whilst those who 
do not already own their own property find themselves with problems of affordability (Barker, 
2003; Miles, 1994). Thus, rising house prices serve to widen the welfare gap between those 
who do and those who do not own dwellings. Furthermore, empirical research points to a 
possible link between property prices and the rate of business failures because entrepreneurs 
often firnd business activities from collateral raised against property that they own (Vlieghe, 
2001). Hence when house prices are rising, creditors are less likely to force debtors into 
insolvency because the risk to loan repayment has been reduced (Fabling and Grimes, 2005). 
Important links between the housing market and the labour market have been shown where the 
mobility of workers is significantly affected by relative house price differentials between 
regions (Harrigan et al., 1986; Jackraan and Savouri, 1992; Potepan, 1994). Flexibility in the 
labour market is compromised when high relative house prices discourage migration and this in 
mm has a negative effect on unemployment rates in addition to serious wage effects in tight 
labour markets. Rising house prices may also lead to an expectation of an increase in future 
wages, which has been found to depress firm migration (Cameron and Muellbauer, 2001). 
Thus, the housing market affects the micro and macro economies in a variety of ways. 
However, understanding the housing nwket is particularly challenging and modelling the 
behaviour of the housing market even more so. 
Understanding the Housing Market 
As a commodity market, the housing market is anomalous for several reasons. The dual nature 
of housing (it is both a provider of services and a store of wealth), inelastic supply, a well-
developed secondary market and a high level of informational inefficiency mean that housing is 
a particularly complex commodity to analyse. 
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Demand for housing is driven primarily by price, household income, interest rates and other 
factors such as transactions costs (Wilkinson, 1973). Theory suggests that changes in the price 
of results in three distinct effects on demand (Harrington, 1989; Nordvik, 2001): 
• a direct effect - increasing prices means decreasing demand; 
• a wealth effect - increasing prices means the value of life-time income decreases, 
reducing demand; 
• a transactions effect - high prices, reduces demand and reduces the volume of 
transactions. 
Reality is never so clearly defined as, for example, rising prices mean that housing assets are 
more valuable and thus become attractive as a store of household wealth or as a means of 
securing credit (Campbell and Cocco, 2007; Case et al., 2003; Muellbauer and Murphy, 1990; 
Ortalo-Magn^ and Rady, 2006). 
Empirical research has demonstrated that the supply of housing in the UK is price inelastic in 
the short run, although it is more responsive to price changes in the long-run. Yet estimates of 
the magnitude vary widely. For the UK, Malpezzi (1996) estimated a long run elasticity of 
supply of between 0.9 and 2.1 (using post 1945 data) whilst estimates for English counties by 
Bramley (1993) ranged from 0.15 to 1.8. The degree of inelasticity of housing supply is due 
partly to such factors as the time taken for construction, the availability of land with suitable 
planning permission and the nature of planning regulations in the locality (Monk and 
Whitehead, 1996). 
Over the long run, supply and demand of housing tends to be more elastic. Nevertheless, the 
market does not adjust smoothly to the new equilibrium after shocks in demand or supply 
because of the spatial fixity of housing, the productivity o f the construction sector, availability 
of land and so on (Evans, 1996; Le Grand et al., 1992). Thus, disequilibrium is a conunon 
characteristic of the housing market (Maclennan, 1982). 
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8.4.2 The UK Housing Market 
During the early part of the last century, UK government policy was aimed prinmrily at 
increasing the supply of housing in order to overcome shortages after the Second World War. 
Once the most pressing shortages had been addressed and inner city slums were cleared, the 
focus of policy initiatives shifted fi-om supply to demand. In the latter half of the 20*** century 
successive UK governments proceeded to deregulate and privatise the housing market in an 
attempt to make it more efficient. Social housing was vastly reduced and households were 
encouraged, through a series of policies including the liberalisation of the mortgage market, to 
become owner-occupiers. These policies have largely succeeded and the proportion of 
homeowners in the UK has gradually increased, reaching the point where 70 percent of 
households are now owner occupiers. 
Despite increasing levels of home ownership, recent trends in the housing market have been of 
concern. Specifically, the rise in mortgage debt has led to UK housing market becoming 
increasingly sensitive to changes in interest rates. This effect is due specifically to the 
proliferation of variable rate mortgages in the UK and has serious consequences for the use of 
the interest rate as a monetary policy instrument. 
The relative inelasticity of housing supply has already had a serious impact on the UK 
economy. A study by Blake (2003) estimated that increasing the price elasticity o f housing 
supply between 1994 and 2002 would have resulted in the following: 
• An estimated 82,000 to 380,000 new houses would have been constructed; 
o UK GDP would have likely increased anything up to £ 16 billion; 
o An extra 150,000 to 650,000 new jobs would have been created. 
Thus, UK housing policy is now aimed at stimulating the supply of new housing. The planning 
process is under reform and changes such as the recycling brownfield land have been 
incorporated, in addition to funding being made available for new infrastructure. 
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8.4.3 UK Regional Housing Markets 
Regional housing markets in the UK are diverse, which has significant implications for the 
macro and micro economy. Tenure structure, relative house prices and employment 
opportunities influence household migration with net flows observed from regions with high 
house prices to regions with low house prices. Households in areas with a high degree of 
owner-occupation and/or high a proportion of social renting are generally less mobile than 
households located in areas with a large private rental sector. Supply and demand mismatch has 
resulted in rising house prices and significant increases in the ratio of house prices to average 
income in all areas. 
Thus, regional housing markets have a significant influence on the UK economy, primarily via 
the effects of tenure structure and price differentials on labour mobility. This in turn affects 
national levels of unemployment and wages. Moreover, at the local level, housing markets can 
influence levels of population, unemployment and migration of both firms and households. 
Despite the importance of regional housing markets, specific regional housing policies set by 
regional housing bodies is a recent phenomenon, only becoming part of the UK policy 
framework in the 1990s. However, regional govenmients are now required to produce regional 
planning documents that set out the location and quantity of new housing development, 
8.4.4 The South West Housing Market 
The South West "is one of the most desirable parts of the country in which to live." (South West 
Regional Assembly, 2008). In recent years, the region has made population gains from net in-
migration, largely from age groups over 25 and with an age structure skewed towards older 
residents, there is also a greater proportion of owner-occupiers and private renters in the South 
West when compared to the national averages for England, Wales, Scotland and Northern 
Ireland. 
With the increase in population comes an increase in the number of households and greater 
pressure in the regional housing market. The policy document, Regional Planning Guidance for 
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the South West (Government Office for the South West, 2001) set out levels of net additional 
housing required in the region in order to meet increasing demand and to address the issue of 
undersupply. These calculations are based on population projections and forecasts of household 
formation rates and have been called into doubt due to the possibilities of over or 
underestimation (Gallent, 2005), Either situation would have serious consequences for the 
region: under estimation would result in insufficient housing thus upward pressure on prices, 
and over estimation resulting in vacant properties or local infrastructure being overwhelmed. 
it is therefore important to be able to assess any possible effects of changes in the housing 
market prior to the implementation of any policy. 
8.4.5 Regional Economic Modelling 
Modelling the impacts of exogenous shocks in regional economies is generally accomplished by 
using one of five general approaches and these are multipliers, input-output (10) models, 
econometric models, social accounting matrices (SAM) and finally, computable general 
equilibrium models (CGE). Multipliers are relatively simple and inexpensive and yet still 
provide estimates of the magnitudes of impacts. However, this technique incorporates a limited 
level of detail and so is useful for studies where only the overall impact is of interest. By 
contrast, 10 and SAM models are much more detailed and can be used to trace expenditure 
impacts through the productive sectors, in the case of 10 models, and through both the 
productive sectors and household sectors in the case of SAM models. The major problem with 
these techniques results from the detail incorporated into the transactions tables, which places 
heavy burden on data requirements. 
The overall aim of this study is the development of a model to analyse the economic impact of 
increasing the level of supply within the housing market in the South West. Thus, techniques 
that are unable to model changes to supply were immediately ruled out. As such^ the final 
choice was made between economenic 10 models (an amalgamation of the econometric and 10 
approaches) and CGE models. The CGE technique was selected for three key reasons. Firstly, 
it is possible to examine supply-side shocks using CGE models, something that caimot be 
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accomplished with 10 models for example. Secondly, distributional detail is achieved via the 
incorporation of a benchmark data set in the form of a SAM. Finally, a clear economic 
framework is integral to the approach, which avoids the need to choose an economic structure 
for the model. Since policy-makers are commonly interested in the direct and indirect effects of 
both national and regional policy measures, CGE models have an advantage over other forms of 
economic modelling because they avoid the need for excessive aggregation yet account for the 
interaction of the different macro and micro interrelationships (Iqbal and Siddiqui, 2001). 
8.4.6 A Bi-Regional Model of the South West Housing Market: An Assessment 
The final version of the model captures the principal characteristics of the production of output 
and household behaviour within the economy. It is able to model the primary transactions 
between the key components of the economy, albeit using a static approach. Furthermore, the 
model incorporates a relatively unusual treatment of the housing sector in that it allows 
consumers to choose to allocate spending between new housing and existing housing (in the 
form of housing services). Since the latter is captured via a measure of imputed rent, this also 
incorporates the housing rental sector, albeit in a rather rudimentary fashion. Thus, the model 
can be used to estimate the implications of changes to the housing sector, which is one the 
primary aims of this. The model is not limited to supply side shocks but could potentially 
assess demand side shocks such as changes in the number of households, which could be 
achieved by changing endowments of the different factors of production. 
Standard functional forms have been used to represent both the production of industrial output 
and the production of utility for two main reasons: firstly, to increase the likelihood of finding a 
model solution and secondly, they are easily understood and therefore transparent in terms of 
their operation. Although there has been considerable debate about the applicability of standard 
functional forms (Partridge and Rickman, 1998), more general forms incorporate a greater 
number of parameters and hence may lead to solution issues. Since models provide Mnsights* 
rather than *truths*, transparency in the construction of the model is of key importance. Thus, 
choosing standard function forms that can adequately represent the productive elements of the 
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model whilst retaining a degree of intelligibility is an acceptable compromise. Moreover, 
fiinctions can be nested using suitable elasticities of substitution to represent interim stages in 
the production process, thus incorporating a greater degree of flexibility in the specification of 
the model. 
The static nature of the model means that producers and households are myopic. However, 
housing produces a flow of services over multiple time-periods. Thus, in reality, consumption 
of housing takes into account the flow of services. The model is therefore likely to 
underestimate the importance of housing in the consumption decisions of households and hence 
will affect the estimated impact the housing market has on the region. Nonetheless, the 
omission of savings from the model means that there is no alternative source of wealth for 
households. Household income is therefore spent entirely on consumption, which could 
potentially over estimate the importance of housing. Both issues could be resolved by 
incorporating a time dimension into the model and hence making it a dynamic CGE. 
Since each household receives returns on only one type of factor, this has repercussions for any 
assessment of the disnibution of impacts resulting from shocks to the economy. In aggregate, 
this issue would have a limited effect. However, i f the purpose of analysis were to examine the 
welfare effects of an exogenous shock, the stylised structure of the household block would 
afford few insights. A more realistic approach would allow households to receive income from 
multiple sources. The model was driven to this structure by the requirements of the MPS/GE 
software. Thus, a resolution to this issue would be to develop the ftill mathematical description 
of the model that could then be used with a suitable programming language or mathematical 
optimisation software to create a fijlly specified CGE. Although set up costs would be higher 
both in terms of time and expertise, there are fewer restrictions on what can be achieved in 
terms of model structure. 
Although the model requires some development before being used to inform policy decisions, 
for example it would need a less restrictive household specification, it still achieves much of 
what was planned for this study. It can estimate the impact of changes to housing supply by 
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following the principal transactions in the regional economy, and gives estimates of the 
magnitude of these changes on productive sectors, households and government. 
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8.5 Further Research 
The first step in taking the research forward would involve developing the social accounting 
matrix. It would be useful to have more finely disaggregated sectors that would enable the use 
of the SAM as a modelling tool in its ov^ right. With a more detail, it would be possible to use 
the SAM to generate multipliers that could estimate overall impacts of exogenous shocks prior 
to running the CGE model. Apart fi-om its use as an impact analysis tool, result generated fi-om 
multiplier analysis could be used in conjunction with results fix)m the CGE model in order to 
provide more robust estimates of the impacts of policy shocks. 
During development of the model, some sectors were aggregated in an attempt to aid the 
generation of a solution set of parameters for the model. Since the primary focus o f the study 
was the housing market, which is more closely linked to households, it was felt that the 
productive sectors could be aggregated without significantly influencing the usability of the 
model. However, this may have caused further problems due to significant differences in the 
magnitudes of, for instance, output for each of the sectors. One of the issues with the software 
is that the MPS/GE package is sensitive to large differences in magnitudes of entries in the 
benchmark data set and this can have a negative effect on the likelihood of finding a solution to 
the model. Therefore, when a new SAM is generated, particular attention would be paid to the 
relative magnitudes of the SAM entries and sectors would be chosen in such a way as to 
minimise heterogeneity between the various elements of the matrix. 
The most significant change made to the CGE model itself would be a reformulation of the 
model in a different sofhvare package. Significant issues were encountered when formulating 
the model in the MPS/GE software since it placed restrictions on the way the model was 
constructed and thus constrained the degree of realism that could be incorporated. For example, 
one of the key issues already noted is that households were only able to receive income from 
one type of factor. 
The primary problem with the MPS/GE software results from what is also one o f its strengths, 
in that a model builder requires relatively few programming skills in order to generate a CGE. 
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Since the basic fiamework of a CGE is incorporated directly into the MPS/GE software, the 
model builder need only supply suitable data and parameter values, such as elasticities, in order 
to fully specify the model. Although this is very useful when one is learning how to develop 
CGE models and can also be used successfully, particularly at the national level, it places severe 
constraints on what can be achieved in terms of more idiosyncratic formulations. When a 
model is defined mathematically, a detailed understanding of the nature of the equations is 
required thus making it much easier to anticipate potential problems such as functions that may 
be non-convex, at least in the domains being used. Thus, it would be useful to reformulate the 
model in an alternative software package that incorporates optimisation algorithms. 
Significant problems were encountered when solving the model thus restricting it to a static 
framework. Several versions of a dynamic model were developed including an overlapping 
generations model and a recursive model, however neither version converged to a solution 
during the time span of this research. This then prevented the incorporation of time-dependent 
variables such as endogenous migration levels. However, a limited specification of migration 
was incorporated into the model but levels were determined exogenously. 
The most effective dynamic specification for a housing market model would be an overlapping 
generations approach. This captures the choices made by consumers at different points in their 
lifecycle. As discussed in Chapter 2, research indicates the existence of a relationship between 
the stage of a consimier's lifecycle and their demand for housing characteristics (Straszheim, 
1973). Moreover, this approach would be better able to capture the effects of housing as a 
means of wealth accumulation. The permanent income hypothesis suggests that households 
spend evenly over their life; borrowing in early age, saving during their working lives and dis-
saving in later years (Boone and Girouard, 2002). Thus i t would be possible to model the 
choices consumers make between financial and housing assets when generating wealth to 
provide for their consumption in later life. 
Migration is also a significant issue for regional housing markets and thus incorporating 
endogenous migration would be beneficial in terms of the quality of the model. Endogenous 
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migration has been included in a limited niunber of studies, primarily using the Harris-Todaro 
approach, which links wages, unemployment and migration. For an example, see Kuster et al. 
(2007). The benefit of using this approach is that not only can migration be incorporated but the 
full employment assumption can be relaxed thus resulting in a more realistic specification of the 
labour market. Given that the costs of building such models have come down, the net benefit of 
making CGE models dynamic is clearly positive, and possibly quite large (Devarajan, 2001). 
8.5.1 Final Thoughts and Reflections on the development of the South West 
Model 
".. .1 realized that my attempts of dynamic modelling were akin to building a spaceship with a 
screwdriver." (Paltsev, 2004) 
This quote quite adequately summarises my feelings after anempting to develop a dynamic 
CGE model. I believe that the development of models of this type require a team of experts 
rather than just one individual for two important reasons. Firstly, although sofWare such as 
MPS/GE have made the development of CGEs easier in principal, this masks the underlying 
structure of the model, making it difficult to ascertain the source of any potential problems. For 
instance, in the case of this study, solving the model was exceptionally problematic and finding 
the potential source of these problems was virtually impossible. 
As discussed in the previous section, a full mathematical specification of the model would be 
far more informative in regard to identifying sources of potential problems within the model. 
Therefore, this illustrates my reasoning for recommending a team approach to model building. 
It would be useful, for instance, to have the services of either an applied mathematician or 
physicist when specifying the mathematical structure, since either of these individuals would be 
likely to have experience in the specification and solution of optimisation problems. It would 
also be helpful to employ a computer programmer who would be able to translate the 
mathematical formulation of the model into a suitable programming language, since packages 
such as the MPS/GE software used in this study are structurally restrictive. 
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Of course, at least one economist would be required but two would be more beneficial, and this 
brings me to the second reason for choosing a team approach to building such models and that is 
because a variety of perspectives on the overall economic fi-amework of the model would help 
to provide insights that an individual would miss. Given that economics is a subjective science, 
it is important to gain a variety of perspectives such that the most appropriate structure can be 
chosen. 
Despite the resources required and difficulties encountered when constructing CGE models, I 
feel that there is great potential for models of this type to be incorporated into the policy and 
planning framework more regularly than they are. Certainly, CGE models have been used 
successftjlly in this maimer, for instance AMOS, the CGE model for Scotland (Gillespie et al., 
2001). One of the key advantages of using the general equilibrium approach is that the 
underiying economic firework is integral to the approach. This acts as a convincing counter 
argument to those who dismiss the approach as a 'black box'. Provided the assumptions that 
have been made are clear, it should be possible to explain the operation of any CGE model since 
it is built according to the general equilibrium firamework. This research study demonstrates 
that even a relatively simple model will be theoretically sound and with some further 
development, could prove to be a very usefiil decision making tool. 
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APPENDIX 1: M P S / G E M O D E L C O D E 
B i - r e g i o n a l CGE model o f t h e S o u t h West h o u s i n g m a r k e t 
D e c l a r e s e t s 
SETS 
G c o m m o d i t i e s /NM,NNH,NHS,SM,SNH,SHS/, 
NIND(G) n o r t h i n d u s t r i e s /NM,NNH/, 
SIND(G) s o u t h i n d u s t r i e s /SM,SNH/, 
NNHS(G) h o u s i n g s e r v i c e i n N o r t h /NHS/, 
NSHS(G) h o u s i n g s e r v i c e i n S o u t h /SHS/, 
NHO(G) new h o u s e s /NNH,SNH/, 
CNH(G) c o m m o d i t i e s minus new h o u s e s /NM,NHS,SM,SHS/, 
HO(G) h o u s i n g c o m m o d i t i e s /NNH,NHS,SNH,SHS/, 
M(G) non h o u s i n g c o m m o d i t i e s /NM,SM/, 
F p r i m a r y f a c t o r s /NK,NLS, NLU,NGH,NPH,SK,SLS,SLU,SGH,SPH/, 
MF{F) m o b i l e f a c t o r s /NK,NLS,SK,SLS/, 
NMF(F) non m o b i l e f a c t o r s /NLU, NGH, NPH,SLU,SGH,SPH/, 
L U ( F ) u n s k i l l e d l a b o u r /NLU,SLU/, 
L S ( F ) s k i l l e d l a b o u r /NLS,SLS/, 
UK(F) c a p i t a l /NK,SK/, 
NOH(F) n o r t h o l d h o u s e s /NGH,NPH/, 
SOH(F) s o u t h o l d h o u s e s /SGH,SPH/, 
H h o u s e h o l d s /NHK,NHLS,NHLU,NGHO,NPHO,SHK,SHLS,SHLU,SGHO,SPHO/, 
HN(H) n o r t h h o u s e h o l d s /NHK,NHLS,NHLU,NGHO,NPHO/, 
HS(H) s o u t h h o u s e h o l d s /SHK, SHLS,SHLU,SGHO,SPHO/, 
TAX t a x e s /TK,TLS,TLU/ 
R r e g i o n /N, S/; 
ALI A S ( S , G ) , (M,MM) 
D e c l a r e P a r a m e t e r s 
PARAMETERS 
ZBAR(G) benchmark o u t p u t , 
DBAR(G,S) benchmark i n t e r m e d i a t e i n p u t , 
FDBAR(F,G) benchmark f a c t o r i n p u t , 
T ( F , G ) t a x payment by f a c t o r by s e c t o r , 
T F ( F , G ) f a c t o r t a x r a t e , 
GREV benchmark government r e v e n u e , 
P F ( F , G ) benchmark f a c t o r p r i c e s g r o s s o f t a x , 
TRN(H) benchmark government t r a n s f e r p a y m ents, 
MNET(G) n e t i m p o r t s , 
XNET{G) n e t e x p o r t s , 
MGROSS(G) g r o s s i m p o r t s , 
XGROSS(G) g r o s s e x p o r t s , 
CBAR(G,H) benchmark f i n a l c o n s u m p t i o n by h o u s e h o l d , 
UBAR(H) benchmark e x p e n d i t u r e by h o u s e h o l d , 
ENDOW(F,H) benchmark f a c t o r endowments by h o u s e h o l d , 
THETA(G) w e i g h t s i n n u m e r a i r e p r i c e i n d e x , 
ESUBH(H) e l a s t i c i t y o f s u b s t i t u t i o n f o r h o u s i n g c o n s u m p t i o n 
ESUBU(H) e l a s t i c i t y o f s u b s t i t u t i o n f o r h o u s i n g a n d c o m r a o d i t e s 
c o n s u m p t i o n ; 
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* Declare Benchmark Data Set 
t a b l e SAM(*, *) benchmark s o c i a l a< 
NM NNH NHS SM SNH 
NM 58 -1 0 0 0 
NNH 0 4 0 0 0 
MHS 0 0 5 0 0 
SM 0 0 0 30 -1 
SNH 0 0 0 0 5 
SHS 0 0 0 0 0 
NK -12 -1 0 0 0 
NLS -28 -1 0 0 0 
NLU -4 -1 0 0 0 
NGH 0 0 -4 0 0 
NPH 0 0 -1 0 0 
SK 0 0 0 -6 -1 
SLS 0 0 0 -14 
SLU 0 0 0 -2 
SGH 0 0 0 0 0 
SPH 0 0 0 0 0 
PFX 0 0 0 0 0 
TK -2 0 0 -1 0 
TLS -11 0 0 -6 
TLU -1 0 0 -1 0 
TRN 0 0 0 0 0 
+ SHS NHK NHLS NHLU NGHO 
NM 0 -11 -37 -5 -3 
NNH 0 -1 -X -1 
NHS 0 -1 -1 -1 
SM 0 0 0 0 0 
SNH 0 0 0 0 0 
SHS 5 0 0 0 0 
NK 0 13 0 0 0 
NLS 0 0 29 0 0 
NLU 0 0 0 5 0 
NGH 0 0 0 0 4 
NPH 0 0 0 0 0 
SK 0 0 0 0 c SLS 0 0 0 0 0 
SLU 0 0 0 0 0 
SGH -3 0 0 0 0 
SPH -2 0 0 0 0 
PFX 0 0 0 0 0 
TK 0 0 0 0 0 
TLS 0 0 0 0 0 
TLU 0 0 0 0 0 
TRN 0 0 10 2 1 
+ NPHOSHK SHLS SHLU SGHO 
NM -1 0 0 0 0 
NNH 0 0 0 0 0 
NHS -1 0 0 0 0 
SM 0 -6 -18 -3 -1 
SNH 0 -1 -2 -1 
SHS 0 -1 -1 -1 
NK 0 0 0 0 0 
NLS 0 0 0 0 0 
NLU 0 0 0 0 0 
NGH 0 0 0 0 0 
NPH 1 0 0 0 0 
SK 0 7 0 0 0 
SLS 0 0 15 0 0 
SLU 0 0 0 3 0 
SGH 0 0 0 0 3 
SPH 0 0 0 0 0 
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PFX 0 0 0 0 0 
TK 0 0 0 0 0 
TLS 0 0 0 0 0 
TLU 0 0 0 0 0 
TRN 1 1 6 2 0 
+ SPHOEROW I ROW Govt 
m 0 -36 36 0 NNH 0 0 0 0 
NHS 0 0 0 0 
SM -1 -19 19 0 
SNH 0 0 0 0 
SHS -1 0 0 0 
NK 0 0 0 0 
NLS 0 0 0 0 
NLU 0 0 0 0 
NGH 0 0 0 0 
NPH 0 0 0 0 
SK 0 0 0 0 
SLS 0 0 0 0 
SLU 0 0 0 0 
SGH 0 0 0 0 
SPH 2 0 0 0 
PFX 0 55 -55 0 
TK 0 0 0 3 
TLS 0 0 0 18 
TLU 0 0 0 2 
TRN 0 0 0 -23 
Set i n i t i a l v a l u e s f or parameters 
ZBAR(G) = SAM(G,G); 
DBAR(G,S) = MAX(0,-SAM(G,S)); 
FDBAR(F,G) ^ -SAM(F,G); 
XGROSS(G) - -SAM(G,"EROW"); 
MGROSS(G) = SAM(G,"IROW"); 
MNET(G) = MAX(0,MGROSS(G)- XGROSS (G) 1; 
XNET(G) = MAX(0,XGROSS(G)- MGROSS(G)); 
CBAR(G,H) = -SAM(G,H); 
UBAR(H) = SUM(G,CBAR(G,H)); 
ENDOW(F,H) - SAM(F,H); 
T("NK",G) = -SAM("TK",G); 
T("NLS",G)= -SAM("TLS",G); 
T("NLU",G)- -SAM{"TLU",G); 
T("SK",G) = -SAM("TK",G); 
T{"SLS",G)= -SAM("TLS",G); 
T("SLU",G)- -SAM("TLU",G); 
TRN(H) = SAM("TRN",H); 
GREV = SUM(H,TRN(H)); 
TF(F,G) = T(F,G)/MAX(0.0001,FDBAR(F,G)) 
PF(F,G) = 1 + TF(F,G); 
ESUBH{H)=1; 
ESUBU{H)=0.1; 
THETA(G)-SUM(H,CBAR(G,H) ) ; 
THETA(G)=THETA <G)/SUM(S,THETA(S)); 
* Model d e c l a r a t i o n 
$ONTEXT 
$MODEL:housemod 
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$SECTORS: 
Z(S) 
A(S) 
X(S) 
U(H) 
s e c t o r a l output index 
Armington good 
export index 
u t i l i t y index 
$COMMODITIES: 
PFX 
P{S) 
C(S) 
PA(S) 
W(F) 
PU(H) 
PT 
! p r i c e of foreign exchange 
! domestic goods p r i c e index 
! c o s t index 
! Armington composite p r i c e 
! f a c t o r p r i c e index 
! u t i l i t y p r i c e 
! t r a n s f e r s 
SCONSUMERS: 
RA(H) 
GOVT 
! r e p r e s e n t a t i v e agent income 
! government 
$PROD:Z(S) S:0 VA:0.8 
0:C(S) Q:ZBAR(S) 
I:PA(G) Q:DBAR(G,S) 
I:W(F) Q:FDBAR(F,S) P:PF(F,S) A:GOVT T:TF{F,S) VA 
$PROD:X(S) 
0:P(S) 
0:PFX 
I:C(S ) 
Q:(ZBAR(S) 
Q:XGROSS(S) 
Q:ZBAR(S) 
XGROSS(S)) 
SPROD:A{S) 
0:PA(S) 
I :PFX 
I: P ( S ) 
S:2 
Q:(ZBAR(S) -
Q:KGROSS(S) 
Q:(2BAR(S) -
XGROSS(S) + ENGROSS (S)) 
XGROSS(S) ) 
SPROD:U(H) 
0:PU(H) 
I:PA(M) 
I : PA (HO) 
S:ESUBU(H) VA:ESUBH(H) 
(SUM(S,CBAR(S,H))) 
CBAR(M,H) 
CBAR(HO,H) VA: 
$DEMAND:RA(H) 
D:PU(H) Q:(SUM(S,CBAR(S,H))) 
E:W(F) Q:ENDOW(F,H) 
E: PT Q:TRN(H) 
$DEMAND:GOVT 
D:PT Q:GREV 
$REPORT: 
V:WLF(H) 
V:DNLU(NIND) 
V:DSLU(SIND) 
V:DNLS(NIND) 
V:DSLS(SIND) 
V:DNK(NIND) 
V:DSK(SIND) 
V:DNGH{NNHS) 
V:DNPH(NNHS) 
V:DSGH(NSHS) 
V:DSPH(NSHS) 
V:DF(S,F) 
V:OUTP(S) 
V:CDEM(H) 
V:HDEM(H,HO) 
W:RA(H) 
I:W("NLU") PROD:Z(NIND) 
I:W("SLU") PROD:Z(SIND) 
I:W("NLS") PROD:Z(NIND) 
I:W("SLS") PROD:Z(SINO) 
I:W("NK") 
I:W("SK") 
I:W("NGH") PROD:Z(NNHS) 
I:W("NPH") PROD:Z(NNHS) 
I:W("SGH") PR0D:2(NSHS) 
I : W ("PGH") PROD:Z(NSHS) 
I:W(F) 
0:C(S) 
D:PU(H) 
I:PA(HO) PROD 
PROD:Z(NIND) 
PROD:Z(SIND) 
PROD:Z(S) 
PROD:Z(S) 
DEMAND:RA(H) 
U(H) 
SOFFTEXT 
$SYSINCLUDE mpsgeset housemod 
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housemod.ITERLIM = 0; 
$INCLUDE housemod.GEN 
SOLVE housemod USING MCP; 
ABORT$(ABS(housemod.OBJVAL) GT l.E-4) 
"**** housemod benchmark does not c a l i b r a t e , 
housemod.ITERLIM = 2000; 
* C o u n t e r f a c t u a l s 
* MIGONLY - migration only, 1 year 
* MIG0NLY5 - migration onnly, 5 year time s c a l e 
* Regional Planning Guidance S c e n a r i o s 
* RPGMO Regional Planning Guidance l e v e l s zero migration 
* RPGMl Regional Planning Guidance l e v e l s annual migration 
* RPGM05 RPG l e v e l s 5 year zero migration 
* RPGMM5 RPG l e v e l s 5 year migration 
* IN39 39% i n c r e a s e i n supply 
SETS 
SC c o u n t e r f a c t u a l s / 
MIGONLY 
RPGMO 
RPGMl 
MIG0NLY5 
RPGMO5 
RPGMM5 
IN39 / 
PARAMETER HSUP(NHO, SC) 
MIG(F,H,SC) 
REPORT - ,50 
PINDEX; 
* Migration only - no i n c r e a s e i n housing supply, 1 year 
HSUP{NHO,"MIGONLY")=ZBAR(NHO); 
MIG("NK",H<"MIGONLY")=ENDOW("NK",H)* 1.01; 
MIG("SK",H,"MIGONLY")=ENDOW("SK",H)* 1.04; 
MIG("NLS",H,"MIGONLY")=ENDOW("NLS",H)*!.01; 
MIG{"SLS",H,"MIGONLY")=ENDOW("SLS",H)*!.04; 
MIG(NMF,H,"MIGONLY")=ENDOW <NMF,H); 
* Migration only - no i n c r e a s e i n housing supply, 5 years 
HSUP(NHO,"MIG0NLY5")=ZBAR(NH0); 
MIG("NK",H,"MIG0NLY5")=END0W("NK",H)'1.08; 
MIG("SK",H,"MIG0NLY5")=END0W("SK",H)•1.24; 
MIG("NLS",H,"MIG0NLY5")-END0W("NLS",H)*1.08; 
MIG("SLS",H,"MIGONLY5")=END0W("SLS",H)*1.24; 
MIG(NMF,H,"MIG0NLY5")=END0W(NMF,H); 
* RPG Scenarios, 1 year 
* 
HSUP("NNH","RPGMO")=ZBAR("NNH") + 1.7; 
HSUP("SNH","RPGMO")=ZBAR("SNH") + 1.2; 
MIG(F,H,"RPGMO")=ENDOW(F,H); 
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HSUP("NNH","RPGMl")=ZBAR("NNH") + 1.7; 
HSUP("SNH","RPGMl")=ZBAR("SNH") + 1.2; 
MIG("NK",H,"RPGMl")=ENDOW("NK",H)*1.01; 
MIG("SK",H,"RPGMl")=ENDOW("SK" , H) * 1. 04 ; 
MIG ("NLS",H,"RPGMl")=ENDOW("NLS",H)* 1.01; 
MIG("SLS",H,"RPGMl")=ENDOW("SLS" , H)* 1.04 ; 
MIG(NMF,H,"RPGMl")=ENDOW(NMF,H) ; 
RPG S c e n a r i o s , 5 years 
HSUP ( "NNH", "RPGM05")=»ZBAR( "NNH") + 8.3; 
HSUP("SNH","RPGM05")=ZBAR("SNH") + 6.0; 
MIG(F,H,"RPGM05")=ENDOW(F,H); 
HSUP("NNH","RPGMM5")«2aAR("NNH") + 8-3; 
HSUPC'SNH", "RPGMM5")«2BAR("SNH") + 6.0; 
MIG("NK",H, "RPGMM5")='END0W("NK",H) *1 .08; 
MIG("SK",H,"RPGMM5")-ENDOW("SK" , H)* 1.2 4; 
MIG("NLS",H, "RPGMM5")=END0W("NLS",H)*1.08; 
MIG("SLS",H,"RPGMM5")=END0W("SLS",H)'1.24; 
MIG(NMF,H,"RPGMM5")=ENDOW(NMF, H) ; 
IN39 
HSUP("NNH","IN39")=ZBAR("NNH")* 1.139; 
HSUP("SNH","IN39")=ZBAR("SNH") * 1.139; 
MIG("NK",H,"IN39")=ENDOW("NK",H) *1.01; 
MIG("SK",H,"IN39")=ENDOW("SK", H)* 1.04; 
MIG("NLS",H,"IN39")=ENDOW("NLS", H) *1.01; 
MIG("SLS",H,"IN39")=ENDOW("SLS", H) * 1. 04 ; 
MIG(NMF,H,"IN39")=ENDOW(NMF,H) ; 
LOOP(SC, 
ZBAR(NHO) = HSUP(NHO,SC); 
ENDOW(F,H) =MIG(F,H,SC); 
SINCLUDE housemod.GEN 
SOLVE housemod USING MCP; 
housemod.ITERLIM = 2000; 
PINDEX = SUM(G,PA.L(G)*THETA(G)); 
REPORT("WELFARE-H",H," ",SC)=100*(WLF.L(H) - 1 ) ; 
REPORT("REVENUE-","","",SC)=100*(PT.L/PINDEX - 1); 
REPORT("EMPLU",NIND,"-",SC)=100 *(DNLU.L(NIND)/FDBAR("NLU",NIND) - 1 ) ; 
REPORT("EMPLS",NIND,"-",SC)=100*(DNLS.L(NIND)/FDBAR("NLS",NIND) - 1 ) ; 
REPORT("EMPGH","NHS",NNHS,SC)=100*(DNGH.L(NNHS)/FDBAR("NGH",NNHS) - 1 ) ; 
REPORT("EMPPH","NHS", NNHS,SC)=100*(DNPH.L(NNHS|/FDBAR("NPH",NNHS) - 1) ; 
REPORT("EMPLU",SIND,"-",SC)=100*(DSLU.L(SIND) /FDBAR("SLU",SIND) - 1 ) ; 
REPORT("EMPLS",SIND,"-",SC)=100*(DSLS.L(SIND) /FDBAR("SLS",SIND) - 1) ; 
REPORT("EMPGH","SHS",NSHS,SC)=100*(DSGH.L(NSHS)/FDBAR("SGH",NSHS) - 1 ) ; 
REPORT("EMPPH","SHS",NSHS,SC)=100*(DSPH.L(NSHS)/FDBAR("SPH",NSHS) - 1 ) ; 
REPORT("FPRICE - " , F , " - ",SC)=100*(W.L(F)/PINDEX - 1 ) ; 
REPORT("OUTPUT ",S,"",SC) = 100*((OUTP.L(S)/ZBAR(S)) - 1 ) ; 
REPORT ("ZBAR",S, " " , SO =ZBAR (S) ; 
REPORT("PRICES",S,"",SC)=100*(PA.L(S)/PINDEX - 1); 
REPORTC'GDP -","","",SC)=100*(SUM(S,OUTP.L(S))/SUM(S,ZBAR(S)) - 1 ) ; 
REPORT("CDEM -",H,"",SC)=100*(CDEM.L(H) - 1 ) ; 
REPORT("PINDEX","","",SC)=PINDEX; 
) ; 
DISPLAY REPORT; 
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APPENDIX 2 : G A M S C O D E FOR BALANCING THE S A M 
$TITLE Cross Entropy SAM E s t i m a t i o n 
$OFFSYMLIST OFFSYMXREF OFFUPPER 
*«««»#«»#«##»##fi»«#####9# § # e « « » » # # # § # « g « # # » # # # # # # # » e##»##§#8# § # # « » § g « » ! 
* CE-SAM i l l u s t r a t e s a c r o s s entropy technique for e s t i m a t i n g the c e l l s 
* of a c o n s i s t e n t SAM assuming chat the i n i t i a l data are i n c o n s i s t e n t 
* and measured with e r r o r . The method i s a p p l i e d to a s t y l i z e d macro 
* SAM for Mozambique. Some macro c o n t r o l t o t a l s a r e assumed Icnown w i t h 
* e r r o r , and a l s o a l l the row and column t o t a l s a r e assumed 
* known only with e r r o r . We assume t h a t the user can s p e c i f y 
* a p r i o r estimate of the standard e r r o r of the e s t i m a t e s of the row 
* and column sums and of the macro c o n t r o l t o t a l s . * 
* Programmed by Sherman Robinson and Moataz E l - S a i d , November 2000. 
* Trade and Macroeconomics D i v i s i o n 
* i n t e r n a t i o n a l Food P o l i c y Research I n s t i t u t e ( I F P R I ) 
* 2033 K S t r e e t , N.W. 
* Washington, DC 20006 USA 
* Email: S,RobinsonQCGIAR.ORG 
M.El-Said@CGIAR.ORG 
* The method i s d e s c r i b e d i n S. Robinson, A. Cattaneo and, M. E l S a i d 
* (2001) "Updating and E s t i m a t i n g a S o c i a l Accounting Matrix Using 
* Cross Entropy Methods." Economic Systems Research, Vol. 13, No. 1, 
* pp. 47-64, 
* D i s c u s s i o n paper §58 i s an e a r l i e r v e r s i o n of the Economic 
* Systems Research paper. A copy can be downloaded from the IFPRI 
* web page using the following l i n ) c : 
* http://www.i fpri.cgiar.org/divs/tmd/tmdpubs.htm#dp • 
* See a l s o A. Golan, G. Judge, and D. M i l l e r , Maximum Entropy 
* Econometrics, John Wiley & Sons, 1996. 
* 
* Data s e t i s based on a SAM developed by C. Arndt, A. S. Cruz, H. T. 
* Jensen, S. Robinson, and F. Tarp, " S o c i a l Accounting Matrices 
* for Mozambique - 1994 and 1995." TMD D i s c u s s i o n Paper No. 28, IE*PRI, 
* J u l y 1998. * 
*8«»»&#«#««##8«»###«#«#»###«#8##«#«»»####«####«##8#§§8#»8#«####8»§§#8### 
SETS 
i sam accounts / AM 
ANS 
ANH 
ANA 
AHS 
COM 
K 
LP 
L I 
LU 
GH 
GA 
PH 
PA 
HH 
INV 
ROW 
Govt 
T o t a l / 
i i ( i ) a l l acounts i n i except T o t a l 
/ AM 
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ANS 
ANH 
ANA 
AHS 
COM 
K 
LP 
L I 
LU 
GH 
GA 
PH 
PA 
HH 
INV 
ROW 
Govt / 
F A C ( i i ) f a c t o r s 
/ K 
LP 
L I 
LU 
GH 
GA 
PH 
PA / 
A C ( i i ) a c t i v i t i e s 
/ AM 
ANS 
ANH 
ANA 
AHS / 
macro macro c o n t r o l s /gdpfc2, gdp2 / 
* The s e t jwt d e f i n e s the dimension of the support s e t for the e r r o r 
* d i s t r i b u t i o n and the number of weights th a t must be estimated f or each 
* e r r o r . I n t h i s case, we s p e c i f y a f i v e parameter e r r o r d i s t r i b u t i o n . 
* For a three parameter d i s t r i b u t i o n , jwt i s s e t to /1*3/. 
jwt s e t of weights for e r r o r s i n v 
/ 1* 5 / 
* i i ( i ) = YES; 
* i i ("Total ") = NO; 
ALIAS <i, j ) , ( i i , j j ) ; 
*##§# ##«### »i« SAM DATAB 
TABLE SAM(i , j ) s o c i a l accounting matr 
AM ANS ANH ANA AHS 
AM 0 0 0 0 0 
ANS 0 0 0 0 0 
ANH 0 0 0 0 0 
ANA 0 0 0 0 0 
AHS 0 0 0 0 0 
COM 13649 18820 601 66 0 
K 4675 16205 170 19 0 
LP 10654 32765 241 27 0 
L I 5020 10552 280 31 0 
LU 2756 4726 39 4 0 
GH 0 0 0 0 5271 
GA 0 0 0 0 927 
PH 0 0 0 0 512 
PA 0 0 0 0 149 
HH 0 0 0 0 0 
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INV 0 
ROW 0 
Govt 0 
T o t a l 36754 
+ COM 
AM 47897 
ANS 83598 
ANH 1522 
ANA 168 
AHS 6858 
COM 0 
K 0 
LP 0 
LI 0 
LU 0 
GH 0 
GA 0 
PH 0 
PA 0 
HH 0 
INV 0 
ROW 56808 
Govt 0 
T o t a l 196851 
+ GH 
AM 0 
ANS 0 
ANH 0 
ANA 0 
AHS 0 
COM 0 
K 0 
LP 0 
L I 0 
LU 0 
GH 0 
GA 0 
PH 0 
PA 0 
HH 5271 
INV 0 
ROW 0 
Govt 0 
T o t a l 5271 
+ INV 
AM 0 
ANS 0 
ANH 0 
ANA 0 
AHS 0 
COM 13174 
K 0 
LP 0 
L I 0 
LU 0 
GH 0 
GA 0 
PH 0 
PA 0 
HH 0 
INV 0 
ROW 0 
Govt 0 
T o t a l 13174 
0 
0 
0 
83068 
K 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
19275 
0 
0 
2513 
21788 
GA 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
927 
0 
0 
0 
927 
ROW 
0 
0 
0 
0 
0 
0 
0 
0 
1332 
0 
0 
0 
147 
0 
0 
0 
6858 
LP L I LU 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
31574 11452 5528 
0 0 0 
0 0 0 
12113 4430 1998 
43687 15882 7526 
PH 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
512 
0 
0 
0 
512 
PA 
0 
0 
0 
0 
0 
HH 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
149 
0 
0 
0 
0 78731 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1158 
0 
0 
Govt 
0 
0 
0 
0 
0 
43506 17363 
0 
0 
0 
0 
0 
0 
0 
0 
0 
12000 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
5384 
0 
0 
0 
149 79889 
T o t a l 
47897 
83598 
1522 
168 
6858 
185911 
21069 
43687 
15882 
7526 
5271 
927 
512 
149 
80071 
13158 
56808 
21054 
55506 22747 
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*»######§###########S«i#S# 
PARAMETER 
Parameters and S c a l e r s »####«############### 
SAMO(i,j) 
T 0 ( i , j ) 
T l ( i , j ) 
AbarOd, j ) 
A b a r l ( i , j ) 
T a r g e t O ( i ) 
v b a r l { i , j w t ) 
vbar2(macro,jwt) 
w b a r l ( i , j w t ) 
wbar2(macro,jwt) 
s i g m a y l ( i ) 
sigmay2(macro) 
e p s i l o n 
Base SAM t r a n s a c t i o n s m a t r i x 
Matrix of SAM t r a n s a c t i o n s (flow matrix) 
SAM t r a n s a c t i o n s Adjusted t o e l i m i n a t e negative e n t r i e s 
P r i o r SAM c o e f f i c i e n t m a t r i x 
P r i o r SAM a d j u s t e d to e l i m i n a t e negative c o e f f i c i e n t s 
Targets f or macro SAM column t o t a l s 
E r r o r support s e t 1 
E r r o r support s e t 2 
Weights on e r r o r support s e t 1 
Weights on e r r o r support s e t 2 
P r i o r standard e r r o r of column sums 
P r i o r standard e r r o r of macro aggregates 
Tolerance to a l l o w zero e n t r i e s i n SAM 
SCALARS 
gdpO 
gdpOO 
gdpfcO 
base GDP 
GDP from f i n a l SAM 
GDP a t f a c t o r c o s t 
SS#####Sfl####S### I n i t i a l i z i n g Parameters 
SAMC'TOTAL", j j ) = S U m ( i i , S A M ( i i , j j ) ) ; 
SAM (ii,"TOTAL") = s u m ( j j , S A M ( i i , j j ) ) ; 
samO(i,j) = s a m ( i , j ) ; 
#«»#»############$ 
Divide SAM e n t r i e s by 1000 for b e t t e r s c a l i n g . 
The SAM i s s c a l e d to enhance s o l v e r e f f i c i e n c y . Nonlinear s o l v e r s are 
more e f f i c i e n t i f v a r i a b l e s a r e s c a l e d s i m i l a r l y , i n t h i s case, 
c o e f f i c i e n t s to be estimated range between O and 1, so SAM v a l u e s 
a r e a l s o s c a l e d . 
S c a l a r scalesam S c a l i n g value /lOOO/ ; 
s a m ( i , j ) = s a m ( i , j ) / s c a l e s a m ; 
A b a r O ( i i , j j ) $ S A M ( i i , j j ) = SAM(ii,jj)/SAM("TOTAL",jj) 
T O ( i i , j j ) 
TO("TOTAL",jj) 
TO (ii,"TOTAL") 
e p s i l o n 
° SAM(ii, j j ) ; 
= s u m ( i i , SAM(ii, j j ) ) ; 
= s u m ( j j , S A M ( i i , j j ) ) ; 
= .00001; 
D i s p l a y TO, AbarO ; 
*#####»################## CROSS ENTROPY ##&###########»############### 
*########«############### RED ALERT! ######«####»#»######»#####§#»# 
* The ENTROPY DIFFERENCE procedure uses LOGARITHMS: negative flows i n 
* the SAM are NOT GOOD!!! 
* The option used here i s to d e t e c t any n e g a t i v e flows and net them out 
* of t h e i r r e s p e c t i v e symmetric c e l l s , e.g. 
* negative flow column to row i s s e t to z e r o 
* and added to corresponding row to column as a p o s i t i v e number. 
* The entropy d i f f e r e n c e method can then be implemented. 
* A f t e r b a l a n c i n g , the negative SAM v a l u e s a r e returned to t h e i r 
* o r i g i n a l c e l l s f o r p r i n t i n g . 
SET 
r e d d , j ) Set of negative SAM flows 
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Parameter 
redsamd, j ) 
r t o t ( i ) 
c t o t ( i ) 
Negative SAM v a l u e s only 
Row t o t a l 
Column t o t a l 
r t o t ( i i ) 
c t o t ( j j ) 
r e d { i i , j j ) $ ( T O ( i i , j j ) LT 0) 
r e d s a m d i , j j ) 
r e d s a m ( i i , j j ) $ r e d ( i i , j j ) 
r e d s a m ( j j , i i ) $ r e d ( i i , j j ) 
s u m ( j j , T 0 ( i i , j j ) ) ; 
s u m d i , T O ( i i , j j ) ) ; 
yes ; 
0; 
T O ( i i , j j ) ; 
T O ( i i , j j ) ; 
Note tha t redsam i n c l u d e s each e n t r y twice, i n corresponding row 
'and column. So, redsam need only be s u b t r a c t e d from TO. 
T l ( i i , j j ) 
T l ( " T o t a l " , j j ) 
T l ( i i , " T o t a l " ) 
r e d s a m ( " t o t a l " , j j ) 
r e d s a m d i , " t o t a l " ) 
s a m ( i i , " t o t a l " ) 
s a m ( " t o t a l " , j j ) 
T O ( i i , j j ) - r e d s a m d i , j j ) ; 
s u m d i , T l d i . j j ) ) ; 
s u m ( j j , T l ( i i , j j ) ) ; 
s u m ( i i , r e d s a m d i , j j ) ) ; 
3um( j j , r e d s a m d i , j j ) ) ; 
s u m ( j j , T l d i , j j ) ) ; 
s u m d i , T l ( i i , j j ) ) ; 
r t o t ( i i ) 
c t o t ( j j ) 
A b a r l d i , j j ) 
= s u m ( j j , T l ( i i , j j ) ) ; 
- s u m d i , T l ( i i , j j ) ) ; 
= T l d i , j j ) / s a m ( " t o t a l " , j j ) ; 
d i s p l a y "NON-NEGATIVE SAM" ; 
d i s p l a y redsam, T l , AbarO, Abarl, r t o t , c t o t 
* Define s e t of elements of SAM t h a t can be nonzero. In t h i s case, 
• elements which a r e nonzero i n i n i t i a l SAM. 
SET NONZEROd,j) SAM elements th a t can be nonzero ; 
only 
N O N Z E R O d i , j j ) $ ( A b a r l { i i , j j ) ) = y e s ; 
'8888 I n i t i a l i z i n g Parameters a f t e r accounting for negative v a l u e s 8#### 
Note that t a r g e t column sums are being s e t to average of i n i t i a l 
row and column sums. I n i t i a l column sums or other v a l u e s 
could have been used i n s t e a d , depending on knowledge of data c r u a l i t y 
and any other p r i o r information. 
targetO ( i i ) 
gdpfcO 
gdpO 
Disp l a y gdpfcO, gdpO, 
= ( s a m d i , " t o t a l " ) + s a m ( " t o t a l " , i i ) ) / 2 ; 
= sum( (FAC,AC) ,T1 (FACAC) ) ; 
= sum( (FACAC) ,T1 (FACAC) ) 
+ SUM(ACT1 ("Govt",AC) ) 
- SUM(AC,T1(AC,"Govt")) + Tl("Govt","COM") 
* 8 # e 8 # 8 # # 8 8 # 8 # # » Define v a r i a b l e bounds on e r r o r s #8888888##8«8«##888#8 
* S t a r t from assumed p r i o r knowledge of the standard e r r o r (perhaps due 
* to measurement e r r o r ) of the column sums. Below, we assume that a l l 
* column sums have a standard e r r o r of 5%. T h i s i s a Bayesian p r i o r , 
* not a maintained hypothesis. 
* The estimated e r r o r i s weighted sum of elements i n an e r r o r support 
* s e t ; 
E R R ( i i ) = SUM(jwt, W ( i i , jwt) *VBARdi, jwt) ) 
* where the W's a r e estimated i n the CE procedure. 
* The p r i o r v a r i a n c e of these e r r o r s i s given by: 
( s i g m a y ( i i ) ) * * 2 = SUM(jwt, WBAR(ii, jwt) * (VBARdi, jwt) ) **2 ) 
* where the WBAR's are the p r i o r on the weights. 
* The VBARs are chosen to d e f i n e a domain f o r the support s e t of +/- 3 
* standard e r r o r s . The p r i o r on the weights, WBAR, are then c a l c u l a t e d 
* to y i e l d the s p e c i f i e d p r i o r on the standard e r r o r , sigmay. 
* I n Robinson, Cattaneo, and E l - S a i d (2001), we s p e c i f y p r i o r weights 
* (WBAR) that are uniform and s e t the p r i o r standard e r r o r by the 
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* c h o i c e of support sec, VBAR. In t h a t paper, we use a three-weight 
* s p e c i f i c a t i o n (jwt /1*3/); • 
* We d e f i n e two s e t s of e r r o r s with separate weights, Wl and W2. The 
* f i r s t i s f o r s p e c i f y i n g e r r o r s on column sums, the second f or e r r o r s 
* on macro aggregates (defined i n the s e t macro) . 
* F i r s t , d e f i n e standard e r r o r f o r e r r o r s on column sums. 
s i g m a y l ( i i ) = 0.05 * t a r g e t O ( i i ) ; 
* T h i s code assumes a p r i o r mean of zero and a two-parameter 
* d i s t r i b u t i o n with s p e c i f i e d p r i o r standard e r r o r . There are three 
* weights, W ( i i , j w t ) , to be estimated. The a c t u a l moments are estimated 
* as p a r t of the estimation procedure. 
Sontext 
* Set c o n s t a n t s f o r 3-weight e r r o r d i s t r i b u t i o n 
v b a r l ( i i , " 1 " ) = -3 * s i g m a y l ( i i ) ; 
v b a r l ( i i , " 2 " ) = 0 
v b a r l ( i i , " 3 " ) = -3 * s i g m a y l ( i i ) ; 
w b a r l ( i i , " 1 " ) - 1/18 
w b a r l ( i i , " 2 " ) = 16/18 
w b a r l ( i i , " 3 " ) = 1/18 
$ o f f t e x t 
T h i s code assumes 
c o n s i s t e n t with a 
sigmay**2, and ku 
on k u r t o s i s r e q u i 
The p r i o r weights 
SUMtjwt, w b a r d i , 
as w e l l as d e f i n i 
The p r i o r weights 
on a l l odd moment 
fo r v b a r ( i i , " 2 " ) 
The a c t u a l moment 
a p r i o r mean of zero and a p r i o r value of k u r t o s i s 
p r i o r normal d i s t r i b u t i o n with mean zero, v a r i a n c e 
r t o s i s equal to 3*sigmay**4. The a d d i t i o n of a p r i o r 
res estimation of 5 weights (jwt = 5 ) ; 
wbar are s p e c i f i e d so t h a t : 
j w t ) * v b a r ( i i , j w t ) * * 4 ) - 3 * s i g m a y ( i i , j w t ) * * 4 
ng the v a r i a n c e as above. 
and support s e t a r e a l s o symmetric, so the p r i o r 
s i s zero. The c h o i c e of +/- 1 standard e r r o r 
and v b a r ( i i , " 4 " ) i s a r b i t r a r y . 
s are estimated as p a r t of the e s t i m a t i o n procedure. 
Set c o n s t a n t s 
v b a r l ( i i , " 1 " ) 
v b a r l ( i i , " 2 " ) 
v b a r l ( i i , "3*') 
v b a r l ( i i , " 4 " ) 
v b a r l ( i i , " 5 " ) 
w b a r l ( i i , " 1 " ) 
w b a r l ( i i , " 2 " ) 
w b a r l ( i i , " 3 " ) 
w b a r l ( i i , " 4 " ) 
w b a r l ( i i , " 5 " ) 
f o r 5-weight e r r o r d i s t r i b u t i o n 
= -3 
1 
- 0 
= +1 
= +3 
s i g m a y l ( i i ) 
s i g m a y l ( i i ) 
s i g m a y l ( i i ) 
s i g m a y l ( i i ) 
1/72 
27/72 
16/72 
27/72 
1/72 
* Second, d e f i n e standard e r r o r s f o r e r r o r s on macro aggregates 
sigmay2("gdpfc2") = 0.05*gdpfc0 ; 
sigmay2("gdp2") = 0.05*gdpO ; 
Sontext 
* Set c o n s t a n t s f o r 3-weight e r r o r d i s t r i b u t i o n 
v b a r 2 ( i i , " 1 " ) - -3 * s i g m a y 2 ( i i ) ; 
v b a r 2 ( i i , " 2 " ) = 0 
v b a r 2 ( i i , " 3 " ) = -3 * s i g m a y 2 ( i i ) ; 
w b a r 2 ( i i , " l " ) = 1/18 
w b a r 2 ( i i , " 2 " ) = 16/18 
w b a r 2 ( i i , " 3 " ) = 1/18 
$ o f f t e x t 
Set c o n s t a n t s f o r 5-weight e r r o r d i s t r i b u t i o n 
vbar2(macro,"1") = -3 * sigmay2(macro) ; 
vbar2(macro,"2") = -1 * sigmay2(macro) ; 
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vbar2(macro,"3") = 0 
vbar2(macro,"4") = +1 
vbar2(macro,"5") = +3 
wbar2(macro,"1") = 1/72 
wbar2(macro,"2") = 27/72 
wbar2(macro,"3") = 16/72 
wbar2(macro,"4") = 27/72 
wbar2(macro,"5") = 1/72 
sigmay2(macro) 
sigmay2(macro) 
D i s p l a y v b a r l , vbar2, sigmayl, sigmay2 ; 
'######§#§#§&###«#«§##« VARIABLES ####§###«########«###########«### 
VARIABLES 
A ( i i , j j ) Post SAM c o e f f i c i e n t matrix 
T S A M ( i i , j j ) Post matrix of SAM t r a n s a c t i o n s 
Y ( i i ) row sum of SAM 
X ( i i ) column sum of SAM 
E R R l ( i i ) E r r o r value on column sums 
EEIR2 (macro) E r r o r value for macro aggregates 
W l ( i i , j w t ) E r r o r weights 
W2(macro,jwt) E r r o r weights 
DENTROPY Entropy d i f f e r e n c e ( o b j e c t i v e ) 
GDPFC GDP a t f a c t o r c o s t 
GDP GDP a t market p r i c e s 
###########«#######«###### IN I T I A L I Z E VARIABLES #SS#S#SS##S####### 
A . L ( i i , j j ) 
T S A M . L ( i i , j j ) 
y . L ( i i ) 
X . L ( i i ) 
E R R l . L ( i i ) 
ERR2.L(macro) 
W l . L ( i i , j w t ) 
W2.L(macro,jwt) 
DENTROPY.L 
GDPFC.L 
GDP.L 
= A b a r l ( i i , j j ) 
- T l ( i i , j j ) 
= t a r g e t O ( i i ) 
= t a r g e t O ( i i ) 
= 0.0 
= 0.0 
- w b a r l ( i i , j w t ) ; 
- wbar2(macro,jwt) 
= 0 
= gdpfcO 
= gdpO 
'##»#######§# 
EQUATIONS 
CORE EQUATIONS 
SAMEQ(i) 
SAMMAKE(i, j ) 
ERRORlEQ(i) 
ERR0R2EQ(macro) 
SUMWl(i) 
SUMW2(macro) 
ENTROPY 
ROWSUM(i) 
COLSUM(j) 
GDPFCDEF 
GDPDEF 
row and column sum c o n s t r a i n t 
make SAM flows 
d e f i n i t i o n of e r r o r term 1 
d e f i n i t i o n of e r r o r term 2 
Sum of weights 1 
Sum of weights 2 
Entropy d i f f e r e n c e d e f i n i t i o n 
row t a r g e t 
column t a r g e t 
define GDP at f a c t o r c o s t 
define GDP 
'CORE EQUATIONS======-== 
SAMEQ(ii).. Y ( i i ) =E= X ( i i ) + E R R l ( i i ) 
SAMMAKE(ii,jj)Snonzero(ii, j j ) .. 
T S A M ( i i , j j ) =E= A ( i i , j j ) 
ERRORlEQ(ii) 
SUMWl(ii).. 
ENTROPY.. 
( X ( j j ) + E R R l ( j j ) ) ; 
E R R l ( i i ) =E= SUM(jwt, W l ( i i , j w t ) * v b a r l ( i i , j w t ) ) 
SUM(jwt, W l ( i i , j w t ) ) =E= 1 ; 
DENTROPY =E= S U M ( ( i i , j j ) $ n o n z e r o ( i i , j j ) , 
A ( i i , j j ) * ( L O G ( A ( i i , j j ) + e p s i l o n ) 
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- L O G ( A b a r l ( i i , j j ) + e p s i l o n ) ) ) 
+ 
SUM((ii,jwt) , W l ( i i , j w t ) 
* ( L O G ( W l ( i i , j w t ) + e p s i l o n ) 
- L O G ( w b a r l ( i i , j w t ) + e p s i l o n ) ) ) 
+ 
SUM((macro,jwt), W2(macro* jwt) 
* (LOG(W2(macro, jw t ) + e p s i l o n ) 
- LOG(wbar2(macro,jwt) + e p s i l o n ) ) ) ; 
' Note t h a t we exclude one rowsum equation s i n c e i f a l l but one column 
' and rowsum are equal, the l a s t one must a l s o be equal. Walras' Law 
^ a t worJc. 
ROWSUM(ii) $ (NOT SAMEASdi, "ROW") ) . . SUM(jj, T S A M ( i i , j j ) ) = E = Y ( i i ) ; 
COLSUM(jj>.. SUMdi, T S A M d i , j j ) ) =E= ( X ( j j ) + E R R l ( j j ) ) ; 
'ADDITIONAL MACRO CONTROL-TOTAL EQUATIONS======================^ 
GDPFCDEF.. GDPFC =E= SUM((FAC,AC),TSAM(FAC,AC)) 
+ ERR2("gdpfc2") ; 
GDPDEF.. GDP -E= SUM((FAC, AC) ,TSAM(FAC, AC) ) 
+ SUM(AC, TSAM ("Govt", AC) ) 
- SUM(AC,TSAM(AC,"Govt")) 
+ TSAM("Govt","COM") 
+ ERR2("gdp2") ; 
ERR0R2EQ (macro) . . ERR2 (macro) 
=E= SUM(jwt, W2(macro,jwt)*vbar2(macro,jwt)) 
SUMW2(macro).. SUM(jwt, W2(macro,jwt)) =E= 1 ; 
Define bounds for c e l l v a l u e s SS#SftS######S######8 
D e f i n i n g equation SAMMAKE over non-zero elements of A ( S A b a r l ( i i , j j ) ) 
• guarantees t h a t the zero s t r u c t u r e of the o r i g i n a l SAM i s maintained 
' i n the e s t i m a t e d SAM. F i x i n g a l l the zero e n t r i e s to zero g r e a t l y 
' reduces the s i z e of the e s t i m a t i o n problem. I f i t i s d e s i r e d to 
' a l l o w a zero e n t r y to become nonzero i n the estimated SAM, then 
' the c o n d i t i o n $ABAR1(ii, j j ) must be r e p l a c e d with a new s e t t h a t 
does not i n c l u d e c e l l s which are c u r r e n t l y z e r o but may be nonzero. 
A . L O ( i i , j j ) S n o n z e r o ( i i , j j ) = 0 ; 
A . U P d i , j j ) $ n o n z e r o ( i i , j j ) = 1 ; 
A . F X d i , j j ) S ( N O T n o n z e r o d i , j j ) ) = 0; 
TSAM.lodi, j j ) = 0.0 ; 
TSAM.updi, j j ) => +inf ; 
TSAM.FXdi, j j ) $ ( N O T nonzero ( i i , j j ) ) = 0 ; 
Upper and lower bounds on the e r r o r weights 
W l . L O d i , jwt) = 0 
W l . U P ( i i , j w t ) = 1 
W2.L0(macro, jwt) = 0 
W2.UP(macro,jwt) = 1 
Set t a r g e t column sums, X. I f these are not f i x e d , then the column sum 
c o n s t r a i n t s w i l l not be binding and the s o l u t i o n v a l u e s or ERRl w i l l 
be 0. 
X . F X d i ) =• TARGETO ( i i ) ; 
F i x Macro aggregates. 
I f t hese a r e not f i x e d , then the macro c o n s t r a i n t s w i l l not be binding 
and the s o l u t i o n v a l u e s of ERR2 w i l l be z e r o . 
GDP.FX = GDPO ; 
GDPFC.FX = GDPFCO ; 
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*#######«################ DEFINE MODEL #####§#####§################ 
MODEL SAMEN / ALL / 
*##fiSt##S#########«««###S SOLVE MODEL ##########«t#««§#S###««S#S8## 
OPTION ITERLIM = 5000; 
OPTION LIMROW = 0, LIMCOL = 0; 
OPTION SOLPRINT = ON; 
* SAMEN.optfile = 1 ; 
SAMEN.HOLDFIXED = 1 ; 
option NLP = CONOPT ; 
* OPTION NLP = CONOPT; 
* SAMEN.WORKSPACE = 25.0; 
* # # « # # l « # e # # « # « # « 8 # # 8 § # e # « # « Solve statenment 8 # # 8 # § « # # » # # # # # e 8 # # f i # « 
SOLVE SAMEN using NLP minimizing dentropy ; 
* « # « 8 # d # # # « # # 8 # 8 f i « « # # # # # # f i # # # # e e # # # # 8 # # # 8 » # » # f i # 8 « 8#fi######88##fi»88#fi 
*## ( a l t e r n a t i v e formulation)#### MCP Formulation ###S######S#####f# 
* Add code r e s t a t i n g the nonlinear-programming (NLP) minimization 
* problem as an MCP problem sol v e d u s i n g the MCP s o l v e r . 
$include CE-MCP.INC 
* # # # # # # # # « f i # # # # $ # # # & 8 # » # # # § # # # f i 8 # # # 8 f i « # # # « # # » # # # « # # # # # f i # » # # # « « # # f i # # # 
* Parameters f o r r e p o r t i n g r e s u l t s 
Parameters 
Macsaml(i,j) Assigned new balanced SAM flows from CE 
Macsam2(i,j) Balanced SAM flows from entropy d i f f x s c a l e s a m 
SEM Squared E r r o r Measure 
p e r c e n t l ( i , j ) percent change of new SAM from o r i g i n a l SAM 
Po s U n b a l ( i , j ) P o s i t i v e unbalanced SAM 
P o s B a l a n ( i , j ) P o s i t i v e b a lanced SAM 
D i f f r n c e ( i , j ) D i f f e r n c e btw o r i g i n a l SAM and F i n a l SAM i n v a l u e s 
NormEntrop Normalized Entropy a measure of t o t a l u n c e r t a i n t y 
macsamHii, j j ) = TSAK. 1 ( i i , j j ) ; 
m a c s a m l ( " t o t a l " , j j ) = SUM(ii, macsaml ( i i , j j ) ) 
m a c s a m l ( i i , " t o t a l " ) = S U M ( j j , macsaml ( i i , j j ) ) 
macsam2(i,j) = macsaml(i,j) * scalesam 
SEM = S u m ( ( i i , j j ) , S Q R ( A . L ( i i , j j ) 
- A b a r l ( i i , j j ) ) > / S Q R ( c a r d ( l i ) ) ; 
p e r c e n t l ( i , j ) $ ( T l ( i , j ) ) = 1 0 0 * ( m a c s a m l ( i , j ) - T l ( i , j ) ) / T l ( i , j ) ; 
P o s U n b a l ( i , j ) = T l ( i , j ) * scalesam; 
P o s B a l a n ( i , j ) = macsam2(i,j); 
D i f f r n c e d , j ) = PosBalan ( i , j ) - PosUnbal ( i , j ) ; 
NormEntrop = S U M ( ( i i , j j ) S ( A b a r l ( i i , j j ) ) , A . L ( i i , j j ) * 
LOG ( A . L ( i i , j j ) ) ) / S U M ( ( i i , j j ) $ ( A b a r l f i i , j j ) ) 
A b a r l ( i i , j j ) * LOG ( A b a r l ( i i , j j ) ) ) 
; 
d i s p l a y macsaml, macsam2, p e r c e n t l , sem, dentropy.1, PosUnbal, 
PosBalan, NormEntrop, D i f f r n c e ; 
•##«#######« Return negative flows to i n i t i a l c e l l p o s i t i o n §###§####### 
m a c s a m l ( i i , j j ) = m a c s a m l ( i i , j j ) + r e d s a m ( i i , j j ) ; 
m a c s a m l ( " t o t a l " , j j ) = SUM(ii, m a c s a m l ( i i , j j ) ) 
m a c s a m l ( i i , " t o t a l " ) = SUM(jj, m a c s a m l ( i i , j j ) ) 
macsam2(i,j) = mac s a m l ( i , j ) * scalesam 
373 
gdpOO = SUM( {FAC, AC) ,macsaial (FAC, AC) ) 
+ SUM(AC,macsaml ("Govt",AC) ) 
- SUM(AC,macsaml(AC,"Govt")) 
+ macsaml("Govt", "COM") ; 
d i s p l a y niacsaml, macsam2 ; 
d i s p l a y gdpO, gdpOO, gdp.l, gdpfcO, g d p f c . l ; 
• # # # S § # # 
Parameter ANEW(i,j) ; 
* p r i n t some s t u f f 
ANEW("total", j j ) = SUMdi, A . L ( i i , j j ) ) ; 
ANEWdi, " t o t a l " ) = SUM(jj, A . L ( i i , j j ) ) ; 
A B A R l ( " t o t a l " , j j ) = SUMdi, A B A R l d i , j j ) ) ; 
A B A R l d i , " t o t a l " ) = SUM(jj, A B A R l d i , j j ) ) ; 
D i s p l a y ANEW, ABARl ; 
s c a l a r meanerrl, meanerr2 ; 
meanerrl = SUMdi, abs ( e r r l . 1 d i ) ) ) / c ard ( i i ) ; 
meanerr2 = SUM(macro, abs(err2.1(macro) ) ) / c a r d ( m a c r o ) ; 
d i s p l a y meanerrl, meanerr2 ; 
* Use the f o l l o w i n g code to s p e c i f y that the column sums are known 
* e x a c t l y . The e r r o r s are thus f i x e d to zero ajid two equations are 
* dropped from the est i m a t i o n procedure. The computational gains are 
* tha t the c o n s t r a i n t s are a l l l i n e a r and the e s t i m a t i o n problem i s 
* c o n s i d e r a b l y s m a l l e r . 
* # S S # 8 # 
Sontext 
* § § # 8 # 8 
E R R l . F X d i ) = 0.0 ; 
w i . F X d i , j w t ) = WBARl(ii,jwt) ; 
MODEL SAMEN2 /SAMEQ 
SAMMAKE 
* ERRORlEQ 
* SUKWl 
ERR0R2EQ 
SUMW2 
ENTROPY 
ROWSUM 
COLSUM 
GDPFCDEF 
GDPDEF 
/ 
; 
SAMEN2,holdfixed = 1 ; 
* « S B « # f t 8 # # « e e # 6 # f t « 8 « # 8 8 # 8 8 Solve statenment ft8fi4«S8««88888»ft888 
SOLVE SAMEN2 using n i p minimizing dentropy ; 
* 8 # 8 8 # 8 8 # # # # # # # # # # # 8 # # 8 9 # # 8 # 8 # 8 8 # 8 » # # # # 8 # # # # # 8 # # # # # e # # 8 8 8 # # 8 # # ^ 
*8S#f i#88 
$ o f f t e x t 
* # # # 8 8 « # 
•#•#•#•#•#•#•#*#•#•#•#*#• THE END •#•#•#•#•#•#•#•#•#•# 
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