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MEASURABLE EVENTS INDEXED BY PRODUCTS OF TREES
PANDELIS DODOS, VASSILIS KANELLOPOULOS AND KONSTANTINOS TYROS
Abstract. A tree T is said to be homogeneous if it is uniquely rooted and
there exists an integer b > 2, called the branching number of T , such that
every t ∈ T has exactly b immediate successors. A vector homogeneous tree
T is a finite sequence (T1, ..., Td) of homogeneous trees and its level product
⊗T is the subset of the Cartesian product T1 × ...× Td consisting of all finite
sequences (t1, ..., td) of nodes having common length.
We study the behavior of measurable events in probability spaces indexed
by the level product ⊗T of a vector homogeneous tree T. We show that,
by refining the index set to the level product ⊗S of a vector strong subtree
S of T, such families of events become highly correlated. An analogue of
Lebesgue’s density Theorem is also established which can be considered as the
“probabilistic” version of the density Halpern–La¨uchli Theorem.
1. Introduction
1.1. Overview. The present paper is devoted to the analysis of a phenomenon
encountered in Ramsey Theory and concerns the structure of measurable events in
probability spaces indexed by a Ramsey space [1, 19]. The phenomenon is most
transparently seen when the events are indexed by the natural numbers N, an
archetypical Ramsey space. Specifically, let (Ω,Σ, µ) be a probability space and
assume that we are given a family {Ai : i ∈ N} of measurable events in (Ω,Σ, µ)
satisfying µ(Ai) > ε > 0 for every i ∈ N. Using the classical Ramsey Theorem [16]
and elementary probabilistic estimates, it is easy to see that for every 0 < θ < ε
there exists an infinite subset L of N such that for every integer n > 1 and every
subset F of L of cardinality n we have
(1.1) µ
( ⋂
i∈F
Ai
)
> θn.
In other words, the events in the family {Ai : i ∈ L} are at least as correlated as if
they were independent.
A natural problem, which is of combinatorial and analytical importance, is to
decide whether the aforementioned result is valid if the events are indexed by an-
other Ramsey space S. Namely, given a family {As : s ∈ S} of measurable events in
a probability space (Ω,Σ, µ) satisfying µ(As) > ε > 0 for every s ∈ S, is it possible
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to find a “substructure” S′ of S such that the events in the family {As : s ∈ S′} are
highly correlated? And if yes, then can we get explicit (and, hopefully, optimal)
lower bounds for their joint probability? Of course, the notion of “substructure”
will depend on the nature of the given index set S.
The significance of this problem will be mostly appreciated when one considers
the Ramsey space W (A) of all finite words over a nonempty finite alphabet A.
Specifically, it was shown by H. Furstenberg and Y. Katznelson in [10] that for every
integer k > 2 and every 0 < ε 6 1 there exists a strictly positive constant θ(k, ε)
with the following property. If A is an alphabet with k letters and {Aw : w ∈W (A)}
is a family of measurable events in a probability space (Ω,Σ, µ) satisfying µ(Aw) > ε
for every w ∈W (A), then there exists a combinatorial line L (see [12]) such that
(1.2) µ
( ⋂
w∈L
Aw
)
> θ(k, ε).
This statement is easily seen to be equivalent to the density Hales–Jewett Theorem,
a fundamental result of Ramsey Theory. Although powerful, the arguments in [10]
are qualitative in nature and give no estimate on the constant θ(k, ε). Explicit
lower bounds can be extracted, however, from [7].
1.2. The main results. In [4] we studied the above problem when the events are
indexed by a homogeneous tree; we recall that a tree T is said to be homogeneous if it
is uniquely rooted and there exists an integer b > 2, called the branching number of
T , such that every t ∈ T has exactly b immediate successors. Our goal in this paper
is to extend this analysis to the higher-dimensional setting, namely when we deal
with events indexed by the level product of a vector homogeneous tree. We recall
that a vector homogeneous tree T is a finite sequence (T1, ..., Td) of homogeneous
trees and its level product ⊗T is the subset of the Cartesian product T1 × ...× Td
consisting of all finite sequences (t1, ..., td) of nodes having common length. In
particular, ⊗T(n) stands for the standard Cartesian product T1(n)× ...× Td(n).
In the context of trees the most natural notion of “substructure” is that of a
strong subtree. We recall that a subtree S of a uniquely rooted tree T is said to be
strong provided that: (a) S is uniquely rooted and balanced (that is, all maximal
chains of S have the same cardinality), (b) every level of S is a subset of some level
of T , and (c) for every non-maximal node s ∈ S and every immediate successor t
of s in T there exists a unique immediate successor s′ of s in S with t 6 s′. The
level set of a strong subtree S of a tree T is the set of levels of T containing a
node of S. The concept of a strong subtree is, of course, extended to vector trees.
Specifically, a vector strong subtree of a vector tree T = (T1, ..., Td) is just a finite
sequence S = (S1, ..., Sd) of strong subtrees of (T1, ..., Td) having common level set.
1.2.1. The continuous case. We are ready to state the first main result of the paper.
Theorem 1.1. For every integer d > 1, every b1, ..., bd ∈ N with bi > 2 for all
i ∈ {1, ..., d}, every integer n > 1 and every 0 < ε 6 1 there exists a strictly positive
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constant c(b1, ..., bd|n, ε) with the following property. If T = (T1, ..., Td) is a vector
homogeneous tree such that the branching number of Ti is bi for all i ∈ {1, ..., d}
and {At : t ∈ ⊗T} is a family of measurable events in a probability space (Ω,Σ, µ)
satisfying µ(At) > ε for every t ∈ ⊗T, then there exists a vector strong subtree
S = (S1, ..., Sd) of T of infinite height such that for every integer n > 1 and every
subset F of the level product ⊗S of S of cardinality n we have
(1.3) µ
( ⋂
t∈F
At
)
> c(b1, ..., bd|n, ε).
Theorem 1.1 is the higher-dimensional extension of [4, Theorem 1] where the
case of a single homogeneous tree was treated. In particular, in [4] it was shown,
among others, that
(1.4) c(b|n, ε) > ε2
2bn
.
We point out that the proof of Theorem 1.1 is also effective and yields explicit lower
bounds for the constants c(b1, ..., bd|n, ε). These estimates, however, are admittedly
rather weak and it is an important problem to obtain “civilized” bounds for the
relevant constants. A crucial ingredient of the argument is [5, Theorem 3]. It is
used in the proof of the following proposition which is, possibly, of independent
interest.
Proposition 1.2. For every integer d > 1, every b1, ..., bd ∈ N with bi > 2 for all
i ∈ {1, ..., d} and every 0 < ε 6 1 there exist an integer Cor(b1, ..., bd|ε) and a strictly
positive constant ξ(b1, ..., bd|ε) with the following property. If T = (T1, ..., Td) is
a finite vector homogeneous tree of height at least Cor(b1, ..., bd|ε) such that the
branching number of Ti is bi for all i ∈ {1, ..., d} and {At : t ∈ ⊗T} is a family
of measurable events in a probability space (Ω,Σ, µ) satisfying µ(At) > ε for every
t ∈ ⊗T, then there exists a vector strong subtree F of T of height 2 such that
(1.5) µ
( ⋂
t∈⊗F
At
)
> ξ(b1, ..., bd|ε).
1.2.2. The discrete case. To proceed with our discussion we need, first, to introduce
some definitions. To motivate the reader, let us assume that we are given a family
{At : t ∈ ⊗T} of Lebesgue measurable subsets of the unit interval indexed by the
level product of a finite vector homogeneous tree T. Using a standard approxima-
tion argument and up to negligible errors, for every n < h(T) it is possible to find
an integer ln such that every event in the family {At : t ∈ ⊗T(n)} belongs to the
algebra generated by all dyadic intervals of length 2−ln . This observation leads to
the following definition.
Definition 1.3. Let T be a finite vector homogeneous tree and W a homogeneous
tree. We say that a map D : ⊗T → P(W ) is a level selection if there exists a
subset L(D) = {ℓ0 < ... < ℓh(T)−1} of N, called the level set of D, such that for
every n < h(T) and every t ∈ ⊗T(n) we have that D(t) ⊆W (ln).
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For every level selection D : ⊗T→ P(W ) the height h(D) of D is defined to be
the height h(T) of the finite vector homogeneous tree T. The density δ(D) of D is
the quantity defined by
(1.6) δ(D) = min
{
dens
(
D(t)
)
: t ∈ ⊗T
}
.
We remark that if W is a tree and F ⊆ W (ℓ) for some ℓ ∈ N, then the density
of F is defined by
(1.7) dens(F ) =
|F |
|W (ℓ)|
.
More generally, if m ∈ N with m 6 ℓ and w ∈W (m), then the density of F relative
to w is defined by
(1.8) dens(F | w) =
|F ∩ SuccW (w)|
|W (ℓ) ∩ SuccW (w)|
where SuccW (w) stands for the set of all successors of w in W . Notice that the
density of the set F relative to the node w is the usual density of F when restricted
to the subtree SuccW (w).
It follows from the above discussion that a level selection D : ⊗T → P(2<N)
of density ε, where 2<N stands for the dyadic tree, is just the discrete version of
a family {At : t ∈ ⊗T} of Lebesgue measurable subsets of the unit interval each
having measure at least ε. We should point out that, beside their intrinsic interest,
level selections arose quite naturally in the proof of the density Halpern–La¨uchli
Theorem [3, 5]. In fact, the density Halpern–La¨uchli Theorem is essentially a
statement concerning the structure of level selections.
By Proposition 1.2, for every finite vector homogeneous tree T = (T1, ..., Td) and
every level selection D : ⊗T → P(W ) of density ε and of sufficiently large height,
it is possible to find a vector strong subtree F of T of height 2 such that the density
of the set
(1.9) DF :=
⋂
t∈⊗F(1)
D(t)
is at least c′, where c′ is an absolute constant depending only on the branching
numbers of the trees T1, ..., Td and the given ε. This fact is certainly useful but it
gives us no information on how the set DF is distributed inside the tree W . To
clarify what we mean exactly about the distribution of the set DF it is convenient
to introduce the following definition.
Definition 1.4. Let D : ⊗T → P(W ) be a level selection. Also let F be a vector
strong subtree of T of height 2, w ∈ W and 0 < θ 6 1. We say that the pair (F, w)
is strongly θ-correlated with respect to D if the following conditions are satisfied.
(1) We have that w ∈ D(r) where r is the root of F.
(2) For every immediate successor s of w in W the density of the set DF relative
to s is at least θ.
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Roughly speaking, if a pair (F, w) is strongly θ-correlated with respect to D,
then the set DF looks like a randomly chosen subset of the subtree SuccW (w) of
density θ. Such a node w is expected to exist, by Lebesgue’s density Theorem. The
main point guaranteed by Definition 1.4 is that the desired node w will be found
in an a priori given set; the set D(r) where r is the root of F.
We are now ready to state the second main result of the paper.
Theorem 1.5. For every integer d > 1, every b1, ..., bd, bd+1 ∈ N with bi > 2 for all
i ∈ {1, ..., d+1} and every 0 < ε 6 1 there exist an integer StrCor(b1, ..., bd, bd+1|ε)
and a strictly positive constant θ(b1, ..., bd, bd+1|ε) with the following property. If
T = (T1, ..., Td) is a finite vector homogeneous tree such that the branching number
of Ti is bi for all i ∈ {1, ..., d}, W is a homogeneous tree with branching number
bd+1 and D : ⊗T → P(W ) is a level selection of density ε and of height at least
StrCor(b1, ..., bd, bd+1|ε), then there exist a vector strong subtree F of T of height 2
and a node w ∈W such that the pair (F, w) is strongly θ(b1, ..., bd, bd+1|ε)-correlated
with respect to D.
Theorem 1.5 is the most demanding result of the paper. Its proof follows a
density increment strategy – a powerful method pioneered by K. F. Roth [17] – and
is based, in an essentially way, on [5, Theorem 3]. The argument is effective. In
particular, we provide explicit estimates for all numerical invariants appearing in
Theorem 1.5.
1.3. Consequences. We proceed to discuss the relation between Theorem 1.5 and
the infinite version of the density Halpern–La¨uchli Theorem. Let us recall, first,
the statement of this result (see [3, Theorem 2]).
Theorem 1.6. For every integer d > 1 we have that DHL(d) holds, i.e. for every
vector homogeneous tree T = (T1, ..., Td) and every subset D of the level product
⊗T of T satisfying
(1.10) lim sup
n→∞
|D ∩ ⊗T(n)|
|⊗T(n)|
> 0
there exists a vector strong subtree S of T of infinite height whose level product is
contained in D.
We point out that the case “d = 1” of Theorem 1.6 is due to R. Bicker and B.
Voigt [2] and we refer the reader to [3, §1] for a discussion on the history of this
result.
Also we need to extend Definition 1.3 to the infinite-dimensional setting. Specif-
ically, let 0 < ε 6 1, T a vector homogeneous tree and W a homogeneous tree.
We say that a map D : ⊗T → P(W ) is an ε-dense level selection if there exists
an infinite subset L(D) = {ℓ0 < ℓ1 < ...} of N such that for every n ∈ N and
every t ∈ ⊗T(n) we have D(t) ⊆ W (ℓn) and dens
(
D(t)
)
> ε. This notion was
introduced in [3] and it was critical for the proof of Theorem 1.6.
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We have the following theorem.
Theorem 1.7. Let d ∈ N with d > 1 and b1, ..., bd, bd+1 ∈ N with bi > 2 for all
i ∈ {1, ..., d + 1}. Also let 0 < ε 6 1, T = (T1, ..., Td) a vector homogeneous tree
such that the branching number of Ti is bi for all i ∈ {1, ..., d}, W a homogeneous
tree with branching number bd+1 and D : ⊗T → P(W ) an ε-dense level selection.
Then there exist a vector strong subtree S of T of infinite height and for every
s ∈ ⊗S a node ws ∈ D(s) such that for every strong subtree F of S of height 2 with
F(0) = s the pair (F, ws) is strongly θ(b1, ..., bd, bd+1|ε)-correlated with respect to
D, where the constant θ(b1, ..., bd, bd+1|ε) is as in Theorem 1.5.
Theorem 1.7 follows from Theorem 1.5 and Milliken’s Theorem [14] using fairly
standard arguments; we leave the details to the interested reader. It is a quantita-
tive strengthening of [3, Corollary 10] where a similar result was obtained but no
estimate was given for the relevant constants. While we find such an improvement
interesting per se, our interest in Theorem 1.7 was, mainly, for utilitarian reasons.
Specifically, Theorem 1.7 can be used to derive Theorem 1.6 by plugging it, as
pigeonhole principle, in the recursive construction presented in [3, §5].
Thus we see that Theorem 1.5, which is an entirely finitary statement but of
probabilistic nature, can be used to derive the corresponding infinite-dimensional
result. This methodology has been applied successfully to related problems in
Ramsey Theory – see, in particular, [6].
1.4. Organization of the paper. The paper is organized as follows. In §2 we set
up our notation and terminology, and we recall some tools needed for the proofs of
the main results. In §3 we give the proofs of Theorem 1.1 and Proposition 1.2.
The rest of the paper is devoted to the proof of Theorem 1.5. In §4 we prove
two “averaging” lemmas. Both are stated in abstract form and can be read inde-
pendently. In §5 we give a detailed outline of the argument and an exposition of
the main ideas of the proof. In §6 we prove the basic tools needed for the proof of
Theorem 1.5. This section is rather technical, and the reader is advised to gain first
some familiarity with the general strategy of the proof before studying this section
in detail. Finally, the proof of Theorem 1.5 is completed in §7.
2. Background material
By N = {0, 1, 2, ...} we shall denote the natural numbers. For every integer n > 1
we set [n] = {1, ..., n}. The cardinality of a set X will be denoted by |X | while its
powerset will be denoted by P(X). If X is a nonempty finite set, then by Ex∈X we
shall denote the average 1|X|
∑
x∈X . For every function f : N→ N and every k ∈ N
by f (k) : N → N we shall denote the k-th iteration of f defined recursively by the
rule f (0)(n) = n and f (k+1)(n) = f
(
f (k)(n)
)
for every n ∈ N.
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2.1. Trees. By the term tree we mean a nonempty partially ordered set (T,<) such
that for every t ∈ T the set {s ∈ T : s < t} is linearly ordered under < and finite.
The cardinality of this set is defined to be the length of t in T and will be denoted
by ℓT (t). For every n ∈ N the n-level of T , denoted by T (n), is defined to be the
set {t ∈ T : ℓT (t) = n}. The height of T , denoted by h(T ), is defined as follows. If
there exists k ∈ N with T (k) = ∅, then set h(T ) = max{n ∈ N : T (n) 6= ∅} + 1;
otherwise, set h(T ) =∞.
For every node t of a tree T the set of successors of t in T is defined by
(2.1) SuccT (t) = {s ∈ T : t 6 s}.
Moreover, let ImmSuccT (t) = {s ∈ T : t 6 s and ℓT (s) = ℓT (t) + 1}. The set
ImmSuccT (t) is called the set of immediate successors of t in T . A node t ∈ T is
said to be maximal if the set ImmSuccT (t) is empty.
A subtree S of a tree (T,<) is a nonempty subset of T viewed as a tree equipped
with the induced partial ordering. For every n ∈ N with n < h(T ) we set
(2.2) T ↾ n = T (0) ∪ ... ∪ T (n).
Notice that h(T ↾ n) = n+ 1. An initial subtree of T is a subtree of T of the form
T ↾ n for some n ∈ N.
A tree T is said to be balanced if all maximal chains of T have the same cardi-
nality. It is said to be uniquely rooted if |T (0)| = 1; the root of a uniquely rooted
tree T is defined to be the node T (0).
2.2. Vector trees. A vector tree T is a nonempty finite sequence of trees having
common height; this common height is defined to be the height of T and will be
denoted by h(T).
For every vector tree T = (T1, ..., Td) and every n ∈ N with n < h(T) we set
(2.3) T ↾ n = (T1 ↾ n, ..., Td ↾ n).
A vector tree of this form is called a vector initial subtree of T. Also let
(2.4) T(n) =
(
T1(n), ..., Td(n)
)
and ⊗T(n) = T1(n)× ...× Td(n).
The level product of T, denoted by ⊗T, is defined to be the set
(2.5)
⋃
n<h(T)
⊗T(n).
For every t = (t1, ..., td) ∈ ⊗T we set
(2.6) SuccT(t) =
(
SuccT1(t1), ..., SuccTd(td)
)
.
Finally, we say that a vector tree T = (T1, ..., Td) is uniquely rooted if for every
i ∈ [d] the tree Ti is uniquely rooted; the element T(0) is called the root of T.
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2.3. Strong subtrees and vector strong subtrees. A subtree S of a uniquely
rooted tree T is said to be strong provided that: (a) S is uniquely rooted and
balanced, (b) every level of S is a subset of some level of T , and (c) for every
non-maximal node s ∈ S and every t ∈ ImmSuccT (s) there exists a unique node
s′ ∈ ImmSuccS(s) such that t 6 s′. The level set of a strong subtree S of T is
defined to be the set
(2.7) LT (S) = {m ∈ N : exists n < h(S) with S(n) ⊆ T (m)}.
The concept of a strong subtree is naturally extended to vector trees. Specifically,
a vector strong subtree of a uniquely rooted vector tree T = (T1, ..., Td) is a vector
tree S = (S1, ..., Sd) such that Si is a strong subtree of Ti for every i ∈ [d] and
LT1(S1) = ... = LTd(Sd).
2.4. Homogeneous trees and vector homogeneous trees. Let b ∈ N with
b > 2. By b<N we shall denote the set of all finite sequences having values in
{0, ..., b−1}. The empty sequence is denoted by ∅ and is included in b<N. We view
b<N as a tree equipped with the (strict) partial order ⊏ of end-extension. Notice
that b<N is a homogeneous tree with branching number b. If n > 1, then b<n stands
for the initial subtree of b<N of height n. For every t, s ∈ b<N by tas we shall denote
the concatenation of t and s.
For technical reasons we will not work with abstract homogeneous trees but with
a concrete subclass. Observe that all homogeneous trees with the same branching
number are pairwise isomorphic, and so, such a restriction will have no effect in the
generality of our results.
Convention. In the rest of the paper by the term “homogeneous tree” (respectively,
“finite homogeneous tree”) we will always mean a strong subtree of b<N of infinite
(respectively, finite) height for some integer b > 2. For every, possibly finite, ho-
mogeneous tree T by bT we shall denote the branching number of T . We follow
the same conventions for vector trees. In particular, by the term “vector homo-
geneous tree” (respectively, “finite vector homogeneous tree”) we will always mean
a vector strong subtree of (b<N1 , ..., b
<N
d ) of infinite (respectively, finite) height for
some integers b1, ..., bd with bi > 2 for all i ∈ [d]. For every, possibly finite, vector
homogeneous tree T = (T1, ..., Td) we set bT = (bT1 , ..., bTd).
The above convention enables us to effectively enumerate the set of immediate
successors of a given non-maximal node of a, possibly finite, homogeneous tree T .
Specifically, for every non-maximal t ∈ T and every p ∈ {0, ..., bT − 1} let
(2.8) taTp = ImmSuccT (t) ∩ Succb<N
T
(tap).
Notice that ImmSuccT (t) =
{
taTp : p ∈ {0, ..., bT − 1}
}
.
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2.5. Canonical isomorphisms and vector canonical isomorphisms. Let T
and S be two, possibly finite, homogeneous trees with the same branching number
and the same height. The canonical isomorphism between T and S is defined to be
the unique bijection I : T → S satisfying: (a) ℓT (t) = ℓS
(
I(t)
)
for every t ∈ T , and
(b) I(taTp) = I(t)aSp for every non-maximal t ∈ T and every p ∈ {0, ..., bT − 1}.
Observe that if R is a strong subtree of T , then the image I(R) of R under the
canonical isomorphism is a strong subtree of S and satisfies LT (R) = LS
(
I(R)
)
.
Respectively, let T = (T1, ..., Td) and S = (S1, ..., Sd) be two, possibly finite,
vector homogeneous trees with bT = bS and h(T) = h(S). For every i ∈ [d] let Ii be
the canonical isomorphism between Ti and Si. The vector canonical isomorphism
between ⊗T and ⊗S is the map I : ⊗T→ ⊗S defined by the rule
(2.9) I
(
(t1, ..., td)
)
=
(
I1(t1), ..., Id(td)
)
.
Notice that the vector canonical isomorphism I is a bijection.
2.6. Milliken’s Theorem. For every, possibly finite, vector homogeneous tree T
and every integer 1 6 k 6 h(T) by Strk(T) we shall denote the set of all vector
strong subtrees of T of height k. Moreover, for every ℓ ∈ {0, ..., k − 1} we set
(2.10) Strℓk(T) = {S ∈ Strk(T) : S ↾ ℓ = T ↾ ℓ}.
IfT is of infinite height, then Str∞(T) stands for the set of all vector strong subtrees
of T of infinite height; the set Strℓ∞(T) is analogously defined. We will need the
following elementary fact.
Fact 2.1. Let d ∈ N with d > 1 and b1, ..., bd ∈ N with bi > 2 for all i ∈ [d]. Let
m ∈ N and set
(2.11) q(b1, ..., bd,m) =
(∏d
i=1 b
bi
i
)m+1
−
(∏d
i=1 bi
)m+1∏d
i=1 b
bi
i −
∏d
i=1 bi
.
Also let T be a finite vector homogeneous tree with bT = (b1, ..., bd) and h(T) > m+2
and set
(2.12) Str2(T,m+ 1) =
{
F ∈ Str2(T) : ⊗F(1) ⊆ ⊗T(m+ 1)
}
Then the cardinality of the set Str2(T,m+ 1) is q(b1, ..., bd,m). In particular,
(2.13) |Str2(T)| =
h(T)−2∑
m=0
q(b1, ..., bd,m)
Notice that if T = (T1, ..., Td) is a vector homogeneous tree, then the set Str∞(T)
is a Gδ (hence Polish) subspace of P(T1 × ... × Td). The same remark, of course,
applies to the set Strℓ∞(T) for every ℓ ∈ N. The following partition result is due to
K. Milliken (see [14, Theorem 2.1]).
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Theorem 2.2. Let T be a vector homogeneous tree and C ⊆ Str∞(T) be Borel.
Then there exists S ∈ Str∞(T) such that either Str∞(S) ⊆ C or Str∞(S) ∩ C = ∅.
Moreover, if ℓ ∈ N and B ⊆ Strℓ∞(T) is Borel, then there exists S ∈ Str
ℓ
∞(T) such
that either Strℓ∞(S) ⊆ B or Str
ℓ
∞(S) ∩ B = ∅.
In particular, for every integer k > 1 and every finite partition of Strk(T) there
exists S ∈ Str∞(T) such that the set Strk(S) is monochromatic. Respectively, for
every ℓ ∈ {0, ..., k−1} and every finite partition of Strℓk(T) there exists S ∈ Str
ℓ
∞(T)
such that the set Strℓk(S) is monochromatic.
Theorem 2.2 has a finite version which is also due to K. Milliken (see [13]).
Theorem 2.3. For every integer d > 1, every b1, ..., bd ∈ N with bi > 2 for all
i ∈ [d], every pair of integers m > k > 1 and every integer r > 2 there exists an
integer M with the following property. For every finite vector homogeneous tree
T with bT = (b1, ..., bd) and of height at least M and every r-coloring of the set
Strk(T) there exists S ∈ Strm(T) such that the set Strk(S) is monochromatic. The
least integer M with this property will be denoted by Mil(b1, ..., bd|m, k, r).
The original proof of Theorem 2.3 did not provide quantitative information on
the numbers Mil(b1, ..., bd|m, k, r). However, an analysis of the finite version of
Milliken’s Theorem has been carried out recently by M. Sokic´ yielding explicit and
reasonable upper bounds. In particular, it was shown in [18] (see, also, [5, §10])
that for every integer k > 1 there exists a primitive recursive function φk : N3 → N
belonging to the class E5+k of Grzegorczyk’s hierarchy such that for every integer
d > 1, every b1, ..., bd ∈ N with bi > 2 for all i ∈ [d], every integer m > k and every
integer r > 2 we have
(2.14) Mil(b1, ..., bd|m, k, r) 6 φk
( d∏
i=1
bbii ,m, r
)
.
We close this subsection with the following consequence of Theorem 2.3.
Corollary 2.4. Let d ∈ N with d > 1 and b1, ..., bd ∈ N with bi > 2 for all i ∈ [d].
Also let m, k, r ∈ N with m > k > 1 and r > 2. If T is finite vector homogeneous
tree with bT = (b1, ..., bd) and
(2.15) h(T) > Mil
(
b1, ..., b1︸ ︷︷ ︸
b1−times
, ..., bd, ..., bd︸ ︷︷ ︸
bd−times
|m, k, r
)
+ 1
then for every r-coloring of Str0k+1(T) there exists R ∈ Str
0
m+1(T) such that the
set Str0k+1(R) is monochromatic.
2.7. The “uniform” version of the finite density Halpern–La¨uchli Theo-
rem. We will need the following result (see [5, Theorem 3]).
Theorem 2.5. For every integer d > 1, every b1, ..., bd ∈ N with bi > 2 for all
i ∈ [d], every integer k > 1 and every real 0 < ε 6 1 there exists an integer N
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with the following property. If T = (T1, ..., Td) is a vector homogeneous tree with
bT = (b1, ..., bd), L is a finite subset of N of cardinality at least N and D is a subset
of the level product of T satisfying |D ∩⊗T(n)| > ε|⊗T(n)| for every n ∈ L, then
there exists a vector strong subtree S of T of height k such that the level product
of S is contained in D. The least integer N with this property will be denoted by
UDHL(b1, ..., bd|k, ε).
We point out that the case “d = 1” of Theorem 2.5 is due to J. Pach, J. Solymosi
and G. Tardos [15] who obtained the upper bound UDHL(b|k, ε) = Ob,ε(k). The
proof of the higher-dimensional case, given in [5], is effective and gives explicit upper
bounds for the numbers UDHL(b1, ..., bd|k, ε). These upper bounds, however, have
an Ackermann-type dependence with respect to the “dimension” d.
2.8. Embedding finite subsets of the level product of a vector homoge-
neous tree. We will need the following embedding result.
Proposition 2.6. Let d ∈ N with d > 1 and T = (T1, ..., Td) be a vector homoge-
neous tree. Then for every integer n > 1 and every subset F of the level product ⊗T
of T of cardinality n there exists a vector strong subtree S of T of height d(2n− 1)
such that the set F is contained in the level product ⊗S of S.
Proof. Before we proceed to the details we need, first, to introduce some pieces of
notation. Specifically, let T be a homogeneous tree and A be a nonempty subset of
T . The level set LT (A) of A in T is defined to be the set {n ∈ N : T (n) ∩A 6= ∅}.
Now fix a subset F of ⊗T with |F | = n and for every i ∈ [d] let
(2.16) Fi = {t ∈ Ti : there exists (t1, ..., td) ∈ F with t = ti}
be the projection of the set F on the tree Ti. Notice that there exists a subset L
of N with |L| 6 n such that LTi(Fi) = L for every i ∈ [d]. Moreover, |Fi| 6 |F | for
every i ∈ [d]. Finally, observe that
(2.17) F ⊆
⋃
n∈L
(
T1(n) ∩ F1
)
× ...×
(
Td(n) ∩ Fd
)
.
By [4, Corollary 38], for every i ∈ [d] there exists a strong subtree Ri of Ti of height
2n− 1 such that Fi ⊆ Ri. Since
(2.18) |LT1(R1) ∪ ... ∪ LTd(Rd)| 6 d(2n− 1)
we may select a subsetM ofN with LT1(R1)∪...∪LTd(Rd) ⊆M and |M | = d(2n−1).
Next, for every i ∈ [d] we select a strong subtree Si of Ti with LTi(Si) = M and
Ri ⊆ Si. By (2.17), we see that the vector strong subtree S = (S1, ..., Sd) of T is
as desired. 
We point out that the bound of the height of the vector strong subtree obtained
by Proposition 2.6 is not optimal. Actually, by appropriately modifying the proof
of [4, Corollary 38] and arguing as above, it is possible to show that the desired
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vector strong subtree can be chosen to have height at most n+ d(n− 1), an upper
bound which is easily seen to be sharp. Such an improvement, however, has only
minor effect on the estimates obtained in the rest of the paper, and so, we prefer
not to bother the reader with it.
2.9. Probabilistic preliminaries. For every 0 < θ < ε 6 1 and every integer
k > 2 we set
(2.19) Σ(θ, ε, k) =
⌈ k(k − 1)
2(εk − θk)
⌉
.
We will need the following well-known fact. We give the proof for completeness.
Lemma 2.7. Let 0 < θ < ε 6 1 and k,N ∈ N with k > 2 and N > Σ(θ, ε, k). Also
let (Ai)
N
i=1 be a family of measurable events in a probability space (Ω,Σ, µ) such
that µ(Ai) > ε for all i ∈ [N ]. Then there exists a subset F of [N ] of cardinality k
such that
(2.20) µ
( ⋂
i∈F
Ai
)
> θk.
Proof. Let A be the set of all functions σ : [k] → [N ] and B = {σ ∈ A : σ is 1-1}.
Notice that
(2.21) |A \ B| 6
k(k − 1)
2
Nk−1.
By our assumptions and Jensen’s inequality, we see that
εkNk 6
( ∫ N∑
i=1
1Aidµ
)k
6
∫ ( N∑
i=1
1Ai
)k
dµ(2.22)
=
∫ ∑
σ∈A
k∏
i=1
1Aσ(i)dµ =
∑
σ∈A
µ
( k⋂
i=1
Aσ(i)
)
=
∑
σ∈A\B
µ
( k⋂
i=1
Aσ(i)
)
+
∑
σ∈B
µ
( k⋂
i=1
Aσ(i)
)
(2.21)
6
k(k − 1)
2
Nk−1 +
∑
σ∈B
µ
( k⋂
i=1
Aσ(i)
)
.
Since N > Σ(θ, ε, k) we get
(2.23) Eσ∈B µ
( k⋂
i=1
Aσ(i)
)
>
1
Nk
∑
σ∈B
µ
( k⋂
i=1
Aσ(i)
) (2.22)
> εk −
1
N
·
k(k − 1)
2
> θk
and the proof is completed. 
We will also need three elementary variants of Markov’s inequality. We isolate
them, below, for the convenience of the reader.
Fact 2.8. Let 0 < α 6 1, N ∈ N with N > 1 and a1, ..., aN in [0, 1]. Assume that
Ei∈[N ]ai > α. Then for every 0 < γ < α we have |{i ∈ [N ] : ai > α− γ}| > γN .
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Fact 2.9. Let 0 < α 6 1, N ∈ N with N > 1 and a1, ..., aN in [0, 1] such that
Ei∈[N ]ai > α. Also let γ > 0 and assume that |{i ∈ [N ] : ai > α + γ2}| 6 γ3N .
Then |{i ∈ [N ] : ai > α− γ}| > (1− γ)N .
Fact 2.10. Let N ∈ N with N > 1 and a1, ..., aN in [0,+∞). Also let θ, λ > 0 and
assume that Ei∈[N ]ai 6 θ. Then |{i ∈ [N ] : ai 6 θλ−1}| > (1− λ)N .
3. Proof of Theorem 1.1
This section is devoted to the proof of Theorem 1.1 stated in the introduction. It
is organized as follows. In §3.1 we define certain numerical parameters. In §3.2 we
give the proof of Proposition 1.2 while in §3.3 we present some of its consequences.
As we have already mentioned, Proposition 1.2 is the main “pigeonhole principle”
in the proof of Theorem 1.1. It is used in §3.4 where we show that we can always
pass to a vector strong subtreeR for which we have significant control for the events
indexed by the level product of every initial subtree of R. The proof of Theorem
1.1 is completed in §3.5. Finally, in §3.6 we give a combinatorial application.
3.1. Defining certain numerical parameters. Let d ∈ N with d > 1 and
b1, ..., bd ∈ N with bi > 2 for every i ∈ [d]. Also let 0 < ε 6 1. We set
(3.1) Cor(b1, ..., bd|ε) = Σ
(
ε/4, ε/2,UDHL(b1, ..., bd|2, ε/2)
)
where Σ(θ, ε, k) is defined in (2.19). Next we set
(3.2) Q(b1, ..., bd|ε) =
Cor(b1,...,bd|ε)−2∑
m=0
(∏d
i=1 b
bi
i
)m+1
−
(∏d
i=1 bi
)m+1∏d
i=1 b
bi
i −
∏d
i=1 bi
and we define
(3.3) ξ(b1, ..., bd|ε) =
(
ε
4
)UDHL(b1,...,bd|2,ε/2)
Q(b1, ..., bd|ε)
.
Recursively we define a sequence of positive reals by the rule
(3.4)
{
ξ1(b1, ..., bd|ε) = ε,
ξk+1(b1, ..., bd|ε) = ξ
(
b1, ..., bd|ξk(b1, ..., bd|ε)
)
and for every integer n > 1 we set
(3.5) c(b1, ..., bd|n, ε) = ξd(2n−1)(b1, ..., bd|ε).
3.2. Proof of Proposition 1.2. Clearly we may assume that
h(T) = Cor(b1, ..., bd|ε).
For every n ∈ {0, ...,Cor(b1, ..., bd|ε)− 1} we select Ωn ∈ Σ with µ(Ωn) > ε/2 such
that for every ω ∈ Ωn we have
(3.6) |{t ∈ ⊗T(n) : ω ∈ At}| > (ε/2)|⊗T(n)|.
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By (3.1) and Lemma 2.7, there exists a subset L of {0, ...,Cor(b1, ..., bd|ε)− 1} with
(3.7) |L| = UDHL(b1, ..., bd|2, ε/2)
such that, setting G =
⋂
n∈LΩn, we have
(3.8) µ(G) >
(ε
4
)UDHL(b1,...,bd|2,ε/2)
.
Let ω ∈ G be arbitrary and set Dω = {t ∈ ⊗T : ω ∈ At}. By (3.6), for every n ∈ L
we have |Dω ∩ ⊗T(n)| > (ε/2)|⊗ T(n)|. Hence, by (3.7) and Theorem 2.5, there
exists Fω ∈ Str2(T) with ⊗Fω ⊆ Dω. Now observe that, by Fact 2.1 and (3.2), we
have |Str2(T)| = Q(b1, ..., bd|ε). Thus, invoking (3.3) and (3.8), we see that there
exist F ∈ Str2(T) and G′ ∈ Σ with µ(G′) > ξ(b1, ..., bd|ε) such that G′ ⊆ G and
Fω = F for every ω ∈ G′. Therefore,
(3.9) µ
( ⋂
t∈⊗F
At
)
> µ(G′) > ξ(b1, ..., bd|ε)
and the proof is completed.
3.3. Consequences. Proposition 1.2 will be used in the following form.
Corollary 3.1. Let d ∈ N with d > 1 and b1, ..., bd ∈ N with bi > 2 for all i ∈ [d].
Also let k ∈ N and 0 < ε 6 1. Assume that S = (S1, ..., Sd) is a finite vector
homogeneous tree with bS = (b1, ..., bd) and
(3.10) h(S) > (k + 1) + Cor(b1, ..., bd|ε)
and {As : s ∈ ⊗S} is a family of measurable events in a probability space (Ω,Σ, µ)
such that for every P ∈ Strkk+2(S) we have
(3.11) µ
( ⋂
s∈⊗P
As
)
> ε.
Then there exists G ∈ Strkk+3(S) such that
(3.12) µ
( ⋂
s∈⊗G
As
)
> ξ(b1, ..., bd|ε).
Proof. We will reduce the proof to Proposition 1.2 using the notion of vector canon-
ical isomorphism. To this end we need, first, to do some preparatory work. We set
h = h(S)− (k + 1) and B = (b<h1 , ..., b
<h
d ).
Let s ∈ ⊗S(k + 1) be arbitrary and write SuccS(s) = (Ss1, ..., S
s
d). For every
i ∈ [d] the finite homogeneous trees b<hi and S
s
i have the same branching number
and the same height. Therefore, as we described in §2.5, we may consider the
canonical isomorphism Isi : b
<h
i → S
s
i . The same remarks apply to the finite vector
homogeneous treesB and SuccS(s). Thus we may also consider the vector canonical
isomorphism Is : ⊗B → ⊗SuccS(s) given by the family of maps
{
Isi : i ∈ [d]
}
via
formula (2.9). Notice that for every s, t ∈ ⊗S(k + 1) and every i ∈ [d] if Ssi = S
t
i
(that is, if the finite sequences s and t agree on the i-th coordinate), then the maps
Isi and I
t
i are identical. This coherence property yields the following fact.
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Fact 3.2. For every ℓ ∈ {1, ..., h} and every U ∈ Strℓ(B) there exists a unique
GU ∈ Str
k
(k+1)+ℓ(S) such that
(3.13) ⊗GU = (⊗S ↾ k) ∪ {Is(u) : s ∈ ⊗S(k + 1) and u ∈ ⊗U}.
After this preliminary discussion we are ready to proceed to the proof. For every
u ∈ ⊗B we set
(3.14) Bu =
⋂
t∈⊗S↾k
At ∩
⋂
s∈⊗S(k+1)
AIs(u).
First we claim that µ(Bu) > ε for every u ∈ ⊗B. Indeed, let u ∈ ⊗B be arbitrary
and notice that u ∈ Str1(B). Hence, by Fact 3.2 and the definition of the set Bu
in (3.14) above, there exists Gu ∈ Str
k
k+2(S) such that
(3.15) Bu =
⋂
t∈⊗Gu
At
and the claim follows from our hypotheses. Next we observe that
(3.16) h(B) = h(S)− (k + 1)
(3.10)
> Cor(b1, ..., bd|ε).
Therefore, by Proposition 1.2, there exists F ∈ Str2(B) such that
(3.17) µ
( ⋂
u∈⊗F
Bu
)
> ξ(b1, ..., bd|ε).
Invoking Fact 3.2 and (3.14) again, there exists GF ∈ Str
k
k+3(S) such that
(3.18)
⋂
u∈⊗F
Bu =
⋂
t∈⊗GF
At.
Combining (3.17) and (3.18), the result follows. 
3.4. Control of initial subtrees. This subsection is devoted to the proof of the
following lemma which is the last step towards the proof of Theorem 1.1.
Lemma 3.3. Let d ∈ N with d > 1 and b1, ..., bd ∈ N with bi > 2 for all i ∈ [d]. Also
let 0 < ε 6 1. If T = (T1, ..., Td) is a vector homogeneous tree with bT = (b1, ..., bd)
and {At : t ∈ ⊗T} is a family of measurable events in a probability space (Ω,Σ, µ)
satisfying µ(At) > ε for every t ∈ ⊗T, then there exists a vector strong subtree R
of T of infinite height such that for every k ∈ N we have
(3.19) µ
( ⋂
r∈⊗R↾k
Ar
)
> ξk+1(b1, ..., bd|ε)
where ξk+1(b1, ..., bd|ε) is defined in (3.4).
Proof. Recursively, we shall construct a sequence (Rk) of vector strong subtrees of
T of infinite height such that for every k ∈ N the following conditions are satisfied.
(C1) We have Rk+1 ↾ k = Rk ↾ k.
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(C2) For every G ∈ Strkk+2(Rk) we have
(3.20) µ
( ⋂
t∈⊗G
At
)
> ξk+2(b1, ..., bd|ε).
To select the tree R0 we argue as follows. Let
(3.21) F =
{
F ∈ Str2(T) : µ
( ⋂
t∈⊗F
At
)
> ξ2(b1, ..., bd|ε)
}
.
Applying Theorem 2.2, we may find S ∈ Str∞(T) such that either Str2(S) ⊆ F or
Str2(S) ∩ F = ∅. Since µ(As) > ε for every s ∈ ⊗S, by Proposition 1.2, we see
that Str2(S) ∩ F 6= ∅. Therefore, Str2(S) ⊆ F . We set “R0 = S” and we observe
that condition (C2) is satisfied. Since condition (C1) is meaningless for “k = 0”,
the first step of the recursive selection is completed.
Let k ∈ N and assume that the trees R0, ...,Rk have been selected so that
conditions (C1) and (C2) are satisfied. We set
(3.22) G =
{
G ∈ Strkk+3(Rk) : µ
( ⋂
t∈⊗G
At
)
> ξk+3(b1, ..., bd|ε)
}
.
Arguing as above and using Theorem 2.2 and Corollary 3.1, we see that there exists
S ∈ Strk∞(Rk) such that Str
k
k+3(S) ⊆ G. We set “Rk+1 = S” and we observe that
with this choice conditions (C1) and (C2) are satisfied. The recursive selection is
thus completed.
Now let R be the unique vector strong subtree of T such that R ↾ k = Rk ↾ k
for every k ∈ N. Notice that, by condition (C1), R is well-defined. Let k ∈ N
be arbitrary. If k = 0, then R ↾ 0 is just the root R(0) of R; so in this case
(3.19) follows from our hypotheses. If k > 1, then by condition (C1) we see that
R ↾ k = Rk ↾ k ∈ Str
k−1
k+1(Rk−1). Therefore, by condition (C2),
(3.23) µ
( ⋂
r∈⊗R↾k
Ar
)
> ξ(k−1)+2(b1, ..., bd|ε) = ξk+1(b1, ..., bd|ε)
and the proof is completed. 
3.5. Proof of Theorem 1.1. Let
(3.24) C =
{
R ∈ Str∞(T) : µ
( ⋂
r∈⊗R↾k
Ar
)
> ξk+1(b1, ..., bd|ε) for every k ∈ N
}
.
It is easy to see that C is a closed subset of Str∞(T). By Theorem 2.2 and Lemma
3.3, there exists S ∈ Str∞(T) such that Str∞(S) ⊆ C. The vector strong subtree S
is the desired one. Indeed, let n ∈ N with n > 1 and F be an arbitrary subset of ⊗S
of cardinality n. By Proposition 2.6, there exists a vector strong subtree G of S of
height d(2n− 1) such that F ⊆ ⊗G. Observe that there exists R ∈ Str∞(S) such
that, setting k = d(2n− 1)− 1, we have that G = R ↾ k. Since R ∈ Str∞(S) ⊆ C,
(3.25) µ
( ⋂
t∈F
At
)
> µ
( ⋂
t∈⊗G
At
)
> ξd(2n−1)(b1, ..., bd|ε)
(3.5)
= c(b1, ..., bd|n, ε).
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The proof of Theorem 1.1 is completed.
3.6. A combinatorial application: random colorings of strong subtrees.
An old problem of P. Erdo˝s and A. Hajnal [8, page 115] asked whether given a family
{A{n,m} : {n,m} ∈ [N]2} of measurable events in a probability space (Ω,Σ, µ)
satisfying µ(A{n,m}) > ε > 0 for every {n,m} ∈ [N]2 there exists an infinite subset
L = {n0 < n1 < ...} of N such that the set
⋂
i∈N A{ni,ni+1} is nonempty. This
problem is pointing towards obtaining a “random” version of the classical Ramsey
Theorem [16] and it was resolved by D. H. Fremlin and M. Talagrand in [9] who
showed that there exists a critical threshold: if the underlying probability space is
the unit interval with the Lebesgue measure, then such an infinite subset L can be
found if and only if ε > 1/2.
One can consider a “tree” version of the Erdo˝s–Hajnal problem where doubletons
of N are replaced with strong subtrees of height 2 of a fixed homogeneous tree T and
infinite subsets of N with strong subtrees of T of infinite height. Of course, such a
question asks if a “random” version of Milliken’s Theorem [13, 14] holds true. Since
we can naturally “code” doubletons of N with elements of Str2(T ) via their level
set, we see that in the “tree” version one will also face threshold phenomena. Such
threshold phenomena, however, do not occur if we restrict our attention to strong
subtrees with a fixed root.
Corollary 3.4. Let b ∈ N with b > 2 and 0 < ε 6 1. Also let T be a homogeneous
tree with branching number b and {AS : S ∈ Str2(T )} be a family of measurable
events in a probability space (Ω,Σ, µ) satisfying µ(AS) > ε for every S ∈ Str2(T ).
Then there exists a strong subtree R of T of infinite height such that for every
integer n > 1 and every S1, ..., Sn ∈ Str2(R) with S1(0) = ... = Sn(0) we have
(3.26) µ
( n⋂
i=1
ASi
)
> c
(
b, ..., b︸ ︷︷ ︸
b−times
|n, ε
)
where the constant in (3.26) is as in Theorem 1.1.
Proof. Let Z ∈ Str∞(T ) be arbitrary and set z = Z(0). Write the set ImmSuccZ(z)
in lexicographical increasing order as {z1 <lex ... <lex zb} and set
(3.27) S =
(
SuccZ(z1), ..., SuccZ(zb)
)
.
Notice that there exists a natural isomorphism Φ : ⊗S → Str02(Z) defined by
Φ
(
(s1, ..., sb)
)
= {z} ∪ {s1, ..., sb}. Using this observation, the result follows by
Theorem 1.1 and a standard recursive construction. 
4. Two “averaging” lemmas
This section is devoted to the proof of two “averaging” lemmas. Both are stated
in abstract form and concern the structure of real-valued functions of two variables.
They will be applied in §6. Before we proceed to the details we need, first, to define
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some auxiliary quantities. Specifically, for every 0 < α 6 β 6 1 and every 0 < ̺ 6 1
we set
(4.1) γ0 = γ0(α, β, ̺) = (β + ̺
2 − α)1/2,
(4.2) γ1 = γ1(α, β, ̺) = (γ0 + γ
2
0)
1/2
and
(4.3) γ2 = γ2(α, β, ̺) = (γ1 + γ
2
1)
1/2.
We isolate, for future use, the following elementary properties.
(P1) We have β + ̺2 = α+ γ20 = (α− γ0) + γ
2
1 = (α− γ0 − γ1) + γ
2
2 .
(P2) We have 0 < ̺ 6 γ0 < γ1 < γ2.
(P3) If γ0 6 (α/4)4, then γ1 6 (2γ0)1/2, γ2 6 2γ
1/4
0 and α− γ0− γ1 − γ2 > α/4.
We are ready to state the first main result of this section.
Lemma 4.1. Let 0 < α 6 β 6 1 and 0 < ̺ 6 1 and define γ0, γ1 and γ2 as in
(4.1), (4.2) and (4.3) respectively. Assume that
(4.4) γ0 6
(α
4
)4
.
Assume, moreover, that we are given
(a) two nonempty finite sets S and W,
(b) an integer h > 1 and a partition {S0, ...,Sh−1} of S, and
(c) a function f : S ×W → [0, 1] such that Ew∈WEn<hEs∈Snf(s, w) > α.
Then, either
(i) there exist w0 ∈ W and N0 ⊆ {0, ..., h − 1} with |N0| > ̺3h such that,
setting
(4.5) ∆0 = {s ∈ S : f(s, w0) > β + ̺
2/2},
we have |∆0 ∩ Sn| > ̺3|Sn| for every n ∈ N0, or
(ii) there exists W∗ ⊆ W with |W∗| > (1− γ0)|W| and satisfying the following.
For every w ∈ W∗ there exists N ∗w ⊆ {0, ..., h−1} with |N
∗
w| > (1−γ1−̺
3)h
such that, setting
(4.6) ∆∗w = {s ∈ S : f(s, w) > α− γ0 − γ1 − γ2},
we have |∆∗w ∩ Sn| > (1− γ2)|Sn| for every n ∈ N
∗
w.
Proof. We will consider four cases. The first three cases imply that alternative
(i) holds true while the last one yields alternative (ii). First we need to do some
preparatory work. Precisely notice that, by (4.4), we have γ0 6 4
−4. Therefore, by
property (P2), we see that ̺ 6 4−4. Also, for every w ∈ W we set
(4.7) ∆w = {s ∈ S : f(s, w) > β + ̺
2/2},
(4.8) Iw = {n < h : Es∈Snf(s, w) > β + ̺
2}
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and
(4.9) Kw = {n < h : |∆w ∩ Sn| > ̺
3|Sn|}.
We are now ready to consider cases.
Case 1: there exists w0 ∈ W such that En<hEs∈Snf(s, w0) > β + ̺
2. In this case
we set
(4.10) N0 = {n < h : Es∈Snf(s, w0) > β + 3̺
2/4}.
Recall that ̺ 6 4−1. Hence, by Fact 2.8, we see that |N0| > ̺3h. Next we set
∆0 = ∆w0 . Invoking Fact 2.8 once again and using the definition of N0 we see that
|∆0 ∩ Sn| > ̺3|Sn| for every n ∈ N0. Therefore, this case implies part (i) of the
lemma.
Case 2: there exist w0 ∈ W such that |Iw0 | > ̺
3h. By Fact 2.8, we see that
|∆w0 ∩ Sn| > ̺
3|Sn| for every n ∈ Iw0 . We set ∆0 = ∆w0 and N0 = Iw0 and we
observe that with these choices the first part of the lemma is satisfied.
Case 3: there exist w0 ∈ W such that |Kw0 | > ̺
3h. In this case we set ∆0 = ∆w0
and N0 = Kw0 . It is easily seen that with these choices part (i) of the lemma is
satisfied.
Case 4: none of the above cases holds true. Notice that, in this case, for every
w ∈ W we have
(H1) En<hEs∈Snf(s, w) < β + ̺
2,
(H2) |Iw | < ̺3h and
(H3) |Kw| < ̺3h.
We set α0 = α− γ0 and
(4.11) W∗ = {w ∈ W : En<hEs∈Snf(s, w) > α0}.
Claim 4.2. We have |W∗| > (1− γ0)|W|.
Proof of Claim 4.2. By assumption (c) of the lemma we have
(4.12) Ew∈WEn<hEs∈Snf(s, w) > α.
On the other hand, by property (P1) and (H1), we see that
(4.13) En<hEs∈Snf(s, w) < α+ γ
2
0
for every w ∈ W . Invoking Fact 2.9 the result follows. 
Now we set α1 = α0− γ1. Observe that α1 = α− γ0− γ1. For every w ∈ W∗ let
(4.14) N˜w = {n < h : Es∈Snf(s, w) > α1}.
Claim 4.3. For every w ∈ W∗ we have |N˜w| > (1− γ1)h.
20 PANDELIS DODOS, VASSILIS KANELLOPOULOS AND KONSTANTINOS TYROS
Proof of Claim 4.3. Let w ∈ W∗ be arbitrary. Notice first that, by (H2), the
definition of the set Iw in (4.8) and property (P1), we have
(4.15) |{n < h : Es∈Snf(s, w) > α0 + γ
2
1}| < ̺
3h.
On the other hand, since w ∈ W∗ we have En<hEs∈Snf(s, w) > α0. By Fact 2.9
the result follows. 
Next we set α2 = α1 − γ2 and we notice that α2 = α− γ0 − γ1 − γ2. Finally, for
every w ∈ W∗ let
(4.16) N ∗w = N˜w \Kw.
Notice that, by Claim 4.3 and (H3), for every w ∈ W∗ we have
(4.17) |N ∗w| > (1− γ1 − ̺
3)h.
We will show that the set W∗ defined in (4.11) and the family {N ∗w : w ∈ W
∗}
satisfy part (ii) of the lemma. By Claim 4.2 and (4.17), it is enough to show that
for every w ∈ W∗ and every n ∈ N ∗w we have that |∆
∗
w ∩ Sn| > (1 − γ2)|Sn|. So,
let w ∈ W∗ and n ∈ N ∗w be arbitrary. Since n ∈ N
∗
w ⊆ N˜w, by (4.14), we have
Es∈Snf(s, w) > α1. Moreover n /∈ Kw, and so
|{s ∈ Sn : f(s, w) > α1 + γ
2
2}|
(P1)
= |{s ∈ Sn : f(s, w) > β + ̺
2}|(4.18)
6 |{s ∈ Sn : f(s, w) > β + ̺
2/2
}
|
(4.7)
= |∆w ∩ Sn| 6 ̺
3|Sn|
(P2)
6 γ32h.
By Fact 2.9, we conclude that |∆∗w ∩ Sn| > (1 − γ2)|Sn|. Thus, this case implies
that part (ii) of the lemma is satisfied. The above cases are exhaustive, and so, the
proof of Lemma 4.1 is completed. 
The following lemma is the second main result of this section.
Lemma 4.4. Let θ > 0. Assume that we are given
(a) two nonempty finite sets S and W,
(b) an integer h > 1 and a partition {S0, ...,Sh−1} of S, and
(c) a function g : S ×W → [0,+∞) such that Ew∈WEn<hEs∈Sng(s, w) 6 θ.
Then for every 0 < λ < 1 there exists W∗λ ⊆ W with |W
∗
λ| > (1 − λ)|W| and
satisfying the following. For every w ∈ W∗λ there exists N
∗
w,λ ⊆ {0, ..., h− 1} with
|N ∗w,λ| > (1 − λ)h such that, setting
(4.19) ∆∗w,λ = {s ∈ S : g(s, w) 6 θλ
−3},
we have |∆∗w,λ ∩ Sn| > (1− λ)|Sn| for every n ∈ N
∗
w,λ.
Proof. We fix 0 < λ < 1. Let W∗λ = {w ∈ W : En<hEs∈Sng(s, w) 6 θλ
−1}.
Also, for every w ∈ W∗λ let N
∗
w,λ = {n < h : Es∈Sng(s, w) 6 θλ
−2}. Applying
Fact 2.10 successively three times, it is easy to see that the set W∗λ and the family
{N ∗w,λ : w ∈ W
∗
λ} satisfy the requirements of the lemma. 
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4.1. Consequences. Lemmas 4.1 and 4.4 will be used, later on, in a rather special
form. We isolate, below, the exact statement that we need.
Corollary 4.5. Let 0 < α 6 β 6 1 and 0 < ̺ 6 1 and define γ0, γ1 and γ2 as in
(4.1), (4.2) and (4.3) respectively. Also let θ, λ > 0 and b, p, q ∈ N with b, p, q > 1.
Assume that
(4.20) γ0 6
( α
12bp
)4
and λ 6
α
12bq
.
Assume, moreover, that we are given
(a) two nonempty finite sets S and W,
(b) an integer h > 1 and a partition {S0, ...,Sh−1} of S,
(c) an integer M > 1 and a partition {W1, ...,WM} of W such that |Wk| = b
for every k ∈ [M ],
(d) a subset A of [M ] with |A| > (α/10)M ,
(e) for every j ∈ [p] a function fj : S ×W → [0, 1] such that
(4.21) Ew∈WEn<hEs∈Snfj(s, w) > α,
(f) for every r ∈ [q] a function gr : S ×W → [0,+∞) such that
(4.22) Ew∈WEn<hEs∈Sngr(s, w) 6 θ.
Then, either
(i) there exist j0 ∈ [p], w0 ∈ W and N0 ⊆ {0, ..., h− 1} with |N0| > ̺3h such
that, setting
(4.23) ∆0 = {s ∈ S : fj0(s, w0) > β + ̺
2/2},
we have |∆0 ∩ Sn| > ̺3|Sn| for every n ∈ N0, or
(ii) there exist k0 ∈ A and N ∗ ⊆ {0, ..., h − 1} with |N ∗| > ̺3h such that,
setting α′ = α− γ0 − γ1 − γ2 and
(4.24) ∆∗ =
⋂
w∈Wk0
⋂
j∈[p]
⋂
r∈[q]
{s ∈ S : fj(s, w) > α
′ and gr(s, w) 6 θλ
−3},
we have |∆∗ ∩ Sn| > ̺3h for every n ∈ N ∗.
Proof. Assume that alternative (i) is not satisfied. We will show that part (ii) of the
corollary holds true. Notice first that, by Lemma 4.1, for every j ∈ [p] there exists
W∗j ⊆ W with |W
∗
j | > (1− γ0)|W| and satisfying the following. For every w ∈ W
∗
j
there exists N ∗w,j ⊆ {0, ..., h − 1} with |N
∗
w,j| > (1 − γ1 − ̺
3)h such that, setting
∆∗w,j = {s ∈ S : fj(s, w) > α − γ0 − γ1 − γ2
}
, we have |∆∗w,j ∩ Sn| > (1 − γ2)|Sn|
for every w ∈ W∗j and every n ∈ N
∗
w,j.
Next observe that, by Lemma 4.4, for every r ∈ [q] there exists W∗λ,r ⊆ W with
|W∗λ,r| > (1 − λ)|W| and satisfying the following. For every w ∈ W
∗
λ,r there exists
N ∗w,λ,r ⊆ {0, ..., h− 1} with |N
∗
w,λ,r| > (1− λ)h such that, setting
(4.25) ∆∗w,λ,r = {s ∈ S : gr(s, w) 6 θλ
−3},
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we have |∆∗w,λ,r ∩ Sn| > (1− λ)|Sn| for every n ∈ N
∗
w,λ. We set
(4.26) W∗ =
⋂
j∈[p]
W∗j ∩
⋂
r∈[q]
W∗λ,r
and we notice that
(4.27) |W∗| > (1− pγ0 − qλ)|W|.
Claim 4.6. There exists k0 ∈ A such that Wk0 ⊆ W
∗.
Proof of Claim 4.6. Let B = {k ∈ [M ] : Wk * W∗}. Clearly it is enough to show
that |B| < |A|. To this end observe that, by (4.20), we have
(4.28) bpγ0 + bqλ 6
( α
12
)4
+
α
12
<
α
10
.
Since {W1, ...,WM} is a partition of W with |Wk| = b or every k ∈ [M ], we get
(4.29) |B| 6 |W \W∗|
(4.27)
6 (pγ0+ qλ)|W| 6 (pγ0+ qλ)bM
(4.28)
< (α/10)M 6 |A|
and the claim is proved. 
Now let
(4.30) N ∗ =
⋂
w∈Wk0
( ⋂
j∈[p]
N ∗w,j ∩
⋂
r∈[q]
N ∗w,λ,r
)
.
We will show that the integer k0 obtained by Claim 4.6 and the set N ∗ satisfy the
requirements imposed in the second part of the corollary. First we will show that
|N ∗| > ̺3h. Since ̺ 6 γ0 6 1/12
4, it is enough to prove that |N ∗| > (3/4)h.
To this end notice that, by Claim 4.6 and part (c) of our assumptions, we have
Wk0 ⊆ W
∗ and |Wk0 | = b. Now recall that |N
∗
w,j| > (1− γ1− ̺
3)h for every j ∈ [p]
and every w ∈ W∗j while |N
∗
w,λ,r| > (1 − λ)h for every r ∈ [q] and every w ∈ W
∗
λ,r.
Taking into account these remarks and invoking (4.26) and (4.30), we see that
(4.31) |N ∗| >
(
1− b(pγ1 + p̺
3 + qλ)
)
h.
Using (4.20) and properties (P2) and (P3) isolated after (4.3), we also have that
(4.32) b(pγ1 + p̺
3 + qλ) 6 b
(
p(2γ0)
1/2 + pγ30 + qλ
)
< 3
1
12
=
1
4
.
Therefore, |N ∗| > (3/4)h as claimed. Next we work to show that for every n ∈ N ∗
we have that |∆∗ ∩ Sn| > ̺3|Sn|. Observe that it is enough to prove that
(4.33) |∆∗ ∩ Sn| > (3/4)|Sn|
for every n ∈ N ∗. So let n ∈ N ∗ be arbitrary. Notice that
(4.34) ∆∗ =
⋂
w∈Wk0
( ⋂
j∈[p]
∆∗w,j ∩
⋂
r∈[q]
∆∗w,λ,r
)
.
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Arguing as above and using the estimates for the size of the sets ∆∗w,j ∩ Sn and
∆∗w,λ,r ∩ Sn we see that
(4.35) |∆∗∗ ∩ Sn| >
(
1− b(pγ2 + qλ)
)
|Sn|.
Invoking (4.20) and property (P3) once again, we have
(4.36) b(pγ2 + qλ) 6 b(p2γ
1/4
0 + qλ) 6
2α
12
+
α
12
6
1
4
.
Hence, |∆∗ ∩ Sn| > (3/4)|Sn|. The proof of Corollary 4.5 is thus completed. 
5. Outline of the proof of Theorem 1.5
In this section we shall give a detailed outline of the proof of Theorem 1.5. Very
briefly, and oversimplifying dramatically, the proof is based on a density increment
strategy and is similar in spirit to the proof of [5, Lemma 27]. There are, however,
significant differences and, therefore, a novelty of the approach. The most impor-
tant one is that for a fixed “dimension” d, we need to apply Theorem 2.5 for a
“dimension” d′ which is much bigger compared to d. We shall comment further on
this feature of the proof below.
To proceed with our discussion we need, first, to introduce the notions of “strong
denseness” and “strong negligibility”. These concepts are our main conceptual tools
and are critical for the proof of Theorem 1.5. We start with the following definition
(see, also, [5, Definition 14]).
Definition 5.1. Let D : ⊗T → P(W ) be a level selection. Also let S be a vector
strong subtree of T, w ∈W and 0 < α 6 1.
(1) We say that D is (w,S, α)-dense if for every s ∈ ⊗S and every r ∈ D(s) we
have ℓW (w) 6 ℓW (r) and, moreover, dens(D(s) | w) > α for every s ∈ ⊗S.
(2) We say that D is (w,S, α)-strongly dense if D is (w′,S, α)-dense for every
w′ ∈ ImmSuccW (w).
Next we introduce the notions of “negligibility” and “strong negligibility”.
Definition 5.2. Let D : ⊗T → P(W ) be a level selection. Also let F ⊆ ⊗T(m)
for some m < h(T), w ∈W and 0 < θ 6 1.
(1) We say that the pair (F,w) is θ-negligible with respect to D if for ev-
ery t ∈ F and every r ∈ D(t) we have ℓW (w) 6 ℓW (r) and, moreover,
dens
(⋂
t∈F D(t) | w
)
< θ.
(2) We say that the pair (F,w) is strongly θ-negligible with respect to D if
(F,w′) is θ-negligible for every w′ ∈ ImmSuccW (w).
Notice that “negligibility” is, essentially, the converse of the notion of “strong
correlation” introduced in Definition 1.4. Indeed, let D : ⊗T → P(W ) be a level
selection, F ∈ Str2(T) and w ∈ D
(
F(0)
)
. Also let 0 < θ 6 1. Then observe that
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either the pair (F, w) is strongly θ-correlated with respect to D, or there exists
p ∈ {0, ..., bW − 1} such that the pair (⊗F(1), waWp) is θ-negligible.
After this preliminary discussion we are ready to comment on the proof. So let
T be a finite vector homogeneous tree with bT = (b1, ..., bd), W a homogeneous
tree with bW = bd+1 and D : ⊗T → P(W ) a level selection of density ε and of
sufficiently large height. Recall that we need to find a pair (F, w) which is strongly
θ-correlated with respect to D, where θ is an appropriately chosen positive constant
that depends only on b1, ..., bd, bd+1 and ε.
The first observation we make – an observation which is quite standard in proofs
of this sort – is that we can assume that we have “lack of density increment”. This
means that we cannot increase, significantly, the density of the level selection D
by restricting its values to a subtree of the form SuccW (w) for some w ∈ W . This
assumption is easily seen to be equivalent to a strong “concentration hypothesis”
for a probability measure on ⊗T introduced by H. Furstenberg and B. Weiss in
[11]. We will not comment further on this part of the proof. Instead we refer the
reader to [5, §4] for a detailed exposition.
Next, with the “concentration hypothesis” at hand, we devise a “greedy” algo-
rithm in order to find the desired pair (F, w). This algorithm will terminate after
at most K = UDHL
(
b1, ..., bd|2, ε/(4bd+1)
)
iterations. Of course, it is crucial that
the number of iterations is a priori controlled.
After the n-th iteration we will have as an input a vector strong subtree Zn of
T of sufficiently large height and a node w˜n ∈ W such that the level selection D
is (w˜n, SuccZn(z), εn)-dense for every z ∈ ⊗Zn(n), where εn is roughly equal to ε.
We will also be given a subset Γn of ⊗Zn ↾ (n − 1) and a small constant θn such
that the pair (⊗F(1), w˜n) is θn-negligible for every F ∈ Str2(Zn) with F(0) ∈ Γn
and ⊗F(1) ⊆ ⊗Zn(m) for some m > n.
First we show that we can select a node w ∈ SuccW (w˜n) and a vector strong
subtree S of Zn of sufficiently large height, with S ↾ n = Zn ↾ n and such that the
pair (⊗F(1), w) is strongly θn+1-negligible for every F ∈ Str2(S) with F(0) ∈ Γn
and ⊗F(1) ⊆ ⊗S(m) for somem > n+1. Here θn+1 is a numerical parameter which
is effectively controlled by θn. It is precisely in this step that we need to invoke
Theorem 2.5 for a “dimension” d′ which is bigger than d. Moreover, using the
“concentration hypothesis” mentioned above, we can ensure that the level selection
D is (w, SuccS(s), ε
′)-strongly dense for every s ∈ ⊗S(n + 1), where ε′ is another
numerical parameter that can be arranged to be as close to ε as we wish. Finally,
the node w is chosen so that the set B := {s ∈ ⊗S(n) : w ∈ D(s)} has density at
least ε/4 and, on the other hand, w /∈ DF for every F ∈ Str2(S, n) with F(0) ∈ Γn.
The details for this selection are presented in Lemma 6.1.
The second part of the argument is based on an application of Milliken’s Theorem
and is the content of Lemma 6.2 in the main text. Specifically, if we cannot find
a pair (F, w) which is strongly θn+1-correlated with respect to D, then we may
MEASURABLE EVENTS INDEXED BY PRODUCTS OF TREES 25
select p ∈ {0, ..., bd+1−1}, a vector strong subtree Z of S of sufficiently large height
and with Z ↾ n = S ↾ n, as well as, a subset B′ of B of density at least ε/(4bd+1)
such that the pair (⊗F(1), waWp) is θn+1-negligible for every F ∈ Str2(Z) with
F(0) ∈ B′. We set “w˜n+1 = waWp”, “Zn+1 = Z” and “Γn+1 = Γn ∪ B′” and we
proceed to the next iteration.
If after K many iterations the desired pair (F, w) has not been found, then
using the sets Γ1, ...,ΓK construct above we can easily derive a contradiction. This
implies, of course, that the algorithm will eventually terminate, completing thus
the proof of Theorem 1.5.
6. Preliminary tools
As we have already mentioned, our goal in this section is to develop the main
tools needed for the proof of Theorem 1.5. The first one is the following lemma.
Lemma 6.1. Let d ∈ N with d > 1 and b1, ..., bd, bd+1 ∈ N with bi > 2 for all
i ∈ [d + 1]. Let 0 < α 6 β 6 1, 0 < ̺ 6 1 and define γ0, γ1 and γ2 as in (4.1),
(4.2) and (4.3) respectively. Also let m ∈ N and θ, λ > 0. Set qm = q(b1, ..., bd,m),
where q(b1, ..., bd,m) is defined in (2.11), and assume that
(6.1) γ0 6
( α
12bd+1(
∏d
i=1 bi)
m+1
)4
, λ 6
α
12bd+1qm
and θ 6
2α
5qm
.
Assume, moreover, that we are given
(a) a homogeneous tree W with bW = bd+1,
(b) a finite vector homogeneous tree Z = (Z1, ..., Zd) with bZ = (b1, ..., bd),
(c) a level selection D : ⊗Z → P(W ) and ℓ ∈ N such that D(z) ⊆ W (ℓ) for
every z ∈ ⊗Z(m),
(d) a node w˜ ∈ W with ℓW (w˜) 6 ℓ and such that D is (w˜, SuccZ(z), α)-dense
for every z ∈ ⊗Z(m),
(e) if m > 1, a subset Γ of ⊗Z ↾ (m − 1) such that (⊗G(1), w˜) is θ-negligible
with respect to D for every G ∈
⋃h(Z)−1
n=m Str2(Z, n) with G(0) ∈ Γ.
Finally, let N ∈ N with N > 1 and suppose that
(6.2) h(Z) > (m+ 1) + ̺−3UDHL
(
b1, ..., b1︸ ︷︷ ︸
bm+11 −times
, ..., bd, ..., bd︸ ︷︷ ︸
bm+1
d
−times
|N, ̺3
)
.
Then, either
(I) there exist w′ ∈ W (ℓ + 1) ∩ SuccW (w˜) and a vector strong subtree Z′ of Z
with h(Z′) = N such that D is (w′,Z′, β + ̺2/2)-dense, or
(II) there exist w′′ ∈ W (ℓ) ∩ SuccW (w˜), a vector strong subtree Z′′ of Z with
Z′′ ↾ m = Z ↾ m and h(Z′′) = (m + 1) +N , as well as, B ⊆ ⊗Z(m) with
|B| > (α/2)|⊗ Z(m)| satisfying the following.
(II1) We have w′′ ∈
⋂
z∈B D(z). On the other hand, w
′′ /∈
⋂
z∈⊗G(1)D(z)
for every G ∈ Str2(Z,m) with G(0) ∈ Γ.
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(II2) The level selection D is (w′′, SuccZ′′(z), α−γ0−γ1−γ2)-strongly dense
for every z ∈ ⊗Z′′(m+ 1).
(II3) If G ∈ Str2(Z′′, n) for some n ∈ {m+1, ..., h(Z′′)− 1} with G(0) ∈ Γ,
then the pair (⊗G(1), w′′) is strongly (θλ−3)-negligible with respect to
the level selection D.
Proof. We will give the proof under the assumption that m > 1. If m = 0, then the
proof is similar and, in fact, simpler since Step 4 below is not needed. We will use
Corollary 4.5. To this end we need, of course, to define all necessary data. First we
set W =W (ℓ+ 1) ∩ SuccW (w˜). Also we will define
(1) a finite vector homogeneous tree S = (S1, ..., Sn) with n =
∑d
i=1 b
m+1
i ,
(2) a subset A of W (ℓ) ∩ SuccW (w˜),
(3) for every z ∈ ⊗Z(m+ 1) a function fz : ⊗S×W → [0, 1] and
(4) for every F ∈ Str2(Z,m+ 1) a function gF : ⊗S×W → [0, 1].
Step 1: defining the finite vector homogeneous tree S. For every i ∈ [d] let pi = b
m+1
i
and notice that the cardinality of Zi(m+ 1) is pi. Let {zi1 <lex ... <lex z
i
pi} be the
lexicographical increasing enumeration of Zi(m + 1). For every i ∈ [d] and every
j ∈ [pi] let Sij = SuccZi(z
i
j) and set S = (S
i
j)
d pi
i=1,j=1. It is clear that S is a finite
vector homogeneous tree with h(S) = h(Z)− (m+ 1). Moreover,
(6.3) bS =
(
b1, ..., b1︸ ︷︷ ︸
bm+11 −times
, ..., bd, ..., bd︸ ︷︷ ︸
bm+1
d
−times
)
.
The vector homogeneous trees Z and S are naturally associated. Precisely, let
z = (z1, ..., zd) ∈ ⊗Z(m + 1) and i ∈ [d] be arbitrary. Our assumptions permits
us to define the “projection” πiz : ⊗S → SuccZi(zi). Formally it is defined as
follows: if s = (sij)
d pi
i=1,j=1 ∈ ⊗S, then π
i
z
(s) is the unique node sij such that s
i
j ∈
SuccZi(zi). Notice that π
i
z is onto. We will also need the “full-projection” Πz :
⊗S→ ⊗SuccZ(z) defined by Πz(s) =
(
π1
z
(s), ..., πd
z
(s)
)
. Clearly Πz is onto.
Step 2: defining the set A. Let C be the subset of W (ℓ) ∩ SuccW (w˜) defined by
(6.4) w ∈ C ⇔ |{z ∈ ⊗Z(m) : w ∈ D(z)}| > (α/2)|⊗ Z(m)|.
Using condition (d) of the statement of the lemma, it is easy to verify that
(6.5) |C| > (α/2)|W (ℓ) ∩ SuccW (w˜)|.
Also let G = {G ∈ Str2(Z,m) : G(0) ∈ Γ}. Invoking hypothesis (e) and Fact 2.1,
we get that
dens
( ⋃
G∈G
⋂
z∈⊗G(1)
D(z) | w˜
)
6 |Str2(Z,m)|θ(6.6)
< |Str2(Z,m+ 1)|θ = qmθ
(6.1)
6 2α/5.
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We set
(6.7) A = C \
( ⋃
G∈G
⋂
z∈⊗G(1)
D(z)
)
.
Combining the previous estimates, we see that |A| > (α/10)|W (ℓ) ∩ SuccW (w˜)|.
Step 3: defining the family {fz : z ∈ ⊗Z(m+ 1)}. For every z ∈ ⊗Z(m+ 1) define
fz : ⊗S×W → [0, 1] by
(6.8) fz(s, w) = dens
(
D
(
Πz(s)
)
| w
)
.
Notice for every z ∈ ⊗Z(m+ 1) we have
(6.9) Ew∈WEn<h(S)Es∈⊗S(n)fz(s, w) > α.
Indeed, to verify (6.9) it is enough to show that for every z ∈ ⊗Z(m + 1) and
every s ∈ ⊗S we have Ew∈Wfz(s, w) > α. So let z ∈ ⊗Z(m + 1) and s ∈ ⊗S
be arbitrary. Also let L(D) = {ℓn : 0 6 n < h(Z)} be the level set of D. By
conditions (c) and (d), we have ℓW (w˜) 6 ℓ = ℓm. Moreover, Πz(s) ∈ ⊗SuccZ(z)
and so D
(
Πz(s)
)
⊆W (lk) for some k ∈ {m+ 1, ..., h(Z)− 1}. Taking into account
these remarks and using the fact that the tree W is homogeneous and condition
(d), we conclude that
Ew∈Wfz(s, w) = Ew∈W (ℓ+1)∩SuccW (w˜)dens
(
D
(
Πz(s)
)
| w
)
(6.10)
= dens
(
D
(
Πz(s)
)
| w˜
)
> α.
Step 4: defining the family {gF : F ∈ Str2(Z,m+1)}. In this step we need, first, to
do some preparatory work. Specifically, let F = (F1, ..., Fd) ∈ Str2(Z,m + 1) and
s ∈ ⊗S be arbitrary. For every i ∈ [d] let GF
s,i = {Fi(0)} ∪ {π
i
z
(s) : z ∈ ⊗F(1)} and
define GFs =
(
GFs,1, ..., G
F
s,d
)
. It is easy to see that GFs is a vector strong subtree
of Z of height 2 and with GF
s
(0) = F(0). In fact, notice that GF
s
∈ Str2(Z, n) for
some n ∈ {m+ 1, ..., h(Z)− 1} depending only on the length of s.
Now, for every F ∈ Str2(Z,m+ 1) we define gF : ⊗S×W → [0, 1] by
(6.11) gF(s, w) = dens
( ⋂
z∈⊗GF
s
(1)
D(z) | w
)
.
We isolate, for future use, the following fact: for every F ∈ Str2(Z,m + 1) with
F(0) ∈ Γ we have
(6.12) Ew∈WEn<h(S)Es∈⊗S(n)gF(s, w) < θ.
This can be easily checked using condition (e) and arguing as in Step 3.
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Applying Corollary 4.5. Recall that we have already setW =W (ℓ+1)∩SuccW (w˜).
Let S = ⊗S, h = h(S) and Sn = ⊗S(n) for every n ∈ {0, ..., h(S) − 1}. Also let
M = |W (ℓ)∩SuccW (w˜)| and enumerate the setW (ℓ)∩SuccW (w˜) as {wk : k ∈ [M ]}.
Moreover, set A = {k ∈ [M ] : wk ∈ A} and Wk = ImmSuccW (wk) for every
k ∈ [M ]. It is clear that {S0, ...,Sh−1} and {W1, ...,WM} are partitions of S and
W respectively. Since the branching number of the tree W is bd+1, we see that
|Wk| = bd+1 for every k ∈ [M ]. Also, by the estimate on the size of the set A
obtained in Step 2, we have that |A| > (α/10)M .
Next set p = |⊗ Z(m + 1)|. Also let F = {F ∈ Str2(Z,m + 1) : F(0) ∈ Γ} and
denote by q the cardinality of the set F . Clearly p =
∏d
i=1 b
m+1
i and, by Fact 2.1,
q 6 qm. Hence, by (6.1), we see that
(6.13) γ0 6
( α
12bd+1p
)4
and λ 6
α
12bd+1q
.
By the above discussion and taking into account (6.9) and (6.12), we conclude that
Corollary 4.5 can be applied for the maps {fz : z ∈ ⊗Z(m+ 1)} and {gF : F ∈ F}
and the data we described above.
Assume, first, that part (i) of Corollary 4.5 is satisfied. Therefore, there exist
z0 ∈ ⊗Z(m + 1), w0 ∈ W (ℓ + 1) ∩ SuccW (w˜) and N0 ⊆ {0, ..., h(S) − 1} with
|N0| > ̺3h(S) such that
(6.14) |∆0 ∩⊗S(n)| > ̺
3| ⊗ S(n)|
for every n ∈ N0, where ∆0 =
{
s ∈ ⊗S : fz0(s, w0) > β + ̺
2/2
}
. Notice that
N0 > ̺
3h(S) = ̺3
(
h(Z)− (m+ 1)
)
(6.15)
(6.2)
> UDHL
(
b1, ..., b1︸ ︷︷ ︸
bm+11 −times
, ..., bd, ..., bd︸ ︷︷ ︸
bm+1
d
−times
|N, ̺3
)
.
By (6.3), (6.14), (6.15) and Theorem 2.5, there exists a vector strong subtree S′ of
S with h(S′) = N and such that ⊗S′ ⊆ ∆0. We set Z′ =
(
π1z0(⊗S
′), ..., πdz0 (⊗S
′)
)
and w′ = w0. Notice that Z
′ is a vector strong subtree of Z of height N . Moreover,
the inclusion ⊗S′ ⊆ ∆0 and the definition of ∆0 yield that the level selection D is
(w′,Z′, β + ̺2/2)-dense. So this case implies part (I) of the lemma.
Now assume that part (ii) of Corollary 4.5 holds true. As the reader might have
already guess, we will show that part (II) of the lemma is satisfied. Specifically, by
our assumption, there exist w′′ ∈ A and N ∗ ⊆ {0, ..., h − 1} with |N ∗| > ̺3h(S)
such that, setting α′ = α− γ0 − γ1 − γ2 and defining ∆∗ ⊆ ⊗S by the rule
s ∈ ∆∗ ⇔ fz(s, w) > α
′ and gF(s, w) 6 θλ
−3 for every F ∈ F ,(6.16)
every z ∈ ⊗Z(m+ 1) and every w ∈ ImmSuccW (w
′′)
we have |∆∗ ∩ ⊗S(n)| > ̺3h(S) for every n ∈ N ∗. Arguing precisely as above and
using Theorem 2.5, we see that there exists a vector strong subtree S′′ of S with
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h(S′′) = N and such that ⊗S′′ ⊆ ∆∗. For every i ∈ [d] let
(6.17) Z ′′i = (Zi ↾ m) ∪ {π
i
z
(⊗S′′) : z ∈ ⊗Z(m+ 1)
}
and set Z′′ = (Z ′′1 , ..., Z
′′
d ). It is easy to check that Z
′′ is a vector strong subtree of
Z with Z′′ ↾ m = Z ↾ m and h(Z′′) = (m+ 1) +N . Also we set
(6.18) B = {z ∈ ⊗Z(m) : w′′ ∈ D(z)}.
Since w′′ ∈ A ⊆ C, by (6.4), we have |B| > (α/2)|⊗ Z(m)|. We will show that the
node w′′, the vector strong subtree Z′′ and the set B satisfy (II1), (II2) and (II3).
By the definition of the set B we have w′′ ∈
⋂
z∈B D(z). On the other hand,
w′′ ∈ A. Thus, by the choice of the set A in (6.7), we see that w′′ /∈
⋂
z∈⊗G(1)D(z)
for every G ∈ Str2(Z,m) with G(0) ∈ Γ. Therefore, part (II1) is satisfied. Next
recall that ⊗S′′ ⊆ ∆∗. Hence, fz(s, w) > α′ for every z ∈ ⊗Z(m+1), every s ∈ ⊗S′′
and every w ∈ ImmSuccW (w′′). This is equivalent to say that the level selection
D is (w′′, SuccZ′′(z), α − γ0 − γ1 − γ2)-strongly dense for every z ∈ ⊗Z′′(m + 1).
So, part (II2) is also satisfied. To verify part (II3), fix G ∈ Str2(Z′′, n) for some
n ∈ {m + 1, ..., h(Z′′) − 1} with G(0) ∈ Γ. Observe that there exist a unique
F ∈ Str2(Z,m+ 1) with F(0) = G(0) and a (not necessarily unique) s ∈ ⊗S′′ such
that G =GF
s
. Hence, for every w ∈ ImmSuccW (w′′) we have
(6.19) dens
( ⋂
z∈⊗G(1)
D(z) | w
)
= dens
( ⋂
z∈⊗GF
s
(1)
D(z) | w
)
= gF(s, w).
Moreover, since ⊗S′′ ⊆ ∆∗ we have gF(s, w) < θλ−3 for every w ∈ ImmSuccW (w′′).
Combining the previous remarks we conclude that the pair (⊗G(1), w′′) is strongly
(θλ−3)-negligible with respect to D, and so, part (II3) is satisfied. The proof of
Lemma 6.1 is thus completed. 
The following lemma is the second main result of this section.
Lemma 6.2. Let d ∈ N with d > 1 and b1, ..., bd, bd+1 ∈ N with bi > 2 for all
i ∈ [d+ 1]. Also let m ∈ N and 0 < θ 6 1. Assume that we are given
(a) a homogeneous tree W with bW = bd+1,
(b) a finite vector homogeneous tree Z = (Z1, ..., Zd) with bZ = (b1, ..., bd),
(c) a level selection D : ⊗Z→ P(W ),
(d) a nonempty subset B of ⊗Z(m) and a node w ∈ W with w ∈
⋂
z∈B D(z).
Finally, let N ∈ N with N > 1 and suppose that
(6.20) h(Z) > (m+ 1) +Mil
(
b1, ..., b1︸ ︷︷ ︸
b1−times
, ..., bd, ..., bd︸ ︷︷ ︸
bd−times
|N, 1, b(
∏
d
i=1 bi)
m)
.
Then, either
(i) there exists F ∈ Str2(Z) with F(0) ∈ B such that the pair (F, w) is strongly
θ-correlated with respect to D, or
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(ii) there exist a vector strong subtree Z′ of Z with Z′ ↾ m = Z ↾ m and h(Z′) =
(m+1)+N , a subset Γ of B with |Γ| > (1/bd+1)|B| and p0 ∈ {0, ..., bd+1−1}
such that the pair (⊗G(1), waWp0) is θ-negligible with respect to D for every
G ∈ Str2(Z′) with G(0) ∈ Γ.
Proof. Let
(6.21) G = {G ∈ Str2(Z) : G(0) ∈ B}.
By condition (d), we see that w ∈ D(G(0)) for every G ∈ G. Assume that part (i)
of the lemma is not satisfied. This has, in particular, the following consequence.
(H): for every G ∈ G there exists p ∈ {0, ..., bd+1 − 1}, depending possibly on the
choice of G, such that the pair (⊗G(1), waWp) is θ-negligible with respect to D.
We will use hypothesis (H) to show that part (ii) is satisfied. To this end we argue
as follows. We set h = h(Z) − (m+ 1). For every i ∈ [d] and every z ∈ Zi(m) the
finite homogeneous trees b<hi and SuccZi(z) have the same branching number and
the same height. Therefore, as we described in §2.5, we may consider the canonical
isomorphism Iz : b
<h
i → SuccZi(z). Notice that the canonical isomorphism Iz
induces a map Φz : Str
0
2(b
<h
i )→ Str
0
2
(
SuccZi(z)
)
defined by
(6.22) Φz(F ) = {z} ∪ {Iz(u) : u ∈ F (1)}.
These remarks can, of course, be extended to the higher-dimensional setting. Specif-
ically, set U = (b<h1 , ..., b
<h
d ) and let z = (z1, ..., zd) ∈ ⊗Z(m) be arbitrary. Define
Φz : Str
0
2(U)→ Str
0
2
(
SuccZ(z)
)
by
(6.23) Φz
(
(F1, ..., Fd)
)
=
(
Φz1(F1), ...,Φzd(Fd)
)
.
Notice that for every F ∈ Str02(U) and every z ∈ B we have that Φz(F) ∈ G.
This observation and hypothesis (H) isolated above permit us to define a coloring
c : Str02(U)→ {0, ..., bd+1 − 1}
B by the rule
c(F) = (pz)z∈B ⇔ pz = min{p : (H) is satisfied for Φz(F) and p}(6.24)
for every z ∈ B.
Next observe that bU = (b1, ..., bd) and |B| 6 |⊗ Z(m)| =
∏d
i=1 b
m
i . Moreover,
(6.25) h(U) = h = h(Z) − (m+ 1)
(6.20)
> Mil
(
b1, ..., b1︸ ︷︷ ︸
b1−times
, ..., bd, ..., bd︸ ︷︷ ︸
bd−times
|N, 1, b|B|
)
.
Therefore, by Corollary 2.4, it is possible to find U′ = (U ′1, ..., U
′
d) ∈ Str
0
N (U) and
(pz)z∈B ∈ {0, ..., bd+1 − 1}B such that c(F) = (pz)z∈B for every F ∈ Str
0
2(U
′). By
the classical pigeonhole principle, there exist a subset Γ of B with |Γ| > (1/bd+1)|B|
and p0 ∈ {0, ..., bd+1 − 1} such that pz = p0 for every z ∈ Γ. For every i ∈ [d] let
(6.26) Z ′i = (Zi ↾ m) ∪
⋃
z∈Zi(m)
Iz(U
′
i)
MEASURABLE EVENTS INDEXED BY PRODUCTS OF TREES 31
and define Z′ = (Z ′1, ..., Z
′
d). We will show that with these choices part (ii) of the
lemma is satisfied. Indeed, notice first that Z′ is a strong subtree of Z of height
(m + 1) + N and with Z′ ↾ m = Z ↾ m. Now let G ∈ Str2(Z′) with G(0) ∈ Γ be
arbitrary. Observe that there exists F ∈ Str02(U
′) such that G = ΦG(0)(F). Since
G(0) ∈ Γ we have pG(0) = p0 and so the pair (⊗G(1), w
aWp0) is θ-negligible with
respect to D. The proof of Lemma 6.2 is thus completed. 
7. Proof of Theorem 1.5
In this section we complete the proof of Theorem 1.5 following the analysis
outlined in §5. It is organized as follows. In §7.1 we define certain numerical
parameters. In §7.2 we state the main step towards the proof of Theorem 1.5,
Lemma 7.1 below. The proof of Lemma 7.1 occupies the bulk of this section and
is given in §7.3. The proof of Theorem 1.5 is then completed in §7.4. Finally let
d ∈ N with d > 1, b1, ..., bd, bd+1 ∈ N with bi > 2 for all i ∈ [d+ 1] and 0 < ε 6 1.
These data will be fixed throughout this section.
7.1. Defining certain parameters. We set
(7.1) K = UDHL
(
b1, ..., bd|2, ε/(4bd+1)
)
and r =
( ε
48bd+1(
∏d
i=1 bi)
K
)23K−1
.
Recall that K is the number of iterations of the algorithm described in §5. On the
other hand, the quantity r will be used to control the density increment. Also let
(7.2) Q =
(∏d
i=1 b
bi
i
)K
−
(∏d
i=1 bi
)K∏d
i=1 b
bi
i −
∏d
i=1 bi
and define
(7.3) θ(b1, ..., bd, bd+1|ε) =
( ε
24bd+1Q
)3K−2
.
Next let f1, f2 : N→ N be defined by
(7.4) f1(n) = ⌈1/r
3⌉UDHL
(
b1, ..., b1︸ ︷︷ ︸
bK1 −times
, ..., bd, ..., bd︸ ︷︷ ︸
bK
d
−times
|n, r3
)
and
(7.5) f2(n) = Mil
(
b1, ..., b1︸ ︷︷ ︸
b1−times
, ..., bd, ..., bd︸ ︷︷ ︸
bd−times
|n, 1, b(
∏
d
i=1 bi)
K−1)
for every integer n > 1, while f1(0) = f2(0) = 0. Finally, define f : N→ N by
(7.6) f(n) = (f1 ◦ f2)(n) + 1
for every n ∈ N.
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7.2. The main dichotomy. We have the following.
Lemma 7.1. Let T be a finite vector homogeneous tree with bT = (b1, ..., bd), W a
homogeneous tree with bW = bd+1 and D : ⊗T→ P(W ) a level selection of density
ε. Let N ∈ N with N > 1 and assume that
(7.7) h(T) > f (K)(N).
Then, either
(i) there exist a vector strong subtree T′ of T with h(T′) = N and w′ ∈ W
such that the level selection D is (w′,T′, ε+ r2/2)-dense, or
(ii) there exist F ∈ Str2(T) and w ∈ W such that the pair (F, w) is strongly
θ(b1, ..., bd, bd+1|ε)-correlated with respect to D.
7.3. Proof of Lemma 7.1. Before we proceed to the details we need, first, to do
some preparatory work. For notational convenience we shall denote the parameter
θ(b1, ..., bd, bd+1|ε) simply by θ. We set
(7.8) λ =
ε
24bd+1Q
where Q is defined in (7.2). Also, for every n ∈ [K] let
(7.9) θn = θλ
−3(n−1).
Notice that θ1 = θ and θn+1 = θnλ
−3 for every n ∈ [K − 1]. Moreover, recursively
we define two finite sequences (δn)
3K−1
n=0 and (εn)
K
n=0 of reals by the rule
(7.10)
{
δ0 = r,
δn+1 = (δn + δ
2
n)
1/2
and
{
ε0 = ε,
εn+1 = εn − (δ3n + δ3n+1 + δ3n+2).
We will need the following elementary properties satisfied by these sequences.
(P1) For every n ∈ {0, ..., 3K − 1} we have δn 6 2r
2−n .
(P2) For every n ∈ {0, ..., 3K − 2} we have
∑n
i=0 δi + r
2 = δ2n+1.
(P3) We have
∑3K−1
n=0 δn 6 ε/2.
(P4) For every n ∈ {0, ...,K} we have εn = ε−
∑3n−1
i=0 δi.
(P5) For every n ∈ {0, ...,K} we have ε/2 6 εn 6 ε.
(P6) For every n ∈ {0, ...,K − 1} we have
(7.11) δ3n 6 δ3K−3 6 2
( ε
48bd+1(
∏d
i=1 bi)
K
)4
6
( εn
12bd+1(
∏d
i=1 bi)
n+1
)4
.
The verification of these properties is left to the reader. We notice, however, that
properties (P3) and (P6) follow by the choice of r in (7.1).
After this preliminary discussion we are ready to proceed to the details. We will
argue by contradiction. In particular, recursively and assuming that neither (i) nor
(ii) are satisfied, we shall construct
(a) a finite sequence (Zn)
K
n=1 of vector strong subtrees of T,
(b) two finite sequences (wn)
K
n=1 and (w˜n)
K
n=1 of nodes of W , and
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(c) a finite sequence (Γn)
K
n=1 of subsets of ⊗T
such that, setting Z0 = T, the following conditions are satisfied for every n ∈ [K].
(C1) We have Zn ↾ n− 1 = Zn−1 ↾ n− 1 and h(Zn) = n+ f (K−n)(N).
(C2) We have Γn ⊆ ⊗Zn−1(n− 1) and |Γn| > (εn/2bd+1)|⊗ Zn−1(n− 1)|.
(C3) The level selection D is (w˜n, SuccZn(z), εn)-dense for every z ∈ ⊗Zn(n).
(C4) If G ∈ Str2(Zn, k) for some k ∈ {n, ..., h(Zn)−1} with G(0) ∈ Γ1∪ ...∪Γn,
then the pair (⊗G(1), w˜n) is θn-negligible with respect to D.
(C5) We have wn ∈
⋂
z∈Γn
D(z).
(C6) If n > 2 and G ∈ Str2(Zn−1, n − 1) with G(0) ∈ Γ1 ∪ ... ∪ Γn−1, then
wn /∈
⋂
z∈⊗G(1)D(z).
We will present the general step of the recursive construction. The initial step, that
is, the choice of Z1, w1, w˜1 and Γ1, proceeds similarly taking into account that D
is (W (0),T, ε0)-dense.
So fix some m ∈ [K − 1] and assume that the sequences (Zn)mn=1, (wn)
m
n=1,
(w˜n)
m
n=1 and (Γn)
m
n=1 have been selected so that conditions (C1)-(C6) are satisfied.
Notice, first, that Zm is a vector strong subtree of T. Therefore, there exists a
unique ℓm ∈ L(D) such that D(z) ⊆ W (ℓm) for every z ∈ ⊗Z(m). By condition
(C3), we see that ℓW (w˜m) 6 ℓm. We set
(7.12) Γ(m) =
m⋃
k=1
Γk.
Invoking conditions (C1) and (C2), we see that Γ(m) ⊆ ⊗Zm ↾ m− 1. Also let
(7.13) N1 = f2
(
f (K−m−1)(N)
)
and N2 = f
(K−m−1)(N).
Notice that
h(Zm)
(C1)
= m+ f (K−m)(N)(7.14)
(7.6)
= (m+ 1) + (f1 ◦ f2)
(
f (K−m−1)(N)
)
(7.4),(7.13)
> (m+ 1) +
1
r3
UDHL
(
b1, ..., b1︸ ︷︷ ︸
bm+11 −times
, ..., bd, ..., bd︸ ︷︷ ︸
bm+1
d
−times
|N1, r
3
)
.
Moreover,
γ0(εm, ε, r)
(4.1)
= (ε+ r2 − εm)
1/2 (P4)=
( 3m−1∑
i=0
δi + r
2
)1/2
(7.15)
(P2)
= δ3m
(7.11)
6
( εm
12bd+1(
∏d
i=1 bi)
m+1
)4
.
Finally, by the choices of Q and θ in (7.2) and (7.3) respectively and property (P5),
we see that
(7.16) λ 6
εm
12bd+1q(b1, ..., bd,m)
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and
(7.17) θm 6 θK =
ε
24bd+1Q
<
2εm
5bd+1q(b1, ..., bd,m)
where q(b1, ..., bd,m) is defined in (2.11).
Claim 7.2. There exist a vector strong subtree Z′ of Zm with Z
′ ↾ m = Z ↾ m
and h(Z′) = (m + 1) + N1, w ∈ W (ℓm) ∩ SuccW (w˜m) and B ⊆ ⊗Zm(m) with
|B| > (εm/2)|⊗ Zm(m)| satisfying the following properties.
(1) We have w ∈
⋂
z∈B D(z). On the other hand, w /∈
⋂
z∈⊗G(1)D(z) for every
G ∈ Str2(Zm,m) with G(0) ∈ Γ(m).
(2) D is (w, SuccZ′(z), εm+1)-strongly dense for every z ∈ ⊗Z′(m+ 1).
(3) If G ∈ Str2(Z′, k) for some k ∈ {m + 1, ..., h(Z′) − 1} with G(0) ∈ Γ(m),
the pair (⊗G(1), w) is strongly θm+1-negligible with respect to D.
Proof of Claim 7.2. We will rely on Lemma 6.1. Specifically, let “α = εm”, “β = ε”,
“̺ = r”, m be the fixed integer, “θ = θm”, λ be as in (7.8), W be our given
homogeneous tree, “Z = Zm”, “D = D ↾ ⊗Zm”, “ℓ = ℓm”, “w˜ = w˜m”, “Γ = Γ(m)”
and “N = N1”. It is easy to check, using what we have mentioned before the
statement of the claim and our inductive hypotheses, that Lemma 6.1 can be applied
for these data. Noticing that N1 > N , we see that if the first alternative of Lemma
6.1 holds true, then part (i) of Lemma 7.1 is satisfied. This, of course, contradicts
our assumptions. Therefore, part (ii) of Lemma 6.1 is satisfied. The proof of the
claim will be completed once we show that
(a) εm+1 = εm − γ0(εm, ε, r)− γ1(εm, ε, r)− γ2(εm, ε, r) and
(b) θm+1 = θmλ
−3.
Indeed, the equality in (b) above follows immediately by (7.9). Moreover,
γ1(εm, ε, r)
(4.2)
=
(
γ0(εm, ε, r) + γ0(εm, ε, r)
2
)1/2
(7.18)
(7.15)
= (δ3m + δ
2
3m)
1/2 (7.10)= δ3m+1
and
γ2(εm, ε, r)
(4.3)
=
(
γ1(εm, ε, r) + γ1(εm, ε, r)
2
)1/2
(7.19)
(7.18)
= (δ3m+1 + δ
2
3m+1)
1/2 (7.10)= δ3m+2.
Therefore, by the choice of εm+1 in (7.10) and equalities (7.18) and (7.19), we
conclude that the equality in (a) above is also satisfied. The proof of Claim 7.2 is
thus completed. 
Claim 7.3. Let Z′, w and B be as in Claim 7.2. Then there exist a vector strong
subtree Z′′ of Z′ with Z′′ ↾ m = Z′ ↾ m and h(Z′′) = (m+1)+N2, a subset Γ of B
with |Γ| > (1/bd+1)|B| and p0 ∈ {0, ..., bd+1−1} such that the pair (⊗G(1), waWp0)
is θm+1-negligible with respect to D for every G ∈ Str2(Z′′) with G(0) ∈ Γ.
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Proof of Claim 7.3. Now we will rely on Lemma 6.2. To this end notice that
h(Z′) = (m+ 1) +N1
(7.13)
= (m+ 1) + f2(N2)(7.20)
(7.5)
> (m+ 1) +Mil
(
b1, ..., b1︸ ︷︷ ︸
b1−times
, ..., bd, ..., bd︸ ︷︷ ︸
bd−times
|N2, 1, b
(
∏
d
i=1 bi)
m)
.
Moreover, by Claim 7.2, we have B ⊆ ⊗Zm(m) and w ∈
⋂
z∈B D(z). Therefore, we
may apply Lemma 6.2 for the fixed integer m, “θ = θm+1”, our given homogeneous
tree W , “Z = Z′”, “D = D ↾ ⊗Z′”, the set B, the node w and “N = N2”. The
first alternative of Lemma 6.2 yields that there exists F ∈ Str2(Z′) such that the
pair (F, w) is strongly θm+1-correlated with respect to D. Noticing that θm+1 >
θ(b1, ..., bd, bd+1|ε) and invoking our hypothesis that part (ii) of Lemma 7.1 is not
satisfied, we see that the second alternative of Lemma 6.2 holds true. This readily
gives the conclusion of the claim. 
We are in the position to define all necessary data for the general step of the
recursive construction. Specifically, let w be as in Claim 7.2 and Z′′, p0 and Γ
be as in Claim 7.3. We set “Zm+1 = Z
′′”, “wm+1 = w”, “w˜m+1 = w
aWp0” and
“Γm+1 = Γ”. It is easily seen that with these choices conditions (C1)-(C6) are
satisfied. The recursive selection is thus completed.
Now we are ready to derive a contradiction. Notice first that, by condition (C1),
we have h(ZK) = K + N > K. We set S = ZK ↾ K − 1 and D = Γ1 ∪ ... ∪ ΓK .
Invoking condition (C1), we see that S ↾ n = Zn ↾ n for every n ∈ {0, ...,K − 1}.
Therefore, by condition (C2), for every n ∈ {0, ...,K − 1} we have
(7.21) |D ∩ ⊗S(n)| = |Γn+1| > (εn+1/2bd+1)|⊗ S(n)|
(P5)
> (ε/4bd+1)|⊗ S(n)|.
Since bS = (b1, ..., bd) and h(S) = K, by the choice of K in (7.1) and Theorem 2.5,
there exist G ∈ Str2(S) and 1 6 n1 < n2 6 K such that
(7.22) G(0) ∈ Γn1 and ⊗G(1) ⊆ Γn2 .
The inclusion ⊗G(1) ⊆ Γn2 implies, in particular, that
(7.23) G ∈ Str2(S, n2 − 1) = Str2(Zn2−1, n2 − 1).
Thus, by condition (C6), we have
(7.24) wn2 /∈
⋂
z∈⊗G(1)
D(z).
On the other hand, however, by condition (C5), we get that
(7.25) wn2 ∈
⋂
z∈Γn2
D(z) ⊆
⋂
z∈⊗G(1)
D(z).
This is clearly a contradiction. The proof of Lemma 7.1 is thus completed.
36 PANDELIS DODOS, VASSILIS KANELLOPOULOS AND KONSTANTINOS TYROS
7.4. Proof of Theorem 1.5. Recall that the constant θ(b1, ..., bd, bd+1|ε) has been
defined in (7.3). Let K, r and f be as in (7.1) and (7.6) respectively. We set
K ′ = K⌈2/r2⌉ and we define
(7.26) StrCor(b1, ..., bd, bd+1|ε) = f
(K′)(2).
With these choices, Theorem 1.5 follows by Lemma 7.1 via a standard iteration.
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