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We consider interacting, charged spins on a torus described by a gapped Hamiltonian with a
unique groundstate and conserved local charge. Using quasi-adiabatic evolution of the groundstate
around a flux-torus, we prove, without any averaging assumption, that the Hall conductance of
the groundstate is quantized in integer multiples of e2/h, up to exponentially small corrections in
the linear size L. In addition, we discuss extensions to the fractional quantization case under an
additional topological order assumption on the degenerate groundstate subspace.
I. INTRODUCTION
At low temperature, the Hall conductance of a quantum system can be quantized to remarkable precision. While this
is an experimental fact, and the essential ingredients of our intuitive understanding of it were provided by Laughlin7,
there is still no fully satisfactory mathematical proof of why this happens. The main approaches theoretically are
either the Chern number approach8–10, which relies on either an additional averaging assumption or a uniformity
assumption, and the non-commutative geometry approach11, which is only applicable to non-interacting electrons.
Another approach by Fro¨hlich and collaborators12 uses field-theoretic methods; while that approach uses a gap to
prove quantization, it does not work at the level of a microscopic Hamiltonian and so does not give bounds in terms of
the underlying constants such as interaction strength and range. In this paper, we present an approach which avoids
all these issues. It avoids averaging and is applicable to interacting electrons; it gives quantitative bounds in terms of
the microscopic interaction constants; and finally it can even be extended to handle fractional quantization.
Before we formulate our main result, we discuss our setup of the Quantum Hall Effect. We will consider a discrete,
tight-binding model of degrees of freedom, which may include fermions, spins, or both, at sites on a torus T , where
each site s has a finite dimensional Hilbert space Hs associated with it (the dimension of the Hilbert space does
not in any way enter into our bounds). The torus T is obtained by joining the boundaries of a finite [1, L] × [1, L]
subset of Z2. Let AZ be the algebra of observables on set Z which have even fermionic parity (see Appendix A for a
detailed construction of the Hilbert space of the system and for definition of fermionic parity). At each site s ∈ T ,
we introduce the charge operator qs ∈ A{s} with eigenvalues 0, 1, . . . , qmax, representing a state with the respective
charge at site s. From a general point of view, we are interested in properties of the groundstate of the Hamiltonian
H0 =
∑
Z⊂T Φ(Z), where the following assumptions are satisfied:
1. The Hamiltonian terms Φ(Z) are k-body interactions with finite strength and finite range. Formally, ∃ J > 0
and R, kmax ≥ 1 with L > 2R such that:
(a) Φ(Z) = Φ†(Z) ∈ AZ ,
(b) sups∈T
∑
Z3s ‖Φ(Z)‖ ≤ J ,
(c) ∀Z ⊂ T, if diam(Z) > R or |Z| > kmax, then Φ(Z) = 0,
where diam(Z) = max{s1,s2∈Z}{d(s1, s2)}, d(s1, s2) = |x(s1)−x(s2)| (mod L)+ |y(s1)−y(s2)| (mod L), with
x(s), y(s) denoting the x and y coordinates of site s, respectively.
2. The Hamiltonian H0 =
∑
Z⊂T Φ(Z) has a unique, normalized groundstate denoted by
∣∣Ψ0〉 and a spectral gap
to the first excited state which is lower bounded by γ > 0. We use P0 = |Ψ0〉〈Ψ0| to denote the projector onto
the groundstate.
3. The total charge Q =
∑
s∈T qs is conserved, so that [Q,H0] = 0.
Our results are quantitative, giving error bounds that decay almost exponentially fast as L → ∞. We refer
to a function f as “almost-exponentially decaying”, if for all c with 0 ≤ c < 1 there is a constant C such that
f(x) ≤ C exp(−xc) for all sufficiently large x. We say that a quantity is almost-exponentially small in some other
quantity x, if it is bounded in absolute value by an almost-exponentially decaying function of x. This family of almost-
exponentially decaying functions has the nice property that an almost-exponentially decaying function multiplied by
a polynomial is still almost-exponentially decaying. Also, if f(x) is almost-exponentially small in x, then f(ax) is
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2almost-exponentially small in x for any a > 0. These properties may help the reader; while we have many detailed
error bounds, many of them are in this form of an almost-exponentially decaying function (functions f, g defined
later) times a polynomial, and using this property one can verify that our final error is almost-exponentially decaying
without having to verify all the manipulations of polynomials in the intermediate steps.
Our main result is the following:
Theorem 1. For any fixed, L-independent R, J, qmax and spectral gap γ > 0, for any Hamiltonian H0 satisfying
the above assumptions, the difference between the Hall conductance σxy and the nearest integer multiple of e
2/h is
almost-exponentially small in L, where the Hall conductance is defined in Eq. (56) and e2/h denotes the square of the
electron charge divided by Planck’s constant.
This implies that, for fixed J,R, γ and qmax, the difference between the Hall conductance and the nearest integer
multiple of e2/h tends to zero in the L → ∞ limit; we remark that this integer might, however, depend upon L. It
also implies that given any continuous path of Hamiltonians {Hs} with uniform bounds on J,R, γ for all s ∈ [0, 1],
then (for sufficiently large L) the closest integer to σxy · (h/e2) is constant along the path. The almost-exponentially
small function in the theorem above is a sum of three different quantities computed later in the proof; the largest one
(asymptotically) is given in Eq. (103).
In the above theorem, we specify that R, J, γ, qmax are L-independent. For brevity, later in the paper, whenever we
write that a quantity is almost-exponentially small in L, this will always similarly be done for fixed, L-independent
choices of R, J, qmax and γ > 0, even if not explicitly specified.
Before giving the proof, we discuss the applicability of our assumptions to physical experimental systems. The
first assumption includes only finite range interactions. While there are long range Coulomb interactions in real
experimental systems, the screening of Coulomb interactions may justify this assumption. Moreover, the case in
which the torus is not exactly square, but has an aspect ratio of order unity, can be handled by combining several
sites in one direction into a single site to make the aspect ratio unity; in fact, with minor changes in the proof, a
polynomial aspect ratio can be handled also, at the cost of a polynomial increase in the error bounds. We omit this
case for simplicity. Our techniques can also be extended to the case of exponentially decaying interactions, which we
also omit for the sake of brevity.
We note here that interactions Φ(X) in H0, supported on subsets X which cross the boundaries x = 0 and y = 0,
are non-zero on the torus T . Furthermore, without loss of generality, we may assume that each term Φ(Z) of the
initial Hamiltonian commutes with the total charge Q, by substituting Φ(Z) with the averaged interaction Φ′(Z),
which has the same range R and strength still bounded by J :
Φ′(Z) =
1
2pi
∫ 2pi
0
eiθQ Φ(Z) e−iθQ dθ. (1)
In particular, note that eiθQ Φ(Z) e−iθQ = eiθQZ Φ(Z) e−iθQZ , where QZ =
∑
s∈Z qs, ‖Φ′(Z)‖ ≤ ‖Φ(Z)‖ and:
[Q,Φ′(Z)] =
1
2pii
∫ 2pi
0
∂θ
(
eiθQ Φ(Z) e−iθQ
)
dθ =
1
2pii
(
ei2piQ Φ(Z) e−i2piQ − Φ(Z)) = 0,
since the total charge Q is the sum of commuting charges qs with integer spectrum. Moreover,∑
Z⊂T
Φ′(Z) =
1
2pi
∫ 2pi
0
eiθQH0e
−iθQ dθ = H0,
since H0 =
∑
Z⊂T Φ(Z) commutes with the total charge Q. Hence, when we write Φ(Z) from now on, we will be
referring to Φ′(Z) defined in (1). Given the motivation behind the proof that follows, it is important to note that the
above transformation is not an added assumption on H0, but a consequence of the assumptions already enumerated.
The averaging assumption that has persisted in all previous attempts to prove quantization of the Hall conductance
for interacting systems is of a different nature and refers to the adiabatic transformation of the Hamiltonian H0
into a family of distinct Hamiltonians, as discussed below. In contrast, the above symmetrizing transformation is a
regrouping of the interaction terms in H0. We remark that if the terms Φ(Z) in H0 had individually commuted with
Q before the symmetrizing transformation, then the symmetrizing transformation has no effect, giving Φ′(Z) = Φ(Z).
Sketch of the main argument.
Our proof is closely related to the Chern number approach8,9, so we review it and then contrast our technique.
In the Chern number approach, one computes the Hall conductance of the above system of interacting electrons
3by introducing magnetic fluxes through twists θx, θy at the boundary of the torus, T . A time-dependent flux θx
“generates” an electric field in the x direction, while the flux θy “measures” the current in the y direction, and thus
the Hall conductance can be identified with a certain current-current correlation evaluated at the groundstate
∣∣Ψ0〉.
In the Chern number approach, one assumes that there is a unique groundstate for all θx, θy. If the groundstate is
adiabatically transported around an infinitesimal loop near θx = θy = 0, the state acquires a phase proportional to
the area of the loop multiplied by the Hall conductance. That is, the Hall conductance is equal to the curvature of
the connection given by parallel transport of the groundstate. The average of the Hall conductance over the torus is
then equal to an integer, the Chern number. Unfortunately, this argument relies on unknown spectral properties of
the Hamiltonians involved in the adiabatic evolution, so it can only provide a quantization result for an averaged Hall
conductance, which may or may not correspond to the Hall conductance at the groundstate of H0.
Our proof requires only the presence of a spectral gap for H0, which allows us to construct a simulated adiabatic
evolution, introduced in Ref. 1 as quasi-adiabatic evolution (and studied further in Ref. 2–4.) There are two crucial
reasons for using the quasi-adiabatic evolution in its latest incarnation3,4:
1. The action of the quasi-adiabatic evolution on the groundstate subspace is indistinguishable from the action
of the adiabatic evolution (cf. Kato’s adiabatic theorem13, originally formulated by M. Born and V. Fock in
1928), as long as there is a non-zero, constant lower-bound on the spectral gap throughout the evolution. This
indistinguishability between the two evolutions implies that the geometric phase acquired by the groundstate∣∣Ψ0〉 through quasi-adiabatic evolution on an infinitesimal loop near the origin in flux-space, will be the desired
Hall conductance multiplied by the area of the loop, as explained at the beginning of this section.
2. The quasi-adiabatic evolution is generated by quasi-local interactions with well defined decay and strength,
precisely the ingredients one needs to define an effective light-cone for the propagation of correlations - the kind
of correlations responsible for the quantization of the Hall conductance. In particular, quasi-adiabatic evolution
has the added benefit of generating an evolution in flux-space where the parallel transport of the groundstate
has uniform curvature, up to exponentially small errors in the linear size of the system. The locality of the
evolution generated by quasi-adiabatic continuation holds even in regions of flux-space where the spectral gap
of the Hamiltonian may vanish; in these regions, the quasi-adiabatic evolution may differ from Kato’s adiabatic
evolution, in particular, by accessing higher energy states during intermediate steps of the evolution.
Our proof rests on four results. First, in Proposition 1 proven in Section IV, we show that the quasi-adiabatic
evolution of the groundstate around a small (but non-infinitesimal) square loop near the origin in parameter space
(θx = θy = 0) gives back the initial groundstate up to a geometric phase, which we relate to the Hall conductance at
θx = θy = 0. This result uses the indistinguishability of quasi-adiabatic and adiabatic evolution given a uniform lower
bound on the spectral gap. By taking the loop size sufficiently small, the existence of a gap at the origin implies the
existence of a gap along the loop. In contrast, the later steps of the proof use loops that do not remain near the origin
and, crucially, in these steps of the proof no gap along the path is needed or assumed. The size of the small loops is
chosen in (102) to be almost-exponentially small in the linear size L, in order to optimize the final error bound.
Second, we show in Proposition 2 that quasi-adiabatic evolution of the groundstate around a large loop in parameter
space, Λ : (0, 0)→ (2pi, 0)→ (2pi, 2pi)→ (0, 2pi)→ (0, 0), returns to a state which is almost-exponentially close to the
initial groundstate with a trivial overall phase. To do this, we use locality estimates and energy estimates to prove
that quasi-adiabatic evolution of the ground state along a single side of this path, such as (0, 0)→ (2pi, 0), returns to
a state almost exponentially close to the ground state. Then, we use a cancellation of phases between opposite sides
of the path to show that the overall phase is trivial.
Third, we show, in a procedure reminiscent of Stokes’ theorem, that the quasi-adiabatic evolution around the large
loop in parameter space considered in the second step can be decomposed into the product of a large number of
quasi-adiabatic evolutions around paths as illustrated in Fig. 1 (see also, Fig. 3). Each of these paths consists of
following a path in flux-space starting at (0, 0), going to (0, θy), then to (θx, θy), evolving counter-clockwise around a
small loop at the given (θx, θy) and then returning to (0, 0), as shown in Fig. 1. That is, we decompose the motion
around a single large loop into many motions around small loops with different basepoints.
In the fourth step, we show that quasi-adiabatic evolution of the groundstate following the paths described in the
third step gives a state almost-exponentially close to the initial groundstate, up to a geometric phase. Crucially, we
prove in lemma VII.2 that the geometric phase is independent of θx, θy, up to almost-exponentially small errors in
the system size.26 Thus, the first step in the proof implies that the geometric phase generated by any one of these
evolutions corresponds to the Hall conductance at θx = θy = 0, multiplied by the area of the small loop. As in the
second step, we do not require any lower bound on the spectral gap of the Hamiltonian path in this step, and if
the gap does become small, then the quasi-adiabatic evolution around this path may not simulate the true adiabatic
evolution. Rather, the proof that we return to the groundstate, with the right geometric phase, depends on locality
estimates based on Lieb-Robinson bounds for quasi-adiabatic evolutions. Moreover, it is shown in Appendices that
4FIG. 1: Arrows illustrating the path in flux-space that the quasi-adiabatic evolution follows in lemma VII.2, where it is shown
that the state at the end of the evolution is the same as the initial groundstate, up to a geometric phase that depends only on
the size of the small loop. In particular, the phase is independent of (θx, θy), up to vanishing corrections in the lattice size, L.
this decomposition, combined with the result from the second step of the proof, implies that the phase generated by the
evolution around the large loop is the product of the phases coming from the small loops, up to almost-exponentially
small corrections. The bounds on these corrections are in Proposition 3.
Combining these four steps, the trivial phase produced by quasi-adiabatic evolution around the large loop is almost-
exponentially close to the product of the phases around each small loop. Since the phase produced by evolution around
each small loop is the same (up to almost-exponentially small fluctuations), we can then show that the phase around
a small loop near the origin, raised to a power equal to the number of small loops, is close to unity. This geometric
phase is proportional to the Hall conductance and the desired quantization follows.
The most difficult technical step is the fourth one. The first step relies only on the fact that quasi-adiabatic
continuation for systems with a non-zero spectral gap simulates adiabatic evolution faithfully. The second step
is similar to the proof of the Lieb-Schultz-Mattis theorem in higher dimensions1. We use energy estimates and
additional virtual fluxes φx = −θx, φy = −θy introduced at x = L/2 + 1 and y = L/2 + 1 to show that the quasi-
adiabatic evolution of the groundstate along any of the four sides of the square (for example, from θx = θy = 0 to
θx = 2pi, θy = 0) gives a state which is close to the groundstate up to a phase. Then, we show that these phases
cancel between evolutions along opposite sides of the flux-square, to produce a trivial overall phase. We recommend
that the reader be familiar with the proof of the higher-dimensional Lieb-Schultz-Mattis theorem before reading this
proof, given that some of the ideas of the present proof appear in that proof in a simpler setting.
Lieb-Robinson bounds play a critical role in our proof. These bounds were first introduced in Ref. 15, and extended in
Ref. 16,17. Nachtergaele and Sims, in Ref. 17, gave the important extension to general lattices including exponentially
decaying interactions. The most recent, tightest, and most general estimates, which we use, are from14. The need
to use Lieb-Robinson bounds does currently limit us to lattice Hamiltonians; the extension to fermions moving in R2
would require using unbounded interactions and an infinite dimensional Hilbert space and is currently beyond our
techniques, although work such as24 is an important step towards this.
We use C throughout the text to refer to various numeric constants of order unity. There are several places in the
proof where we assume some lower bound on L without always explicitly stating it; we do this for three reasons. The
first reason is that in many places, such as Eq. (72), we construct subsets of the lattice whose size is a fraction of L;
this first reason in fact only requires that L be at least a constant times the range of interactions, R. The second
reason is that many of the error estimates are a sum of error terms which have different behaviors in L, and we want
to require in each case that the term in the error estimate which is dominant in the asymptotic (L → ∞) limit is
larger than the other error terms. This second reason also only requires that L be at least a constant times R. The
third reason is that Proposition 1 requires an upper bound on r. Since the parameter r depends on L as given in
Eq. (102), we get a more stringent requirement on L which takes into account implicit units of length set by quantities
such as qmax J/γ. After giving the proof, we briefly discuss various extensions.
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FIG. 2: Lines illustrating how the flux-twists change Hamiltonian terms on the torus. The fluxes θx, θy affect interactions
supported on strips of width 2R centered on the vertical and horizontal solid lines, while the virtual fluxes φx, φy affect
interactions supported on strips of width 2R centered on the vertical and horizontal dashed lines. The bulk of interactions
remains unchanged.
II. TWISTED BOUNDARY CONDITIONS
Though we are ultimately interested only in computing the Hall Conductance of the groundstate of the Hamiltonian
H0 discussed in the previous section, to aid us in our goal we will construct a family of Hamiltonians of the form:
H(θx, φx, θy, φy) =
∑
Z⊂T
Φ(Z; θx, φx, θy, φy). (2)
In order to specify the interaction terms in the above family of Hamiltonians, we introduce the following periodic
flux-twists: For an operator A,
RX(θx, A) = e
iθxQXAe−iθxQX = RX(θx + 2pi,A), QX =
∑
1≤x(s)≤L/2
qs (3)
RY (θy, A) = e
iθyQY Ae−iθyQY = RY (θy + 2pi,A), QY =
∑
1≤y(s)≤L/2
qs. (4)
Then, the interaction term Φ(Z; θx, φx, θy, φy) is defined according to the following prescription:
X-1. If ∃s ∈ Z : |x(s)− 1| < R, then Φ(Z; θx, φx, θy, φy) = RX(θx,Φ(Z; 0, 0, θy, φy)).
X-2. If ∃s ∈ Z : |x(s)− (L/2 + 1)| < R, then Φ(Z; θx, φx, θy, φy) = RX(−φx,Φ(Z; 0, 0, θy, φy)).
X-3. Otherwise, Φ(Z; θx, φx, θy, φy) = Φ(Z; 0, 0, θy, φy).
Continuing, the terms Φ(Z; 0, 0, θy, φy) are defined as follows:
Y-1. If ∃s ∈ Z : |y(s)− 1| < R, then Φ(Z; 0, 0, θy, φy) = RY (θy,Φ(Z)).
Y-2. If ∃s ∈ Z : |y(s)− (L/2 + 1)| < R, then Φ(Z; 0, 0, θy, φy) = RY (−φy,Φ(Z)).
Y-3. Otherwise, Φ(Z; 0, 0, θy, φy) = Φ(Z).
Note that since the interactions Φ(Z) have finite range R and the charge operators QX , QY are made up of non-
interacting point-charges, the twists only affect two horizontal and two vertical strips, each of width 2R, centered on
the lines x = 1, x = L/2+1 and y = 1, y = L/2+1, respectively, as shown in Fig. 2. Moreover, for each Φ(Z), at most
two flux-twists act non-trivially. In particular, there are 4 sets of interactions that see both twists simultaneously,
namely those that satisfy conditions X-1 ∧ Y-1, X-1 ∧ Y-2, X-2 ∧ Y-1, or X-2 ∧ Y-2. For example, interactions Φ(Z)
that satisfy conditions X-1 ∧ Y-1 transform into RY (θy, RX(θx,Φ(Z))) (the order in which we apply the twists is
irrelevant, since [QX , QY ] = 0).
It will be useful later on to bound the partial derivatives of the Hamiltonian with respect to the flux-twists. There
are 2RL sites on each of the strips centered on x = 1 and y = 1, on which the individual terms in ∂θxH(θx, 0, θy, φy)
6and ∂θyH(θx, φx, θy, 0) may be grouped to act. Moreover, since each interaction Φ(Z; θx, 0, θy, φy) commutes with the
total charge Q (see (1)), we have:
∂θxΦ(Z; θx, 0, θy, φy) = i [QZ∩X ,Φ(Z; θx, 0, θy, φy)] = −i [QZ∩X ,Φ(Z; θx, 0, θy, φy)], (5)
where QZ∩X is the charge in Z that is also contained in QX and QZ∩X = Q−QZ∩X . Then, each set of interactions
acting on a particular site s has norm bounded as follows:∑
Z3s
‖∂θxΦ(Z; θx, 0, θy, φy)‖ =
∑
Z3s
‖[QZ∩X ,Φ(Z; θx, 0, θy, φy)]‖ ≤ min{|Z ∩X|, |Z ∩X|} qmax
∑
Z3s
‖Φ(Z)‖ ≤ Qmax J
2R
,
(6)
where we defined:
Qmax ≡ Rkmax qmax. (7)
We also used that A ≥ 0 =⇒ ‖[A,B]‖ = ‖[A − (‖A‖/2)1 , B]‖ ≤ 2‖A − (‖A‖/2)1‖‖B‖ = ‖A‖‖B‖ and min{|Z ∩
X|, |Z ∩X|} ≤ kmax/2. Similarly,
∑
Z3s ‖∂θΦ(Z; θx, φx, θ, 0)|θ=θy‖ ≤ Qmax J/(2R). The previous bounds imply:
‖∂θH(θ, 0, θy, φy)|θ=θx‖ ≤ QmaxJL, (8)
‖∂θH(θx, φx, θ, 0)|θ=θy‖ ≤ QmaxJL. (9)
Finally, remembering that Φ(Z) commutes with the total charge Q, one may verify using the definitions of twisted
interactions, that:
RX(−θ,H(θx, φx, θy, φy)) = H(θx − θ, φx + θ, θy, φy), (10)
RY (−θ,H(θx, φx, θy, φy)) = H(θx, φx, θy − θ, φy + θ), (11)
which implies that the twist (near origin)/anti-twist (near midpoint) Hamiltonians (i.e. φx = −θx and φy = −θy)
are unitarily equivalent to the original gapped Hamiltonian. In particular, we have the important unitary equivalence
between H0 and H(θx,−θx, θy,−θy):
RX(θx, RY (θy, H0)) = H(θx,−θx, θy,−θy). (12)
III. THE QUASI-ADIABATIC EVOLUTION
A key ingredient of adiabatic evolution is the persistence of a non-vanishing spectral gap. The quasi-adiabatic
evolution defined in3,4 simulates the true adiabatic evolution exactly, so long as the spectral gap is sufficiently large,
which is the statement of Lemma III.4. But, first, let us look at some properties of the true adiabatic evolution.
A. Generating the true adiabatic evolution
In order to simulate the adiabatic evolution of the groundstate of a family of gapped Hamiltonians, we first need
to write down a differential equation describing the desired evolution. To do this, we note that if for some s ≥ 0, we
have that {H(θ)}θ∈[0,s] is a differentiable family of gapped Hamiltonians with a differentiable family of unique (up to
a phase) groundstates
∣∣Ψ0(θ)〉 and groundstate energies E0(θ), then differentiating (H(θ)−E0(θ)) ∣∣Ψ0(θ)〉 = 0 yields:
(1 − P0(θ))∂θ
∣∣Ψ0(θ)〉 = − 1 − P0(θ)
H(θ)− E0(θ) ∂θH(θ)
∣∣Ψ0(θ)〉, (13)
where P0(θ) = |Ψ0(θ)〉〈Ψ0(θ)|. Since the phase of
∣∣Ψ0(θ)〉 is arbitrary, we may choose:∣∣Ψ′0(θ)〉 = e− ∫ θ0 〈Ψ0(t),∂tΨ0(t)〉dt∣∣Ψ0(θ)〉, (14)
which is also a groundstate of H(θ) and satisfies the parallel transport condition:〈
Ψ′0(θ), ∂θΨ
′
0(θ)
〉
= 0. (15)
7Combining the above condition with (13) we have:
∂θ
∣∣Ψ′0(θ)〉 = − 1 − P0(θ)H(θ)− E0(θ) ∂θH(θ) ∣∣Ψ′0(θ)〉. (16)
From here on, we will assume that whenever we adiabatically transport a unique groundstate along a path in parameter
space, we do this satisfying the parallel transport condition. Moreover, if H(θ) has a spectral gap ∆(θ) > 0, then we
have ∆(θ) · (1 − P0(θ)) ≤ H(θ)− E0(θ), which combined with (16) implies the bound:
‖∂θ
∣∣Ψ′0(θ)〉‖ ≤ ‖∂θH(θ)‖∆(θ) (17)
Furthermore, after expanding ∂2θ [(H(θ)− E0(θ))
∣∣Ψ′0(θ)〉] = 0 and rearranging terms, we get the higher-order bound:
(1 − P0(θ)) ∂2θ
∣∣Ψ′0(θ)〉 = − 1 − P0(θ)H(θ)− E0(θ) [2∂θH(θ) (∂θ∣∣Ψ′0(θ)〉) + (∂2θH(θ))∣∣Ψ′0(θ)〉] =⇒
∂2θ
∣∣Ψ′0(θ)〉+ ‖∂θ∣∣Ψ′0(θ)〉‖2∣∣Ψ′0(θ)〉 = − 1 − P0(θ)H(θ)− E0(θ) [2∂θH(θ) (∂θ∣∣Ψ′0(θ)〉) + (∂2θH(θ))∣∣Ψ′0(θ)〉] =⇒
‖∂2θΨ′0(θ)‖ ≤ ‖∂θΨ′0(θ)‖2 +
2‖∂θH(θ)‖ · ‖∂θΨ′0(θ)‖+ ‖∂2θH(θ)‖
∆(θ)
≤ 3‖∂θH(θ)‖
2
∆2(θ)
+
‖∂2θH(θ)‖
∆(θ)
(18)
where we used condition (15) to get
〈
Ψ′0(θ), ∂
2
θΨ
′
0(θ)
〉
= −‖∂θ
∣∣Ψ′0(θ)〉‖2 from ∂θ〈Ψ′0(θ), ∂θΨ′0(θ)〉 = 0, for the second
line and used (17) to get the final estimate.
It will be useful to have an estimate on the gap ∆(r) as r changes from 0.
Lemma III.1. If for some s ≥ 0, we have that {H(r)}r∈[0,s] is a differentiable path of Hamiltonians each with spectral
gap ∆(r) and groundstate Ψ0(r), then for r ∈ [0, s]:
∆(r) ≥ ∆(0)− 2 r · sup
θ∈[0,r]
‖∂θH(θ)‖ (19)
Proof. Let E0(r) be the groundstate energy of H(r). The spectrum of H(0) is contained in {E0(0)}∪[E0(0)+∆(0),∞).
Therefore, a well-known result in functional analysis (basically, a triangle inequality) implies that the spectrum of
H(r) is contained in [E0(0)−‖H(r)−H(0)‖, E0(0) + ‖H(r)−H(0)‖]∪ [E0(0) + ∆(0)−‖H(r)−H(0)‖,∞). We have
‖H(r)−H(0)‖ ≤ ∫ r
0
‖∂θH(θ)‖dθ ≤ r · supθ∈[0,r] ‖∂θH(θ)‖. Thus, ∆(r) ≥ ∆(0)− 2 r · supθ∈[0,r] ‖∂θH(θ)‖.
B. Simulating the true adiabatic evolution.
We introduce the following super-operator that will allow us to simulate the adiabatic evolution given by (16):
S∆(H,A) =
∫ ∞
−∞
dtW∆(t) τ
H
t (A), (20)
where we define τHt (A) := e
itHAe−itH and W∆(t) is the filter function studied in3,4 with the following properties:
1. The Fourier Transform satisfies Wˆ∆(λ) = i/λ, for |λ| ≥ ∆,
2. W∆(t) is continuous everywhere but at t = 0, where it is right continuous with ‖W∆‖∞ = W∆(0) = 1/2. W∆(t)
is decaying monotonically for t ≥ 0, with asymptotic decay of order exp{−c0∆|t|/ ln2(∆|t|)}, for some c0 > 0.
3. W∆(t) is an odd function everywhere but at t = 0. Moreover, ‖W∆‖1 ≤ K/∆, for a constant K > 0.
Note that the following useful bound holds:
‖S∆(H,A)‖ ≤ 2
∫ ∞
0
W∆(t)
∥∥τHt (A)∥∥ dt = 2‖A‖ ∫ ∞
0
W∆(t) dt ≤ (K/∆) ‖A‖ (21)
and that, for Hermitian H and A, the operator S∆(H,A) is also Hermitian. More importantly, the operator S∆(H,A)
has a decomposition into almost-exponentially decaying interactions3,4 localized near the support of A:
8Lemma III.2. Define bu(r) = {s ∈ Λ : d(s, u) ≤ r} to be the ball of radius r centered at u ∈ T . Let A be an operator
with supp(A) := Z = bu(r0), r0 ≥ 0. Then, setting Z(M) = {s ∈ T : d(s, Z) ≤ M} and HZ(M) =
∑
Y⊂Z(M) Φ(Y ),
we have the following decompositions:
S∆(H,A) =
∑
r≥r0
S∆,r(H,A), supp(S∆,r(H,A)) = bu(r), ‖S∆,r(H,A)‖ ≤ 2 ‖A‖ f∆(r − r0), (22)
S(M)∆ (H,A) :=
M∑
r≥r0
S∆,r(H,A) = S∆(HZ(M), A), ‖S(M)∆ (H,A)‖ ≤ (K/∆) ‖A‖, (23)
for an almost-exponentially decaying function f∆(r) ∼ ∆−1 exp{−c1 r/ ln2 r} with f∆(0) = K/∆ and decay rate
c1 ∼ ∆J R .
We will make extensive use of the localized version S(M)∆ (H,A) of S∆(H,A), since the new operator has support
strictly within bu(M), for r0 ≤ M ≤ L. The following lemma gives an estimate on the error of approximating
S∆(H,A) by S(M)∆ (H,A) for the case r0 = R which will be used later:
Lemma III.3. For an operator A supported on bu(R), with u ∈ T , the following bound holds for M ≥ R:
‖S(M)∆ (H,A)− S∆(H,A)‖ ≤ ‖A‖ g∆(M), g∆(M) := 2
∑
r≥M
f∆(r −R). (24)
Note that g∆(M) ∼ ∆−1 ln2(M −R) · exp{−c1 (M −R)/ ln2(M −R)}, which implies an almost-exponential decay in
the error of approximation between the operator S∆(H,A) and its localized version S(M)∆ (H,A).
Remark: The functions f∆ and g∆ are dimensionful, having dimensions of (Energy)
−1 (in particular, 1/∆).
It is important to note here that for a Hamiltonian H(θ) =
∑
Z⊂T Φ(Z; θ), with each Φ(Z; θ) term supported on
Z ⊂ T , we have:
S(M)∆ (H(θ), ∂θH(θ)) :=
∑
Z⊂T
S(M)∆ (HZ(M)(θ), ∂θΦ(Z; θ)). (25)
Moreover, the parameter ∆ corresponds to a threshold for the spectral gap of the adiabatic evolution below which
the quasi-adiabatic evolution seizes to be faithful to the true adiabatic evolution. More precisely, let us define the
following family of states corresponding to a differentiable family of Hamiltonians H(θ):
∂θ
∣∣Φ∆(θ)〉 = iS∆(H(θ), ∂θH(θ)) ∣∣Φ∆(θ)〉, ∣∣Φ∆(0)〉 = ∣∣Ψ0(0)〉, (26)
where Ψ0(0) is the unique groundstate of H(0). Defining the unitary U∆(θ) by its generating dynamics according to
the following differential equation:
∂θU∆(θ) = iS∆(H(θ), ∂θH(θ))U∆(θ), U∆(0) = 1 , (27)
we may also write: ∣∣Φ∆(θ)〉 = U∆(θ)∣∣Ψ0(0)〉. (28)
We say that the state Φ∆(θ) is the quasi-adiabatic evolution of Ψ0(0) along the path 0→ θ.
The following lemma makes precise the sense in which the family of states defined by (28) are indistinguishable
from the true groundstates of the family of Hamiltonians H(θ):
Lemma III.4 (Adiabatic simulation). Assume that for some s ≥ 0, {H(θ)}θ∈[0,s] is a differentiable path of gapped
Hamiltonians, each with spectral gap ∆(θ) ≥ ∆ > 0. For ∣∣Φ∆(θ)〉 defined in (26) and ∣∣Ψ0(θ)〉 the groundstate of H(θ)
satisfying (15), the following equality holds for θ ∈ [0, s]:∣∣Ψ0(θ)〉 = ∣∣Φ∆(θ)〉 := U∆(θ)∣∣Ψ0(0)〉. (29)
Proof. The above equality follows from considering the norm of the vector
∣∣δ(θ)〉 = ∣∣Φ∆(θ)〉− ∣∣Ψ0(θ)〉, which satisfies∣∣δ(0)〉 = 0 and ∂θ∣∣δ(θ)〉 = iS∆(θ)∣∣δ(θ)〉+ i (S∆(θ)− T (θ)) ∣∣Ψ0(θ)〉, where:
S∆(θ) = S∆(H(θ), ∂θH(θ)), i T (θ) = − 1 − P0(θ)
H(θ)− E0(θ) ∂θH(θ), (30)
9and the definition of i T (θ) follows from (16). We note that for Ψn(θ) an eigenstate of H(θ) with eigenvalue En(θ),
n ≥ 0, we have: 〈
Ψn(θ), iS∆(θ)Ψ0(θ)
〉
=
(
i
∫ ∞
−∞
W∆(t) e
it(En(θ)−E0(θ))dt
)〈
Ψn(θ), ∂θH(θ)Ψ0(θ)
〉
= i Wˆ∆ (En(θ)− E0(θ))
〈
Ψn(θ), ∂θH(θ)Ψ0(θ)
〉
(31)
= −
〈
Ψn(θ), ∂θH(θ)Ψ0(θ)
〉
En(θ)− E0(θ) n ≥ 1, (32)〈
Ψ0(θ),S∆(θ)Ψ0(θ)
〉
=
(∫ ∞
−∞
W∆(t) dt
)〈
Ψ0(θ), ∂θH(θ)Ψ0(θ)
〉
= 0, (33)
where we used Wˆ∆(En(θ)− E0(θ)) = i/(En(θ)− E0(θ)) (since En(θ)− E0(θ) ≥ ∆, for n ≥ 1, by assumption) in the
third equality and W∆(t) being an odd function, for the last equality. Now, setting
∣∣Ψ′(θ)〉 = i(S∆(θ)−T (θ))∣∣Ψ0(θ)〉,
we have that: 〈
Ψn(θ),Ψ
′(θ)
〉
= −
〈
Ψn(θ), ∂θH(θ)Ψ0(θ)
〉
En(θ)− E0(θ) +
〈
Ψn(θ), ∂θH(θ)Ψ0(θ)
〉
En(θ)− E0(θ) = 0, n ≥ 1, (34)〈
Ψ0(θ),Ψ
′(θ)
〉
= 0. (35)
In other words, we have shown that ∂θ
∣∣δ(θ)〉 = iS∆(θ)∣∣δ(θ)〉, which implies that ∣∣δ(θ)〉 = U∆(θ)∣∣δ(0)〉 = 0, for the
unitary U∆(θ) defined in (27). This completes the proof.
IV. QUASI-ADIABATIC UNITARIES AND LOOP OPERATORS
Since we will be looking at quasi-adiabatic evolutions corresponding to Hamiltonians H(θx, θy) with domain embed-
ded in R2 (specifically, (θx, θy) ∈ 2pi× 2pi), we introduce here the unitaries describing the quasi-adiabatic evolution of∣∣Ψ0〉 = ∣∣Ψ0(0, 0)〉 around a closed loop in flux-space. We begin by defining below the generators of the quasi-adiabatic
dynamics:
DX(θx, θy) = S∆(H(θx, θy), ∂θxH(θx, θy)) (36)
DY (θx, θy) = S∆(H(θx, θy), ∂θyH(θx, θy)). (37)
We continue with the unitaries corresponding to evolution through changes in the θx and θy fluxes, respectively:
∂rUX(θx, θy, r) = iDX(θx + r, θy)UX(θx, θy, r), UX(θx, θy, 0) = 1 (38)
∂rUY (θx, θy, r) = iDY (θx, θy + r)UY (θx, θy, r), UY (θx, θy, 0) = 1 . (39)
It will be useful to note here the following composition rule for UX(θx, θy, r) and UY (θx, θy, r):
UX(θx + r, θy, s)UX(θx, θy, r) = UX(θx, θy, r + s), (40)
UY (θx, θy + r, s)UY (θx, θy, r) = UY (θx, θy, r + s), (41)
which is easily verified upon differentiating both sides with respect to s and is equivalent to evolving for “time” r+ s
in the X and Y directions, respectively, by evolving first for “time” r and then for “time” s.
Using the above unitaries, we construct the following useful evolution operators:
V [(θx, θy)→ (φx, φy)] = UX(θx, φy, φx − θx)UY (θx, θy, φy − θy) (42)
W [(θx, θy)→ (φx, φy)] = UY (φx, θy, φy − θy)UX(θx, θy, φx − θx) (43)
V	(θx, θy, r) = V †[(θx, θy)→ (θx + r, θy + r)]W [(θx, θy)→ (θx + r, θy + r)] (44)
Note that V [(θx, θy) → (φx, φy)] can be thought of as evolving a state along the path ΓV : (θx, θy) → (θx, φy) →
(φx, φy) in parameter space, while W [(θx, θy) → (φx, φy)] would evolve a state along the path ΓW : (θx, θy) →
(φx, θy) → (φx, φy). Finally, V	(θx, θy, r) is equivalent to evolving counter-clockwise around a square of side r and
origin (θx, θy).
We introduce now the following important family of states:∣∣Ψ	(r)〉 = V	(0, 0, r)∣∣Ψ0(0, 0)〉 = U†Y (0, 0, r)U†X(0, r, r)UY (r, 0, r)UX(0, 0, r)∣∣Ψ0(0, 0)〉 (45)
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These states describe the quasi-adiabatic evolution of the initial groundstate Ψ0(0, 0) around a square of size r, starting
at the origin in flux-space. The equality (29) allows us to calculate the geometric phase for an adiabatic evolution
around a closed path near the origin:
Λ(r) = (0, 0)→ (r, 0)→ (r, r)→ (0, r)→ (0, 0), (46)
where the arrows represent straight lines between two points in flux-space. In particular, we have the following:
Lemma IV.1. Assume that the two-parameter path of differentiable Hamiltonians {H(θx, θy)}(θx,θy)∈Λ(r) maintains
a uniform lower bound ∆ = γ/2, on the spectral gap. Then, for Ψ	(r) defined in (45) and Ψ0(θx, θy) the groundstate
of H(θx, θy), the following phase estimate holds:〈
Ψ0(0, 0),Ψ	(r)
〉
= eiφ(r), (47)
where
φ(r) = 2
∫ r
0
dθx
∫ r
0
dθy Im
{〈
∂θyΨ0(θx, θy), ∂θxΨ0(θx, θy)
〉}
, (48)
and Im{·} stands for the imaginary part of a complex number.
Proof. We note that:
UX(0, 0, r)
∣∣Ψ0(0, 0)〉 = eiφ1(r)∣∣Ψ0(r, 0)〉, iφ1(r) = −∫ r
0
〈
Ψ0(θx, 0), ∂θxΨ0(θx, 0)
〉
dθx (49)
UY (r, 0, r)
∣∣Ψ0(r, 0)〉 = eiφ2(r)∣∣Ψ0(r, r)〉, iφ2(r) = −∫ r
0
〈
Ψ0(r, θy), ∂θyΨ0(r, θy)
〉
dθy (50)
U†X(0, r, r)
∣∣Ψ0(r, r)〉 = eiφ3(r)∣∣Ψ0(0, r)〉, iφ3(r) = ∫ r
0
〈
Ψ0(θx, r), ∂θxΨ0(θx, r)
〉
dθx (51)
U†Y (0, 0, r)
∣∣Ψ0(0, r)〉 = eiφ4(r)∣∣Ψ0(0, 0)〉, iφ4(r) = ∫ r
0
〈
Ψ0(0, θy), ∂θyΨ0(0, θy)
〉
dθy, (52)
which follows immediately from (29) and the fact that the phases {φi(r)}1≤i≤4 are chosen so that the respective
groundstates satisfy the parallel transport condition (15). Putting everything together, we get:〈
Ψ0(0, 0),Ψ	(r)
〉
= eiφ1(r)+iφ2(r)+iφ3(r)+iφ4(r). (53)
Now, from Stokes’ Theorem we have:
φ(r) = φ1(r) + φ2(r) + φ3(r) + φ4(r) = 2
∫ r
0
dθx
∫ r
0
dθy Im
{〈
∂θyΨ0(θx, θy), ∂θxΨ0(θx, θy)
〉}
, (54)
which completes the proof.
Note that the quantity Im
{〈
∂θyΨ0(θx, θy), ∂θxΨ0(θx, θy)
〉}
is gauge-invariant; in particular, it remains constant
under phase changes
∣∣Ψ′0(θx, θy)〉 = ei f(θx,θy)∣∣Ψ0(θx, θy)〉, with f(θx, θy) any real, differentiable function of θx and θy.
A. Enter the Hall Conductance
To compute the Hall Conductance, we use the Kubo formula from linear response theory as applied to the setting
of a torus pierced by two solenoids carrying magnetic fluxes θx and θy in the x and y directions, respectively
20. We
denote the Hall conductance at the origin in flux-space by σxy, given by the formula:
σxy = 2~ Im
{〈
∂θyΨ0(0, θy)θy=0, ∂θxΨ0(θx, 0)θx=0
〉}
(55)
where Ψ0(0, θy) and Ψ0(θx, 0) are the ground states of H(0, 0, θy, 0) and H(θx, 0, 0, 0), respectively. We note here that
the units of the flux angles θx and θy are ~/e, the unit of magnetic flux divided by 2pi. Since we assume that H(θx, θy)
is periodic in both fluxes with period 2pi, we may also write for dimensionless θx, θy:
σxy = 2 Im
{〈
∂θyΨ0(0, θy)θy=0, ∂θxΨ0(θx, 0)θx=0
〉} · (2pi e2
h
)
. (56)
We now take a closer look at the phase φ(r) accumulated during the adiabatic evolution of Ψ0(0, 0) along the closed
path Λ(r) defined in (46).
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Lemma IV.2. Let φ(r) be the phase defined in (48). Then, the following bound holds for r > 0:∣∣∣∣∣φ(r)r2 − σxy ·
(
2pi
e2
h
)−1∣∣∣∣∣ ≤
[
sup
s3∈[0,r]
(
1
2
|[∂sg(s, s)]s=s3 |+
r
4!
· sup
s4∈[0,r]
|∂2s [g(s, s4) + g(s4, s)]s=s3 |
)]
· r, (57)
with g(s, s′) = 2 Im
{〈
∂s′Ψ0(s, s
′), ∂sΨ0(s, s′)
〉}
.
Proof. The above bound follows from the Taylor expansion of φ(r) up to order 3. We have from (48) that φ(0) =
∂rφ(r)|r=0 = 0 and ∂2rφ(r)|r=0 = 4 Im
{〈
∂θyΨ0(0, θy), ∂θxΨ0(θx, 0)
〉
θx=θy=0
}
. This follows from the Taylor expansion
of K(r) =
∫ r
0
dθx
∫ r
0
dθy g(θx, θy), where g(θx, θy) is doubly differentiable for θx, θy ∈ [0, r]. In particular, we have
[
∂3sK(s)
]
s=s3
= 3[∂sg(s, s)]s=s3 +
∫ s3
0
ds4 [∂
2
s (g(s, s4) + g(s4, s))]s=s3 (58)
which follows from higher order partials of (∂sK(s))s=s1 =
∫ s1
0
ds[g(s, s1) + g(s1, s)]. Then, expanding around r = 0
up to third order, we get:
K(r) = g(0, 0) r2 +
∫ r
0
ds1
∫ s1
0
ds2
∫ s2
0
ds3
[
3(∂sg(s, s))s=s3 +
∫ s3
0
ds4 [∂
2
s (g(s, s4) + g(s4, s))]s=s3
]
. (59)
The above expansion implies
|K(r)/r2 − g(0, 0)| ≤
[
sup
s3∈[0,r]
(
1
2
|[∂sg(s, s)]s=s3 |+
r
4!
· sup
s4∈[0,r]
|∂2s [g(s, s4) + g(s4, s)]s=s3 |
)]
· r. (60)
In our case, g(s, s′) = 2 Im
{〈
∂s′Ψ0(s, s
′), ∂sΨ0(s, s′)
〉}
. From (56), we see that g(0, 0) = σxy ·
(
2pi e
2
h
)−1
, which
completes the proof.
B. Connecting the Berry phase to the Hall conductance
Combining the simple inequality:
∣∣eiφ1 − eiφ2∣∣ = ∣∣ei(φ1−φ2)/2 − e−i(φ1−φ2)/2∣∣ = 2 sin |(φ1 − φ2)/2| = 2∫ |φ1−φ2|/2
0
cosφ dφ ≤ |φ1 − φ2|,
with Lemmas IV.1 and IV.2, we get the following important bound:
Proposition 1. For 0 < r ≤
(
16Qmax
J
γL
)−1
, the following bound holds for a numeric constant C > 0:
∣∣∣∣〈Ψ0,Ψ	(r)〉( 2pir )2 − e2pi i σxy·(e2/h)−1∣∣∣∣ ≤ C (Qmax Jγ L
)3
· r, (61)
Proof. We note, first, that in order to use Lemma IV.1, we must set the uniform lower bound on the spectral gap of
the Hamiltonians involved equal to γ/2. Recalling that the construction of the state Ψ	(r) involves the Hamiltonian
path Λ(r) defined in (46), we see that Lemma III.1 and (8-9) imply that for 0 < r ≤
(
16Qmax
J
γL
)−1
, the spectral
gap is uniformly bounded below by γ/2. The bound (61) then follows from Lemma IV.2. In particular, in order to
bound the partials ∂sg(s, s) and ∂s [g(s
′, s) + g(s, s′)] in (57), we make use of the bounds (17-18) and similar bounds
for the norms of partial derivatives of the form ∂2s , ∂s′∂s, ∂s′∂
2
s , ∂
3
s acting on Ψ0(s
′, s) and Ψ0(s, s′). The latter bounds
are effectively equivalent to bounding the norms of the above set of partial derivatives acting on H(s′, 0, s, 0) and
H(s, 0, s′, 0), for which we use arguments similar to those leading to the bounds (8-9).
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V. QUANTIZING THE HALL CONDUCTANCE
To show that σxy is quantized in integer multiples of e
2/h, it is sufficient to prove that e2pii σxy·(e
2/h)−1 is almost-
exponentially close (in the linear size, L, of the lattice) to 1, since then, ∃n ∈ N such that:
∣∣σxy · (e2/h)−1 − n∣∣ ≤ √2
2pi
∣∣∣1− e2pi i (σxy·(e2/h)−1−n)∣∣∣ , (62)
which follows from assuming
∣∣1− ei θ∣∣ ≤ 1⇔ |1− eiθ|2 = 2(1− cos θ) ≤ 1⇔ |θ| ∈ [0, pi/3], up to integer multiples of
2pi. In that range, cos |θ| is monotonically decreasing from 1 to 1/2. In particular, we have
∣∣1− ei|θ|∣∣2 = 2(1− cos |θ|) = 2∫ |θ|
0
dφ
∫ φ
0
cos η dη ≥ 2
∫ |θ|
0
φ cosφdφ ≥ |θ|2 cos |θ| ≥ |θ|2/2.
Since
∣∣1− ei|θ|∣∣ = ∣∣1− eiθ∣∣, we get |θ| ≤ √2∣∣1− eiθ∣∣.
Now that we have established (62), we focus on the following bound:∣∣∣1− e2pi i σxy·(e2/h)−1∣∣∣ ≤ B1 +B2 +B3, (63)
where:
B1 :=
∣∣∣〈Ψ0,Ψ	(r)〉( 2pir )2 − e2pi i σxy·(e2/h)−1∣∣∣, (64)
B2 :=
∣∣∣1− 〈Ψ0,Ψ	(2pi)〉∣∣∣, (65)
B3 :=
∣∣∣〈Ψ0,Ψ	(2pi)〉− 〈Ψ0,Ψ	(r)〉( 2pir )2 ∣∣∣. (66)
The most straightforward bound is the one for the term B1, which is already given in Proposition 1. The most
technically demanding bound is the one for the term B3 given in (66), which requires Lieb-Robinson bounds for the
quasi-adiabatic evolutions defined in the previous section. The bound for the term B2 given in (65) makes use of
simpler Lieb-Robinson bounds and will be addressed below.
VI. THE PHASE AROUND THE BIG LOOP IS TRIVIAL
The bound for the second term, B2, in (63) is given as Proposition 2 below. Before we derive the bound, we show
certain trace inequalities and develop energy estimates that allow us to study the quasi-adiabatic evolution of Ψ0(0, 0)
under a closed path in parameter space, when we can no longer rely on the assumption of a uniform lower bound
∆ > 0 for the spectral gap. Note here that we consider each of the paths
Λ1(2pi) : (0, 0)→ (2pi, 0), Λ2(2pi) : (2pi, 0)→ (2pi, 2pi), Λ3(2pi) : (2pi, 2pi)→ (0, 2pi), Λ4(2pi) : (0, 2pi)→ (0, 0) (67)
to be closed in parameter space, since H0 = H(2pi, 0, 0, 0) = H(2pi, 0, 2pi, 0) = H(0, 0, 2pi, 0), which follows directly
from the Aharonov-Bohm 2pi-periodicity of the interactions Φ(Z; θx, 0, θy, 0).
A. Partial trace approximation
We prove trace inequalities that relate the reduced density matrix of the quasi-adiabatic evolution of
∣∣Ψ0〉, both
near and far from the twists driving the evolution. The estimates after tracing out sites near the twists driving the
evolution are based on locality, while the estimates after tracing out sites far from the twists driving the evolution use
the virtual flux idea of1, by comparing the reduced density matrix of interest (with flux near the origin of T ), to the
reduced density matrix of the state whose evolution involves the extra fluxes, φx, φy, near the middle of the lattice T
(see Fig. 2). In particular, we define the following states:∣∣ΨX(θ)〉 = UX(0, 0, θ) ∣∣Ψ0〉, ∣∣ΨX(θ,−θ)〉 = U (2)X (0, 0, θ) ∣∣Ψ0〉, (68)∣∣ΨY (θ)〉 = UY (0, 0, θ) ∣∣Ψ0〉, ∣∣ΨY (θ,−θ)〉 = U (2)Y (0, 0, θ) ∣∣Ψ0〉, (69)
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where the unitaries UX(0, 0, θ), U
(2)
X (0, 0, θ), UY (0, 0, θ) and U
(2)
Y (0, 0, θ) are defined in (38-39), with dynamics based
on the one-parameter families of Hamiltonians {H(θ′, 0, 0, 0)}θ′∈[0,θ], {H(θ′,−θ′, 0, 0)}θ′∈[0,θ], {H(0, 0, θ′, 0)}θ′∈[0,θ]
and {H(0, 0, θ′,−θ′)}θ′∈[0,θ], respectively. The density matrices corresponding to the above pure states are:
ρX(θ) = |ΨX(θ)〉〈ΨX(θ)|, ρX(θ,−θ) = |ΨX(θ,−θ)〉〈ΨX(θ,−θ)|, (70)
ρY (θ) = |ΨX(θ)〉〈ΨX(θ)|, ρY (θ,−θ) = |ΨY (θ,−θ)〉〈ΨY (θ,−θ)|. (71)
To separate the action of the two sets of fluxes (θx, θy) and (φx, φy), we define the following subsets of the lattice T :
ΩX = {s ∈ T : |x(s)| ≤ L/4}, ΩY = {s ∈ T : |y(s)| ≤ L/4}. (72)
For the sets ΩX and ΩY above, we introduce the following Hamiltonian restrictions:
HΩX (θ) =
∑
Z⊂ΩX
Φ(Z; θ, 0, 0, 0), HΩcX (θ) =
∑
Z 6⊂ΩX
Φ(Z; 0,−θ, 0, 0), (73)
HΩY (θ) =
∑
Z⊂ΩY
Φ(Z; 0, 0, θ, 0), HΩcY (θ) =
∑
Z 6⊂ΩY
Φ(Z; 0, 0, 0,−θ). (74)
To clarify the notation above, for any subset of interactions Z ⊂ T we write the complement as Z. Then, ΩcX (ΩcY ) is
defined as the set of sites within distance R of ΩX (ΩY ) so that HΩcX (θ) and HΩcY (θ) are supported on Ω
c
X and Ω
c
Y ,
respectively. Finally, we note that the full Hamiltonian is a sum of terms Φ(Z) such that each interaction is either
supported on ΩX (ΩY ), or on Ω
c
X (Ω
c
Y ). Using the above restrictions and recalling the definition of H(θx, θy, φx, φy)
in (2), we have the following useful decompositions:
H(θ, 0, 0, 0) = HΩX (θ) +HΩcX (0), H(θ,−θ, 0, 0) = HΩX (θ) +HΩcX (θ), (75)
H(0, 0, θ, 0) = HΩY (θ) +HΩcY (0), H(0, 0, θ,−θ) = HΩY (θ) +HΩcY (θ). (76)
Lemma VI.1 (Partial trace approximations). The following partial-trace norm inequalities hold for the states and
sets defined above:
max
{‖TrΩcX (ρX(θ)− ρX(0))‖1, ‖TrΩcY (ρY (θ)− ρY (0))‖1} ≤ 2 |θ| (QmaxJL) g∆(L/4−R),
max{‖TrΩX (ρX(θ)−RX(θ, ρX(0))) ‖1, ‖TrΩY (ρY (θ)−RY (θ, ρY (0))) ‖1} ≤ 6 |θ| (QmaxJL) g∆(L/4−R),
with g∆(·) the almost-exponentially decaying function defined in Lemma III.3.
Proof. We only prove the bounds for ρX , since the bounds for ρY follow along similar lines. Setting H
(1)(θ) =
H(θ, 0, 0, 0) and H(2)(θ) = H(θ,−θ, 0, 0), we note that:
∂θ′ρX(θ
′) = i
[
S∆
(
H(1)(θ′), ∂θ′HΩX (θ
′)
)
, ρX(θ
′)
]
,
∂θ′ρX(θ
′,−θ′) = i
[
S∆
(
H(2)(θ′), ∂θ′HΩX (θ
′)
)
, ρX(θ
′,−θ′)
]
+ i
[
S∆
(
H(2)(θ′), ∂θ′HΩcX (θ
′)
)
, ρX(θ
′,−θ′)
]
.
Furthermore, recalling the definition of S(M)∆ (H,A) given in (23) and using the fact that ∂θ′HΩX (θ′) has support on
a strip of width 2R centered on the line x = 1, we have:
S(L/4−R)∆ (H(1)(θ′), ∂θ′HΩX (θ′)) = S(L/4−R)∆ (H(2)(θ′), ∂θ′HΩX (θ′))
with support on ΩcX . Moreover, from (8) and Lemma III.3 with M = L/4−R, we get:∥∥S∆(H(1)(θ′), ∂θ′HΩX (θ′))− S(L/4−R)∆ (H(1)(θ′), ∂θ′HΩX (θ′))∥∥ ≤ (QmaxJL) g∆(L/4−R),∥∥S∆(H(2)(θ′), ∂θ′HΩX (θ′))− S(L/4−R)∆ (H(1)(θ′), ∂θ′HΩX (θ′))∥∥ ≤ (QmaxJL) g∆(L/4−R),∥∥S∆(H(2)(θ′), ∂θ′HΩcX (θ′))− S(L/4−R)∆ (H(2)(θ′), ∂θ′HΩcX (θ′))∥∥ ≤ (QmaxJL) g∆(L/4−R).
We also note that S(L/4−R)∆ (H(2)(θ′), ∂θ′HΩcX (θ′)) is supported on ΩX , since ∂θ′HΩcX (θ′) has support on a strip of
width 2R centered on the line x = L/2 + 1. Equipped with the above observations, we turn our attention to proving
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the upper bound on ‖TrΩcX (ρX(θ)− ρX(0))‖1:
‖TrΩcX (ρX(θ)− ρX(0))‖1 ≤
∫ θ
0
∥∥∥TrΩcX [S∆(H(1)(θ′), ∂θ′HΩX (θ′)), ρX(θ′)]∥∥∥1 dθ′
≤ |θ| sup
θ′∈[0,θ]
∥∥TrΩcX [S∆(H(1)(θ′), ∂θ′HΩX (θ′)), ρX(θ′)]∥∥1 = |θ| supθ′∈[0,θ] supA∈AΩc
X‖A‖=1
|Tr(A [S∆(H(1)(θ′), ∂θ′HΩX (θ′)), ρX(θ′)])|
= |θ| sup
θ′∈[0,θ]
sup
A∈AΩc
X‖A‖=1
|Tr([A,S∆(H(1)(θ′), ∂θ′HΩX (θ′))] ρX(θ′))| ≤ |θ| sup
θ′∈[0,θ]
sup
A∈AΩc
X‖A‖=1
‖[A,S∆(H(1)(θ′), ∂θ′HΩX (θ′))]‖
= |θ| sup
θ′∈[0,θ]
sup
A∈AΩc
X‖A‖=1
‖[A,S∆(H(1)(θ′), ∂θ′HΩX (θ′))− S(L/4−R)∆ (H(1)(θ′), ∂θ′HΩX (θ′))]‖ ≤ 2 |θ| (QmaxJL) g∆(L/4−R),
where we used the fact that S(L/4−R)∆ (H(1)(θ′), ∂θ′HΩX (θ′)) is supported on the complement of ΩcX , to get the last
equality.
To prove the bound on ‖TrΩX (ρX(θ)−RX(θ, ρX(0))) ‖1, we define the unitary UΩX (θ) with support on the set
ΩcX , by the differential equation:
∂θ′ UΩX (θ
′) = iS(L/4−R)∆ (H(1)(θ′), ∂θ′HΩX (θ′))UΩX (θ′), UΩX (0) = 1 . (77)
Now, we have:
‖TrΩX (ρX(θ)− ρX(θ,−θ))‖1 =
∥∥TrΩX [U†ΩX (θ) (ρX(θ)− ρX(θ,−θ))UΩX (θ)] ∥∥1
≤
∫ θ
0
∥∥TrΩX [S∆(H(1)(θ′), ∂θ′HΩX (θ′))− S(L/4−R)∆ (H(1)(θ′), ∂θ′HΩX (θ′)), ρX(θ′)] ∥∥1 dθ′
+
∫ θ
0
∥∥TrΩX [S∆(H(2)(θ′), ∂θ′HΩX (θ′))− S(L/4−R)∆ (H(1)(θ′), ∂θ′HΩX (θ′)), ρX(θ′,−θ′)] ∥∥1dθ′
+
∫ θ
0
∥∥TrΩX [S∆(H(2)(θ′), ∂θ′HΩcX (θ′)), ρX(θ′,−θ′)] ∥∥1 dθ′
≤ 2|θ| sup
θ′∈[0,θ]
∥∥S∆(H(1)(θ′), ∂θ′HΩX (θ′))− S(L/4−R)∆ (H(1)(θ′), ∂θ′HΩX (θ′))∥∥
+ 2|θ| sup
θ′∈[0,θ]
∥∥S∆(H(2)(θ′), ∂θ′HΩX (θ′))− S(L/4−R)∆ (H(1)(θ′), ∂θ′HΩX (θ′))∥∥
+ 2|θ| sup
θ′∈[0,θ]
∥∥S∆(H(2)(θ′), ∂θ′HΩcX (θ′))− S(L/4−R)∆ (H(2)(θ′), ∂θ′HΩcX (θ′))∥∥
≤ 6 |θ| (QmaxJL) g∆(L/4−R).
Finally, noting that ρX(0, 0) = ρX(0) = P0 and that {RX(θ′, ρX(0, 0))}θ′∈[0,θ] is the family of groundstates corre-
sponding to the unitarily equivalent family of Hamiltonians {H(θ′,−θ′, 0, 0)}θ′∈[0,θ] which all have the same spectral
gap lower bounded by γ, we have:
‖TrΩX (ρX(θ,−θ)−RX(θ, ρX(0, 0)))‖1 ≤ ‖ρX(θ,−θ)−RX(θ, ρX(0, 0))‖1 = 0, (78)
by applying (29) with ∆ = γ, to the quasi-adiabatic evolution of ρX(0, 0). Using the triangle inequality:
‖TrΩX (ρX(θ)−RX(θ, ρX(0))) ‖1 ≤ ‖TrΩX (ρX(θ)− ρX(θ,−θ))‖1 + ‖TrΩX (ρX(θ,−θ)−RX(θ, ρX(0, 0)))‖1
with the above bounds, completes the proof.
B. Energy estimates
We now prove a family of energy estimates that allow us to compare the true groundstate evolution to that arising
from quasi-adiabatic evolution over paths in parameter space that no longer guarantee a lower bound on the spectral
gap of the Hamiltonians involved.
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Lemma VI.2 (Energy estimate). For the states
∣∣ΨX(θ)〉 and ∣∣ΨY (θ)〉 defined in (68) and (69), respectively, the
following energy estimate is true for ∆ = γ/2 and E0 the groundstate energy of H0:∣∣〈ΨX(θ), H(θ, 0, 0, 0) ΨX(θ)〉− E0∣∣ ≤ 8 |θ| (QmaxJ2L3) g∆(L/4−R),
with g∆(·) given in (24). The same estimate holds for
∣∣〈ΨY (θ), H(0, 0, θ, 0) ΨY (θ)〉− E0∣∣.
Proof. We will show the bound for ΨX(θ), since the bound for ΨY (θ) follows from a similar argument. Noting that
RX(θ, ρX(0)) is the groundstate of H(θ,−θ, 0, 0), we have:
E0(0) = Tr(H0ρX(0)) = Tr(H(θ,−θ, 0, 0)RX(θ, ρX(0))) = Tr(HΩX (θ)RX(θ, ρX(0))) + Tr(HΩcX (0)ρX(0))
where we used the unitary equivalence from (12) to get the second equality and also,
Tr(HΩcX (θ)RX(θ, ρX(0))) = Tr(HΩcX (0)ρX(0)).
Now, recalling the decompositions given in (75) and noting that ρX(0) = |Ψ0〉〈Ψ0|, we have the following estimates:∣∣〈ΨX(θ), H(θ, 0, 0, 0) ΨX(θ)〉− E0(0)∣∣ = |Tr (HΩX (θ)(ρX(θ)−RX(θ, ρX(0)))) + Tr (HΩcX (0)(ρX(θ)− ρX(0))) |
≤ |Tr (HΩX (θ)(ρX(θ)−RX(θ, ρX(0)))) |+ |Tr
(
HΩcX (0)(ρX(θ)− ρX(0))
) |
≤ ‖HΩX (θ)‖ ·
(‖TrΩX (ρX(θ)−RX(θ, ρX(0)))‖1)+ ‖HΩcX (0)‖ · ‖TrΩcX (ρX(θ)− ρX(0))‖1
≤ J L2
(
‖TrΩX (ρX(θ)−RX(θ, ρX(0)))‖1 + ‖TrΩcX (ρX(θ)− ρX(0))‖1
)
and using Lemma VI.1, completes the proof.
C. The phase around the big loop.
In order to derive the next bound, we break the evolution of
∣∣Ψ	(2pi)〉 around Λ(2pi) into its four individual
components {Λi(2pi)}4i=1 given in (67). Then, applying Lemma VI.2 to each one, we get:
Proposition 2. For a numeric constant C > 0 and ∆ = γ/2, the following bound holds:
B2 ≡
∣∣〈Ψ0,Ψ	(2pi)〉− 1∣∣ ≤ (C/γ) (QmaxJ2L3) g∆(L/4−R), (79)
with g∆(·) given in (24).
Proof. We begin by noting that the 2pi periodicity of H(θx, 0, θy, 0) in each angle, implies:〈
Ψ0,Ψ	(2pi)
〉
=
〈
Ψ0, U
†
Y (0, 0, 2pi)U
†
X(0, 0, 2pi)UY (0, 0, 2pi)UX(0, 0, 2pi)Ψ0
〉
=
〈
ΨY (2pi), P0 U
†
X(0, 0, 2pi)P0 UY (0, 0, 2pi)P0 ΨX(2pi)
〉
+
〈
ΨY (2pi), P0 U
†
X(0, 0, 2pi)Q0 UY (0, 0, 2pi)P0 ΨX(2pi)
〉
+
〈
ΨY (2pi), P0 U
†
X(0, 0, 2pi)UY (0, 0, 2pi) δX(2pi)
〉
+
〈
δY (2pi), U
†
X(0, 0, 2pi)UY (0, 0, 2pi) ΨX(2pi)
〉
= |〈ΨY (2pi),Ψ0〉|2 |〈Ψ0,ΨX(2pi)〉|2 + 〈ΨY (2pi),Ψ0〉 〈δX(2pi), δY (2pi)〉 〈Ψ0,ΨX(2pi)〉
+
〈
ΨY (2pi),Ψ0
〉 〈
Ψ0,Ψ
′
X(2pi)
〉 〈
δ′Y (2pi), δX(2pi)
〉
+
〈
ΨY (2pi),Ψ0
〉 〈
δX(2pi), UY (0, 0, 2pi) δX(2pi)
〉
+
〈
δY (2pi), δ
′
X(2pi)
〉 〈
Ψ0, UY (0, 0, 2pi) ΨX(2pi)
〉
+
〈
δY (2pi), U
†
X(0, 0, 2pi) δY (2pi)
〉 〈
Ψ0,ΨX(2pi)
〉
+
〈
δY (2pi), U
†
X(0, 0, 2pi) (1− P0)UY (0, 0, 2pi) δX(2pi)
〉
,
where we inserted 1 = P0 +Q0 between unitaries and set:∣∣ΨX(2pi)〉 = UX(0, 0, 2pi)∣∣Ψ0〉, ∣∣ΨY (2pi)〉 = UY (0, 0, 2pi)∣∣Ψ0〉,∣∣Ψ′X(2pi)〉 = U†X(0, 0, 2pi)∣∣Ψ0〉, ∣∣Ψ′Y (2pi)〉 = U†Y (0, 0, 2pi)∣∣Ψ0〉,
δX(2pi) = Q0
∣∣ΨX(2pi)〉, δY (2pi) = Q0∣∣ΨY (2pi)〉, δ′X(2pi) = Q0∣∣Ψ′X(2pi)〉, δ′Y (2pi) = Q0∣∣Ψ′Y (2pi)〉.
The above expression for
〈
Ψ0,Ψ	(2pi)
〉
combined with the fact that
|〈ΨY (2pi),Ψ0〉|2 = 1− ‖δY (2pi)‖2, |〈ΨX(2pi),Ψ0〉|2 = 1− ‖δX(2pi)‖2
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and ‖δY (2pi)‖2 = ‖δ′Y (2pi)‖2, ‖δX(2pi)‖2 = ‖δ′X(2pi)‖2, gives the bound:
|〈Ψ0,Ψ	(2pi)〉− 1| ≤ 2(‖δY (2pi)‖2 + ‖δX(2pi)‖2) + 4‖δY (2pi)‖ ‖δX(2pi)‖+ ‖δY (2pi)‖2 ‖δX(2pi)‖2 (80)
Finally, noting that H(2pi, 0, 0, 0) = H(0, 0, 2pi, 0) = H0 ≥ E01 + γ Q0, we have
‖δY (2pi)‖2 ≤ 1
γ
|〈ΨY (2pi), H0 ΨY (2pi)〉− E0|, ‖δX(2pi)‖2 ≤ 1
γ
|〈ΨX(2pi), H0 ΨX(2pi)〉− E0| (81)
and applying Lemma VI.2 with θ = 2pi to the above inequalities completes the proof.
VII. THE PHASE AROUND THE SMALL LOOPS IS UNIFORM
In this section, we show that the geometric phase picked up by quasi-adiabatically evolving the groundstate around
small loops in flux space is independent of the starting position, up to almost-exponentially small errors in the linear
size of the system, L. Before giving the detailed proof, we give a high level outline. First, in subsection VII A
we introduce the crucial fact that quasi-adiabatic continuation obeys a Lieb-Robinson bound; roughly speaking, if
we take a local operator and conjugate it by the unitary UX(0, θy, θx), the result is still approximately local. This
Lieb-Robinson bound holds even though the spectral gap of the Hamiltonian may vanish along the path; the reason
for this is that we have defined the quasi-adiabatic continuation using a fixed ∆ > 0 and it is this quantity ∆ that
controls the locality of the quasi-adiabatic evolution. Lemma VII.1 gives the quantitative bounds that we use later.
With this technical result in hand, in subsection VII B we state Proposition 3 and also lemma VII.2, that quasi-
adiabatic evolution of the ground state along the paths of Fig. 1 gives a state almost-exponentially close to the initial
groundstate, up to a phase which is independent of θx, θy, up to almost-exponentially small errors in the system size.
The proof of this lemma occupies the rest of the section.
The quasi-adiabatic evolution shown in Fig. 1 is given by: V †[(0, 0) → (θx, θy)]V	(θx, θy, r)V [(0, 0) → (θx, θy)].
In subsection VII C we give an approximation to V †[(0, 0) → (θx, θy)]AΩ0 V [(0, 0) → (θx, θy)], for any operator AΩ0
supported on a set Ω0 defined later (this set contains points close to the origin x = y = 0). We call the lemma in
this section the translation lemma, as it allows us to “translate” in flux space local operators to other values of θx, θy.
Roughly, this approximation is based on the Lieb-Robinson bounds for quasi-adiabatic continuation and on the idea
of virtual fluxes in subsection VI A. In subsection VII D we show, using a power series expansion, that V	(θx, θy, r)
may be approximated by such an operator AΩ0 . So, we can then combine the results in subsections VII C and VII D
to prove lemma VII.2. This power series expansion is carried out to the minimum order needed to obtain a nontrivial
bound; higher order expansions can be used to improve the estimates if desired.
A. Localizing the evolution based on UX(0, θy, θx)
We begin with an important lemma, VII.1 below, relating localized versions of the unitaries UX(0, θy, θx) and
UX(0, 0, θx) defined in (38) with H(θx, θy) = H(θx, 0, θy, 0).
First, we introduce the family of unitaries UΩ(θx, θy, θ) satisfying ∀ θx, θy ∈ [0, 2pi]:
∂θUΩ(θx, θy, θ) = iS(L/24)∆ (H(θx + θ, θy), ∂θHΩ(θx + θ, θy)) UΩ(θx, θy, θ), UΩ(θx, θy, 0) = 1 , (82)
with HΩ(θx, θy) =
∑
Z⊂Ω Φ(Z; θx, 0, θy, 0) and
Ω = {s ∈ T : |y(s)| ≤ (5/24)L−R} . (83)
Note that the composition rule in (40) implies:
UΩ(θ, θy, θx − θ)UΩ(0, θy, θ) = UΩ(0, θy, θx) =⇒ UΩ(0, θy, θ)U†Ω(0, θy, θx) = U†Ω(θ, θy, θx − θ), (84)
which combined with (82) gives the following generating equation:
∂θU
†
Ω(θ, θy, θx − θ) = iS(L/24)∆ (H(θ, θy), ∂θHΩ(θ, θy)) U†Ω(θ, θy, θx − θ), U†Ω(θx, θy, 0) = 1 . (85)
The following Hamiltonian decomposition will be useful:
H(θx, θy) = HΩ(θx, θy) +HΩc(θx, θy), HΩc(θx, θy) =
∑
Z 6⊂Ω
Φ(Z; θx, 0, θy, 0). (86)
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Finally, since the unitary UΩ(θx, θy, θ) acts trivially outside of the set ΩY defined in (72), the following is true:
RY (θy, UΩ(θx, 0, θ)) = UΩ(θx, θy, θ). (87)
Before giving the next lemma, we introduce some notation. Just as we have used C to denote various numeric
constants before, we now also use Cqa to denote various constants which may depend upon J/∆ and Qmax, but do
not depend upon any other quantities. The subscript qa indicates that these quantities Cqa arise from the norm of
certain terms that appear in the quasi-adiabatic evolution.
Lemma VII.1 (Twisting Lemma). For UX(0, θy, θx), UX(0, 0, θx) defined in (38) with H(θx, θy) = H(θx, 0, θy, 0)
and UΩ(θx, θy, θ) defined in (82), we have, for some constant Cqa > 0 which depends upon J/∆ and Qmax,
‖U†X(0, θy, θx)AΩ0 UX(0, θy, θx)− U†Ω(0, θy, θx)AΩ0 UΩ(0, θy, θx)‖ ≤ Cqa |θx| ‖AΩ0‖ (Qmax J L ln2 L) g∆(L/24),
(88)
for all θx, θy ∈ [0, 2pi] and AΩ0 ∈ AΩ0 with
Ω0 =
{
s ∈ T : |x(s)| ≤ L/8−R and |y(s)| ≤ L/8−R}. (89)
Moreover, for all θx, θy ∈ [0, 2pi] the evolved operator U†Ω(0, θy, θx)AΩ0 UΩ(0, θy, θx) has support strictly within the set
ΩX ∩ ΩY , where ΩX and ΩY are defined in (72).
Proof. Set ∆U (θx, θy) ≡ U†X(0, θy, θx)AΩ0 UX(0, θy, θx)− U†Ω(0, θy, θx)AΩ0 UΩ(0, θy, θx). Then, (85) implies:
∆U (θx, θy) =
∫ θx
0
∂θ
(
U†X(0, θy, θ)U
†
Ω(θ, θy, θx − θ)AΩ0 UΩ(θ, θy, θx − θ)UX(0, θy, θ)
)
dθ (90)
= i
∫ θx
0
U†X(0, θy, θ)
[
U†Ω(θ, θy, θx − θ)AΩ0 UΩ(θ, θy, θx − θ),∆S(θ, θy)
]
UX(0, θy, θ) dθ, (91)
where ∆S(θ, θy) ≡ S∆(H(θ, θy), ∂θH(θ, θy))− S(L/24)∆ (H(θ, θy), ∂θHΩ(θ, θy)). Setting
∆
(L/24)
Ω (θ, θy) ≡ S∆(H(θ, θy), ∂θHΩ(θ, θy))− S(L/24)∆ (H(θ, θy), ∂θHΩ(θ, θy))
∆
(L/24)
Ωc (θ, θy) ≡ S∆(H(θ, θy), ∂θHΩc(θ, θy))− S(L/24)∆ (H(θ, θy), ∂θHΩc(θ, θy)),
we can also write:
∆S(θ, θy) = ∆
(L/24)
Ω (θ, θy) + ∆
(L/24)
Ωc (θ, θy) + S(L/24)∆ (H(θ, θy), ∂θHΩc(θ, θy)). (92)
Now, set
αΩθ (AΩ0) ≡ U†Ω(θ, θy, θx − θ)AΩ0 UΩ(θ, θy, θx − θ) (93)
so that αΩθ (·) is a quasi-adiabatic evolution based on restrictions of the differentiable family of local Hamiltonians{H(θx, θy)}, as can be seen from (85).
We turn to bounding the norm of ∆U (θx, θy) starting with a triangle inequality on (91):
‖∆U (θx, θy)‖ ≤
∫ θx
0
‖[αΩθ (AΩ0),∆S(θ, θy)]‖ dθ ≤ |θx| sup
θ∈[0,θx]
‖[αΩθ (AΩ0),∆S(θ, θy)]‖
≤ 2|θx|‖AΩ0‖ sup
θ∈[0,θx]
{
‖∆(L/24)Ω (θ, θy)‖+ ‖∆(L/24)Ωc (θ, θy)‖
}
+ |θx| sup
θ∈[0,θx]
‖[αΩθ (AΩ0),S(L/24)∆ (H(θ, θy), ∂θHΩc(θ, θy))]‖ (94)
From (23), (83), (86) and (89) it follows that the generator S(L/24)∆ (H(θ, θy), ∂θHΩc(θ, θy)) is supported on two squares
of size L/24 centered at x = 0, y = ±(5/24)L, separating its support from the square Ω0 by a distance L/24. For
convenience, we will denote the support of S(L/24)∆ (H(θ, θy), ∂θHΩc(θ, θy)) by ΩS .
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Applying the Lieb-Robinson bound derived for the quasi-adiabatic evolution αΩθ (·) in Thm. 4.5 in Ref. 4 and Lem.
18 in Ref. 3, we claim that for θ ∈ [0, 2pi] and a constant Cqa > 0:
‖[αΩθ (AΩ0),S(L/24)∆ (H(θ, θy), ∂θHΩc(θ, θy))]‖ ≤ (Cqa/∆) ‖AΩ0‖ (Qmax J L ln2 L) g∆(L/24), (95)
where we applied (8) and (23), to bound ‖S(L/24)∆ (H(θ, θy), ∂θHΩc(θ, θy))‖ ≤ (K/∆)Qmax J L. The constant Cqa arises
from the exponential prefactor in the Lieb-Robinson bound and may be exponentially large in J/∆, Qmax. To show
this result, using the notation of Section 4 in Ref. 4 and recalling the definitions of f∆(·) and g∆(·) in Lemma III.2 and
(23) respectively, we have for FΨ(d(x, y)) = (1+d(x, y))
−3 f∆(d(x, y)−R) and s0 ∈ Ω∂S = {s ∈ ΩS : d(s,Ω0) = L/24}:∑
x∈Ω0
∑
y∈ΩS
FΨ(d(x, y)) ≤ |Ω∂S |
∑
d≥0
∑
r≥L/24+d
|[bs0(r) \ bs0(r − 1)] ∩ Ω0| FΨ(r) (96)
≤ (L/12)
∑
d≥0
∑
r≥L/24+d
(2r)(1 + r)−3f∆(r −R) (97)
≤ (L/6)
∑
d≥0
(L/24 + d)−1g∆(L/24 + d) ∼ ln2 L · g∆(L/24). (98)
Finally, using Lemma III.3, we have the bound:
sup
θ∈[0,θx]
{
‖∆(L/24)Ω (θ, θy)‖+ ‖∆(L/24)Ωc (θ, θy)‖
}
≤ (Qmax J L) g∆(L/24). (99)
Putting everything together in (94), we get the desired bound:
‖∆U (θx, θy)‖ ≤ Cqa |θx| ‖AΩ0‖ (Qmax J L ln2 L) g∆(L/24). (100)
B. Decomposing flux-space.
Now that we have the estimates from Proposition 1 and Proposition 2, to prove the main theorem it remains to
show that the following bound holds, which is proven by combining Lemma VII.2 below with (C6) in Appendix C:
Proposition 3. For some Cqa > 0, the following bound holds:
B3 ≡
∣∣〈Ψ0,Ψ	(2pi)〉− 〈Ψ0,Ψ	(r)〉( 2pir )2∣∣ ≤ Cqa ((Qmax (J/∆)L)5/2 r1/2 + (Qmax J L ln2 L)1/2√g∆(L/48) · r−1/2) ,
(101)
Choosing
r = 2pi
(⌊
Qmax (J/∆)L
(Qmax J L ln
2 L)1/2
√
g∆(L/48)
⌋)−1
(102)
to minimize this gives:
B3 ≤ Cqa
√
ln(L) (Qmax(J/∆)L)
3/2
(∆ · g∆(L/48))1/4 , (103)
with g∆(·) the almost-exponentially decaying function defined in Lemma III.3.
We proceed with the proof of this bound by turning our focus on a decomposition process that breaks the large
evolution around flux-space into evolutions around small loops on the (2pi)× (2pi) lattice. Fig. 3 describes the process
used to decompose the evolution around any m× n rectangle into m · n evolutions involving the r × r squares which
form the lattice in flux-space. This process is effectively a discrete version of Stokes’ Theorem.
We define the family of states whose evolution follows the paths that appear in the decomposition process given by
Fig. 3: ∣∣Ψ	(θx, θy, r)〉 = V †[(0, 0)→ (θx, θy)]V	(θx, θy, r)V [(0, 0)→ (θx, θy)]∣∣Ψ0〉. (104)
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FIG. 3: The total evolution around a rectangle of dimension 2× 3 is decomposed into 6 evolutions that all share the common
features of evolving from the origin, first with θy and then with θx, to reach (θx, θy) in flux-space, then following a small
counter-clockwise loop and finally, reversing the path to go from (θx, θy) to the origin. Any m×n evolution can be decomposed
in this manner, by completing first the bottom row, as in steps (1) − (3), and then stacking the remaining rows on top, as in
steps (4)− (6). That is, the unitary corresponding to quasi-adiabatic evolution around the larger loops is exactly equal to the
product of unitaries corresponding to evolution around the smaller loops.
To see why these states are important, note that projecting onto the ground-state after every individual cyclic
evolution in the decomposition of
〈
Ψ0,Ψ	(2pi)
〉
given in Fig. 3, corresponds to the product of the following (2pi/r)2
terms: 〈
Ψ0,Ψ	(0, 2pi − r, r)
〉〈
Ψ0,Ψ	(r, 2pi − r, r)
〉 · · · 〈Ψ0,Ψ	(2pi − r, 0, r)〉. (105)
The contribution from terms projecting off the ground-state is a bit more involved. It is shown in Appendix C that in
order to prove the bound (101) in Proposition 3, it suffices to combine Lemma IV.1 with the following bound proven
below:
Lemma VII.2. For sufficiently large L, we have ∀ θx, θy ∈ [0, 2pi]:
|〈Ψ0,Ψ	(θx, θy, r)〉− 〈Ψ0,Ψ	(r)〉| ≤ Cqa ((Qmax (J/∆)L)5 r5 + (Qmax J L ln2 L) r · g∆(L/48)) . (106)
Note that the above bound allows us to translate the coordinates (θx, θy) to the origin (0, 0) in flux-space, where
we can make use of the gap γ > 0, to get good bounds on the approximation of the evolution of the groundstate
∣∣Ψ0〉.
C. The Translation Lemma
We now focus our attention on proving (106), but before we start we prove the following important Lemma.
Lemma VII.3. Let AΩ0 ∈ AΩ0 , with Ω0 defined in (89). Then, the following bound holds for some Cqa > 0 and
L ≥ 5R: ∣∣〈Ψ0, AΩ0Ψ0〉− 〈Ψ0, V †[(0, 0)→ (θx, θy)]RY (θy, RX(θx, AΩ0))V [(0, 0)→ (θx, θy)]Ψ0〉∣∣
≤ Cqa(|θx|+ |θy|) ‖AΩ0‖
(
Qmax J L ln
2 L
)
g∆(L/24).
Proof. We recall the density matrices ρX(θx) and ρY (θy), defined in (70 − 71). Using the rotation identity (87) for
the auxiliary unitary UΩ(θx, θy, θx) defined in (82) and recalling the definition of V [(0, 0) → (θx, θy)] in (42), we get
the following equalities:〈
Ψ0, V
†[(0, 0)→ (θx, θy)]RY (θy, RX(θx, AΩ0))V [(0, 0)→ (θx, θy)]Ψ0
〉− 〈Ψ0, AΩ0Ψ0〉
= Tr
(
ρY (θy)U
†
X(0, θy, θx)RY (θy, RX(θx, AΩ0))UX(0, θy, θx)
)
− Tr(P0AΩ0)
= Tr
(
ρY (θy)
[
U†X(0, θy, θx)RY (θy, RX(θx, AΩ0))UX(0, θy, θx)− U†Ω(0, θy, θx)RY (θy, RX(θx, AΩ0))UΩ(0, θy, θx)
])
+ Tr
(
[ρY (θy)−RY (θy, P0)] U†Ω(0, θy, θx)RY (θy, RX(θx, AΩ0))UΩ(0, θy, θx)
)
+ Tr
(
RY (θy, P0)RY
(
θy,
[
U†Ω(0, 0, θx)RX(θx, AΩ0)UΩ(0, 0, θx)− U†X(0, 0, θx)RX(θx, AΩ0)UX(0, 0, θx)
]))
+ Tr ([ρX(θx)−RX(θx, P0)]RX(θx, AΩ0)) (107)
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Finally, recalling the sets ΩX and ΩY defined in (72) and the comment preceding their definition, we have:∣∣〈Ψ0, V †[(0, 0)→ (θx, θy)]RY (θy, RX(θx, AΩ0))V [(0, 0)→ (θx, θy)]Ψ0〉− 〈Ψ0, AΩ0Ψ0〉∣∣
≤ ∥∥U†X(0, θy, θx)RY (θy, RX(θx, AΩ0))UX(0, θy, θx)− U†Ω(0, θy, θx)RY (θy, RX(θx, AΩ0))UΩ(0, θy, θx)∥∥
+
∥∥U†Ω(0, 0, θx)RX(θx, AΩ0)UΩ(0, 0, θx)− U†X(0, 0, θx)RX(θx, AΩ0)UX(0, 0, θx)∥∥
+ ‖AΩ0‖
(‖TrΩY (ρY (θy)−RY (θy, P0))‖1 + ‖TrΩX (ρX(θx)−RX(θx, P0))‖1)
≤ Cqa |θx|‖AΩ0‖
(
Qmax J L ln
2 L
)
g∆(L/24) + C (|θx|+ |θy|)‖AΩ0‖ (Qmax J L) g∆(L/4−R) (108)
where we used Lemmas VII.1 and VI.1 for the two terms above. Noting that g∆(L/24) ≥ g∆(L/4−R) for sufficiently
large L, we get the desired bound.
D. Localizing the loop unitary V	(θx, θy, r)
In this section, we show that the operator V	(0, 0, r) defined in (44) can be approximated by the sum of operators
with support on a cross of radius L/8 centered at the origin x = y = 0. Moreover, we show that we may approximate
V	(θx, θy, r) by RY (θy, RX(θx, V	(0, 0, r))), up to a rapidly-decaying error in L and r.
Lemma VII.4. For sufficiently large L, there exists a constant C > 0, such that for all θx, θy ∈ [0, 2pi] we have the
bound:
‖V	(θx, θy, r)−RY (θy, RX(θx, V	(0, 0, r)))‖ ≤ C (Qmax(J/∆)L) · r ·
(
∆ · g∆(L/48) + (Qmax(J/∆)L)4 r4
)
. (109)
Moreover, there exists an operator W (r) ∈ AΩ0 , such that ‖W (r)− 1‖ ≤ C (Qmax(J/∆)L)2 r2 and:
‖V	(0, 0, r)−W (r)‖ ≤ C (Qmax(J/∆)L) · r ·
(
∆ · g∆(L/48) + (Qmax(J/∆)L)4 r4
)
. (110)
Before proving the above Lemma, we introduce the unitaries UX(M)(θx, θy, r) and UY (M)(θx, θy, r) defined by the
following differential equations:
∂rUX(M)(θx, θy, r) = iS(M)∆ (H(θx + r, 0, θy, 0), ∂rH(θx + r, 0, θy, 0)) UX(M)(θx, θy, r), UX(M)(θx, θy, 0) = 1 ,
∂rUY (M)(θx, θy, r) = iS(M)∆ (H(θx, 0, θy + r, 0), ∂rH(θx, 0, θy + r, 0)) UY (M)(θx, θy, r), UY (M)(θx, θy, 0) = 1 ,
with S(M)∆ (H,A) defined in (23). Later we will pick M = L/48 but for now M is left arbitrary. The following Lemma
gives us a bound on the error of approximating the unitaries UX(θx, θy, r) and UY (θx, θy, r) with UX(M)(θx, θy, r) and
UY (M)(θx, θy, r), respectively.
Lemma VII.5. The following bounds hold for all θx, θy ∈ [0, 2pi] and r ≥ 0, with M ≥ 8R:
‖UX(θx, θy, r)− UX(M)(θx, θy, r)‖ ≤ r · (Qmax J L) g∆(M), (111)
‖UY (θx, θy, r)− UY (M)(θx, θy, r)‖ ≤ r · (Qmax J L) g∆(M). (112)
Proof. We only prove the bound for UX(θx, θy, r), since the bound for UY (θx, θy, r) follows from a similar argument.
First, note that ‖UX(θx, θy, r)− UX(M)(θx, θy, r)‖ = ‖U†X(θx, θy, r)UX(M)(θx, θy, r)− 1‖. Moreover, setting
∆M (θx, θy, r) = S(M)∆ (H(θx + r, 0, θy, 0), ∂rH(θx + r, 0, θy, 0))− S∆(H(θx + r, 0, θy, 0), ∂rH(θx + r, 0, θy, 0)),
differentiating with respect to r gives:
∂r
(
U†X(θx, θy, r)UX(M)(θx, θy, r)
)
r=s
= i
(
U†X(θx, θy, s) ∆M (θx, θy, s)UX(M)(θx, θy, s)
)
(113)
and hence using a triangle inequality and the unitary invariance of the norm ‖ · ‖, we have:
‖U†X(θx, θy, r)UX(M)(θx, θy, r)− 1‖ ≤
∫ r
0
‖∆M (θx, θy, s)‖ ds ≤ r · (Qmax J L) g∆(M), (114)
where we used (24) to get the final inequality, which completes the proof.
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We now return to the proof of Lemma VII.4:
Proof of Lemma VII.4. Using Lemma VII.5 and four triangle inequalities, we may approximate the unitary defined
in (44) as V	(θx, θy, r) = U
†
Y (θx, θy, r)U
†
X(θx, θy + r, r)UY (θx + r, θy, r)UX(θx, θy, r), with the following version:
V
(M)
	 (θx, θy, r) = U
†
Y (M)(θx, θy, r)U
†
X(M)(θx, θy + r, r)UY (M)(θx + r, θy, r)UX(M)(θx, θy, r),
up to an almost-exponentially small error. More formally, we have for all θx, θy ∈ [0, 2pi]:∥∥V	(θx, θy, r)− V (M)	 (θx, θy, r)∥∥ ≤ 4 r · (Qmax J L) g∆(M). (115)
We introduce now the following two unitaries that will aid us in the perturbative expansion of V
(M)
	 (θx, θy, r):
Fr(θx, θy, s1, s2) = U
†
Y (M)(θx, θy, s1)U
†
X(M)(θx, θy + r, s2)UY (M)(θx + r, θy, s1)UX(M)(θx, θy, s2),
Gr(θx, θy, s1, s2) = U
†
Y (M)(θx + r, θy, s1)U
†
X(M)(θx, θy + r, s2)UY (M)(θx + r, θy, s1)UX(M)(θx, θy + r, s2),
where 0 ≤ s1, s2 ≤ r. Note that V (M)	 (θx, θy, r) = Fr(θx, θy, r, r) and that the following identities hold:
Fr(θx, θy, s1, s2) = Fr(θx, θy, s1, 0)Gr(θx, θy, s1, s2)Fr(θx, θy, 0, s2), (116)
Fr(θx, θy, 0, 0) = Gr(θx, θy, 0, s) = Gr(θx, θy, s, 0) = 1 ,
Furthermore, we define the following localized versions of the generators defined in (36) and (37) with H(θx, θy) =
H(θx, 0, θy, 0), recalling the decomposition given in (25):
D(M)X (θx, θy) ≡ S(M)∆ (H(θx, θy), ∂θxH(θx, θy)), D(M)Y (θx, θy) ≡ S(M)∆ (H(θx, θy), ∂θyH(θx, θy)).
In the process of showing localization for the unitary in (116), the following operators will be useful:
∆
(M)
X (θx, θy, s2, r) ≡ D(M)X (θx + s2, θy + r)−D(M)X (θx + s2, θy) =
∫ r
0
(
∂sD(M)X (θx + s2, θy + s)
)
ds, (117)
∆
(M)
Y (θx, θy, s1, r) ≡ D(M)Y (θx + r, θy + s1)−D(M)Y (θx, θy + s1) =
∫ r
0
(
∂sD(M)Y (θx + s, θy + s1)
)
ds. (118)
Note that the support of ∆
(M)
X (θx, θy, s2, r) lies strictly within a 2M × 4M box, centered at the origin in the x − y
orientation (i.e. [−M,M ] × [−2M, 2M ]), whereas the support of ∆(M)Y (θx, θy, s2, r) lies strictly within a 4M × 2M
box, centered at the origin. This follows from noting that each partial derivative eliminates terms that do not depend
on the variable of differentiation, keeping in mind that interaction terms composing the above operators have been
trimmed to have a radius of support M , thus becoming independent of θx and θy outside the box [−M,M ]× [−M,M ].
In Appendix D we show that up to order r4, for M = L/48 the unitaries Fr(θx, θy, s1, 0), Gr(θx, θy, s1, s2) and
Fr(θx, θy, 0, s2) are localized within the set Ω0 defined in (89). This result is simply the result of a Taylor expansion up
to the given order; at higher order in r the result would still be localized but it would be localized within some larger
set. Moreover, we show that the localized versions of the above unitaries are simple rotations of the same operators
evaluated at θx = θy = 0. In particular, we have for 0 ≤ s1, s2 ≤ r and a constant C > 0, the following bounds:
‖Fr(θx, θy, s1, 0)−RY (θy, RX(θx, Fr(0, 0, s1, 0)))‖ ≤ C (Qmax (J/∆)L)5 r5, (119)
‖Fr(θx, θy, 0, s2)−RY (θy, RX(θx, Fr(0, 0, 0, s2)))‖ ≤ C (Qmax (J/∆)L)5 r5, (120)
‖Gr(θx, θy, s1, s2)−RY (θy, RX(θx, Gr(0, 0, s1, s2)))‖ ≤ C (Qmax (J/∆)L)5 r5. (121)
Using (115) with V
(M)
	 (θx, θy, r) = Fr(θx, θy, r, r), we get from (116-121) and several triangle inequalities:
‖V	(θx, θy, r)−RY (θy, RX(θx, V	(0, 0, r)))‖ ≤ C (Qmax(J/∆)L) · r ·
(
∆ · g∆(L/48) + (Qmax(J/∆)L)4 r4
)
.
Moreover, setting W (r) to be the sum of terms up to order 4 in r in the Taylor expansion of the operator V
L/48
	 (0, 0, r)
and noting that W (0) = 1 and ∂rW (r)r=0 = 0, we have ‖W (r)−1‖ ≤ C (Qmax(J/∆)L)2 r2, for some constant C > 0,
which completes the proof of this Lemma.
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Now, we come back to the proof of Lemma VII.2, which implies Proposition 3.
Proof of Lemma VII.2. Using Lemmas VII.3 and VII.4 with AΩ0 = W (r) − 1 , we get the bound (101) from the
following estimate:
|〈Ψ0,Ψ	(θx, θy, r)〉− 〈Ψ0,Ψ	(r)〉| ≤ |〈Ψ0,W (r)Ψ0〉− 〈Ψ0,Ψ	(r)〉|
+
∣∣〈Ψ0,W (r)Ψ0〉− 〈Ψ0, V †[(0, 0)→ (θx, θy)]RY (θy, RX(θx,W (r)))V [(0, 0)→ (θx, θy)]Ψ0〉∣∣
+
∣∣〈Ψ0, V †[(0, 0)→ (θx, θy)]RY (θy, RX(θx, [W (r)− V	(0, 0, r)]))V [(0, 0)→ (θx, θy)]Ψ0〉∣∣
+
∣∣〈Ψ0, V †[(0, 0)→ (θx, θy)] [V	(θx, θy, r)−RY (θy, RX(θx, V	(0, 0, r)))] V [(0, 0)→ (θx, θy)]Ψ0〉∣∣
≤ 2‖W (r)− V	(0, 0, r)‖+ ‖V	(θx, θy, r)−RY (θy, RX(θx, V	(0, 0, r)))‖
+
∣∣〈Ψ0, (W (r)− 1 )Ψ0〉− 〈Ψ0, V †[(0, 0)→ (θx, θy)]RY (θy, RX(θx, (W (r)− 1 )))V [(0, 0)→ (θx, θy)]Ψ0〉∣∣,
recalling the bound ‖W (r)− 1‖ ≤ C (Qmax (J/∆)L)2 r2, for some constant C > 0.
VIII. PROOF OF MAIN THEOREM
At this point, we can put everything together to prove the main result, the Quantization of the Hall Conductance:
Proof of the Main Theorem. Going back to (63), and choosing r to be almost-exponentially small by (102), we use
the bounds derived in Propositions 1, 2 and 3, to complete the proof, noting that all terms B1, B2, B3 are almost-
exponentially decaying in L and the term B3 dominates the terms B1, B2 for large L.
IX. DISCUSSION AND EXTENSIONS
We have presented a proof of the quantization of Hall conductance for a system with a spectral gap on the torus.
Various extensions can be considered. Since our goal in this paper was to present a detailed proof of the quantization
of the integer Hall conductance, we only mention the extensions very briefly.
One extension is to the fractional Hall effect; in this case, we would consider a system with a degenerate or almost
degenerate groundstate subspace and a gap to the rest of the spectrum. Suppose there are q groundstates for some
integer q. To prove quantization of Hall conductance, one also needs an assumption of topological order, namely
that the different groundstates are (up to small error) locally indistinguishable on sets of diameter sufficiently small
compared to the linear size L. Under this assumption, one uses a similar proof to the integer case to show that
quasi-adiabatic evolution around a small loop leaves the groundstate subspace approximately invariant, and then one
uses the assumption of topological order to show that in fact the result is close to a scalar in the groundstate subspace.
The new ingredient is that quasi-adiabatic evolution from (θx, θy) = (0, 0) to (2pi, 0) need not be close to the identity
in the groundstate subspace; rather, it is close to some general q × q unitary ux. Similarly, evolution from (0, 0) to
(0, 2pi) is close to some q× q unitary uy. Thus the combined action on the ground state subspace for evolution around
the large loop is close to u†yu
†
xuyux. Using the fact that this evolution can be built up from the evolution around small
loops, we can establish that u†yu
†
xuyux is close to a scalar, and using the fact that the determinant of this q×q unitary
is one, this scalar is a q-th root of unity. So, we find then that the Hall conductance is approximately quantized to an
integer multiple of (1/q) e2/h. The calculation of the error becomes more elaborate in the fractional case, as one must
also account for the small error appearing in the topological order assumption, but largely the proof is the same.
Another extension is to systems with a mobility gap but no spectral gap, or to systems on an annulus with gapless
states near the edge. In the first case, one needs to give a definition of many-body localization to define the notion
of a mobility gap3, while in the second case one must define what it means to have a gapless edge but a gap in the
bulk. We do not discuss these cases further.
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Appendix A: Definition of Hilbert Space of System and of Fermionic Parity
We give here the definitions of the Hilbert space of the whole system and of the algebra of observables and of the
fermionic parity. These definitions are standard and are only included for completeness. For each site s, we define a
finite dimensional Hilbert space Hs. This space is defined to be the tensor product of two spaces, HBs ⊗HFs , where
HFs has dimension 2No(s), for some integer No(s) which physically indicates the number of orbitals on site s. Let
HB = ⊗sHBs and let HF = ⊗sHFs . The Hilbert space H of the system that we study is equal to HB ⊗HF .
We introduce creation operators a†s,j and corresponding annihilation operators as,j acting on HF . Here, s ranges
over all choices of sites and 1 ≤ j ≤ No(s). These operators are defined to obey the canonical anticommutation
relations25, and their algebra generates the full algebra of operators on HF .
We say than an operator OB acting on HB is supported on a set Z, if OB can be written as a tensor product of
an arbitrary operator acting on ⊗s∈ZHBs with the identity operator acting on ⊗s6∈ZHBs . We say that an operator
OF acting on HF is supported on a set Z, if it is in the algebra generated by the creation and annihilation operators
a†s,j , as,j for s ∈ Z. Furthermore, we define such an OF to have even fermionic parity if it is a sum of products of even
numbers of such creation and annihilation operators.
We say that an operator O acting on H is supported on a set Z, if O can be written as a sum of tensor products
OB ⊗OF , with OF and OB both supported on Z. We define such an operator O acting on H to have even fermionic
parity, if O can be written as a sum of tensor products OF ⊗ OB , with OF having even fermionic parity and OB
arbitrary. Moreover, we say that the support of an operator O is equal to Z, if Z is the smallest set such that O is
supported on Z.
Note that if two operators O,O′ have disjoint support and both have even fermionic parity, then they commute
with each other.
Appendix B: Derivatives of generators for quasi-adiabatic evolution
The following general formula for a differentiable family of Hamiltonians H(θ), which can be verified by differen-
tiating both sides with respect to t, will be instrumental in bounding the norm of higher partials of the generators
DX(θx, θy) and DY (θx, θy) defined in (36) and (37) respectively:(
∂θe
itH(θ)
)
e−itH(θ) = −eitH(θ)
(
∂θe
−itH(θ)
)
= i
∫ t
0
τH(θ)u (∂θH(θ)) du, where τ
H
u (A) := e
iuHAe−iuH . (B1)
Using the first equality above, it is straightforward to derive the commutator terms for the partials below:
∂θxτ
H(θx,θy)
u (∂θyH(θx, θy)) = τ
H(θx,θy)
u
(
∂θx∂θy H(θx, θy)
)
+
[(
∂θxe
iuH(θx,θy)
)
e−iuH(θx,θy), τH(θx,θy)u (∂θyH(θx, θy))
]
,
∂θyτ
H(θx,θy)
u (∂θyH(θx, θy)) = τ
H(θx,θy)
u
(
∂2θy H(θx, θy)
)
+
[(
∂θye
iuH(θx,θy)
)
e−iuH(θx,θy), τH(θx,θy)u (∂θyH(θx, θy))
]
.
From (B1) we have:
(
∂θxe
iuH(θx,θy)
)
e−iuH(θx,θy) = i
∫ u
0
τ
H(θx,θy)
s (∂θxH(θx, θy)) ds, and similarly for ∂θy . Setting
H(θx, θy) := H(θx, 0, θy, 0) and using the above formulas with the definition of DY (θx, θy), we get:∥∥∂θxDY (θx, θy)∥∥ ≤ ∥∥∂θx∂θy H(θx, θy)∥∥∫ ∞
−∞
|t|W∆(t) dt+
∥∥∂θy H(θx, θy)∥∥∥∥∂θx H(θx, θy)∥∥∫ ∞
−∞
t2W∆(t) dt,∥∥∂θyDY (θx, θy)∥∥ ≤ ∥∥∂2θy H(θx, θy)∥∥∫ ∞−∞ |t|W∆(t) dt+ ∥∥∂θy H(θx, θy)∥∥2
∫ ∞
−∞
t2W∆(t) dt,
with similar bounds for partial derivatives of DX(θx, θy). Now, recalling that W∆(t) is almost-exponentially decaying,
we have
∫∞
−∞ |t|W∆(t) dt = c1/∆ and
∫∞
−∞ t
2W∆(t) dt = c2/∆
2. Finally, using estimates similar to the ones derived in
(8-9), it should be clear that the above partials have norms bounded by C (Qmax(J/∆)L)
2, for some C > 0. In general,
one can show that m-th order partials of DY (θx, θy) and DX(θx, θy) have norms bounded by C (Qmax(J/∆)L)m+1.
The same arguments apply to partial derivatives of D(M)Y (θx, θy) and D(M)X (θx, θy).
Appendix C: Decomposing the evolution into small loops.
Let N = 2pi/r and define U(N−m)+nN = V †(m · r, n · r)V	(m · r, n · r, r)V (m · r, n · r), for m,n ∈ [0, N − 1] to be
the evolution operator corresponding to the cyclic path leading to and around the square with lower-left corner at
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(m · r, n · r) in flux-space (see Fig. 3). Then, we have the following identity:
V	(0, 0, 2pi) = UN2 UN2−1 · · ·U3 U2 U1 (C1)
as can be verified by the decomposition described in Fig. 3. To help us track the contribution from each term in the
decomposition as we insert P0 = |Ψ0〉〈Ψ0| and Q0 = 1 − P0 after each cyclic evolution, we introduce the scalars:
p[s,t] =
〈
Ψ0, Ut Ut−1 · · ·UsΨ0
〉
, and q[s,t] =
〈
Ψ0
∣∣Ut Ut−1 · · ·Us−1Q0Us∣∣Ψ0〉.
Moreover, we define pt = p[t,t] =
〈
Ψ0, UtΨ0
〉
. In particular, pN =
〈
Ψ0,Ψ	(0, 0, r)
〉
=
〈
Ψ0,Ψ	(r)
〉
. The quantity we
want to bound in (101) is
〈
Ψ0,Ψ	(2pi)
〉− 〈Ψ0,Ψ	(r)〉( 2pir )2 = p[1,N2] − (pN )N2 . From the triangle inequality, we get:∣∣p[1,N2] − (pN )N2∣∣ ≤ ∣∣p[1,N2] − p1 p2 · · · pN2−1 pN2 ∣∣+ ∣∣p1 p2 · · · pN2−1 pN2 − (pN )N2∣∣, (C2)
so it suffices to bound each term on the right. We start with a bound for
∣∣p[1,N2] − p1 p2 · · · pN2−1 pN2 ∣∣. Using the
following equalities recursively: p[1,N2] = p1p[2,N2] + q[1,N2], p[2,N2] = p2p[3,N2] + q[2,N2], . . . , we may write:
p[1,N2] − p1 p2 · · · pN2−1 pN2 =
N2−1∑
i=1
p1 · · · pi−1q[i,N2] (C3)
We turn our attention to the terms q[i,N2]. We begin by observing that the following series of bounds hold:
|q[i,N2]| = |
〈
Ψ0, UN2 · · ·Ui+1Q0UiΨ0
〉| ≤ ‖Q0Ui∣∣Ψ0〉‖ = √1− |pi|2 ≤√2(|pN | − |pi|) ≤√2|pi − pN |.
where we used 1 = |pN | (see Lemma IV.1) and |pi| ≤ 1,∀i ∈ [1, N ]. Since, we have N2− 1 terms in (C3), the triangle
inequality and the above bound imply:∣∣p[1,N2] − p1 p2 · · · pN2−1 pN2∣∣ ≤ (N2 − 1) sup
i∈[1,N2]
√
2|pi − pN |. (C4)
Moreover, assuming supi∈[1,N2] |pi − pN | = δ for some δ ∈ [0, 2], we get:
∣∣(pN )N2 − p1 p2 · · · pN2−1 pN2 ∣∣ ≤ (1 + δ)N2 − 1 ≤ eδN2 − 1 = ∫ δN2
0
ey dy ≤ eδN2 δN2, (C5)
where the first inequality follows from expanding the product on the right of the identity:
p1 p2 · · · pN2−1 pN2 = (pN + [p1 − pN ]) · · · (pN + [pN2−1 − pN ]) (pN + [pN2 − pN ])
and then, after subtracting the term (pN )
N2 , using the triangle inequality along with |pN | = 1. The second inequality
follows from comparing the binomial expansion of (1 + x/m)m term by term with the Taylor expansion of ex and
using the simple inequality
(
m
k
) ≤ mkk! . Putting everything together, we get the final bound:∣∣〈Ψ0,Ψ	(2pi)〉− 〈Ψ0,Ψ	(r)〉( 2pir )2∣∣ ≤ 4pi2 (√2 δ · r−4 + e4pi2δ·r−2δ · r−2) , (C6)
recalling that δ := supi∈[1,N2] |pi − pN | is bounded in (106).
Appendix D: Taylor expansions of operators Fr(θx, θy, s1, s2) and Gr(θx, θy, s1, s2)
The notation used in this section is defined in Subsection VII D. We begin by showing localization for Fr(θx, θy, s1, 0).
A similar argument applies to Fr(θx, θy, 0, s2). One can easily check that:
∂sFr(θx, θy, s, 0)s=s1 = i U
†
Y (M)(θx, θy, s1) ∆
(M)
Y (θx, θy, s1, r)UY (M)(θx, θy, s1) · Fr(θx, θy, s1, 0).
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Noting that we only need to consider partial derivatives up to order 3 since ‖∆(M)Y (θx, θy, s1, r)‖ = O(r) (see (118)
and Appendix B for a discussion on how to bound ‖∂sD(M)Y (θx + s, θy + s1)‖), we have:
∂sFr(θx, θy, s, 0)s=0 = i∆
(M)
Y (θx, θy, 0, r)
∂2sFr(θx, θy, s, 0)s=0 = −
[
∆
(M)
Y (θx, θy, 0, r), D
(M)
Y (θx, θy)
]
+ i ∂s∆
(M)
Y (θx, θy, s, r)s=0 −∆2Y (θx, θy, 0, r)
∂3sFr(θx, θy, s, 0)s=0 = −i
[[
∆
(M)
Y (θx, θy, 0, r), D
(M)
Y (θx, θy)
]
, D
(M)
Y (θx, θy)
]
− ∂s
[
∆
(M)
Y (θx, θy, s, r), D
(M)
Y (θx, θy + s)
]
s=0
+ i ∂2s∆
(M)
Y (θx, θy, s, r)s=0 +O(r2).
Now, the crucial point is that the operators ∆
(M)
Y (θx, θy, s, r) and D
(M)
Y (θx, θy + s) satisfy for M ≤ L/24:
∆
(M)
Y (θx, θy, s, r) = RY (θy, RX(θx,∆
(M)
Y (0, 0, s, r))),[
∆
(M)
Y (θx, θy, s, r), D
(M)
Y (θx, θy + s)−RY
(
θy, RX
(
θx, D
(M)
Y (0, s)
))]
= 0,[
RY
(
θy, RX
(
θx,
[
∆
(M)
Y (0, 0, s, r), D
(M)
Y (0, s)
)])
, D
(M)
Y (θx, θy + s)−RY
(
θy, RX
(
θx, D
(M)
Y (0, s)
))]
= 0,
which may be verified by considering the action of the twists RY (θy, ·) and RX(θx, ·) on interaction terms with
support contained in Ω0 =
{
s ∈ T : |x(s)| ≤ L/8 − R and |y(s)| ≤ L/8 − R}. For example, note that for the
truncated Hamiltonians defined in the statement of Lemma III.2 with M ≤ L/2, we have RY (θy, HZ(M)(0, 0, s, 0)) =
HZ(M)(0, 0, θy + s, 0) for Z with support near y = 1 and RX(θx, HZ(M)(s, 0, 0, 0)) = HZ(M)(θx + s, 0, 0, 0)) for Z
with support near x = 1. This follows from the trivial action of the truncated Hamiltonians HZ(M)(0, 0, s, 0) and
HZ(M)(s, 0, 0, 0) near the twists at y = L/2 + 1 and x = L/2 + 1, respectively, recalling that the interaction terms
commute with charge operators whose support covers the range of the interaction (see (1) and (12)). In general, the
previous argument can be applied to any Hamiltonian that acts trivially (i.e. has no interaction terms supported) on
one of the two boundary lines of the charge operators QX and/or QY , effectively introducing a single boundary twist
by applying the corresponding global twist RX(θx, ·) and/or RY (θy, ·) on the Hamiltonian.
Of course, in order for the previous argument to work, we need to show that each term we wish to rotate globally
has support away from the twists at x = L/2 + 1 and y = L/2 + 1. To study the support of the terms derived
in the above partials, we choose one of these terms as an illustrative example. In particular, we note that taking
commutators of ∆
(M)
Y (θx, θy, s, r) with D
(M)
Y (θx, θy+s), can only extend the support of ∆
(M)
Y (θx, θy, s, r) (a 4M×2M
box, centered at the origin) up to 2M in the y-direction, so terms affected by the twist on x = L/2 and y = L/2
will not appear in the commutator for M ≤ L/12, since then (2 + 2)M ≤ L/2 − 2M . Finally, since the support of
D
(M)
Y (θx, θy + s)−RY
(
θy, RX
(
θx, D
(M)
Y (0, s)
))
does not intersect the support of ∆
(M)
Y (θx, θy, s, r), the commutator
of the two operators is trivially 0.
The above observations, combined with the partials we computed and the assumption 0 ≤ s1, s2 ≤ r, imply that
for a constant C > 0, the following bounds hold:
‖Fr(θx, θy, s1, 0)−RY (θy, RX(θx, Fr(0, 0, s1, 0)))‖ ≤ C (Qmax (J/∆)L)5 r5, (D1)
‖Fr(θx, θy, 0, s2)−RY (θy, RX(θx, Fr(0, 0, 0, s2)))‖ ≤ C (Qmax (J/∆)L)5 r5, (D2)
with the constant power of (Qmax (J/∆)L) coming from bounds on the norms of fifth-order commutators containing
terms like D
(M)
Y (θx, θy + s1) and partials like ∂sD(M)Y (θx + s, θy + s1), whose norms may be bounded using (21) and
arguments similar to the one found in Appendix B, respectively.
Moreover, the supports of the partial derivatives of Fr(0, 0, s1, 0) and Fr(0, 0, 0, s2) up to order 4 in r, lie strictly
within Ω0, for M ≤ L/48. By taking M to be a smaller fraction of L, we could have continued the expansion to
higher orders in r, while keeping the supports of Fr(0, 0, s1, 0) and Fr(0, 0, 0, s2) strictly within Ω0. For our purposes,
it suffices to consider errors of order O(r5).
We turn our focus, now, to showing the bound:
‖Gr(θx, θy, s1, s2)−RY (θy, RX(θx, Gr(0, 0, s1, s2)))‖ ≤ C (Qmax (J/∆)L)5 r5 (D3)
for some constant C > 0, while keeping the support of Gr(0, 0, s1, s2) within Ω0, up to order 4 in r (recalling that
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FIG. 4: Decomposition of the torus T into areas where the operators S(M)∆ (H(0, θx, r, θy), ∂θH(θ, 0, r, θy)|θ=0) and
S(M)∆ (H(r, θx, 0, θy), ∂θH(r, θx, θ, 0)|θ=0) act non-trivially. The dark shaded regions are defined as X = {s ∈ T : x(s) ∈
[−L/6, L/6] ∧ y(s) ∈ [−L/3 − R,L/3 + R]} and Y = {s ∈ T : y(s) ∈ [−L/6, L/6] ∧ x(s) ∈ [−L/3 − R,L/3 + R]} and cor-
respond to interaction terms S(M)∆ (H(0, 0, r, 0), ∂θΦ(Z; θ, 0, r, 0)|θ=0) with Z ⊂ X and S(M)∆ (H(r, 0, 0, 0), ∂θΦ(Z; r, 0, θ, 0)|θ=0)
with Z ⊂ Y , respectively. On the other hand, the light shaded regions X ′ = {s ∈ T : x(s) ∈ [−L/6, L/6] ∧ y(s) ∈ [2L/3, 4L/3]}
and Y ′ = {s ∈ T : y(s) ∈ [−L/6, L/6] ∧ x(s) ∈ [2L/3, 4L/3]} correspond to terms S(M)∆ (H(0, 0, 0, θy), ∂θΦ(Z; θ, 0, 0, θy)|θ=0)
with Z ⊂ X ′ and S(M)∆ (H(0, θx, 0, 0), ∂θΦ(Z; 0, θx, θ, 0)|θ=0) with Z ⊂ Y ′, respectively. Since each interaction has radius of
support M ≤ L/6, interactions in X ′ commute with interactions in Y and Y ′ and interactions in Y ′ further commute with
those in X.
0 ≤ s1, s2 ≤ r). We begin by setting:
∆rY (θx, θy, s1, s2) ≡ i U†X(M)(θx, θy + r, s2)D(M)Y (θx + r, θy + s1)UX(M)(θx, θy + r, s2)− iD(M)Y (θx + r, θy + s1)
=
∫ s2
0
U†X(M)(θx, θy + r, s)
[
D
(M)
X (θx + s, θy + r), D
(M)
Y (θx + r, θy + s1)
]
UX(M)(θx, θy + r, s) ds
∆rX(θx, θy, s1, s2) ≡ iD(M)X (θx + s2, θy + r)− i U†Y (M)(θx + r, θy, s1)D(M)X (θx + s2, θy + r)UY (M)(θx + r, θy, s1)
=
∫ s1
0
U†Y (M)(θx + r, θy, s)
[
D
(M)
X (θx + s2, θy + r), D
(M)
Y (θx + r, θy + s)
]
UY (M)(θx + r, θy, s) ds
Taking partials with respect to the variables s1 and s2, one may verify:
∂s′1Gr(θx, θy, s
′
1, s2)s′1=s1 = Gr(θx, θy, s1, s2) ·
(
U†Y (M)(θx + r, θy, s1) ∆
r
Y (θx, θy, s1, s2)UY (M)(θx + r, θy, s1)
)
∂s′2Gr(θx, θy, s1, s
′
2)s′2=s2 =
(
U†X(M)(θx, θy + r, s2) ∆
r
X(θx, θy, s1, s2)UX(M)(θx, θy + r, s2)
)
·Gr(θx, θy, s1, s2)
Using the above relations, it is straightforward to check:
∂s1Gr(θx, θy, s1, s2)s1=0 = ∆
r
Y (θx, θy, 0, s2)
∂s2Gr(θx, θy, s1, s2)s2=0 = ∆
r
X(θx, θy, s1, 0)
∂2s1Gr(θx, θy, s1, s2)s1=0 = i
[
∆rY (θx, θy, 0, s2), D
(M)
Y (θx + r, θy)
]
+ (∂s1∆
r
Y (θx, θy, s1, s2))s1=0 + (∆
r
Y (θx, θy, 0, s2))
2
∂2s2Gr(θx, θy, s1, s2)s2=0 = i
[
∆rX(θx, θy, s1, 0), D
(M)
X (θx, θy + r)
]
+ (∂s2∆
r
X(θx, θy, s1, s2))s2=0 + (∆
r
X(θx, θy, s1, 0))
2
We note here that we only need to evaluate the following partials at s1 = s2 = 0 in order to have a complete picture
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of Gr(θx, θy, s1, s2) up to order 4 in r:
∂s2(∂s1Gr(θx, θy, s1, s2)s1=0)s2=0 = ∂s2∆
r
Y (θx, θy, 0, s2)s2=0 =
[
D
(M)
X (θx, θy + r), D
(M)
Y (θx + r, θy)
]
∂s2
(
∂2s1Gr(θx, θy, s1, s2)s1=0
)
s2=0
= i
[[
D
(M)
X (θx, θy + r), D
(M)
Y (θx + r, θy)
]
, D
(M)
Y (θx + r, θy)
]
+
[
D
(M)
X (θx, θy + r),
(
∂s1D
(M)
Y (θx + r, θy + s1)
)
s1=0
]
∂s1
(
∂2s2Gr(θx, θy, s1, s2)s2=0
)
s1=0
= i
[[
D
(M)
X (θx, θy + r), D
(M)
Y (θx + r, θy)
]
, D
(M)
X (θx, θy + r)
]
+
[(
∂s2D
(M)
X (θx + s2, θy + r)
)
s2=0
, D
(M)
Y (θx + r, θy)
]
∂2s1
(
∂2s2Gr(θx, θy, s1, s2)s2=0
)
s1=0
= i
[(
∂2s1∆
r
X(θx, θy, s1, 0)
)
s1=0
, D
(M)
X (θx, θy + r)
]
+
(
∂s2
(
∂2s1∆
r
X(θx, θy, s1, 0)
)
s1=0
)
s2=0
+ 2
[
D
(M)
X (θx, θy + r), D
(M)
Y (θx + r, θy)
]2
Now, since
(
∂2s1∆
r
X(θx, θy, s1, 0)
)
s1=0
= ∂s2
(
∂2s1Gr(θx, θy, s1, s2)s1=0
)
s2=0
, we can see from Figure 4 that all of the
above commutators are rotated versions of the same commutators with θx = θy = 0, where we apply RY (θy, RX(θx, ·))
to perform the rotation as in the study of Fr(θx, θy, s1, 0). For example, we have for one of the fourth-order terms
implicit in the first term of the last line of partials evaluated above:[[[
D
(M)
X (θx, θy + r), D
(M)
Y (θx + r, θy)
]
, D
(M)
Y (θx + r, θy)
]
, D
(M)
X (θx, θy + r)
]
=
RY
(
θy, RX
(
θx,
[[[
D
(M)
X (0, r), D
(M)
Y (r, 0)
]
, D
(M)
Y (r, 0)
]
, D
(M)
X (0, r)
]))
where we have assumed that M ≤ L/12 to make sure that all terms affected by the twists at x = y = L/2 vanish.
Furthermore, choosing M = L/48, guarantees that up to fourth order all commutators have support within Ω0. To
see this, note that each new commutator includes terms with support at most 2M away from the support of each
term in the commutator. For example, the above commutator has, potentially, the largest support of all the terms up
to fourth order. It is supported within a cross of radius 5M , with two axis of width 2M each, centered at the origin.
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