In this note, we give new examples of type I groups generalizing a previous result of Ol 'shanskii [Ols80]. More precisely, we prove that all closed non-compact subgroups of Aut(T d ) acting transitively on the vertices and on the boundary of a d-regular tree and satisfying Tits' independence property are type I groups. We claim no originality as we use standard ingredients: the polar decomposition of those groups and the admissibility of all their irreducible unitary representations.
Preliminaries: groups acting on trees
Denote by T an infinite locally finite tree and by T d the d-regular tree with d ≥ 3. Moreover we say that a tree is thick if the degree of every vertex is at least 3. Remark that T is endowed with a canonical metric structure, where an edge is considered of length one, and so with a topology. The geodesic between two vertices of T is the shortest path in T connecting them. The automorphism group Aut(T ) is a totally disconnected locally compact group equipped with the topology of pointwise convergence. If G ≤ Aut(T ) is a closed subgroup and S ⊂ T is some set of vertices, we define the pointwise stabilizer subgroup G S := {g ∈ G | g(s) = s for all s ∈ S}.
In what follows, we denote by ∂T the boundary of the tree T , meaning that after fixing a vertex x 0 in T , a boundary point in ∂T is associated with a unique infinite geodesic ray starting at x 0 . The topology on T can be extended to ∂T as follows. Let x 0 be a fixed vertex of T . Let ξ ∈ ∂T and corresponding to ξ let {x n } n≥0 be the unique infinite sequence of vertices in T starting at x 0 and determining the infinite geodesic. A basic neighborhood of ξ is the set U (x 0 , ξ, n) :
where by [y, z] we denote the geodesic segment in T between two vertices y, z in T . The topology on T ∪ ∂T with basis given by the open balls B(x, r) ⊂ T together with the collections of all sets {U (x 0 , ξ, n)} ξ∈∂T,n>0 is called the cone topology on T ∪ ∂T . This topology does not depend of the choice of the vertex x 0 . If T is a locally finite tree, then T ∪ ∂T is compact in this cone topology.
For what follows we fix a vertex x 0 of T and we denote by B n (x 0 ) be the closed ball of radius n and of center x 0 . To simplify the notation for what follows, we denote U n := G Bn(x 0 ) , where G is a closed subgroup of Aut(T ). Remark that U n is a compact open subgroup of G, which is normal in G x 0 .
For the convenience of the reader, we recall below some basic facts from the theory of groups acting by automorphisms on locally finite trees. We start with the following well known equivalences. Another well known fact, that one can easily deduce, is the polar decomposition of a closed non-compact subgroup G ≤ Aut(T d ) acting transitively on the vertices and on the boundary of the tree: G = G x a G x , where a ∈ G is a hyperbolic automorphism of translation length one and x is a vertex contained in the translation axis of a (see [BM00b] ).
Type I groups
Let us introduce the main definition of this note.
Definition 2.1 (Definition 5.4.2 in [Dix77] ). A locally compact group G is of type I, if for every unitary representation π of G, the von Neumann algebra π(G) ′′ generated by π is of type I.
Previously known examples of type I groups are all reductive p-adic Lie groups (see [Ber74] ) and Aut(T d ), the automorphisms group of a d-regular tree (see Ol'shanski [Ols80] and Demir [Dem04] ).
A useful criterion for a locally compact group to be of type I is the following: Proof. Let (K n ) n>0 be a neighborhood base of e ∈ G consisting of compact open subgroups. Take ξ ∈ H with norm one. Then there is n ∈ N such that K n · ξ ⊂ B(ξ, 1/2). So the convex closure C := conv(K n · ξ) does not contain 0. Indeed, for all c i > 0 such that i c i = 1 and for all η i ∈ K n · ξ, we have
Since K n is compact there is a K n -fixed point in C. By putting K := K n , this finishes the proof.
3
On unitary representations of groups acting on trees For the convenience of the reader, we include the proof from [Dem04] .
Proof. Let (π, H) be a super-cuspidal representation of G and recall that {U n } n is a neighborhood basis of {e} consisting of compact open subgroups. It suffices to show that dim(H Un ) < +∞ for all n ∈ N.
So fix n ∈ N and take v ∈ H \ {0}. We define the U n -invariant function f : G → H Un by f (g) := Un π(kg)(v)dµ(k), where µ is the Haar measure on U n . Assume that dim(H Un ) is infinite. Since π is irreducible, we have span π(G)v = H. For g ∈ G, the element f (g) is the orthogonal projection of π(g)v onto H Un . These facts together imply that there is a sequence {g k } k∈N ⊂ G such that {f (g k )} k∈N ⊂ H Un is linearly independent. As f is U n -invariant, the sequence {g k } k∈N is discrete and hence it goes to infinity in G.
Let E be the closed subspace of H Un generated by {f (g k )} k∈N . By Gram-Schmidt orthogonalization one obtains a sequence of orthonormal vectors {w k } k∈N such that for every K ∈ N the vector spaces spanned by {f (g k )} k<K and by {w k } k<K are the same. Define the vector w := k 1 k w k . We claim that this vector w has non-zero scalar product with infinitely many vectors from {f (g k )} k∈N . Indeed, if this is not the case, then w would be in the span of finitely many vectors {f (g k )} k∈N . But then w would be in the span of finitely many vectors {w k } k∈N too. This is a contradiction.
By [Ama03, Chapter 2], the function g → π(g)v, w is compactly supported. Since
we have that f is also compactly supported. This contradicts f (g k ), w = 0 for infinitely many k ∈ N. We have finished the proof.
Summarizing the previous discussion, we showed: To the best of our knowledge those are the only known examples of totally disconnected locally compact groups for which all irreducible unitary representations are admissible.
We are now ready to prove the main theorem of this note. Proof. To prove the theorem we verify the criterion from Theorem 2.2 for our group G and K = G x , with x a vertex in T d . So let (π, H) be an irreducible unitary representation of G. As K is compact, we have the direct sum decomposition π| K = π i n i π i , where (π i ) i are pairwise non-isomorphic finite dimensional irreducible unitary representations of K and n i is the multiplicity of π i in π| K . Suppose that n i = ∞ for some π i . By Lemma 2.3 applied to the compact subgroup K there exists a compact open subgroup K n ⊂ K such that π i | Kn has a fixed vector. Therefore there is an infinite number of K n -fixed vectors for the representation π of G. Invoking Theorem 3.4, we obtain a contradiction. This verifies the criterion of Theorem 2.2 and finishes the proof.
Let us finally give a slight strengthening of Theorem 3.4, which corresponds to the formulation of the main theorem of Bernstein [Ber74] and of Demir [Dem04] . Proof. It suffices to check the statement of the theorem for K = U n , n ∈ N. So fix n ∈ N.
Recall from [FTN91, Lemma 4.1] that the Hecke algebra C c (G, G x ) is commutative under the convolution product. As U n is a normal finite index subgroup of G x , we have that dim(C c (G x , U n )) = dim(C[G x /U n ]) = [G x : U n ]. Following the same calculations as in [Ber74] or [Dem04] by using the polar decomposition G = G x a G x , one obtains Theorem 3.2 from [Dem04] : For a closed non-compact subgroup G ≤ Aut(T d ) acting transitively on the vertices and on the boundary of T d , we have C c (G, U n ) = C c (G x , U n )A C c (G x , U n ), where A is the subalgebra generated by the characteristic function of U n aU n .
By the general representation theory of Hecke algebras we know the following. Every irreducible unitary representation (π, H) of our group G induces an irreducible * -representation of the Hecke algebra C c (G, K) on the space of K-invariant vectors H K , where K denotes a compact open subgroup of G. Thus, using the admissibility of all irreducible unitary representations of our group G, to obtain our conclusion it is enough to check that the dimension of every finite dimensional irreducible representation of the Hecke algebra C c (G, U n ) is bounded above by a constant. Now the proof of [Dem04, Theorem 3.3] (see also [Ols80] ) gives the constant N . This finishes the proof.
