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In dieser Arbeit wird ein neues Typsystem fur eine funktionale Programmier
sprache vorgestellt Dieses Typsystem erlaubt die Verwendung indizierter Ty
pen Indizierte Typen sind Typen die mit bestimmten Werten wie ganzen
Zahlen oder Wahrheitswerten parametrisiert werden konnen
Die Motivation war es ein Typsystem zu entwerfen das die Kompati
bilitat von Matrizen bei der Matrixmultiplikation statisch also zur Uber
setzungszeit sicherstellen kann Das entstandene System ist daruber hin
aus in der Lage die meisten Reihungsgrenzen und einige Invarianten von
Datenstrukturen beispielsweise die BalanceEigenschaft von AVLBaumen
statisch zu uberprufen
In manchen Fallen wenn zum Beispiel die Groe der Matrizen erst zur
Laufzeit eingelesen wird kann die Korrektheit prinzipiell erst zur Laufzeit
uberpruft werden Das Typsystem erlaubt es dann dynamische Uberprufun
gen einzubauen Trotz der dynamischen Tests ist statisch garantiert da zur
Laufzeit nur typkorrekte Ausdrucke ausgewertet werden
Die Arbeit schliet die Entwicklung der Typinferenz eines neuen allge
meineren Unikationsalgorithmus deren Korrektheits und Vollstandigkeits
beweise und eine Prototypimplementierung ein
   Typen in Computersprachen
Computersprachen spielen in der Informatik eine wesentliche Rolle In Com
putersprachen formulieren wir letztlich die Software die wir erstellen Aber
daruber hinaus pragen sie auch die Art in der wir uber SoftwareLosungen

 KAPITEL  EINFUHRUNG
nachdenken da wir Losungen oft mit den Strukturierungsmechanismen die
uns unsere Programmiersprache bietet beschreiben
Typen werden dazu benutzt Eigenschaften von Programmteilen bzw de
ren Werte zur Laufzeit zu beschreiben Sie hangen also eng mit den Struktu
rierungsmechanismen der Programmiersprache zusammen Beim Zusammen
setzen von Programmkomponenten stellt der Ubersetzer dann neben der syn
taktischen Kompatibilitat  in der Regel wird eine kontextfreie Grammatik
angegeben der die Programme genugen mussen  auch noch die Typkorrekt
heit sicher Dies erlaubt Aussagen uber das Laufzeitverhalten zu machen
und bestimmte Arten von Fehlern zur Laufzeit auszuschlieen
  Vorteile von Typen
Was spricht dafur Typen in eine Computersprache einzufuhren Die zumeist
genannten Grunde sind
 Fehlererkennung beim Ubersetzen
 Sicherheitsaussagen uber erzeugte Programme
 Ezienz ubersetzter Programme
 Dokumentation und
 Interoperabilitat
Die fruhzeitige Fehlererkennung ist oft der wichtigste Grund Es gibt vie
le Fehler die von der Typuberprufung bereits zur Ubersetzungszeit erkannt
werden konnen Dazu gehoren eine falsche Reihenfolge der Operanden wenn
sie einen unterschiedlichen Typ haben das Verwechseln unterschiedlicher
aber ahnlicher Strukturen Dateizeiger und Dateideskriptor und viele mehr
Je dierenzierter wir die Laufzeitgroen mit Typen unserer Programmier
sprache charakterisieren umso mehr Fehler konnen von der Typuberprufung
gefunden werden Diese Fehlererkennung spielt bei Spezikationssprachen
bei denen wir keine Tests durchfuhren konnen eine besonders wichtige Rol
le Das in der Arbeit entwickelte Typsystem legt auf diese fruhzeitige Fehler
erkennung den Schwerpunkt indem es dem Programmierer die Moglichkeit
gibt bei den Typen mehr als gewohnlich zu dierenzieren und zum Beispiel
Matrizen verschiedener Groe verschiedene Typen zuzuordnen
 VORTEILE VON TYPEN 
Fehler die bereits zur Ubersetzungszeit gefunden werden konnen zur
Laufzeit nicht mehr auftreten Aber die Sicherheitsaussagen die wir uber
typgeprufte Programme machen konnen gehen daruber hinaus Es werden
nicht nur bestimmte Fehlerklassen aus Sicht des Programmierers entdeckt
sondern es konnen auch Fehlerklassen aus Sicht des Endbenutzers ausge
schlossen werden In vielen typisierten Sprachen wie Standard ML MTH	
Haskell PHA	 oder Java GJS	 sind

core dumps zur Laufzeit ausge
schlossen vorausgesetzt der Ubersetzer ist korrekt
Besonders deutlich wird dieser Aspekt von Typen bei manchen Beweisern
Dort stehen nicht nur gewisse Eigenschaften von Argument und Resultat im
Typ einer Funktion sondern alle fur die Korrektheit der Funktion relevanten
Aussagen Diese mussen dann durch die Funktion

bewiesen werden Die
Typuberprufung uberpruft nun sogar die Korrektheit der Funktion
Die Typinformation die der Ubersetzer aus Typinferenz oder Typdeklara
tionen erhalt kann er auch benutzen um ezienteren Zielkode zu erzeugen
In Smalltalk GR
	 mu eine Additionsroutine zur Laufzeit untersuchen
welche Klasse die Operanden haben in C KR
 wird die richtige Operation
zur Ubersetzungszeit herausgefunden In dieser Arbeit trit dieses Argument
vor allem auf die Uberprufung der Reihungsgrenzen zu Wenn die Zugrie
statisch als korrekt erkannt werden kann die Uberprufung zur Laufzeit weg
fallen
Auch dem Programmierer als Leser  die meisten Programme werden sehr
viel ofter gelesen als geschrieben  geben neben dem Namen einer Funktion
die Typen von Argumenten und Resultat einen wesentlichen Hinweis darauf
was eine Funktion macht Als Beispiel seien hier die Funktionsdeklarationen
intersect set x set  set
intersect rectangle x rectangle  rectangle
gegeben In beiden Fallen ist durch den Typ klar was die Funktion
intersect macht Ohne die Typdeklaration ware das nicht der Fall Ins
besonders bei Schnittstellen groerer Softwarepakete oder Bibliotheken ist
dieser Dokumentationseekt von Typen nicht zu unterschatzen Prechelt und
Tichy zeigen in einer Studie PT	
 da Typen mebare Erfolge bringen
Bei der Interoperation zwischen verschiedenen Softwarepaketen wird oft
angenommen da gleiche Namen fur gleiche Dinge stehen Diese Annahme
kann manchmal unzutreend sein und birgt daher immer ein Risiko Keine
sichere aber wesentlich zuverlassigere Annahme ist es darauf zu vertrauen
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da gleiche Namen fur die der selbe Typ angegeben ist die selbe Sache
bezeichnen WWRT	
  Nachteile von Typen





Betrachten wir einen Algorithmus zur Exponentiation In C mussen wir
diesen Algorithmus mehrmals aufschreiben einmal fur double einmal fur
int  und spater fur struct polynomial  noch einmal In einer unty
pisierten Sprache wie Smalltalk haben wir dieses Problem nicht wir notieren
den Algorithmus einmal Das doppelte Schreiben von Funktionen ist zusatz
licher Aufwand und insbesonders beim Verandern von Programmen feh
leranfallig da wir alle Versionen parallel andern mussen Es gibt Typsysteme
mit Uberladung die das Beispiel der Exponentiation besser behandeln als C
aber kein eektives Typsystem kann alle sinnvollen Programme also alle bei
denen keine Laufzeitfehler auftreten typisieren
In manchen Programmiersprachen wie Scheme SS
 ist ausfuhrbarer
Kode eine Datenstruktur wie jede andere und kann zur Laufzeit erzeugt und
ausgefuhrt werden Es ist keine Trennung von Laufzeit und Ubersetzungs
zeit mehr moglich Beispielsweise bei partieller Evaluierung JGS	 ist diese
Moglichkeit wichtig Inzwischen gibt es auch hier Ansatze Typen zu verwen
den Hug	 aber diese sind komplizierter als ungetypte Ansatze
Je exibler ein Typsystem ist umso mehr Typannotationen sind not
wendig Wenn Typen Funktionen sehr dierenziert beschreiben konnen die
Typen oft gro werden PL
	 und Programme mit vielen Typannotationen
sind dann manchmal schwer zu lesen
Bei Skriptsprachen wie der UNIX shell laufen viele Programme nur wenige
Male Meist wird dann auf ein Typsystem verzichtet um dem Programmierer
optimale Flexibilitat Reektion und knappe Notation zu erlauben
 STATISCH ODER DYNAMISCH 
  Statisch oder dynamisch
Man unterscheidet statische und dynamische Typuberprufung Bei einem
statischen Typsystem werden alle Uberprufungen zur Ubersetzungszeit ge
macht bei dynamischen Typsystemen Hen	a werden manche Typfehler
erst zur Laufzeit gefunden
Dynamische Typuberprufung kann mehr Konstruktionen zulassen aber
insbesondere bei Frameworks oder Bibliotheken die eventuell nicht einmal
im Quellcode ausgeliefert werden ist ein Typfehler zur Laufzeit besonders
storend
Der Ansatz dieser Arbeit ist es dem Programmierer die Moglichkeit einer
dynamischen Typuberprufung zu geben aber dennoch statisch Typsicher
heit zu gewahrleisten Die Technik ist eine Art spezielles if fur Typuber
prufungen wobei im then Teil der erfolgreiche Ausgang der Typuberprufung
statisch zur weiteren Typuberprufung verwendet werden kann Dies hat ge
genuber ubersetzererzeugten dynamischen Uberprufungen den Vorteil da
dynamische Typuberprufungen vom Programmierer bewut eingesetzt wer
den mussen
  Motivation fur indizierte Typen
Die Motivation fur diese Arbeit kam aus folgendem Beispiel einer Matrix
multiplikation die ein inkorrektes Ergebnis liefert die Dimensionen passen
nicht 















Hier ist die korrekte Multiplikation mit dem korrekten Ergebnis 
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das von folgender Implementierung des Skalarprodukts in Haskell als Ergeb
nis geliefert wird
sprod x y  sum zipWith  x y
Erschreckend ist an diesem Beispiel besonders da nicht einmal zur Lauf
zeit eine Fehlermeldung auftritt Bei geeigneter Programmierung wurde zwar
zur Laufzeit eine Fehlermeldung erzeugt aber zur Ubersetzungszeit kann ein
solcher Fehler in Haskell nicht gefunden werden
Wir wollen erreichen da diese Art von Fehler bereits bei der Typuber
prufung ausgeschlossen wird indem wir den Typ einer Matrix mit der Groe
parametrisieren und die Matrixmultiplikation entsprechen deklarieren
mat	mult  Matrix Int m n  Matrix Int n k
 Matrix Int m k

Das erste Beispiel fuhrt nun zu einem Typfehler Diese Uberprufung scheint
einfach weil hier die Groen der Matrizen Konstanten sind Die Typuber
prufung mu aber auch verizieren da mat mult die Routine fur das Ska
larprodukt
s	prod  Vector Int n  Vector Int n  Int

nur mit passenden Typen aufruft Hierbei mussen alle moglichen korrekten
Aufrufe von mat mult in Betracht gezogen werden
Neben der linearen Algebra konnen wir noch weitere interessante Pro
bleme mit indizierten Typen behandeln die statische Uberprufung von Rei
hungsgrenzen und die statische Uberprufung bestimmter Invarianten von Da
tenstrukturen wie die BalanceBedingung bei AVLBaumen
Die hier entwickelte Methode kann auch die Grundlage bilden fur weitere
Typsysteme die es erlauben Typen mit allgemeineren Werten zu parame
trisieren
 	 Probleme
Hier soll ein kurzer Uberblick uber die technischen Schwierigkeiten gegeben
werden die bei der Typinferenz fur indizierte Typen entstehen Es ist oen
sichtlich da das Typinferenzproblem komplizierter wird da Bedingungen an
die Indizes zu den Bedingungen an die Typen hinzukommen Es entstehen
aber noch weitere Schwierigkeiten
 PROBLEME 
Wir betrachten einen einfachen indizierten Typ den Typ Vektor Der
Unterschied zum Typ Liste wie er auch bei anderen funktionalen Sprachen
ublich ist besteht in dem zusatzlichen Langenparameter
data List a  Cons a List a
 Nil

data Vector a n  Vcons a Vector a n    n  
 Vnil  n  

Als Beispiel wollen wir zuerst eine Langenfunktion auf Listen mit einer ent
sprechenden auf Vektoren vergleichen
len  List a  Int

len Nil  

len Cons x xs  len xs  

vlen  Vector a n  Int

vlen Vnil  

vlen Vcons x xs  vlen xs  

Im Muster der Funktion len haben Nil und Cons x xs den allgemeinen
Argumenttyp List a In der Tat wurde mit einer weiteren Denitionsglei
chung mit dem speziellen Argumenttyp List Int
len   

len nur noch den Typ List Int  Int haben Es konnten ja sonst bei
einem Aufruf len Cons True Nil der Wert True und der Wert  ver
glichen werden obwohl diese verschiedenen Typ haben
Wenn wir nun aber vlen betrachten sehen wir da das erste Muster
Vnil den Typ Vector a  also nicht den allgemeinen Typ hat Die
in dieser Arbeit vorgeschlagene Losung unterscheidet Gleichheit von Typen
und strukturelle Gleichheit von Typen was soviel heit wie Gleichheit unter
Nichtbeachtung von Indizes Die Argumente mussen dann nur von struktu
rell allgemeinem Typ sein Bei der Musteranpassung werden dann Vektoren
verschiedener Lange verglichen aber es kann nie  mit True verglichen wer
den
Fur das nachste Problem betrachten wir die vmapFunktion das Analogon
zur mapFunktion auf Listen
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vmap  a  b  Vector a n  Vector b n

vmap f Vnil  Vnil

vmap f Vcons x xs  Vcons f x vmap f xs

Als Ergebnis im ersten Zweig von vmap hat Vnil den Typ Vector Int 
Wir konnen aber leicht sehen da dieser Zweig nur dann relevant ist wenn
das zweite Argument Vnil ist also auch den Typ Vector Int  hat
Dann ist aber n   und somit ist das Resultat immer von geeignetem Typ
Eine ahnliche etwas kompliziertere Schlufolgerung fuhrt auch beim zweiten
Zweig zum Erfolg Wir mussen also Fakten die wir beim Musteranpassen
uber die Indizes erfahren in der Typinferenz verwenden Dies fuhrt dazu da
die caseRegel eine nichttriviale Erweiterung des HindleyMilnerSystems




Was bietet die Arbeit nun Neues Zum Ersten beschreiben wir ein neues
Typsystem fur eine funktionale Programmiersprache das es erlaubt Daten
typen mit Werten wie ganzen Zahlen und Wahrheitswerten zu parametri
sieren Dies eronet gegenuber bisherigen Typsystemen neue Moglichkeiten
Wir konnen die Dimensionen in der linearen Algebra viele Reihungsgren
zen und Invarianten von Datenstrukturen statisch uberprufen Allgemeiner
konnen wir viele Probleme die zuvor nur mit abhangigen Typen bearbei
tet werden konnten nun in einer Programmiersprache behandeln die den
Standardsprachen des funktionalen Programmierens sehr ahnlich ist
Technisch fuhren wir dafur einige Neuerungen ein Die Aufteilung zwi
schen Typinferenz und Unikation ist zwar nicht eigentlich neu ist aber in
dieser Arbeit strikter und expliziter als in der Literatur ublich Weiter fuhrt
diese Arbeit eine Unterscheidung zwischen strukturell gleichen Typen und
gleichen Typen ein die die Behandlung indizierter Typen erst ermoglicht Fur
die caseRegel wird eine Behandlung mit Implikation vorgeschlagen die auch
fur andere Typsysteme relevant sein kann Dies erfordert einen neuen Algo
rithmus fur die Unikation Auch die Beweise fur Korrektheit Vollstandigkeit




Wir werden im nachsten Kapitel einen grundlegenden Uberblick uber Typsy
steme und Polymorphie geben Daran anschlieend werden wir Indexsyste
me einfuhren wie wir sie fur eine Sprache mit indizierten Typen brauchen
Das vierte Kapitel ist der eigentliche Kern der Arbeit Hier wird das Typsy
stem vorgestellt es werden Inferenz und Unikation erlautert Aussagen zur
operationellen Korrektheit des Systems gemacht und die Komplexitat der
Typinferenz besprochen Im funften Kapitel werden wir die praktische An
wendung von indizierten Typen an Beispielen diskutieren und die Grenzen
des Systems erortern Hier ndet sich auch ein Vergleich mit abhangigen Ty
pen Am Ende fassen wir die Arbeit nochmals zusammen und geben einen
Ausblick uber mogliche Weiterentwicklungen Die Beweise sind im Anhang
zusammengefat
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Kapitel 
Typsysteme
In diesem Kapitel wollen wir die Grundlagen von Typsystemen darlegen
Wir orientieren uns dabei an Barendregt Bar	 Eine weitere grundlegende
Darstellung ndet sich bei Mitchell Mit	 Andere Bucher betrachten mehr
den semantischen Aspekt von Typen Mit	 Gun	 Cro	
Ein Typsystem unterteilt Programme in korrekt getypte Programme und
nicht korrekt getypte Was wir aber eigentlich wollen ist eine Unterteilung
in sinnvolle und unsinnige Programme Bei einer Funktionsanwendung sollte
die Funktion wirklich eine Funktion sein und das Argument aus ihrem De
nitionsbereich Wenn solche oder ahnliche Fehler wahrend der Ausfuhrung
des Programms auftreten konnen bezeichnen wir es als unsinnig andern
falls als sinnvoll Ziel ist es nun Typsysteme zu nden die korrekt sind
die also unsinnige Programme als nicht typkorrekt ablehnen andererseits
aber moglichst viele sinnvolle Programme akzeptieren Ein korrektes und
vollstandiges Typsystem in dem alle sinnvollen Programme akzeptiert wer
den und das gleichzeitig uberprufbar ist kann es nicht geben Der Ausdruck
Jon	
  if True then  else xyz
wird von vielen typisierten Sprachen abgelehnt da die Typuberprufung nicht
vorhersagen kann da immer der erste Zweig gewahlt wird Weiterentwickelte
Typsysteme wurden vielleicht obigen Ausdruck akzeptieren aber bei kom
plizierteren Ausdrucken fur True scheitern
Wir fangen dieses Kapitel mit einem Abschnitt uber den ungetypten
Lambdakalkul an der den betrachteten funktionalen Programmiersprachen
als Berechnungsmodell zugrunde liegt Bar
 Wir werden dann typisierte

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Lambdakalkule ansehen solche mit sehr einfachen aber auch solche mit sehr
exiblen Typsystemen
Typen konnen auch als Mittel zur Spezikation eingesetzt werden Der
Typ einer Funktion entspricht dann ihrer Spezikation und die Denition
der Funktion enthalt auch ihren Korrektheitsbeweis Hier sind sinnvolle Pro
gramme gewissermaen nur solche die der Spezikation entsprechen Bei
spiele fur Beweiser die dies ausnutzen sind NuPrl CAB
 Coq CCF	
und LEGO LP	
Am Ende des Kapitels wollen wir die Typrekonstruktion genauer betrach
ten Diese ist in einer Programmiersprache notwendig da die Annotation al
ler Typen die Lesbarkeit eines Programms stark beeintrachtigen wurde Wir
sehen uns den Typrekonstruktionsalgorithmus von Milner Mil
 ausfuhrli
cher an Auf ihm bauen die Typrekonstruktionsalgorithmen fur funktionale
Sprachen auf Wir geben auch noch eine zweite Beschreibung des Typre
konstruktionsalgorithmus der die Typinferenz in zwei Phasen unterteilt die
eigentliche Inferenz und die Unikation Eine solche Unterteilung ndet sich
auch bei Wand Wan
b Diese Unterteilung hat den Vorteil da die beiden
Probleme getrennt behandelt werden konnen was insbesonders Erweiterun
gen des Systems vereinfacht Wir werden einige Erweiterungen ansprechen
und wollen dann im weiteren Verlauf der Arbeit indizierte Typen entwickeln
eine Programmiersprachenvariante fur abhangige Typen
  Der ungetypte Lambdakalkul
Wenn wir in der Mathematik eine Funktion denieren unterscheiden wir
Argumente von Parametern indem wir die Argumente explizit angeben Wir
schreiben
fabx  ax! b
Hier ist x ein Argument a und b sind Parameter Diese Schreibweise hat
verschiedene Nachteile
 Jede Funktion braucht einen Namen
 Manchmal wird eine Funktion auf unterschiedliche Weisen betrachtet
Argument"Parameter gba x  fabx
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Wenn in einem Anwendungsgebiet uber wenige Funktionen Aussagen ge
macht werden kann das in Kauf genommen werden wenn aber eine Theorie
aufgebaut werden soll die uber Funktionen spricht ist die obige Formulie
rung ungeeignet
  Die  Schreibweise
Church Chu hat folgende Schreibweise eingefuhrt
f   xax ! b
Die Funktionsapplikation dh die Anwendung einer Funktion auf ihr Argu
ment wird als Juxtapunktion und Funktionsabstraktion mit   Standard
operationen wie ! und  oft wie oben inx geschrieben Genauer ware
f   x!axb
zu schreiben Statt fab schreibt wir jetzt also f Wenn wir die Funktion
f nun auch als Funktion von a sehen wollen schreiben wir  a xax! b oder
einfacher  a xax ! b
Formal sehen die moglichen Ausdrucke des Lambdakalkuls so aus
E  x j c j EF j  xE
x steht dabei fur eine beliebige Variable c fur eine Konstante EF fur die
Anwendung der Funktion E auf das Argument F und  xE fur eine Funktion
die angewandt auf x das Ergebnis E hat Die Prioritat der Operationen ist
so geregelt da die Applikation linksassoziativ ist und da sich E in  xE
soweit wie moglich nach rechts erstreckt Es gilt also
 xEF   xEF  EFG  EF G
   Reduktion
In der alten Schreibweise war
fab  a ! b
Im Lambdakalkul fuhren wir die Reduktion ein um Berechnungen zu be
schreiben
 xEF  FxE
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Wir schreiben FxE fur den Term der entsteht wenn wir jedes freie Vor
kommen von x in E durch F ersetzen Dabei ist zu beachten da die gebun
denen Variablen in E verschieden von den freien Variablen in F zu wahlen
sind Es entstehen dann keine zusatzlichen Bindungen
Um dieses ganz zu verstehen mussen wir zuerst die freien Variablen fvE
eines Ausdrucks E denieren
fvx  fxg# fvc  # fvEF   fvE  fvF #
fv xE  fvE n fxg
Alle anderen Variablen heien gebunden
Auerdem sollen  xx und  yy oensichtlich die gleiche Bedeutung ha
ben Zwei Ausdrucke die sich nur in den Namen gebundener Variablen un
terscheiden heien aquivalent Wir wollen wenn wir einen Ausdruck E
angeben immer seine Aquivalenzklasse meinen
Wir konnen nun zum Beispiel
 xax ! b a   ! b
reduzieren Wir nennen eine Relation kompatibel falls mit F  F   immer
auch EF   EF   gilt EF  bedeutet dabei da F ein Teilausdruck von
EF  an einer bestimmten Stelle ist Bei EF   steht dann an dieser Stelle F  
Wir konnen das nicht mit Substitutionen formulieren da in F Variablen frei
vorkommen durfen die in EF  gebunden sind
Wir schreiben  fur die reexive transitive und kompatible Hulle von
 und   fur die reexive transitive kompatible und symmetrische Hulle
  ChurchKodierung
Wir konnen im Lambdakalkul naturliche Zahlen und Wahrheitswerte model
lieren Das heit es gibt Lambdaausdrucke $ $$!$true$false
so da die ublichen Rechenregeln gelten also zum Beispiel
$!$m$n   $m! n
Eine spezielle Kodierung mit dieser Eigenschaft heit ChurchKodierung
Chu Zum Kodieren von mehrstelligen Funktionen verwenden wir cur
rying dh wir schreiben ! als Funktion mit einem Argument deren Resul
tat wieder eine Funktion ist ! ist dann eine Funktion die  zu ihrem
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true und false sind so gewahlt da true x y   x und false x y   y
gilt
Naturliche Zahlen und Wahrheitswerte auf diese Weise zu reprasentie
ren ware aber muhsam Fur praktische Zwecke fuhren wir   ! usw als
Konstanten ein Da aber !   und  in gewissem Sinne gleich sein sollen
fuhren wir noch eine weitere Reduktionsregel die Regel ein Diese fuhrt
dann Funktionsanwendungen mit festgelegten Funktionen und konstanten
Argumenten durch Also
!   
  Fixpunkt und Rekursion
Wir konnen den Fixpunktkombinator Y mit folgender Eigenschaft denieren
Y f   fY f
Eine mogliche Denition von Y sieht so aus
Y   f xfxx xfxx
Mit Y konnen wir eine Funktion f  fur die die Gleichung
f   M
gelten soll f kommt frei in M vor auch durch die nicht rekursive Form
f  Y  fM
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beschreiben f tritt rechts nur gebunden auf Als Beispiel wie mit Hilfe von
Y rekursive Funktionen deniert werden konnen sehen wir uns die folgende
Denition der Fakultat an
fak  Y  f niszero nn  fn 
In einigen der folgenden typisierten Kalkule ist der Typ von Y zwar be
schreibbar die Denition von Y aber nicht typisierbar Y mu dann explizit
als Konstrukt der Programmiersprache eingefuhrt werden
  Semantik
Mit Hilfe der Reduktion konnen wir nun bereits eine operationelle Semantik
fur Ausdrucke angeben die Aquivalenzklasse bezuglich   Dennoch will ist
daneben oft eine denotationelle Semantik erwunscht Der Grund ist da wir
Aquivalenz oft weiter fassen wollen Ein Optimierer soll die Funktion f schon
durch g ersetzen durfen wenn fx   gx fur alle x gilt selbst wenn f 	  g
ist Ein Beispiel ist die Reduktion
 xEx E x 	
 fvE
Diese erlauben wir wenn in der denotationellen Semantik  xEx  E
gilt
Es gibt solche denotationellen Semantiken fur den ungetypten Lambda
kalkul die jedem  Ausdruck eine Semantik zuordnen Sco Sco
 aber
in Programmiersprachen werden in der Regel andere Semantiken betrachtet
Mil
 Gun	 Diese Semantiken sind nicht fur alle Terme deniert bzw
liefern manchmal den speziellen Wert wrong Fur  !  xx zum Beispiel
liefert Milners Semantik Mil
 den Wert wrong da  xx keine ganze Zahl
ist Wir wollen nun sicherstellen da zur Laufzeit solche Terme nicht ent
stehen Dazu werden wir im folgenden Typsysteme einfuhren die genau das
vermeiden
 Der einfach getypte Lambdakalkul
Das Problem des ungetypten Lambdakalkuls ist da zum Beispiel
 !  xx
 DER EINFACH GETYPTE LAMBDAKALKUL 
ein korrekter Term ist Typen werden eingefuhrt um solche Ausdrucke zu
verbieten Im Fall des einfach getypten Lambdakalkuls sehen die Typen fol
gendermaen aus
	  
 j  j 	  	

 sei dabei ein Basistyp wie Int  eine Typvariable und 	   	 sei ein
Funktionstyp mit dem Argumenttyp 	  und dem Resultattyp 	
Fur die Frage ob ein Term typkorrekt ist kommt es auch auf den Kontext
an also darauf von welchem Typ die freien Variablen sind Wir beschreiben
den Kontext formal durch eine Folge % von Variablendeklarationen Ein Aus
druck E hat dann den Typ 	 im Kontext % wenn %   E  	 ein gultiges Urteil
ist Gultige Urteile werden uber folgendes Regelsystem deniert
var
x  	 
 %
%   x  	
constc
%   c  	c
fur jede Konstante c des Kalkuls
 I
% x  	   E  	  
%    x  	E  	  	  
 E
%   E  	  	   %   F  	
%   EF  	  
Wir gehen in  I davon aus da x in % noch nicht deklariert ist Da wir
Ausdrucke nur modulo Aquivalenz betrachten ist das keine Einschrankung
Statt der hier verwendeten Formulierung nach Church Chu kann auch
die von Curry Cur bevorzugte verwendet werden
 I  
% x  	   E  	  
%    xE  	  	  
Aus einer Typisierung nach Church kann oensichtlich durch Streichung des
Typs im  Term eine Typisierung nach Curry gewonnen werden aber auch
umgekehrt kann man zu jeder CurryTypisierung eine ChurchTypisierung
nden aus der durch Streichung die ursprungliche CurryTypisierung ent
steht Die rekonstruierten Typen sind jedoch nicht immer eindeutig In
 y zz xx  Int

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kann fur x ein beliebiger Typ gewahlt werden Wir wollen uns hier an die For
mulierung nach Church halten und Auslassungen von Typen im Abschnitt
uber Typrekonstruktion diskutieren Die Regel constc wird spater von alge
braischen Datentypen subsumiert und auch sonst der Einfachheit manchmal
weggelassen
Ein  Ausdruck ist in Normalform wenn er nicht weiter reduziert werden
kann Der einfach getypte Lambdakalkul ist stark normalisierend dh 
ist noethersch es gibt keine unendlich langen Ableitungen und in jeder
Aquivalenzklasse gibt es genau eine Normalform Diese Eigenschaft geht
verloren wenn wir eine Familie von Konstanten x einfuhren
fix





Wenn wir den Lambdakalkul in der Praxis verwenden wollen wir eigene Da
tentypen denieren konnen Wir haben gesehen da wir bei den naturlichen
Zahlen eine ChurchKodierung verwenden konnen haben uns aber entschie
den diese lieber als Konstanten in den Kalkul aufzunehmen Wenn wir aber
auch benutzerdenierte Typen und Konstanten zulassen wollen mussen wir
entweder wieder auf eine ChurchKodierung zuruckgreifen oder aber andere
Moglichkeiten nden neue Typen zu bauen
Die Menge der naturlichen Zahlen kann als die kleinste Menge mit der
Eigenschaft
nat  fg  fsuccx j x 
 natg
deniert werden Hier haben wir zur Denition disjunkte Vereinigung im
folgenden auch Summe genannt und Rekursion verwendet Wir wollen nun
diese zwei fundamentalen Konstruktionen und zusatzlich Produkte auf Typen
erlauben Die Moglichkeit fur den Benutzer solche eigene algebraische Typen
zu notieren ist die folgende
data T  D 	      	 k  j    j Dj	j     	jkj #

 ALGEBRAISCHE TYPEN 	
Hier wird der Typ T eventuell rekursiv deniert j entspricht der Summe
wobei die Di markieren aus welchem Summand ein Element stammt Jeder
Summand entspricht dem Produkt der 	ij i fest
Die naturlichen Zahlen wurden wir also beispielsweise als
data Nat  Zero j Succ Nat#
denieren
Bei Funktionstypen haben wir die Abstraktion um Ausdrucke mit Funk
tionstyp zu erzeugen und die Applikation um den Funktionstyp zu eliminie
ren Ebenso geben wir hier Regeln an um algebraische Typen einzufuhren
und zu eliminieren
data I
data T     j D 	     	k j   
D  	      	k  T
Fur die Destruktion wird die caseKonstruktion verwendet
data E
data T  
P
iDi&	i
% &yi  &	i   Ei  	
%   F  T
%   case F of fDi&yi  Eig  	
Wenn Nat wie oben deniert ist kann die Fakultat rekursiv so deniert
werden wir schreiben x  E fur  xE
fak  m  case m of
Zero  

Succ n   n fak  n 

Wir konnen es aber auch mit Hilfe des Y Kombinators der in Programmier
sprachen oft x geschrieben wird notieren
fak  fix f  m  case m of
Zero  

Succ n   n f  n 

Ein Beispiel in dem ein echtes Produkt vorkommt ware eine Liste ganzer
Zahlen
data IntList  Nil  Cons Int IntList

Wir nehmen dabei Int als gegeben an
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 Polymorphie
Wenn wir nun zum Beispiel die Lange einer IntList berechnen wollen geht
das rekursiv so
lenint  l  case l of
Nil  

Cons i l    lenint l

Nehmen wir aber an wir haben auch noch Listen von Wahrheitswerten und
wollen auch deren Lange berechnen so mussen wir dafur eine weitere Typ
deklaration und auch eine weitere Langenfunktion angeben Um das zu ver
meiden parameterisieren wir den Listentyp wie folgt
data List a  Nil  Cons a List a

Die Langendenition
len  l  case l of
Nil  

Cons x l    len l

funktioniert jetzt fur alle Listen Wenn wir nun aber den Typ von len anse
hen stellen wir fest da len sowohl den Typ List Int  Int als auch
den Typ List Bool  Int hat Eine solche Funktion die mehrere Typen
hat heit polymorph
Bevor wir uns formal mit Polymorphie auseinandersetzen wollen wir die
verschiedenen Arten der Polymorphie charakterisieren Die Ideen dieser Cha
rakterisierung nden sich in der Literatur CW
 Bar	 Mit	 und
Str
  Scheinbare und echte Polymorphie
In manchen Programmiersprachen darf die Multiplikation  sowohl fur ganze
als auch fur rationale Zahlen verwendet werden Dies kann vom Ubersetzer
erkannt und sofort durch die passende Multiplikation ersetzt werden Der
Programmierer spart hier sich die Namen fur verschiedene Multiplikationen
zu merken und mu nicht auf die gewohnte mathematische Notation verzich
ten Dies wird als scheinbare Polymorphie bezeichnet
 POLYMORPHIE 
Von echter Polymorphie CW
 wollen wir erst dann sprechen wenn der
Benutzer neue polymorphe Funktionen wie zum Beispiel eine Exponentiati
on mit Hilfe der polymorphen Multiplikation schreiben kann Welche Multi
plikation in der Exponentiation verwendet werden soll kann nur dynamisch
entschieden werden Der Programmierer mu jetzt die Exponentiationsfunk
tion nicht mehrmals hinschreiben
   Uniforme und adhoc Polymorphie
Die Langenfunktion auf Listen ist ein typisches Beispiel fur uniforme Poly
morphie Die Operation arbeitet uniform auf Listen und greift auf Kompo
nenten des Parametertyps nicht zu
Die Multiplikation hingegen fuhrt zwar auf ganzen Zahlen und Fliekom
mazahlen eine verwandte Operation aus ruft aber je nach Argumenttyp
unterschiedliche Funktionen auf Dies wird als adhocPolymorphie bezeich
net Str
  Subtyp und parametrische Polymorphie
Bedingt durch die Polymorphie kann ein Ausdruck mehrere Typen haben
Dies kann einerseits dadurch entstehen da wir Aussagen der Form

jede
ganze Zahl ist auch eine rationale Zahl im Typsystem reektieren also ein
Ausdruck vom Typ Int automatisch auch vom Typ Rat ist Dies wird dann
Subtyppolymorphie genannt
Den Gegenpol bildet die parametrische Polymorphie bei der Parameter in
Typschemata verschieden ersetzt werden konnen und dadurch verschiedene
Typen entstehen CW

Manchmal wird Subtyppolymorphie auch vertikale Polymorphie und pa
rametrische Polymorphie horizontale Polymorphie genannt
  Explizite und implizite Polymorphie
In manchen polymorphen Typsystemen gibt es keinen Term der echt zwei
Typen hat Zum Beispiel spiegelt sich jede Spezialisierung von Typparame
tern im Term wieder Wir schreiben
len Int 
statt
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len 
Subtyppolymorphie wird durch eine Einbettungsfunktion im Term ausge
druckt Das wird expliziter Polymorphie genannt Falls manche dieser Anga
ben fehlen wird von impliziter Polymorphie gesprochen Bar	
  Pradikative und impradikative Polymorphie
Wenn wir parametrisierte Typen zulassen konnen wir zwischen monomor
phen Typen ohne Parameter und polymorphen Typen oder Typschemata
mit Parametern unterscheiden Durfen wir fur Parameter Typschemata ein
setzen oder nur monomorphe Typen Impradikative wie System F Rey
Gir oder der

Calculus of Constructions CH

 lassen Typschemata zu
Pradikativen Systemen lassen entweder wie ML MTH	 nur monomor
phe Typen zu oder behelfen sich wie das System von MartinLof ML

NPS	 mit einer Hierarchie so da in Typschemata der Stufe n nur Typ
schemata der Stufe n   eingesetzt werden konnen Diese Unterscheidung
wird von Mitchell Mit	 genauer ausgefuhrt
 Der  Wurfel
Nachdem wir verschiedene Arten der Polymorphie charakterisiert haben wol
len wir uns jetzt formal mit parametrischer Polymorphie auseinandersetzen
Die Diskussion orientiert sich an Barendregt BH	 Bar	
In unserer Diskussion haben wir zwei getrennte Universen Typen und
Terme Wir haben Terme in denen Termvariablen vorkommen und wir
konnen mit Hilfe von  Ausdrucken uber diese Termvariablen abstrahieren
Bisher konnen wir allerdings in einem Term keine Typvariablen verwenden
Nur konstante Typen durfen vorkommen zum Beispiel in der Identitatsfunk
tion auf den ganzen Zahlen
 x  Intx
Es liegt nahe auch Typvariablen zuzulassen also zum Beispiel  x  tx 
t t und auch daruber zu abstrahieren
$t x  tx  tt t
 DER  WURFEL 
Wir mussen hier t sowohl im Term als auch im Typ binden oft wird dazu in
der Literatur auch ' statt des Allquantors verwendet Wir verwenden  und
spater auch  da fur uns der Bezug zu den logischen Quantoren spater eine
Rolle spielt
Ahnlich konnen wir auch TypTypAbhangigkeiten beziehungsweise
TypTermAbhangigkeiten modellieren Diese drei Erweiterungen sind un
abhangig und jede beliebige Kombination macht Sinn Es entsteht ein Wurfel
mit den acht moglichen Typsystemen an den Ecken wobei jede Dimension
fur eine Erweiterung steht Dies ist der sogenannte  Wurfel
  Terme	 die von Typen abhangen
Die Identitatsfunktion ist ein gutes Beispiel fur eine Funktion die von einem
Typ abhangt Wir mochten uber Typen abstrahieren und wie oben haben
  $t x  tx  tt t
Fur korrekt getypte Terme geben wir Regeln an Wir brauchen das da
nicht jeder syntaktisch korrekte Term auch typkorrekt ist Bei Typen reicht
im Moment noch eine syntaktische Charakterisierung aus
	   j 
 j 	  	 j 	
Gegenuber dem einfach getypten Lambdakalkul kommen hier Typschemata
hinzu Unser Church Regelsystem mussen wir daher um zwei Regeln erwei
tern
var
x  	 
 %
%   x  	
 I
% x  	   E  	  
%    x  	E  	  	  
 E
%   E  	  	   %   F  	
%   EF  	  
E
%   E  t	  
%   E	  	t	  
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I
%   E  	
%   $tE  t	
Auerdem mussen wir die Reduktion um die Reduktion mit Typparame
tern erweitern
$tE	  	tE
Dieser Kalkul erlaubt jetzt beispielsweise eine polymorphe Denition der
Funktionskomposition
$t $t$t f  t   t g  t  t x  t gfx 
t ttt   t t  t t   t
Dieses Typsystem wird oft auch als System F oder F bezeichnet und wurde
zuerst von Girard Gir und Reynolds Rey untersucht
   Typen	 die von Typen abhangen
Der Typ t t ist fur alle t ein Typ Es ist nun naheliegend auch Typen uber
Typen zu abstrahieren und das Konstrukt $t  typet t einzufuhren Ein
anderes Beispiel fur einen Typkonstruktor dieser Art ist $t  typeList t
Der Typkonstruktor hat die Art engl Kind type type und wir schreiben
$t  typeList t  type type
Wir mussen nun auch Bildungsregeln fur Typen angeben da $t  typet t
als Typ fur einen Wert der Programmiersprache nicht in Frage kommt Wir
mussen die Typen unter den Typkonstruktoren auszeichnen es sind die der
Art type Fur Arten reicht wieder eine syntaktische Denition
  type j  
Im Kontext mussen wir nun nicht nur Termvariablen sondern auch Typ
konstruktorvariablen deklarieren Wichtig ist nun auch da ein Typ dekla
riert wird bevor er in einer Variablendeklaration benutzt wird also mussen
wir auf die Reihenfolge im Kontext achten Fur unseren bisherigen Kalkul
hatten wir statt der Variablenregel die zwei folgenden Regeln einfuhren
konnen
var
% x  	   x  	
 DER  WURFEL 
weak
%   x  	
% y  	     x  	
Wir brauchen nun Regeln fur die Einfuhrung beider Arten von Variablen und
alle vier Moglichkeiten zur Abschwachung
var 
%   	  type
% x  	   x  	
x new
var
% t     t  
t new
weak 
%   E  	   %   	  type
% x  	   E  	  
x new
weak
%   	     %   	  type
% x  	   	    
x new
weak
%   E  	  
% t     E  	  
t new
weak
%   	    
% t      	    
t new
Es gibt Abstraktion und Applikation auf Term und auf Typebene
 F 
%   	  type %   	    type
%   	  	    type
 E
%   E  	  	   %   F  	
%   EF  	  
 I
% x  	   E  	  
%    x  	E  	  	  
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 E
%   	     %   	    
%   		     
 I
% t     	   
%   $t  	    
Zuletzt brauchen wir die Regel auf Typebene damit $t  typetInt und
Int derselbe Typ sind
conv
%   E  	 %   	    type
%   E  	  
	   	
 
Wir fuhren nun noch zusatzliche Regeln fur die Bildung von Arten ein
um anschlieend das Ganze zu vereinheitlichen %     kind steht fur eine
korrekt gebildete Art axiom und  F entsprechen den syntaktischen
Regeln Ansonsten kommen im wesentlichen neue Abschwachungsregeln hin
zu
axiom   type  kind
var 
%     kind
% t     t  
t new
weak 
%   E  	 %     kind
% t     E  	
weak 
%   	    %     kind
% t     	   
weak
%     kind %   	  type
% x  	     kind
weak
%      kind %     kind
% t        kind
 DER  WURFEL 
 F
%     kind %      kind
%       kind
Das nun entstandene Regelsystem enthalt viel Redundanz Wir fuhren
deshalb fur type und kind den Begri Sorte ein und formulieren dieselben
Regeln wobei s uber Sorten lauft
axiom   type  kind
var
%   A  s
% x  A   x  A
x new
weak
%   B  C %   A  s
% x  A   B  C
 F 
%   A  s %   B  s
%   A B  s
 E
%   E  A B %   F  A
%   EF  B
 I
%   A  s %   B  s % x  A   E  B
%    x  AE  A B
conv
%   A  B %   B   s
%   A  B 
B   B
 
Diese Formulierung ist knapper und ubersichtlicher legt uns aber darauf
fest die verschiedenen Sorten moglichst analog zu behandeln Hier durfen
Terme nur von Termen und Typen nur von Typen abhangen Dies wird in
 F  dadurch festgelegt da A und B von der selben Sorte sein mussen
Wir haben hier auf die im vorigen Abschnitt behandelte Moglichkeit
Terme die von Typen abhangen zu beschreiben verzichtet Das hier gegebene
Typsystem wird mit   bezeichnet Die Kombination von   mit F heit
dann F Gir
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  Typen	 die von Termen abhangen
Dies ist fur uns besonders interessant da es eine Alternative zu indizierten
Typen darstellt Beispiele sind hier Vektoren oder Matrizen und ihre Lange
In der Literatur werden diese Typen oft einfach abhangige Typen genannt
Die Regeln sind als Verallgemeinerung der Regeln zu lesen A B
ist ein Spezialfall von x  AB wenn x 	
 fvB
axiom   type  kind
var
%   A  s
% x  A   x  A
x new
weak
%   B  C %   A  s
% x  A   B  C
F 
%   A  type % x  A   B  s
%   x  AB  s
E
%   E  x  AB %   F  A
%   EF  FxB
I
%   A  type % x  A   B  s % x  A   E  B
%    x  AE  x  AB
conv
%   A  B %   B   s
%   A  B 
B   B
 
Die F  Regel erlaubt hier nur Abhangigkeiten von Termen was durch
A  type beschrieben wird
Abhangige Typen sind fur Beweiser besonders interessant da sie wie
wir spater sehen werden beim CurryHowardIsomorphismus Eigenschaften
entsprechen die mit Werten parametrisiert sind
 DER  WURFEL 	
  Alle Abhangigkeiten
Wir beschreiben hier nun ein parametrisiertes System das je nach Parametri
sierung alle in diesem Abschnitt vorgestellten Systeme enthalt Wir werden
sogar noch allgemeiner da wir statt ftypekindg eine allgemeine Menge
S von Sorten annehmen In vielen Fallen ist eine Sorte prop interessant
um Aussagen und andere Typen unterschiedlich zu behandeln Welche Axio
me wir haben und welche Regeln wird durch A und R bestimmt In dieser
Allgemeinheit wird von pure type systems gesprochen
axiom
  c  s
c  s 
 A
var
%   A  s
% x  A   x  A
s 
 S x new
weak
%   B  C %   A  s
% x  A   B  C
F 
%   A  s  % x  A   B  s
%   x  AB  s
s  s s 
 R
E
%   E  x  AB %   F  A
%   EF  FxB
I
%   x  AB  s % x  A   E  B
%    x  AE  x  AB
conv
%   A  B %   B   s
%   A  B 
B   B
  s 
 S
An der Formationsregel F  ist hier zu sehen wie durch die Relation R
die verschiedenen bisher behandelten Moglichkeiten ins Spiel kommen Die
oben besprochenen Systeme hatten S  ftypekindg A  ftype  kindg
und R  ftype type typeg fur den einfach getypten Lambdakalkul
R  ftype type type kind type typeg fur Terme die von Typen
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abhingen R  ftype type type kindkindkindg fur Typen die von
Typen abhingen und zuletzt R  ftype type type typekindkindg
fur Typen die von Termen abhingen Die Relation
R  ftype type type kind type type
kindkindkindg
gibt gerade F mit
R  ftype type type kind type type
kindkindkind typekindkindg
bekommen wir gerade den Calculus of Constructions CH


	 Erweiterungen des Wurfels
Insbesondere bei mehreren Sorten und zusatzlichen Termkonstruktionen ist
ein andere Betrachtungsweise interessant Jacobs Jac	 Jac	 schlagt vor
eine semantisch motivierte Abhangigkeit zwischen Sorten einzufuhren Um
eine bestimmte Regel oder ein feature welches mit Sorten parametrisiert
ist zuzulassen mussen bestimmte Abhangigkeiten zwischen den involvier
ten Sorten gelten Im System von Jacobs fallt der Wurfel auf zwei Systeme
zusammen es konnen aber Systeme beschrieben werden die von pure type
systems nicht erfat werden
Die wichtigste Regel die wir noch hinzufugen wollen ist die Summe
F 
%   A  s  % x  A   B  s
%   x  AB  s
I
%   E  A %   F  ExB %   x  AB  s
%   hE F i  x  AB
Fur die Elimination von Summen gibt es zwei Moglichkeiten eine fur soge
nannte schwache Summen
weakE
%   E  x  AB %   C  s % x  A y  B   F  C
%   F where hx yi  E  C
 TYPEN ALS SPEZIFIKATION 
und eine fur starke Summen
strongE
%   E  x  AB % w  x  AB   C  s
% x  A y  B   F  hx yiwC
%   F where hx yi  E  EwC
Wir erweitern auch die Reduktion um zwei Regeln fur die Summen
G where hx yi  hE F i  Ex FyG
hx yiwF where hx yi  E  EwF
Fur starke und schwache Summen werden unterschiedliche Abhangigkeiten
gebraucht Jac	 Daraus leitet Jacobs dann unterschiedliche Anforderungen
an eine Semantik ab

 Typen als Spezikation
Wie konnen Typen zur Programmspezikation benutzet werden Howard
How
 gibt eine Isomorphie zwischen einem Regelsystem fur Typen und
einem fur Logik an Betrachten wir hierzu das folgende Regelsystem fur eine
intuitionistische Logik in naturlicher Deduktion im Sequenzenstil RS	
taut
% A   A
I
%   A %   B
%   A B
El
%   A B
%   A
Er
%   A B
%   B
 I
% A   B
%   A B
 E









Im Vergleich zu Typsystemen fehlen hier die Terme Das Einfugen von Ter
men in diesen Kalkul entspricht dem Mitfuhren von Beweisen Der Term
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beschreibt ja die Form des Ableitungsbaums Es gibt einen Term des Typs
	 heit es gibt eine Ableitung dafur diese Ableitung entspricht aber gerade






Diese Isomorphie kann auch noch auf Summen und Existenzquantoren ubert
ragen werden Beweissysteme wie Coq CCF	 Lego LP	 und NuPrl
CAB
 nutzen diese Analogie aus In diesem Zusammenhang sind abhangi
ge Typen essentiell da pradikatenlogische Formeln wie xP x  Qx
Wertabhangigkeiten beinhalten
Bei der Uberprufung der Typkorrektheit abhangiger Typen beziehungs
weise der Beweiskorrektheit in einem Beweiser mussen Werte auf Gleichheit
untersucht werden Um die Entscheidbarkeit zu gewahrleisten wird diese
Gleichheit als Aquivalenz modulo   interpretiert Vector  xx und
Vector  sind also aquivalent aber Vector m! n und Vector n!m
sind verschiedene Typen Allerdings kann eine Funktion Vector m ! n
 Vector n ! m leicht aus einem Beweis fur n ! m  m ! n gewon
nen werden Indizierte Typen werden sich genau dadurch unterscheiden da
n!m  m!n automatisch inferiert wird dafur aber kompliziertere Zusam
menhange manchmal nicht beschrieben werden konnen
 Typrekonstruktion
In einer Programmiersprache wollen wir auf keinen Fall jeden Term mit sei
nem Typ annotieren denn das entsprache der Angabe einer ganzen Deriva
tion
IntIntInt IntIntInt IntInt
Es sollte in der Regel ausreichen den Typ von Funktionen anzugeben
 
 Das HindleyMilner Typsystem
Dieses Typsystem wurde von Hindley Hin	 und Milner Mil
 gefunden
und spater von Damas und Milner ausfuhrlich untersucht DM
 Die Beson
derheit diese Typsystems ist da es vollig ohne Typannotationen auskommt
	 TYPREKONSTRUKTION 
Bei den Regeln unterscheiden wir Typen 	
	   j 
 j 	  	
und Typschemata 
  	 j 
Es ist eine wesentliche Einschrankung dieses Systems da es nur ache Ty
pen zulat Quantoren in Typen mussen immer ganz auen auftreten dh
Typen oder Typschemata der Form     Int sind im Gegensatz
zu System F  nicht moglich
Die Termbildungsregeln sind folgende
var
x   
 %
%   x  
 I
% x  	   E  	  
%    xE  	  	  
 E
%   E  	  	   %   F  	
%   EF  	  
let
% x     E  	   %   F  
%   let x  F in E  	  
E
%   E  
%   E  	
I
%   E    	
 fv%
%   E  
I und E lassen den Typ im Term implizit Er soll von der Typinferenz
bestimmt werden Der Fixpunkt wird uber eine Konstante x   
  und die zusatzliche Reduktionsregel
xf  fxf
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realisiert
Eine wichtige Idee dieses Systems ist es das let eine Art zweites   ein
zufuhren Die beiden folgenden Ausdrucke sind wenn sie korrekt typisierbar
sind operationell aquivalent
 xEF  let x  F in E
Der Unterschied ist da  xE auch ohne F ein syntaktisch korrekter Aus
druck ist ein let x     in E gibt es nicht Dies fuhrt dazu da fur let
freizugigere Typregeln einfuhrt werden konnen Als Folge davon ist der rechte
Term manchmal typisierbar ist obwohl der linke es nicht ist
 
  Typinferenz
Um zu zeigen da die Typen hier inferierbar sind wird das folgende in ge
wissem Sinne aquivalente Regelsystem angegeben    und    seien dabei
Substitutionen auf Typvariablen mgu der allgemeinste Unikator nach Ro
binson Rob und gen% 	  &	 wobei &  fv	 n fv% & steht hier
und im Folgenden fur eine Folge       k fur ein k Wenn wir & wie hier
uber eine Menge denieren besteht die Folge aus den Mengenelementen in
beliebiger aber fester Reihenfolge
varW 
x  &	 
 % & new
id%  W x   &&	
 IW 
 % x    W E  	
%  W  xE   	
 EW 
%  W E  	     %  W F  	     mgu 	   	  
   %  W EF    
letW 
  % x    W E  	   %  W F  	   gen% 	
 %  W let x  F in E  	  
Dieses System kann auch als Algorithmus gelesen werden wobei %  W E 
	 ein Funktionsaufruf mit % und E als Eingabeparameter sowie 	 und  als
Ausgabeparameter zu lesen ist
Um die Aquivalenz von   und  W zu formulieren brauchen wir noch
folgende Denitionen
	 TYPREKONSTRUKTION 
Denition  Instanz Ein Typ &	&	 heit Instanz von &	 
Denition  generische Instanz &	   heit generische Instanz von 
falls 	   Instanz von  ist und & 	
 fv
Jetzt formulieren wir die Aquivalenz
Proposition  KorrektheitMilner Mil
 Wenn %  W E  	
gilt dann gilt auch %   E  	 
Proposition  VollstandigkeitDamas und MilnerDM
 Wenn
%   E  &	 gilt dann gelten auch  %  W E  	   und es gibt ein    so
da       Weiter ist &	 generische Instanz von gen%   	  
Proposition  allgemeinster TypDamas und MilnerDM

Wenn %  W E  	 gilt dann ist gen% 	 unter allen  mit %   E  
ein allgemeinster Typ dh  ist immer generische Instanz von gen% 	
 
 Eine allgemeinere Darstellung
In dieser Darstellung ist die Unikation mit der eigentlichen Typinferenz sehr
stark verwoben Wir sehen hier zwar da jedes Typproblem im Prinzip ein
Unikationsproblem ist uns wird sich aber im weiteren die Frage stellen
welche Erweiterungen des Typsystems welche Erweiterungen der Unikation
verlangen Daher wird hier eine allgemeinere Darstellung der Typinferenz
gegeben Die vorliegende Arbeit zeigt da es die Trennung der eigentlichen
Typinferenz von der Unikation leichter macht die Fragen
 Kann ich ein bestimmtes Typsystem auf ein bestimmtes Unikations
problem zuruckfuhren
 Kann ein bestimmtes Unikationsproblem gelost werden
unabhangig voneinander zu untersuchen
Die Unikationsprobleme die bei HindleyMilner auftreten sind Stan
dardunikationen mit existentiellen Quantoren
C  	  	   j C j C  C  
Wir sagen eine Substitution  erfullt C wenn
 C  	  	   und 	  	  
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 C  C   C und  erfullt C  und C
 C  C   und ein Typ 	 existiert so da  auch 	C erfullt
Wir schreiben C  U C   fur die Konsequenzrelation zwischen solchen Cons
traints C  U C   gilt also falls alle  die C erfullen auch C   erfullen
Typschemata konnen nun auch noch Constraints enthalten
  	 j  j C  




x  &C  	 
 %





C % x    W
 
E  







E   C  %  W
 
F  





C % x  C      W
 
E   C  %  W
 
F  
C  C  %  W   let x  F in E  
Als Verallgemeinerung der Begrie Instanz und generische Instanz fuhren
wir jetzt die Relation v ein Es gilt
C     U &C  	 v &C    	  
genau dann wenn
C     C  U &C    	  	  
 U 	 v  war vorher als Instanz und  U  v   als generische Instanz
bezeichnet worden Korrektheit und Vollstandigkeit lassen sich nun folgen
dermaen formulieren
Proposition  Korrektheit Wenn C%  W
 
E   und  U C gelten
dann gilt auch %   E  
	 TYPREKONSTRUKTION 
Proposition 	 Vollstandigkeit Wenn %   E  &	 gilt dann gelten
auch C%  W
 
E   und  U 	C
Proposition  allgemeinster Typ Wenn C%  W
 
E   gilt dann
ist C   ein allgemeinster Typ dh fur alle  mit %   E   gilt
  U  v C  
Diese Aussagen sind Spezialfalle des spater behandelten Systems und blei
ben daher hier ohne Beweis
Neben der Typinferenz interessiert uns naturlich auch ob in einem typ
korrekten Programm nun wirklich keine Typfehler mehr auftreten konnen
Dazu gab Milner in Mil
 eine Semantik fur Terme an und zeigte da der
Wert wrong der fur Typfehler steht niemals die Semantik eines typisierbaren
Ausdrucks sein kann
 
 Erweiterungen des HindleyMilnerSystems
Wir wollen spater eine Erweiterung des HindleyMilnerSystems um Werte
parameter in Typen vorstellen Bevor wir dazu ubergehen betrachten wir
einige andere Erweiterungen
Die wichtigste Erweiterung des HindleyMilnerSystems sind algebraische
Datentypen Sie waren bereits von Anfang an in ML dabei wurden bei Be
trachtung der Typinferenz oft weggelassen da sie im HindleyMilnerSystem
einfach zu integrieren sind Bereits am Anfang des Kapitels haben wir gese
hen wie damit Summe Produkt und Rekursion in Typdenitionen beschrie
ben werden In ML werden die Typdenitionen zusatzlich parameterisiert
Laufer Lau	 und Perry Per	 zeigten bereits wie auch noch existentielle
Quantoren in algebraische Typen integriert werden konnen Die Parameter
die nur auf der rechten Seite der Denition auftreten werden automatisch
existentiell quantiziert Das fuhrt zu folgenden neuen Regeln
data I
data T&  
P
iDi&	i
C%   Di  &i&&	i  T&
&i  fv&	i n &
data E
data T&  
P
iDi&	i
C % &yi  && &i&i&	i   Ei  	
C%   F  T&
C%   case F of fDi&yi  Eig  	





 KAPITEL  TYPSYSTEME




 Lau	 Fur indizierte Typen sind algebraische Ty
pen eine wichtige Voraussetzung Auch existentielle Quantoren insbesondere
uber Indizes werden fur indizierte Typen unabdingbar sein
Die meisten Erweiterungen bieten einen neuen Typkonstruktor und neue
Regeln zur Konstruktion und Destruktion Manche wie eben existentielle
Quantoren lassen sich elegant in bisherige Konstrukte integrieren
Oft konnte in einem expliziten Kalkul statt dem neuen Typkonstruktor
auch ein algebraischen Typkonstruktor verwendet werden und statt Kon
struktion und Destruktionsoperatoren algebraische Termkonstruktoren und
case eingesetzt werden Aber die neue syntaktische Konstruktion kann unter
Umstanden mehr Typen oder mehr Inferenz zulassen Ein bekanntes Beispiel
ist let x  E in F statt  xEF zu schreiben Operationell und im explizi
ten Kalkul ist das kein Unterschied aber bei der Typinferenz ist manchmal
der erste Ausdruck typkorrekt und letzterer nicht Ein weiterer Grund fur
manche Erweiterungen ist da der Ubersetzer die neuen speziellen Kon
strukte besser optimieren kann
Oft liefert die Analogie des CurryHowardIsomorphismus die Intuition
fur eine Erweiterung Beispielsweise kann eine Vergleichsoperation auf ei
nem Typ  als Beweis dafur gesehen werden da zwei Werte vom Typ 
vergleichbar sind Der von der Typinferenz gefundene Beweis also die Ver
gleichsoperation wird dann zur Laufzeit mit an die Operationen ubergeben




Subtypen haben die Eigenschaft da ein Wert vom Typ 	 immer da benutzt
werden kann wo ein Wert vom Typ 	   verlangt wird vorausgesetzt 	 ist ein
Subtyp von 	   Wir verwenden eine Einbettungsfunktion als Beweis fur die
Subtypeigenschaft
 
%   i  	  	   %   E  	
%   coerce iE  	  

%   i  	   	
 
  %   i  	  	
 





In einem expliziten Kalkul konnte die Einbettungsfunktion durch eine Funk
tion i  	  	   und compose ij durch  f xjfix beschrieben wer
den Im impliziten Kalkul mussen die coerce i nicht angegeben werden
sie werden von der Typinferenz bestimmt FM
	 FM	 Rey	 Mit	
 
 Rekordtypen
Eine weitere Moglichkeit sind Rekordtypen Sie sind einem Produkt sehr
ahnlich Die Komponenten werden aber nicht durch die Reihenfolge sondern
durch Bezeichner unterschieden Mathematisch beschreiben wir einen Rekord
durch eine partielle Abbildung von Bezeichnern auf Werte und einen Rekor
typ durch eine partielle Abbildung von Bezeichnern auf Typen Ein Beispiel
ist
 nameDidier age sexm 
Der Typ des Ausdrucks ist
recordname  String age  Int sex  Char
Rekordtypen sind fur die Theorie objektorientierter Sprachen relevant
und werden deshalb intensiv untersucht GM	 Eine fruhe Beschreibung
von Rekordtypen ndet sich bei Cardelli und Wegner CW
 Dort werden
drei neue Sprachelemente eingefuhrt
 f l  v g ist der Rekord mit einem Bezeichner l
 r  s ist der Rekord der als Bezeichner alle Bezeichner aus r und
s hat Der Wert fur einen Bezeichner l wird dabei je nachdem wo l
vorkommt aus r oder s ubernommen Bezeichner die in r und s vor
kommen werden entweder verboten symmetrische Komposition oder
aus s ubernommen asymmetrische Komposition
 rl ist der Wert des Rekords r fur den Bezeichner l
Manchmal werden aber auch andere Grundoperationen vorgeschlagen
 r with l  v Extension ist der Rekord der fur den Bezeichner l
den Wert v hat ansonsten aber dieselben Werte wie r Hier gibt es eine
strikte Version r darf fur l keinen Wert haben und die freie Version
Der Wert von l in r ist fur das Resultat irrelevant Das entspricht
den zwei moglichen Interpretationen von r  f l  v g
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 r without l ist der Rekord der fur l keinen Wert hat ansonsten aber
die Werte von r Diese Operation ist vor allem bei strikter Interpreta
tion der Extension relevant
Fur die Vererbung objektorientierter Sprachen ist es wichtig da ein Re
kord mit der Bezeichnermenge L auch als ein Rekord mit der Bezeichner
menge L   L aufgefat werden kann Zum Beispiel soll die Funktion older
older x y  xage  yage

auf alle Rekords anwendbar sein die eine Komponente age vom Typ Int
haben
Eine Moglichkeit dies sicherzustellen ist einen Rekordtyp recordl  
	      ln  	n     lk  	k als Untertyp von recordl   	      ln  	n
aufzufassen CW
 Der Typ von older ware dann recordage  Int 
recordage  Int  Bool Die Untertyprelation stellt sicher da Aufrufe
mit Rekords mit zusatzlichen Elementen gultig sind
Eine andere Moglichkeit ist es eine totale Abbildung von den li auf
fabsg  fpres	 j 	 ein Typg zu denieren Wan
a R(em
	 R(em	
Dann wird die erwunschte Eigenschaft durch Parametrizitat sichergestellt
Der Typ von older ware  recordage  presInt  recordage 
presInt   Bool
Manche Darstellungen verzichten auf  und beschranken sich auf die
Extension Dies vereinfacht unter Umstanden die Typinferenz aber auf der
anderen Seite entspricht  der Mehrfachvererbung im Objektorientierten
und wird nur ungern entbehrt R(em	
 
 Typdeklarationen
Um echte polymorphe Rekursion zu erlauben mu eine Fixpunktregel ein
gefuhrt werden die die Deklaration eines Typschemas ermoglicht
fix
% f     E  
%   x f   in E
Wenn auf die Deklaration verzichtet wird MO
 Myc
 ist die Typinfe
renz im allgemeinen nur noch semientscheidbar KTU	 Wel	 Es gibt
allerdings Algorithmen die in der Praxis gut funktionieren Hen	b
	 TYPREKONSTRUKTION 
Eine weitere Moglichkeit ist es bei beliebigen Ausdrucken Typdeklaratio
nen zuzulassen OL	Jon	 Damit konnen Typschemata an Stellen zuge
lassen werden an denen sonst nur Typen erlaubt sind Daraus resultiert die




Mehrere Funktionen die analoges auf verschiedenen Datenstrukturen
durchfuhren sollen unter einem Namen gefuhrt werden Das entspricht einer
Tabelle von Funktionen und Denition und Verwendung einer uberladenen
Funktion entsprechen Tabelleneintrag und Zugri Wir konnen das in einem
expliziten Kalkul folgendermaen beschreiben
dictI
%   Ei  i
%   overload &  &E  dict &  &
dictE
%   E  dict &  &
%   E at i  i
Aus welcher syntaktischen Kategorie  stammt ist vom Kalkul abhangig
In ML konnen diese Tabellen durch Strukturen formuliert werden Bei
Typklassen WB
	 Jon	 wie in Haskell gibt der Benutzer in Form von
Typklassen bestimmte Tabellenformen vor und deniert in Instanzdeklara
tionen Regeln nach denen Tabellen zusammengesetzt werden durfen Das
Typsystem inferiert dann wo welche Tabellen gebraucht werden und wie
diese zusammengesetzt werden konnen Zum Beispiel wurde Eq  dem ex
pliziten Typ dict      Bool entsprechen Es wuerde
overload IntEq      dict    Int Int Bool
und
   dict      Bool
gelten
Laufer Lau	 verbindet Typklassen und existentielle Typen Kaes
Kae	 verbindet einen ahnlichen Uberladungskalkul mit Subtypen
Im System O OWW	 Weh	 gibt es uberladene Funktionen die ei
ner Typklasse mit einer Operation sehr ahnlich sind System O ist allerdings
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exibler was die Verwendung unterschiedlicher Typen fur die selbe uberla
dene Funktion angeht Der Typ einer uberladenen Funktion mu nicht vom
Benutzer angegeben werden
Durchschnittstypen BH	 Rey	 sind eine weitere Moglichkeit Uber
ladung zu verwenden Ein Ausdruck der den Typ 	  aber auch den Typ 	  
hat hat auch noch den Typ 	  	   Es gibt eine Subtyphierarchie die unter
anderem die Eigenschaft 	  	    	 hat Das Zusammensetzen von Tabel
len bzw der Zugri auf Tabellen ndet dann in den inferierten Einbettungs
funktionen statt Dieser Kalkul hat leider die wesentliche Einschrankung da
adhoc Polymorphie nur auf primitiven Funktionen moglich ist Eine sinnvol
le Anwendung sind Variablen in imperativen Sprachen bei denen zwischen
Ausdrucken vom Typ 	 und lWerten vom Typ 	 unterschieden wird lWerte
sind dabei Ausdrucke denen Werte zugewiesen werden konnen Eine Varia
ble die vom Typ 	 deklariert ist hat beide TypenRey	
 
 Modulsysteme
Bereits in Standard ML gibt es ein Modulsystem MTH	 Es erlaubt Typ
und Funktionsdenitionen in Strukturen zusammenzufassen Weiter gibt es
Signaturen die Schnittstellen solcher Strukturen beschreiben Wenn wir un
ter ausschlielicher Verwendung der Schnittstelle programmieren konnen
wir spater jede Struktur verwenden die dieser Schnittstelle genugt Welche
Struktur welcher Schnittstelle genugt stellt die Typinferenz fest
Es gibt auch Funktoren die Signaturen auf Signaturen abbilden sogar
Funktoren hoherer Ordnung konnen verwendet werden HL	 Jones Jon	
stellt eine Alternative vor die auf parametrisierten Signaturen basiert
Kapitel 
Indizes Constraints und Typen
In diesem Kapitel wollen wir die formalen Grundlagen fur die Beschreibung
des Typsystems und der Typinferenz legen
Im Typinferenzsystem von Milner Mil
 wird das Typisierungsproblem
in ein aquivalentes Unikationsproblem transformiert welches mit dem Al
gorithmus von Robinson Rob gelost werden kann Ahnlich erzeugen wir
bei der Typinferenz fur indizierte Typen im ersten Schritt ein Unikations
problem oder anders formuliert einen Constraint der dem Typisierungs
problem aquivalent ist und dessen Losbarkeit wir anschlieend uberprufen
mussen Ein solcher Constraint besteht aus Bedingungen an Typ und Term
variablen Um Fragen wie die Aquivalenz zwischen Typisierungsproblem und
Constraint oder die Losbarkeit eines Constraints zu untersuchen wollen wir
nun Syntax und Semantik von solchen Constraints einfuhren und diskutieren
Da wir uns nicht auf ein bestimmtes System von Indizes festlegen wollen
stellen wir nur einige Anforderungen denen ein Indexsystem genugen mu
Anschlieend stellen wir einige Beispiele fur solche Indexsysteme vor
Wir erweitern ein allgemeines Indexsystem um Constraints formulieren
zu konnen die machtig genug sind Typisierungsprobleme darzustellen fur
die wir aber auf der anderen Seite einen Losungsalgorithmus formulieren
konnen
Die Constraints haben keine Funktionen oder Pradikate hoherer Ordnung
Wir werden daher Indexsysteme und Constraints in einem algebraischen An
satz Wir	 beschreiben
Gegenuber anderen Typsystemen ist hier neu da neben Typen weite
re Groen namlich Indizes in den Typconstraints behandelt werden Wir
brauchen spater neben der Gleichheit noch eine zweite Aquivalenzrelation

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auf Typen die Gleichheit unter Nichtbeachtung der Indizes im folgenden
auch als strukturelle Gleichheit bezeichnet Der Grund ist da die Muster
fur die Argumente immer strukturell vom allgemeinsten Typ sein mussen Da
wir dies auch semantisch fassen wollen benutzen wir fur Typconstraints eine
Semantik aus zwei Komponenten wobei die erste Komponente den Cons
traint exakt betrachtet die zweite nur strukturell
Das Kapitel fangt mit einem Beispiel einer Typdenition an deren Bedeu
tung wir informal beschreiben Wir werden dann die Form eines Indexsystems
denieren Anforderungen an dessen Semantik stellen und daran anschlieend
ein paar Beispiele fur solche Indexsysteme angeben Wir werden indizierte
Typen und Typconstraints einfuhren und eine Konsequenzrelation auf diesen
Typconstraints denieren
Im letzten Abschnitt geben wir Denitionen fur weitere syntaktische Kon
strukte wie Typschemata und Kontext an die wir fur die Beschreibung des
Typsystems benotigen
  Beispiel
Bevor wir Indexsysteme Typen und Typconstraints formal denieren wol
len wir ein Beispiel informal betrachten Wir beginnen mit einer typischen
Denition fur Baume in Haskell oder Gofer
data Tree a 
Leaf a 
Branch Tree a Tree a

Wir haben einen Parameter a der fur den Typ der Blatter steht Ein Baum
ist entweder ein Blatt mit einer Komponente vom Typ a oder ein Verzwei
gungsknoten mit zwei Teilbaumen
Eine funktionale Sprache mit indizierten Typen soll nun Typdenitionen
der folgenden Art unterstutzen
data Tree a n b 
Leaf a n   b 
Branch Tree a l bl Tree a r br
n  l  r b  br and bl and l  r

Dieser Typ hat drei Parameter einen Typparameter a und zwei Indizes eine
ganze Zahl n und einen Wahrheitswert b a bestimmt den Typ der Blatter
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n die Zahl der Blatter und b sagt uns ob der Baum vollstandig balanciert
ist Die Sorte der Indizes wird in der hier verwendeten Syntax durch vor
gestelltes  bzw  ausgedruckt Auch eine Syntax mit nInt und bBool
ware denkbar
Wir gehen hier auch etwas freizugig mit der Unterscheidung zwischen
Aussagen und Ausdrucken der Sorte Bool um Wir werden dies spater recht
fertigen Exakter ware
n   b  true
und
n  l  r
b  true  br  true and bl  true and l  r
zu schreiben
Die Bedeutung der Indizes wird induktiv festgelegt Die Zahl der Blatter
eines Blattes ist  dies wird durch n   ausgedruckt Die Zahl der Blatter
eines zusammengesetzten Baumes berechnet sich aus der Summe der Anzahl
der Blatter des rechten und des linken Teilbaums Dies wird in der Denition
durch die Gleichung n  l  r festgelegt Ein Blatt ist immer vollstandig
balanciert Ein zusammengesetzter Baum ist vollstandig balanciert wenn
dies beide Teilbaume sind und beide Teilbaume gleich gro sind also dieselbe
Anzahl Blatter haben
Hier haben wir ein Indexsystem verwendet das Wahrheitswerte und ganze
Zahlen als Indizes zulat und neben Gleichheit von Indizes auch bestimmte
Verknupfungen wie  und and erlaubt Im nachsten Abschnitt beschreiben
wir einen formalen Rahmen fur solche Indexsysteme
 Anforderungen an ein Indexsystem
In einem Indexsystem gibt es noch keine Typen Es konnen nur Zusam
menhange zwischen Indizes beschrieben werden Ein Indexsystem soll durch
eine konkrete Algebra fur eine Signatur gegeben werden Im folgenden legen
wir fest wie solche Signaturen und Algebren aussehen durfen Wir konn
ten anstatt einer konkreten Algebra mit bestimmten Eigenschaften auch die
Gultigkeit bestimmter Inferenzregeln fordern Dann waren wir bei der Wahl
der Semantik weniger eingeschrankt Andererseits ist die Einschrankung ge
ringfugig und die Behandlung dafur einfacher
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Denition  Indexsignatur Eine Indexsignatur ist ein Tupel
S Sq pred F  wobei S eine Menge von Sorten Sq eine Teilmenge
von S und pred ein Element von S sind F ist eine Menge von sortierten
Operationssymbolen dh jedes Funktionssymbol hat Argumentsorten aus S
und eine Resultatssorte aus S
S sind die Sorten die wir spater fur Termconstraints Bedingungen an die
Indizes verwenden konnen Sq sind Sorten uber die wir quantizieren durfen
und fur die wir eine Gleichheitsoperation haben mussen Nur Sorten aus Sq
durfen spater als Index auftauchen pred ist die Sorte die fur Termconstraints
stehen wird
Denition  )Term Sei )  S Sq pred F  eine Indexsignatur und
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Denition 	 )Termconstraint Ein )Termconstraint ist ein )Term
aus TpredV 
Termconstraints sind Constraints in denen noch keine Typen vorkom
men Neben den Termkonstruktoren mehrsortiger Algebren gibt es Boole
sche Operatoren und Quantoren Die Konstante fur falsche Aussagen heit
indexfalse weil es spater in der Typconstraintsemantik noch eine weitere
Konstante false geben wird Solange wir uber Termconstraints sprechen ent
spricht indexfalse jedoch dem ublichen false
Wir trennen hier nicht zwischen Termen und Formeln wie das oft ublich
ist Wir	 Formeln entsprechen bei uns einfach Termen der Sorte pred Dies
erlaubt manchmal homogenere Beschreibungen und lat prinzipiell Formeln
als Teile von Termen zu Die meisten Indexsysteme werden allerdings davon
keinen Gebrauch machen
Denition  )Algebra Eine )Algebra ist eine Sindizierte Menge A
mit einer Funktion Af  As       Asn  As fur jeden Operator f  s  
   sn  s Auerdem gelte	
 Apred  ftrue falseg
 As 	  fur s 
 S
Diese Denition entspricht dem Standard fur mehrsortige Algebren
Nun mussen wir die Semantik von Termen und Termconstraints in der
Algebra festlegen Wir brauchen dazu Umgebungen die die Semantik von
freien Variablen festlegen
Denition  )Umgebung Eine )Umgebung  ist nun eine S
indizierte Abbildung von V nach A Wir schreiben
avx  

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Jetzt konnen wir die Semantik fur Terme und damit auch fur Termcons
traints angeben Die Semantik entspricht wieder dem Standard fur mehrsor
tige Algebren und Formeln auf diesen
Denition 
 )Termsemantik Fur eine gegebene Umgebung  und ei
ne )Algebra A denieren wir	
ft      tnA  Af t A     tnA
A  








t   tA  t A  tA
t   tA  t A  tA
tA  tA
t   q tA  t A  Aq tA
indexfalseA  false
trueA  true
Denition  Konsequenzrelation Wir konnen nun eine Konsequenz
relation  A denieren mit
P  A R genau dann wenn P A  RA
Aus den Denitionen fur Termsemantik und Konsequenzrelationen ist
unmittelbar ersichtlich da wir fur diese Konsequenzrelation die ublichen
Schluregeln verwenden durfen
Bemerkung  Fur  A gelten die Schluregeln der klassischen Logik mit
Gleichheit
Fur indizierte Typen sind nur Indexsysteme interessant fur die die Kon
sequenzrelation  A entscheidbar ist
Denition  Indexsystem Ein Indexsystem ist eine Indexsignatur )
zusammen mit einer )Algebra A so da  A P fur P 
 TpredV  entscheid
bar ist
Bevor wir nun von Termconstraints zu Typconstraints ubergehen wollen
wir einige Indexsysteme betrachten
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 Einige Indexsysteme
Wenn wir eine funktionale Sprache mit indizierten Typen entwerfen mussen
wir uns fur ein Indexsystem entscheiden Hier wollen wir einige beschreiben
 Polynomiale Gleichungen
Wir konnen polynomiale Gleichungen folgendermaen als Indexsystem for
malisieren
Beispiel  Polynomiale Gleichungen
constc  poly fur jedes c 
 C
  poly  poly poly
!  poly  poly poly
  poly  poly poly
Sq  fpolyg
Apoly  C
Die Entscheidbarkeit dieses Systems wird in der Computeralgebra behan
delt Col Leider konnen mit dem Grundbereich nicht auf Z ausweichen
da wir sonst kein entscheidbares System mehr haben Dies liegt an der Un
entscheidbarkeit des zehnten Hilbertschen Problems Mat Wenn wir R als
Grundbereich wahlen konnen wir sogar noch die Vergleichsoperation hinzu
nehmen
Uber C oder R statt uber Z zu arbeiten kann ein Problem sein da bei
spielsweise n    A n   nicht gilt Auch Pradikate wie

x ist gerade sind
mit polynomialen Gleichungen uber C oder R nicht formulierbar Daher sind
wir mehr an den folgenden Systemen interessiert
  Presburger Arithmetik
Denition  Presburger Arithmetik Eine Formel P ist in Presbur
ger Arithmetik wenn sie entweder
 eine lineare Gleichung
 ein linearer Vergleich
 eine logische Verknupfung zweier Formeln in Presburger Arithmetik
oder
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 eine Quantizierung uber einer Formel in Presburger Arithmetik ist
Der Grundbereich fur Variablen sind die ganzen Zahlen
Presburger Arithmetik ist also bereits ziemlich ausdrucksstark trotzdem
ist sie entscheidbar Coo Fur die Datenabhangigkeitsanalyse in Uber
setzern wurden bereits leistungsfahige Loser entwickelt Pug	 Formal be
schreiben wir das System so als Indexsystem
Beispiel  Presburger Arithmetik Wir haben
  linear
n  linear linear fur jedes n 
 Z
!  linear  linear  linear
  linear  linear  linear
  linear  linear  pred
Sq  flinearg
Alinear  Z
Wir konnen Presburger Arithmetik sogar um eine Wahrheitssorte erwei
tern ohne die Entscheidbarkeit aufzugeben Der Vorteil ist da wir dann
spater Typen auch mit Wahrheitswerten parameterisieren konnen
Beispiel  Presburger Arithmetik mit Wahrheit Wir haben eine
weitere Sorte bool mit
inj  bool pred
  bool  bool bool
  bool  bool bool
  bool bool
Sq  flinear boolg
Abool  ftrue falseg
Wir konnen die Entscheidbarkeit sehen indem wir jeder Formel in Pres
burger Arithmetik mit Wahrheit eine Formel in Presburger Arithmetik zu
ordnen Fur jede Variable b der Sorte bool fuhren wir eine Variable b  der
Sorte linear ein Wir fuhren auf Termen eine Ersetzung durch so da Aus
drucke der Sorte bool vollig durch Ausdrucke der Sorte pred ersetzt werden
 replb  b   
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 replinjB  replB
 replbA  b replA
 replbA  b replA
 replA  B  replA replB
Auf allen anderen Operatoren arbeitet repl homomorph zum Beispiel gilt
replA B  replA  replB
Diese Ersetzung erhalt die Semantik geschlossener Constraints erzeugt aber
reine Presburger Constraints die entscheidbar sind Ein Beispiel fur eine
Ersetzung
replb  c  d  b     c    d   
Wir konnen sogar zwischen pred und bool mischen wie im Beispiel am
Anfang des Kapitels
replb  br  bl  l  r  
b    br     bl     l  r
Ahnlich konnen wir auch endliche Bereiche einfuhren indem wir b   
b        b   k und b   k  b    verwenden
Auch Listen uber endlichen Bereichen sind vorstellbar true false true
ware beispielsweise als    !    !  kodiert  entsprache dann langer
n  lenl entsprache aber n   l  n und das ware in Presburger
Arithmetik nicht kodierbar
 Indizierte Typen
Um nun Termconstraints zu Typconstraints erweitern mussen wir Typen
formalisieren Wir nehmen an da Typdeklarationen global fur das ganze
Programm gelten Wir konnten sie als lokal annehmen OL	 was den Vor
teil hatte da Programmtransformationen die die Einfuhrung neuer Daten
typen verlangen lokal sind wahrend sie bei uns global sind Wir wahlen den
Weg globaler Typdenitionen weil sich damit die Darstellung vereinfacht
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Denition  Typsignatur Eine Typsignatur * zu einer gegebenen In
dexsignatur )  S Sq pred F  ist eine Menge von Deklarationen der fol
genden Art	
data T&&n  &s  
X
i
Di&	i  Qi &i &mi  &qi
Dabei sind die si qij aus Sq und die 	ij aus Ttype&  &i  &n  &mi und
die Qi aus Tpred&n  &mi
Die &i und &mi sind die freien Variablen der &	i Wir beachten da als
Sorten hier nur Elemente von Sq zugelassen sind also nur solche fur die
es Gleichheit und Quantoren gibt Die Denition von TtypeV  folgt erst
anschlieend da sie auf die Denition der Typsignatur bezug nimmt Dies ist
gerechtfertigt da fur sie die Beschaenheit der &	i noch nicht relevant ist Die
Baumdeklaration am Anfang des Kapitels sieht in dieser Notation so aus
data T an  Intb  Bool
 Leaf Tree a l bl Tree a r br
 n    b  true
l bl r br
j Branch Tree a l bl Tree a r br
 n  l ! r  b  true br  true  bl  true  l  r
l bl r br
In der Praxis werden wir i und b statt den Sortendeklarationen i  int
und b  bool verwenden Da wir in konkreten Beispielen meist Presburger
Arithmetik mit Wahrheit verwenden reichen uns diese beiden Sorten Auer
dem lassen wir die explizite Angabe der &i und &mi weg
Nun denieren wir was bei gegebener Index und Typsignatur als Typ
zugelassen ist
Denition  )*Typ Sei V eine S  ftypegindizierte Menge von
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data T&&n  &s     
 *
	  
 TtypeV  	 
 TtypeV 
	   	 
 TtypeV 
Um die Semantik von Typen beschreiben zu konnen denieren wir Atype
Denition  Atype Atype wird induktiv mit den folgenden Regeln gebil
det	
	  
 Atype 	 
 Atype
	   	 
 Atype
	i 




data T&&n  &s     
 *
Wir schreiben auch hier oft 	  Typen aus Atype haben jedoch keine Va
riablen
Nun mussen wir auch noch die strukturelle Gleichheit zwischen zwei Ty
pen aus dieser Menge denieren Die Kongruenz  soll dies vermitteln 	  	  
heit Abgesehen von den Indizes sind 	 und 	   gleich











T&	&a  T&	  &a 
Bemerkung  Es ist leicht zu sehen da  eine Aquivalenzrelation ist
Es gilt also Tree Int  True  Tree Int  False aber trotzdem
ist Tree Int  True 	 Tree Int  False
Da wir bei der Semantik von Typen auch den freien Typvariablen Werte
zuordnen mussen erweitern wir die Umgebungsdenition
Denition  )*Umgebung Eine )*Umgebung  ist eine S
ftypegindizierte Abbildung von V nach A Die Schreibweise av uberneh
men wir von )Umgebungen
Uberall wo bisher )Umgebungen verwendet wurden konnen auch
)*Umgebungen verwendet werden Nun konnen wir die Typsemantik
angeben Sie ist mit der Wahl des Indexsystems festgelegt
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Denition  )*Typsemantik
t   tA  t A  tA
T	      	k t      tnA  T	 A     	kA t A     tnA
A  
 Typconstraints
Jetzt denieren wir die Typconstraints die spater wahrend der Typinferenz
aus einem Typisierungsproblem entstehen und von der erweiterten Unika
tion gelost werden
Denition 
 )*Typconstraint Sei V eine S  ftypegindizierte
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Die Funktion inj ist eine Einbettung von Termconstraints in Typ
constraints Wie wir spater sehen werden sind Termconstraints immer
strukturell wahr Dies fuhrt dazu da wir true nicht eigens denieren
mussen da injtrue genau die erwunschte Semantik hat Andererseits sind
injindexfalse und false nicht das gleiche
Wir haben Gleichheit und alle Quantoren aber an logischen Verknupfun
gen sind nur  und  zugelassen wobei die Implikation dadurch stark ein
geschrankt ist da auf der linken Seite nur Termconstraints stehen durfen
Allgemeine Constraints auf der linken Seite der Implikation wurden die Uni
kation wesentlich komplizierter wenn nicht unmoglich gestalten
Die Schwierigkeit bei der folgenden Denition der Typconstraintseman
tik ist da wir sowohl die exakte Semantik als auch die Semantik unter
Nichtberucksichtigung von Indizes angeben wollen Die Semantik wird also
als Paar gegeben wobei die erste Komponente alles berucksichtigt die zwei
te keine Indizes   und  sind die Projektionen auf die erste bzw zweite
Komponente
Denition  )*Typconstraintsemantik
injtA  tA true
falseA  false false
t   type tA  t A  Atype tA t A
 tA
t   tA   t A   tA t A  tA
t  t A  t A  tA   t A t A














Wir beachten insbesondere da
injtrueA  true true
aber andererseits
injindexfalseA  false true
Weiterhin ist die Semantik von P  C so gewahlt da auch wenn P falsch
ist C strukturell stimmen mu damit P  C exakt stimmt Hier folgen zur
 KAPITEL 
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Illustration ein paar Beispiele
mnm  n Vector m  Vector nA  true true
mnm  n !  Vector m  Vector nA  false true
int  boolA  false false
	 Die Konsequenzrelation  A
Damit die Konsequenzrelation gilt verlangen wir da die Konsequenzrelation
fur beide Komponenten gilt Dann gilt auch fur aquivalente Ausdrucke im
Sinne der Konsequenzrelation da sie dieselbe Semantik haben
Denition  Konsequenzrelation Fur eine )Algebra A wird nun
auch eine Konsequenzrelation  A auf TpropV  deniert	
C  A C   genau dann wenn iiCA iC
 A
Wir sagen
C A C   genau dann wenn C  A C   und C    A C
Wir werden oft einfach P statt injP  schreiben Wir durfen das wegen
folgender Bemerkung
Bemerkung  Es gilt
injP   A injR genau dann wenn P  A R
injnP  A ninjP 
injnP  A ninjP 
injP  R A injP   injR
injP  R A P  injR

 DIE KONSEQUENZRELATION  A 
Wir stellen nun die grundlegenden Eigenschaften von  A zusammen P
steht dabei fur Termconstraints A B C fur Typconstraints
Proposition  Eigenschaften von  A Folgende Regeln sind seman





C  A A C  A B
C  A A  B
Er
C  A A B
C  A A
El
C  A A  B
C  A B
 E
C  A P C  A P  B
C  A B
 I
C  P  A B

















C  A 	   	
 
  	  	
 














C  A &	  &	   &t  &t 
C  A T &	&t  &	  &t 
  E
C  A T &	&t  &	  &t 
C  A &	  &	   &t  &t 
 t refl
C  A t  t
  refl
C  A 	  	
 t trans
C  A t  t  t   t  
C  A t  t  
  trans
C  A 	  	   	    	   
C  A 	  	   
 t sym
C  A t  t 
C  A t   t
  sym
C  A 	  	  




 INDIZES CONSTRAINTS UND TYPEN

 Strukturelle Gleichheit mit 
Um strukturelle Gleichheit besser handhaben zu konnen denieren wir noch
einen Operator  der die Struktur aus Typen und Typconstraints extrahiert
 ist syntaktisch und semantisch deniert wobei wir erreichen wollen da
Strukturextraktion und Ubergang von der Syntax zur Semantik vertauschbar
sind cs sei eine beliebige aber feste Konstante der Sorte s
Denition   Wir fuhren eine Operation   TsV   TsV 
fur s 
 ftype propg ein	
t   t
  t   t


T	      	k t      tn
  T	        	

k  cs      csn
  
injt  true
t   type t




  C   C















Wir denieren  jetzt auch noch auf semantische Weise
Auf ftrue falseg  ftrue falseg denieren wir  als x y  y y Auf
Atype durch
T	      	k t      tn
  T	        	

k  Acs       Acsn 
t   t
  t   t


und schlielich noch fur Umgebungen
  

Ziel ist da die Denitionen auf syntaktischer und semantischer Seite
ubereinstimmen also     

 Dies gilt zumindest fur Typgleichungen

	 TYPSCHEMATA UND KONTEXTE 	
Proposition 
 Es gilt	





 Typschemata und Kontexte
Wir fuhren noch ein paar grundlegende syntaktische Konstrukte fur die Typ
inferenz ein Typschemata bezeichnen parametrisierte Typen Wie bereits
in der alternativen HindleyMilner Beschreibung im vorigen Kapitel erset
zen wir den Instanzbegri durch die Relation v auf Typschemata Ahnlich
wird das auch in anderen HindleyMilnerErweiterungen Jon	OSW	

beschrieben
Denition  Typschema Ein Typschema ist von der Form
&&nC   wobei  wiederum ein Typschema oder aber ein Typ
ist & sind Typvariablen &n Termvariablen und C ist ein Typconstraint
Wir unterscheiden nicht zwischen einem Typschema &&nC 
& &n C     und & & &n &n C  C    wobei &  &n  	
 fvC Wir wer
den bei allen Denitionen darauf achten da fur die beiden Formen nichts
unterschiedlich deniert wird Eine Folge dieser Vereinbarung ist da sich
jedes Typschema in der Form &&nC  	 schreiben lat
Wir haben bereits bei der Einfuhrung uber Typen gesehen da wir die
Typkorrektheit eines Ausdrucks nur im Kontext der deklarierten Variablen
betrachten konnen
Denition  Kontext Ein Kontext ist eine Folge von Variablendekla
rationen x         xn  n
Die Subsumption v zwischen zwei Typschemata ist nun die Verallgemei
nerung des Instanzbegris
Denition  Subsumption Es sei
C     A &&nC  	 v & &mC    	  
genau dann wenn
C     C  A   	  & &mC      	  
 KAPITEL 
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und
C     A x         xk  k v x   
 




iC     A i v 
 
i
Bemerkung  Wenn & und &m nicht frei in 	 auftreten gilt
C     A &&nC  	 v & &mC    	  
genau dann wenn




	 sei eine Instanz von  lat sich hier als  A 	 v 
ausdrucken die Aussage

  sei eine generische Instanz von  als  A   v 
Wir werden aber oft die allgemeinere Form mit einem Constraint auf der
linken Seite benotigen Zum Beispiel gilt
  Int  A Int  v  
wie aus
  Int  A   Int      
zu sehen ist Es gilt auch
  Int  A Int Int v  
Jones beschreibt in seiner Dissertation Jon	 eine ahnliche Relation auf
eingeschrankten Typschemen
P j   P   j  
Die Denition der Relation beruht auf dem Begri der generischen Instanz
der bei Jones spezieller gefat ist Dort kann jede Typgleichung 	  	   in
eine Menge von Gleichungen i  	i umgeformt werden auerdem konnen

	 TYPSCHEMATA UND KONTEXTE 
Constraints keine Typgleichungen beeinhalten und daher sind C  A 	  	  
und  A 	  	   aquivalent
Wenn fur Jones Relation unser Begri der generischen Instanz zugrunde
gelegt wird sind folgende Aussagen jeweils aquivalent
P j   P   j   und  A P   v P     
C  A  v   und C j    
Ob man nun P j  und  einfuhrt oder Constraints auf der linken Seite
von  A  v   zulat ist eine Geschmacksfrage Wir sehen C als Bedingung
fur die Subsumption nicht als Bestandteil der linken Seite und bevorzugen
daher die Schreibweise C  A  v  
Es gelten nun Transitivitat und Reexivitat in folgender Weise
Proposition  Reexivitat der Subsumption Es gilt	
C  A  v 
Beweis Siehe Anhang
Proposition  Transitivitat der Subsumption Aus
C  A  v  
und
C    A   v   
folgt
C  C    A  v   
Beweis Siehe Anhang
Bei Kontexten die Bedingungen enthalten stellt sich manchmal die Fra
ge ob ein Typschema &&nC   unter allen Substitutionen der freien Va
riablen Instanzen haben kann oder ob Bedingungen an die freien Variablen
gestellt mussen damit C erfullbar bleibt Zum Beispiel hat Int    
nur Instanzen falls Int   ext liefert gerade die Bedingungen an die
freien Variablen Diese Notation hilft uns Aussagen uber Typschemata und
Kontexte zu formulieren die fur den Fall ext 	 true bzw ext% 	 true
nur eingeschrankt gelten
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 KAPITEL 
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Denition 	 ext Wir denieren
ext&&nC    &&nC  ext
ext	  true
und fur Kontexte
extx         xk  k  ext       extk
Es gilt jetzt
extInt     Int  
Ein Typschema oder Kontext heit konsistent falls ext  true bzw
ext%  trueOSW	

Im folgenden steht 	 fur Typen  fur Typschemata P und R fur Term




Im vorigen Kapitel wurden Indizes und indizierte Typen vorgestellt In die
sem Kapitel wollen wir eine Programmiersprache mit indizierten Typen vor
stellen und die Typinferenz fur diese Sprache beschreiben Auerdem zeigen
wir da zur Laufzeit keine Typfehler mehr auftreten konnen und machen
Aussagen uber die Komplexitat der Typinferenz
Wir stellen dabei zuerst die Regeln vor nach denen der Programmierer
sehen kann ob sein Programm korrekt getypt ist Im zweiten Schritt geben
wir ein deterministisches Regelsystem an welches zu jedem Programm einen
Typconstraint bestimmt der genau dann erfullbar ist wenn das Programm
typisierbar ist Im dritten Schritt geben wir einen Unikationsalgorithmus
an der entscheidet ob der Typconstraint erfullbar ist
Um die Hypothese zu zeigen da keine Laufzeittypfehler auftreten be
weisen wir da unter bestimmten Reduktionen die Typisierbarkeit erhalten
bleibt Wenn also ein Evaluator nur diese Reduktionen benutzt kann kein
Typfehler passieren
Die Komplexitat der Typinferenz lat sich schwer exakt behandeln ins
besondere da das Indexsystem variabel ist Trotzdem konnen wir fur Pro
gramme bestimmter Form zeigen da der Aufwand zur Typuberprufung im
wesentlichen linear in der Lange des Programms ist Dies steht im Kontrast
zu anderen Aussagen da der Aufwand fur Programme allgemeiner Form
bereits fur ML DEXPTIMEvollstandig sind KTU	 KM
	

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  Die Programmiersprache
Als erstes wollen wir eine Grammatik fur die Programmiersprache angeben
Es handelt sich hier nur um den Kern der Programmiersprache im funften




j let x  E  in E
j x x  P  	 in E
j D
j case F of fDi&yi  Eig
Eine operationelle Semantik wird im Abschnitt uber die operationelle
Korrektheit angegeben Sie entspricht der Semantik gelauger funktionaler
Sprachen
Oft werden drei Regelsysteme benutzt um die Typinferenz fur eine Pro
grammiersprache zu beschreiben Jon	
 ein logisches das im wesentlichen je eine Regel zur Konstruktion und
Destruktion von Typkonstruktionen hat
 ein syntaktisches das genau eine Regel pro Termkonstruktion hat und
 ein algorithmisches welches als attributierte Grammatik gelesen wer
den kann und bereits die Unikation beinhaltet
Wir schlagen hier eine andere Behandlung vor Wir ubernehmen das lo
gische System geben aber als zweites ein deterministisches System an das
sowohl syntaktisch als auch algorithmisch ist aber die Unikation noch nicht
beinhaltet Die Unikation ndet dann in einem weiteren Schritt statt
Wir halten diese konzeptuelle Trennung von eigentlicher Typinferenz und
Unikation fur wichtig da Typsystem und Unikation dann getrennt un
tersucht und erweitert werden konnen Es lat sich damit auch viel leichter
feststellen ob die Unikation komplizierter wird wenn das Typsystem an
bestimmten Stellen erweitert wird Eine solche Trennung ndet sich auch bei
Wand Wan
b
 DIE PROGRAMMIERSPRACHE 
Es kann weiter jede Inferenzregel fur sich betrachtet werden und es konnen
zum Beispiel verschiedene Regeln fur den Fixpunkt gegeneinander abgewagt
werden Fur jede Regel wird dann einzeln untersucht welche Anforderungen
sie an die Unikation stellt
In einer Implementierung konnen diese beiden Phasen naturlich mitein
ander verwoben werden vielleicht ahnlich wie bei lexikalischer und syntakti
scher Analyse in einem Ubersetzer
Wir beginnen mit dem logischen System Ein Urteil C%   E   ist zu
lesen als

Unter der Voraussetzung C und im Kontext der Deklarationen %
ist E vom Typ  Dabei steht C eigentlich fur eine Aquivalenzklasse CA
von Constraints
Die ersten vier Regeln sind die des HindleyMilnerSystems mit dem
zusatzlichen Constraint ahnlich wie bei anderen Systemen Sul	 OSW	

var
x   
 %
C%   x  
 E
C%   E  	    	 C%   F  	  
C%   EF  	
 I
C % x  	   E  	  
C%    xE  	  	  
let
C%   E   C   % x     F  	
C  C  %   let x  E in F   	
Fur rekursive Funktionen brauchen wir den Fixpunktoperator Dieser kann
weil wir hier Typen deklarieren wollen nicht als Konstante eingefuhrt wer
den Die Typschemata dieser deklarierten Funktionen sind geschlossen haben
also keine freien Typvariablen
fix
C % x     E   C  A ext
C%   x x  P  	 in E  

&n &  fvP 	
  &&nP  	
Die folgenden beiden Regeln fur die Konstruktion und Dekonstruktion von
Typschemata sollten nicht in je zwei Regeln zerlegt werden OSW	

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  I
C  C  %   E  	




C%   E  &&nC    	 C  A &	&&t&nC  
C%   E  &	&&t&n	
Die Existenzregel wird benotigt um Variablen auf der linken Seite zu elimi
nieren Diese Existenzquantikation in der Voraussetzung entspricht logisch
einer Allquantikation uber die ganze Aussage die fur freie Variable implizit
gegeben ist
I
C%   E  
&&nC%   E  
&n & 	
 fv% 
Die Gleichheitsregel druckt aus das Gleiches durch Gleiches ersetzt werden
darf Dazu reicht Gleichheit modulo des Constraints C aus
 
C &	&&t&n%   E  &	&&t&n C  A &t  &t  &	  &	  
C &	  &&t &n%   E  &	  &&t &n
Nun kommen noch Konstruktion und Dekonstruktion von algebraischen Da
tentypen Die Konstruktion ist einfach Qi mu erfullt sein um eine Kon
struktion zu erlauben
data I
data T&&n  
P
iDi&	i  Qi
&i &mi C  
A  &mi&nQi
C%   Di   &mi&n&i&Qi  &	i  T &&n
Die Dekonstruktion von algebraischen Datentypen bringt eine wesentliche
Neuerung von indizierten Typen In den einzelnen Varianten darf die Bedin
gung Qi die ja bei der Konstruktion erfullt war verwendet werden um die
Typaussage zu zeigen Die existentiell quantizierten Variablen &i und &mi
durfen in den Varianten auftreten nicht aber im Resultat
data E




C  Qi % &yi  &	i   Ei  	
C%   F  T &&n
C%   case F of fDi&yi  Eig  	

	





 TYPINFERENZ FUR INDIZIERTE TYPEN 
Zwei wichtige Aussagen uber dieses System wollen wir hier machen Zum
Ersten darf die Bedingung C auf der linken Seite verscharft werden zum
Zweiten konnen rechts keine unerfullbaren Constraints auftreten wenn die
linke Seite erfullbar ist
Proposition  Verscharfung Wenn C    A C und C%   E   gelten
dann gilt auch C  %   E  
Beweis Siehe Anhang
Proposition  Konsistenz Wenn C%   E   gilt dann gilt auch
C  ext%  A ext
Beweis Siehe Anhang
 Typinferenz fur indizierte Typen
Nun kommen wir zur Typinferenz Hier berechnen wir zu einem gegebenen
Term mit Kontext einen Typconstraint C der genau dann erfullbar ist wenn
es eine Typisierung von E mit diesem Kontext gibt Wir beschreiben diesen
Algorithmus in Form von Urteilen C%  W E   und lesen das Regelsystem
als attributierte Grammatik wobei E und % geerbte und C und die Variable 
synthetisierte Attribute sind Die Methode ein Regelsystem als attributierte
Grammatik zu lesen geht auf R(emy R(em
	 zuruck
Wir verwenden auf der rechten Seite ausschlielich Variablen da wir alle
Bedingungen an die Typvariablen im Constraint C haben wollen Dies ist
zumindest bei der Fixpunktregel erforderlich wenn aus C die Implikation
P  C wird
Ein weiterer Vorteil ist da auer der Resultatsvariablen und den freien
Variablen im Kontext keine freien Variablen im Constraint vorkommen Wir
konnen dann auf den Operator gen% 	 verzichten Dieser Operator wird in
vielen Inferenzkalkulen fur fv	 n fv%	 verwendet
Die ersten drei Regeln sind einfach Wir beachten bei  EW  da wir
statt CC       auch   CC   hatten schreiben
konnen was aber wieder algorithmisch und nicht logisch ist
varW 
x  &&nC  	 
 %
&&nC    	%  W x  
 new
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 IW 
C % x    W E  
     C%  W  xE  
  new
 EW 
C%  W E   C  %  W F  
C  C        %  W EF  
 new
Bei der letRegel wissen wir nun da  die einzige freie Variable in C ist die
nicht im Kontext vorkommt und konnen C   anstatt gen% C  
schreiben
letW 
C%  W E  
C   % x  C    W F  
C    C%  W let x  E in F   
Bei der Fixpunktregel zerfallt der Constraint in zwei Teile Der erste
Teil &&n  	  P  beschreibt da der Ausdruck insgesamt vom Typ
&&nP  	 ist der zweite Teil &&nP  C  	   beschreibt
die Bedingung da der Teilausdruck E vom Typ &&nP  	 ist Auch
dieser zweite Teil hat im allgemeinen freie Variablen da bei der Verwendung
globaler Variablen Bedingungen an deren Typ gestellt werden
fixW 
C % x  &&nP  	  W E  
&&n  	  P 
&&nP  C  	  
%  W x x  P  	 in E  

 new
& &n  fvP 	
Die data IW  Regel ist der varW  Regel sehr ahnlich
data IW 




&&i&n &mi  &	i  T &&n Qi%  W Di  
 new
Die Implikation mit Qi auf der linken Seite zu verwenden um sozusagen
die Verwendung von Qi aus dem Constraint zu streichen ist eine entschei
dende Idee zur Inferenz fur indizierte Typen Die Idee ist da Qi  C der
schwachste Constraint C   ist fur den C   Qi  A C gilt  








C%  W F  
Ci % &yi  &i  
W Ei  i
&&n  T &&n  C
i&i &mii&iQi 
&i  &	i  Ci  i  
%  W case F of fDi&yi  Eig  
 &i new
Die Quantizierung i ist dabei Metanotation und steht fur &      
&         
Nun kommen wir zu den Aussagen uber dieses System Wir fangen damit
an da ein allgemeinerer Kontext %  keinen starkeren Constraint verlangt
als der Kontext % und die Subsumptionsbedingung zusammen
Proposition  Kontextabschwachung Wenn C     A % v %  und
C%  W E   gelten dann gilt auch C  %   W E   wobei C     C  A C  
Beweis Siehe Anhang
Die Korrektheit sagt uns da  W keine Typisierung inferiert die im lo
gischen System nicht moglich ware die Vollstandigkeit sagt da wenn im
logischen System eine Typisierung existiert  W immer eine mindestens so
allgemeine ndet
Satz  Korrektheit Wenn C%  W E   gilt dann gilt auch C%   E 

Beweis Siehe Anhang
Satz  Vollstandigkeit Wenn C%   E  &&nC    	 gilt dann exi
stiert eine Ableitung C   %  W E   mit C C   ext%  A C     	
Beweis Siehe Anhang
 Unikationsalgorithmus
In diesem Abschnitt stellen wir den Unikationsalgorithmus vor und zeigen
seine Korrektheit
 KAPITEL  PROGRAMMIERSPRACHE UND TYPINFERENZ
Da der Algorithmus nur die Erfullbarkeit eines Typconstraints testen
mu reicht es geschlossene Typconstraints ohne freie Variablen zu betrach
ten Wir geben zuerst eine Normalform fur Typconstraints an und einen Nor
malformalgorithmus der jeden Typconstraint auf Normalform bringt Wir
zeigen da sich eine Normalform ohne freie Variablen die nicht false ist
leicht in einen aquivalenten Termconstraint ohne freie Variablen uberfuhren
lat Da wir aber von Termconstraints Entscheidbarkeit gefordert haben ist
damit das Unikationsproblem gelost
 Normalformen
Als erstes beschreiben wir hier die Normalform von Typconstraints
Denition  Normalform Ein Typconstraint C ist beinahe in Nor
malform wenn er false ist oder die Form
QP   G
hat wobei Q eine Liste von Quantoren ist P ein Termconstraint  eine
idempotente Substitution &	&  die wir hier als Menge von aufgelosten Ty
pgleichungen i  	i interpretieren G eine Menge von Variablengleichungen
modulo Termconstraint P  i    i Alle Variablen i die in dom vor
kommen durfen sonst irgendwo in der Formel auftreten Auerdem durfen
die 	i in  nie die Form einer einzelnen Variablen annehmen
Wenn zusatzlich keine Typvariable universell quantiziert ist und alle  

dom frei in C sind dann ist C in Normalform
Der Algorithmus wird in zwei Transformationen T  und T unterteilt
Die erste Transformation bringt den Constraint beinahe in Normalform der
zweite in Normalform
Es wird eine wiederkehrende Aufgabe sein eine bedingte Gleichung P 
	  	   in Q	     	      P    Pi  i  i zu zerlegen Zum Beispiel
machen wir aus
m  n   Vector  n
den Constraint
 k  Vector  k  m  n     m  n n  k

 UNIFIKATIONSALGORITHMUS 
Diese Aufgabe ubernimmt der AlgorithmusM Genauer betrachtet entsteht
zuerst
 k  Vector  k  m  n Vector  k  Vector  n
Die Zerlegung der letzten Komponente ubernimmt der Algorithmus R Die
Erzeugung des neuen Typs Vector  k aus Vector  n ubernimmt
newinst
Wir stellen den Algorithmus in

bottomup Reihenfolge vor Dabei ma
chen wir einige Aussagen die in der Entscheidbarkeit von Typconstraints
munden
  Neue Instanzen
Wir wollen ofter einen Typ 	   erzeugen der die selbe Struktur hat wie ein
gegebener Typ 	  aber sonst moglichst allgemein ist Es sollen nur neue Va
riablen in 	   vorkommen und keine Variable mehrfach Dies erreichen wir mit
folgender Denition
Denition  newinst newinst ist uber folgendes Regelsystem fur Typen
und Substitutionen deniert
    newinst
new 
 &  &n  	
 




 &   & &n   &n 	     	
 
  newinst	   	
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Die Idee von newinst ist es einen Constraint   	 in eine Bedingung an
die Struktur   	   und den nichtstrukturellen Rest 	  	   zu zerlegen Zum
Beispiel ist
newinstTListm! nm  h  i h  i T List 




	  	    TListm! nm  T List 
       m ! n    m  
sind die Komponenten Es folgt die zentrale Aussage uber newinst
Lemma  newinst Wenn C  A  und  & &n    newinst gelten
dann gilt auch C  A & &n 
Beweis Siehe Anhang
 Der Algorithmus R
R soll nun den nichtstrukturellen Teil C des Typconstraints in einen Term
constraint P und in bedingte Variablengleichungen G zerlegen RC  
PG
Algorithmus  R R hat als Eingabe einen quantorenfreien Typcons
traint R arbeitet rekursiv wie folgt	
 RC  C    P  P   G  G  wobei PG  RC und P   G   
RC  










i  	i  RC
 RP   P true wenn P bereits die Form eines Termconstraints hat
 R	   	  	     	
 
  P  P
  G  G  wobei PG  R	   	   
und P   G   R	  	
 

 RT	     	nt     tk  T	
 








i Pi  
V
i ti  
t i 
V
iGi wobei Pi Gi  R	i  	
 
i
 R  	  true   	
 R	    true   	

 UNIFIKATIONSALGORITHMUS 
Die beiden letzten Falle treten nur als R   auf wenn das Argument
keine Strukturbedingung enthielt Wir behaupten nun da R die Bedeutung
nicht verandert und das Resultat eine bestimmte Struktur hat
Proposition  Form und Korrektheit von R Wenn C ein quanto
renfreier Constraint ist dann ist RC  PG und es gilt C A P  G
wobei P ein Termconstraint ist und G von der Form
V
iPi  i  	i ist
Wenn weiter C   C    A C   und   & &m  newinst gilt dann
haben die Typen 	i die Form einer einzelnen Variablen i
Beweis Siehe Anhang
 Der Algorithmus M
Der AlgorithmusM fuhrt nun einen ofter wiederkehrenden Teil des Normal
formalgorithmus aus Aus einer Substitution und einer Menge bedingter Typ
gleichungen wird eine neue Substitution ein Termconstraint und eine Menge
bedingter Variablengleichugen gebildet Die neu entstehenden Variablen sind
existenziell quantiziert Die Umformung ist eine Aquivalenzumformung
Algorithmus  M Sei U eine Menge von Typgleichungen und G ei
ne Menge von bedingten Typgleichungen Wir bilden     mguU G
den allgemeinsten Unikator nach Robinson Aus diesem berechnen wir
 & &n    newinst   In einem letzten Schritt sei PG   R UG
MUG ist dann   P G  & &n Wenn es keinen Unikator fur U und G
gibt schlagt M fehl
Im Beispiel vorhin ware
U  true G  m  n   Vector  n
Es ergibt sich der allgemeinste Unikator
    Vector  n
und
 k Vector  k  newinst  
Schlielich rufen wir R auf
m  n n  km  n   
 Rm  n Vector  k  Vector  n
Auch fur M haben wir eine Korrektheits und eine Strukturaussage
 KAPITEL  PROGRAMMIERSPRACHE UND TYPINFERENZ
Proposition 	 Form und Korrektheit M Wenn MUG  
  P G  & &n ist dann gilt fur alle P   mit & &n 	
 fvP   da
&&nP    P      P    G  A P     G
wobei  G   G  und G  von der Form
V
i Pi  i  i ist Wenn M
fehlschlagt ist P    U G A false
Beweis Siehe Anhang
 Die Transformationen T und T
Nun bleibt es noch die beiden Transformationen T  und T mit Hilfe der
angegebenen Algorithmen zu beschreiben Beide denieren wir hier uber ein
Regelsystem Die Transformation T  besteht im wesentlichen aus dem Her
ausziehen von Quantoren und dem Anwenden vonM T eliminiert von innen
her allquantizierte Typvariablen und existentiell quantizierte Variablen aus
dom
Algorithmus  T  Die Transformation T 	
T P   P
T C  QP   G T C    Q P      G 
   P    G   & &n  M    G G 
T C  C    QQ &&nP  P    P        G  
T C  QP   G   P    G   & &n  M true
T P    C  Q&&nP    P  P        P    G G  
T C  QP   G
T Q C  Q QP   G
Wenn M fehlschlagt ist T C  false
Proposition  Form und Korrektheit T  Es gilt T C A C Wei





 RG Wir denieren die Relation RG so da RG
  genau
dann gilt wenn ein P      in G vorkommt RG bezeichne die reexive
und transitive Hulle
Algorithmus  T Die Transformation T	
TC  QP      	 G
  P   G  & &n  M	 
TC  &&nQP  P       G G 
 	
 dom
TC  QP   G
TC  QP   G
 	
 dom





TC  QP    G  G  
TC  QP   G  

fvG   f  j RG
 g
fvG    C  fvG   
TC  C
 
TnC  nC  
TC  C  
TnC  nC  
C  P   G
TC  P   G
Wenn M fehlschlagt ist TC  false
Proposition  Form und Korrektheit T Es gilt TC A C
Wenn C beinahe in Normalform war dann ist TC in Normalform
 KAPITEL  PROGRAMMIERSPRACHE UND TYPINFERENZ
Beweis Siehe Anhang
Bei einem geschlossenen Constraint in Normalform gibt es kein  und G
ist irrelevant
Proposition 
 geschlossene Constraints Ein geschlossener Typ
constraint in Normalform QP    G ist aquivalent zum Termconstraint
QP
Beweis Siehe Anhang
Hieraus ergibt sich die Entscheidbarkeit
Satz  Unikation Fur einen Typconstraint C ist  A C entscheidbar
Beweis
Seien & und &n die freien Typ bzw Termvariablen von C  A C ist genau
dann erfullt wenn  A & &nC erfullt ist dies ist wiederum das gleiche wie
 A TT & &nC Das ist aber ein Termconstraint P  dessen Gultigkeit
entscheidbar war oder false Also ist auch die Gultigkeit von C entscheidbar
Korollar  Erfullbarkeit Gultigkeit Erfullbarkeit und Gultigkeit von
Typconstraints sind entscheidbar
 Operationelle Korrektheit
In diesem Abschnitt untersuchen wir die Korrektheit der Typinferenz also
die Frage ob Programme die von der Typuberprufung als korrekt erkannt
werden zur Laufzeit wirklich keine Typfehler produzieren konnen
Es gibt dazu zwei Wege Die erste Moglichkeit ist eine denotationelle
Semantik zu denieren Wir ordnen dann jedem Ausdruck einen Wert in der
Semantik zu und jedem Typ eine Menge von Werten Dann zeigen wir da
aus dem Urteil &x  &   E  	 folgt da E 




Die Semantik fur algebraische Datentypen ist aber sehr kompliziert
Gun	 und wir wahlen hier einen einfacheren Weg Wir werden zeigen da
die sogenannte Subjektreduktionseigenschaft gilt das heit der Typ eines
Ausdrucks bleibt unter Reduktion erhalten Der Vorteil der ersten Metho
de ware da bei keiner im Sinne der denotationellen Semantik korrekten
Reduktion Typfehler auftreten konnen
 OPERATIONELLE KORREKTHEIT 
Wir betrachten folgende Reduktionsschritte
 xEF  FxE
x f   in E   x f   in Ef E
let x  E in F   ExF
case D &E of fD&x E  g   &E&xE  
Wir legen uns hier nicht auf eine Reduktionsstrategie fest Jede Strategie
die sich aus diesen Elementarreduktionen zusammensetzen lat erfullt dann
die Subjektreduktion
Das folgende Lemma benotigen wir im Beweis der Subjektreduktions
eigenschaft mehrfach Es ist einer letRegel sehr ahnlich Allerdings steht in
der Konklusion statt des let eine Substitution und die Variable x darf an
beliebiger Stelle im Kontext auftreten Die Zusatzbedingung im Antezedent
entsteht aus einer Kontextabschwachung
Mit %x bezeichnen wir den Kontext in dem gegenuber % die Deklaration
fur x fehlt der aber ansonsten identisch ist
Wir schreiben  fur die reexive transitive und kompatible Hulle von

Lemma  Es gilt fur & &k 	
 fvC
C%x  
W F   C %  
W E  
C  C  A C    	 x  &&kC  	 
 %
C%x  W FxE  
und es gilt dann C  C  C   A C
Beweis Siehe Anhang
Wir zeigen die Subjektreduktionseigenschaft im  W Kalkul als Korollar
gilt sie aber auch im   Kalkul
Satz  Es gilt
C%  W F   F  F  
C  %  W F    
wobei C   C  

 KAPITEL  PROGRAMMIERSPRACHE UND TYPINFERENZ
Beweis Siehe Anhang
Korollar  Subjektreduktion Es gilt
C%   F   F  F  
C  ext%%   F    
Beweis Siehe Anhang
Damit haben wir gezeigt da mit den oben angegebenen Reduktionen
kein Typfehler passieren kann Die zusatzliche Bedingung ext% ist wahr
scheinlich unnotig Sie stort uns aber nicht wirklich da wir in der Regel nur
mit Kontexten arbeiten werden fur die ext%  true gilt
 Komplexitat der Typuberprufung
Naturlich ist es schwierig konkrete Komplexitatsaussagen zu machen insbe
sondere da wir das Indexsystem variabel gehalten haben
In der Literatur wird bereits fur ML gezeigt da die Typinferenz
DEXPTIMEvollstandig ist KM
	 KTU	 Die Erfahrung zeigt aber da
die Typinferenz fur praktische MLProgramme linear ist
Wir zeigen hier da fur Programme die eine bestimmte Form haben im
wesentlichen mussen Funktionen von beschrankter Groe sein der Aufwand
fur die Typinferenz linear in der Groe des Programms ist
Satz 	 Komplexitat Wenn ein funktionales Programm X von der Form
let f   x f   P   	  in E  in
let f  x f  P   	 in E in

let fm  x fm  P   	m in Em in
F
ist % eine Kontext ohne freie Typvariablen ist * die Menge der Typdekla
rationen
jPij  b j	ij  b j*jm  b jEij  b jF j  b j%jm   ! b
und der Aufwand zur Entscheidung von  A C fur jCj  b  durch B b 
beschrankt ist dann ist der Aufwand zur Typuberprufung mit C%   X 
 KOMPLEXITAT DER TYPUBERPRUFUNG 	
 durch BbOjXj ! j%j ! j*j logjXj ! j%j ! j*j beschrankt also im
wesentlichen linear in der Groe des Programms Die Groe von C ist durch
Bb beschrankt und damit in O entscheidbar
Die Nichtlinearitat entsteht dabei nur durch die Suche nach Variablen
in % bzw * Bb hangt naturlich nur von b ab und nicht von jXj oder
j*j Die Groen sind dabei im wesentlichen als lexikalische Groen deniert
im Beweisanhang sind die Denitionen detailliert angegeben j%jm und j*jm
bezeichnen jeweils die Groe der groten Komponente
Das der Aufwand zur Entscheidung von  A C beschrankt ist ergibt sich
unmittelbar aus der Entscheidbarkeit und der Tatsache da es nur endlich
viele wesentlich verschiedene Constraints C beschrankter Groe gibt
Wir haben damit gezeigt da unter gewissen idealisierenden Annahmen
der Aufwand fur die Typuberprufung im wesentlichen linear ist die Frage
nach der Praxis lat sich damit noch nicht beantworten Wir konnen jedoch
folgern da praktische Tests an relativ kleinen Programmen guten Aufschlu
uber die Proportionalitatskonstante und damit uber den praktischen Auf
wand der Typuberprufung geben Die ersten Ergebnisse einer Prototypim
plementierung stimmen zuversichtlich Das AVLBeispiel im funften Kapitel
wird in wenigen Sekunden uberpruft
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Kapitel 
Moglichkeiten und Grenzen
In diesem Kapitel wollen wir die Leistungsfahigkeit einer Programmierspra
che mit indizierten Typen untersuchen Wir wollen an Beispielen die Moglich
keiten demonstrieren die in diesem System stecken aber auch die Grenzen
aufzeigen
Wir fangen damit an einige syntaktische Konventionen fur die funktio
nale Sprache zu beschreiben um die Lesbarkeit der Programmbeispiele zu
erhohen Wir werden dann die bei Listen gewohnten Komprehensionen auf
Vektoren ubertragen
Um Vektor und Reihungszugrie zu implementieren fuhren wir neue
Grunddatentypen Int und Bool ein Dann betrachten wir Anwendungen
der linearen Algebra wir zeigen die Probleme auf die dadurch entstehen da
als Funktionsargumente keine Typschemata zugelassen sind und da nicht
jeder inferierbare Typ in einer Typdeklaration zugelassen ist Wir zeigen
wie mit Reihungen verfahren werden kann und gehen auf die Moglichkeit
Invarianten von Datenstrukturen im Typ zu kodieren detailliert ein
Am Ende vergleichen wir indizierte Typen mit allgemeinen abhangigen
Typen und den Arbeiten von Xi und Pfenning XP	
 sized types von Hughes
Pareto und Sabry HPS	 Cayenne von Augustsson Aug	
 und shape
types von Jay und Steckler JS	

  Syntaktischer Zucker
Listen sind ein fundamentaler Bestandteil funktionaler Sprachen Trotzdem
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data List a  Nil  Cons a List a

Weil aber Listen so haug verwendet werden gibt es fur sie eine spezielle
Syntax Wir verwenden in unserer Sprache  fur Nil xyz fur Cons x
Cons y Cons z Nil und xyzxs fur Cons x Cons y Cons z
xs Diese Abkurzungen konnen sowohl in Ausdrucken als auch in Mustern
verwendet werden
Bei uns wird der Datentyp Vector eine ahnlich zentrale Rolle spielen wie
Listen in anderen Sprachen
data Vector a n  Vnil  n  
 Vcons a Vector a n  n  

Wir verwenden als Muster entsprechend  xyz und xyzxs 
Tupel wie
data Pair a b  Pair a b

kurzen wir ab fur Pair a b ab entsprechendes gilt fur allgemeine n
Tupel Um das Schreiben von Programmen weiter zu vereinfachen fuhren
wir noch if und das musteranpassende let ein Wir schreiben
if b then x else y
fur
case b of  True  x
 False  y
 
und
let P  E
 in F
fur
let x  E
 in case x of  P  F
 




Die nachste Sonderbehandlung fur Listen sind die sogenannten Listenkom
prehensionen Tur
 Wad
 wie zum Beispiel
 f x  x  xs p x 
Ihre Bedeutung entspricht der einer Mengenbeschreibung
ffx j x 
 xs pxg
Die Ausdrucke der Form x  xs heien dabei Generatoren p x ist ein
Filter
Damit lassen sich nun quicksort und crossproduct sehr leicht beschrei
ben  stehe dabei fur die Verkettung von Listen
quicksort  List Int  List Int

quicksort   

quicksort xxs  quicksort  y  y  xs y  x 
x  quicksort  y  y  xs y  x

crossproduct  List a  List b  List Pair a b

crossproduct xs ys  xy  x  xs y  ys

Wir haben hier je ein Beispiel mit Filter und eines mit mehreren Generatoren
gewahlt Beides lat sich wie wir sehen werden nicht so ohne weiteres auf
Vektoren ubertragen
  Zerteiler statt Filter
Betrachten wir zuerst das Beispiel quicksort auf Vektoren Die schwierige
Frage ist wie
 y  y  xs y  x 
zu interpretieren ist da die Lange des resultierenden Vektors nicht bekannt
ist Es gibt zwei Moglichkeiten dieses zu beheben Die erste ware eine Liste
zuruckzugeben Dies wollen wir aber lieber als Listenkomprehension schrei
ben und wie wir spater sehen werden geht das leicht als
 y  y  ExList xs y  x 
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Die zweite Moglichkeit ist es die Bedingung nicht als Filter sondern als
Zerteiler zu sehen Wir denieren in einem ersten Ansatz den neuen Datentyp
data SplitVector a n
 Split Vector a m Vector a n  m

und interpretieren die Vektorkomprehension
 E  x  xs P 
als einen in zwei Teile geteilten Vektor wobei in der ersten Halfte die x
verwendet werden fur die P gilt in der zweiten Halfte die anderen Formal
ist der Ausdruck gleich
svmap x  E vsplit x  P xs
wobei vmap ein map fur Vektoren ist und svmap eines fur SplitVector
vmap  a  b  Vector a n  Vector b n

vmap f   

vmap f xxs  f xvmap f xs

svmap  a  b  SplitVector a n
 SplitVector b n

svmap f Split u v  Split vmap f u vmap f v

vsplit teilt den Vektor mit Hilfe einer Bedingung in zwei auf und gibt das
Ergebnis als SplitVector
vsplit  a  Bool  Vector a n
 SplitVector a n

vsplit f   Split  

vsplit f xxs 
let Split l r  vsplit f xs
 in
if f x then Split xl r else Split l xr

Damit konnen wir quicksort mit Hilfe von vappend als
vappend  Vector a n  Vector a m
 Vector a n  m

vappend  ys  ys





vquicksort  Vector Int n  Vector Int n

vquicksort    

vquicksort xxs 
let Split l r   y  y  xs  ls x y  in
vappend vquicksort l xvquicksort r
schreiben Die Vektorkomprehension ist besser lesbar als
vsplit ls x xs
obwohl letzteres kurzer ist
   Mehrere Generatoren
Ein anderes Problem tritt beim Kreuzprodukt auf Bei Listenkomprehen
sionen ist die Lange der entstehenden Liste das Produkt der Langen der ur
sprunglichen Listen Damit ist die neue Lange zwar fest aber mit Presburger
Constraints nicht beschreibbar Wir konnen hier nur einen Vektor von Vek
toren als Ergebnis geben Wir ersetzen also einfach
 E  x  xs y  ys 
   E  y  ys   x  xs 

Dies unterscheidet sich deutlich von der Semantik der Listenkomprehensio
nen
  Der allgemeine Fall
Nun haben wir zwei Spezialfalle untersucht Aber wie behandeln wir den
allgemeinen Fall also mehrere Zerteiler oder mehrere Generatoren im Zu
sammenhang mit Zerteilern
Wir verallgemeinern zuerst die Regel fur mehrere Generatoren auf zusatz
lich vorhandene Zerteiler
 E  x  xs Z  Z R 
   E  R   x  xs Z  Z 
wobei R mit einem Generator beginnt und die Z Zerteiler sind Damit redu
ziert sich das Problem auf die Behandlung eines Generators mit mehreren
Zerteilern Wir reduzieren das weiter zu
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 E  x  xs Z Z  Z 
  E  x   x  x  xs Z  ZZ 
Dies ware auch eine gultige Gleichung fur Listenkomprehensionen Vektor
komprehensionen die mit einem Zerteiler beginnen erlauben wir nicht Das
Problem ist nun da wir Vector und SplitVector durcheinandergeworfen
haben und die Ausdrucke nicht mehr typkorrekt sind Wir mussen also den
Ausdruck
 E  x  xs Z 
neu denieren und typisieren Wir betrachten drei Losungen Die erste ware
es den Datentyp SplitVector rekursiv zu denieren
data SplitVector a n
 Split SplitVector a m SplitVector a nm
 Single Vector a n

und Vektorkomprehensionen auf SplitVector zu denieren Dies hat den
Nachteil da
Single ys   E  x  xs P 
keinen Typfehler gibt obwohl klar ist da das Ergebnis ein geteilter Vektor
ist Die zweite Alternative ware es Datentypen
data SplitVector a n
 Split Vector a m Vector a nm

data SplitVector a n
 Split SplitVector a m SplitVector a nm

und so weiter zu denieren und entsprechende mapFunktionen auf all die
sen Typen zu denieren Dies hat den Nachteil da Vektorkomprehensionen
uberladen waren oder die Schachtelungstiefe annotiert werden mute Uber
ladung gibt es in unserer Sprache nicht wir brauchten also eine Spezialbe
handlung fur Komprehensionen Andererseits scheint auch eine Kennzeich
nung unbequem
Die dritte und wohl beste Alternative ist SplitVector mit der Schach
telungstiefe zu indizieren also
 KOMPREHENSIONEN 

data SplitVector a l n
 Split SplitVector a l m
SplitVector a l nm  l
 Single Vector a n  l

zu setzen Die Denition von
 E  x  xs Z 
ist nun
svmap x  E svsplit x  Z xs
wobei
svmap  a  b  SplitVector l n a
 SplitVector l n b
svmap f Split u v  Split svmap f u svmap f v

svmap f Single v  Single vmap f v

svsplit  SplitVector l n a
 SplitVector l n a
svsplit p Split u v  Split svsplit f u svsplit f v

svsplit p Single   Split Single  Single 

svsplit p Single xxs 
let Split Single l Single r
 svsplit p Single xs

in
if p x then
Split Single xl Single r
else
Split Single l Single xr

ist Wir brauchen keine Uberladung und
Single ys   E  x  xs P 
liefert einen Typfehler Auch wird die Typinferenz hier in der Regel konkrete
Werte fur die Schachtelungstiefe l inferieren und entsprechende Optimierun
gen konnen die Inezienzen der zusatzlichen Konstruktoren beseitigen
Nun schreibt sich Quicksort
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vquicksort  Vector Int n  Vector Int n

vquicksort    

vquicksort xxs 
let Split Single l Single r
  y  y  Single xs ls x y  in
vappend vquicksort l xvquicksort r
Ob sich der zusatzliche Aufwand mit Single wirklich lohnt oder ob mit
der einstugen Version von SplitVector und maximal einem Filter pro Ge
nerator besser zu arbeiten ist konnen erst groere Programme zeigen Die
Alternative mit Single kann durch weiteren syntaktischen Zucker sicher auch
noch attraktiver gestaltet werden
  Ezienz
Es gibt eziente Transformationen fur Listenkomprehensionen Wad
 Die
se Transformationen konnen hier ebenfalls verwendet werden obwohl die
transformierten Programme nicht durch den Typuberprufer laufen sie haben
Fixpunkte ohne Deklaration Da sie aber die selben typkorrekten Ergebnisse
haben wie die angegebenen Programme ist dies unerheblich
 Int Bool und Zugri auf Vektoren
In funktionalen Programmiersprachen sind einige abstrakte Datentypen vor
deniert Manche davon lieen sich auch vom Programmierenden spezizie
ren wie
data Bool  True  False

oder die bereits gezeigte Liste aber es gibt if oder spezielle Muster wie 
die erwarten da die Typen so deniert sind Manche Typen sind wirklich
speziell wie zum Beispiel
data Int              

und lassen sich auf diese Weise vom Benutzer nicht denieren Wir geben in
unserer Programmiersprache noch weitere derartige Typen vor

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 Int und Bool
Nehmen wir an wir wollen formulieren da ein Argument eine ganze Zahl
zwischen  und  sein soll Eine Idee ist das so zu beschreiben
f    i and i     Int i  
Dabei ist Int i ein Typ der als Wert nur i zulat Die folgende Pseu
dodenition ermoglicht das
data Int i  
   i  
   i  
   i  
   i  
   i  
 

Analog denieren wir fur Wahrheitswerte
data Bool b  True  b
 False  not b

Wir konnten auch auf die Idee kommen die Wahrheitswerte mit ganzen
Zahlen als Indizes zu kodieren
data Bool b  True  not b  
 False  b  

Aber hier haben wir das Problem da True True keine homogene Liste
mehr ist es konnte ja Bool  und Bool  sein Die Kodierung
data Bool b  True  b  
 False  b  

funktioniert zwar weitgehend wir mussen aber manchmal
case b of  True  E
 False  E
 
statt E schreiben um das Wissen da b nur  oder  sein kann auszunutzen
Diese Unbequemlichkeit bleibt uns mit Bool erspart
Bei diesen Kodierungen wird ein Zusammenhang zwischen Werten und
Indizes hergestellt Uberraschenderweise ist der Zusammenhang zwischen Li
sten und Vektoren dem zwischen Int und Int sehr ahnlich so da es viel
leicht konsistenter ware List statt Vector zu schreiben Wir wollen es aber
bei der eingefuhrten Schreibweise belassen
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  Funktionen auf Int und Bool
Dieser Zusammenhang lat sich auch auf Operationen ausdehnen
  Int n  Int m  Int n  m

less  b  n  m  Int n  Int m  Bool b

Es konnen auch nichtprimitive Funktionen geschrieben werden
twice  Int n  Int n

twice x  x  x

half  n   and m  n and n  m
 Int n  Int m

half   

half   

half n  half n    

and  Bool b  Bool c  Bool b and c

and True x  x

and False x  False

Zu beachten ist da dies nur fur lineare Funktionen geht ein  ist also
nicht moglich twice hingegen schon
Da  und der Index  sich wirklich entsprechen erfordert einen Meta
Beweis und kann nicht durch den Typuberprufer bewiesen werden Aber wenn
das fur alle Konstanten i so ist dann zeigt der Typuberprufer da  und
 sich einander wirklich entsprechen
 Zugri auf Vektoren
Wir schreiben nun eine Zugrisfunktion fur Vektoren
v	get    m and m  n  
 Vector a n  Int m  a

v	get xxs   x

v	get xxs n  v	get xs n  

Nun ist zum Beispiel in
x  v	get  
y  v	get  

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der erste Zugri korrekt der zweite liefert einen Typfehler In der Praxis ist
oft vorher nicht bekannt ob der Zugri auf einen Vektor korrekt wird Dazu
wollen wir eine Funktion
v	check	get  Vector a n  Int  a

schreiben die bei falschem Zugri einen Fehler liefert Den Kern zur Losung
des Problems liefert die Idee Int nicht als primar aufzufassen sondern mit
Hilfe von Int zu denieren
data Int  ExInt Int n


  ExInt 

  ExInt 

  ExInt 

  ExInt 





data Bool  ExBool Bool b

True  ExBool True

False  ExBool False

Hier ist die Analogie zum Zusammenhang zwischen Vektoren und Listen gut
erkennbar
data List a  ExList Vector a n

Cons x ExList xs  ExList Vcons x xs

Nil  ExList Vnil

Die Termgleichungen konnen auch als Muster verwendet werden
len   

len xxs  len xs  

wird zu
len ExList   

len ExList xxs  len ExList xs  
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eigentlich konnen wir aber auch die Langenfunktion auf Vektoren benutzen
und
v	len  Vector a n  Int n

v	len   

v	len xxs  v	len xs  

len ExList v  ExInt v	len v

schreiben
Die Inezienz die durch den zusatzlichen Konstruktor zu entstehen
scheint kann vermieden werden Wenn zu einem Datentyp nur ein strik
ter Konstruktor mit einem Argument gehort kann in der Implementierung
dieser Konstruktor weggelassen werden Eine solche Optimierung vermeidet
den Overhead der oben angegebenen Konstruktoren Es entspricht der In
tuition diese Konstruktoren die einer Typeinbettung entsprechen strikt zu
vereinbaren
Genauso lat sich nun ein Quicksort auf Listen mit Hilfe des Quicksort
auf Vektoren beschreiben
quicksort ExList l  ExList vquicksort l

Zur weiteren Vereinfachung fuhren wir auch hier als syntaktischen Zucker die
Syntax






ein und schreiben schlielich die uberprufende Zugrisfunktion auf Vektoren
v	check	get  Vector a n  Int  a

v	check	get v ExInt m
if less m v	len v   then
error v	check	get
else if less  m then







Wir beginnen mit der Denition des Datentyps fur Matrizen
data Matrix a n m  Mat Vector Vector a n m

Eine Alternative ware es die Dimensionen noch als weitere Argumente des
Konstruktors anzugeben Dies konnte insbesondere fur Int n sinnvoll
sein da n fur m   nicht rekonstruiert werden kann
Eine andere Alternative ware eine Implementierung mit Vector n 
m Die Beschreibung der Multiplikation ist dann mit einem Presburger
Indexsystem nicht moglich Aber eine solche Implementierung ist nicht un
bedingt wunschenswert Schlielich wollen wir ja bei einem Zugri   i  n
und   j  m und nicht m !   i m! j  m  n!  wissen
Wir benutzen im folgenden zwei Funktionen hoherer Ordnung die foldl
und zipWith fur Listen entsprechen
vfold  a  b  b  b  Vector a n  b
vfold f u   u

vfold f u xxs  f vfold f u xs

vzipWith  a  b  c  Vector a n  Vector b n
 Vector c n
vzipWith f    
vzipWith f xxs yys  f x yvzipWith xs ys
Bei den Destruktoren geben wir Bedingungen an so da sie nie fehlschlagen
konnen
vhead  n    Vector a n  a

vhead xxs  x

vtail  n    Vector a n  Vector a n  

vtail xxs  xs
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Auch hier lieen sich leicht Versionen v check head und v check tail im
plementieren
Nun zur linearen Algebra Fur Skalarprodukt und Vektoraddition konnen
wir vfold und vzipWith sinnvoll einsetzen
sprod  Vector Int n  Vector Int n  Int

sprod xs ys  vfold   vzipWith  xs ys

vadd  Vector Int n  Vector Int n  Vector Int n

vadd  vzipWith 

Fur den Nullvektor brauchen wir die Groenangabe
vzero  n    Int n  Vector Int n
vzero   

vzero n  vzero n  
mcons ist eine Hilfsfunktion zum horizontalen Zusammensetzen von Matri
zen
mcons z Mat x  Mat zx

Da mcons nicht rekursiv ist brauchen wir keine Typdeklaration Nun konnen
wir Addition und Transposition von Matrizen beschreiben
madd  Matrix Int n m  Matrix Int n m
 Matrix Int n m

madd Mat  Mat   Mat 

madd Mat aas Mat bbs 
mcons vadd a b madd Mat as Mat bs

mtrans  m    Matrix a n m  Matrix a m n

mtrans Mat x  case x of

xt  Mat 

xhxhxt 
mcons vmap vhead x
mtrans Mat vmap vtail x


 LINEARE ALGEBRA 	
Wir stellen fest da dieser Algorithmus auf Matrizen mit zweiter Dimension
 die neue zweite Dimension nicht berechnen kann Der Datentyp Matrix
m n mute wie oben diskutiert noch eine weitere Komponente Int m
bekommen um das zu ermoglichen
Weiter sind die Muster so gewahlt da beim Aufruf von vhead keine Feh
ler auftreten konnen Hatten wir das nicht wurden wir hier einen Typfehler
bekommen
Bei der Matrixmultiplikation konnen wir nun die Vektorkomprehension
einsetzen
aux	mmult  Matrix a n m  Matrix a n k
 Matrix a m k
aux	mmult Mat a Mat b 
let Single c




mmult  Matrix a n m  Matrix a m k
 Matrix a n k
mmult a b  aux	mmult mtrans a b

Jetzt betrachten wir noch zwei Beispiele die zu Typfehlern fuhren  
! ERROR !
madd Mat   Mat 

! ERROR !
wtrans  Matrix a n m  Matrix a m n

wtrans Mat x  case x of

xt  Mat 

xhxhxt 
mcons vmap vhead x Mat vmap vtail x


 Mit dem zweiten Beispiel ist eine pers	onliche Erfahrung verbunden
 Beim Debuggen
der Typ	uberpr	ufung konnte ich mir lange nicht erkl	aren warum dieses Beispiel nicht
funktionierte bis ich registrierte da der rekursive Aufruf der Transposition fehlte und
die Typfehlermeldung korrekt war
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 Typschemata und Fixpunkt
Bei der oben denierten Funktion vfold haben wir zweierlei Probleme Zu
erst einmal ist Vcons als Argument nicht zulassig da es nicht den Typ a
 b  b hat Dem versierten funktionalen Programmierer ist bestimmt
aufgefallen da wir nicht
mtrans Mat x  Mat vfold vzipWith Vcons  x

geschrieben haben Dies ist aus dem oben genannten Grund nicht zulassig
Wir konnen jedoch den Teilausdruck
vfold vzipWith Vcons 
vvv nennen und durch ein Rekursion beschreiben Damit lautet die Trans
position
mtrans Mat x  let
vvv  Vector Vector a n m
 Vector Vector a m n
vvv   

vvv xxs  vzipWith Vcons x vvv xs

in Mat vvv x
Dieses Problem konnten wir losen wenn wir Typschemata als Funktions
argumente zulieen OL	 Aber selbst wenn das ginge hatten wir Schwierig
keiten das allgemeinste Typschema fur das Argument zu nden Wir wurden
gerne folgende Typschemata unter einen Hut bringen alle waren dynamisch
gultige Argumente fur vfold
a  b  b
a  Vector b n  Vector b n  
a  Vector b n  Vector b n  m
Fur die ersten beiden gibt kein gemeinsames Typschema das dritte wurde
als Resultattyp von vfold einen Vector b n  m liefern den wir nicht
beschreiben konnen
Als weiteres Beispiel betrachten wir
data M m n a  D Vector Vector a n m
 C Vector Vector a n m  n  m

 TYPSCHEMATA UND FIXPUNKT 	
f D x u v  True

f C x u v  u v

Es stellt sich die Frage nach dem Typschema fur f Folgende Deklarationen
sind beide typkorrekt
f  M m n  a  Bool  a  Bool

f  M m n  Vector a n  Bool
 Vector a m  Bool

aber je nach Deklaration ist nur je einer der beiden folgenden Aufrufe korrekt
f D  odd 

g  Vector Int   Bool

f D  g 

Es gibt ein allgemeinstes Typschema welches beide Aufrufe zuliee namlich
f  m  n  a  b  M m n
 a  Bool  b  Bool

Aber diese Typschema ist in Deklarationen nicht zugelassen da es die be
dingte Typgleichung m  n  a  b enthalt
In diesem Fall ist f aber glucklicherweise nicht rekursiv und eine Deniti
on ohne Deklaration reicht aus Wenn wir den Typ nicht deklarieren wird fur
f das allgemeinste Typschema gefunden und beide Aufrufe sind typkorrekt
Das Typschema
f  m  n  a  b  Bool  M m n
 a  b  Bool

ware in diesem Fall aquivalent da wir verlangen da a  Bool und b
strukturell aquivalent sind Der Aufruf
f D   

ist also in jedem Fall ein Typfehler
In einer fr	uheren unvollst	andigen Version der Typinferenz konnte dieser Typ nicht
gefunden werden Interessanterweise ist dieses Problem weder bei der Implementierung
noch beim Testen mit Beispielprogrammen aufgefallen
Schwierigkeiten beim Beweis der Vollst	andigkeit die erst wie ein kleines Detail aussa
hen f	uhrten nach und nach zur Konstruktion dieses Gegenbeispiels Dies unterstreicht
eindrucksvoll die Notwendigkeit einer detaillierten Beweisf	uhrung
	
 KAPITEL  MOGLICHKEITEN UND GRENZEN
	 Homogene und inhomogene Listen
Wenn wir statt herkommlichen Matrizen unsere Darstellung mit indizierten
Typen wahlen werden manche Ausdrucke die vorher typkorrekt waren in
korrekt Oft fuhrt uns das auf Fehler im Programm aber manchmal auch
nicht Hier folgen zwei Beispiele fur Listen die vorher homogen waren jetzt
aber inhomogen sind In beiden Fallen kann aber die Struktur der Liste mit
Indizes ausreichend beschrieben werden
Zuerst eine Liste quadratischer Matrizen
data SqMatrix a  SqMatr Matrix a m m

detsum  List SqMatrix Int  Int

detsum   

detsum SqMatr matxs  detsum xs  det mat

und dann eine Liste von Matrizen die multipliziert werden konnen
data MultMatrixList a m n
 MultCons Matrix a m k MultMatrixList a k n
 MultOne Matrix a m n

multlist  MultMatrixList a m n  Matrix m n

multlist MultOne mat  mat

multlist Multcons mat ms  mmult mat multlist ms

In beiden Fallen konnen wir die Information die wir brauchen um die
gewunschte Operation auszufuhren in einen neuen Datentyp kodieren Al
lerdings ist diese Kodierung muhsam und wir verlieren im zweiten Beispiel
die Moglichkeit von Listenkomprehensionen

 Reihungen
Ahnlich wie bei Vektoren konnen wir nun auch Reihungen mit beliebiger
rechter und linker Grenze denieren Die Implementierung wird hier mit Vek
toren vorgestellt sollte aber in einer Programmiersprache wohl als Primitiv
mit einer ezienten Implementierung zur Verfugung gestellt werden
data Array a l u 
Arr Int l Int u Vector a u  l  

 REIHUNGEN 		
Neben diesen Reihungen sollten auch solche zur Verfugung stehen die nach
auen ihre Grenzen nicht zeigen und bei Zugrien die Grenzen uberprufen
data DynArray a  DynArr Array a l u

Fur die Implementierung brauchen wir noch zwei weitere primitive Opera
tionen auf Vektoren die Schreibeoperation und eine Verallgemeinerung des
Nullvektors die mit einem gegebenen Wert auullt
v	put    m and m  n  
 Vector a n  Int m  a  Vector a n

v	put xxs  y  yxs

v	put xxs n  xv	put xs n   y

v	fill  Int n  a  Vector a n
v	fill  x  

v	fill n x  x v	fill n   x

Nun folgen Operationen auf den Reihungen die im wesentlichen die je
weils entsprechende Operation auf Vektoren ausfuhren Zusatzlich haben wir
noch die Zugrie auf die Grenzen
arr	create  Int l  Int u  a
 Array a l u

arr	create n m x  Arr v	fill m  n x

arr	get  i  h   i  l  
 Array a l h  Int i  a

arr	get Arr n m v k  v	get k  n v

arr	put  i  h   i  l  
 Array a l h  Int i  a
 Array a l h

arr	put Arr n m v k x 
Arr n m v	put k  n x v

arr	lower  Array a l h  Int l

arr	lower Arr n m v  n
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arr	upper  Array a l h  Int h

arr	upper Arr n m v  m

Das folgende fold fur Reihungen wurde auf primitiven Reihungen genauso
funktionieren wie auf den hier mit Vektoren implementierten
arr	fold  a  b  b  b  Array a l u  b

arr	fold f u a  arr	fold	from f u a arr	lower a

arr	fold	from  f  l
 a  b  b  b  Array a l u
 Int f  b

arr	fold	from f u from a 
if less arr	upper a from then
u
else
arr	fold	from f f arr	get a from u
a from  

Wir konnen die entsprechenden Funktionen auch fur Reihungen mit unbe
kannten Grenzen formulieren mussen an manchen Stellen dann aber Fehler
abfangen
darr	create  Int  Int  a  DynArray a

darr	create ExInt nst ExInt mst x 
DynArr arr	create nst mst x

darr	get  DynArray a  Int  a

darr	get DynArr ar ExInt ist 
if less arr	upper ar ist then
error upper bound error

else if less ist arr	lower ar then





darr	put  DynArray a  Int  a  DynArray a

darr	put DynArr ar ExInt ist x 
if less arr	upper ar ist then
	 INVARIANTEN 
error upper bound error

else if less ist arr	lower ar then
error lower bound error

else
DynArr arr	put ar ist x

darr	lower  DynArray a  Int

darr	lower DynArr ar  ExInt arr	lower ar

darr	upper  DynArray a  Int

darr	upper DynArr ar  ExInt arr	upper ar

Wir beachten da bei darr fold keine Uberprufungen zur Laufzeit stattn
den obwohl die Reihungsgrenzen dynamisch sind
darr	fold  a  b  b  b  DynArray a  b

darr	fold f u DynArr ar  arr	fold f u ar

 Invarianten
Wir haben vorher die Lange eines Vektors berechnet Wir konnen auch einen
Vektor denieren der seine Lange explizit wei Dabei wollen wir nun aber
sicher gehen da diese Lange immer mit der tatsachlichen Lange uberein
stimmt Dies konnen wir mit indizierten Typen so ausdrucken
data SizedVector a n  SVec Int n Vector a n

SVcons  a  SizedVector a n  Sizedvector a n

SVcons x SVec n xs  SVec n   xxs





Auch die Gultigkeit der BalanceBedingung bei AVLBaumen kann mit in
dizierten Typen ausgedruckt werden
Die Information welcher Teilbaum der hohere ist oder ob beide gleich
hoch sind ist im jeweiligen Konstruktor kodiert LBr bedeutet da der linke
Teilbaum groer ist
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data Avl a h
 Lf  h  
 LBr a Avl a hl Avl a hr 
hl  hr   h  hl  
 RBr a Avl a hl Avl a hr 
hr  hl   h  hl  
 MBr a Avl a hl Avl a hr 
hr  hl h  hl  

Die Funktionen die AVLBaume bearbeiten mussen den aufrufenden Funk
tionen mitteilen ob der Ergebnisbaum die gleiche Hohe hat Dies wird durch
einen Wert vom Typ Tag ausgedruckt Da das Ergebnis nur fur einen be
stimmten Tag stimmt mu das Paar AVLBaum Tag noch einmal in einer
eigenen Struktur gekapselt werden
data Tag t  Inc  t  
 Same  t  

data AvlT a h  Ta Avl a h  t Tag t

Nun beschreiben wir die Einfugeroutine fur AVLBaume
insertAvl  Int  Avl Int h  AvlT Int h

insertAvl x Lf  Ta MBr x Lf Lf Inc

insertAvl x MBr y l r 
if ls x y then
case insertAvl x l of

Ta l Inc  Ta LBr y l r Inc

Ta l Same  Ta MBr y l r Same

else
case insertAvl x r of

Ta r Inc  Ta RBr y l r Inc

Ta r Same  Ta MBr y l r Same


insertAvl x LBr y l r 
	 INVARIANTEN 
if ls x y then
case insertAvl x l of

Ta l Same  Ta LBr y l r Same

Ta LBr z ll lr Inc
 Ta MBr z ll MBr y lr r Same

Ta MBr z ll lr Inc
 Ta RBr z ll LBr y lr r Inc

Ta RBr z ll LBr u lrl lrr Inc
 Ta MBr u MBr z ll lrl
RBr y lrr r Same

Ta RBr z ll MBr u lrl lrr Inc
 Ta MBr u MBr z ll lrl
MBr y lrr r Same

Ta RBr z ll RBr u lrl lrr Inc
 Ta MBr u LBr z ll lrl
MBr y lrr r Same

else
case insertAvl x r of

Ta r Inc  Ta MBr y l r Same

Ta r Same  Ta LBr y l r Same


Das Einfugen fur insertAvl x RBr y l r geht analog Das Erstellen
falscher AVLBaume gibt jetzt einen Typfehler
! ERROR !
RBr  Lf RBr  Lf MBr  Lf Lf

Wir konnen noch eine Struktur fur geordnete Listen schreiben die AVL
Baume benutzt aber die Komplexitat vor dem Benutzer verbirgt
data Ordered a  MkOrder Avl a h

insert  Int  Ordered Int  Ordered Int

insert x MkOrder a 
case insertAvl x a of
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  Verkettete Listen als Vektoren
Oft werden verkettete Listen aus Ezienzgrunden mit zwei Reihungen dar
gestellt eine mit den Elementen und eine zweite mit der Verkettung Eine
wichtige Invariante ist da die Zeiger nie aus der Reihung herauszeigen
Hier folgt eine Implementierung mit indizierten Typen die diese Invariante
beweist und daher auch zur Laufzeit auf Uberprufung der Zugrisgrenzen
verzichten kann
BoundedInt n implementiert eine ganze Zahl zwischen  und n und
LinkedList ist eine Implementierung einer verketteten Liste mit zwei Vek
toren
data BoundedInt n
 Bounded Int m    m and m  n  

data LinkedList a m
 Linked Vector a m Vector BoundedInt m m

Der Zugri auf Elemente lauft rekursiv durch die Zeiger
l	get    m and m  n  
 LinkedList a n  Int m  a

l	get l i  l	get	rec l Bounded  i
l	get	rec    m and m  n  
 LinkedList a n  BoundedInt n
 Int m  a

l	get	rec Linked v ch Bounded b   v	get b v

l	get	rec Linked v ch Bounded b n
 l	get	rec Linked v ch v	get b ch n  


 Sortierte Baume ganzer Zahlen
Wenn die Elemente eines geordneten Baums ganze Zahlen sind konnen wir
sogar die Sortiertheit als Invariante festhalten Hier ist die Grenze zu Bewei
sern nahe SortedIntTree l u beschreibt einen Baum dessen eingetra
gene Werte e der Aussage l  e  u genugen
 VERGLEICH MIT ABHANGIGEN TYPEN 
data SortedIntTree l u
 SILeaf  l  u
 SIBranch SortedIntTree l m Int m
SortedIntTree m u  l  m and m  u

Wir tragen einen neuen Wert ein Die neuen Grenzen konnen wir beim Aufruf
festlegen Der Bereich mu nur groer werden und k beinhalten
insertInt  k  m   and k  v and
m  l   and v  u   
Int k  SortedIntTree l u
 SortedIntTree m v

insertInt i SILeaf  SIBranch SILeaf i SILeaf

insertInt i SIBranch s j t 
if less i j then
SIBranch insertInt i s j t
else
SIBranch s j insertInt i t

 Vergleich mit abhangigen Typen
Wir wollen in diesem Abschnitt die Moglichkeiten von abhangigen Typen
und indizierten Typen vergleichen Dazu wollen wir zuerst einige allgemeine
Unterschiede herausstellen einen Kalkul fur abhangige Typen angeben und
dann versuchen die Moglichkeiten des einen im jeweils anderen nachzubilden
Die Einbettung von indizierten Typen in abhangige Typen ist theoretisch
einfach in die andere Richtung ist eine Einbettung nicht immer moglich Wir
wollen dennoch die Moglichkeiten einer Transformation diskutieren bleiben
dabei aber eher informal
 Unterschiede
Was sind die wesentlichen Unterschiede zwischen indizierten und abhangigen
Typen
Abhangige Typen sind allgemeiner Wir lassen bei indizierten Typen nur
bestimmte Werte zu in unserem Beispiel ganze Zahlen und Wahrheitswerte
Bei abhangigen Typen konnen Typen mit allen moglichen Werten parame
trisiert werden Auch lassen abhangige Typen beliebige Operationen auf den
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Werten zu auf den Indizes sind nur wenige Operationen erlaubt in unserem
Beispiel lineare Operationen Gleichheit und Vergleiche
Bei abhangigen Typen werden Typen und Aussagen fast gleich behandelt
bei indizierten Typen hingegen unterscheiden wir stark Da wir bei indizierten
Typen entscheidbare Systeme haben mussen wir fur Aussagen keine Terme
bzw Beweise annotieren Dies ist der groe Vorteil von indizierten Typen
Auerdem unterscheiden wir bei indizierten Typen zwischen Werten und
Indizes und brauchen Metaaussagen um zu zeigen da Int  wirklich
nur den Wert  als Wert zulat Bei abhangigen Typen gibt es diese Unter
scheidung nicht
  Ein Kalkul
Sehen wir uns einmal die Regeln eines Kalkuls mit abhangigen Typen an
Wir unterscheiden dabei nicht zwischen Typen und Typschemata und be
zeichnen beide mit 	  Gedanklich stellen wir uns zwei Sorten prop und type
vor manifestieren das aber nicht im Kalkul prop soll dabei fur Aussagen
stehen Terme von solchen propTypen dienen nur als Beweise und haben
im Endeekt keine Bedeutung fur die Berechnung
var
% x  	   x  	
weak
%   E  	
% x  	     E  	
I
% x  	   E  	  
%    xE  x  		  
E
%   E  x  		   %   F  	
%   EF  Fx	  

I
%   E  	
%   $E  	
 	
 fv%
 VERGLEICH MIT ABHANGIGEN TYPEN 

E
%   E  	  
%   E	  		  
let
%   E  	 % x  	   F  	  
%   let x  E in F  Ex	  
fix
% x  	   E  	
%   x x  	 in E  	
data I
data T &&n  &  )Di&xi  &	i &i &mi  &i
%   Di  &&n  &&i &mi  &i&xi  &	iT &&n
data E
data T &&n  &  )Di&xi  &	i &i &mi  &i
% &xi  &	i   Ei  	
%   F  T &&n
%   case F of fDi  Eig  	
I
%   E  	 %   F  Ex	  
%   hE F i  x  		  
E
%   E  x  		   % x  	 y  	     F  	   





%   F  		  





%   E  	   % y  	     F  	   
%   F where h yi  E  	   
conv
%   E  	
%   E  	  
	   	
 
Die Typdeklarationen durfen auch Abhangigkeiten wie
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data SizedVector a  SVec nInt Vector a n

enthalten Fur die Existenzquantoren haben wir schwache Summen verwen
det
Die Verwendung der Fixpunktregel mit Beweisobjekten scheint einer In
duktion ohne Betrachtung des Basisfalls zu entsprechen
fix xC in xC
Andererseits terminiert das obige Programm nicht und fur terminierende
Programme gilt immer da ein Basisfall erreicht wurde und ein korrektes
Beweisobjekt existiert
Die Regeln die intuitiv zur Sorte prop gehoren haben wir in diesem
Kalkul ausgelassen Sie konnen je nach verwendetem Beweissystem sehr ver
schieden sein Beispiele fur solche Beweisregeln sind die Gleichheitsaxiome
refl
%   E  
%   re E  E  E
trans
%   p  E  F  %   q  F  G
%   transpq  E  G
symm
%   p  E  F 
%   symm p  F  E
Genauso muten wir je nach Beweissystem nun zum Beispiel auch die Axiome
fur  angeben
 Einbettung von indizierten Typen
Die Regel Il des Kalkuls fur indizierte Typen entspricht hier einer abge
leiteten Regel
% p  C   E  
% q  &&nC p  C   E   % q  &&nC   q  &&nC
% q  &&nC   E where h pi  q  
Das selbe gilt fur die  Regel
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 
*%   E   *   p  %  %  q     
*%    cut pqE   
Wir hatten in unserem System fur indizierte Typen die Regel
  I
C  C  %   E  	
C  &&nC  %   E  &&nC    	
&n & 	
 fvC%
gewahlt weil wir dann auch bei strikter Semantik vor Typfehlern zur Lauf
zeit sicher sind Wenn wir uber korrekte Programme reden und nur fur kor
rekte Programme ist die Ausdrucksmachtigkeit wichtig ist der Unterschied
nicht relevant und wir konnen die Regel ohne &&nC   als aquivalent sehen
OSW	

Wir konnen nun indizierte Typen leicht in diesen Kalkul einbetten
mussen dazu aber die Beweise fur unsere Aussagen explizit machen Dies
kann auch ein Programm ubernehmen da wir nur entscheidbare Systeme
betrachten Schlielich mussen wir noch explizite Typquantoren einfuhren
aber da wir eigentlich ganze Derivationen einbetten ist auch dies einfach
In die andere Richtung funktioniert so eine Einbettung im allgemeinen
nicht Wir wollen hier trotzdem eine Vorgehensweise angeben von einem
Programm im expliziten Kalkul zu einer moglichst guten Nachbildung mit
indizierten Typen zu kommen Wir werden auftretende Probleme jeweils im
entsprechenden Abschnitt besprechen Die Vorgehensweise ist kein Algorith
mus und oft indeterministisch
 Ersetzen von Existenzquantoren
Existenzquantoren sind in diesem Kalkul nur eine bequeme Schreibweise und
konnen durch algebraische Typen ersetzt werden Wir ersetzen jeweils die
linke durch die rechte Seite
x  		   data Exists &  Dx  		  
	   data Exists &  D	  
hE F i DEF 
h	 F i D	F 
F where hx yi  E case E of fDxy Fg
F where h yi  E case E of fDy Fg
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Es mu fur jeden vorkommenden existentiellen Typ je ein neuer Typkon
struktor eingefuhrt werden
 Eigenschaften als Datentyp
Wir kodieren nun alle Eigenschaften alle Typen der Sorte prop als alge
braischen Datentyp zum Beispiel
data Equal n m  EqPrf  n  m

Ein Term dieses Typs kann nur dann konstruiert werden wenn wir wissen
da n  m gilt Nach einem case mit dem Beweis als Argument konnen wir
die Bedingung wieder verwenden
Im allgemeinen fuhren wir einen neuen Konstruktor data C &&n  C  	
fur die Aussage 	 ein Zur Laufzeit besteht der Term nur aus einem einzelnen
Konstruktor und auch der kann spater in vielen Fallen eliminiert werden
Wir ubergeben diesen Konstruktor immer wenn wir einen Beweis dieser
Aussage brauchen Wenn ein Datentyp dieser Art ubergeben wird schreiben
wir als auerstes Konstrukt ein case damit die Aussage moglichst uberall
verwendet werden kann
Ein Problem entsteht hier wenn wir nichtlineare Bedingungen haben
Betrachten wir folgende Aussage fur den ganzzahligen Anteil einer Wurzel
data Sqrt n m  SqrtPrf  mm  n and n  mm
and   m and   n
die wir zum Beispiel fur das Ergebnis der Wurzelfunktion verwenden wurden
Das konnen wir in Presburger Arithmetik nicht formulieren also schreiben
wir
data Sqrt n m  SqrtPrf    m and m  n

Da es sich bei den Bedingungen um Invarianten des Datentyps handelt ist
als Approximation nur eine Abschwachung moglich
Die Beweisanteile von Termen konnen weggelassen werden reE wird
zum Beispiel uberall einfach durch den Konstruktor EqPrf ersetzt Der
Beweis der Transitivitat der Gleichheit schreibt sich dann so
trans  Equal a b  Equal b c  Equal a c

trans EqPrf EqPrf  EqPrf

Dieses Weglassen von Beweisen ist der wesentliche Vorteil von indizierten
Typen
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 Elimination von Abhangigkeiten
Wir konnten alle Abhangigkeiten von Werten aus den Typen entfernen in
dem wir bei allen Typen die mit Werten parametrisiert sind diese Werte
streichen Damit bekamen wir ein typkorrektes Programm Dies kann aller
dings nicht alleiniges Ziel sein da alle Aussagen verloren gehen und gar nicht
oder nur dynamisch uberpruft werden
Auerdem muten wir dann primitive Typen mit Indizes wie zum Bei
spiel Reihungen durch Typen ohne Indizes die manche Uberprufungen erst
dynamisch vornehmen ersetzen
Wir versuchen also moglichst wenig Abhangigkeiten zu entfernen und
moglichst viele Werte als Indizes zu kodieren Wenn aber ein Typ von Werten
abhangt die nicht als Index beschreibbar sind von Int und Bool verschie
den mu diese Abhangigkeit entfernt werden
Die Entfernung eines Parameters n aus einem Typ 	 entspricht in etwa
einer existentiellen Quantikation n	 
Wenn wir einen Werteparameter als Index beschreiben wollen ersetzen
wir abhangige Typen wie folgt durch indizierte Typen Wir verwenden hier
Int konnten aber genauso gut Bool verwenden
x  Int	   xInt  x 	  
data     D x  Int 	   data     D Int  x	  
Wenn wir diese Ersetzung durchfuhren entstehen zwei Arten von Typ
fehlern An einer Stelle an der wir bisher einen Ausdruck E des Typs Int
verwendet haben hat E nun den Typ Int n Hier behebt eine Ersetzung
von E durch ExInt E sofort das Problem Schwieriger ist die andere Rich
tung wenn namlich ein Ausdruck E des Typs Int steht wo ein Ausdruck des
Typs Int n erwartet wird Wir ersetzen dann zuerst einmal E durch
case E of  ExInt x  x
 
Auch nach dieser Ersetzung hat der Ausdruck immer noch einen Typfehler
da der Index von x nicht bekannt ist Das grundlegende Problem ist hier da
Informationen die bei abhangigen Typen in Werten weitergegeben werden
bei indizierten Typen im Typ kodiert werden mussen Diese Informations
kodierung im Typ und ein Ausklammern von caseAusdrucken wie es im
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folgenden besprochen wird fuhrt oft zum Erfolg Wenn der Typfehler trotz
dem nicht beseitigt werden kann mu der Werteparameter doch ganz aus
dem Typ gestrichen werden
 Information in den Typ verlagern
Wir haben eben gesehen da der Typinferenz nach der Elimination der
Abhangigkeiten manchmal Informationen fehlen um die Typkorrektheit ab
zuleiten Manchmal lat sich dieses Problem beseitigen indem wir die case
Konstruktion moglichst weit auen verwenden oder zusatzliche Information
im Typ kodieren Betrachten wir folgendes Beispiel
f  All nInt Vector Int n

g  Int  Int  Int

g n k  sprod f twpl n k f twpl n k

twpl  Int  Int  Int

twpl n m  n  m  n

Wenn wir die obigen Transformationen ausfuhren haben wir folgendes Pro
gramm
f  Int n  Vector Int n

g  Int  Int  Int

g n k  sprod f case twpl n k of
 ExInt m  m
 
f case twpl n k of
 ExInt j  j
 
Dieses Programm hat Typfehler weil der Ergebnistyp der caseKonstrukte je
eine existentielle Variable enthalt Wir ziehen nun die caseKonstrukte soweit
wie moglich nach auen
f  All nInt n  Vector Int n

g  Int  Int  Int

g n k  case twpl n k of

ExInt m  case twpl n k of

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Hier ist Vorsicht geboten die Aquivalenz von
E case F of  ExInt m  G 
und
case F of  ExInt m  EG 
ist bei fauler Auswertung nicht garantiert+
In diesem speziellen Fall konnten wir ausnutzen da twpl n k ein ge
meinsamer Teilausdruck ist wollen das aber vorerst nicht tun Das Programm
hat nach wie vor einen Typfehler aber das Problem ist jetzt ein anderes Wir
konnen nicht sehen da f m und f j die selbe Lange haben Hier mu
twpl geandert werden und die zusatzliche Information transportieren
twpl  Int n  Int m  Int k

twpl n m  case ExInt n  ExInt m  ExInt n of
 ExInt k  k 
Dies konnen wir durch
twpl n m  case ExInt n  m  n  ExInt k  k 
ersetzen und mit einer weiteren Umformung erhalten wir schlielich
twpl  Int n  Int m  Int nmn

twpl n m  n  m  n

Insgesamt gibt das
f  Int n  Vector Int n

g  Int  Int  Int

g ExInt n ExInt k  sprod f twpl n k f twpl n k

twpl  Int n  Int m  Int nmn

twpl n m  n  m  n

und das ist wohlgetypt Wenn twpl nicht linear ware konnte in diesem Fall
wie bereits oben erwahnt ausgenutzt werden da twpl n k ein gemein
samer Teilausdruck ist
f  Int n  Vector Int n

g  Int  Int  Int

g n k  case twpl n k of

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
 Quantoren nach auen ziehen
Wir haben vorher alle Existenzquantoren eliminiert bzw durch algebraische
Datentypen ersetzt Jetzt mussen wir noch dafur sorgen da die Allquantoren
in den Typschemata immer ganz auen stehen Falls das noch nicht der Fall
ist konnen wir wegen der Gleichung
P  Q  P  Q
folgendermaen vorgehen Wenn E  	  	   dann ist $ xEx 
	  	   Ein Beispiel ware die Funktion concat mit dem Typ
n  Intm  IntVector Int n
 Vector Int m Vector Int n!m
Wir konnen m naturlich ganz herausziehen
nmInt  n Int  m Vector Int n
 Vector Int m Vector Int n!m
Wir haben das im vorigen Abschnitt bereits benutzt ohne es zu erwahnen
Genau so konnen wir auch 	 	   als 	  	   behandeln
Wenn wir es geschat haben alle Allquantoren ganz nach auen zu brin
gen konnen wir jetzt die entsprechenden $ einfach weglassen
Bei der Verwendung solcher logischer Hilfsmittel mussen wir allerdings
vorsichtig sein da wir nur intuitionistische Aussagen verwenden durfen und
in intuitionistischer Logik ware beispielsweise
Q P 	 Q P 
nicht garantiert
Diese Problematik taucht hier auf weil wir uns mit einer Obermenge von
System F auseinandersetzen OL	 Jon	 Wir wollen uns damit hier nicht
weiter befassen sehen aber eine Erweiterung in diese Richtung als interes
sante Weiterentwicklung fur indizierte Typen
 Uberussige Datentypen eliminieren
Datentypen wie Equal m n die reine Bedingungen sind sollten als Ar
gumente weggelassen werden und durch ein case an der Aufrufstelle ersetzt
werden Die entsprechenden case auf den Argumenten konnen dann wegge
lassen werden In
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vappend  Equal m nk  Vector a n  Vector a k
 Vector a m

vappend EqPrf  xs  xs

vappend EqPrf xxs ys  xvappend EqPrf xs ys

konnen wir die Bedingung zu m  nk vereinfachen und alle Beweisobjekte
streichen Dies impliziert eine Streichung bei allen Aufrufen von vappend




EqPrf  vappend xs ys

ersetzt werden dafur kann aber im Rumpf von vappend
case q of  EqPrf  E 
durch E ersetzt werden Im rekursiven Aufruf bleibt nach diesen beiden Um
formungen gerade die Streichung von EqPrf
vappend  mnk  Vector a n  Vector a k
 Vector a m

vappend  xs  xs

vappend xxs ys  xvappend xs ys

Auch an den anderen Verwendungsstellen von vappend wird das case in der
Regel durch eine solche Umformung wegfallen
  Verwandte Arbeiten
 Pfenning und Xi
Xi und Pfenning XP	
 Xi	
 haben unabhangig einen sehr ahnlichen An
satz gewahlt Die Ubereinstimmung geht so weit da auch sie zum Beispiel
Int n Typen einfuhren und ihre Anwendungen uberdecken sich teilweise
mit unseren
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Eines ihrer wichtigen Ziele ist die Wiederverwendung existierender ML
Programme in ihrer Erweiterung Ein Vorteil ihres Systems ist es da Int
nicht mit Hilfe eines neuen Konstruktors aus Int n gewonnen werden
mu Int ist ein Synonym fur nInt n Existierende MLProgramme sind
also auch in der Erweiterung typkorrekt
Als Folge davon ist ihre Typinferenz komplizierter Ein wesentlicher Vor
teil unseres Systems hingegen ist da wir Vollstandigkeit gegenuber einem
einfachen logischen System zeigen konnen Dies lat den Benutzer leichter
nachvollziehen was typkorrekt ist Xi und Pfenning konnen nur zeigen da
ihr System eine konservative Erweiterung von ML ist
  Sized Types
Wir wollen nun indizierte Typen auch noch mit sized types von Hughes
Pareto und Sabry HPS	 vergleichen Die Motivation von sized types war
es verschiedene Probleme im Bereich reaktiver Systeme wie Produktivitat
und Terminierung statisch zu losen
Bei sized types konnen Indizes nicht vom Programmierer frei gewahlt
werden sondern beschreiben immer die Schachtelungstiefe der Konstruktoren
eines Typs Das entstehende System ist daher nicht so exibel wie indizierte
Typen
Die Induktion zur Korrektheit der Typisierung geht bei sized types uber
den Index der immer eine naturliche Zahl ist Wir verwenden ganze Zahlen
und die Induktion zur Korrektheit geht uber die Tiefe der Rekursion Als
Konsequenz aus dieser Tatsache konnen wir keine Aussagen uber die Termi
nierung machen und die Typkorrektheit eines Ergebnisses ist bei indizierten
Typen nur im Fall der Terminierung gegeben Dabei konnen naturlich auch
keine Typfehler auftreten
Ein weiteres Problem von sized types ist da die Funktion reverse mit
akkumulierendem Parameter nicht typisiert werden kann
vreverse  Vector a n  Vector a n

vreverse xs  vrev xs 

vrev  Vector a n  Vector a m  Vector a n  m
vrev  ys  ys

vrev xxs ys  vrev xs xys
Das Problem ist da bei sized types versucht wird mit einer Induktion uber
n und m die Terminierung zu zeigen m aber in den rekursiven Aufrufen von
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vrev wachst Bei indizierten Typen geht der Beweis uber die Rekursionstiefe
und das fuhrt in diesem Fall zum Erfolg
 Cayenne
Cayenne ist eine funktionale Sprache mit expliziten abhangigen Typen Die
Sprache ist machtiger als indizierte Typen und eher dem Beispielkalkul fur
abhangige Typen vergleichbar als unserer Programmiersprache Die Typin
ferenz ist aber unentscheidbar
Das Ziel von Cayenne ist eher zusatzliche Konstrukte wie printf zu
typisieren wahrend das Ziel von indizierten Typen ist mehr Fehler bereits
zur Ubersetzungszeit zu nden
 Shape Types
S hape types wurden von Jay fur die Programmiersprache FISh entwickelt
JS	
 Jay	
 Das Ziel ist anders als bei uns im wesentlichen Ezienzge
winn und nicht das Finden von Fehlern
Ahnlich wie bei sized types ist der Index durch den Typ festgelegt hier
die Form shape des Typs Auerdem wird der Benutzer in der Verwen
dung hoherwertiger Funktionen eingeschrankt Funktionen durfen zum Bei
spiel nicht in Reihungen vorkommen
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Kapitel 	
Zusammenfassung und Ausblick
Am Ende dieser Arbeit wollen wir noch einmal das Erreichte zusammenfas
sen und einen Ausblick auf mogliche Weiterentwicklungen geben Auerdem
gehen wir kurz auf die Implementierung ein
	  Zusammenfassung
Wir haben in dieser Arbeit ein Typsystem fur indizierte Typen vorgestellt
Mit diesem Typsystem ist es moglich viele Probleme von Typen mit Werte
parametern zu beschreiben Wir haben Beispiele aus verschiedenen Bereichen
gesehen vorrangig aus der linearen Algebra aus Anwendungen mit Reihun
gen und bei Invarianten von Datenstrukturen
Indizierte Typen stehen zwischen den Typsystemen von Beweisern mit
abhangigen Typen und einem klassischen HindleyMilnerTypsystem wie in
ML Wir haben die entscheidbare Typinferenz von ML zusatzlich aber die
Moglichkeit von Werteparametern Indizierte Typen haben nicht die Allge
meinheit der abhangigen Typen eines Beweisers sind aber fur viele praktische
Probleme mit Wertparametern geeignet Auerdem lat sich in dem vorge
stellten System leichter programmieren als mit einem Beweiser da viel mehr
inferiert wird
Auf der technischen Seite haben wir die auftretenden Probleme gelost
Wir haben konzeptuell in Inferenz und Unikation aufgeteilt Viele Typin
ferenzalgorithmen verwenden die Vereinigung von Constraintmengen die ei
nem logischen und der enthaltenen Constraints entspricht Wir mussen in der
caseRegel sozusagen Constraints aus einer Constraintmenge herausnehmen
	
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Dafur haben wir die Implikation P  C auf Constraints als geeignete Ope
ration gefunden P  C ist der schwachste Constraint der zusammen mit
P C impliziert
Weiter haben wir die bereits in der Einleitung erwahnte Schwierigkeit
da ein Argumentmuster immer den allgemeinen Argumenttyp haben mu
durch eine Unterscheidung zwischen Gleichheit und struktureller Gleichheit
gelost
Die Unikation ist durch die zusatzlichen Implikationen Indexbedingun
gen und Quantoren erheblich komplizierter geworden Dennoch konnten wir
einen Losungsalgorithmus angeben
Wir haben Korrektheit und Vollstandigkeit von Typinferenz und Uni
kation bewiesen und ebenso die operationelle Korrektheit des Systems Der
Beweis fur die Unikation ist vollig neu die Beweise fur Korrektheit und
Vollstandigkeit der Typinferenz stutzen sich naturlich auf entsprechende Be
weise fur einfachere Systeme aber zumindest die Erweiterung um die case
Regel ist nicht trivial
	 Implementierung
Wir haben einen Prototyp fur eine funktionale Programmiersprache mit in
dizierten Typen implementiert Die Sprache orientiert sich wie auch die Bei
spiele in dieser Arbeit stark an der Syntax von Haskell PHA	 Der Par
ser die Musteruberprufung und die Erzeugung der Typconstraints wurde
mit Hilfe der Compilerbau Tool Box Cocktail GE	 in C implementiert
Die Unikation selbst wurde in Pizza OW	 implementiert Sie vereinfacht
ein Unikationsproblem zu einem Termconstraint in Presburger Arithmetik
der mit Hilfe von Omega Pug	 auf Erfullbarkeit uberpruft werden kann
	 Ausblick
Wohin konnte die Entwicklung weitergehen Welche Fragen bleiben Wir
wollen das hier in praktische und theoretische Fragen aufteilen
Praktische Fragen
Wir haben eine Prototypimplementierung des Systems Um aber die Moglich
keiten des Typsystems an groeren Studien zu untersuchen ware eine aus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gereiftere und ezientere Implementierung notwendig
Erst dann lat sich zum Beispiel feststellen in wie weit durch die fehlen
den Grenzuberprufungen bei Reihungen ein Ezienzgewinn erzielt werden
kann Dazu ware auch eine eziente Implementierung von Reihungsmona
den erforderlich
Des weiteren ware eine Studie interessant die analysiert in wie weit das
Arbeiten mit indizierten Typen das Programmieren selbst ezienter und die
entstehenden Programme robuster macht Wieviel helfen Bibliotheken die
mit indizierten Typen geschrieben sind
Theoretische Fragen
Die wichtigste Frage scheint hier zu sein wie gut sich indizierte Typen mit
Uberladung kombinieren lassen Auf den ersten Blick scheint das leicht inte
grierbar und die folgende Denition scheint naturlich
sprod  Num a  Vector a n  Vector a n  a
Aber wir konnen Matrizen nicht ohne weiteres als Instanz von Num dekla
rieren weil die Multiplikation beliebiger Matrizen ja nicht erlaubt ist Wir
wurden gerne eine Typklasse Mult als
class Mult a where
  a  a  a
denieren und als Instanz
instance Num a  Mult Matrix a n n
angeben Die Inferenz mit Typklassen wenn die Klassenzugehorigkeit von
den Indizes abhangt mu untersucht werden Ist es gunstiger Typklassen
PHA	 Jon	 oder System O OWW	 zu integrieren Konnen wir
vielleicht sogar Konstruktorklassen Jon	 einfuhren
Die zweite Frage ist ob wir explizite Quantoren einfuhren konnen Insbe
sondere Existenzquantoren in Funktionsresultaten mussen in immer wieder
neuen Datenstrukturen beschrieben werden Dies scheint moglich aber die
Details mussen ausgearbeitet werden OL	
Der dritte Punkt von vorrangigem Interesse ist die Mustervollstandigkeit
Bei indizierten Typen ist es moglich da Muster fur Argumente angegeben
sind die unter den Bedingungen die fur die Funktion inferiert wurden nie
mals aufgerufen werden konnen Ein Beispiel ware
 KAPITEL  ZUSAMMENFASSUNG UND AUSBLICK
vihead  n    Vector Int n  Int

vihead Vcons x xs  x

vihead Vnil  

Die letzte Zeile ist oensichtlich irrelevant Sollten wir hier nicht einen Fehler
melden Ist es moglich die Typinferenz so zu erweitern
Auf der anderen Seite gibt es ganz normale Musteranpassungsfehler wie
der Aufruf vtail Vnil in
vtail  Vector a n  Vector a n  
vtail Vcons x xs  xs

Konnen wir Mustervollstandigkeit verlangen Das heit durften nur die Mu
ster fehlen die durch die angegebene Bedingung ausgeschlossen sind In
dem gerade geschilderten vtail mute dann entweder ein Vnil Zweig hinzu
kommen oder eine scharfere Bedingung formuliert werden Ersteres ist nicht
moglich weil wir keinen Vektor der Lange  konstruieren konnen In diesem
Fall muten wir also die Bedingung verscharfen
vtail  n    Vector a n  Vector a n  
vtail Vcons x xs  xs

Ware das wirklich eine Bereicherung oder wurde das in praktischen Fallen
behindern Ware vielleicht eine Warnung geeignet Zuerst mu allerdings die
Inferierbarkeit untersucht werden
Als letztes wollen wir hier noch kurz auf eine mogliche Erweiterung auf
imperative Sprachen eingehen Das Hauptproblem ist hierbei das folgende
Bei einer funktionalen Programmiersprache gibt es fur jede Variable genau
einen Typ und genau einen Wert Bei einer imperativen Sprache dagegen
wird einer Variable zwar auch nur ein Typ gegeben aber ihr werden manch
mal mehrere Werte zugewiesen Dies fuhrt dann zu Problemen wenn Typen
Werte sehr dierenziert beschreiben und bestimmte Zuweisungen aus Typ
grunden nicht moglich sind Ein Beispiel ware die Zuweisung
i Int n

i  i  

Dies kann vielleicht dadurch erlaubt werden da sich Indizes von Typen
andern durfen und vielleicht nur in einer StaticSingleAssignment Form fest
sind Das zweite Problem ist da bei indizierten Typen fur jede Rekursion

 AUSBLICK 
ein Typ deklariert werden mu Weil wir viele Funktionen hoherer Ordnung
verwenden kommt das im funktionalen nicht so oft vor Im Imperativen
entspricht dies einer Angabe der Schleifeninvariante fur Indizes Aber diese
kann ja vielleicht oft zum Beispiel in einer forSchleife implizit erfolgen
 KAPITEL  ZUSAMMENFASSUNG UND AUSBLICK
Anhang A
Beweise
In diesem Anhang sind die Beweise der Arbeit zusammengefat Bei einfachen
strukturellen Induktionen oder semantischen Uberprufungen ist oft nur die
Beweismethode angegeben
A  Eigenschaften von  A und 
Eigenschaften von A
Proposition  Eigenschaften von  A Folgende Regeln sind seman





C  A A C  A B
C  A A  B
Er
C  A A B
C  A A
El
C  A A  B
C  A B
 E
C  A P C  A P  B
C  A B
 I
C  P  A B



















C  A 	   	    	  	
 





C  A 	   	  	     	
 





C  A &	  &	   &t  &t 
C  A T &	&t  &	  &t 
  E
C  A T &	&t  &	  &t 
C  A &	  &	   &t  &t 
 t refl
C  A t  t
  refl
C  A 	  	
 t trans
C  A t  t  t   t  
C  A t  t  
  trans
C  A 	  	   	    	   
C  A 	  	   
 t sym
C  A t  t 
C  A t   t
  sym
C  A 	  	  
C  A 	    	
Beweis
Diese Eigenschaften sind leicht mit der Semantik zu zeigen Wir fuhren dies
an zwei ausgewahlten Beispielen vor Die anderen Eigenschaften konnen nach
dem selben Schema bewiesen werden
C  A A C  A B
C  A A B
Wir nehmen an es gilt iCA Also gilt nach der ersten Pramis
se iAA und nach der zweiten iBA Somit gilt nach Denition
iA  BA was zu zeigen war




Wieder nehmen wir iCA an Dann haben wir mit der ersten Pramis
se iAA also aiAA	a	

 Wir wahlen ein solches a und schlie
en a kommt in C nicht vor iC  AA	a	

 Nun bekommen wir mit
der zweiten Pramisse iBA	a	

 was aber das gleiche ist wie iBA
wieder kommt a nicht in B vor
A EIGENSCHAFTEN VON  A UND  
Hilfssatz  Abgeleitete Eigenschaften von  A Auch die folgenden
sind Regeln sind semantisch gultig	
trans
C  A A A  A B
C  A B
cut
C  A  A B C  A A
C  A B
lr
C  A C  
C  A C  
lr
C  A C  
C  A C  
P 
A  A B
P  A  A P  B
Beweis
Wir konnen dies wieder mit einfachen semantischen Uberprufungen beweisen
die hier wieder nicht ausgefuhrt werden
Wir vermuten da wir diese Eigenschaften auch aus den Eigenschaften
aus Proposition  syntaktisch herleiten konnten Dies wurde vermutlich die
ein oder andere strukturelle Induktion uber Constraints erfordern
Hilfssatz  Gleiches durch Gleiches ersetzen Wir konnen in einer
Aussage Gleiches durch Gleiches ersetzen
A A B
CA  A CB
Die Formel C darf dabei  nicht enthalten
Beweis
Der Beweis kann leicht erbracht werden indem iCAA  iCBA
durch Induktion uber die Struktur von C gezeigt wird
Wir vermuten da die Aussage auch fur Formeln mit  gilt der Beweis
scheint aber schwierig

 ANHANG A BEWEISE
Hilfssatz  Einige Aquivalenzen
A B A A  B  	
 fvA
A B A A  B
A A A  	
 fvA
P    P  C A P  P   C
P  C  C   A P  C  P  C  
Beweis
Auch diese Aquivalenzen sind trivial wenn wir jeweils die Semantik der linken
und rechten Seite betrachten
Hilfssatz  Substitutionen Wenn  und &	& idempotente Substitu
tionen sind gilt	











  C   C  
C   C  
  C A   C
C   C  
C   C  
  A 	  	
Beweis
Die ersten beiden Behauptungen sind leicht mit struktureller Induktion uber
	 beziehungsweise C zu zeigen Die dritte Behauptung gilt wegen
  C   C  
 dom  C   C  

und der Rest ist wieder leicht durch Betrachten der Semantik zu sehen





gilt aber der Beweis scheint schwierig Die folgenden Eigenschaften sind
Schritte in Richtung dieser Aussage
Hilfssatz 	 Semantische Eigenschaften von 













Wieder sind alle Beweise einfache strukturelle Induktionen










	  	    	










Auf der anderen Seite haben wir










 ANHANG A BEWEISE
Die verbleibenden Gleichheiten sehen wir aus den semantische Eigenschaften
von 
Wir vermuten da
C  A C  
C  A C  
gilt aber wieder scheint der Beweis schwierig Der folgende Hilfssatz ist ein
Schritt in diese Richtung
Hilfssatz  Es gilt	
	   	
 A 	  	  
 A 	   	  

Beweis




 und den semantischen Eigen
schaften von  sind die Beweise wieder einfach
A Subsumption
Die Reexivitat ist leicht zu zeigen
Proposition  Reexivitat der Subsumption Es gilt	
C  A  v 
Beweis
Sei   &&nC    	  Dann schreiben wir die Behauptung als
C A &&nC    	 v & &n & & &n &nC    & & &n &n	
Das Einsetzen der Denition fuhrt zu
C  C    A & &n & & &n &nC    & & &n &n	  	
Oensichtlich erfullen & und &n diese existentielle Bedingung
A EIGENSCHAFTEN VON  A UND  
Proposition  Transitivitat der Subsumption Aus
C  A  v  
und
C    A   v   
folgt
C  C    A  v   
Beweis
Wir nehmen an es gelte
C   
A &&nC  	 v & &mC    	  
und
C  
A & &mC    	   v &&kC     	   
Nach Einsetzen der Denitionen haben wir
C   C  
A & &mC    	  	  
und
C  C
   A &&kC     	    	   
Aus ersterem folgern wir
C   C  C  
A & &mC  C
   	  	  
und aus der zweiten Gleichung folgt
& &mC  C
   	  	    A & &m&&kC     	    	     	  	  
Diese beiden Aussagen liefern gemeinsam
C   C  C  
A & &m&&kC     	    	     	  	  
Damit gilt auch
C   C  C  
A & &m&&kC     	  	    A &&kC     	  	   
Dies ist aber gerade die Denition der Behauptung
 ANHANG A BEWEISE
A Typinferenz
A  Eigenschaften des logischen Systems
Proposition  Verscharfung Wenn C    A C und C%   E   gelten
dann gilt auch C  %   E  
Beweis
Wir beweisen das durch Induktion uber die Derivation von C%   E   Wir
betrachten nur nichttriviale Regeln

let
C%   E   C   % x     F  	
C  C  %   let x  E in F   	
Wir haben C     A C und C     A C   und somit nach Anwendung der
letRegel C     C    A C    fur die Konklusion

  I
C  C  %   E  	
C  &&nC  %   E  &&nC    	
&n & 	
 fvC%
Wir verwenden C     C    A C  C   fur die Induktionshypothese und
haben dann C     &&nC   A C    fur die Konklusion

I
C%   E  
&&nC%   E  
&n & 	
 fv% 
Wir verwenden C    C  A C   fur die Induktionshypothese und haben
wieder C    &&nC A C   fur die Konklusion
Proposition  Konsistenz Wenn C%   E   gilt dann gilt auch
C  ext%  A ext
Beweis
Wieder verwenden wir eine Induktion uber die Derivation von C%   E 
 Interessant sind hier nur die Regeln die in der Konklusion allgemeine




x   
 %




C % x     E   C  A ext
C%   x x  P  	 in E  

&n &  fvP 	




C  C  %   E  	
C  &&nC  %   E  &&nC    	
&n & 	
 fvC%
Oensichtlich gilt C  &&nC    A ext&&nC    	

I
C%   E  




C  ext%  A ext




C &	&&t&n%   E  &	&&t&n C  A &t  &t  &	  &	  
C &	  &&t &n%   E  &	  &&t &n
Wir haben
C  A ext&	&&t&n
C  A &	&&t&n ext
C  A &	  &&t &n ext
C  A ext&	  &&t &n 

data I
data T&&n  
P
iDi&	i  Qi
&i &mi C  A  &mi&nQi
C%   Di   &mi&n&i&Qi  &	i  T &&n
Es gilt ext &mi&n&i&Qi  &	i  T &&n 
A  &mi&nQi
 ANHANG A BEWEISE
A   Eigenschaften des deterministischen Systems
Proposition  Kontextabschwachung Wenn C     A % v %  und
C%  W E   gelten dann gilt auch C  %   W E   wobei C     C  A C  
Beweis
Wir zeigen das mit Induktion uber die  W Ableitung Wir werden die
letzte Regel betrachten und die Induktionshypothese auf den Antezedent
anwenden Danach wenden wir die letzte Regel fur %  statt fur % an Am
Ende mussen wir jeweils C     C  A C   aus den entsprechenden Aussagen




x  &&nC  	 
 %
&&nC    	%  W x  
 new
Aus der Hypothese wissen wir da x  & &mC    	   
 %  Wir
wenden die entsprechende Regel an
x  & &mC    	   
 % 
& &mC      	  %   W x  
Wir zeigen es hier ausfuhrlich spater knapper
C     A &&nC  	 v & &mC    	  
C     C  A & &mC    	  	  
C     C    	  A & &mC    	  	  
C     C    	  A & &mC      	  
C     &&nC    	  A & &mC      	  

 IW 
C % x    W E  
     C%  W  xE  
  new
A TYPINFERENZ 
Wir wissen also C     A % x   v %  x   Und mit der Induktions
hypothese konnen wir die folgende Regel anwenden
C   %  x    W E  
     C  %   W  xE  
Wir zeigen
C     C  A C  
C     C       A C       
C          C  A      C  

 EW 
C%  W E   C  %  W F  
C  C        %  W EF  
 new
Wir verwenden die Hypothese zweimal und wenden die Regel an
C     %   W E   C    %   W F  
C       C          %   W EF  
Nun mussen wir noch die Bedingung herleiten
C     C  A C      C     C    A C    
C     C  C          A C       C          
C     C  C        
 A C       C          

letW 
C%  W E  
C   % x  C    W F  
C    C%  W let x  E in F   
Diese Regel ist etwas komplizierter da wir nur eine Induktionshy
pothese sofort anwenden konnen Wir haben C    %   W E   mit
C     C  A C     Aber nun gilt
C     C  A C     C     A     C    
C     C  A     C    
C     A %  x  C   v %  x  C      
C     A %  x  C   v %  x  C      
 ANHANG A BEWEISE
Jetzt konnen wir die Induktionshypothese zum zweiten Mal anwenden
C    %   W E   C      %  x  C        W F  
C       C    %  W let x  E in F   
Die Bedingung die wir zeigen mussen ist diesmal einfach
C     C  A C     C     C    A C     
C     C    C  A C       C    

fixW 
C % x  &&nP  	  W E  
&&n  	  P
&&nP  C  	  
%  W x x  P  	 in E  

 new
& &n  fvP 	
Mit der Induktionshypothese haben wir
C   %  x  &&nP  	  W E  
&&n  	  P  &&nP  C    	  
%   W x x  &&nP  	 in E  
Wir leiten damit
C     C  A C  
P  C     P  C  	    A P  C    	  
C     P  C  	    A P  C    	  
C     &&n  	  P  &&nP  C  	  








&&i&n &mi  &	i  T &&n Qi
%  W Di  
 new
Der Antezedent hangt nicht von % ab und so gilt die Behauptung








C%  W F  
Ci % &yi  &i  W Ei  i
&&n  T &&n  C
i&i &mii&iQi 
&i  &	i  Ci  i  
%  W case F of fDi&yi  Eig  
 &i new
Mit der Induktionshypothese bekommen wir
C  %   W x   C  i %
  &yi  &i  W Ei  i
&&n  T &&n  C  
i&i &mii&iQi  &i  &	i  C  i  i  
%   W case x of fDi&yi  Eig  

und mit der vertrauten Herleitung schliet der Beweis
C     C  A C  
C     Ci  
A C  i
C     &i &mii&i
Qi  &i  &	i  Ci  i  
 A &i &mii&i
Qi  &i  &	i  C  i  i  
C     &&n  T &&n  C
i&i &mii&iQi  &i  &	i  Ci  i  
 A &&n  T &&n  C  
i&i &mii&iQi  &i  &	i  C
 
i  i  

 ANHANG A BEWEISE
A  Korrektheit
Satz  Korrektheit Wenn C%  W E   gilt dann gilt auch C%   E 

Beweis
Wir zeigen da wir jede der  W Regeln mit  Regeln simulieren konnen
Wir fur jede  W Regel eine  Ableitung an

varW 
x  &&nC  	 
 %
&&nC    	%  W x  
 new
Wir haben die Ableitung
x  &&nC  	 
 %
C%   x  &&nC  	 C  A C
C%   x  	
C    	%   x  
&&nC    	%   x  

 IW 
C % x    W E  
     C%  W  xE  
  new
Wir haben die Ableitung
C % x     E  
C%    xE   
     C%    xE  
     C%    xE  

 EW 
C%  W E   C  %  W F  
C  C        %  W EF  
 new
A TYPINFERENZ 	
Wir haben die Ableitung
C%   E  
C      %   E     C  %   F  
C  C        %   EF  
C  C        %   EF  

letW 
C%  W E  
C   % x  C    W F  
C    C%  W let x  E in F   
Wir haben die Ableitung
C%   E  
C%   E  C   C   % x  C     F  
C    C%   let x  E in F   

fixW 
C % x  &&nP  	  W E  
&&n  	  P
&&nP  C  	  
%  W x x  P  	 in E  

 new
& &n  fvP 	
 ANHANG A BEWEISE
Wir haben die Ableitung
C % x  &&nP  	   E  
C    	 % x  &&nP  	   E  	
I
C    	
% x  &&nP  	   E  	
P  &&nP    	  C
% x  &&nP  	   E  	
  I
&&nP   &&nP    	  C
% x  &&nP  	   E  &&nP  	
fix
&&nP   &&n P    	  C
% x  &&nP  	
  x x  P  	 in E  &&nP  	
P  &&nP    	  C
% x  &&nP  	
  x x  P  	 in E  &&nP  	
  E
P  &&nP    	  C
% x  &&nP  	   x x  P  	 in E  	
  	  P  &&nP    	  C
% x  &&nP  	   x x  P  	 in E  
I
&&  	  P  &&nP    	  C
% x  &&nP  	   x x  P  	 in E  








&&i&n &mi  &	i  T &&n Qi
%  W Di  
 new
A TYPINFERENZ 
Wir haben die Ableitung






Qi%   Di   &mi&n&i&Qi  &	i  T &&n
Qi%   Di  &	i  T &&n
  &	i  T &&n Qi%   Di  
&&i&n &mi  &	i  T &&n Qi%   Di  

data EW 




C%  W F  
Ci % &yi  &i  
W Ei  i
&&n  T &&n  C
i&i &mii&iQi 
&i  &	i  Ci  i  
%  W case F of fDi&yi  Eig  
 &i new
Wir leiten zuerst
C%   F  
  T &&n  C%   F  T &&n
und
Ci % &yi  &i   Ei  i
i&i&	i  &i    i  Ci % &yi  &	i   Ei  
Qi  i&iQi  &	i  &i    i  Ci
% &yi  &	i   Ei  
Qi  i&i &mii&iQi  &	i  &i    i  Ci
% &yi  &	i   Ei  
 ANHANG A BEWEISE
ab Mit data T &&n  
P
iDi&	i  Qi haben wir dann die Ableitung
  T &&n  C
%   F  T &&n
Qi  i&i &mii&i
Qi  &	i  &i    i  Ci
% &yi  &	i   Ei  
  T &&n  C  i&i &mii&i
Qi  &i  &	i  Ci  i  
%   case F of fDi&yi  Eig  
&&n  T &&n  C  i&i &mii&i
Qi  &i  &	i  Ci  i  
%   case F of fDi&yi  Eig  
A  Vollstandigkeit
Satz  Vollstandigkeit Wenn C%   E  &&nC    	 gilt dann exi
stiert eine Ableitung C   %  W E   mit CC   ext%  A C     	
Beweis
Wir zeigen da wir fur jede Ableitung in   eine allgemeinere  W Ablei
tung nden konnen Wir verwenden dazu eine Induktion uber Ableitungen
in   Wir wissen aus der Induktionshypothese da fur den Antezedent ei
ne  W Aussage existiert Wir wenden die der letzten  Regel entsprechen
de  W Regel an wenn es eine solche gibt Am Ende mussen wir dann die




x   
 %
C%   x  
Bei dieser Regel brauchen wir die Induktionshypothese nicht wir setzen
sofort die  W Ableitung an
Sei   &&nC    	 
x   
 %
&&nC      	%  W x  
A TYPINFERENZ 
Wir mussen jetzt noch zeigen da
C  C    ext%  A   	  &&nC      	




C % x  	   E  	  
C%    xE  	  	  
Wir haben C   % x  	  W E   und weil   	  A % x  	 v
% x   gilt bekommen wir
C     % x    W E  
     C    %  W  xE  

wobei C      	  A C     Es reicht nun
C  ext%  A C      	   C      	  A C    
C  ext%  A   	  	         C    
zu zeigen Dazu setzen wir   	  	  
C      	  A C    
C      	  A C        	
C    A C        	
C      	    A C        	    	  
C      	    A C         	  	  
Mit der anderen Voraussetzung C  ext%  A C      	   und der
Transitivitat von  A ergibt sich die geforderte Formel

 E
C%   E  	    	 C%   F  	  
C%   EF  	
Mit der Induktionshypothese haben wir die  W Ableitung
C  %  W E   C   %  W F  
C    C         %  W EF  

 ANHANG A BEWEISE
Wir zeigen
C  ext%  A C      	    	
C  ext%  A C       	  
C  ext%  A C    C             	

indem wir   	 setzen Die beiden Voraussetzungen konnen wir zu
C  ext%  A C    C       	    	    	  
zusammenfassen was die Behauptung impliziert

let
C%   E   C   % x     F  	
C  C  %   let x  E in F   	
Mit Induktion haben wir eine  W Ableitung C   %  W E   Wir
schreiben   & &mC  	   und folgern
C  C  ext%  A C       	  
C  ext%  A  v C     
Jetzt konnen wir zum zweiten Mal die Induktionshypothese anwenden
und nach Kontextabschwachung die letW  Regel anwenden
C   %  W E  
C     % x    W F  
C      % x  C       W F  
C       C   %  W let x  E in F   
Von der Konsistenz wissen wir da Cext%  A ext gilt Auerdem
haben wir die zwei Allgemeinheitsbedingungen der Induktionshypothe
se und die Kontextabschwachungsbedingung Wir mussen nun
C  ext%  A ext C  ext  ext%  A C       	  
C    ext% x    A C        	 C      C  ext%  A C     
C  C    ext%  A C       C       	
zeigen
A TYPINFERENZ 
Aus der letzten Pramisse folgt
C      C  ext%  A C     
C      C  ext%    	  A C         	
C  ext%  C        	  A C         	
Das konnen wir mit der dritten Pramisse zu
C  C    ext%  ext  A C         	
kombinieren Mit der zweiten Pramisse erhalten wir
C  C    ext%  ext
 A C     C         	

und wegen der ersten Pramisse kann ext aus der Voraussetzung weg




C % x     E   C  A ext
C%   x x  P  	 in E  

&n &  fvP 	
  &&nP  	
Nach Induktion gibt es eine Ableitung
C   % x  &&nP  	  W E  
&&n  	  P  &&nP  C  	  
%  W x x  P  	 in E  

Wir mussen jetzt noch
C  P  ext%  A C      	
C  P  ext%
 A &&n  	  P  &&n
P  C    	      	
zeigen Wir setzen dazu   	 &  & und &n  &n und benennen die
inneren Quantoren um   && &m&n Damit vereinfacht sich das
Ziel zu
C  P  ext%  A C      	
C  P  ext%  A P  & &mP  C    	  

 ANHANG A BEWEISE
P kann auf der rechten Seite weggelassen werden und & und &m tauchen
links nicht auf also kann auch diese Allquantikation entfallen Wir
substituieren nun mit  auf der Pramisse des Ziels und erhalten
C  P  ext%  A C      	
Wir bringen P auf die rechte Seite und haben unser Ziel erreicht

  I
C  C  %   E  	
C  &&nC  %   E  &&nC    	
&n & 	
 fvC
Wir haben C   %  W E   und mussen aus einer Allgemeinheitsbedin
gung die nachste zeigen
C  C    ext%  A C       	




C%   E  &&nC    	 C  A &	&&p&nC  
C%   E  &	&&p&n	
Wir haben wieder C   %  W E   Wir leiten mit
C  C    ext%  A C       	  
C  &	&&p&nC    ext%
 A C       &	&&p&n	  
C  A &	&&p&nC  
C  ext%  A C       &	&&p&n	  
die neue Allgemeinheitsbedingung her

I
C%   E  




Wir wissen da C   %  W E   gilt Mit   & &mC  	 leiten wir
C  C  ext%  A C       	




C &	&&t&n%   E  &	&&t&n C  A &t  &t  &	  &	  
C &	  &&t &n%   E  &	  &&t &n
Wir wissen da C    &	&&t&n%  W E   gilt Aber wegen
C  A &t  &t  &	  &	  
C  A &	&&t&n% v &	  &&t &n%
bekommen wir mit der Kontextabschwachung
C     &	&&t&n%  W E  
Die verbleibende Bedingung
C     C  A C     C  A &t  &t  &	  &	  
C  &	&&t&nP  ext&	&&t&n%
 A C       &	&&t&n	  
C  &	  &&t &nP  ext&	  &&t &n%




data T&&n  
P
iDi&	i  Qi
&i &mi C  A  &mi&nQi
C%   Di   &mi&n&i&Qi  &	i  T &&n
Wir haben eine Ableitung




&&i&n &mi  &	i  T &&n Qi%  W Di  
Jetzt mussen wir noch
C Qi  ext%  A &&i&n &mi
  &	i  T &&n Qi    &	i  T &&n
uberprufen Wir setzen einfach   &	i  T &&n &  & &i  &i &n  &n
und &mi  &mi

 ANHANG A BEWEISE

data E




C  Qi % &yi  &	i   Ei  	
C%   F  T &&n
C%   case F of fDi&yi  Eig  	

	





Per Induktion erhalten wir  W Ableitungen C  i % &yi  &&	i  
W Ei  i
und C  %  W F   Wir schlieen
&	i  &i  
A % &yi  &	i v % &yi  &i
um nach Kontextabschwachung die  W Regel




C  %  W F  
C   i  % &yi  &i  
W Ei  i
&&n  T &&n  C  
i&i &mii&iQi  &i  &	i  C
  
i  i  
%  W case F of fDi&yi  Eig  
anwenden zu konnen Wieder verbleibt die Uberprufung einer Bedin
gung
&i  &	i  C
 
i  
A C   i C  ext%  
A C      T &&n
C  Qi  ext% &yi  &	i  A iC  i  i  	
C  ext%  A &&n  T &&n  C  
i&i &mii&iQi  &i  &	i  C   i  i      	
Wir konnen die Behauptung vereinfachen indem wir   	 &  &  &
und &n  &n  &n  wahlen Es entsteht
C  ext%  A   T &&n  C    i&i &mii&i   
Der erste Teil der verbliebenen zweiten Behauptung ist gerade eine der
Voraussetzungen Um die restliche allquantizierte Aussage zu zeigen




Wir folgern aus der ersten Voraussetzung




&i  &	i  C
 
i  
A &i  &	i  C
  
i
&i&i  &	i  C  i  
A &i&i  &	i  C   i 
C  i  
A &i&i  &	i  C   i  
bringen in der letzten Voraussetzung Qi auf die andere Seite und be
nutzen ext&	i  true Es bleibt nur
C  i  
A &i&i  &	i  C   i 
C  ext%  A Qi  iC  i  i  	
C  ext%  A i&iQi  &i  &	i  C   i  i  	
zu zeigen Dies tun wir indem wir die erste Voraussetzung in der zwei
ten einsetzen und die Quantoren nach auen ziehen
 ANHANG A BEWEISE
A Unikation
Ziel dieses Abschnitts ist es die Korrektheit und Vollstandigkeit der Uni
kation zu zeigen Die Unikation besteht aus einigen Algorithmen R M
T  T die auf Typconstraints arbeiten Wir werden jeweils Aussagen uber
Form syntaktische Eigenschaften des Resultats und Korrektheit semanti
sche Eigenschaften des Resultats machen Doch bevor wir dazu kommen
wollen wir das newinstLemma zeigen
A Das newinstLemma
Die folgenden drei Aussagen gehoren zusammen Ziel ist es zu zeigen da
mit C    und & &n    newinst auch C   & &n  gilt
Hilfssatz  Wenn   	   fur irgendein 
  und  & &n 	    newinst	
gelten dann gilt fur alle 	
&   &n   	  	  	n 	n

Beweis
Wir fuhren eine Induktion uber die Struktur von 	 
 	  
Also gilt auch 	    Aus der Denition von newinst wissen wir da
	     fur eine neue Variable  Wir mussen nun     	 	

zeigen Aber mit      ist die Gleichung oensichtlich erfullt und
damit die Existenz eines    gesichert
 	  	   	
Also gilt auch 	    	     	
 
  &  &n  	
 








    	

     	

  







































 	  T&	&t
Nun ist auch 	    T&	   &m mit  &i &ni 	
 
i  newinst	i und &m neue
Variablen Wir haben













 &m  &m   &r
Nach Herausziehen der Quantoren gilt
&
 







 Wenn C  A   	 und  & &n 	    newinst	 gelten dann
gilt auch




& &n  	  
fur i   und i   zeigen Da  C C gilt reicht es
C  
& &n  	  
zu zeigen
 ANHANG A BEWEISE
Nehmen wir also C an Das ist das Gleiche wie C
 Mit der
Voraussetzung haben wir nun   	  Dies wiederum impliziert
  	 
Aus einem weiteren Hilfssatz am Anfang wissen wir da 	 
 	  ist
und somit
  	 
gilt Mit dem Hilfssatz von oben ergibt sich
&   &n   	  	  	n 	n
   
& &n  	  
Damit ist die Behauptung bewiesen
Lemma  newinst Wenn C  A  und  & &n    newinst gelten
dann gilt auch C  A & &n 
Beweis
Das Lemma folgt einfach aus dem letzten Hilfssatz Wenn   &	& ist
dann gilt ja C  A i  	i fur alle i Also gilt C  A &i&nii  	i und nach
Ausklammern folgt die Behauptung
Hilfssatz  Wenn  & &n 	    newinst	 ist dann ist
	    	 A &  & 
fur irgendwelche Variablen  und  
Beweis
Der Beweis ist eine einfache Induktion uber die Denition von newinst
 	  
Es gilt
	    	        
 	  	   	
Es gilt
	     	
 
  	   	
  	   
  	  




  	     	
 

  	    	
 
   	 
  	    	
 
was nach Induktionsbehauptung die geforderte Form hat
A
 UNIFIKATION 
 	  T &	 &n
Es gilt
T &	  &n  T &	&t  T &	  















was wieder die geforderte Form hat
A  Form und Korrektheit von R
Die folgende Proposition besagt da nach Anwendung des Algorithmus R
auf eine strukturell erfullte Gleichung die zweite Komponente des Resultats
nur aus Variablengleichungen mit Bedingung besteht Dazu zeigen wir erst
einen Hilfssatz
Hilfssatz  Wenn i  j   	   	  

gilt dann gilt auch R	  	    
P i  j
Beweis
Wir zeigen das per Induktion uber die Struktur des Arguments vonR 	  	  




















Wir konnen also die Induktionshypothese anwenden und die Behaup
tung folgt trivial
 T&	&t  T&	  &t 
Auch hier konnen wir die Induktionshypothese auf R	i  	
 
i anwen
den Also ist R&	  &	    P i  j und R	  	
   P  &t  
&t  i  j
   	
Nehmen wir zunachst einmal an 	 sei nicht eine einzelne Variable Es
lat sich dann ein Typ 	   nden so da fur alle  	  	 	
  Wir setzen
nun   	  & Nach Voraussetzung gilt i  j     	  also auch
 i  j    	

 ANHANG A BEWEISE
Die linke Seite ist wahr die rechte aber nicht wir haben einen Wider
spruch
	 ist also eine einzelne Variable  und R    true    was
von der geforderten Form ist
Proposition  Form und Korrektheit von R Wenn C ein quanto
renfreier Constraint ist dann ist RC  PG und es gilt C A P  G
wobei P ein Termconstraint ist und G von der Form
V
iPi  i  	i ist
Wenn weiter C   C    A C   und   & &m  newinst gilt dann
haben die Typen 	i die Form einer einzelnen Variablen i
Beweis
Der Beweis der Korrektheit ist ein triviale strukturelle Induktion uber die
Struktur von C
Wir beweisen die Formaussage mit einer strukturellen Induktion uber die
Struktur von C  




 	  	  
Wir wissen  A 	   	   Also gilt  A 	   	   was das
gleiche ist wie  A 	   	   Es folgt
 

   A  



















  ist von der Form &	  





 &	  A i  j
A
 UNIFIKATION 
und damit haben wir
i  j  
A      	   	  
Nun konnen wir mit dem Hilfssatz von oben behaupten
R 	   	    PG
 P    C  
Wir haben  A C   und folglich R C    P    G   und R C  
P    P    P    G  
A Form und Korrektheit von M
Proposition 	 Form und Korrektheit M Wenn MUG  
  P G  & &n ist dann gilt fur alle P   mit & &n 	
 fvP   da
&&nP    P      P    G  A P     G
wobei  G   G  und G  von der Form
V
i Pi  i  i ist Wenn M
fehlschlagt ist P    U G A false
Beweis
U  G ist ein Unikationsproblem im Sinne einer Standardunika
tion Da    die allgemeinste Losung dieses Unikationsproblems ist gilt
 A   UG und nach der Anwendung von Rbekommen wir  UG A
P G 
Wir beachten da P  U G A UG gilt und mit dem newinst
Lemma haben wir
P    U G  A &&n 
Also haben wir insgesamt
P    U G
A &&n   P    U G
A &&n    P    U G
A &&n   P    P G 
A &&n   P    P   P    G 
 ANHANG A BEWEISE
A Form und Korrektheit von T
Proposition  Form und Korrektheit T  Es gilt T C A C Au
erdem ist da T C beinahe in Normalform
Beweis
Wir zeigen die Behauptung uber RegelInduktion und beschranken uns
auf nichttriviale Falle

T C  QP   G T C    Q P      G 
   P    G   & &n  M    G G 
T C  C    QQ &&nP  P    P        G  
Aus der Korrektheit von M wissen wir da
    G G  A &&n    P    G  
gilt Also gilt auch
C  C   A T C  T C   A QQ P  P        G G 




T C  QP   G 
  P    G   & &n  M true
T P    C  Q&&nP    P  P        P    G G  
Wieder schlieen wir mit der Korrektheit von M da
P     A &&n   P    P     P    G  
gilt Es folgt
P    C A P    T C
A QP    P  P      P    G
A QP    P  &&n   P    P   
P    G    P    G




A Form und Korrektheit von T
Proposition  Form und Korrektheit T Es gilt TC A C
Wenn C beinahe in Normalform war dann ist TC in Normalform
Beweis
Wir beweisen das wieder mit einer strukturellen Induktion uber die Re
geln und betrachten dabei wieder nur nichttriviale Regeln

TC  QP      	 G
  P   G  & &n  M	 
TC  &&nQP  P      G G 
 	
 dom
Wir wissen aus der Korrektheit von M da
  	 A &&nP      G 
gilt Damit haben wir erstens
QP      	 G
 A Q  	  A  fv	  	
 A &&n 
und zweitens nach Substitution mit  
   	 A P   G 
Insgesamt ergibt sich
QP      	 G
A &&n  QP      	 G
A &&n  QP      	 G
A &&n  QP       	 G
A &&n  QP    P   G  G
A &&nQP  P      G G 

 ANHANG A BEWEISE














 C    
 fvQC  C
    










     int      bool
und wir haben den Widerspruch
   
 fv sei   








   	    
    int
  	     
     bool
     	      int
      	       bool
was zu einem Widerspruch fuhrt da
       




Jetzt gilt also fur alle  da C falsch ist und somit auch
 C und damit C  false false

TC  QP    G  G  
TC  QP   G  

fvG   f  j RG
 g
fvG    C  fvG   
Sei &  fvG  und Q gleich Q mit allen & entfernt Es gilt oensicht
lich
QP   G  G    A QP   G    A QP   G  
Die andere Richtung ist schwieriger Sei t beliebig aber fest Es gilt
QP   G  
A QP   G
  
 A tt&QP   G  G  
 A t&QP   G  G  
 A tQP   G  G  

und weil t allgemein war gilt auch
QP   G    A QP   G  G  
Es bleibt zu bemerken da immer genau eine der beide CRegeln an
wendbar ist Wenn namlich
f  j RG
 g  fv C  
ist dann konnen wir G in G  und G   aufteilen Wenn nicht dann nennen




 geschlossene Constraints Ein geschlossener Typ
constraint in Normalform QP    G ist aquivalent zum Termconstraint
QP
 ANHANG A BEWEISE
Beweis
In einem geschlossenen Typconstraint in Normalform ist dom   und
daher   true Es ist klar da QP G  A QP  Wenn Q in Typquantoren
& und Termquantoren Q aufgeteilt wird so gilt die andere Richtung
QP  A int&QP G  
A &QP G  
A QP G
A OPERATIONELLE KORREKTHEIT 
A Operationelle Korrektheit
Lemma  Es gilt fur & &k 	
 fvC
C%x  W F   C %  W E  
C  C  A C    	 x  &&kC  	 
 %
C%x  W FxE  
und es gilt dann C  C  C   A C
Beweis
Wir beweisen dieses Lemma mit einer strukturellen Induktion uber E Der
schwierige Fall ist die varW  Regel Alle anderen Falle folgen dem selben
Schema Wir haben jeweils eine letzte Regel
C %  W   
C   %  
W   

Wir wenden die Induktionshypothese an und dann wieder die gleiche Regel
C%  
W   
C  %  
W   

Zu zeigen bleibt dann jeweils
C  C  C   
A C
C  C  C     
A C  

Diese Beweise sind meist einfach

varW 
y  &&kC  	 
 %
&&kC    	%  W y  
 new
Fur y 	 x gilt die Behauptung trivialerweise mit C  C  Fur y  x
haben wir durch Umbenennung
C%x  
W FxE  
Wir zeigen
C  C  A C    	
C  C  &&kC    	  A C
 ANHANG A BEWEISE
indem wir die untere Aussage unter einmaliger Verwendung der oberen
herleiten
C  C  &&kC    	
 A &&kC  C    	
 A &&kC    	    	
 A &&kC    	    	
 A &&kC    




C % y    W E  
     C%  W  yE  
  new
Wir zeigen die am Anfang des Beweises charakterisierte Bedingung
C  C  C   
A C
C  C       C 
 A      C
Dies ist einfach zu sehen da  und  nicht frei in CC vorkommen

 EW 
C%  W E   C  %  W F  
C  C        %  W EF  
 new
Dieses Mal wenden wir die Induktionshypothese auf beide Pramissen
an Die Bedingung bleibt ahnlich und ist wieder leicht einzusehen
C  C  C   A C C  C  C     
A C  
C  C  C   C         
 A C  C        
A OPERATIONELLE KORREKTHEIT 

letW 
C %  W E  
C    % y  C     
W G  
C     C %  
W let y  E in G  
Wir schlieen x  y aus denn wir konnen diesen Fall durch Umbenen
nung vermeiden Hier ware er allerdings trivial
Mit der ersten Pramisse und der Induktionshypothese bekommen wir
C%  
W FxE  
wobei
C  C  C    C
gilt Somit gilt aber
C  C  
A C    v C  
Mit der Proposition von der Kontextabschwachung bekommen wir
C   % y  C    
W G  
wobei C C C
 
   
A C   gilt Nun wenden wir erneut die Indukti
onshypothese an und erhalten
C   % y  C    
W FxG  
mit C  C  C
 
  
A C   Es folgt
C  C  C   A C C  C  C     
A C  
C  C  C     C   




C % x  &&nP  	  W E  
&&n  	  P
&&nP  C  	  
%  W x x  P  	 in E  

 new
& &n  fvP 	
 ANHANG A BEWEISE
Hier ist die Bedingung wieder einfach
C  C  C   A C
C  C  &&n  	  P
&&nP  C   	  
 A &&n  	  P
&&nP  C  	  

data IW 




&&i&n &mi  &	i  T &&n Qi%  W Di  








C%  W x  
Ci % &yi  &i  W Ei  i
&&n  T &&n  C
i&i &mii&iQi 
&i  &	i  Ci  i  
%  W case x of fDi&yi  Eig  
 &i new
Auch im letzten Fall mussen wir die Bedingung uberprufen
C  C  C   A C C  C  Ci   A Ci
C  C  &&n  T &&n  C 
i&i &mii&iQi 
&i  &	i  Ci   i  
 A &&n  T &&n  C
i&i &mii&iQi 
&i  &	i  Ci  i  
A OPERATIONELLE KORREKTHEIT 
Satz  Es gilt
C%  W F   F  F  
C  %  W F    
wobei C   C  
Beweis
Wir zeigen zuerst
C%  W F   F  F  
C  %  W F    

Wir betrachten dazu alle Reduktionen
  xEF  FxE
C % x    W E  
C       %  
W  xE   C%  
W F  
C         C      %  
W  xEF  
Wir wenden das Lemma auf die ersten beiden Zeilen an Wir wahlen
C  C     Damit ist auch die dritte Voraussetzung direkt
erfullt Mit dem Lemma gilt
C  C      C   
A C
Um die Behauptung zu zeigen mussen wir jetzt noch
C         C      
 A C           C      
 A C      C 
zeigen was aber oensichtlich ist
 x f   in E  x f   in Ef E
fixW 
C  % x  &&kP  	  
W E  
&&k  	  P
&&kP  C   	  
%  W x x  P  	 in E  

 new
& &k  fvP 	
 ANHANG A BEWEISE
Wir schreiben
C  &&k  	  P
&&kP  C   	  
fur den unteren Constraint der Konklusion und wenden das Lemma
mit
C  &&kP  C   	  
auf Antezedent und Konklusion an Wir mussen noch die letzte Vor
aussetzung zeigen
C  P
 A C  &&k  	  P   	  
A &&k  	  P  C  	  
 C  	  
Wir folgern mit dem Lemma






A C  C  C 
zeigen Es ist leicht einzusehen da C  A C  C gilt
C  
A C  zeigen wir uber
C
 A &&k  	  P 
&&kP  C   	  
 A &&k  	  P 
&&kP  C   	  
 A &&k  	  P  C   	  
 A C 
herleiten
A OPERATIONELLE KORREKTHEIT 
 let x  E in F  ExF
letW 
C%  W E  
C  % x  C    W F  
C   C%  W let x  E in F   
Wir wenden wieder das Lemma auf die beiden oberen Aussagen an und
wahlen C  true Die letzte Voraussetzung gilt diesmal wegen
C  C  
A C    
Aus dem Lemma folgt
C  C   
A C
aber das ist gerade was wir zeigen muten
 case D &E of fD&x E  g   &E&xE  
Die Ableitung des Ausdrucks auf der linken Seite lat sich auf die Ver
wendung folgender Regeln zuruckfuhren
Es beginnt mit der Einfuhrung des Konstruktors D
data IW 
data T&&n    D&	  Q & &m   
&&&n &m  &	  T &&n Q%  W D  
Daran schlieen sich eine Reihe von Applikationsregeln mit den Argu
menten &F an Wir haben
 EW 
Bi%  
W DF     Fi  i Ai%  
W F  i
iiBi  Ai  i  i  i %
 W DF     Fi   i 

wobei die Bi induktiv deniert sind
B  &&&n &m  &	  T &&n Q
Bi   iiBi  Ai  i  i  i 

 ANHANG A BEWEISE
Zuletzt folgt eine Anwendung der caseRegel
data EW 
data T&&n    D&	  Q & &m   
Bk%  W D &F   k
Hk % &y  &  
W E  
k&&nk  T &&n  Bk
& &m&Q
&  &	 Hk    
%  W case D &F  of fD&y  Eg  
Den Constraint des letzten Urteils bezeichnen wir wieder mit C
C  k&&nk  T &&n  Bk
& &m&Q
&  &	 Hk    
Durch sukzessives Anwenden des Lemmas erhalten wir Urteile der Form
Hi % y        yi  i  






jAj  j  j   
A Hi
induktiv indem wir das Lemma jeweils mit
C  i Ai   i   i
anwenden Wir erhalten dann jeweils
i Ai   i   i Hi   Hi 
und mit dem Induktionsanfang fur i  k gilt die Behauptung auch fur
alle kleineren i
Wir mussen nun noch C  A H zeigen Dazu behaupten wir zuerst
allgemein
C  A i&&ni   k i  i     k   T &&n
Ak    Ai Bi
& &m&Q &  &	 Hk    
A OPERATIONELLE KORREKTHEIT 	
was eine leichte Induktion von i nach i  durch Einsetzen von Bi
C  
A i&&ni   k i  i     k   T &&n
Ak    Ai
i i Bi   Ai   i   i   i
& &m&Q &  &	 Hk    
und einige leichte Umformungen zeigen Der Induktionsanfang i  k
ist aus der Denition von C sofort ersichtlich
Schlielich zeigen wir aus dem Fall fur i  
C  A &&n&  &  T &&n  &A  B
& &m&Q &  &	 Hk    
 A &&n&  &  T &&n  &A
&&&n &m  &	  T &&n Q
& &m&Q &  &	 Hk    
 A &&n&& &m&  &	  &A Q
& &m&Q &  &	 Hk    
 A &&n& &m&&
&  &	  &A  &  &	 Hk    
 A H    
 A H
Damit ist
C%  W F   F  F  
C  %  W F    
gezeigt Es ist oensichtlich da diese Eigenschaft mit  auch fur die ree
xive transitive Hulle gilt Sie gilt aber aus folgendem Grund auch fur die
kompatible Hulle
Nehmen wir an wir haben
C%  W EF    F  F  
Dann haben wir irgendwo in der Ableitung von C%  W EF    das Urteil
C  %  W F  Daraus konnen wir nun C   %  W F   folgern Da aber C    A
C    ist und die Abschwachung eines Constraints im Antezedent immer eine
Abschwachung des Constraints in der Konklusion bedeutet gibt es nun ein
C    %  W EF    
 ANHANG A BEWEISE
so da C  A C    
Korollar  Subjektreduktion Es gilt
C%   F   F  F  
C  ext%%   F    
Beweis
Sei   &&nC     	  Dann gilt wegen der Vollstandigkeit
C  %  W F  
wobei
C  C     ext%  A C      	
Mit dem Satz von eben gilt
C    %  W F  
wobei C     C     und mit der Korrektheit gilt auch
C    %   F    
C      	%   F    	
C      	%   F    	
C  C     ext%%   F    	
C  ext%  &&nC      F    &&nC     	
C  ext%  ext   F    
C  ext%   F    
Die letzte Zeile schlieen wir aus der Konsistenz von C%   F  
A KOMPLEXITAT DER TYPUBERPRUFUNG 
A Komplexitat der Typuberprufung
Denition  Groe Wir denieren die Groe verschiedener Objekte	
 Termconstraints
jxj  






jt   tj  jt j! jtj! 
jt   tj  jt j! jtj! 
jtj  jtj! 
jt   tj  jt j! jtj! 
jntj  jtj! 
jntj  jtj! 
 Typen
jj  
j	  	  j  j	 j! j	  j! 




jxj  jj! 
jP  	 j  jP j! j	 j! 
 Kontexte
jx         xn  nj   !
X
jij
jx         xn  njm   !max jij
 ANHANG A BEWEISE
 Typdeklarationen
jdata T &&n  
X
i













j	  	  j  j	 j! j	  j! 
jP  Cj  jP j! jCj! 
jC  C  j  jCj! jC  j! 
jCj  jCj! 
jnCj  jCj! 
jCj  jCj! 
jnCj  jCj! 
 Ausdrucke
jxj  
jEF j  jEj! jF j! 
j xEj  jEj! 
jlet x  E in F j  jEj! jF j! 
jx x  P  	 in F j  jF j! jP j! j	 j! 
jDj  




A KOMPLEXITAT DER TYPUBERPRUFUNG 
Satz 	 Komplexitat Wenn ein funktionales Programm X von der Form
let f   x f   P   	  in E  in
let f  x f  P   	 in E in

let fm  x fm  P   	m in Em in
F
ist % eine Kontext ohne freie Typvariablen ist * die Menge der Typdekla
rationen
jPij  b j	ij  b j*jm  b jEij  b jF j  b j%jm   ! b
und der Aufwand zur Entscheidung von  A C fur jCj  b  durch B b 
beschrankt ist dann ist der Aufwand zur Typuberprufung mit C%   X 
 durch BbOjXj ! j%j ! j*j logjXj ! j%j ! j*j beschrankt also im
wesentlichen linear in der Groe des Programms Die Groe von C ist durch
Bb beschrankt und damit in O entscheidbar
Wir untersuchen nun den Aufwand fur die Berechnung von C in C%  W
E   und die Groe des entstehenden C Der Aufwand zerfallt in zwei
Teile TSC%  
W E   fur die Suche Eintrage und Loschoperationen von
Variablen in % und * und TRC%  
W E   fur das rekursive Erstellen
von C
Die folgenden Lemmata machen Aussagen uber TS TR und die Groe des
entstehenden C
Lemma 	 Aufwand Suche Der Aufwand fur die Suche TSC%  W
E   ist fur beliebige % * E durch OjEj logjEj! j%j! j*j beschrankt
Beweis
Wir betrachten eine Implementierung von % und * als balancierten Baum
Suche Einfuge und Loschoperationen sind somit alle Oj%j Betrachten wir
nun die Derivation von C%  W E   Die Zahl der Blatter bzw inne
ren Knoten dieses Derivationsbaums ist durch jEj beschrankt Die Groe
des Kontextes %  in einem Blatt oder inneren Knoten ist durch OjEj! j%j
beschrankt Also hat eine einzelne Suche Einfuge oder Loschoperation den
Aufwand OlogjEj!j%j!j*j Da aber jedem Blatt maximal eine Suchope
ration und jedem inneren Knoten maximal eine Einfuge und Loschoperation
entsprechen ergibt sich die gewunschte Abschatzung
 ANHANG A BEWEISE
Lemma  Aufwand allgemeine Ausdrucke Es gibt eine Konstante
a so da fur beliebige % * E
TRC%  
W E    ajEjj%jm ! j*jm ! 
und
jCj  ajEjj%jm ! j*jm ! 
gilt
Uber den Aufwand zur Entscheidung von C wird hier nichts ausgesagt
Beweis
Wir beweisen das Lemma mit struktureller Induktion Wir fuhren die
Beweise fur jCj nicht da si genau denen fur TRC     entsprechen O wird
so verwendet da a nicht als Konstante zahlt also a 	
 O Wir durfen fur
a aber alle Ungleichungen verwenden die fur genugend groe a gelten also
zB a  a oder O  a
TRC%  
W x    Oj%jm  aj%jm
TRC%  
W EF  
 TRC
 %  W E   ! TRC
  %  W F   !O
 ajEjj%jm ! j*jm !  ! a
jF jj%jm ! j*jm !  ! a
 ajEjjF jj%jm ! j*jm ! 
TRC%  
W let x  E in F  
 TRC
 %  W E   ! TRC
   % x  C      W F   !O
 ajEjj%jm ! j*jm !  ! a
jF jj% x  C    jm ! j*jm !  ! a
 ajEjj%jm ! j*jm !  ! a
jF jj%jm ! jC
 j! j*jm !  ! a
 ajEjj%jm ! j*jm !  ! a
jF jj%jm ! j*jm ! 
!ajF jajEjj%jm ! j*jm !  ! a
 ajEj ! ajF j ! ajEjjF j ! aj%jm ! j*j! 
 ajEjjF j j%jm ! j*jm ! 
A KOMPLEXITAT DER TYPUBERPRUFUNG 
TRC%  
W  xE  
 TRC
  % x    W E   !O
 ajEjj%jm ! j*jm !  ! a
 ajEj j%jm ! j*jm ! 
TRC%  
W x x  P  	 in E  
 TRC
  % x  &&nP  	  W E   !OjP  	 j
 ajEjj%jm ! jP  	 j! j*jm !  ! ajP  	 j
 ajEjjPjj%jm ! j*jm ! 
TRC%  
W Di    Oj*jm  aj*jm
 ajDijj%jm ! j*jm ! 
TRC%  
W case F of fDi&yi  Eig  
 TRC




TRCi %&yi  &i  
W Ei  i !Oj*jm




ajEijj%jm ! j*jm !  ! aj*jm
 ajcase F of fDiyiEigjj%jm ! j*jm ! 
Lemma  Aufwand Ausdrucke der Form X Es gibt eine Konstante
a  so da fur % und * die den Anforderungen des Satzes genugen
TRC  c%  
W X    a jXj! j%jm ! j*jm
und
jCj  a 
gelten Dabei ist c true false oder indexfalse
 ANHANG A BEWEISE
Beweis
Wir zeigen dies durch Induktion uber die Struktur vonX Hier betrachten wir
a und b als Konstanten also O a  darf vorerst nicht als solche betrachtet
werden Aber wie oben durfen wir fur a  alle Ungleichungen verwenden die
ab einer Mindestgroe von a  gelten also zB O  a  Nach dem Lemma
oben gilt
TRC  true%  
W F    ajF jj%jm ! j*jm ! 
 ab ! b! b !   O  a 
Fur jCj gilt analog jCj  a 
Wir verfolgen den Typinferenzalgorithmus und die entstehenden Cons
traints unter der Annahme da der globale Typkontext % keine freien Va
riablen hat
C % f      W E   
C%  W x f     in E   ,
C  %  
W x f     in E    C  c % x  C      
W     
C  c  C  %  




 %  W let f      in X
   
Die beiden mit  markierten Regeln bei denen geschlossene Teilconstraints
vereinfacht werden Diese Optimierung ist notwendig um die Schranke zu
zeigen
Wir mussen zuerst zeigen da jC  j klein genug ist um die Induktionshy
pothese anzuwenden
C  &&n  	  P   &&nP  C    	
Der allquantizierte Teilausdruck ist geschlossen daher gilt
C  C
 
  &&n  	  P  c
  
Fur die Groe gilt also
jC  j  j&j! j&nj!  ! j	 j! jP j   ! b
A KOMPLEXITAT DER TYPUBERPRUFUNG 
Weiterhin ist  die einzig freie Variable in C Also hat auch C     keine






TRC  c      a
 jXj! j%jm ! j*jm
Fur die Groe von jCj gilt nun oensichtlich die Behauptung
Bei der Berechnung der Ausfuhrungszeit mussen wir nun auch den Auf
wand fur die Vereinfachungen mit einbeziehen
Zuerst ist
jCj  Oj j ! jCj  O ! a
jE jj%jm ! j j! j*jm !   O
Damit bekommen wir
TRC  c
     
 TRC  c  C
 
     !B
 jc  C  j
 TRC
 
     ! TRC  c     !O
 TRC     !B
 O ! a jXj! j%jm ! j*jm !O
 a jXj!O
Wir beachten dabei da auch cC ein geschlossener Constraint ist der
mit dem Entscheidungsalgorithmus zu c   zusammengefat werden kann
Der Beweis des eigentlichen Satzes ist nun trivial Beweis
Aus den Lemmata sehen wir da
TRC%  
W X    a jXj!O
und
TSC%  
W X    OjXj logjXj! j%jm ! j*jm
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