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Abstract
Dielectric polymers find an increased interest in research and development due to an intensive demand of
soft and flexible materials for electromechanical components. Dielectric polymers are excellent energy
converters because of high efficiency and energy density and have a vast area of application; primarily,
they are used in sensors and actuators. Due to tissue-like deformation properties, they are applied for
artificial muscles, prosthesis or implants, and are suitable for wearable and foldable electronics. In this
work, the viscoelastic behaviour of dielectric polymers is focussed, the frequently investigated acrylic
elastomer VBH49, which shows a pronounced viscous deformation, was chosen as material example.
A rectangular, dielectric elastomer membrane with compliant electrodes was selected as an example
for an actuator. Static and dynamic, voltage-controlled deformation of this idealised dielectric elastomer
actuator (DEA) is investigated numerically. Moreover, a global, structural failure mode called “Pull-in
instability“ is examined with regard to pre-stretch and viscous effects. The Euler-Lagrange formalism
is used at this to obtain equation of motion and viscous evolution equation. Using an energy approach,
a stability analysis is conducted to determine the critical parameters for instantaneous and time-delayed
dynamic Pull-in. The impact of cross-linking on dynamic deformation is investigated using a viscoelastic
Arruda-Boyce material.
Continuum mechanical models for electro-viscoelastic behaviour of solid dielectrics, based on a
coupling of electrostatic and mechanical stress, are formulated and implemented for small and large
deformation applying the Hooke and St.Vernant material law. Numerical solutions for a split of energy
function and deformation gradient into elastic and viscoelastic fractions are investigated in reference to
a similar split of the stress tensor. Benchmark tests are carried out to validate the models.
Non-polar dielectric polymers are used for the manufacturing of pseudo-piezoelectric structures de-
noted as ferro- or piezoelectrets. Ferroelectrets show piezo- and inverse piezoelectric properties after
an electric poling, whereby charge is trapped in the interface of layers with different susceptibility. In
this work, ferroelectret structures consisting of air-filled polymer cells from fluorinated ethylene propy-
lene (FEP) are investigated. In contrast to piezoceramics, these ferroelectrets are flexible and allow
large deformation; due to their ultra-softness they are suitable for applications activated by sound or
vibration. The micro-cellular ferroelectret structures, with measured d33 piezoelectric coefficients up to
160 pCN−1, are analysed by means of Finite-Element simulation. A volume interface element is for-
mulated therefore to map the charging process and the behaviour under compression. The influence of
geometry and mechanical boundary conditions on the effective Young’s modulus and the d33 coefficient
is studied using a linear model. Electrical and mechanical field distributions are analysed finally for three
geometries that either replicate a real cell structure, a simple rectangular structure, or a structure gained
from the simulation of FEP-tube compression.
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Zusammenfassung
Aufgrund der intensiven Nachfrage nach weichen und flexiblen, elektromechanischen Bauteilen, er-
fahren elektroaktive Polymere (EAPs) vermehrtes Interesse im Bereich Forschung und Entwicklung.
Wegen ihrer hohen Energiedichte und ihres hohen Wirkungsgrades sind sie exzellente Energiewandler.
EAPs finden Anwendung im Bereich Sensoren, Aktuatoren und Generatoren; sie können in künstlichen
Muskeln, Prothesen und Implantaten, sowie in trag- und faltbarer Elektronik eingesetzt werden. In
dieser Arbeit wurde das zur Gruppe der elektronischen EAPs zugehörige Acrylatelastomer VHB49 als
Materialbeispiel für einen dielektrischen Elastomeraktuator (DEA) ausgewählt.
Untersucht wird das elektrisch aktivierte, statische und dynamische Verformungsverhalten dieses
idealisierten Aktuators, bestehend aus einer Elastomermembran und nachgiebigen Elektroden. Ferner
wird ein globaler, struktureller Versagensmodus, bezeichnet als „Pull-in Instabilität“, in Hinblick auf
den Einfluss von Vorspannung und viskosen Effekten analysiert. Der Euler-Lagrange Formalismus wird
verwendet, um die Bewegungsgleichung des Systems und eine Evolution für die viskose Streckung
zu ermitteln. Der Einfluss der Molekülkettenvernetzung auf die dynamische Verformung wird anhand
eines viskoelastischen Arruda-Boyce Materials untersucht. Ausgehend von der freien Energie des Sys-
tems wird zur Bestimmung der kritischen Parameter für instantanen oder zeitverzögerten Pull-in eine
Stabilitätsanalyse durchgeführt.
Elektro-viskomechanische Materialmodelle, basierend auf einer Kopplung zwischen elektrostatis-
cher und mechanischer Spannung, werden für kleine und große Verformungen unter Verwendung von
Hooke und St.Vernant Material formuliert. Die Modelle für kleine Deformationen dienen hierbei als
Referenz für den Vergleich mit experimentellen Ergebnissen. Der Einfluss auf die numerische Lösung
bei einer Zerlegung des Spannungstensors in elastische- und viskoelastische Anteile wird im Vergleich
zu einer entsprechenden Zerlegung von Energiefunktion und Deformationsgradient untersucht. Hierfür
werden Benchmark Tests durchgeführt.
Nonpolare dielektrische Elastomere werden zur Herstellung von pseudo-piezoelektrischen Materi-
alen, sogenannten Ferro- oder Piezoelektrets verwendet. Diese Materialien zeigen piezo- und invers
piezoelektrische Effekte nach einer elektrischen Polung, bei der freie Ladung in den Grenzflächen zwis-
chen Schichten mit unterschiedlicher Suszeptibilität eingeschlossen wird. In dieser Arbeit wird eine Fer-
roelektretstruktur bestehend aus luftgefüllten Polymerzellen aus dem Fluorcopolymer Tetrafluorethylen-
Hexfluorpropylen-Copolymer (FEP) untersucht. Im Gegensatz zu Piezokeramiken sind diese Materi-
alien flexibel und hochgradig deformierbar. Aufgrund ihrer Weichheit eignen sie sich für Anwendungen
die durch Schall- oder Vibrationswellen aktiviert werden. Die mikrozellularen Ferroelektrestrukturen,
mit d33 Koeffizienten bis 160 pCN−1, werden unter Verwendung von Finite-Elemente Simulationen
analysiert. Zur Abbildung des Polarisierungsprozesses und des Verhaltens unter mechanischer Kom-
pression wird ein Volumengrenzflächenelement zur Steuerung der Grenzflächenpolarisation formuliert.
9
Der Einfluss von Geometrie und mechanischen Randbedingungen auf den effektiven E-Modul und den
d33 Koeffizienten wird mit einem linearen Modell untersucht. Abschließend werden elektrische und
mechanische Feldgrößenverteilungen anhand dreier Zellgeometrien, einer idealen Zelle, die eine reale
Struktur abbildet, einer rechteckigen Zelle und einer virtuellen Zelle, basierend auf Verformungssimula-
tionen von FEP-Röhrchen, untersucht.
10 Zusammenfassung
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List of symbols and abbreviations
· scalar product between two vectors
: scalar product between two tensors
⊗ dyadic product
εf strain in direction of electric field
ε component of linearised strain tensor
ε linearised strain tensor
ε mean value of a strain component
E electric field component
Y Young’s modulus
Y
′
storage part of complex Young’s modulus
Y
′′
loss part of complex Young’s modulus
YE effective Young’s modulus of a ferroelectret cell
µ shear modulus, Lamé constant
µ,G shear modulus
G
′
storage part of complex shear modulus
G
′′
loss part of complex shear modulus
K bulk modulus
pA actuation pressure
A surface
Ue electrostatic energy
VB breakdown voltage
χs susceptibility
0 vacuum permittivity
r relative permittivity
Fc Coulomb force vector
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q point charge
ρf averaged charge density free charges
ρp averaged charge density polarisation charges
ρ total averaged charge density current configuration
ρ0 total averaged charge density reference configuration
φ electrostatic potential
φmax peak value of a time function of an electrostatic potential
E,E0 electric field vector current configuration, reference configuration
Ec critical electric field
σE Maxwell stress tensor, assuming linear theory
SE Maxwell stress tensor, assuming non-linear theory
P polarisation vector
PO orientation polarisation vector
D,D0 dielectric displacement vector current configuration, reference configuration
σ, p surface charge density
x,X position vector current configuration, reference configuration
u,U displacement vector current configuration, reference configuration
1 unit tensor second order
1 unit tensor fourth order
F deformation gradient
Fpre deformation gradient due to pre-stretch
Fˆ deviatoric part deformation gradient
Fˆeα deviatoric part deformation gradient Maxwell element
Fˆvα deviatoric part deformation gradient dashpot
J determinant of F
χ push-forward
χ−1 push-backward
h,H displacement gradient tensor current configuration, reference configuration
l velocity gradient tensor current configuration
14 0. List of symbols and abbreviations
dx, dX line element current configuration, reference configuration
ds, dS surface element current configuration, reference configuration
dv, dV volume element current configuration, reference configuration
R rotation tensor
U right stretch tensor
v left stretch tensor
C right Cauchy-Green deformation tensor
b left Cauchy-Green deformation tensor
A Green-Lagrange strain tensor
a Euler-Almansi strain tensor
Hˆ Hencky strain tensor reference configuration
S 2.Piola-Kirchhoff stress tensor
S∞ time-independent part of the 2.Piola-Kirchhoff stress tensor
Sv time-dependent, viscous part of the 2.Piola-Kirchhoff stress tensor
P 1.Piola-Kirchhoff stress tensor
τ Kirchhoff stress tensor
Lv Lie time derivative
m mass
ρ density
v,V velocity vector current configuration, reference configuration
L linear momentum
J angular momentum
M momentum
Fm mechanical force∑
Freac sum of reaction forces
t Cauchy vector
b,B body force vector current configuration, reference configuration
Ekin kinetic energy
Epot potential energy
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Eext external energy
G thermal energy
gn, Gn heat flux over surface current configuration, reference configuration
r, R heat source current configuration
n,N normal vector current configuration, reference configuration
Pint internal mechanical work
Γ total entropy production
G˜ rate of entropy input
Θ absolute temperature
sc, s specific entropy current configuration, reference configuration
S entropy
u specific internal energy density
U˜ internal energy
u internal energy density
F˜ Helmholtz free energy
H˜ enthalpy
G˜ Gibbs free enthalpy
T temperature
Xv viscous internal variable
D dissipation
DΘ thermal dissipation
Dv viscous dissipation
Ψ free energy
Ψ0 hyperelastic free energy
Ψel vacuum part of electric free energy
ΨP polarisation part of electric free energy
ΨPv visco-electric part of electric free energy
Ψv visco-hyperelastic or viscoelastic free energy
Cv viscous right Cauchy-Green deformation tensor
16 0. List of symbols and abbreviations
τ v viscous part of Kirchhoff stress
beα tensor of elastic strain in a Maxwell element, current configuration
Mv Mandel type referential stress
T relaxation time
η shear viscosity
ηE elongation viscosity
ϕ0 fluidity
η0 viscosity after infinite time
τ shear stress
γ shear strain
αT thermal expansion
C heat capacity
Tg glass transition temperature
Ts melting temperature
t time
J(t) creep function
G(t) relaxation function
ld deformation-dependent load
W work done by external load
β positive factor > 0, determing the proportion of viscous stiffness in relation to total
stiffness
γ positive factor > 0, determing the proportion of dissipative resistance to total resistance
H,L geometry parameters
λ stretch, chain stretch, Lamé constant
λpe pre-stretch
λv viscous stretch
λc critical stretch
λf stretch at failure
tf time until failure
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c1, c2 constants
P external load
N number of cross-links
Λ chain stretch
Λv viscous part of chain stretch
r chain length
r0 chain length undeformed chain
I1 first invariant of left Cauchy-Green tensor
h mean value of displacement in compression direction
∆ time interval
C fourth order elasticity tensor, elasticity tensor St.Vernant material
EB electric breakdown field
Em electric field component perpendicular to an interface
18 0. List of symbols and abbreviations
1 Introduction
Electroactive polymers (EAPs) play an important role as material for electromechanical components.
EAPs are subdivided into ionic and electronic EAPs, distinguished by their chemical bond. In conduc-
tive, ionic EAPs [1, 2], free ions are transported due to diffusion processes. Electronic EAPs [3] exhibit
spontaneous or permanent dipoles where the electric charge is locally fixed. The electroactive behaviour
is caused by slight displacement or rotation of charge, called, dielectric displacement. Electrostrictive,
ferroelectric, as well as dielectric elastomers belong to this group whereby the first two types require
a crystal lattice. The latter type includes amorphous polymers. Dielectric elastomer (DE) denotes pri-
marily amorphous, cross-linked polymers that are interesting due to superb and reversible, hyperelastic
deformability even for large deformation. Since the deformation behaviour of DEs is similar to that of
human tissue, they are appropriate for artificial muscles in robots, implants in human bodies, prostheses,
wearable, and foldable electronics.
Most DEs are viscoelastic what is observable in a time-dependent creep- and relaxation behaviour
and goes along with a dissipation of energy. The cause of macroscopic viscous phenomena is a re-
adjustment of the thermodynamic equilibrium, which can be described by the mechanism of non-Fickian
diffusion. Dielectric dissipation in polar or polarised DEs, which is orientation or re-orientation of
dipoles or charge, is a mechanism that takes place in a measurable time interval. Continuum mechanical
models to describe viscoelastic dissipation are well known for elastic and hyperelastic materials, whereas
models to describe transient viscous and dielectric processes simultaneously are rare.
It is verified that viscoelastic and dielectric dissipation can be formulated using similar mathematical
expressions by assuming an “ideal“ dielectric; in an ideal dielectric there is no interaction between
identical dipoles and relaxation times are equal for all dipoles [4]. Dielectric dissipation can be described
then by a relation formulated by Debye in 1913, known also as Debye relaxation that defines a linear
rate for orientation polarisation [5]. A linear evolution equation for the viscous strain is given by the
Maxwell element, which represents a standard component in rheological models.
Most polymers are not ideal concerning the dipole interaction. In such cases, dielectric dissipation
is described by alternatives to Debye, e.g. Cole-Cole, Havriliak–Negami, which reproduce special func-
tions of loss and storage moduli of permittivity. What is more, specific dissipation functions can be found
by dielectric impedance spectroscopy (DIS) including several methods. DIS can be used to determine
frequency-dependent, relative dielectric constants [6]. For the determination of frequency-dependent,
viscoelastic parameters, like relaxation time and Young’s modulus, dynamic mechanical analysis (DMA)
can be applied [7]. Using this method, samples are tested at fixed frequency by variation of temperature
or vice versa. Dielectric and viscous parameters are recorded for a small frequency or temperature range
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and are extrapolated using the Williams-Landel-Ferry (WLF) relation [8] or approaches based on the
Arrhenius function.1
It is well known that dielectric and viscous relaxation behaviour is strongly influenced by the mi-
crostructure.2 An individual consideration of the polymeric material is therefore relevant when material
models are developed [9, 10]. Since this work has a numerical orientation, experimental characterisa-
tion of materials is beyond the author’s working scope. The model structure is therefore kept simple to
demonstrate an approach and to acquire a reference.3
Two materials are focussed, the amorphous, polar, acrylic dielectric elastomer VHB49, produced by
3M, was chosen since extensive scientific data and results are available in literature so that for an access
to the subject of this thesis a detailed picture can be placed in the background. The copolymer fluorinated
ethylene propylene (FEP) is a variant of Teflon with a lower melt viscosity. The thermoplastic, nearly
crystalline polymer, is non-polar and was used in the ferroelectret structures investigated in this work
in chapter 7 and 6. Since this work is in the theoretical realm material parameters are obtained from
literature which is assumed to be verified.
The thesis is structured as follows: Chapter 1 includes the argumentation of motives of this work.
Following, physical properties of focussed materials are described and applications for dielectric poly-
mers are introduced. In chapter 2, the underlying theory of electrostatics, mechanics, polymer physics
and numerics is explained. A continuum mechanical description of a viscous, dielectric Neo-Hooke ma-
terial is used to formulate the free energy of an ideal, pre-stretched dielectric elastomer actuator (DEA) in
chapter 3. 4 Dynamic deformation and stability behaviour of the DEA is investigated for voltage-control
by means of the equation of motion and critical values for Pull-in instability. An Arruda-Boyce material
is analysed alternatively to estimate the influence of chain-cross-linking. Three different models, A, B, C
for electro-viscoelasticity are introduced in chapter 4. A is a merely linear model, B and C are models for
large deformation using a St.Vernant material where the stress-strain relation is still linear. In model B,
the stress tensor, in model C, energy function and deformation gradient are split. A comparison between
analytical and numerical solutions for types of model is presented by the analysis of benchmark tests
under stress-, strain- and voltage-control. Chapter 5 introduces FE-models for the interface polarisation
of polymeric ferroelectrets for small and large deformation. Chapter 6 is concerned with the analysis
of structural effects like cell geometry and mechanical boundary conditions on the effective Young’s
modulus and the d33 coefficient of a ferroelectret cell, denoted as „ideal cell“, inspired by structures
manufactured and experimentally investigated in the working group of Prof. Heinz von Seggern. An
inward orientated pre-deformation that results from hot-forming is analysed by means of elasto-plastic
Finite-Element simulation. Simulation results for “ideal cell“, and two other geometry variations, “rect-
1 The equivalence of mathematical description of dielectric and viscous dissipation is used in the continuum mechanical
formulation of electro-viscoelasticity in chapter 4.
2 The specific molecule mass is an important parameter in this context.
3 From the author’s viewpoint it makes no sense to treat more sophisticated material descriptions if no experimental
verification is at hand.
4 Since experiments and calculations show that pre-stretching of electroactive membranes has an positive influence on the
electromechanical performance and stability, the activation energy is reduced because of geometric effects [11], electric
breakdown field is increased [12], and resonance frequencies can be shifted [13], the energy due to pre-stretch is included
into free energy additionally.
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angular cell“ and “virtual cell“, are presented in chapter 7. In chapter 8 results are finally summarised
and an outlook is given.
1.1 Motivation
Numerical simulation based on the Finite-Element method has established as an successful tool in de-
sign processes for a variety of engineering disciplines. Its importance and effectiveness will be increased
in future because of the improvement of computing power and the will for precision and cost saving
by digitisation and automation. Precision and quality of a numerical solution depends to a great extent
on the chosen material model. An intensive exploration of material behaviour and an adequate model
formulation is therefore worthwhile. The acquisition of knowledge about continuum mechanical de-
scription and implementation of dissipative, time-dependent features of dielectric polymers is the overall
intention of this thesis that is subdivided in four arguments.
1. High actuation voltage is necessary to activate dielectric polymer structures because permittivity
of those materials is low. One possibility to increase the electric field and thus the deformation
is a thickness reduction of the structure which leads to thin film applications. Besides electric
breakdown, material and structural instabilities like polymer specific creasing and electro-creasing
as well as global electromechanical buckling (Pull-in) determine the film thinness. Pull-in insta-
bility is a prominent failure mode and was examined by including inertia effects, for dynamic
assumptions are closer to reality.
2. In the merely mechanical description of materials, a consideration of large deformation is state-of-
the-art and already implemented in commercial software. The assumption of large deformation in
context with dielectric polarisation is still object of research. A dissipative continuum model for
large deformation orientation polarisation is therefore introduced.
3. A further motivation for this treatise was to have the possibility to estimate the piezoelectric coef-
ficient of cellular ferroelectret structures by means of numerical simulation. Since in context with
questions concerning the commercialisation of those structures, the time stability of piezoelec-
tric coefficient is of great interest, and experiments have shown that the time stability of cellular
ferroelectret structures is influenced by viscous and dielectric relaxation, a 3D model taking into
account viscous and dielectric dissipation is formulated.
4. This treatise also serves as an evaluation for the proposed numerical models and as guide for the
development of more specific material models.
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1.2 Materials
The next two subsections introduce two polymers, FEP and VHB, that are relevant in the investigated
context.
1.2.1 Fluoropolymer
The most prominent fluoropolymer is polytetrafluorethylen (PTFE), also denoted by the trade name
Teflon [14]. PTFE is non-polar and the interaction of molecule chains is rather modest. PTFE be-
haves thermoplastically what is attributed to a crystalline fraction up to 98%. It has a very high melt
viscosity and a good heat resistance (Ts=325 ◦C-335 ◦C). PTFE is synthesised from chloroform. Rheo-
logical investigation of PTFE is outlined in Calleja et al. [15] where in particular the transition behaviour
was examined. PTFE has two amorphous phases that relax at different glass transition temperatures of
Tg1=−103 ◦C and Tg2=116 ◦C. Copolymers made of PTFE and other fluoropolymers with lower viscos-
ity due to shorter molecules have been created to gain a better thermoplastic processability [16]. One of
these polymers is the copolymer fluorinated ethylene propylene (FEP), which has a lower thermal resis-
tivity (Ts=255 ◦C-285 ◦C) in comparison to PTFE, and exhibits a better temperature stability for electric
charge. The Young’s modulus is about 500MPa. FEP is primarily used as cable insulation material. Its
structural formula is
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Figure 1.2.1.: Chemical structure of FEP.
The left part of the structural formula in Fig. 1.2.1, describes fluoroethylene where hydrogen atoms
of ethylene are substituted by fluorine. The part on the right symbolises fluoropropylene where three
hydrogen atoms are substituted by fluorine and one hydrogen atom by trifluoromethyl (CF3). Cross-
linking of FEP 100 by irradiation has been investigated in [17]. The irradiation shows different effects
on the molecular structure. Cross-linking predominates over degradation for temperatures above the
glass I transition. It has been reported that an increase of cross-links by irradiation has no influence
on relative electric permittivity, which is in the order of 2 for room temperature, whereas viscosity is
raised. This can be observed in the curve progressions in Fig. 1.2.2 which show higher shear stresses
in the cross-linked material for a similar shearing rate. Shear-thickening flow behaviour of original and
irradiated FEP is shown by the rising of curves before the turn-off point. Linear curve progression in the
double-log plot indicates non-linear viscous behaviour of FEP.
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Figure 1.2.2.: Flow curve of original FEP 100 and cross-linked FEP, experimental results from [17].
1.2.2 Dielectric Elastomer
Dielectric elastomers (DEs) are discovered as attractive materials for soft sensors and actuators in the
early 1990s [18, 19, 20]. Four polymer groups: acrylic elastomers, silicones, polyurethanes and natural
rubber, have been intensively discussed in literature. A very good energy conversion or electromechani-
cal performance was observed in particular for acrylic elastomers and silicones [21], which are compared
in Capri et al. [22]. By Pelrine et al. [23], the electromechanical performance of a dielectric elastomer
is defined by the compression εf of the elastomer that stores an energy Ue, and has the charges Q+ and
Q− on opposite electrode surfaces A.
Figure 1.2.3.: Rectangular dielectric elastomer with thickness d and electrode surfaces A.
In case of a rectangular geometry with volume V = Ad, as shown in Fig. 1.2.3, the electrostatic energy
is given by Ue = 1/2εE2Ad, where ε = ε0εr is the permittivity of the elastomer and E is the electric
field. A variation of the thickness dd changes the surface dA and the potential energy dUe
dUe =
1
2εE
2A dd− 12εE
2 dA d. (1.2.1)
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For an incompressible material follows dA/A = −dd/d. Therefore dU = εE2A dd. The actuation
pressure is
pA =
( 1
A
)(dUe
dd
)
= εE2. (1.2.2)
The compression εf is the actuation pressure divided by the mechanical resistance of the elastomer,
given by the Young’s modulus
εf = −pA
Y
. (1.2.3)
Fig. 1.2.4 shows the electromechanical performances of DEs in comparison with natural muscle. Acrylic
elastomer has the highest deformability that is clearly better as for natural muscle and silicones.
Figure 1.2.4.: Logarithmic electromechanical performances of natural muscle and dielectric elastomer [24].
Acrylic Elastomer
Acrylic elastomer is a promising material because of an outstanding electromechanical performance,
especially under pre-stretch, which is applied if small forces at low voltages are needed as signal out-
put [25]. The acrylic elastomer VBH 4905/10, produced by 3M, has been frequently investigated. The
05 or 10 stands for the elastomer’s thickness expressed in 1× 10−4m. VHB is available as tape, pad
or film, single- or double-sided adhesive. VBH 49 is a copolymer consisting of polyacrylates that differ
in the substituent. The structural formula is shown in Fig. 1.2.5. The Young’s modulus is in the order
of 500 kPa. The microstructure of VBH 49 is amorphous whereby molecular chains are cross-linked.
Viscoelastic properties are very pronounced and were studied in detail in Michel et al. and Sahu and
Patra [21, 26] where strain-rate, time- and cyclic effects have been investigated. Hyperelastic behaviour
is characterised for strains up to 1300% at a strain rate of 0.16 s−1. The stress-strain curve shows that
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a description with a Neo-Hooke behaviour is reasonable for strains up to 200%. Up to 600% a Yeoh
or Gent material law can be applied. The stress-strain curve for higher strain cannot be described by
an established model for hyperelasticity. A discrete viscoelastic spectrum for VHB49 was determined
based on uniaxial experiments in [27]. It is shown that at least 20 Maxwell elements are necessary to
map the viscoelastic behaviour between −40 ◦C and 60 ◦C.
Pre-stretching of VBH 4910 improves its electromechanical performance, its relative electric permit-
tivity of 4.7 is thereby decreased [28, 29]. Interpenetrating networks (IPNs) formed by chemical bonds,
see Fig. 1.2.6b, can have a similar effect on εf but do not change the permittivity. Using IPNs has further
the advantage that the construction of applications can be simplified [30].
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Figure 1.2.5.: Chemical structure of VHB [31]
Figure 1.2.6.: Polymer network: (a) Cross-linked polymer, (b) Interpenetrating polymer network of two
cross-linked polymers, (c) Semi-interpenetrating polymer network of two cross-linked poly-
mers, picture schematically taken over from [32].
1.3 Applications
1.3.1 Electrets
In 1919, the first electret, a composite of Carnauba and bee wax polarised in an electric field at elevated
temperature, was manufactured by the Japanese scientist Mototaro Eguchi [33]. Electrets are dielectric
materials or composites of dielectric materials that show piezoelectric behaviour after an electric polar-
isation. Different classes of electrets can be defined by the poling method [34] whereby efficiency is
influenced by the chemical composition and microstructure. Electrets can be poled in an electric, mag-
netic or mechanical force field under the influence of electromagnetic radiation or temperature, or by
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combinations. That way, elevated temperature can increase the penetration depth and leads to a better
time stability of charge.
In the context of this thesis, structures of open, lined-up polymeric ferroelectret cells, consisting of
a polymer frame enclosing air are investigated.5 The structures are manufactured by hot-forming of
adjacent FEP-tubes. After sputtering of silver electrodes on lower and upper surface, direct charging
with voltages between 3 kV and 5 kV is used to trap free charge in the inner polymer edge layers what
leads to a remanent space charge polarisation. Free charge is generated by triggering breakdown events
of the enclosed air. The breakdown voltage or sparking potential depends on the gap width between
opposite charged electrodes and is defined by Paschen’s law, formulated first by Townsend
VB =
B
ln(Apd)− ln [ln(1 + γ−1)]pd. (1.3.1)
VB is the breakdown voltage, A and B are constants6. p is the gas pressure, d the gap’s width between
electrodes and γ the Townsend coefficient. Paschen’s law refers to a plate condenser and is derived from
the probability of impact ionisation.7
The breakdown voltage as function of d was measured for FEP/ePTFE8/FEP sandwich structures
with d33 coefficients between 100 pCN−1 and 1600 pCN−1 for a constant gas pressure in [38]. In ref-
erence to the Paschen’s curve of air, the curve for the sandwich is shifted to higher electric fields by a
factor of 50 kV cm−1 and decreases with the thickness of the porous layer. Electric (Paschen’s) break-
down events or atmospheric dielectric barrier discharges (DBDs) in air are associated with a donation of
electrons from N2 that was found by means of optical emission spectroscopy in Kozlov et al. [39]. With
this method light impulses are observable when micro-discharge takes place [40]. For a trapezoidally
voltage function applied on a tubular channel PP film, three voltage levels for Paschen’s breakdown were
identified in Qiu et al. [41, 42]. The first level is defined by the breakdown voltage, the second is ob-
servable at higher voltages and the third during the ramp down of voltage when a reversed electric field
is built and back discharge takes place.
Polypropylene (PP) is a classical non-polar material for voided ferroelectrets. Its melting temperature
Ts is about 160 ◦C and the space charge is stable up to 60 ◦C [45]. In latest research FEP is focussed
because of its high temperature resistivity, which allows charging at higher temperature that stabilises
the charge up to the poling temperature [46]. Besides temperature stability, the time stability of the
d33 coefficient is decisive for the use; the d33 is influenced by viscous and dielectric relaxation, and
in closed structures by air flow effects9. For the open FEP/ePTFE/FEP sandwich discussed above, a
5 See Fig. 1.3.1a
6 A = pir
2
I
kBT
, B = pir
2
IEI
kBTe
, kB is the Boltzmann constant, T the temperature, rI the radius of an ion, EI the energy of a
charged particle and e=1.62× 10−19 C the unit charge.
7 Paschen’s curve is not clearly determined for gaps in the order between 1 µm-10 µm [35] where an interaction of two
discharge mechanisms takes place. Surface and avalanche discharge mechanism are still object of scientific investiga-
tion [36, 37].
8 The abbreviation ePTFE stands for expanded PTFE.
9 For a mainly closed pore structure of cellular PP, an increase of d33 with time is reported in [47]. Measurements
show an initial d33 about 110 pCN−1 that grows to 250 pCN−1 within one hour. In Gaal et al. [48] viscoelastic
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Figure 1.3.1.: Possible ferroelectret geometries: (a) Cellular structures. (b) Sandwich structure with cellular
PP, SEM picture PP [42]. (c) Possible structures of ePTFE [43, 44].
strong decrease of d33 from 800 pCN−1 to 400 pCN−1 under the impact of a static mechanical force
of 3.93 kPa during a time period of six days is reported in [46]. Creeping of the softer ePTFE layer
is assumed to be the reason for the reduction. Experiments also show viscoelastic behaviour of the
described cell structures from FEP-tubes, which is attributed to the viscous properties of FEP.10
1.3.2 Dielectric elastomer applications
The design of DE based applications starts in the 1990s with the work of Kornbluh et al. [24] who
investigated dielectric elastomers as material for artificial muscle. First, the usage for planar, linear,
actuators similar to Fig. 3.3.1, was examined [51, 52]. Design alternatives like linear rolled or bended
as well as folded or stacked structures followed.11 Three overviews, Capri et al., Kornbluh et al.,
O’Halloran et al. [22, 56, 57], in which prototypes are introduced, are recommended to the interested
reader. Clamped, circular membranes covered with compliant electrodes, called diaphragm actuators are
of particular interest and can be used for pumps, electric generators, loud speakers or in tactile feedback
devices [58]. Circular membranes are lenticular deformed in the rest state to avoid non-axialsymmetric
deformation modes; shaping by means of a support is illustrated in the left of Fig. 1.3.3 where the
work method of a buckling dielectric elastomer actuator (DEA) is demonstrated. In electric activation,
the membrane, which is fixed in a rigid frame, deforms out-of-plane due to electrostatic instability. A
properties of cellular PP ferroelectrets are examined for different excitation frequencies. Dynamic mechanical analysis
(DMA) was used to investigate frequency dependence of in-plane and out-of-plane Young’s moduli Y11 and Y33 in the
lower frequency range (1Hz). Laser doppler vibrometry (LDV) was applied to analyse Y33 for higher frequencies. The
DMA method shows a non-linear frequency dependence of storage component Y ′33, while the LDV method shows linear
behaviour. Air flow between pores is presumed to increase the d33 in DMA experiments. Also, Kressmann [49] have
reported that airflow between bubbles and surrounding air leads to growing of the d33 for low frequencies
10 Viscous properties of FEP are studied in [50]
11 See Fig. 1.3.2.
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(a) (b)
Figure 1.3.2.: (a) Rolled DEA with a bending and an elongation deformation mode that can be controlled
by activation of different electrode surfaces [53, 54]. (b) Folded DEA structure [55].
buckling DEA array is shown in the right of Fig. 1.3.3. Such a design can be used e.g. for smart surfaces.
A flat dynamic loudspeaker that works on the same principle is introduced in Rustighi et al. [59]. Due
to stiff microscopically perforated electrodes a homogeneous strain distribution and constant device
dimensions can be achieved.
Figure 1.3.3.: Diaphragm DEA [60], [61].
Sensors, which transduce mechanical into electrical signals, are a further application for DE. In
large area compression sensors sandwiches of dielectric material and electrode surface are stretched by
compression of waved profiles, like illustrated in Fig. 1.3.4. The thickness of the dielectric is thereby
reduced and capacitance is enlarged [62]. This kind of sensors is usable for sensor mats to determine a
weight distribution, e.g. in car seats or medical applications.
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Figure 1.3.4.: Operating principle of a DE sensor mat. An electrode-dielectric sandwich is deformed by the
compression of two waved profiles.
What is more, capacitive pressure sensors can be used in foldable keyboards; a programmable poly-
dimethylsiloxane PMDS silicon rubber keyboard detecting touch in two dimensions is introduced in Xu
et al. [63]. DE capacitive pressure sensors can be found, in wearable or implantable electronics, their
use however is limited due to low sensitivity and slow response because of the small Young’s modu-
lus of elastomers [64]. The use of DE is customary e.g. for planar or lens-shaped sensor and actuator
components [65, 66].
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2 Theoretical background
2.1 Dielectric polarisation mechanisms
Mechanical strain due to a displacement of point charge within a crystal lattice is called electrostric-
tion, which is parametrised by the electrostriction coefficient. A generation of electric fields by charge
displacement due to mechanical force is called piezoeffect [67]. This definition as well as the defini-
tion of the inverse-piezoeffect, which is a mechanical response to an electric field, is independent of the
microstructure.
In this work, polymeric dielectrics are regarded where lattice effects play a subordinate role and
charge displacement is attributed to four types of polarisation [68]. The first type is electronic polar-
isation that takes place on the atomic scale by a displacement of the centre of negative electron cloud
relative to nucleus position. Atomic polarisation, the second type, is displacement of atoms or molecules
as consequence of electronic polarisation. Electronic and atomic polarisation occur within a very short
time-period in the order of 10× 10−10 s, which can be considered as instantaneous. Both types are
hardly influenced by temperature because these phenomena are intra molecular, strain and polarisation
is proportional to the applied electric field. Amorphous polymers consist of macromolecules that can
have permanent dipoles. Organic dielectric fluids or dielectric gases consist of freely rotatable dipoles.
The moving of dipoles is called orientation polarisation which is the third mechanism described by re-
laxation times in the order of 10× 10−5 s [34]. The fourth polarisation type is space charge polarisation
which includes a mechanism called interface polarisation. This type specifies diffusion of charge carriers
along an applied electric field. Space charge polarisation takes place in higher electric fields and is the
mechanisms to charge interfaces of the FEP-ferroelectret structures introduced in detail in chapter 6.
2.2 Electrostatics
The basic equations of electrostatics in vacuum and medium are summarised in reference to Landau and
Lifshitz, Meschede, Wipf, Fließbach [4, 67, 69, 70].
2.2.1 Electrostatics in vacuum
Coulomb’s law is given here for the SI-system, it defines the interaction or Coulomb force Fc between
two static point charges q1 and q2
Fc(x) =
q1q2
4pi0x2
x0 =
q1q2
4pi0
x1 − x2
|x1 − x2|3 . (2.2.1)
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x is the distance between the points and x0 is their connection vector. x1 and x2 are the position vectors
of the point charges q1 and q2. From the right side of Eq. (2.2.1) can be seen that the Coulomb force has
a 1/x2 dependence. The pre-factor 1/4pi0 defines the interaction strength. 0 is the vacuum permittivity
(0=8.854 187 817× 10−12 Fm−1). In the Gauss-system this pre-factor is set to 1. Interaction between
one point charge q and point charges q1, ..., qN with positions x1, ..., xN results in a force
Fc(x) =
N∑
i=1
q qi
4pi0
x− xi
|x− xi|3 = q E(x). (2.2.2)
The electric field vector E(x) is the electrostatic force divided by the point charge q
E(x) = Fc(x)
q
=
N∑
i=1
qi
4pi0
x− xi
|x− xi|3 . (2.2.3)
A charge density %(x) = chargevolume summarises the charge of N point charges on the microscopic scale.
%(x) =
N∑
i=1
qi δ(x− xi). (2.2.4)
The electric field of a charge density is approximated by discrete point charges qi of position xi assigned
to a partial volume Vi, see appendix A.1. Vref is the sum of the partial volumes and is assumed to be
much larger than an atomic volume. A formulation of the Coulomb’s law referring to a charge density,
with x′ as position of a reference point in Vref is given as
E(x) = 14pi0
∫
Vref
%(x′) x− x
′
|x− x′|3 dV. (2.2.5)
The electrostatic potential φ(x) can be derived from Eq. (2.2.5) using
grad
1
|x− x′| = −
x− x′
|x− x′|3 , (2.2.6)
E(x) = 14pi0
∫
Vref
%(x′) x− x
′
|x− x′|3 dV = −grad
1
4pi0
∫
Vref
%(x′)
|x− x′| dV = −grad φ(x), (2.2.7)
with
φ(x) = 14pi0
∫
Vref
%(x′)
|x− x′| dV. (2.2.8)
The electrostatic potential of a point charge is
φ(x) = 14pi0
q
|x− x0| . (2.2.9)
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The Maxwell equations for time-independent fields can be derived from (2.2.7) when the Laplace oper-
ator is applied on the electrostatic potential φ, defined in Eq. (2.2.8) 1
div E(x) = 1
0
%(x), (2.2.10)
rot E(x) = 0, with (2.2.11)
∆φ(x) = −%(x)
0
. (2.2.12)
Eq. (2.2.12) is denoted as Poisson’s equation. In case the reference volume is free from electric loading,
the right side of Eq. (2.2.12) vanishes and Eq. (2.2.12) becomes the Laplace’s equation. Eq. (2.2.10) can
be written as an integral in case the Gauss’s theorem is applied
∮
A
E(x) · dA =
∫
V
1
0
%(x) dV = QV . (2.2.13)
Eq. (2.2.13) is denoted as Gauss’s law, where QV is the volume charge. The Coulomb force resulting
from a charge density %(x) can be derived from 2
Fc(x) =
∫
V
f E(x) dV =
∫
V
%(x)E(x) dV =
∫
V
0 [div E(x)]E(x) dV
=
∫
V
0 [div (E⊗ E)− gradEE] dV = 0 div
∫
V
(
E⊗ E− 12(E · E)1
)
dV,
(2.2.14)
where f E is the electric force density formulated via Gauss’s law as
f E = div σE.
(2.2.15)
By inserting Eq. (2.2.15) into Eq. (2.2.14) the Maxwell stress in vacuum is written as 3
σE = 0
(
E⊗ E− 12(E · E)1
)
. (2.2.16)
2.2.2 Maxwell stress tensor in solid dielectrics for large deformation
The Maxwell stress for large deformation can be described by a material-inherent and strain-dependent
permittivity. Measurements of strain-dependent permittivity were conducted for VHB whereby results
have a massive scattering as reported in [71]. A stretch of 5% modifies the permittivity between nearly
zero and up to 44% [72, 73]. In a mirostructural approach, the variation of permittivity is associated with
1 ∆ 1|x−x0| = −4piδ(x− x0).
2 EkEj,k = −Eiφ,jk= EkEk,j =
(1
2EkEkδij
)
,i
, div(u⊗ v) = u div v+ (grad u)v
3 1 is the second order unit tensor.
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a strain induced change of the birefringence. Based on this observation, a model to describe the permit-
tivity as a function of strain was developed using statistical mechanics in Jiménez and McMeeking [71].
2.2.3 Electrostatics in dielectric solids
“The fundamental property of dielectrics is that a constant current cannot flow in them.“, is stated by Lan-
dau and Lifshitz [4] in 1960. Dielectrics have the possibility to trap charges and to restrict and slow down
their moveability; under the influence of an electric field, charge is slightly moved due to polarisation
mechanisms. Positive charge is orientated in direction of the applied electric field, negative charge in the
opposite direction. Charge or dielectric displacement is described by the polarisation vector P(x), see
Eq. (2.2.18), which is composed of fractions of the four polarisation types: electronic, atomic, orienta-
tion and space charge polarisation, described in section 2.1.4 Orientation polarisation PO(x) arise by the
orientation of dipole moments between point charges, PO = qx. Assuming a continuous charge density
the dipole moment in the regarded volume is∫
Vref
r′%p(x′) dV =
∫
Vref
PO(x′) dV. (2.2.17)
For the ideal case, polarisation is a linear function of the electric field where the susceptibility χs is
the slope
P(x) = D(x)− 0E(x) = (r − 1)E(x)0 = χsE(x)0, (2.2.18)
D(x) is the dielectric displacement or induction. The component of P normal to the surface of the
dielectric defines the surface charge density σ
σ = Pn. (2.2.19)
The superposition of a polarisation charge density %p with a mobile charge density %f gives the total
charge %
%(x) = %f (x) + %p(x) = %f (x)− div P(x). (2.2.20)
Inserting Eq. (2.2.10) into Eq. (2.2.20) leads to
div E(x) = 1
0
%(x) = 1
0
%f (x)− 1
0
div P(x). (2.2.21)
Defining the dielectric displacement as
D(x) = 0E(x) + P(x), (2.2.22)
Eq. 2.2.21 can be written as
div D(x) = %f (x). (2.2.23)
4 A description of polarisation types is given in Kao [34].
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The component of the dielectric displacement perpendicular to a surface of a dielectric body surrounded
by vacuum is5
Dn = −∂φ
∂n
= σ, (2.2.24)
where n is the surface normal. r is the relative permittivity,  = 0r the absolute permittivity.
Figure 2.2.1.: Refraction of electric and dielectric displacement. Field lines in adjacent dielectrics with
different electric permittivities r1 and r2 , whereby r2 > r1 .
Following relation holds for an interface between two dielectric materials with different permittivities
[[D · n]] = (D+ − D−) · n = (D2 − D1) · n = p, with D2 > D1 (2.2.25)
where p is free interface charge. The electric field in the interface does not have a tangential component,
(E1 − E2) · t = 0, with E2 > E1 (2.2.26)
where t is the tangential vector of the surface. For a charge-free interface, refraction of electric field lines
is described by
|E1| sin α1 = |E2| sin α2, |D1| cos α1 = |D2| cos α2, (2.2.27)
from which follows
tan α2
tan α1
= r2
r1
, with r2 > r1. (2.2.28)
In a conductor, r → ∞. Therefore Eq.2.2.28 leads to α1 = 0. The electric field lines in the dielectric
with r1 are then perpendicular to the interface.
5 In this thesis the surface charge density σ is also denoted as p in case free interface charge is meant.
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2.3 Mechanics
2.3.1 Basics of continuum mechanics
The subject of continuum mechanics is the mathematical description of time-dependent movement and
deformation of bodies in space seen from a macroscopic viewpoint. A body is imagined as an accumu-
lation of particles or material points. Two different configurations or frames are defined to formulate
the kinematics: The reference configuration, which defines an initial state at t = t0 before movement,
described by material coordinates (X1, X2, X3), and the current configuration regarding the body after
motion at time t = tn, described by spatial coordinates (x1, x2, x3). Fig. 2.3.1 illustrates both states: (a),
reference configuration with volume Ω0 and (b), current configuration with volume Ω. The boundary of
the body is exposed to external impacts that can be electrical (φ, q), mechanical (T , t) or thermal (G, g)
in the context with this thesis. (B, b) and (R, r) are internal force- and thermal sources. χ denotes the
motion or deformation of the body from reference into current configuration.
Figure 2.3.1.: Body as part of a time-space continuum: (a) Reference configuration, (b) Current configu-
ration. Electric boundary conditions are defined on boundaries ∂Ωφ and ∂Ωq. An electric
potential is prescribed on ∂Ωφ, whereas on ∂Ωq a charge density is given.
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Moving of bodies
The vectors x and X describe positions of material particles in Ω and Ω0, respectively. x and X are
transferred into each other due to the deformation χ of the body, which is invertible.
x = χ(X, t),
X = χ−1(x, t).
(2.3.1)
A tensorial measure of deformation is the deformation gradient F and its inverse F−1
F(X, t) = ∂χ(X, t)
∂X
= Grad x(X, t),
F−1(x, t) = ∂χ
−1(x, t)
∂x
= gradX(x, t).
(2.3.2)
The displacement from positions x to X is given as spatial or material displacement field u or U
u(X, t) = x(X, t)− X,
U(x, t) = x− X(x, t). (2.3.3)
The spatial and the material displacement gradient tensors h and H are
h = gradu = grad x− gradX(x, t) = 1− F−1(X, t),
H = GRADU = GRAD x(X, t)− GRADX = F(X, t)− 1. (2.3.4)
The spatial velocity gradient is defined by
l(x, t) = ∂v(x, t)
∂x
= gradv (x, t) = F˙F−1. (2.3.5)
Line, surface and volume elements can be transferred from the reference configuration into the current
configuration as follows
dx = F(X, t)dX,
ds = JF−T (x, t)dS,
dv = JdV,
(2.3.6)
with J = detF. The second equation in Eq. (2.3.6) is known as Nanson’s formula. The deformation
gradient can be decomposed in a rigid body rotation and a stretching or contraction
F = RU = vR,
whereby
RTR = 1, U = UT , v = vT .
(2.3.7)
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R is called rotation tensor. U and v are called right and left stretch tensor. Previously in the text, U
describes the material displacement vector. This ambiguity is common in literature. In the remainder of
this chapter U denotes the right stretch tensor. Quadratures of U and v give the right- and the left Cauchy
Green tensor. Left and right are thereby referred to the position in the decomposition of deformation
gradient in Eq. (2.3.7).
U2 = C,
v2 = b.
(2.3.8)
Stresses and strains
Stress and strain measures are distinguished by their configuration into Lagrangian and Eulerian; that
specifies also the perspective of the observer.6 Their formulation is based on the deformation measures
F, R, U, introduced in the previous subsection. C = FTF is the right Cauchy-Green tensor, assigned to
reference configuration, and b = FFT the left Cauchy-Green tensor assigned to current configuration.
The Green-Lagrange strain tensor, here denoted as A 7
A = 12(C− 1) =
1
2(F
TF− 1), (2.3.9)
is used in the formulation of large deformation material laws in this thesis. The Euler-Almansi strain
tensor, denoted as a, is the counterpart of the Cauchy-Green tensor allocated to current configuration
a = 12(1− b
−1) = 12(1− F
−TF−1). (2.3.10)
Strain measures can be transformed into each other using a push-forward χ(•) or a pull-back χ−1(•)
operation
a = F−TAF−1 = χ(A),
A = FTaF = χ−1(a).
(2.3.11)
The Lagrangian Hencky strain tensor Hˆ is defined as in [74]
Hˆ = lnU = 12 ln
(
FTF
)
= 12 lnC.
(2.3.12)
The choice of the strain measure has to be synchronised with experimental data, for numerical values
of strains vary with the used strain measure as discussed in chapter 3 of Altenbach [74]. Strain and
stress measures are work-conjugated. The symmetric, Eulerian Cauchy stress tensor σ is equivalent to
true stress and conjugated to Hencky strain. The symmetric, Lagrangian 2.Piola-Kirchhoff stress S is
6 Reference configuration is associated to the Lagrangian specification where the observer follows an individual particle as
if it moves through space and time. The current configuration uses the Eulerian specification that implies a perspective
as if the observe is sitting on the particle and watching the moving surrounding.
7 In literature, the Green-Lagrange strain tensor is usually denoted as E or G but these symbols are used otherwise in this
thesis.
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conjugated to Green-Lagrange strain. The 2.Piola-Kirchhoff stress tensor is often denoted as “Pseudo
stress“ because it has no physical meaning and is rather a definition based on the asymmetrical 1.Piola-
Kirchhoff stress. The 2.Piola-Kirchhoff tensor can be obtained from the Cauchy stress tensor
S = JF−1σF−T. (2.3.13)
The asymmetric 1.Piola-Kirchhoff stress tensor P is defined by
P = FS. (2.3.14)
Lie time derivative
The Lie time derivative describes a temporal change of a spatial field f(x, t) relative to a material field
F (X, t)
Lv = χ
(
D
Dt
χ−1f
)
= χ(F˙ ). (2.3.15)
The spatial field f(x, t) is first transformed into reference configuration where the time derivative is
carried out, and then transformed back to current configuration. Thus an objective rate of a spatial
field can be obtained. The Lie time derivative is used for the spatial formulation of dissipation rates in
viscoelastic materials.
Split of the deformation gradient
The state-of-the-art in continuum mechanical formulation of plasticity and viscoelasticity is to assign
the dissipative part of free energy to the deviatoric part of deformation. Coming from metal plasticity
where dislocation movement can explain this assignment, the concept is used for polymers too, since
appropriate models enable a good adjustment to measurement curves.
Figure 2.3.2.: Split of the deformation in a Maxwell element.
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A split of the deformation in a Maxwell element, which covers the time-dependent behaviour and con-
sists of spring and dashpot, is carried out by a decomposition of the deformation gradient multiplicatively
by
F = J 13 Fˆ, J = detF. (2.3.16)
J
1
31 is the isochoric and Fˆ the deviatoric part. Assuming a rheological model containing α parallel
Maxwell elements, deviatoric parts are further split into instantaneous and time-dependent parts
Fˆ = FˆeαFvα. (2.3.17)
Fˆ can be interpreted as 3D formulation of the sum of stretches in the Maxwell elements, see Fig. 2.6.2
whereby Fˆeα is the stretch in the springs and Fvα maps the motion of the dashpots.
Balance laws
Physical and chemical processes underlie balance principles. Mechanical and electrostatic balance laws,
interesting for this work, are recapitulated in this section. Fundamentally, it has to be distinguished
between closed systems without any kind of flux over the boundary ∂Ω, and open systems that have
an exchange of material or energy with the environment. In a closed system, conservation of mass is
expressed by
m(Ω0) = m(Ω) > 0. (2.3.18)
For all times t, the mass rate is assumed as
m˙ = D
Dt
∫
Ωc
ρ(x, t)dv = 0. (2.3.19)
In an open system, the mass rate in a control volumeΩc is equal to the negative flux ρv over the boundary
m˙ = D
Dt
∫
Ωc
ρ(x, t)dv = −
∫
∂Ωc
ρ(x, t)v(x, t) · nds. (2.3.20)
Equivalent relations can be assumed for the conservation of charge density. In case charge sources are
taken into account, follows for the charge rate
Q˙V =
D
Dt
∫
Ωc
%(x, t)dv = −
∫
∂Ωc
%(x, t)v(x, t) · nds+
∫
Ωc
%(x, t)dv . (2.3.21)
Another two mechanical balance laws are the balance of linear and angular momentum, here de-
scribed for an open system
L˙(t) = D
Dt
∫
Ω
ρv dv = D
Dt
∫
Ω0
ρ0V dV = Fm(t), (2.3.22)
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J˙(t) = D
Dt
∫
Ω
r× ρv dv = D
Dt
∫
Ω
r× ρ0V dV = M(t). (2.3.23)
The force Fm(t) consists of two parts
Fm(t) =
∫
∂Ω
t ds+
∫
Ω
b dv , (2.3.24)
t is the traction vector on the boundary and b is the body force.
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2.4 Thermodynamics of continua
Material behaviour of dielectric solids is governed by thermodynamic principles that are explained in
this section. The first law of thermodynamics describes the conservation of energy in a system. It
may be understood as an extension of the balance of mechanical energy that follows from the balance of
the linear momentum, Baehr [75]. 8 The first law in energy rates is formulated as in Holzapfel [76]
d
dt
Ekin(t) +
d
dt
U˜(t) = Eext(t) + G(t). (2.4.1)
Ekin is the kinetic energy in the regarded volume 9
Ekin =
∫
Ω
1
2ρv
2 dv . (2.4.2)
The internal energy U˜, which is a thermodynamic potential, given in the current configuration as∫
Ω ρu(x) dv, and in the reference configuration as
∫
Ω0 ρ0U(X) dV, is the integral of the specific in-
ternal energy density.10 The right side of Eq. (2.4.1) contains work rates of external forces like
Eext =
∫
∂Ω
t · v ds+
∫
Ω
b · v dv
︸ ︷︷ ︸
mechanical
−
∫
∂Ω
φ
d(% ds)
dt
+
∫
Ω
φ
d(% dv )
dt︸ ︷︷ ︸
electric
=
∫
∂Ω
t · v ds+
∫
Ω
b · v dv
︸ ︷︷ ︸
mechanical
−
∫
∂Ω
φ
d(D · n ds)
dt
+
∫
Ω
φ
d(D · n dv )
dt︸ ︷︷ ︸
electric
G =
∫
∂Ω
gn ds+
∫
Ω
ρr dv
︸ ︷︷ ︸
thermal
(2.4.3)
G is the rate of thermal work, gn the heat flux, normal to the surface of volume
gn(x,n) = −g(x) · n. (2.4.4)
ρr(x, t) is a scalar field that denotes specific heat sources.11 External power rates due to charge displace-
ment are derived from the incremental work of a charge density [4]
δΠ =
∫
V
φδ% dV. (2.4.5)
8 See Eq. 2.3.22.
9 Time-dependence is assumed, but omitted in the notation to simplify expressions.
10 The integral of specific internal energy density is described in Eq. (2.4.11).
11 See Fig. 2.3.1.
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In case the system is in the current configuration, electric power in Eq. (2.4.3) is not only changed by
charge rate, but also by geometry variation; the time derivative has to be considered for volume and
surface increments. For the time derivatives following interrelations are used 12
d˙s = (J˙F−T + J F˙−T)dS = (div v 1− lT )JF−TdS,
=div v ds− lT ds,
d˙v = J˙dV = div v dv .
(2.4.6)
With ds = dsn, the electric parts of external energy are written as
∫
∂Ω
φ
d(D · n ds)
dt
=
∫
∂Ω
φ
[
D˙ + D(div v 1− lT )
]
nds,
=
∫
∂Ω
φ
[
%˙+ %(div v 1− lT )
]
ds,
∫
Ω
φ
d(% dv )
dt
=
∫
Ω
φ (%˙+ % div v) dv .
(2.4.7)
Assuming that potential and kinetic energy are equal to zero, the first law in Eq. (2.4.1) can be formulated
for the reference configuration
d
dt
∫
Ω0
ρ0U dV =
∫
∂Ω0
(
T · V + GN − φD˙0 · N
)
dS +
∫
Ω0
(
B · V + ρ0R+ E0 · D˙0
)
dV. (2.4.8)
By applying the divergence theorem on electric boundary forces13, and∫
Ω0
P : F˙ =
∫
∂Ω0
T · V dS +
∫
Ω0
B · V dV, (2.4.10)
follows
d
dt
∫
Ω0
ρ0U dV =
∫
Ω0
(
P : F˙ + E0 · D˙0 − DIVG + ρ0R
)
dV (2.4.11)
for the rate of internal energy. It should be mentioned that the internal energy rate in entropic elastic,
rubber-like materials is nearly zero. Internal energy does almost not change with deformation (purely
entropic theory) or only in dependency of hydrostatic deformation (modified entropic theory). By as-
12 Compare [76], chapter 2.7.
13 ∫
∂Ω0
φ
d(D0 · N dS)
dt
=
∫
Ω0
DIV
(
φD˙0
)
dV =
∫
Ω0
(−E0 · D˙0 + φDIV D˙0) dV, (2.4.9)
.
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suming that the volume, taken into account, is arbitrary, a local specific internal energy rate with respect
to the reference configuration is obtained
ρ0U˙ = P : F˙ + E0 · D˙0 − DIVG + ρ0R. (2.4.12)
For the current configuration follows
ρu˙ = σ : d˙ + E · D˙− div g + ρr, (2.4.13)
where d is the symmetric part of the spacial velocity gradient l.14
The Second law of thermodynamics explains the directionality of natural processes referring to the
entropy, which is a state variable and can be seen in relation to the number of possible micro processes in
a system. The second law states that entropy can never decrease with time in a closed system [77]. The
specific entropy is denoted as sc = sc(x) in the current, and as s = s(X) in the reference frame whereby
S = ∫Ω ρsc(x) dv = ∫Ω0 ρ0s(X) dV. By the definition of Clausius, the second law states that the total
entropy production is always greater or equal to zero
Γ = d
dt
S− G˜ ≥ 0. (2.4.14)
G˜ is the rate of entropy input
G˜ = −
∫
∂Ω
g
Θ
· nds+
∫
Ω
ρr
Θ
dv = −
∫
∂Ω0
G
Θ
· Nds+
∫
Ω0
ρ0R
Θ
dV, (2.4.15)
which is equal to the rate of thermal power, divided by the absolute temperature Θ. Inserting G˜ into
Eq. (2.4.14) gives the Clausius-Duhem inequality
Γ = d
dt
∫
Ω
ρsc dv +
∫
∂Ω
g
Θ
· nds−
∫
Ω
ρr
Θ
dv = d
dt
∫
Ω0
ρ0s dV +
∫
∂Ω0
G
Θ
· Nds−
∫
Ω0
ρ0R
Θ
dV ≥ 0.
(2.4.16)
The divergence theorem is applied to derive a local energy density from Eq. (2.4.16). The formulation
for the reference configuration follows by an elimination of heat source R using Eq. (2.4.12)
ρ0Θs˙− 1
Θ
G · GRADΘ − ρ0u˙ + P : F˙ + E0 · D˙0 ≥ 0. (2.4.17)
Common thermodynamic potentials of dielectric systems and their incremental forms are described sub-
sequently in Tab.2.1.
14 See Eq. (2.3.5).
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Thermodynamic potential Increment
Internal energy, variation of p U˜ dU˜ = TdS+ E0 · dD0
Internal energy, variation of φ U˜ dU˜ = TdS− E0 · dD0
Helmholtz free energy F˜ = U˜ − TS dF˜ = −SdT − E0 · dD0
Enthalpy H˜ = U˜ dH˜ = TdS− E0 · dD0
Gibbs free enthalpy G˜ = H˜− TS dG˜ = −SdT − E0 · dD0
Table 2.1.: Thermodynamic potentials and their incremental forms.
The Helmholtz energy is used to describe processes in which the temperature remains constant. In case
a chemical potential is included in the energy balance, e.g. for investigation of phase transitions or in
context with electromechanical couplings, Gibbs enthalpy is used. For constant temperature, Helmholtz
energy and Gibbs free enthalpy are equal for the kind of electromechanical systems discussed here.15
Free energy density is therefore unspecifically denoted as Ψ. A Legendre transformation of Ψ relates the
free with internal energy density 16
Ψ = ρ0 (u− Θs)− E0 · D0, (2.4.18)
and has a time derivative
Ψ˙ = ρ0
(
u˙− Θ˙s− Θs˙
)
− E˙0 · D0 − E0 · D˙0. (2.4.19)
By inserting Eq. (2.4.19) into Eq. (2.4.17), Θ and E become the independent variables. When the energy
rate is influenced by viscous dissipation follows
Ψ˙ = ∂Ψ
∂F
: F˙︸ ︷︷ ︸
mechanical
+ ∂Ψ
∂E0
: E˙0︸ ︷︷ ︸
electric
+ ∂Ψ
∂Θ
Θ˙︸ ︷︷ ︸
thermal
+
n∑
α=1
∂Ψ
∂Xvα
: X˙vα︸ ︷︷ ︸
viscous
= −ρ0Θ˙s− 1
Θ
GGRADΘ − E˙0 · D0 + P : F˙,
(2.4.20)
where Xvα represent α tensors of internal variables. Eq. (2.4.20) can be combined to(
P − ∂Ψ
∂F
)
: F˙−
(
D0 +
∂Ψ
∂E0
)
: E˙0 −
(
ρ0s +
∂Ψ
∂Θ
)
: Θ˙ − 1
Θ
GGRADΘ −
n∑
α=1
∂Ψ
∂Xvα
: X˙vα ≥ 0.
(2.4.21)
In case the 2.Piola-Kirchhoff stress tensor is used, it follows(
S− 2∂Ψ
∂C
)
: 12 C˙−
(
D0 +
∂Ψ
∂E0
)
: E˙0 −
(
ρ0s +
∂Ψ
∂Θ
)
: Θ˙ − 1
Θ
GGRADΘ −
n∑
α=1
∂Ψ
∂Xvα
: X˙vα ≥ 0.
(2.4.22)
15 See Tab.2.1
16 A formulation for an entropic elastic material is given on page 335 in Holzapfel [76].
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According to the argumentation in Coleman and Noll [78] follows
S = 2∂Ψ
∂C
, (2.4.23)
D0 = − ∂Ψ
∂E0
, (2.4.24)
ρ0s = −∂Ψ
∂Θ
. (2.4.25)
The rest of Eq. (2.4.22) defines the energy dissipation
D = − 1
Θ
GGRADΘ︸ ︷︷ ︸
DΘ
−
n∑
α=1
∂Ψ
∂Xvα
: X˙vα︸ ︷︷ ︸
Dv
≥ 0,
(2.4.26)
where DΘ is the thermal and Dv the viscous part.
2.5 Evolution of viscous dissipation
Different approaches to describe the evolution of viscous dissipation can be found in literature. In Reese
and Govindjee [79, 80], viscous dissipation Dv is formulated in an positive definite, quadratic form.
Dv = −
n∑
α=1
∂Ψ
∂C−1vα
: C˙−1vα = −
1
2
n∑
α=1
τ vα : (Lvbeα · beα−1). (2.5.1)
τ vα is the non-equilibrium Kirchhoff stress in the α-th Maxwell element.
17 Lvbeα is the Lie time
derivative of the α-th contravariant tensor beα = FeαFeαT , which describes the elastic strain in the α-
th Maxwell element.18 C−1vα = F
−1
vα
F−Tvα = Xvα is the α-th tensor of internal variables. A non-linear
viscoelastic evolution is given by
−12Lvbe · be
−1 = 1
ηˆdev(be)
dev [τ v1] +
2
9ηˆvol(be)
(τ v1 : 1)1. (2.5.2)
ηˆdev and ηˆvol are the isochoric and hydrostatic dynamic viscosity.19 A power law type evolution is
formulated in Ask et al. [81]
C˙vα =
1
2
γ˙0α
M0α
CvαM
devT
vα
= Γ˙αCvαMdev
T
vα
(2.5.3)
17 See Fig. 2.6.2a
18 See section 3.3.
19 See section 2.6.2.
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where γ˙0α > 0 and M0α > 0 are material parameters. Mvα is a Mandel type referential stress given as
Mvα = −ρ0Cvα ·
∂Ψα
∂Cvα
= ρ0
∂Ψα
∂Cvα
−1 · Cvα−1. (2.5.4)
By Bonet [82], a linear rate that follows from the standard linear solid model is defined by
C˙vα = −
1
Tα
[
∂Svα
∂Cvα
]−1
: Svα. (2.5.5)
2.6 Polymer physical consideration of viscous effects
Polymer physical correlations are essential to understand viscous effects in polymers. In this section
a very short summary of physical descriptions and models for viscous behaviour is given that starts
with an explanation of the glass transition and goes further to show basic rheology concepts and some
aspects of micromechanical mechanisms and rubber elasticity.20 This section primarily demonstrates
that the background of viscoelastic effects in polymers is diverse as chemical structures and earns a
more intensive treatment than what can be achieved in the frame of this thesis.
2.6.1 Glass/rubber transition
In polymers, the order of transition is specified by the degree of crystallinity. In crystalline polymers
occur first order transitions from solid to liquid, whereas amorphous or semicrystalline polymers have
second order transitions. The glass transition is a second order transition, named after the softening of
ordinary glass. The glass transition is the most important parameter for the classification of mechanical
behaviour for amorphous polymers whereby the glass transition temperature Tg marks the separation
between the glassy and the viscous state. Tg is indicated by discontinuities of thermodynamic state
functions or variables like volume, entropy or enthalpy, and by discontinuities of material parameters like
thermal expansion and heat capacity. Tg is identifiable also in the temperature functions of mechanical
moduli (G, Y )21 and in loss parts of complex moduli (G
′′
, Y
′′
), which have a maximum at Tg.22
In the temperature function of Young’s modulus of amorphous polymers, five sections can be iden-
tified like illustrated in Fig. 2.6.1. In section (1), the glassy region, the Young’s modulus is constant.
This section can be approximated by using the Lennard-Jones potential for polymers, which describes
the interaction between a pair of isolated molecules or carbon-carbon bonds. In the glass transition re-
gion, section (2), between 20 ◦C and 30 ◦C, the Young’s modulus drops down with a factor of 1000. The
polymer behaves leatherlike. On the rubbery plateau, section (3), the Young’s modulus does not strongly
vary within a temperature range and typical elastomer behaviour is given. For section (4), the rubbery
20 A derivation of mathematical expressions to describe viscous behaviour is not reviewed. For the interested
reader Schwarzl [83] is recommended.
21 See Fig. 2.6.1
22 See appendix A.2.
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Figure 2.6.1.: Qualitative presentation of the temperature dependence of polymer’s Young’s modulus. Black
line is valid for amorphous polymers and can be divided into 5 sections: (1) glassy region, (2)
glass transition region, (3) rubbery plateau, (4) rubbery flow region and (5) liquid flow region.
flow region, a combination of hyperelastic and viscous behaviour can be assumed. Section (5) is called
the liquid flow region, where the polymer behaves like a liquid.
2.6.2 Rheology
The field of rheology is concerned with the flow properties of solid bodies observable by the two macro-
scopic phenomena relaxation and creep. Viscous processes are parametrised by the physical quantity η
with unit [Pa s], which determines the shear or dynamic viscosity. Ideal viscous behaviour is described
by τ = ηγ˙, where τ is the shear stress and γ˙ the shear rate.23
Rheological models illustrate the viscous, time-dependent deformation of solids. Different types of
flow behaviour can be modelled by combining rheological elements like springs, dashpots, friction-, gap-
or fractional elements. Kinematical expressions can be derived from these models. The basic elements
to map linear viscoelastic behaviour are spring and dashpot. Plastic behaviour is modelled using friction
elements. For viscoelastic polymers mainly two classical rheological models are of interest24: The
Generalised Maxwell or Wiechert model, and the Generalised Kelvin model. Both models are shown
subsequently in Fig. 2.6.2.
23 For the normal stress follows σ = ηE ε˙ where ηE = 3η is the elongation viscosity [84].
24 Less common are rheological models which contain fractional elements that describe time-dependent behaviour by the
sum of fractional derivatives, governed by an order parameter [85, 86].
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(a) (b)
Figure 2.6.2.: (a) Generalised Maxwell or Wiechert model with Maxwell elements α = 1, .., N , (b) Gener-
alised Kelvin model.
Viscous behaviour is described by two time functions, creep function J(t) and relaxation function G(t)
that have following properties
J(t) > 0
 0 ≤ t <∞J˙(t) ≥ 0
G(t) ≥ 0  0 ≤ t <∞.G˙(t) ≤ 0
The limits for t → 0 are J0 and G0. The relation J(t) · G(t) ≤ 1 is hold ∀ t. The Boltzmann
time-temperature superposition can be applied to describe viscous behaviour within a frequency-,
temperature- or time-range.25 Within a time-range, time-dependent stresses can be summarised as∑n
i=1 τi(t) that generates a sum of time-dependent deformations
∑n
i=1 γi(t). The superposition prin-
ciple, applicable for linear viscosity, enables the formulation of discrete relaxation and creep spectra,
which are in reference to a Generalised Maxwell model given as
G(t) = µ0 +
n∑
α=1
µαe
− tTα ,
J(t) = J0 +
m∑
α=1
bi
[
1− e− tTa
]
+ t
η0
.
(2.6.1)
25 The Boltzmann superposition principle is applied also in the Williams-Landel-Ferry (WLF) equation that extrapolates
frequency or time-dependent material data from measured data.
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Herein bi are material parameters and η0 is the reciprocal of the fluidity ϕ0, which is the slope of the
creep function at infinite time
lim
t→∞ J˙(t) = ϕ0 =
1
η0
. (2.6.2)
Microscopic mechanism of viscosity
On the micro-scale physical and chemical mechanisms are involved in viscous processes. Five of them
are listed down here [87]:
1. Chain scission due to oxidative degradation and hydrolysis that causes stress relaxation,
2. Bond interchange, at polyesters and polysiloxanes,
3. Viscous flow caused by chain slipping under stress,
4. Thiriton relaxation, recovery of cross-links and entanglements,
5. Molecular relaxation, near the glass transition temperature.
Rubber elasticity
In rubber or entropic elastic materials the internal energy is hardly changed by mechanical stretch. Poly-
mer chains are smoothed by tension and entropy is therefore reduced which releases heat. When tension
is taken back, the polymer chain entanglement becomes stronger, the entropy is increased and the poly-
mer cools down. This phenomenon of thermoelastic coupling is referred to as Gough-Joule effect. The
consideration of this specific effect can be important in context with electromechanical coupling, since
the permittivity is temperature dependent.26
2.7 Numerics
It is assumed that common numerical basics like the Finite-Element method [90, 91] including the
isoparametric concept, Gaussian quadrature, Newton-Raphson method are known by the reader, so
that they need not to be repeated here. In the frame of this thesis, a numerical concept to describe a
deformation-dependent load was applied, which is outlined in this section.
2.7.1 Deformation-dependent load
Loads that act perpendicular to a surface change their direction if the surface is deformed, the load
magnitude can be changed also.27 The former situation where load magnitude remains unchanged is
26 One approach to describe thermo-viscoelastic behaviour assuming an Ogden material is made in [79]. A thermo-
viscoelastic model is presented also in [88, 89].
27 The Coulomb force due to polarised surfaces is direction-dependent and described with the numerical concept depicted
in this section.
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Figure 2.7.1.: Surface-dependent load.
assumed here to formulate the virtual work gld(χ, δχ) of a direction depending load ld with respect to
current configuration
gld(χ, δχ) =
∫
∂Ωld
ld n · δχ ds. (2.7.1)
∂Ωld represents a physical surface, and δχ is a virtual displacement. The surface normal n on a surface
increment ds can be expressed by the cross product of tangents to curvilinear axes (θ1, θ2), like shown in
Fig. 2.7.1. The tangent vectors g1 and g2 are calculated by the derivative of the midpoint position vector
χ with respect to convective coordinates
gα = χ,α =
∂χ
∂θα
, α = 1, 2. (2.7.2)
The surface normal is defined by
n = g1 × g2||g1 × g2||
, (2.7.3)
the surface increment is
ds = ||g1 × g2|| dθ1dθ2. (2.7.4)
From inserting equation Eq. (2.7.2), Eq. (2.7.3) and Eq. (2.7.4) into Eq. (2.7.1), it follows the virtual
work with respect to curvilinear coordinates
gld(χ, δχ) =
∫
θ1
∫
θ2
ld
(
χ,1 × χ,2
)
· δχ dθ1dθ2. (2.7.5)
Assuming χ = u + X28 and thus χ,α = u,α + X,α, the linearisation of Eq. (2.7.5) is given as in [92]
Dgld ·∆u = ∆gld =
∫
θ1
∫
θ2
ld
(
∆u,1 × χ,2 + χ,1 ×∆u,2
)
· δχ dθ1dθ2. (2.7.6)
28 See Eq. (2.3.1) and Eq. (2.3.3)
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For the current configuration follows
Dgld ·∆u = ∆gld =
∫
∂Ωld
ld
(
∆u,1 × χ,2 + χ,1 ×∆u,2
)
||χ1 × χ2||
· δχ ds. (2.7.7)
A transformation of Eq. (2.7.7) into the reference configuration can be carried out by using following
relations
ds
dS
= ||g1 × g2||||G1 × G2|| =
||χ,1 × χ,2||
||X,1 × X,2|| . (2.7.8)
Assuming the natural coordinates ξ, η instead of convective, the concept for direction-dependent load
can be included into the isoparametric concept.
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3 Viscous Pull-in instability
3.1 Introduction
Experimental examination of dielectric elastomers (DEs) starts with the work of Kornbluh et al. 1991
and Pelrine et al. 1997 who suggested dielectric elastomer as material for artificial muscles and microac-
tuators. A strong scientific interest leads to continuum models to describe non-linear electromechanical
coupled behaviour [93, 94, 95, 96]. Of particular interest for this work are the large deformation models
introduced in Dorfmann and Ogden [94, 96] where hyperelastic energy density functions for dielectric
material are defined, and a theoretical framework of governing equations for the analysis of electrome-
chanical boundary value problems is given.
Viscous effects like relaxation, creep and rate dependency which also show in rate sensitive defor-
mation behaviour, play an important role in hyperelastic dielectrics because of the working range of
elastomers lies above the glass transition temperature. Torsional dynamic mechanical thermal analy-
sis (DMTA) of VHB 4910 has shown that the mechanical loss factor or phase shift tan δ is a highly
non-linear function of temperature.1 The phase shift is especially strong between −25 ◦C and 25 ◦C.
Large deformation continuum models for viscoelastic dielectric elastomers using the Finite-Element
method are introduced in [81, 97, 98, 99, 100, 101, 102, 103] whereby in particular the descriptions
in Ask et al., Park and Nguyen, Büschel et al., Ask et al. [81, 101, 102, 103] were regarded intensively.
None of these models include pre-stretch that is however important to improve the electromechanical
performance.
The chapter is organised as follows: The free energy density Ψ, and stresses for a dielectric, incom-
pressible, pre-stretched, viscous Neo-Hooke material are introduced in section 3.2 of this chapter. In
section 3.3 this energy formulation is used to analyse the deformation behaviour and the “Pull-in insta-
bility“ of a rectangular dielectric elastomer membrane of VBH49 under voltage control. The impact of
cross-linking on the dynamic deformation behaviour is examined in subsection 3.3.1 by exchanging the
Neo-Hooke energy with an Arruda-Boyce energy formulation.2
1 See Michel et al. [21]. Guo et al. [27] show clearly that about 20 Maxwell elements are necessary to map the relaxation
spectrum of a Generalised Maxwell model.
2 A further reason for the use of an Arruda-Boyce energy was the popularity of this model in context with continuum
mechanical descriptions of fluoropolymers [104]. The application in an analytical example enables a better understanding
of such kind of models.
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3.2 Free energy density considering pre-stretch
The free energy density of a dielectric, elastic or hyperelastic, pre-stretched material is assumed to
consist of four parts: Instantaneous elastic energy Ψ0, viscoelastic or time-dependent energy
∑
α Ψvα ,
electrostatic energy Ψel and external energy due to pre-stretch W.3 The free energy density Ψ is4
Ψ(C,Cvα) = Ψ0(C)︸ ︷︷ ︸
instantaneous
+
∑
α
Ψvα(C,Cvα)︸ ︷︷ ︸
time−dependent
+Ψel(C)︸ ︷︷ ︸
electric
−W(FpeTF)︸ ︷︷ ︸
pre−stretch
,
(3.2.1)
with
C = FTF,
Cvα = FTvαFvα.
(3.2.2)
C is the right Cauchy-Green tensor, Cvα the viscous right Cauchy-Green tensor. Fvα is the α’s viscous
part of deformation gradient containing 6 internal variables that are convertible into each other in case
of isotropy and uniaxial stress. With the sum over α, several nonequilibrium parts are given simultane-
ously. The condition det Fvα = 1 describes the isochoric character of viscous deformation. In case an
equilibrium state is reached the movement of dashpots stop and det Fvα = det F. Because the system’s
energy is changed by pre-stretch an external work W has to be considered and pre-stretches have to be
included in the deformation gradient. A pre-stretch augmented Cauchy-Green tensor is written as
C = FTFpeFpeTF. (3.2.3)
The free energy density of an incompressible Neo-Hooke material can be assumed as
Ψ0(C) =
1
2µ(tr C− 3), (3.2.4)
µ is interpreted as the shear modulus of single spring in the Generalised Maxwell model. From
Eq. (3.2.4) a viscous energy density
Ψvα(C,Cvα) =
1
2βαµ(C : C
−1
vα
− 3) (3.2.5)
is determined for the Maxwell elements [82]. βα ∈ R+ are material parameters. βαµ comply with the
shear moduli of springs in α-Maxwell elements.
The electrostatic energy in vacuum is given according to Dorfmann and Ogden [94] for compressibility
and incompressibility as
Ψel(C) = −120JE0 · (C
−1E0), (3.2.6)
3 Dielectric dissipation is not considered in this approach.
4 A split of the deformation gradient into volumetric and isochoric parts is not carried out, for the material is incompress-
ible.
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and
Ψel(C) = −120E0 · (C
−1E0). (3.2.7)
E0 is the electric field vector in the reference configuration, 0 the dielectric constant. The external
energy due to pre-stretch is not described in detail because it is not considered in the element stiffness
matrix. The entries of Fpre can be stored as history variables defined in an upstream calculation and are
read in as initial condition. The model introduced here is modified for the description of dielectric bulk
material in ferroelectret structures in chapter 4.
The mechanical stress parts are obtained by the partial derivative of energy parts with respect to deforma-
tion. The stresses are given here with respect to the reference configuration using the 2.Piola-Kirchhoff
stress tensor5
S = 2∂Ψ
∂C
. (3.2.8)
The hyperelastic and visco-hyperelastic stress parts are6
S0 = µ(1− 13I1C
−1), I1 = tr C,
Svα = βαµ
[
C−1vα −
1
3(C : Cvα)C
−1
]
.
(3.2.9)
The derivative of electrostatic energy for a compressible material by assuming J=1, leads to a Maxwell
stress tensor of7.
SE = 0E0 ·
(C−1 ⊗ C−T)23T E0
− 012C−1
[
E0 ·
(
C−1E0
)]
. (3.2.10)
3.3 Viscous, dynamic Pull-in instability
DE actuators suffer from failure mechanisms. One relevant structural failure is electromechanical or
Pull-in instability that occurs for voltage-control. Pull-in instability arises when the energy stored in
the material can no longer compensate the electric energy. This happens when a critical membrane
compression is reached under the influence of an electric field between compliant electrodes. Usually a
collapse of the device is initiated then; this shows in a snap-trough for rotation symmetric membranes.
In experiments for other geometries that have constrained edges, wrinkle patterns are an indication of
Pull-in instability. Godaba et al. [105] propose that wrinkled regions and snap-through are two structural
modi that go along with an electromechanical phase transition. Pull-in instability is the dominant failure
mechanism for low stretch rates and pre-stretches up to 10 for circular actuators [29]. In this work
of Plante and Dubowsky experiments were conducted also for diamond actuators which show similar
trends for pre-stretches up to 20. Dynamic Pull-in is experimentally investigated in Fox and Goulbourne
5 See Eq. (2.4.23).
6 For more details see [82].
7
23
T means that the 2. and the 3. component of the tensor are transposed.
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and Gonçalves et al. [106, 107]. For the unconstrained rectangular DEA regarded here, instantaneous
Pull-in becomes obvious by a divergence of the numerical solution of the equation of motion (EOM),
reflected in an asymptotical increase of compression, and kinetic energy. Electric fields smaller than a
critical value initiate a delayed Pull-in; the viscous dissipation leads to a time-dependent thinning of the
membrane.
Analytical prediction methods in literature consider primarily two mechanical boundary conditions
and membrane geometries whereby viscoelastic effects are neglected. A rectangular geometry with free
edges was assumed by Zhao and Suo [108, 109] who proposed a method based on the positive definite-
ness of the Hessian. This method was applied for stability analysis of other materials also [110, 111, 112].
Using Lagrange multipliers, Xu et al. [113] presented an explicit solution for the estimation of the crit-
ical electric field in biaxially stretched hyperelastic rectangular DEAs. Zhu et al., Rudykh et al., Li
et al. [114, 115, 116] have investigated diaphragm DEAs that have clamped edges. De Tommasi
et al. [117] calculated critical values for Pull-in and Wrinkling Instability for an biaxially stretched
rectangular actuator of Neo-Hookean material. They have assumed that Wrinkling instability is con-
nected with compression stresses that cannot be transferred by a membrane. Suo et al. [118] used a
Hadamard type condition to determine local bifurcation. Dorfmann and Ogden [119] have presented an
incremental formulation of non-linear electrostatics and investigated the buckling stability of a half space
in plane strain state. Calculation results show a dependence of the critical stretch on dielectric displace-
ment. The same authors have investigated diffuse modes of instability of an electroelastic plate whereby
the plate thickness was taken into account [120]. They have demonstrated that plate thickness influences
the buckling stretch; this dependence cannot be reproduced by the Hessian approach. Making use of the
framework of Dorfmann and Ogden, Rudykh and Bhattacharya [121, 122] have examined the material
stability of layered DE composites as a function of lamination angle and phases. If the lamination angle
is greater than pi/4, instabilities only arise under tension. By increasing the stiffer phase fraction, stable
regions are expanded.
Initially investigated in the 1950s in context of metal structures at elevated temperatures [123, 124,
125], many publications are concerned with the influence of viscous effects on buckling behaviour.
In Ziegler [126] and Hoff [127] static and kinetic assumptions in context of stability analysis of merely
mechanical systems were compared. From the discussion was concluded, that non-conservative systems
can only be analysed well by using kinetic stability criteria.
Dynamic stability of DEAs has been less frequently investigated. One approach was introduced by
Xu et al. [128] who made use of the Euler-Lagrange equation to derive an EOM for hyperelastic DEAs,
and studied the stability behaviour for constant and sinusoidal voltage. Based on the Hessian, Zhu [129]
derived an EOM which includes pre-stretch. In particular they provided numerical studies of stability
under cyclic voltage. Joglekar [130, 131] proposed an interesting analytical model to extract the critical
values of dynamic responses for pre-stretched DEAs excited by a step voltage; the obtained critical
values show a good agreement with numerical results published in Xu et al. [128].
56 3. Viscous Pull-in instability
XY
2L 2L
2H
Dielectric Elastomer
Compliant ElectrodesZ
2Hλpeλ
2Lλpeλ−
1
2
P
P
P
P
∆φ(t)
2Lλpeλ−
1
22Lλpe−
1
2
2HλpeP
P
P
P
2Lλpe−
1
2
(a) (b) (c)
Figure 3.3.1.: Deformation of an electroactive membrane due to biaxial pre-loads P , and voltage perpen-
dicular to membrane plane: (a) Undeformed state, (b) Pre-loads in equilibrium position, (c)
Pre-stretched DEA deformed by voltage.
In Eder-Goy et al. [132] an energy approach is described to calculate critical Pull-in parameters con-
sidering viscous and inertia effects. To obtain the EOM for a system like illustrated in Fig. 3.3.1.8, a
non-conservative Euler-Lagrange scheme is used.
d
dt
(
∂L
∂q˙i
)
− ∂L
∂qi
+ ∂Dv
∂q˙i
= 0 i = 1, 2. (3.3.1)
In the scheme, written in Eq. (3.3.1), L is the Lagrangian, Dv is the dissipation function and qi are the
generalised coordinates. A hyperelastic, incompressible material like in Eq. (3.2.1) is assumed. For the
isotropic material, uniaxial compression is formulated in main stretches [133]. Hence, the deformation
gradient after relaxation of the viscous overpotential due to pre-stretch is written as
FpreFT =

λ−
1
2
pe
λ−
1
2 0 0
0 λ− 12
pe
λ−
1
2
0 0 λpeλ
 . (3.3.2)
Viscous behaviour is modelled by one Maxwell element therefore α = 1. The deformation in the
Maxwell element expressed by FM1 does not contain pre-stretch, for an equilibrium state is assumed to
be reached when voltage is applied.
FM1 = Fe1Fv1
−1 =

λ−
1
2λ
1
2
v
0 0
0 λ− 12λ 12
v
0 0 λλv−1
 . (3.3.3)
The motion of system is described by two independent degrees of freedom (DOFs) q1 and q2 in direction
of compression: q1 = λ = λ3 is the external stretch, and q2 = λv = λv3 is the internal viscous stretch.
Since the volume is conserved λ1λ2λ3 = 1, and due to symmetry about the x- and y-axis follows
λ1 = λ2 = 1/
√
λ3, and one variable λ = λ3 which is sufficient to describe the external deformation.
8 Compare with [132].
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The out-of-plane pre-compression λpe is a constant. The Lagrangian is defined by L = Ekin− Epot. Ekin
is the kinetic energy also referred to as T , and Epot the potential energy also referred to as U . Epot for
the system at hand is
Epot = 8L2H
µ
2 [2λ
−1
pe
λ−1 + λ2
pe
λ2 − 3︸ ︷︷ ︸
hyperelastic
+ β1(2λ−1λv + λ2λ−2v − 3︸ ︷︷ ︸
viscohyperelastic
)
−4(λ− 12
pe
− λ 52
pe
)(λ− 12
pe
λ−
1
2 − 1)︸ ︷︷ ︸
pre−stretch
− 
µ
λ−2
pe
λ−2E20︸ ︷︷ ︸
electric
] .
(3.3.4)
Herein,  = 0r is the permittivity of the dielectric. E0 is the electric field due to a step voltage, and
referred to the reference configuration. The external work done by pre-load is9
W = 4
λpe
−1/2λ−1/2L∫
L
P dx = 4PL(λ− 12
pe
λ−
1
2 − 1) . (3.3.5)
The pre-load P is determined by the derivative of potential energy with respect to λ at t = 0 when the
membrane is relaxed and voltage is not applied yet
∂Epot(t = 0)
∂λ
= 8L2Hµ2 (−2λ
−2
pe
λ−2 + 2λ−2
pe
λ−2 + 12
P
µHL
λ−
3
2
pe
λ−
3
2 ) = 0 . (3.3.6)
Transposing leads to
P = 4µHL(λ− 12
pe
− λ 52
pe
) . (3.3.7)
Ekin is calculated with respect to the current configuration as
EkinΩ =
∫
Ω
1
2ρ(x˙
2 + y˙2 + z˙2) dΩ (3.3.8)
if it is assumed that the membrane rotates around a fixed centre of mass. In the reference configuration
the kinetic energy is written like
EkinΩ0 = ρ(
2
3L
4Hλ˙2λ−3λ−1
pe
+ 43L
2H3λ˙2λ2
pe
) . (3.3.9)
ρ denotes the density of the elastomer. A Rayleigh function is chosen to describe the viscous dissipation
Dv = 12ηλpeλ˙
2
v
8HL2 . (3.3.10)
9 See Fig. 3.3.1b
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η is the viscous friction or dynamic viscosity. The case derivatives of Eq. (3.3.4), Eq. (3.3.9) and
Eq. (3.3.10) are inserted into the Euler-Lagrange scheme, a system of two differential equations fol-
lows for the system state shown in Fig. 3.3.1c
d
dt
(
∂L
∂λ˙
)
− ∂L
∂λ
= 0 =
λ¨− 32
1
λ(1 + c1λ3peλ3)
λ˙2
+ c2λpe
λ2peλ4 − λ−1pe λ+ µλ−2pe E20 + β(λ4λ−2v − λλv ) + (λ− 12pe − λ 52pe)λ− 12pe λ 32
(1 + c1λ3peλ3)
.
(3.3.11)
− ∂L
∂λv
+ ∂D
∂λ˙v
= 0 =
− 8HL2βµ(−λ−1 + λ2λ−3
v
) + 8HL2ηλpeλ˙v ,
(3.3.12)
with constants: c1 = 2H2/L2 and c2 = 6µ/ρL2. Eq. (3.3.11) is the EOM and Eq. (3.3.11) yields an
evolution for the internal variable λv
λ˙v =
1
λpeT
(−λ−1 + λ2λ−3
v
), with T = η
βµ
. (3.3.13)
T is the relaxation time. Using the software Octave, the differential equation system is solved numer-
ically for the initial state at t=0 for a variety of applied electric fields E0. Geometry parameters are
assumed with H=1× 10−3m and L=5× 10−3m and material parameters for Mat.1 and Mat.2 were
taken from appendix A.4.
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Figure 3.3.2.: Dynamic stretch λ(t) and critical Pull-in parameters Ec and λc of a rectangular VHB49
membrane (Mat.1) under step voltage.: (a) Functions of λ(t) for specified E0, (b) Impact of
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Figure 3.3.3.: Pull-in failure for electric fields below Ec for an unprestretched membrane: (a) Mat.1
(T=72.377 s), (b) Mat.2 (T=200 s). Applied electric fields E0 are assumed as similar per-
centages of the material dependent critical field Ec. The stretch at failure λf is independent
of material parameters. The time to failure tf is influenced by relaxation time T .
Fig. 3.3.2 shows that the dynamic Pull-in instability is governed by the electric field strength. Pull-in
occurs if a critical electric field Ec is applied. The critical stretch λc is reached almost instantaneously;
the numerical solution is diverging, which is indicated by an asymptotical decrease of λ. An harmonic
oscillation of λ(t) is observed for electric fields below Ec.10 Fig. 3.3.2b illustrates that pre-stretch
reduces Ec and λc. In Fig. 3.3.3 can be seen that the working stroke and the envelopes steadily decrease
until the stretch at failure λf is reached. The curves in Fig. 3.3.3a and b show that the time to a delayed
Pull-in, tf , is material sensitive, whereas λf is a geometry parameter also. For similar percentages in
relation to a material-immanent Ec an equal value for λf is determined. The lower the electric field, the
larger is tf .11
The phase diagrams in Fig. 3.3.4a make clear that λc is independent of viscous effects. The viscous
phase diagrams in Fig. 3.3.4b show a non-linear, non-monotonic dependence of λf on E0. This can be
seen more clearly in Fig. 3.3.5a where a maximum of λf is observed between a ratio E0/Ec of 0.9 and
1.0, whereas the viscous stretch λvf is strictly decreasing. The same tendencies are discernible under
the influence of pre-stretch that shifts the curves for λf and λvf to larger compression like it can be seen
in Fig. 3.3.5b.
10 Compare Fig. 3.3.2.
11 Material parameters for Mat.1 and Mat.2 are summarised in A.4.
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Following observations are important: The critical stretch λc and the stretch at failure λf are geom-
etry parameters in case viscosity is described with the Maxwell model that implements the Boltzmann
superposition principle. A comparison between static and dynamic Pull-in parameters for the viscoelastic
membrane at hand is made in [132]. Dynamic parameters of the investigated membrane are λc=0.4656
and Ec=0.647
√
µ/(1 + β), static parameters are λc=0.63 and Ec=0.69
√
µ/(1 + β). This shows that
the system is more sensitive for Pull-in for dynamic assumptions, although the difference ofEc with 2%
is very small. Furthermore, the λc shows that the dynamic system is more compliant than the quasi static
system.
The long-term behaviour in dependence on the number of cross-links, governed by viscous effects
is investigated in the next section; this aspect is interesting, for the cross-link density and type can be
adjusted during the production process of acrylic elastomers.
3.3.1 Influence of cross-links on dynamic deformation
Besides energy functions that are designed by means of empirical observation, energy functions based on
microstructure are available in the context with hyperelastic material behaviour. The models by Arruda
and Boyce [134] take the contour length of molecular chains and chain movement into account; a param-
eter N considers the number of cross-links, which governs the elastomeric behaviour. An eight chain
invariant based Arruda Boyce model according to Steinmann et al. [133], for an incompressible viscous
material, is used here for investigation of the impact of cross-links on the dynamic Pull-in parameters;
the energy density is given as
Ψ0(C) = µN
[√
N−1Λγ + ln
(
γ
sinhγ
)]
with (3.3.14)
Λ = r
r0
= r√
Nl
=
√
I1
3 =
√
2λ−1 + λ2
3 and (3.3.15)
γ = L −1(Λ
√
N−1) ≈ Λ
√
N−1
3N − Λ2
N − Λ2 . (3.3.16)
Λ is the chain stretch that is the actual stretch r divided by the initial end to end chain length r0 of the
undeformed chain, which has a length of
√
Nl according to random walk statistics. N is the number of
cross-links or Kuhn segments that are fictive rigid beams of length l with an arbitrary rotation [134]. I1
is the first invariant, the trace of the right Cauchy-Green tensor. The right side of equation (3.3.16) is the
Pade´ approximation which substitutes the inverse Langevin’s function L −1 used in the formulation of
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the free energy of a single Langevin chain [135], µ is the shear modulus. The viscous parts are assumed
to be proportional to the time-independent energy Ψ0
Ψvα(C,Cvα) = βαΨ0(Ceα) = βαµN
[√
N−1Λvγv + ln
(
γv
sinhγv
)]
with
Cvα = FvαTFvα,
Ceα = CCvα−1 = FeαTFeα and
Λv =
√√√√C : C−1vα
3 =
√
2λ−1λv + λ2λ−2v
3 where
γv ≈ Λv
√
N−1
3N − Λ2
v
N − Λ2
v
.
(3.3.17)
The electrostatic energy is chosen as in the model previously introduced in section 3.3, and the dissipa-
tion function and geometry as well. Pre-stretch is not considered and an evolution of the internal variable
is assumed as for the Neo-Hooke material. The EOM for an Arruda-Boyce material is
λ¨− 32
1
λ(1 + c1λ3)
λ˙2 + c2
(λ3N(A+ βAv ) + 0rµ E
2
0)
(1 + c1λ3)
= 0 with (3.3.18)
A =
√
N−1(∂Λ
∂λ
γ + Λ∂γ
∂λ
) + ∂a
∂λ
, Av =
√
N−1(∂Λv
∂λ
γv + Λv
∂γv
∂λv
) + ∂a
∂λv
, (3.3.19)
∂Λ
∂λ
= 0.5
(−2λ−2 + 2λ
3
)(
2λ−1 + λ2
3
)− 12
∂Λv
∂λ
= 0.5
−2λ−2λv + 2λλ−2v
3
(2λ−1λv + λ2λ−2
3
)− 12
∂γ
∂λ
=
√
N−1
[
∂Λ
∂λ
(
3N − Λ2
N − Λ2
)
+ Λ
((
2λ−2 − 2λ
3(N − Λ2)
)
+
(
3N − Λ2
)( 2λ−2 − 2λ
3(N − Λ2)
))]
,
∂γv
∂λ
=
√
N−1
∂Λv
∂λ
3N − Λ2v
N − Λ2
v
+ Λv
2λ−2λv − 2λλ−2v
3(N − Λ2
v
)
+ (3N − Λ2
v
)2λ−2λv − 2λλ−2v
3(N − Λ2
v
)

∂a
∂λ
=
∂ln
(
γ
sinhγ
)
∂λ
= sinhγ − γcoshγ
γsinhγ
∂γ
∂λ
,
∂av
∂λ
= sinhγv − γv coshγv
γv sinhγv
∂γv
∂λ
(3.3.20)
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Figure 3.3.6.: Dynamic stretch λ(t) of a rectangular VHB49 membrane (Mat.1) under step voltage assum-
ing a viscous Arruda-Boyce material and different numbers of cross-links. The electric field
is equal to E0 = 22.3kVmm−1.
Fig. 3.3.6 shows the numerical solution of the EOM for different numbers of cross-links. By in-
creasing N , the material becomes more compliant, which shows in a larger compression amplitude that
almost coincides the curve of a hyperelastic material for N = 5000.
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4 Electro-viscoelastic material
4.1 Introduction
Multiphysical material models are complex in particular if non-linearity is included in the description of
material and kinematics. For the creation of numerical code it is therefore important to have a reference
either in form of analytical equations or experiments to control the implementation by verification of
solutions. Within the scope of this work an adequate experimental classification by creep and relaxation
tests was not available for support therefore it was referred to analytical solutions, which can be found
in literature. A linear FE-model, model A, for electro-viscoelasticity is formulated to have a direct
comparison to them.
A straightforward model for large deformation electro-viscoelastic behaviour was envisaged, for an
FE-model including contact analysis was set up, which need large computational power due to a small
iteration step size. Two classical approaches to describe large deformation viscoelasticity are compared.
The models use either a split of stress tensor that can be undertaken without great expense, applied in a
model B, or a split of deformation gradient and energy function which is more expensive and applied in
a model C. Both variants are augmented with an electrostatic energy part, and what is more, model C is
able to map dielectric dissipation.
Model A is related to the viscoelastic, thermomechanical model that has been introduced in Taylor
et al. [136]. This model uses a convolution integral to describe time history.
Model B is inspired by the large deformation viscoelastic model in Simo [137]. In this approach,
the 2.Piola-Kirchhoff stress tensor is split into volumetric and deviatoric part, which includes internal
variables; by using a Neo-Hooke material this method is equivalent to a multiplicative decomposition
of the deformation gradient. Simo has used a linear rate equation that leads to a linearised formulation
of kinematics. Model B is directly derived from the descriptions presented in Kaliske [138] where
the stress tensor for small and large deformation is first split into volumetric and deviatoric part, and
secondly, the deviatoric part is split into one elastic and several viscoelastic parts similar to the model in
the previous chapter 3. Time-dependent strain is described by the sum of convolution integrals according
to the Boltzmann superposition. For this method, thermodynamic compatibility with regard to the 2nd
law is not proven for all admissible processes [139]. Nevertheless, this method is implemented in many
simulation programs. The usability of this simple approach is evaluated here in the context of electro-
viscoelasticity.
Model C applies an additive split of the energy function and a multiplicative spilt of the deviatoric
part of deformation gradient into elastic and viscoelastic parts. This procedure was originally used for
the implementation of large deformation plasticity and follows the work of Green and Tobolsky [140]
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and Lubliner [141]. Govindjee and Reese [139] refer to Sidoroff [142] and have assumed that there
exists a set of internal variables representing several viscous parts of the deformation gradient, and
propose a viscous evolution in a quadratic form.1 Bonet [82] refers directly to the Generalised Maxwell
model that specifies a linear rate equation, see section 2.5. An alternative approach to describe electro-
viscohyperelasticity, which is not retraced here, is introduced in Saxena et al. [143], where a split of
the deformation gradient and the electric field has been performed. To compare numerical solutions
for model A, B and C, a St.Vernant material that defines geometric non-linearity is used in the large
deformation models B and C.
This chapter is structured as follows: In the next section 4.2, the linear model A, is presented. In
section 4.3 the two large deformation electro-viscoelastic models B and C are introduced. In section 4.4,
numerical simulation of creep and relaxation tests validate models B and C against the analytical solu-
tions.
4.2 Linear electro-viscoelasticity
It is uncomplicated to implement electro-viscoelasticity if elastic, viscoelastic, and electric energy are
assumed to be uncoupled and dielectric dissipation is neglected. In such a case the Cauchy stress σ is
split into four parts: Hydrostatic stress volσ, instantaneous deviatoric stress devσ0, viscous stresses∑
α
σvα , and electrostatic stress σ
E
σ = volσ + devσ + σE = volσ + devσ0 +
∑
α
σvα + σE. (4.2.1)
The split into hydrostatic and deviatoric part is adopted from plasticity theory and follows the
“general observation“ that plastic deformation causes very small volume changes and can be interpreted
as “distortion“ [144]. For linear theory, the time-dependent behaviour can be calculated in case creep
or relaxation functions are known. In the numerical implementation of time-dependency, the viscous
deviatoric stress tensors
∑
α
σvα , also denoted as
∑
α
hα, which stands for “history“, as well as the total
deviatoric stresses devσ are saved in each time step as history variables. The derivation of an algorithm
is presented in [138] where a relaxation test is formulated for the 1D case with a continuous relaxation
function G for an infinitesimal strain step ds in a time interval [0, t].2
σ(t) =
t∫
0
G(t− s) ∂ε(s)
∂s
ds, (4.2.2)
where
G(t− s) = Y0 +
N∑
α=1
Yαe
(
− t−sTj
)
. (4.2.3)
1 See section 2.5
2 In the context of this work, a tensile test is supposed.
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In reference to the Generalised Maxwell model, Y0 is the Young’s modulus of the single spring and Yα
are α’s Young’s moduli of the springs in the Maxwell elements. A decomposition of Eq. (4.2.2) into an
instantaneous and time-dependent stress parts is given as
σ(t) =
t∫
0
Y0ε(t) +
N∑
α=1
t∫
0
Yαe
(− t−sTα ) ∂ε(s)
∂s
ds
= σ0(t) +
N∑
α=1
hα(t).
(4.2.4)
Where Tα are relaxation times and ε(t) = σ0(t)Y0 . With βα =
Yα
Y0
follows the viscous stress variables
hα(t)
hα(t) =
t∫
0
βαe
(− t−sTα ) ∂σ0(s)
∂s
ds. (4.2.5)
For the numerical implementation, a time step ∆t = tn+1 − tn is defined that is used to segment the
exponential function
e
(
− tn+1Tα
)
= e
(
− tn+∆tTα
)
= e
(
− tnTα
)
e
(
− ∆tTα
)
. (4.2.6)
Eq. (4.2.6) splits the time history into two intervals: 0 ≤ s ≤ tn and tn ≤ s ≤ tn+1. Viscous stress
variables are consequently written as
hα(tn+1) = βα
tn+1∫
0
e
(
− tn+1−sTα
)
∂σ0(s)
∂s
ds
= βαe
(
− ∆tTα
) tn∫
0
e
(
− tn−sTα
)
∂σ0(s)
∂s
ds
+ βα
tn+1∫
tn
e
(
− tn+1−sTα
)
∂σ0(s)
∂s
ds
= e
(
− ∆tTα
)
hα(tn) + βα
tn+1∫
tn
e
(
− tn+1−sTα
)
∂σ0(s)
∂s
ds.
(4.2.7)
The differential expression for deviatoric strain ∂σ0(s)∂s , is formulated for a discrete time step ∆t as
∂σ0(s)
∂s
= lim
∆t→0
∆σ0(s)
∆s
= lim
∆t→0
σn+10 − σn0
∆t
. (4.2.8)
Eq. (4.2.8) inserted into Eq. (4.2.7) yields
hn+1
α
= e
(
− ∆tTα
)
hn
α
+ βα
tn+1∫
tn
e
(
− tn+1−sTα
)
ds
σn+10 − σn0
∆t
. (4.2.9)
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After integration with respect to ds follows
hn+1
α
= e
(
− ∆tTα
)
hn
α
+ βα
1− e
(
− ∆tTα
)
∆t
Tα
[
σn+10 − σn0
]
. (4.2.10)
For 3D case scalar expressions of strain and stress are substituted by tensorial expressions in the current
time increment. The split into hydrostatic and deviatoric stress part gives
σn+1 = vol σn+1 + dev σn+1 = K vol εn+1 + dev σn+1 = K 13 I
n+1
ε
+ dev σn+1 (4.2.11)
where K is the bulk modulus and Iε = tr ε. Deviatoric stresses are split into instantaneous and time-
dependent parts
dev σn+1 = dev σn+10 +
∑
α
hn+1
α
, (4.2.12)
with
dev σn+10 = (ε− In+1ε )Cdev . (4.2.13)
The incremental viscous history variables are
hn+1
α
= e(−
∆t
Tα )hn
α
+ βα
1− e(− ∆tTα )
∆t
Tα
[
dev σn+10 − dev σn0
]
. (4.2.14)
The viscoelastic material tangent is divided into three parts
C := ∂σ
n+1
∂εn+1
= Cvol +
1 +∑
α
βα
1− e(− ∆tTα )
∆t
Tα
 Cdev
= K(1⊗ 1) +
1 +∑
α
βα
1− e(− ∆tTα )
∆t
Tα
 2µ0 (1− 13 (1⊗ 1)
)
.
(4.2.15)
Electrostatic and electromechanical material tangents due to coupling are discussed in detail in chapter 5.
4.3 Geometric non-linear electro-viscoelasticity
The ferroelectret structures at hand have been investigated by mechanical compression tests whereby the
compression was in a range of 1 and 50%. Since a specific material classification was not available
the simplest way to describe large deformation elasticity was to use the St.Vernant material, which was
augmented by dissipative and electrostatic parts; an advantage of this choice is that results from linear
analytical solutions and non-linear calculations are comparable.
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4.3.1 Split of stress tensor, model B
The stress tensor split is justified when the material equations are linear, which is the case for the
St.Vernant material. The incremental scheme presented in the last section 4.2 can be adopted and the
Cauchy stress σ is substituted by the 2.Piola-Kirchhoff stress S derived from the energy function.
4.3.2 Split of energy and deformation gradient, model C
The implementation of material non-linearity, e.g. hyperelastic material like Neo-Hooke, Gent, Ogden,
Arruda-Boyce, description of dielectric dissipation, or distinction between polarised and non-polarised
material, requires a split of energy function and deformation gradient. A free energy density function for
a compressible dielectric material that includes viscous and dielectric dissipation is given by
Ψ(C,Cvα) = Ψvol(C)︸ ︷︷ ︸
hydrostatic
+ Ψdev0(C)︸ ︷︷ ︸
deviatoric instant.
+ Ψel(C)︸ ︷︷ ︸
el. vacuum
+ ΨP(C)︸ ︷︷ ︸
el. polarisation
+
∑
α
Ψvα(Ceα)︸ ︷︷ ︸
viscous dissipation
+
∑
α
ΨPvα (Ceα)︸ ︷︷ ︸
dielectric dissipation
.
(4.3.1)
Here, the electrostatic energy parts are separated into vacuum part Ψel(C) and matter part ΨP(C). ΨP(C)
is the polarisation. The kind of polarisation can be defined via specific expressions of the polarisability
e.g. discussed in [34]. Dielectric dissipation
∑
α ΨPvα (Ceα) is formulated equivalent to viscous dissipa-
tion assuming a sum of simultaneous processes. For a non-polar material ΨP(C) and
∑
α ΨPvα (Ceα) are
omitted. Keeping the assumption of a St.Vernant material with free energy density
Ψ(C) = λ2 (trA)
2 + µ trA2, (4.3.2)
volumetric and deviatoric parts of Eq. (4.3.2) are
Ψvol(C) =
1
2K
[
tr
[1
2 (C− 1)
]]2
and
Ψdev(C) = G
[
tr
[1
2 (C− 1)
]2
− 13
[
tr
[1
2 (C− 1)
]]2]
.
(4.3.3)
According to [82] viscous, dissipative parts are assumed to be proportional to the elastic energy. It
follows
Ψvα(Ceα) = βα Ψdev(Ceα) = βαG
[
tr
[1
2 (Ceα − 1)
]2
− 13
[
tr
[1
2 (Ceα − 1)
]]2]
. (4.3.4)
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The vacuum part of the electrostatic energy Ψel is given by Eq. (4.3.5). A similar quadratic approach
is chosen for the polarisation fraction ΨP. Dielectric dissipation is assumed to be proportional to the
instantaneous polarisation whereby γα is an positive factor.3
Ψel(C) = −120JE0 · (C
−1E0),
ΨP(C) = −120 χs E0 · (C
−1E0),
ΨPvα (Ceα) = −
1
2 γα 0 χs E0 · (C
−1
eα
E0).
(4.3.5)
The dielectric displacement with respect to the reference configuration is4
D0(C,Cvα) = −
∂Ψ
∂E0
= −
∂
(
Ψel + ΨP +
∑
α
ΨPvα
)
∂E0
(4.3.6)
with
D0vac(C) = 0J C−1 E0︸ ︷︷ ︸
vacuum
,
D0P(C) = 0χs C
−1 E0︸ ︷︷ ︸
polarisation
,
D0vα (C,Cvα) = γα 0 χs Ceα E0︸ ︷︷ ︸
dielectric relaxation
.
(4.3.7)
For stresses follows
S(C,Cvα) = 2
∂Ψ
∂C
= 2
∂
(
Ψvol + Ψdev0 +
∑
α
Ψvα + Ψel + ΨP +
∑
α
ΨPvα
)
∂C
(4.3.8)
3 FEP shows a piezoelectric effect if free charge is brought into the material [145]. An investigation about space charge
distribution in dependence of wall thickness in corona charged ferroelectret structures was conducted using a Laser-
Intensity Modulation Method (LIMM) [146]. Measurement of the space charge distribution in the ferroelectret structures
at hand is recommended as well as an assessment of the specific dielectric relaxation model.
4 See Eq. (2.4.20).
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with5
Svol(C) =
1
2K(trC− tr1)1,
Sdev0(C) = G
1
2
(C⊗ 1)23T + (1⊗ CT)23T
 : 1− 21
− 13 [tr (C− 1)]1
,
Svα(C,Cvα) = 2
∂Ψvα
∂C
= βαG
1
2
(CCvα−1 ⊗ 1)
23
T −
(
1⊗ CCvα−1
)23T : 1Cvα−1 − 2Cvα−11

− 13
[
tr
(
CCvα
−1 − 1
)]
: 1Cvα−1
,
SE(C,Cvα) = 0(J + χs)E0
(C−1 ⊗ C−T)23T E0
− 120JC−1
[
E0 ·
(
C−1E0
)]
− γα0χsE0
(
Cvα
−1E0
)
.
(4.3.9)
or in indices
Svolij =
1
2K(Ckk − 3)δij,
Sdev0ij = G
[
(Cij − δij)− 13(Ckk − 3)δij
]
,
Svαij = βαG
[
Cvαik
−1 (CklCvαlj−1 − δkj)− 13
(
CklCvαlk
−1 − 3
)
Cvαij
−1
]
,
SE
ij
= 0 (J + χs)E0 kCki−1Cjl−1E0 l − 120JE0 pCpq
−1E0 qCij−1 − γα0χsE0 k C−1vαkiE0 j.
(4.3.10)
The material tangent kMM is calculated using C˜ = 2∂S/∂C.6 The fractions are given as7
C˜vol = K (1⊗ 1) ,
C˜dev = 2G
(
1− 13 (1⊗ 1)
)
,
C˜vα = 2βαG
(
C−1vα C
−1
vα
− 13C
−1
vα
C−1vα
)
,
(4.3.11)
or in indices
C˜vol ijkl = Kδijδkl,
C˜dev ijkl = 2G
(
δikδjl − 13δklδij
)
,
C˜vα ijkl = 2βαG
(
Cvα ik
−1Cvα lj
−1 − 13Cvα lk
−1Cvα ij
−1
)
.
(4.3.12)
5 Here,
23
T means that the second and the third index must be permuted.
6 For details see appendix A.12.
7 To compare simulation results of both implementation types of electro-viscoelasticity for large deformation, a formula-
tion for SE according to Eq. (5.1.18) and C˜E defined in Eq. (A.8.5) is chosen.
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4.3.3 Numerical treatment
The tangent kMM is updated in each time increment using a linear rate equation for viscoelastic stresses
as proposed in Bonet [82]
dSvα
dt
∣∣∣∣∣∣
C=const.
= − 1
Tα
Svα. (4.3.13)
An incremental form of the left side of Eq. (4.3.13) is given by
dSvα
dt
∣∣∣∣∣∣
C=const.
= 1
∆t
[
Svα
(
Cn+1,Cn+1vα
)
− Svα
(
Cn+1,Cnvα
)]
. (4.3.14)
Inserting Eq. (4.3.13) into Eq. (4.3.14) yields
Svα
(
Cn+1,Cn+1vα
)
= Tα
Tα +∆t
Svα
(
Cn+1,Cnvα
)
. (4.3.15)
Bonet interprets the stresses Svα
(
Cn+1,Cnvα
)
as a kind of trial stresses known from plasticity theory.
The viscous material tangent is updated similarly in every time step using the same pre-factor as for the
viscous stresses
C˜vα
(
Cn+1,Cn+1vα
)
= Tα
Tα +∆t
2βαG
(
Cvα
−1nCvα
−1n − 13Cvα
−1nCvα
−1n
)
. (4.3.16)
Internal variables are iterated in the current time step after viscous stress and material tangent are up-
dated. A Newton-Raphson scheme is used to determine the α unknown tensorial variables; six times α
equations are given by the third equation in Eq. (4.3.10). The derivatives were approximated numerically
by using the backward difference quotient.
4.4 Model validation
Benchmark and patch tests are conducted for the validation of large deformation models; the simulation
results of relaxation and creep tests are compared to analytical solutions of the Generalised Maxwell
model. Analytical solutions are not split into hydrostatic and deviatoric parts, a direct comparison to
numerical solutions is therefore only given for a Poisson’s ratio of 0.5, which is however difficult in nu-
merical studies. A maximum Poisson’s ratio of 0.499 is therefore assumed in the following paragraphs.
The Young’s modulus of the single spring with Y0=500MPa is in the order of the Young’s modulus of
FEP at room temperature. In the benchmark tests, which use one element, and in the patch tests on a
cube of eight elements, a homogeneous tensile stress or strain, and in voltage-controlled tests, a homo-
geneous electric field perpendicular to the upper cube surface is prescribed. The edge length of the cube
geometries is chosen with 1 µm, the bottom is fixed perpendicular to surface and symmetry boundary
conditions are given on the two lateral edges. For creating diagrams GNU Octave was used to compare
curves for different viscous parameters.
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4.4.1 Validation model B
In this subsection results of benchmark tests using model B and analytical solutions are compared to
validate model B.
Relaxation and creep due to mechanical stress
The analytical solution for a relaxation test is given as
σ(t) = ε(0)
Y0 + N∑
α=1
Yαe
− tTα
 , (4.4.1)
and for a creep test as8
(t) = σ(0)
Cg + (Cr − Cg)
1− e− tT CrCg

with Cg =
1
Y0 + Yj
, Cr =
1
Y0
.
(4.4.2)
The following figures show creep and relaxation tests for one volume element for changing viscous
parameters, Poisson’s ratios and mechanical impacts.
8 See [147].
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Figure 4.4.1.: Relaxation test, model B versus analytical solution for β=2.0: (a) ε=1%, ν=0.499, (b)
ε=10%, ν=0.499, (c) ε=10%, ν=0.45, (d) ε=10%, ν=0.4. Dots show numerical solu-
tions.
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Figure 4.4.2.: Creep test, model B versus analytical solution: (a) AppliedP33=4MPa, ν=0.499, (b) Applied
P33= 16MPa, ν=0.499 (c) Applied P33=16MPa, ν=0.45 (d) Applied P33=16MPa, ν=0.4.
Dots show numerical solutions.
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Figure 4.4.3.: Creep test for an applied P33=40MPa using a Generalised Maxwell model of three Maxwell
elements with β1=0.5, β2=0.2, β3=0.1 : (a) Green-Lagrange strain, (b) Different stress
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For small deformation due to strains about 1%, analytical and numerical solutions of relaxation and
creep tests are identical what can be observed in Fig. 4.4.1a and Fig. 4.4.2a. An increase of strain or
stress for a Poisson’s ratio of 0.499 leads to a divergence of analytical and numerical solution, which is
particular pronounced in relaxation tests for long relaxation times T and in creep tests if T is shorter than
10 s. The deviation is decreased by a reduction of Poisson’s ratio to 0.45 or 0.4 in case of relaxation
and increased for creep for long relaxation times.
Creep due to voltage
Fig. 4.4.4a shows a cube model that is used for the patch test consisting of eight volume elements. To
distort the element the centre node of the cube is displaced slightly from the centre point. A homogeneous
voltage of φ=1 kV is applied on the upper cube surface and induces a linear distribution of voltage and
displacement u33 over the cube height, shown in Fig. 4.4.4b and c.
(a) (b) (c)
Figure 4.4.4.: Patch test: (a) Geometry and boundary conditions, light blue areas are symmetry planes, (b)
φ [V], (c) u33 [m].
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Figure 4.4.5.: Patch test for β1=0.5, β2=0.2, β3=0.1, β4=0.05 and T1=0.1 s, T2=1 s, T3=10 s, T4=100 s:
(a) Green-Lagrange strain A33, (b) Hencky strain Hˆ33, (c) Electric field at t=1s.
The Green-Lagrange strain A33 in Fig. 4.4.5a is homogeneous in the cube volume. As demonstrated in
Fig. 4.4.5b,A33 and Hencky strain Hˆ33 decrease within a time interval of 1 s whereby the offset between
both is enlarged. The electric field, shown in Fig. 4.4.5a, is homogeneous.
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4.4.2 Validation model C
In this subsection results of benchmark tests using model C and B are compared to validate model C.
Relaxation due to mechanical stress
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Figure 4.4.6.: Relaxation test, model C versus model B for β=2.0: (a) ε=1%, ν=0.499, (b) ε=10%,
ν=0.499, (c) ε=10%, ν=0.45, (d) ε=10%, ν=0.4. Dots show solutions for model C.
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Figure 4.4.7.: Relaxation test, model C and B versus analytical solution using a Generalised Maxwell model
of three Maxwell elements with β1=0.5, β2=0.2, β3=0.1, T1=1 s, T2=10 s, T3=100 s: (a)
ν=0.499, (b) ν=0.4. Thick lines show solutions for model B, dots show solutions for model
C and thin lines the analytical solution.
It is observable in the relaxation tests in Fig. 4.4.6a and b that the deviation between model B and C
is slight, even for a strain of 10% and a relaxation time of 100 s; the offset is not influenced by the
Poisson’s ratio that is shown in Fig. 4.4.6c and d. For a simultaneous activity of three Maxwell elements
however, the offset between B and C is clearly visible in Fig. 4.4.7 for strains larger than 5%.
Creep due to voltage
The patch test described in section 4.4.1 was used to compare B and C under voltage control.
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Figure 4.4.8.: Patch test, model C versus model B using a Generalised Maxwell model of four Maxwell ele-
ments with β1=0.5, β2=0.2, β3=0.1, β4=0.05 and T1=0.5, T2=0.2 s, T3=0.1 s, T4=0.05 s:
(a) A33 and Hˆ33, (b) S3 and σ3. Dots show solutions for model C.
As shown in Fig. 4.4.8a, a divergence of resulting strains A33 and Hˆ33 is noticeable with a strain of 4%.
Both models yield a similar time function for Cauchy and 2.Piola-Kirchhoff stress, see Fig. 4.4.8b.
Both large deformation models fit the analytical solution for small deformation. In case several Maxwell
elements are active, an offset between B, C and analytical solution is given for strains above 5% for
an incompressible material. In voltage-controlled tests, B and C diverge with strains above 5%. All
discussed tests show reasonable results and confirm the validity of the numerical coding.
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5 3D model for layered polymeric
ferroelectrets
5.1 Introduction
A 2D continuum model for the electric breakdown induced charging process and deformation behaviour
of polymeric ferroelectrets has been introduced in Xu et al. and Gross and Xu [148, 149, 150]. This
model is presented here in a 3D formulation and variants for small and large deformation to simulate
lossless and transient behaviour. It consists of two subroutines implemented in FEAP, one for bulk
elements, and one for interface elements. The linear model variant for bulk is similar to the linear
standard electromechanical model for polarisation. Large deformation bulk models use a geometric non-
linear formulation with St.Vernant material for the lossless behaviour, or apply the numerical schemes
discussed in chapter 4 for transient behaviour. Electric field quantities are formulated in the reference
configuration. The interface models adopt the bulk material and a subiteration is conducted for interface
nodes to describe the accumulation of free charge after electric breakdown.
The chapter is organised as follows: In the subsection 5.1.1 the lossless linear model is described
which is later used to investigate the piezoelectric behaviour. The non-linear bulk model is derived in
subsection 5.1.2. The model for interface charging is revised in subsection 5.1.3. In section 5.2 numerical
expressions for the element stiffness matrix in bulk and interface elements are explained.
5.1.1 Linear model, bulk
Material laws, kinematics and balance laws for a dielectric bulk material are described in the following.
The mechanical stress tensor is written for Hookean material: σ = Cε. σ and ε are second order tensors
of stress and strain field. ε = 12
[
(∇u)T +∇u
]
is the linearised strain tensor whereby u specifies the
field of mechanical displacement. C is the fourth order elasticity tensor, which has 9 entries different
from zero in the isotropic material assumed here. C is formulated as
C = λ(1⊗ 1) + 2µ1, (5.1.1)
where ⊗ defines the dyadic or tensorial product. λ and µ are the Lamé constants whereby µ is equal to
shear modulus G. 1 and 1 are unit tensors of second and fourth order. For an ideal dielectric material
follows
E = −gradφ, (5.1.2)
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D = 0rE. (5.1.3)
E and D are the vectors of electric and dielectric displacement field, 0 is the vacuum permittivity, φ
represents the scalar field of electrostatic potential and r = 1 + χsJ is the relative permittivity. The
susceptibility χs is divided by J , which is the volume change of an infinitesimal volume element during
deformation. For convenience it is not written explicitly in expressions for fields mentioned so far that
they depend on current position x, but this dependence is used to calculate J by the determinant of
deformation gradient.
J = det F = det
(
1 + ∂u
∂X
)
. (5.1.4)
In McMeeking and Landis [95] an electrostatic stress for a proportional dependence of susceptibility on
density as χ = χs ρρ0 = χs
1
J is derived.
1 The electrostatic stress is formulated as
σE = E⊗ D− 120
χs
J
(E · E)1. (5.1.5)
Coupling between electrical and mechanical material properties is achieved via a definition of a total
stress [94, 96]
σtot = σ + σE. (5.1.6)
The mechanical and electric balance law are given as
divσ + f = 0, (5.1.7)
divσE − f E = 0 (5.1.8)
divD− % = 0 (5.1.9)
where f is the vector of mechanical body force density and f E the vector of electric force density. % is
the charge density.
5.1.2 Geometric non-linear model, bulk
Reference and current configuration for all field quantities is distinguished to consider geometric non-
linear effects. The choice of configuration and work-conjugated stress and strain measure is influenced
by material formulation and numerical transformability, as well as by requirements with regard to ex-
perimental verification. Here, the model is formulated in the reference configuration since it is a light
version of the model for polarised dielectrics introduced in section 4.3.2. 2.Piola-Kirchhoff stress tensor
S for St.Vernant material is defined by
S(A) = λ(A)1 + 2µA, (5.1.10)
1 This means that the polarisation energy ψP per unit mass is proportional to the square of the dipole moment per unit
mass: ψP = ρ020χs
(
Pk
ρ
)(
Pk
ρ
)
.
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or in indices as
Sij = λδijAkk + 2µAij. (5.1.11)
A is the Green-Lagrange strain tensor. For the mechanical tangent stiffness follows
C = 2∂S
∂C
= λ(1⊗ 1) + 2µ1, (5.1.12)
or in indices as
Cijkl = λδijδkl + 2µδikδjl. (5.1.13)
Electric field quantities are defined in reference to Dorfmann and Ogden [94]
E0 = −GRADφ, (5.1.14)
E0 = FTE, (5.1.15)
D0 = JF−1, (5.1.16)
D0 = 0 (J + χs)C−1E0, (5.1.17)
SE =
(
C−1E0
)
⊗ D0 − 120J
[
E0 ·
(
C−1E0
)]
C−1. (5.1.18)
E0 and D0 are electric and dielectric displacement field vector in the reference configuration, C is right
Cauchy-Green tensor.
5.1.3 Charging process, interface
This subsection introduces a model for the charging of a non-polarised polymer generated by free charges
produced by electric breakdown of a gas. The interface charge density p is the difference between normal
components of dielectric displacement in adjoining dielectrics with permittivities r1 and r2 .
2 Charging
starts when the breakdown field EB is reached
p = [[D · n]] = (D+ − D−) · n
= 0r2Em − 0r1EB where r2 > r1.
(5.1.19)
Em = −EFEP ·m is the normal component of the electric field in the polymer pointing into the broken
down medium.
2 See Eq. (2.2.25)
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Figure 5.1.1.: (a) Orientation of vectors m and n. The red line symbolises the interface. (b) Combination
of bulk and interface element.
Accumulation of free charge is modelled by a return mapping algorithm similar to the numerical descrip-
tion of 1D plasticity with kinematic hardening [151]. Like a flow rule, a function to govern the charging
is derived from Eq. (5.1.19)3
f(Em) := |Em| − r1
r2
EB ≤ 0. (5.1.20)
Eq. (5.1.20) implies two cases. f(Em) < 0 means no charge is accumulated, since |Em| is smaller
than r1r2
EB. f(Em) = 0 defines the threshold for the case Em is on the yield surface. A numerical
iteration takes place for f(Emn+1) > 0. For kinematic hardening, a linear increase of tensile stress shifts
the centre of yield surface in the stress/strain diagram, the threshold value for accumulation of plastic
strain due to compression is reduced. Such a behaviour is called Bauschinger effect that is observed for
metals and alloys. Based on empirical observation [153], a similar behaviour, illustrated in Fig. 5.1.2, is
assumed for the electric field componentEm as function of interface charge p. A second internal variable
q = −2EB0 + EB1 is installed to include this in the flow rule
f(Em, q) := |Em − q| − r1
r2
EB ≤ 0. (5.1.21)
q is denoted as “back field“. The rate of p is constant and given by
p˙ = γ sign(Em − q). (5.1.22)
The signum function defines the direction of p˙. During loading, see green curve section in Fig. 5.1.2,
f(Em) > 0. It follows p˙ = γ. During unloading, see red curve section, p˙ = −γ is held. p is only
3 Compare with the formulation of 1D plasticity, see Simo and Hughes [152]
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changed if the threshold value f(Em) = 0 is reached. The Kuhn-Tucker condition γf(Em) = 0 can be
derived from this.
f(Em) < 0 ⇒ γ = 0
 γf(Em) = 0γ > 0 ⇒ f(Em) = 0
(5.1.23)
f(Em) = 0 has to be guaranteed for every time point; the Kuhn-Tucker condition in Eq. 5.1.23 is
therefore also valid for f˙ leading to the persistency or consistency condition
γf˙(Em) = 0. (5.1.24)
γ is known as consistency parameter and can be interpreted as Lagrange multiplier. The relation between
the internal variables is given as4
p = 0r2q. (5.1.25)
An evolution equation for q is defined by
q˙ = 1
0r2
p˙ = γ sign(Em − q) 1
0r2
. (5.1.26)
Figure 5.1.2.: (a) Hysteresis of charge accumulation: Green line marks loading, red line unloading. q is the
offset of yield surface midpoint. (b) Time function of Em.
4 The model in [148] assumes a linear curve progression of p. This fits well Eq. (5.1.25). Measurements of polarisation
dynamics of FEP/ePTFE/FEP sandwich structures have however shown that charge accumulation is non-linear with
time [154]. A non-linear hardening rule can be used to improve the correlation to experimental data.
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Eq. (5.1.19)-Eq. (5.1.26) form a differential-algebraic system of equations (DAEs) for time tn. A
time-discretisation is performed using a backward Euler scheme which approximates a solution for
time points t > tn. The present initial value problem is classified as a constrained problem of evolu-
tion whereby the constraint is given by Eq. (5.1.21) which governs also the update of internal variables
p and q. Time increments of internal variables pn and qn are updated if f(Emn+1) > 0. The update of
the electrostatic force tC between two opposite polarised surfaces is governed by the constraint condition
as well.5 This condition is queried in the algorithm presented in Fig.5.1.3 by f trial
n+1 > 0. An iterative
process of query and update is repeated until f trial
n+1 ≤ 0. This iterative procedure is also referred to as
return mapping.
Figure 5.1.3.: Return mapping algorithm to describe charge accumulation in the interface: ∆γ = γn+1 +
∆t ≥ 0, is the algorithmic counterpart of the consistency parameter γ ≥ 0.6
Before electric breakdown, when Er1 < EB, the electric field in the gas is calculated by transforming
Eq. (5.1.19) to
Er1 =
p
0r1
+ r2
r1
Em. (5.1.27)
5 For a detailed description see appendix A.7.
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5.2 Numerical implementation
5.2.1 Linear model, bulk
Numerical implementation starts with the formulation of weak forms of balance laws referred to body
B with volume Ω. The weak form of balance is equivalent to the work done by a virtual displacement
δu and a virtual potential δφ on a volume Ω
+
∫
Ω
D · δE dv
︸ ︷︷ ︸
δW Eint
+
∫
∂Ωq
D · n δφ ds
︸ ︷︷ ︸
δW Eext
= 0,
−
∫
Ω
(σ + σE) : δH dv
︸ ︷︷ ︸
δWMint
+
∫
∂Ωt
ttot · δu ds
︸ ︷︷ ︸
δW Eext
= 0.
(5.2.1)
ttot = (σ + σE)n is the total Cauchy stress vector, D · n is the surface charge density. δH = grad δu
and δE = −grad δφ are the gradients of virtual displacement and electric field. δWext and δWint are
the virtual external and internal work of electric and mechanical forces, respectively. Due to the first law
of thermodynamics, δWint = δWext. Solutions of Eqs. (5.2.1) are obtained by using the Finite-Element
method whereby a discretisation of volume and degrees of freedom is carried out. Geometry, virtual
displacement and electric field are discretised using trilinear shape functions.7 A standard interval for
the Gauss quadrature is given by the natural coordinates ξ ∈ [−1, 1], η ∈ [−1, 1] and ζ ∈ [−1, 1]. The
interval boundaries define the positions of 8 boundary nodes of a cube volume in the parameter space.
Two residuals remain from the numerical solution of the balances. For the element nodes a = 1, ..., 8,
their discrete form is described by8
RE
a
= −
∫
Ωh
(BE
a
)T · D dv ,
RM
a
= −
∫
Ωh
(BM
a
)T (σ + σE) dv . (5.2.2)
BE
a
is a 3-dimensional vector of derivatives of shape functions of the virtual electric potential. In Voigt
notation, BM
a
is a 6x3 matrix of derivatives of shape functions of the virtual displacement. Vector and
matrix are described in appendix A.6. σ and σE are given in Voigt notation, residual RM
a
is therefore a 3-
dimensional vector. Since the Newton method is used, a tangential stiffness matrix describes the change
7 See appendix A.5.
8 The index h means discretised.
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of the residual by variation of a kinematic variable. Three partial derivatives are given for the elec-
tromechanical coupled system since for linear theory the electric field does not depend on displacement.
The discretised entries of the tangential stiffness matrix are noted down for any possible combination of
element nodes a and b.9 kEEab 0
kME
ab
kMM
ab
 , for a, b = 1, ..., 8 with
kEE
ab
= −∂R
E
a
∂φb︸ ︷︷ ︸
scalar value
, kME
ab
= −∂R
M
a
∂φb︸ ︷︷ ︸
vector
, kMM
ab
= −∂R
M
a
∂ub︸ ︷︷ ︸
3×3 matrix
.
(5.2.3)
5.2.2 Linear model, interface
The numeric modelling of charge accumulation and Coulomb force requires a formulation of the virtual
work on interfaces between polymer and gas, given as
δW˜ Eext =−
∫
∂Ωq
(D+ − D−) · n δφ ds = −
∫
∂Ωq
p δφ ds.
δW˜Mext =
∫
∂Ωt
(tE ·m)m · δu ds =
∫
∂Ωt
tCm · δu ds,
=−
∫
∂Ωt
tC n · δu ds.
(5.2.4)
tE = −σEn is the electric Cauchy stress vector. tC is the Coulomb force due to the attraction of polarised
surfaces. An extension by m ·m is necessary in case tC is formulated by means of the Coulomb force in
a parallel plate capacitor that is a scalar expression. The field inside the capacitor is a superposition of
fields due to charges on each of both capacitor plates; one half of Er1
10 has to be taken into account to
calculate tC
tC = 12 |pEr1|. (5.2.5)
9 The entries of the stiffness matrix are described more detailed in appendix A.6.
10 At the end of the charging process Er1 is equal to EB, see appendix A.7. For simplification it is assumed that EB is
not changed by mechanical compression. This is an approximation. In reality, the breakdown field of air is defined via
Paschen’s curve which is a function of the gap between poled surfaces. A development of a continuum model for a
deformation-dependent breakdown field could be of interest.
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Discretised interface residuals are written as
RˆE
c
=−
∫
∂Ωhq
Nc p ds,
RˆM
c
=−
∫
∂Ωht
Nc t
Cn ds.
(5.2.6)
where c = 1, ..., 4 are the four interface nodes in Fig. 5.1.1. An additional stiffness matrix contribution
for these nodes is  kˆEEcb 0
kˆME
cb
0
 , with
kˆEE
cb
=− ∂Rˆ
E
c
∂φb
, kˆME
cb
= −∂Rˆ
M
c
∂φb
.
(5.2.7)
5.2.3 Geometric non-linear model, bulk
A total stress is assumed equivalent to Eq. (5.1.6) but using the 2.Piola-Kirchhoff stress tensor for St.
Vernant material. Stot =
(
S+ SE
)
. Ttot is then the total Cauchy stress vector. Weak forms of equilibrium
are defined by
+
∫
Ω0
D0 · ∂E0 dV +
∫
∂Ω0q
D0 · Nδφ dS = 0
−
∫
Ω0
(S+ SE) : δA dV +
∫
∂Ω0t
Ttot · δu dS = 0,
(5.2.8)
in Voigt notation as
δAh =

δA11
δA22
δA33
2δA23
2δA13
2δA12

=
n∑
a=1
BM
a
δua, (5.2.9)
or written in indices as
δAij =
1
2
n∑
a=1
[FikNa,j +Na,iFkj] δuka. (5.2.10)
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Matrix BM for large deformation is described in appendix A.8. BE is similar to the linear formulation.
Residuals for the bulk are
RE = −
∫
Ωh0
(BE
a
)T · D dV,
RM
a
= −
∫
Ωh0
(BM
a
)T(S+ SE) dV. (5.2.11)
The element stiffness matrix is given by kEEab kEMab
kME
ab
kMM
ab
 , for a, b = 1, ..., 8 with
kEE
ab
= −∂R
E
a
∂φb︸ ︷︷ ︸
scalar value
, kEM
ab
= −∂R
E
a
∂ub︸ ︷︷ ︸
vector
, kME
ab
= −∂R
M
a
∂φb︸ ︷︷ ︸
vector
, kMM
ab
= −∂R
M
a
∂ub︸ ︷︷ ︸
3×3 matrix
.
(5.2.12)
5.2.4 Geometric non-linear model, interface
The residuals for interface nodes in the current configuration are assumed to be similar to linear theory.11
A transformation into reference configuration can be performed by two ways, for the residual containing
the Coulomb force can be interpreted as virtual work of a direction-dependent load. Nanson’s law or the
concept for deformation-dependent load, explained in section 2.7.1, can be applied. The latter is chosen
here and outlined subsequently.12
Tangent vectors gα = χh,α are obtained by the partial derivative of position vector χ
h with respect to
the convective coordinates ξ and η.13 The tangent vectors discretised by quadrilinear shape functions are
written as
χh =
4∑
c=1
Nc(ξ, η)χc,
χh
,α
=
4∑
c=1
Nc(ξ, η),αχc .
(5.2.13)
The surface normal with respect to the reference configuration N˜ is expressed using Eq. (2.7.4)
N˜h = χh
,ξ
× χh
,η
=

x2,ξx3,η − x3,ξx2,η
x3,ξx1,η − x1,ξx3,η
x1,ξx2,η − x2,ξx1,η
 . (5.2.14)
11 See Eqs. (5.2.6)
12 Compare with [92]
13 α = 1 complies with ξ and α = 2 with η.
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By assuming Eq. (5.2.6), the discretised interface residuals are given as
RˆE
c
=−
∫
∂Ωphq
Nc p ||χh,ξ × χh,η|| dξdη,
RˆM
c
=−
∫
∂Ωpht
Nc t
CN˜h dξdη.
(5.2.15)
∂Ωh
p
is the discretised surface in the parameter space. The stiffness matrix entries are14
kˆcb =
∫
∂Ωhp
tCNc
(
Nb,ξN¯,η −Nb,ηN¯,ξ
)
dξdη. (5.2.16)
The entries of matrix N¯,α are
N¯,α =

0 x¯3,α −x¯2,α
−x¯3,α 0 x¯1,α
x¯2,α −x¯1,α 0
 . (5.2.17)
Due to large deformation theory two additional submatrices kˆEM
cb
and kˆMM
cb
containing partial derivatives
of the electric and mechanical residual with respect to the mechanical displacement are supplemented. kˆEEcb kˆEMcb
kˆME
cb
kˆMM
cb
 . (5.2.18)
A detailed description of 5.2.18 is given in appendix A.9.15
14 Compare with Wriggers [92], p.144.
15 For 2D case, the stiffness matrices using Nansons’s formula are reported in [150].
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6 Structural effects on ferroelectret
parameters
6.1 Introduction
It is shown that electromechanical performance of polymeric ferroelectrets is primarily determined by
their mechanical compliance [155]. For truss-like and eye shaped geometries it has been reported that
the wall thickness regulates the effective Young’s modulus [156]. The structure variant at hand consists
of lined-up cells, illustrated in Fig. 6.1.1; it has a wall thicknesses between 50 µm and 150 µm. A
very low Young’s modulus of 0.3MPa and a high piezoelectric coefficient of about 150 pCN−1 was
measured for stress levels up to 0.01MPa for a wall thickness of 50 µm. Since for the given wall
thickness a higher Young’s modulus was expected, a numerical investigation of structural properties by
means of FE-simulation is carried out. In particular the cell geometry, which is formed by buckling
during manufacturing, and the impact of mechanical boundary conditions are examined with regard to
charge accumulation and piezoelectric coefficient.
Literature research revealed just a few works related to this topic since numerical investigation of
charging and piezoelectric behaviour of polymeric ferroelectrets is a less covered topic. In Tuncer
et al. [157], a linear electromechanical model, coupled via electrostatic stress has been applied to
simulate d33 coefficients of layered electret systems whereby the charge distribution in the interface
is prescribed. A further d33 simulation for an idealized, closed cellular PP structure can be found in Wan
and Zhong [158]. Herein, single cells are modelled by hollow oblate tetrakaidecahedrons. A prediction
method of effective electromechanical properties of cellular ferroelectrets based on the Eshelby’s model
is explained in [159].
The chapter is structured as follows: In the subsequent section 6.2 buckling of FEP-tubes is inves-
tigated by means of FE-simulation; the hot-forming of a single tube is simulated in subsection 6.2.1.
Subsection 6.2.2 is focussed on the deformation behaviour of a set of tubes that form a cell array. Sec-
tions 6.3 and 6.4 describe simple schemes to estimate the effective Young’s modulus and the d33.
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Figure 6.1.1.: Cell array from FEP-tubes: (a) and (c) 50 µm, (b) and (d) 100 µm [160].
6.2 From single tube to cell array
Many concepts to form ferroelectret geometries out of polymer films have been introduced in litera-
ture [161]-[162]. A FEP-array with tubular air channels is one structure variant introduced in Altafim
et al. [163]. The array is obtained by fusing two films using a PTFE mask. Tubular channels can be
formed also using a template-based lamination technology presented in [163, 164, 165]. The array struc-
ture at hand is produced by hot-forming of merchantable FEP-tubes. A set of tubes with a length about
5 cm is compressed between two metal plates like illustrated in Fig. 6.2.1. The plates are heated up to
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Figure 6.2.1.: (a) Set-up for preparation of array structures. 20-25 tubes are compressed and merged by
hot-forming between two plates. (b) Fitted material curves of FEP100.
a temperature of 270 ◦C and melt together during a hold time of 10min. In a time interval of 45min
the setup is cooled down to room temperature. Generated arrays have a well ordered structure down to
a wall thickness t of 50 µm. For wall a thickness of 25 µm, the structure is unstable and shows diverse
buckling modes.1
1 The observed modes are similar to post-buckling modes described in [166]
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6.2.1 Single tube
Deformation behaviour and stress distribution in tubes and circular rings induced by differently ap-
plied forces is subject of engineering and mathematical description since the beginning of the 20th
century [167]. In 1969 a thick rubber ring compressed by two flat platens was experimentally exam-
ined in Durelli et al. [168]. The original circular cross section of the ring was deformed to an oval shape.
An eight-shaped buckling mode has been observed during the hot-forming of FEP-tubes at 250 ◦C. A
mathematical description of both deformation modes is given in Flaherty and Rubinow [169] where
buckling modes with n-fold symmetries were calculated. The oval section is the first buckling mode that
occurs if outside minus the inside pressure p is equal to buckling pressure pbn. Higher buckling modes
occur for pbn > p. The observed eight-shaped mode can be ranged between pbn and pcn where pcn is the
pressure in case opposite longitudinal tube sides are just touch each other.
Deformation of tubes by compression between two plates is mapped by FE-simulation subsequently.
The model assembly is shown in Fig. 6.2.2. Contact surfaces Surf.1 and Surf.2 are active. A surface to
surface contact with finite sliding is applied. Default hard-contact using a Lagrange multiplier method
is set normal to surface, and frictionless contact tangential to surface. Surf.2 is fixed for all degrees
of freedom, Surf.1 is free to move in normal direction. A standard elasto-plastic material of ABAQUS
that considers isotropic hardening is applied. Elasto-plastic material data is therefore extracted from
stress/strain curves of FEP100 for 23 ◦C and 204 ◦C [170]. Matlab is used for the parameter fitting
demonstrated in Fig. 6.2.1b. An FE-mesh is generated by 20-node quadratic brick elements with reduced
integration. Non-linear geometry is assumed. The analysis is stabilised by a dissipated energy fraction
of 0.002%. The maximum ratio of stabilisation to strain energy is 0.05.
Figure 6.2.2.: Assembly of the FE-model: t is the tube thickness, d is distance between tubes, D the outer
tube diameter.
Simulation results of displacement driven simulation at 204 ◦C show that upper and lower cell edge
are displaced inhomogeneously. The outer cell edges are stronger shifted than middle area. The tube
section is bent around the x-axis as it can be seen particularly in Fig. 6.2.3a and d. For both geometries
the von Mises stress is maximal in the region of the folded edges. As it can be observed in Fig. 6.2.3b and
e, the maximum value is higher in the tube with a wall thickness of 150 µm due to its higher stiffness.
Fig. 6.2.3c and f show the displacement in compression direction.
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(a) (d)
(b) (e)
(c) (f)
Figure 6.2.3.: Compressed tube at 204 ◦C, (a)-(c) D=940µm, t=50µm, (d)-(f) D=1400µm, t=150µm.
Von Mises stress in [MPa], displacement in [µm]. (a) and (d) Von Mises stress in a tube half,
(b) and (e) Von Mises stress, (c) and (f) Displacement in compression direction.
Figure 6.2.4.: Compressed FEP-tube with D=940µm and t=50µm: (a) Experiment at T=250 ◦C, (b)
Simulation at T=204 ◦C, stress component Syy.
A comparison of experiment and simulation is presented in Fig. 6.2.4. The compression test in
Fig. 6.2.4a shows an eight shaped form that can be recognized also in the simulation. Stress in compres-
sion direction Syy is concentrated on the left and right lateral edge. The outer edges are stretched (red
region) and the inner are compressed (blue region).
6.2.2 Cell array
By additionally assuming lateral contact surfaces, Surf.3 and Surf.4 shown in Fig. 6.2.2, the compression
of a set of tubes to an array structure is simulated using Virtual Performance Solution (VPS). Lateral
contact is defined using a friction free Lagrange node to segment contact. An 8-node hexahedral element
that applies mean a dilatation method is used.
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Figure 6.2.5.: Compressed set of tubes with D=1000µm at T=204 ◦C. Left picture, (a) t=50µm, (b)
t=100µm. Right picture, t=50µm, (a) Surf.3 and Surf.4 just touch each other, (b) Distance
d between tubes is slightly reduced.
Simulation results for tubes with an outer diameter D=1000 µm are presented in the left pictures
in Fig. 6.2.5. Herein, the overall compression is 65% what is equal to the experimental specification
for a wall thickness of 50 µm. The right picture demonstrates that buckling of the upper edge is more
pronounced in case where the tubes are positioned closer together. The buckling is stronger also if tem-
perature is lower because the material’s and the effective Young’s modulus is higher. This relationship
is demonstrated by Fig. 6.2.6 that shows the influence of temperature on deformation behaviour. An
explanation for the outlined relationship is that for higher cell stiffness, higher contact pressure is nec-
essary to compress the cell to a certain level; for a restricted movement of lateral edges, the contact
pressure perpendicular to compression, in x-direction, is growing thereby. The minimal contact pressure
in x-direction is for 23 ◦C about 18% higher than for 204 ◦C what can be see Fig.6.2.7a and d.
(a) (b)
Figure 6.2.6.: Influence of temperature: (a) 23 ◦C, (b) 204 ◦C.
Comparing the manufactured arrays in Fig. 6.1.1 with the virtual structures in Fig. 6.2.5 shows different
geometries for a wall thickness of 50 µm; in the real structure a cant has developed during hot-forming,
while in the simulation lateral cell edges are rounded. A reason for this is the neglection of creep effects
in the used material model. This assumption is confirmed by Fig. 6.2.8a and Fig. 6.2.8b that show that
the geometries of real structure and simulation deviate just at those locations of maximal von Mises
stresses and equivalent plastic strain.
6.2. From single tube to cell array 95
(a) (d)
(b) (e)
(c) (f)
Figure 6.2.7.: Contact pressure in [MPa], (a)-(c) 23 ◦C, (d)-(f) 204 ◦C: (a) and (d) Contact pressures in
x-direction, (b) and (e) Contact pressures in y-direction, (b) and (e) Contact pressures in
z-direction, for a wall thickness of 50 µm.
(a) (c)
(b) (d)
Figure 6.2.8.: (a) and (b) Von Mises stress in [MPa], (c) and (d) equivalent plastic strain at 204 ◦C, for wall
thicknesses of 50 µm and 100 µm. Von Mises stress and plastic strain are maximal in the
magenta regions.
96 6. Structural effects on ferroelectret parameters
Summing up, two parameters can be identified from FE-simulation which influence the buckling:
The Young’s modulus of tube material and the distance between adjacent tubes.
6.3 Effective Young’s modulus
Since the effective Young’s modulus of the cell, here denoted as YE, is an essential parameter for the
d33 coefficient, an approximation of YE based on FE-simulation is identified. Boundary conditions on
lateral edges, Young’s modulus of FEP and cell geometry are varied. For each case a separate cell is
investigated that is compressed by 1%. The cell geometry in the FE-model is derived from a dimen-
sioned photomicrograph shown in Fig. 6.3.1a. Only the FEP-frame, identifiable by the blue elements in
Figure 6.3.1.: Cell array for t=50µm and FE-Model for electromechanical simulation
Fig. 6.3.1, is discretised using linear volume elements and linear elastic material to estimate YE, which
is calculated using the mean compression strain ε¯33, defined by
ε¯33 =
∆h¯
h0
. (6.3.1)
h0 is the initial height of the cell, ∆h¯ the mean value of the displacement of nodes on upper cell surface,
see Fig. 6.3.1. The mean value of compression stress is defined by
σ¯33 =
∑
Freac
A0
. (6.3.2)
A0 in Fig. 6.3.2 is the contact surface where mechanical load is transferred. A0 is assumed as reference
surface that applies also for buckled cells where the reaction force Freac acts in the four edge points.∑
Freac is the sum of reaction forces on the half of the symmetric system. The effective Young’s modulus
of the structure can be determined by
YE =
σ¯33
ε¯33
. (6.3.3)
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Figure 6.3.2.
In Tab. 6.1 four cell variants are distinguished. Cell 1 has straight longitudinal edges and cell 2 has
buckled longitudinal edges. In both cells lateral movement is not restricted. The buckled geometry is
assumed also for cell 3 and 4, but lateral boundary conditions differ. Lateral boundary nodes of cell 3 are
forced to have an equal lateral displacement, and for cell 4 lateral boundaries are fixed. YE is calculated
for values of the FEP’s Young’s modulus YFEP of 350MPa, 440MPa, and 500MPa.
YFEP [MPa] 350 440 500
Cell variant YE [MPa]
1 0.91 1.14 2.52
2 0.26 0.33 0.38
3 0.27 0.34 0.39
4 0.97 1.22 1.39
Table 6.1.: YE for cell variants and variation of YFEP. Blue marked values are in the range of the measured
YE for a wall thickness of 50 µm.
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The best match with the experimental YE of 0.3MPa for a cell array of 20 tubes with a wall thickness
of 50 µm and a YFEP of 500MPa [160, 171] is achieved by the free moveable, buckled cell 2.2 By the
calculated YE of cell 3 is shown that the constraint of linking the lateral cell movement, which can
be interpreted as friction effect, has almost no influence for the small number of tubes. A significant
increase of YE is given for cell 1 where the contact force is transferred via a larger area, and for cell 4
that is stiffened by fixed boundaries.
6.4 Piezoelectric coefficient
(a) (b)
Figure 6.4.1.: (a) Element set-up, (b) Compliant electrode surface.
The electromechanical sensitivity of the ferroelectret structures investigated in context of this work is
described by the d33 piezoelectric coefficient.3 To derive a d33 from FE-simulation for the cell variants
2-4 in Tab. 6.1, following definition is assumed
d33 =
∆DFEP
∆σ¯33
. (6.4.1)
∆ is related to the time interval ∆t = t1 − t0, the operation phase in which mechanical load is applied
on the poled structure. ∆DFEP is the dielectric displacement in the middle of upper cell boundary calcu-
lated by an electromechanical simulation using lossless, linear bulk and interface element formulations
introduced in section 5.1.1. ∆σ¯33 = σ¯33(t1)− σ¯33(t0) is the mean value of mechanical stress defined in
Eq. (6.3.2). ∆DFEP and ∆σ33 are obtained during a simulation with a load history shown in Fig. 6.4.2
whereby the strain in the second phase is prescribed with 1% of the maximal cell height. The mate-
rial definition of elements is demonstrated in Fig. 6.4.1a. The electric breakdown field is assumed with
6 kVmm−1, χAIR=0 and χFEP=1.1. A fictive Young’s modulus of air is assumed as 1.0× 10−3MPa,4
νAIR is 0.49. YFEP is 500MPa and νFEP is 0.49.
For variation of electrode surface and peak voltage φmax, results for d33 are shown in Fig. 6.4.2b.
With all boundary conditions d33 is strongly influenced by φmax. This observation is supported by
2 If alternatively a reference surfaceA0 in Eq. (6.3.2) is chosen which includes the whole cell width b, see Fig. 6.3.2, values
for YE are reduced. At a ratio of nonload-transferring to load-transferring surface of b/a=1.4, illustrated in Fig. 6.3.2,
the reduction factor is 0.71. This determines YE between 0.23MPa and 0.28MPa what slightly underestimates the
measured value of 0.3MPa.
3 The measured d33 coefficient can vary due to the applied measurement method [172, 173], the calculated coefficient due
to its definition. It is therefore important to assume similar measurement parameters and definitions to compare d33.
4 For chosen values of 0.5× 10−3MPa and 5.0× 10−3MPa respectively, no change of dielectric displacement are ob-
served.
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Figure 6.4.2.: (a) Applied electric potential and displacement in a time interval of 2 s, (b) Calculated d33 in
dependence on boundary conditions and electrode surface at t=0.46µm for a variation of
the maximum potential φmax during charging.
measurements of interface charges in Zhukov et al. [171] and Sun et al. [165]. The influence of electrode
size is on the other hand rather small and is observed primarily for cell 3 where d33 for the large electrode
surface is smaller.
Summing up can be said that the simulation results show a dependence of d33 on the effective Young’s
modulus and peak voltage what confirms measurements and already known relations. However, the
question rises if the effective Young’s modulus, which is a mean value, is a sufficient parameter since it
does not represent the deformation behaviour during poling that influences distribution and amount of
the remanent polarisation.
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7 FE-modelling of ferroelectret cells
7.1 Introduction
The previous chapter 6 is concerned with the influence of geometric effects directly characterised by the
parameters YE and d33. In this chapter, a more differentiated consideration is undertaken by evaluation
and illustration of field output for cell geometries that are analysed to compare material formulations.
Furthermore, the numerical code should be validated. Three cell geometries are therefore regarded,
the ideal cell discussed in chapter 6, a simple rectangular disk and a virtual geometry that was de-
rived from the elasto-plastic simulation of tube compression in section 6.2.2. Material parameters in all
lossless models were chosen like follows: YAIR=1× 10−3, νAIR=0.49, YFEP=500, νFEP=0.49, electric
susceptibilities of air and FEP were assumed to be 0 and 1.1, the electric breakdown field was set to
6 kVmm−1.
The chapter is organised as follows: In section 7.2 the ideal cell is investigated with the linear loss-
less model, in particular, hysteresis behaviour in 7.2.1, and electric field quantities during poling phase
in 7.2.2. To map the transient mechanical behaviour, the large deformation electro-viscoelastic model
B is used in 7.2.3. Section 7.3 investigates voltage driven transient deformation with model B in 7.3.1,
compares results of the linear and geometric non-linear lossless model in 7.3.2 and gives information
about possible causes for the instability of a rectangular ferroelectret disk in 7.3.3. Finally in section 7.4,
transient field output and deformation of the virtual cell, which is poled and compressed subsequently,
is shown using model B.
7.2 Ideal Cell
An ideal cell geometry was chosen to have a reference to experimental results and to record a current
state of structure design by a continuum model.
7.2.1 Polarisation hysteresis, small deformation
The hysteresis for interface charge and dielectric displacement due to a triangular voltage function shown
in Fig. 7.2.1 is studied using the linear lossless model from section 5.1.1. An ideal cell according to
Fig. 7.2.2a is investigated. On the left lateral cell edge a symmetry condition is assumed in x-direction,
on the right, equal x-displacement ("linking" of nodes) is prescribed. One side of the x-z-plane is fixed
in y-direction. Hystereses are shown for two elements, 307 and 249 that lie in the interface, and for two
nodes on the upper surface, see Fig. 7.2.2a. The peak voltage φmax is varied between 3 kV and 5 kV.
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Figure 7.2.1.: (a) Cell geometry, position of reference elements and nodes, (b) Voltage functions.
(a) -0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
-6 -4 -2 0 2 4 6
in
te
rf
ac
e
ch
ar
ge
[m
C
/m
2
]
φ [kV]
elem 249
3 kV
4 kV
5 kV (b) -0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
-6 -4 -2 0 2 4 6
in
te
rf
ac
e
ch
ar
ge
[m
C
/m
2
]
φ [kV]
elem 307
3 kV
4 kV
5 kV
(c) -1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
-6 -4 -2 0 2 4 6
di
el
.d
is
p.
[m
C
/m
2
]
φ [kV]
node 2090
3 kV
4 kV
5 kV (d) -1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
-6 -4 -2 0 2 4 6
di
el
.d
is
p.
[m
C
/m
2
]
φ [kV]
node 88
3 kV
4 kV
5 kV
Figure 7.2.2.: Hystereses for triangular voltage functions with peak voltages φmax of 3kV, 4kV and 5kV:
(a) and (b) Interface charge, (c) and (d) Dielectric displacement. A dependence of remanent
interface charge and dielectric displacement on φmax is observable for element 307 and node
88.
From the hystereses in Fig. 7.2.2 can be seen that remanent interface charge and dielectric displace-
ment depend on φmax for some locations. In element 307 and node 88, near the edges of the buckled
surface, an influence of φmax is given, however no change of remanent values is observed for the middle
of the upper surface in element 249 and node 2090.
7.2.2 Field output poling phase, small deformation
The field output for electric and dielectric displacement during poling is shown for a triangular voltage
function similar to Fig. 6.4.2 with φmax=5 kV. Boundary conditions for cell 3 in Tab. 6.1 are assumed,
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which has two linked lateral edges for x-displacement and an electrode surface appropriate to Fig. 7.2.3a.
Figure 7.2.3.: Electric field during poling: (a) 0.05 s, E < EB , the electric field is maximal at left and right
cell edges where the gap between charged surfaces is the smallest, (b) 0.1 s, EAIR > EB ,
(c) 0.5 s, φ = φmax, (d) 1 s, electric field at the end of poling phase for short-circuit.
In Fig. 7.2.3a it can be seen that the electric field is maximal in the region of lateral edges where
the cell height is minimal. Electric breakdown is first initiated at the lateral edges and eventually in
the middle of cell, see Fig. 7.2.3b. Fig. 7.2.3c shows the situation when φmax is reached; singularities
arise then in four edge points. The electric field distribution is inhomogeneous and different in lower
and upper FEP-frame. When the voltage becomes zero, a homogeneous field with magnitude EB is
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observable within the whole cell; it has an opposite sign than the initial breakdown field. In case a
short-circuit is created, a reversal of the breakdown field was monitored also in experiments.
Figure 7.2.4.: Dielectric displacement during polarisation: (a) 0.05 s, (b) 0.1 s, (c) 0.5 s, (d) 1 s.
In case EB is not reached yet, the dielectric displacement is equal in FEP and air, like observable
in Fig. 7.2.4a. Fig. 7.2.4b shows clearly that electric breakdown is initiated first at lateral edges. A
comparison of Fig. 7.2.4c and Fig. 7.2.4d identifies a smaller remanent DFEP at the end of the poling
phase than for φmax; this corresponds to hysteresis diagrams. The dielectric displacement is larger in the
buckled parts of FEP-frame than in the flattened edge regions. Fig. 7.2.5 demonstrates that the dielectric
displacement field is influenced by mechanical boundary conditions that govern the structure’s Young’s
modulus and deformation behaviour during poling. The maximal dielectric displacement, as well as its
distribution are changed by the lateral boundary conditions. This is an interesting point because it may
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be derived that a specification of mechanical boundary conditions or pre-deformation can reduce the
poling voltage and increase the remanent interface charge.
Figure 7.2.5.: Remanent dielectric displacement for cells in Tab. 6.1: (a) Cell 2, (b) Cell 3.
7.2.3 Force driven transient, large deformation
In this section, the time-dependent behaviour of an ideal cell for large deformation is illustrated with the
stress-strain hystereses for a variation of the viscoelastic material parameters. An FE-mesh of the FEP-
frame is generated with linear volume elements using model B from section 4.3; the frame is compressed
by forces shown in Fig. 7.2.6a, which are applied on the four edge nodes of the cell and have a hold time
of 0.16 s. The time curves of displacement and reaction force are illustrated exemplary in Fig.7.2.6b and
c for ten Maxwell elements with βα=0.8 and Tα=0.1 s.
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Figure 7.2.6.: (a) FEP-frame ideal cell, (b) Displacement, (c) Reaction force.
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Parameter studies for βα and Tα are shown subsequently in Fig. 7.2.7, Fig. 7.2.8 and Fig. 7.2.9,
whereby stress and strain are mean values that are calculated by Eq. (6.3.1) and Eq. (6.3.2). Fig. 7.2.7
illustrates hystereses for a constant number of Maxwell elements, constant βα, force, and force speed
or loading rate. A force of 8× 10−4N with a loading rate of 10N s−1 is adjusted to experiments in
which the cyclic behaviour of cell arrays was investigated with compression tests. The relaxation time
Tα, which is equal in all Maxwell elements, is varied with 1× 10−5 s, 1.0 s and 1× 105 s. As it can
be seen in Fig.7.2.7, the effective Young’s modulus YE is increased by increasing the relaxation time
since the springs in the Maxwell elements contribute longer to the total stiffness. Energy dissipation is
recognisable only for Tα=1.0 s shown in Fig.7.2.7b.
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Figure 7.2.7.: Variation of T .
Fig. 7.2.8a and b show that by keeping βα and Tα unchanged and increasing the loading rate, dissi-
pative losses rise since the energy of the total system is raised. Fig. 7.2.9a-d illustrate hystereses for a
constant load of 8× 10−4N, a loading rate of 8× 10−3N s−1, βα of 0.5 and Tα of 0.1 s; it is observed
that the slope of cycles and thus YE grows with the number of Maxwell elements. In all first cycles strain
is larger than in the following ones, what mirrors the typical development of a time-function of a damped
oscillation.
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Figure 7.2.8.: Variation of loading rate.
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Figure 7.2.9.: Variation of the number of Maxwell elements.
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7.3 Rectangular disk
A rectangular geometry is examined since thus a comparison to a previous publication of Xu et al. [148]
is given where a similar geometry was investigated using a Neo-Hooke material law.
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Figure 7.3.1.: (a) Rectangular structure, (b) Voltage function, (c) Reference elements, (d) Material definition
of elements.
7.3.1 Voltage driven transient, large deformation
On the upper surface of a rectangular ferroelectret structure shown in Fig. 7.3.1a, a triangular voltage
function according to Fig. 7.3.1c with φmax=1.7 kV is applied. The bottom of the structure and the
y-direction of one side of the xz-plane are fixed. Fig. 7.3.1b shows the reference elements that are
considered for evaluation. The material definition is shown in Fig. 7.3.1d, FEP elements are green, air
elements are red and interface elements are blue. The large deformation viscous model B is used for
the analysis of the electro-viscoelastic behaviour of FEP which is modelled using one Maxwell element
with a β of 0.5. The relaxation time T is varied with 1× 10−5 s, 0.1 s and 1× 105 s. The lossless
large deformation model is applied for air. In the following, interface charge-voltage hystereses and time
functions of interface charge, dielectric displacement and electric field are shown whereby the interface
charge refers to element 341 and the dielectric displacement to node 2320. The electric field is displayed
in FEP for element 915 and in air for element 99.
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Figure 7.3.2.: (a) Hysteresis for different relaxation times T , (b) Interface charge p, (c) Dielectric displace-
ment FEP.
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Figure 7.3.3.: (a) EAIR, (b) EFEP at different relaxation times T
From Fig. 7.3.2 to Fig. 7.3.3 can be seen that a variation of the relaxation time of one Maxwell
element has almost no influence on the electric- and dielectric displacement field. A qualitative compar-
ison to results for the non-linear lossless model, which is discussed later in section 7.3.2, shows for the
viscoelastic model during charge accumulation and removal a decrease of EAIR for positive p, and an
increase for negative p.
The following Fig. 7.3.4 shows the displacement uzz of node 2320 and the total 2.Piola-Kirchhoff
stress Stot
zz
in element 914. Damping effects are observable for a T of 0.1 s and 1× 105 s. The maximum
values for compression and 2.Piola-Kirchhoff stress, which appear in case the voltage is maximal, are
reduced due to viscoelastic effects. This is seen by comparing the curves for 1× 10−5 s and 0.1 s. An
increase of relaxation time above 0.1 s does hardly change the values, but leads to a time-shift of the
curve. To some degree a shift of displacement and stress amplitude between the first and following
cycles can be recognized.
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Fig. 7.3.5 shows Green-Lagrange and Hencky strain Azz and Hˆzz for certain elements in Fig. 7.3.1.
The strain in the elements 915 and 635, which are in the FEP-frame, is smaller than 2%; the maximum
compression is in the air elements 101 and 181. A difference between Green-Lagrange and Hencky
strain is hardly visible.
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Figure 7.3.5.: (a) Green-Lagrange strain Azz, (b) Hencky strain Hˆzz.
Fig. 7.3.6 shows field distributions of the electric and dielectric displacement field for time points:
0.025 s when voltage is maximal, 0.031 s at the begin of reduction of interface charge and 0.05 s at the
zero crossing of voltage. A homogeneous field distribution is observed in FEP and air for all time points.
Displacement and total 2.Piola-Kirchhoff stress in z-direction is shown in Fig. 7.3.6. The maximal dis-
placement uzz occurs when voltage reaches its maximum in the middle of the upper cell surface, see
Fig. 7.3.7a. The cell is stretched due to viscous effects at the zero crossing of voltage, see Fig. 7.3.6b.
Compression stress shows on lateral edges of the plane-side where boundary conditions generate a re-
striction, and in the corners between interface and bulk.
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(a) (d)
(b) (e)
(c) (f)
Figure 7.3.6.: (a)-(c) Electric field [V/m], (d)-(f) uzz [m] for times 0.025 s, 0.031 s and 0.050 s, T=0.1 s,
β=0.5.
(a) (d)
(b) (e)
(c) (f)
Figure 7.3.7.: (a)-(c) uzz [m], (d)-(f) Szz [N/m2] for times 0.025 s, 0.031 s and 0.050 s, T=0.1 s, β=0.5.
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In Fig.7.3.8 the Hencky strain is shown for maximal and minimal voltage at 0.025 s and 0.075 s,
and at the end of cycle at 0.2 s. The distributions at 0.025 s and 0.075 s are almost identical; the strain
in the FEP is homogeneous. Fig. 7.3.8c shows that the viscous stretch is not completely relaxed at the
end of cycle.
(a)
(b)
(c)
Figure 7.3.8.: Hencky strain Hˆzz: (a) 0.025 s, (b) 0.075 s, (c) 0.2 s
7.3.2 Comparison linear/non-linear lossless model
Fig. 7.3.9 gives a comparison between the linear and geometric non-linear lossless model. A maximal
peak voltage is assumed with φmax=1.7 kV. Curves of electric quantities, monitored for node 2320,
show no deviation between the models. The displacement uzz shows a larger compression amplitude
and thus a softer behaviour for the non-linear model. Cauchy stress σzz is almost identical for both
models. The field distribution of uzz for the non-linear model in Fig. 7.3.10 shows wrinkles in the region
of air elements, although deformation of the structure is small.
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Figure 7.3.9.: Elastic material behaviour for an applied voltage of 1.7kV: (a) Linear lossless model, (b)
Geometric non-linear lossless model.
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(a)
(b)
Figure 7.3.10.: Deformation uzz: (a) Linear lossless model, φmax=1.8kV, (b) Geometric non-linear loss-
less model, φmax=2.8kV. Wave shaped deformation can be recognized.
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7.3.3 Cell stability
To analyse convergence problems for lossless models additional simulation is performed. The FEP-
frame is modelled using linear volume elements and merely the mechanical behaviour is investigated.
The results for a force driven analysis assuming distributed load and of a displacement driven contact
analysis are shown in Fig. 7.3.11. In the force driven analysis where force is linearly increased stepwise,
the upper frame buckles or deforms like a bending beam like shown in Fig. 7.3.11a-d. The numerical
solution is stable and deformation is reversible if the force is stepwise decreased, whereas the contact
analysis shows various buckling modes in dependence on penalty stiffness and contact tolerances, see
Fig. 7.3.11e-h. Fig. 7.3.11h shows an irreversible breakthrough.
(a) (e)
(b) (f)
(c) (g)
(d) (h)
Figure 7.3.11.: Deformation of FEP frame. (a) Force driven analysis, (b) Contact analysis.
The numerical stability for electromechanical coupling is investigated using the triangular voltage
function illustrated in the previous subsection. The resulting deformation field is displayed in Fig. 7.3.12
for two solution steps before calculation is terminated. For the linear model, a breakthrough of the struc-
ture is observed in Fig. 7.3.12b. For the non-linear model, as already mentioned, winkling is observed.
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(a) (b)
(c) (d)
Figure 7.3.12.: Deformation resulting from voltage driven simulation for two solution steps before calcula-
tion is terminated: (a) and (b) Linear model, (c) and (d) Geometric non-linear model.
More information is given by looking at residuals in Fig. 7.3.13 and Fig. 7.3.14. A sudden increase
of initial and final residual arise after the switch-over point of voltage for the linear model. For the non-
linear model the initial residual increases linearly up to a point were also the final residual is diverging;
the begin of divergence of initial residual is simultaneous to the appearance of wrinkles.
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Figure 7.3.13.: (a)-(d) Linear model, termination at φ=−1.824kV, (a) Jump of displacement in node 2320,
(b) Jump of electric field in node 2320, (c) Voltage function, (d) Residuals.
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Figure 7.3.14.: (a)-(d) Non-linear model, termination at φ=3kV. (a) Jump of displacement in node 2320,
(b) Jump of electric field in node 2320, (c) Voltage function, (d) Residuals. The arrow in (d)
marks the time point when initial residual is diverging. This point can be associated with
appearance of wrinkles.
7.4 Virtual cell
A virtual cell geometry is taken over from elasto-plastic simulation of FEP-tube compression at 204 ◦C
shown in section 6.2. Node and element data was exported from VPS files and converted into an input
file for FEAP.
7.4.1 Polarisation and operation phase transient, large deformation
Figure 7.4.1.: Virtual Cell.
A contact analysis using model C for FEP and the lossless large deformation model for air is con-
ducted for poling an subsequent compression like shown in Fig. 6.4.2a, assuming φmax=5 kV and an
applied compression of h/4. One lateral edge is fixed, the nodes one the other are linked in x-direction.
In y-direction a symmetry boundary condition is prescribed for one xz-plane. Viscous parameters are
assumed with β1-β10=0.8 and T1-T10=0.1 s.
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(a)
(b)
(c)
(d)
Figure 7.4.2.: t=0.5 s: (a) Electric potential, (b) Electric field, (c) Dielectric displacement, (d) Displacement
uzz .
Fig. 7.4.2 shows the field output for maximum voltage. The electric potential field is illustrated in
Fig. 7.4.2a. Fig. 7.4.2b shows the electric field after electric breakdown where the distribution is almost
homogeneous in the air. The electric and dielectric displacement field in FEP is inhomogeneous, see
Fig. 7.4.2b and Fig. 7.4.2c. Apart from singularities that arise at lateral edges and which are irrelevant
for the piezoelectric behaviour, the maximum values are located in the region of maximal buckling. For
uzz a wrinkle pattern can be observed in Fig. 7.4.2d. Fig. 7.4.3 shows uzz in the operation phase. The
simulation is terminated when an instability occurs in the air elements.
118 7. FE-modelling of ferroelectret cells
Figure 7.4.3.: Displacement uzz
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8 Conclusion and outlook
In the last chapter 7 simulation examples have shown that transient and lossless linear models work well
for ideal cell. For the rectangular cell, numerical instabilities arise after the switch-over point of voltage.
Viscous and lossless geometric non-linear FE-models in the present form, in which air is modelled
similar to a solid body, work well up to a certain degree of deformation for the thin structures analysed
here. For voltage governed simulations, a termination of the calculation is initiated by the formation of
wrinkles in the air elements, which are collapsing also under mechanical compression of the virtual cell.
A simple concept for an estimation of the effective Young’s modulus and the piezoelectric d33 coeffi-
cient of ferroelectret cells based on mean values was introduced in chapter 6. It was shown that a lateral
freely moveable cell is a sufficient replacement for a cell array structure of about 20 cells, manufactured
from FEP-tubes. It is questionable, however, in how far a parameter estimation based on mean values is
suitable to map inhomogeneous field distributions which arise in arbitrary cell geometries and by varia-
tion of mechanical boundary conditions. To verify the assumption that mechanical boundary conditions
can improve charge accumulation during the polarisation of ferroelectrets, experiments to determine the
penetration depth of charge should to be performed.
In chapter 4 two formulations of visco-electromechanical behaviour for a St. Vernant material are
introduced. In model B the stress tensor is split, in model C the free energy and deformation gradient
is separated in instantaneous and viscous, time-dependent parts. By benchmark tests for relaxation
and creep in reference to analytical descriptions was shown that below 5%, analytical- and numerical
solution of the models are very close together. Dielectric dissipation is included in the energy formulation
for model C. In case the poling behaviour or an accelerated voltage is regarded, dielectric dissipation
should be considered also in the implementation.
Viscous, dynamic deformation behaviour and Pull-in instability was investigated for a rectangular
dielectric elastomer membrane under voltage control in chapter 3. The numerical solution of the equation
of motion and phase diagrams show a delayed Pull-in for electric fields below the critical electric field.
A consideration of inertia effects lowers the critical electric field and makes the dynamic system more
sensitive for Pull-in.
Insights in continuum mechanical modelling of dielectrics were given in this thesis. Nevertheless,
improvements can be made in the electromechanical classification of FEP. This concerns primarily the
determination of frequency-dependent viscous and dielectric loss factors, which are crucially needed
to estimate a time-dependent d33. A more exact model to describe the thermoplastic behaviour of the
fluoropolymer FEP appears useful also. The filling medium of the cells should be simulated as fluid
to represent the physical conditions more accurately. By switching to a particle level, the collision of
particles can be taken into account which allows a description of the electric breakdown by statistical
parameters.
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A Appendix
A.1 Point charge/continuous charge
%(x) =
∫
Vref
d3x′%(x′)δ(x− x′) dV =
N∑
i=1
∫
Vi
d3x′%(x′)δ(x− x′) dV
≈
N∑
i=1
∫
Vi
d3x′%(x′)
 δ(x− xi) dV = N∑
i=1
qi δ(x− xi)
(A.1.1)
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A.2 Glass transition in amorphous polymers
A.3 Indices
Indices:
i, j, k, l,m = 1, 2, 3
p, q = 1, ..., 6
a, b = 1, ..., 8
c = 1, ..., 4
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A.4 Material parameters
Mat.1 [174] Mat.2 (based on measured data, uniaxial tests) [109]
ρ 1.2× 103 kg/m3
µ 1.6966× 104 2.28× 104 Pa
β 2.333 2.85 [-]
T 72.377 200 s
 4.758× 10−11 4.1595× 10−11 As/Vm
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A.5 Shape functions
Shape functions for a 8-node trilinear volume element [90], a is the index for the regarded node
Na(ξ, η, ζ) =
1
8(1 + ξaξ)(1 + ηaη)(1 + ζaζ), (A.5.1)
where a is the specific node. For the discretisation of the real and the virtual displacements and the real
an the virtual potential follows
uh
i
(ξ, η, ζ) =
8∑
a=1
Na(ξ, η, ζ)uia
δuh
i
(ξ, η, ζ) =
8∑
a=1
Na(ξ, η, ζ)δuia
φh(ξ, η, ζ) =
8∑
a=1
Na(ξ, η, ζ)φa
δφh(ξ, η, ζ) =
8∑
a=1
Na(ξ, η, ζ)δφa.
(A.5.2)
Due to the isoparametric concept the geometry is discretised by using the same shape functions. There-
fore
x(ξ, η, ζ) =
8∑
a=1
Na(ξ, η, ζ)xa
y(ξ, η, ζ) =
8∑
a=1
Na(ξ, η, ζ)ya
z(ξ, η, ζ) =
8∑
a=1
Na(ξ, η, ζ)za,
(A.5.3)
xa(x, y, z) are the nodal coordinates in the physical space.
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A.6 Stiffness matrix bulk material, small deformation
Matrices of the derivatives of shape functions in Voigt notation
BM
pi a
=

Na,1 0 0
0 Na,2 0
0 0 Na,3
0 Na,3 Na,2
Na,3 0 Na,1
Na,2 Na,1 0

, BE
i a
=

Na,1
Na,2
Na,3
 . (A.6.1)
Discretised partial derivatives
∂
∂φb
= ∂
∂Ei
∂Ei
∂φb
= − ∂
∂Ei
BE
i b
. (A.6.2)
Submatrices of material tangents for the bulk material
kEE
ab
=− ∂R
E
a
∂φb
=
∫
Ωh
(BE
i a
)T ∂Di
∂Ej
∂Ej
∂φb
dv = −
∫
Ωh
(BE
i a
)T ∂Di
∂Ej
BE
j b
dv ,
kME
i ab
=− ∂R
M
i a
∂φb
=
∫
Ωh
BM
ip a
∂σE
p
∂Ek
∂Ek
∂φb
dv = −
∫
Ωh
BM
ip a
∂σE
p
∂Ek
BE
k b
dv ,
kMM
ij ab
=− ∂R
M
i a
∂uj b
=
∫
Ωh
BM
ip a
∂σp
∂q
∂q
∂uj b
dv =
∫
Ωh
BM
ip a
∂σp
∂q
BM
qj b
dv .
(A.6.3)
The partial derivatives in Voigt notation are
∂Di
∂Ej
=0

1 + χsJ 0 0
0 1 + χsJ 0
0 0 1 + χsJ
 ,
∂σE
p
∂Ek
=0

E1[2(1 + χsJ )− 1] −E2 −E3
−E1 E2[2(1 + χsJ )− 1] −E3
−E1 −E2 E3[2(1 + χsJ )− 1]
0 2E3(1 + χsJ ) 2E2(1 +
χs
J )
2E3(1 + χsJ ) 0 2E1(1 +
χs
J )
2E2(1 + χsJ ) 2E1(1 +
χs
J ) 0

,
∂σp
∂q
=C˜pq =

λ+ 2µ λ λ 0 0 0
λ λ+ 2µ λ 0 0 0
λ λ λ+ 2µ 0 0 0
0 0 0 2µ 0 0
0 0 0 0 2µ 0
0 0 0 0 0 2µ

.
(A.6.4)
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A.7 Stiffness matrix interface, small deformation
Discretised partial derivatives
∂Em
∂φb
= ∂(−Eimi)
∂φb
= BE
i b
mi. (A.7.1)
Submatrices of material tangents for the interface in the parameter space
kˆEE
cb
=− ∂Rˆ
E
c
∂φb
= +
∫
∂Ω
phq
Nc
∂p
∂Em
∂Em
∂φb
||χh
,ξ
× χh
,η
|| dξdη = −
∫
∂Ω
phq
Nc
∂p
∂Em
BE
i b
[
χh
,ξ
× χh
,η
]
i
dξdη,
kˆME
i cb
=− ∂Rˆ
M
i c
∂φb
= +
∫
∂Ω
pht
Nc
∂tC
∂Em
∂Em
∂φb
[
χh
,ξ
× χh
,η
]
i
dξdη
=−
∫
∂Ω
pht
Nc
∂tC
∂Em
BE
i b
ni
[
χh
,ξ
× χh
,η
]
i
dξdη.
(A.7.2)
With the definition of p using Eq. (5.1.19) follows
∂p
∂Em
= 0r2. (A.7.3)
The stiffness matrix entry kˆEE
cb
is only considered if the constraint condition is violated, that means p
is changed. The derivative of tC with respect to Em is case sensitive. If the constraint condition is not
violated, it follows from Eq. (5.1.19)
Er1 =
(−p+ 0r2Em
0r1
)
, (A.7.4)
tC = 12 |pEr1|, (A.7.5)
∂tC
∂Em
= 12 |p|
r2
r1
. (A.7.6)
For a violation the following is valid
tC = 12 |pEr1|, (A.7.7)
∂tC
∂Em
= 12 |0r2|EB. (A.7.8)
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A.8 Stiffness matrix bulk material, large deformation
Submatrices of material tangents for the bulk material: Matrices of the derivatives of shape functions in
Voigt notation [92] S.124
BM
pi a
=

F11Na,1 F21Na,1 F31Na,1
F12Na,2 F22Na,2 F32Na,2
F13Na,3 F23Na,3 F33Na,3
F12Na,3 + F13Na,2 F22Na,3 + F23Na,2 F32Na,3 + F33Na,2
F11Na,3 + F13Na,1 F21Na,3 + F23Na,1 F31Na,3 + F33Na,1
F11Na,2 + F12Na,1 F21Na,2 + F22Na,1 F31Na,2 + F32Na,1

, BE
i a
=

Na,1
Na,2
Na,3
 . (A.8.1)
Discretised partial derivatives
∂
∂φb
= ∂
∂E0i
∂E0i
∂φb
= − ∂
∂E0i
BE
i b
, (A.8.2)
∂
∂ui b
= ∂
∂Ckl
∂Ckl
∂ui b
= 2 ∂
∂Ckl
BM
pi b
,with kl→ p. (A.8.3)
Submatrices of material tangents for the bulk material
kEE
ab
=− ∂R
E
a
∂φb
= −
∫
Ωh0
(BE
i a
)T ∂D0i
∂E0j
BE
j b
dV,
kEM
i ab
=− ∂R
E
a
∂ui b
=
∫
Ωh0
(BE
j a
)T
∂D0j
∂ui b
dV = 2
∫
Ωh0
(BE
j a
)T
∂D0j
∂Cp b
BM
pi b
dV,
kME
i ab
=− ∂R
M
i a
∂φb
=
∫
Ωh0
BM
ip a
∂SE
p
∂E0k
∂E0k
∂φb
dV = −
∫
Ωh0
BM
ip a
∂SE
p
∂E0k
BE
k b
dV,
kMM
ij ab
=− ∂R
M
i a
∂uj b
=
∫
Ωh0
∂
[
BM
ip a
(Sp + SEp )
]
∂uj b
dV =
∫
Ωh0
∂BM
ip a
∂uj b
(Sp + SEp ) dV +
∫
Ωh0
BM
ip a
∂(Sp + SEp )
∂uj b
dV
=G˜ik ab + 2
∫
Ωh0
BM
ip a
∂(Sp + SEp )
∂Cq b
BM
qj b
dV.
(A.8.4)
G˜ik ab is the geometric part of stiffness matrix that considers the geometric non-linearity in the displace-
ment. The partial derivatives were derived by using the index notation. Afterwards a contradiction of
indices to gain the Voigt notation was performed.
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The partial derivatives were calculated as follows
∂D0i
∂Ej
=0(J + χs)C−1ij ,
∂D0i
∂Cij
=0
1
2JC
−1
ij
C−1
kl
El
+ 0(J + χs)(−CkiC−1jl )El,
∂SE
ij
∂Ek
=C−1
ik
0(J + χs)C−1jq Eq
+ C−1
ip
Ep0(J + χs)C−1jk
− 120JC
−1
kn
EnC
−1
ij
− 120JEmC
−1
mk
C−1
ij
,
∂SE
ij
∂Ckl
=12C˜ijkl,
∂SE
ij
∂Ckl
=(−C−1
ik
C−1
lp
Ep)0(J + χs)C−1jq Eq
+ C−1
ip
Ep
[1
20JC
−1
kl
C−1
jq
Eq + 0(J + χs)(−C−1jk C−1lq )Eq
]
− 140JC
−1
kl
EmC
−1
mn
EnC
−1
ij
− 120JEmC
−1
mn
En(−C−1ik C−1lj )
− 120JEm(−C
−1
mk
C−1
ln
)EnC−1ij .
(A.8.5)
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A.9 Stiffness matrix interface, large deformation
Discretised partial derivatives
∂Em
∂φb
=−
(
F−1
ji
∂E0j
∂φb
)
mi =
(
F−1
ji
BE
j b
)
mi,
∂Em
∂uk b
=−
∂F−1ji
∂uk b
E0j
mi − Ei ∂Fij
∂uk b
Mj,
∂Fij
∂uk b
=Nb,jδik.
(A.9.1)
Submatrices of material tangents for the interface in the parameter space
kˆEE
cb
= −∂Rˆ
E
c
∂φb
= +
∫
∂Ωphq
Nc
∂p
∂Em
∂Em
∂φb
||χh
,ξ
× χh
,η
|| dξdη,
kˆEM
i cb
= − ∂Rˆ
E
c
∂ui b
= +
∫
∂Ωphq
Nc
∂p
∂Em
∂Em
∂ui b
||χh
,ξ
× χh
,η
|| dξdη
+
∫
∂Ωphq
Nc p
[
Nb,ξN¯,η −Nb,ηN¯,ξ
]
ji
N˜h
j
||χh
,ξ
× χh
,η
|| dξdη
+
∫
∂Ωphq
Nc pN˜
h
j
[
Nb,ξN¯,η −Nb,ηN¯,ξ
]
ji
||χh
,ξ
× χh
,η
|| dξdη,
kˆME
i cb
= −∂Rˆ
M
i c
∂φb
= +
∫
∂Ωpht
Nc
∂tC
∂Em
∂Em
∂φb
N˜h
i
dξdη,
kˆMM
ij cb
= −∂Rˆ
M
i c
∂uj b
= +
∫
∂Ωpht
Nc
∂tC
∂Em
∂Em
∂uj b
N˜h
i
dξdη
+
∫
∂Ωpht
Nc t
C
[
Nb,ξN¯,η −Nb,ηN¯,ξ
]
ij
dξdη.
(A.9.2)
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A.10 Deviatoric part second order tensor
t is a second order tensor in the current configuration
dev(t) := t− 13tr t. (A.10.1)
T is a second order tensor in the reference configuration
dev(T) := T − 13tr T. (A.10.2)
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A.11 Partial derivatives of stresses, split of deformation gradient
Ψvol =K
1
8 [(Ckl − δklδkl)]
2
=K 18 (Ckk − 3)
2
(A.11.1)
2∂Ψvol
∂Cij
=K 12 (Ckk − 3)
∂Cmm
∂Cij
=K 12 (Ckk − 3) δmiδmj
=K 12 (Ckk − 3) δij
(A.11.2)
Ψdev =G
[1
4 (Ckl − δkl) (Clm − δlm) δkm −
1
12 [(Ckl − δkl) δkl]
2
]
=G
[1
4 (Ckl − δkl) (Clk − δlk)−
1
12 (Ckk − 3)
2
] (A.11.3)
2∂Ψdev
∂Cij
=G
[
1
2
[
∂Ckl
∂Cij
(Clk − δlk) + ∂Clk
∂Cij
(Ckl − δkl)
]
− 13 (Ckk − 3)
∂Cmm
∂Cij
]
=G
[1
2 [δkiδlj (Clk − δlk) + δliδkj (Ckl − δkl)]−
1
3 (Ckk − 3) δmiδmj
]
=G
[1
2 [(Cji − δji) + (Cji − δji)]−
1
3 (Ckk − 3) δij
]
=G
[
(Cji − δji)− 13 (Ckk − 3) δij
]
(A.11.4)
Ψvα =βαG
[1
4
[(
CijCvαjk
−1 − δik
) (
CklCvαlm
−1 − δkm
)
δim
]
− 112
[(
CijCvαjk
−1 − δik
)
δik
]2]
=βαG
[1
4
[(
CijCvαjk
−1 − δik
)
(CklCvαli−1 − δki
)
− 112
(
CijCvαji
−1 − 3
)2]
(A.11.5)
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2∂Ψvα
∂Cpq
=βαG
1
2
[
∂Cij
∂Cpq
Cvαjk
−1 (CklCvαli−1 − δki)+ ∂Ckl∂CpqCvαli−1
(
CijCvαjk
−1 − δik
)]
−13
∂Cmj
∂Cpq
Cvαjm
−1 (CknCvαnk−1 − 3)

=βαG
1
2
[
δipδjqCvαjk
−1 (CklCvαli−1 − δki)+ δkpδlqCvαli−1 (CijCvαjk−1 − δik)]
−13δmpδjqCvαjm
−1 (CknCvαnk−1 − 3)

=βαG
1
2
[
Cvαqk
−1 (CklCvαlp−1 − δkp)+ Cvαqi−1 (CijCvαjp−1 − δip)]
−13Cvαqp
−1 (CknCvαnk−1 − 3)

(A.11.6)
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A.12 Partial derivatives of material tangents, split of deformation gradient
2
∂Svolij
∂Cpq
=K∂ (Ckkδij − 3δij)
∂Cpq
=K (δkpδkqδij) = Kδpqδij
(A.12.1)
2
∂Sdevij
∂Cpq
=2G
∂
[
(Cji − δji)− 13 (Ckk − 3) δij
]
∂Cpq
=2G
[
∂Cji
∂Cpq
− 13
∂Ckk
∂Cpq
δij
]
=2G
[
δjpδiq − 13δpqδij
]
(A.12.2)
2∂Svαij
∂Cpq
=2βG
∂
[
Cvαjk
−1 (CklCvαli−1 − δki)− 13 (CkjCvαjk−1 − 3)Cvαji−1]
∂Cpq
=2βG
[
Cvαjk
−1
(
∂Ckl
∂Cpq
Cvαli
−1
)
− 13
Ckj
Cpq
Cvαjk
−1Cvαji
−1
]
=2βG
[
Cvαjk
−1δkpδlqCvαli
−1 − 13δkpδjqCvαjk
−1Cvαji
−1
]
=2βG
[
Cvαjp
−1Cvαqi
−1 − 13Cvαqp
−1Cvαji
−1
]
(A.12.3)
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