A l g è b r e e t t h é o r i e d e s n o m b r e s Abstract. , the authors proved an explicit formula for the arithmetic intersection number (CM(K).G1) on the Siegel moduli space of abelian surfaces, under some assumptions on the quartic CM field K. These intersection numbers allow one to compute the denominators of Igusa class polynomials, which has important applications to the construction of genus 2 curves for use in cryptography. One of the main tools in the proof was a previous result of the authors [21] generalizing the singular moduli formula of Gross and Zagier. The current paper combines the arguments of [21, 22] and presents a direct proof of the main arithmetic intersection formula. We focus on providing a stream-lined account of the proof such that the algorithm for implementation is clear, and we give applications and examples of the formula in corner cases.
Introduction
Igusa defined a collection of invariants for genus 2 curves and proved expressions for them in terms of quotients of Siegel modular forms. For genus 2 curves with complex multiplication (CM) by a primitive quartic CM field K, these invariants lie in the Hilbert class field of the reflex field of K, and their minimal polynomials, Igusa class polynomials, have coefficients which are rational, not necessarily integral as is the case for Hilbert class polynomials related to invariants of elliptic curves. Ignoring cancellation with numerators, the primes which appear in the denominators of Igusa class polynomials are those which appear in (CM(K).G 1 ), the arithmetic intersection on the Siegel moduli space of the divisor of the Siegel modular form χ 10 with the CM points of K. In [10] , it was proved that these primes are those p for which there is a solution to an Embedding Problem, that is, there exists an embedding of O K into M 2 (B p,∞ ) with certain properties. Studying this embedding problem, [10] gave a bound on the primes which can appear, and [11] gave a bound on the powers to which they can appear. At the same time, Bruinier and Yang, using methods from Arakelov intersection theory, gave a conjectural exact formula for the factorization of the denominators under certain conditions on the ramification in the primitive quartic CM field K [1] . They assume that the discriminant of K is p 2 q, where p and q are both primes congruent to 1 (mod 4). In [33, 34] , Yang gave a detailed treatment of the Embedding Problem and used it, along with other techniques, to prove the conjectured intersection formula assuming the ring integers of K is generated by one element over the ring of integers of the real quadratic subfield. Yang's proof uses results of Gross-Keating, and then computes local densities by evaluating certain local integrals over the quaternions. In practice, very few primitive quartic CM fields have ramification of such restricted form. In [16] , the authors studied all 13 quartic cyclic CM fields in van Wamelen's tables of CM genus 2 curves defined over Q, compared denominators with the number of solutions to the Embedding Problem and Bruinier and Yang's formula, and found that the assumptions on the ramification of K are necessary for the Bruinier-Yang formula to hold. For applications to the computation of genus 2 curves for cryptography, it is important to have a precise formula for the denominators of Igusa class polynomials which holds for general primitive quartic CM fields. An arithmetic intersection formula for (CM(K).G 1 ) was proved in [22] , extending the conjecture of Bruinier and Yang to general primitive quartic CM fields K with almost no assumptions on K. Furthermore, for all primitive quartic CM fields K, the formula proved in [22] gives an upper bound on prime powers in the denominator which is very accurate for the purpose of efficiently computing Igusa class polynomials. This solves the problem of estimating or clearing denominators of Igusa class polynomials from a practical point of view, for any primitive quartic CM field K, and gives strong motivation for an effective algorithm for computing the formula in practice. One of the main tools in [22] is earlier work of the two authors that generalizes the singular moduli formula of Gross and Zagier [15] . As [22] cites only the results of [21] , the algorithmic nature of the proof of the formula for (CM(K).G 1 ) may not be readily apparent. The present paper combines the results of [21, 22] and presents a direct proof of the main arithmetic intersection formula. The proof is more explicit than what is given in those two papers, but relies on the same building blocks. Here we revisit those ideas, and include all details necessary for implementing an algorithm to compute the formula. The main new content is in Section 5, where the direct proof is presented. We focus on providing a streamlined account of the proof such that the algorithm for implementation is clear, and we give applications and examples of the formula in corner cases in Sections 8, 9. The statement of the theorem and an outline of the proof is given in Section 2, and a summary pulling all the steps of the proof together is given in Section 7. The strategy of our proof is as follows: to study and characterize solutions to the Embedding Problem, we first fix the embedding of the real quadratic subfield, as Yang did in [33, 34] . Then through a series of calculations explained in Section 2 it becomes possible to see that solutions can be parameterized by pairs of endomorphisms of a supersingular elliptic curve E, x, u ∈ End(E) with a fixed norm and trace. This in turn is related to the counting problem studied by Gross and Zagier [15] in their formula for the factorization of differences of singular moduli: counting simultaneous embeddings of maximal orders from two distinct imaginary quadratic fields, Q( √ d 1 ) and Q( √ d 2 ), into a maximal order in the quaternion algebra B p,∞ . To solve this problem Gross and Zagier gave an explicit description of all maximal orders in B p,∞ with an optimal embedding of the maximal order in Q( √ −p), for p prime. In follow-up work, Dorman [5] extended their description to work for maximal orders in B p,∞ with an optimal embedding of a maximal order in an imaginary quadratic field that is unramified at 2. To solve the Embedding Problem, explicit descriptions of maximal orders in the quaternion algebra with an optimal embedding of arbitrary quadratic orders are needed. The fact that the quadratic orders which arise may have even discriminant makes the genus theory required for our formula considerably more difficult. The explicit descriptions of maximal orders in the quaternion algebra were given in [21] , where a broad generalization of Gross and Zagier's theorem on singular moduli was proved as a consequence. In Section 4 we repeat the definitions and statements about the maximal orders in B p,∞ with an optimal embedding of a non-maximal quadratic order without proof, since the notation is needed for the proof of the main theorem. A solution to the embedding problem is actually given by a pair of supersingular elliptic curves E 1 and E 2 modulo p, an embedding of the ring of integers of the real quadratic subfield of K into End(E 1 × E 2 ), along with a pair of endomorphisms x ∈ End(E 1 ) and z ∈ End(E 2 ) and an isogeny y between them satisfying certain properties. In order to convert pairs of solutions x, u ∈ End(E 1 ) into an actual solution to the Embedding Problem, there is another counting problem to be solved, namely counting ideals with certain properties in a quaternion algebra. The counting formula which solves this problem is stated in Theorem 6.1.1, and was proved in [22] . Finally, in §8, we explain how this intersection number gives a sharp bound for the denominators of Igusa class polynomials, and we give several concrete examples in Section 9. These examples illustrate various complexities that arise in the formulae for corner cases.
Main Theorem
Let K be a primitive quartic CM field, let F denote its real quadratic subfield, and let D denote the discriminant of O F . We assume that O K is generated over O F by one element, say η, so O K = O F [η]. If this assumption does not hold, then Theorem 2.3 in [22] gives an upper bound on the intersection number. Let D denote N F/Q Disc K/F (O K ) and let α 0 , α 1 , β 0 , β 1 ∈ Z be such that
For any positive integer δ such that D − 4δ = , we define
and let a :
where we take the non-negative square root. Then for any integer n such that 2D | (n + c K (δ)), we define
Our main theorem gives a counting formula for an arithmetic intersection number, which is defined as a weighted sum of lengths of local rings at points in the intersection as follows:
where O G 1 ∩CM(K),P is the local ring of G 1 ∩ CM(K) at P . Our counting formula is stated in terms of the quantities M (δ, n, f ) and I(δ, n, f ). The precise definition of M (δ, n, f ) is given in Definition 5.4.1: it is a weighted ideal count of certain invertible ideals of norm N in the imaginary quadratic order of discriminant d, where N and d are determined by (δ, n, f ), and the sum is weighted by multiplicity and a factor which determines the genus class. The definition of I(δ, n, f ) is given in Theorem 6.1.1, and it counts the number of left integral ideals of a maximal order in a quaternion algebra with special properties defined by (δ, n, f ). Let 
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where α i and β i are defined in terms of η as above. Then
where the factor of 2 can be removed if δ.
Proof of Main Theorem. -G 1 parametrizes products of elliptic curves with the product polarization, so a point P ∈ (G 1 ∩ CM(K)) (F ) corresponds to an isomorphism class of a pair of elliptic curves E 1 , E 2 , and an embedding ι : O K → End(E 1 × E 2 ). In addition, the embedding must be such that the action of complex conjugation agrees with the Rosati involution induced by the product polarization, i.e., if ι(α) = g 1,1 g 1,2
where g ∨ denotes the dual isogeny of g (see [10, p. 462] ).
We study the isomorphism classes by first fixing elliptic curves in each isomorphism class and then ranging over isomorphism classes of embeddings. When E i = E i , then the tuples are isomorphic if there exists a ψ ∈ Aut(E 1 × E 2 ) such that ψ • ι(α) = ι (α) • ψ for all α ∈ O K and ψψ ∨ = 1; this last condition is equivalent to the condition on the Rosati involution that is described at the beginning of the paragraph. Given two elliptic curves 
Thus, (2.1) can be rewritten as
as above
The condition that σσ ∨ = 1 ensures that σ preserves the product polarization.
The equivalence is obtained by letting
. This equivalence is a more precise reformulation of the Embedding Problem than the version used in [10, p. 463] , where the elements from O K being embedded were of a simpler form and were not necessarily generators of O K . By representing elements in End(E 1 × E 2 ) as 2 × 2 matrices (g i,j ) where g i,j ∈ End(E j , E i ) and expanding the above relations, we see that
After possibly conjugating Λ 1 , Λ 2 by 0 1 1 0 and interchanging E 1 , E 2 , we may assume that 2a ≤ D. Then a is uniquely determined by δ. Thus for a fixed δ, the embedding ι is determined by a tuple (x, y, b, z) satisfying the above relations.
Motivated by the definition of isomorphism of triples (E 1 , E 2 , ι) given above, we say that such two tuples (x, y, b, z), (x , y , b , z ) are isomorphic if
In particular,
correspond to the same embedding, although we do not say that they are isomorphic as tuples.
If E 1 = E 2 , then for each tuple (x, y, b, z) we have two possibilities. Either there exists an (x , y , b , z ) that is not isomorphic to (x, y, b, z) but corresponds to an isomorphic embedding,
where ι is the corresponding embedding. In either case, we see that the number of isomorphism classes of tuples (x, y, b, z) weighted by 1 # Aut is double the number of embeddings also weighted by 1 # Aut . This discussion shows that (2.2) can be rewritten in terms of tuples (x, y, b, z), namely
Fix δ, E 1 , E 2 , and assume that there exists a tuple (x, y, b, z) as above. Then, there exists x, u := yb ∨ ∈ End(E 1 ) satisfying
where a ∈ Z is such that a ≤ D/2 and (D − 2a) 2 = D − 4δ. This is easy to check using the relations (2.4)-(2.10) on (x, y, b, z). We will complete the proof of the theorem in two steps in sections 5 and 6, respectively, 1. Calculate the number of (E 1 , x, u) satisfying (2.12)-(2.15)( §5), and 2. For a fixed (E 1 , x, u) determine the number of (E 2 , y, b, z) such that u = yb ∨ and (x, y, b, z), satisfy (2.4)-(2.10) ( §6).
As it is not necessarily obvious how the arguments in sections 2 through 6 come together, we summarize the argument in §7.
In the next two sections we present the necessary background to continue with these steps of the proof. These notation and statements are taken from [21] and the proofs are omitted.
Background: quadratic imaginary orders
This section is taken from Section 5 of [21] .
Let O be an order in a quadratic imaginary field, and let d be the discriminant of O. Let a be an ideal in O. If O is not maximal, then we can not necessarily write a uniquely as a product of primes. However, we can always write a uniquely as a product of primary ideals where no two ideals in the factorization are supported at the same prime. Precisely, for any prime p, define a p := O ∩ aO p . Then a = p a p , and since for any two distinct primes p, q, a p and a q are co-maximal, we have that a = p a p .
(See [24, Prop 12.3] for more details.) If there is a unique prime p ⊆ O lying over p, then we will often write a p instead of a p . We will often be concerned with the special case where a = D :
3. For i = 1, . . . , j, we define χ p i (a) := a p i for a coprime to p i . For a odd, we also define
. Then we define Ψ : (Z/dZ) × → {±1} k as follows.
For a prime p that divides d, but does not divide the conductor f of O, we define
if p = 2 and d ≡ 12 (mod 16), χ 8 if p = 2 and d ≡ 8 (mod 32), χ −4 · χ 8 if p = 2 and d ≡ 24 (mod 32). Let Ψ p be the projection of Ψ on the components that are complementary to the one that appears in Ψ p . If p f , then for n relatively prime to d one may check that Ψ p = (d, n) p where (d, n) p denotes the Hilbert symbol at p. We may use this equality to extend Ψ to (Z/f Z) × , by defining Ψ p (n) := (d, n) p . This map Ψ can be used to test when an ideal a is a square in the Picard group. From this theorem, we can easily obtain the following corollary. Unfortunately, the map Ψ cannot be extended to all integers while still retaining the properties described in Theorem 3.1.1 and Corollary 3.1.2. This is because it is possible to have two invertible ideals a, b ⊆ O d with the same norm, such that ab −1 ∈ 2 Pic(O d ). This can only occur when the ideals are not prime to f . Let a be an integral invertible ideal that is supported at a single prime p that divides the conductor, i.e. a q = 1 for all q p. Let α ∈ O be a generator for aO p such that gcd(
and N( a) is coprime to the conductor. Thus, the genus of a is equal to Ψ(N( a)). Since every ideal can be factored uniquely into comaximal primary ideals, this gives a method of computing the genus class of any ideal.
Parametrizing endomorphism rings of supersingular elliptic curves
This section is taken from Section 6 of [21] End(E(a)) → End(E(a) mod π), where E(a) is the elliptic curve with CM by O that corresponds to a, and
Our construction of these maximal orders R(a) generalizes the work of Gross-Zagier [15] and Dorman [5] , where they defined maximal orders with these properties under the assumption that −d is prime [15] or d is squarefree [5] . We give the statements and definitions for arbitrary discriminants d and include the ramified case; for proofs we refer you to [21, §6] . Note that Goren and the first author have given a different generalization of Dorman's work [12] to higher dimensions, which works for CM fields K, characterizing superspecial orders in a quaternion algebra over the totally real field K + with an optimal embedding of O K + . That work also corrects the proofs of [5] , but in a slightly different way than we do here, and does not handle the ramified case or non-maximal orders. 
. From now on, we will represent B ,∞ as a sub-algebra of M 2 (L) as follows.
If is unramified in O then we may assume that j 2 = − q, where q is a prime such that − q ∈ ker Ψ and q d. If is ramified, then we may assume that j 2 = −q where −q ∈ ker Ψ , −q ∈ ker Ψ and q d. (The functions Ψ, Ψ and Ψ were defined in Section 3 above.) In both cases, these conditions imply that q is split in O. we define
From this definition, it is clear that if λ satisfies (1) and (2) and λ ≡ λ (mod D), then R(a, λ) = R(a, λ ). We claim that, for any a and λ, R(a, λ) is a maximal order. 2 . If d is odd, then the congruence class of λ mod D is determined by λ 0 mod d. In addition, the condition that N(λ) ≡ − q (mod d) is equivalent to the condition that λ 2 0 ≡ − q (mod d). Therefore, if d is odd, then we may think of λ as an integer, instead of as an element of O. This was the point of view taken in [15, 5] .
Publications mathématiques de Besançon -2014/2 Given an ideal a, we will now construct a λ = λ a satisfying conditions (1) and (2) . Since we want our orders R(a) := R(a, λ a ) to satisfy
the relationship between λ a and λ ab will be quite important. In fact, the relation
shows that R(a) is determined from R(O) and so λ a mod D is determined by λ O mod D.
For any prime ideal p of O that is prime to D, let M (p) denote a fixed integer that is divisible by N(p) and congruent to 1 (mod d). For any product of regular ramified primes b d := p regular p|D p ep , we write λ b d for any element in O such that
for all regular primes p and λ b ≡ λ (p) (mod D p ) for all irregular primes. These conditions imply that λ b d is well-defined modulo D.
Let a be an invertible integral ideal O such that gcd(N(a), f ) = 1. Then we may factor a as a a d , where a is prime to the discriminant and a d is supported only on regular ramified primes. We define λ a := p|a M (p) vp(a ) M (q)λ a d . Note that it follows from this definition that λ a is well-defined modulo D and, importantly, that λ a satisfies λ a q −1 aa −1 ⊂ O and N(λ a ) ≡ − q mod d. 
From this definition, it is clear that if λ satisfies (1) and (2) and λ ≡ λ (mod Dl −1 ), then R(a, λ) = R(a, λ ). We claim that, for any a and λ, R(a, λ) is a maximal order. 3.1. -R(a, λ) is an order of discriminant 2 , and so it is maximal.
Proof. -This proof is exactly the same as in the inert case after replacing q with q/ ( [21, Section 6]).
4.3.1.
Defining λ a . -For all regular ramified primes p, fix two elements λ (p) , λ (p) ∈ O with norm congruent to −q mod p v(d/ ) such that λ (p) ≡ λ (p) (mod D p ). If p = and = 2, then in addition we assume that λ ,0 = −λ ,1 . For all irregular ramified primes p, fix λ (p) ∈ O such that N(λ (p) ) ≡ −q (mod p v(d/ ) ). For any prime ideal p of O that is coprime to D, let M (p) denote a fixed integer that is divisible by N(p) and congruent to 1 (mod d). For any product of regular ramified primes b d := p regular p|D p ep , we write λ b d for any element in O such that
Let a be an invertible integral ideal O such that (N(a), f ) = 1. Then we may factor a as a a d , where a is coprime to the discriminant and a d is supported only on regular ramified primes. We define λ a := p|a M (p) vp(a ) M (q)λ a d . Note that λ a is well-defined modulo D and that λ a satisfies λ a q −1 aa −1 ⊂ O and N(λ a ) ≡ −q mod d/ . By class field theory, Gal(H/L) ∼ = Pic(O); let a = a σ be an invertible ideal that corresponds to σ; note that a is unique as an element of Pic(O). We assume that a is integral and coprime to the conductor. 
One can easily check that R 1 (a) = R(a), that n R n (a) = O and that
Then by [13, Prop. 3.3] , End W/π n (E σ ) ∼ = R n (a 0 a) .
Calculating the number of (E, x, u)
Proposition 5.1. -Let E be an elliptic curve over F and assume that there exists x, u ∈ End(E) satisfying (2.12)- (2.15) . Then E must be supersingular and there exists an n ∈ Z such that
Proof. 
The trace of x and u are already determined by δ, so we define
For the rest of the section, we assume that n is a fixed integer satisfying (5.1). We define where [(E, x, u)] denotes the isomorphism class of (E, x, u).
Counting pairs of endomorphisms for a fixed n. -Fix a prime .
Let t x , t u , t xu ∨ , n x , n u be integers such that either d x := t 2 x − 4n x or d u := t 2 u − 4n u is a quadratic discriminant fundamental at and such that d x d u − (t x t u − 2t xu ∨ ) 2 is nonzero. In the rest of this section we will count triples (E, x, u) where E is a supersingular elliptic curve over F and x, u ∈ End(E) satisfy Tr(x) = t x , Tr(u) = t u , Tr(xu ∨ ) = t xu ∨ , N(x) = n x , and N(u) = n u . The formula for the number of such triples and the proof become significantly more technical if t x t u −2t xu ∨ has a common factor prime to with either the conductor of d x or the conductor of d u . For the sake of exposition, we will first give the formula and proof in a less technical case ( §5.1.1), and then we will consider the general case ( §5.1.2).
5.1.1.
A simpler case. -Let t x , t u , t xu ∨ , n x , n u , d x , d u be as above. We also assume that
is a power of , where 1 = 0 is considered to be a power of . Let v := v (cond(d u )). 
is prime to the conductor of d. Since each pair (β, [a]) will correspond to a distinct (E, x, u) if is inert, and, if is ramified, then exactly two pairs (β, [a]) will correspond to the same (E, x, u) . This combined with the following proposition shows that the number of triples (E, x, u) is A(N )ρ d, (N ) as desired.
. Assume that N is prime to the conductor of d. Then there is an e · ρ d, (N )-to-1 map
, β , and q is as defined in §4, and e is the ramification index
Since a and q are invertible and D is principal, βqDaa −1 is invertible. A similar computation shows that the map is well-defined in the ramified case. Assume that N is coprime to the conductor of d. We first consider the case where Ψ d,p (N ) = Ψ d,p (− ) for some p = . First we assume that is inert in O d . Since q was chosen such that Ψ d,p (− q) = 1 for all p = , Ψ d,p (N ) = Ψ d,p (q) for some prime p. Thus, by Theorem 3.1.1, there is no ideal b ⊆ O d such that [bq −1 ] ∈ 2 Pic(O d ) and N(b) = N so the domain must be empty. Now assume that is ramified. In this case q was chosen such that Ψ d,p (−q) = 1 for all p = so there is some p = such that Ψ d,p (N ) = Ψ d,p ( q). Therefore, again by Similarly, if is ramified then b = γ a l −1 qaa −1 for some invertible ideal a and γ a ∈ Q( √ d) × (again γ a is uniquely determined by a). Note that for every c ∈ Pic(O) [2] , b can also be written as γ ac qac(ac) −1 if is inert, and as γ ac l −1 qac(ac) −1 if is ramified, where γ ac = γ a c 2 / N(c) and c 2 = c 2 . Let β ac := γ ac / √ d so that b = β ac qDac(ac) −1 in the inert case, and b = β ac l −1 qDac(ac) −1 in the ramified case. One can easily check that N(c βac ) = n x and that β ac ∈ q −1 D −1 ac(ac) −1 in the inert case, and β ac ∈ q −1 lD −1 ac(ac) −1 in the ramified case. Since N is an integer,
In the case is ramified, one can show that
or equivalently,
Fix c 1 , . . . , c 2 µ−1 representatives for Pic(O) [2] , that are prime to the discriminant. To calculate the size of the pre-image of b, we need to determine for which c i (5.2) holds. Since c i is prime to the discriminant, we may rewrite 1 (mod d) , and
Moreover, there is an algorithm to compute A d (N ) and A d (N ) is always bounded above by A d (N ) . In addition, if N and the conductor of d, cond(d), share no common factors,
Proof. -We will follow the proof of Theorem 5.1.1. Until the invocation of Proposition 5.2, the only place the GCD assumption is used is in concluding that f = v . In the general case, we are only able to conclude that v |f | GCD(t x t u − 2t xu ∨ , cond(d u )). So to count the tuples (E, x, u), we will sum over f as above, and try to follow the proof Proposition 5.2. It is still a necessary condition that Ψ d,p (N ) = Ψ d,p (− ) for every prime p|d, p (cond(d), N ) (cond(d), N ) ). However, as mentioned in §3, this is no longer sufficient. Thus instead of considering all ideals of norm N , as we do in the case where N is prime to the conductor, we must only consider ideals of norm N in a fixed genus.
The rest of the proof can be applied in this more general case, until we cite [21, Lemma 7.5 and 7.6]. Lemma 7.6 of [21] no longer guarantees the existence of an ideal c such that (5.2) holds. However, once the existence of such an ideal c is known, Lemmas 7.5 and 7.6 in [21] still give the exact number of ideal classes c for which (5.2) holds. Thus the proof of the formula is complete. The proof of Proposition 5.2 gives an algorithm to compute A d (N ), and it is clear from the definition that A d (N ) ≤ A d (N ) . The statement about equality follows from the above discussion. Proof. - [22, Theorem 3.3] In fact, it is always the case that if E = ∅ then at least one of d u (n), d x (n) is the discriminant of a quadratic imaginary order that is maximal at . (E, x, u) . -Fix a supersingular elliptic curve E, and two endomorphisms x, u such that the Z-algebra generated by x, u has rank 4. This is equivalent to the assumption that d x d u is not a square. We define Aut((E, x, u)) = {φ ∈ Aut(E) : φx = xφ, φu = uφ} .
Multiplicity

Automorphisms of triples
Since x, u generate a rank 4 module, if φ commutes with x, u, then φ is in the center of End(E)⊗ Z Q. Since E is supersingular, End(E) is a maximal order in a quaternion algebra, so the center of End(E)⊗ Z Q is exactly Q. Therefore, for any (E, x, u) as above, Aut((E, x, u) 
Summary. -Fix an odd prime .
To count solutions x, u, to the embedding problem for a fixed δ, we will range over the integers n which arise in Equation 5.1. Then for a fixed δ and n, the trace and norm of x and u are expressed as above directly in terms of δ, n, and the generators for the quartic CM field K.
Let t x , t u , t xu ∨ , n x , n u ∈ Z be such that d x := t 2
x − 4n x and d u := t 2 u − 4n u are quadratic imaginary discriminants, and at least one of d x , d u is fundamental at . Let f ∈ Z be such that d := d u /f 2 is still a quadratic imaginary discriminant. Then
Proof. -This is just a restated summary of the results in this section.
Determining the pre-image of (E, x, u)
This section is taken from [22, Section 6] 
which completes the proof.
Relationship to Igusa class polynomials
8.1. Igusa invariants and Igusa class polynomials. -One of the immediate applications of the arithmetic intersection formula we have proved is to improve algorithms for computing Igusa class polynomials for generating genus 2 curves for use in cryptography. Roots of Igusa class polynomials are Igusa invariants of genus 2 curves whose Jacobians have CM by a primitive quartic CM field K. Igusa class polynomials can be hard to compute, mostly because provably recovering the rational coefficients from approximations requires a bound on the denominators. Recognizing algebraic numbers, either in Q or in a number field, is harder than recognizing algebraic integers. Our formula can be used to clear denominators in complex analytic approximations to the Igusa class polynomials, reducing the problem to recognizing integer coefficients. Analogous techniques apply to improving the CRT approach to computing class polynomials, where a multiple of the denominator is needed [7] , and to the p-adic approach [9] . Igusa invariants can be defined in terms of modular functions on the Siegel moduli space: where χ 10 and χ 12 are Siegel modular cusp forms of weights 10 and 12 which can be expressed in terms of the Siegel-Eisenstein series E w for w = 4, 6, 10, 12 (see [17] , [18] ). Igusa class polynomials are the genus 2 analogue of Hilbert class polynomials, defined as follows:
where the product is taken over all points τ on the Siegel moduli space such that the associated principally polarized abelian variety has CM by O K . Igusa class polynomials have rational coefficients [26, Satz 5.8] (as opposed to integral coefficients as in the case of Hilbert class polynomials). The denominators of Igusa class polynomials are related to arithmetic intersection numbers on the Siegel moduli space of principally polarized abelian surfaces. It is a classical fact that the zero locus of χ 10 on the coarse moduli space of abelian surfaces consists of exactly those abelian surfaces that decompose as a product of elliptic curves with the product polarization. The arithmetic analogue of this statement was proved in [10, Cor 5.1.2], that if a prime p divides the denominator of (f /χ k 10 )(τ ), for τ a CM point corresponding to a smooth curve C and f a Siegel modular form of weight 10k with integral Fourier coefficients with GCD 1, then C has bad reduction modulo p. Computing the order of zeros of χ 10 is equivalent to computing the arithmetic intersection number, div(χ 10 ).CM(K), of the divisor of χ 10 with the cycle of CM points associated to K. The practical impact of Theorem 2.0.1 is that any of the algorithms [26, 28, 30, 7, 9, 27, 23, 8, 3, 20] to compute minimal polynomials of invariants of genus 2 curves with CM by K can be improved by multiplying by our formula to obtain polynomials with integral coefficients. In all cases, our formula gives an integer multiple of the denominators: even if the restriction that we placed on K is not satisfied, (O K = O F [η]), our formula still gives a bound on the denominator because η still has to embed in the endomorphism ring of the product, even if η does not generate all of O K . Our formula does not take into account any cancellation between primes in the denominator and numerators of Igusa invariants, but in that case our formula still gives a multiple of the denominator. In this example we will apply the theorems of this paper to predict the power to which the prime = 7 appears in the denominator of the constant terms of the Igusa class polynomials for K. Note that these class polynomials were computed in [11, Section 3.6.3] and so from that calculation we know that (CM(K).G 1 ) 7 = 2.The class number of K is 2 and the field discriminant is 7 2 · 17 3 , so 7 is a ramified prime in K. This particular example was chosen to illustrate the fact that there is some subtlety in the formula in the case that N and the conductor of d u share common factors other than . At the same time, this example also illustrates the need to compute the expression defined in For each δ, the only possible value for n where the prime = 7 occurs is n = 0. We first consider δ = 4 and n = 0; then d x (n) = −91 and d u (n) = −56 · 4. When f = 1, i.e. when Z[u] is optimally embedded, we want to count ideals of norm N = 28. There is 1 ideal of norm 28 of the correct genus, but this ideal does not satisfy the congruence condition. Therefore there are no (x, u) with δ = 4, n = 0, and Z[u] optimally embedded. When f = 2, i.e. when the maximal order containing u is optimally embedded, we want to count ideals of norm 7. There is one ideal of norm 7 of the correct genus and it automatically satisfies the congruence condition. So there is one (x, u) with δ = 4, n = 0, and the maximal order containing u optimally embedded. However, there is no left ideal corresponding to an isogeny b. We have p = 2, v(δ) = 2. The number of ideals is the number of solutions modulo 2 to t 2 − t + 9. This is empty, so there are no left ideals with the desired properties, and thus no solutions to the Embedding Problem (x, y, b, z) with δ = 4, n = 0, and Z[u] not optimally embedded. Now consider δ = 2: then d x (n) = −175, d u (n) = −56. Since d u (n) is fundamental, we need only consider when f = 1, i.e. when u is optimally embedded. In this case, we want to count ideals of norm 7 of the correct genus; there is exactly 1 of these, so we get one (x, u) with δ = 2, n = 0, and u optimally embedded. Now we need to calculate #(x, y, b, z). We have p = 2, c = 0, r = 1, and we want to count the number of solutions modulo 1 to t 2 + t + 2, which is, of course, 1. This solution has multiplicity 2, so according to our main theorem, the intersection number at the prime 7 has multiplicity 0 + 0 + 2, which agrees with the prediction coming from the calculation of the Igusa class polynomials. 9.2. Example 2. -K = Q( −13 + 3 √ 13), = 23 This example focuses on a CM field K which does not satisfy the assumptions of the Bruinier-Yang formula, i.e. when D and D are not primes congruent to 1 mod 4; in this example, D = 2 6 13. For this field, the Bruinier-Yang formula (as stated) underestimates the value of (CM(K)G 1 ) 23 [16] . Indeed, by van Wamelen the value of (CM(K)G 1 ) 23 is 4, whereas the value predicted by the Bruinier-Yang formula is 2. Below we will see that two of the four solutions to the Embedding Problem arise from embeddings into maximal orders in the quaternion algebra in which non-maximal quadratic orders are optimally embedded. This example demonstrates why it was necessary for us to extend (in [21] ) the work of Gross-Zagier and Dorman, which described only maximal quaternionic orders with an optimal embedding of a maximal quadratic order. For this K, the only possible value for δ is 3, and the possible values for n are n = 52, −52. Consider δ = 3, n = −52: then d x (n) = −8 · 4, d u (n) = −24 · 4. When f = 1, i.e. when Z[u] is optimally embedded, we want to count ideals of norm 4. There is one ideal of the correct genus multiplicity, and it satisfies the congruence condition, so we get one (x, u). Since Z[u] is optimally embedded this implies that c = 0 and there is one solution to the Embedding Problem (x, y, b, z). When f = 2, i.e. when the maximal order containing u is optimally embedded, we want to count ideals of norm 1. There is one ideal of the correct genus multiplicity and it automatically satisfies the congruence condition, so there is one (x, u). Since f is prime to δ, this implies c = 0 and there is one (x, y, b, z). The case of δ = 3, n = 52, with d x (n) = −48, d u (n) = −48, works exactly the same way. Thus there are four solutions to the Embedding Problem, two of which arise from optimal embeddings of non-maximal quadratic orders.
