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Abstract
We provide a comprehensive convergence study of the iterative multi-penalty q−thresholding
algorithm, with 0 < q ≤ 1, for recovery of a signal mixture. Leveraging recent results in
optimisation, signal processing, and regularization, we present novel results on linear con-
vergence of iterates to local minimizers for studied non-convex multi-penalty functionals.
We also provide explicitly compute the convergence constant and establish its dependence
with respect to the measurement matrix and parameters of the problem. Finally, we present
extensive numerical results, that confirm the theoretical findings, and compare the efficiency
of the iterative multi-penalty thresholding algorithm with single-penalty counterpart.
1 Introduction
In many real-life applications one is interested in recovering several separate signal sources from
a given noisy datum. A particular example is the noise folding phenomenon [2], also known
as the input noise model [1], commonly appearing in signal processing and compressed sensing
applications, where the noise is added directly to the signal, before the measurement process
occurs. This can be modeled as
A(u† + v) + ξ = y, (1)
where u† ∈ Rn is an s-sparse original signal that we want to recover, v ∈ Rn is the pre-
measurement noise, ξ is the (post-) measurement noise, and A ∈ Rm×n is the measurement
matrix. Information theoretic bounds state that the number of measurements m required for
the exact support recovery of u† from (1), needs to scale linearly with n, which leads to poor
compression performance [1]. Several recent studies [14, 13, 11, 10] allow to circumvent these
negative results by addressing the noise folding problem through the framework of multi-penalty
regularization, which is in the general case written as
min
u,v
1
2
‖A(u+ v)− y‖22 +
α
q
‖u‖qq +
β
p
‖v‖pp , (2)
where α, β > 0 are regularization parameters, 0 ≤ q < 2, and 2 ≤ p < ∞. In [13] the authors
present a numerical approach based on iterative thresholding for the minimization of (2) in
the infinite dimensional setting, and analyze its convergence. Moreover, conditions on optimal
support recovery are derived for the case q = 1, p = 2 [11]. Specifically, the authors provide
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theoretical and numerical evidence of superior performance of multi-penalty regularization over
standard single-penalty approaches for the sparse recovery of solutions to (1). In spite of these
advances, rigorous results regarding convergence and error analysis have still not been established.
Inspired by recent work on multi-penalty regularization, and results on convergence of descent
methods, in this paper we provide first results on the convergence analysis for the solution of
(2) with 0 < q ≤ 1 and p = 2, using an iterative q−thresholding algorithm (ITA). We consider
this set of parameters since, according to [13], the multi-penalty functional (2) with p = 2 and
q ≤ 1 achieves the best performance in terms of the support recovery and accuracy for problems
of type (1). We first verify the convergence of support and sign of the iterates in finitely many
steps, and show that the algorithm converges linearly to local minimizers of (2), under certain
concentration conditions on the measurement matrix. We then explicitly characterize the rate of
convergence in dependence of parameters of the algorithm and the properties of the measurement
process (1).
1.1 Related Work
The work of Bredies et al [7] studies iterative shrinkage and proximal gradient algorithms for the
solution of non-convex optimization problems of the form
min
x∈H
F (x) + λΨ(x),
where H is a Hilbert space, F : H → [0,∞) is a proper, lower-semicontinuous data fitting term
with a Lipschitz continuous gradient, and Ψ : H → [0,∞) is weakly lower-semicontinuous, non-
smooth (possibly non-convex) penalty function. Furthermore, the authors provide an explicit
expression for the computation of iterations via the proximal mapping. The algorithm studied
in this paper is indeed a special case of their approach, when applied to a separable Ψ in a finite-
dimensional Euclidean space. However, the authors derive only the convergence to a stationary
point, and do not establish linear convergence to a local minimizer.
Building upon [7], the recent work by Zeng et al [17] studies the convergence of the iterative
q−thresholding algorithm, with q < 1, for solving sparse recovery problems with a certain class
of non-convex penalties and data fitting terms. Our paper is inspired by these results and ex-
tends parts of the analysis to the multi-penalty setting. Moreover, by using spectral properties of
the measurement matrix we derive stronger convergence guarantees, in terms of the convergence
speed, and characterize the speed of convergence with respect to the properties of the measure-
ment matrix. We also discuss the generalization of the results to the infinite dimensional case,
which is a topic for future research.
The work [15] examines the convergence properties of an adaptive iterative thresholding algo-
rithm in compressed sensing problem. The authors establish conditions under which the iterates
have linear convergence. In certain scenarios the dependence of the constant of convergence with
respect to the restricted isometry property of the measurement matrix is also established. Along
the same lines, in [9] the convergence constant of projected gradient descent is characterized
through the Gaussian width associated with the entries of the measurement matrix, and the
number of measurements. This can in turn, by classical bounds, be translated into a charac-
terization through the RIP constant of the measurement matrix. We emphasize though that
proximal descent (which is considered in this paper) is a generalization of the projected gradient
descent. Moreover, we fully derive the convergence constant, with no hidden constants.
1.2 Notation and Organization
For m ∈ N we denote [m] := {1, . . . ,m}. The `q norm of a vector u = (u1, . . . , un)> ∈ Rn is
denoted by ‖u‖q, for 0 < q <∞. The support set of u ∈ Rn is denoted as
supp(u) = {i ∈ [n] : ui 6= 0}.
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and the sign sgn(u) = (sgn(ui))ni=1 is defined component-wise by
sgn(u) =

1, if u > 0,
0, if u = 0,
−1, if u < 0,
.
For a matrix M ∈ Rm×n, we use ‖M‖2 to denote its spectral norm, λmin(M) to denote its smallest
eigenvalue, and Idn denotes the n × n identity matrix. For I ⊂ [m], MI ∈ Rm×|I| represents
the submatrix of M containing the columns restricted to I, and uI denotes the subvector of u
containing the entries restricted to I.
The rest of the paper is organized as follows. In Section 2, we recall the relevant features and
concepts from multi-penalty regularization, introduce ITA and discuss some of its properties. We
show that `q-regularization can be seen as the limiting case of the multi-penalty one and thus, the
results for `q-regularization can be extended to the multi-penalty setting. Main contributions of
the paper are presented in Section 3, where we analyze the convergence of the ITA. Theoretical
findings and discussions are illustrated and supported by extensive numerical tests in Section 4,
and in Section 5 we consider the difficulties of convergence analysis for data fit terms 1τ ‖Ax− y‖ττ .
Most of the proofs are deferred to the Appendix.
2 Multi-penalty Regularization
For the solution of the noise-folding problem (1) we consider the following multi-penalty regu-
larization problem
T qα,β(u, v) :=
1
2
‖A(u+ v)− y‖22 +
α
q
‖u‖qq +
β
2
‖v‖22 → minu,v , (3)
and denote the corresponding solution pair by(
uqα,β, v
q
α,β
)
∈ argmin
u,v
T qα,β(u, v). (4)
Here α, β > 0 are regularization parameters balancing the contributions of the three terms (one
data-fidelity term and two regularization terms) and 0 < q ≤ 1. This choice of q promotes
sparsity of the recovered component uqα,β of the solution [13, 11]. Smaller values of q result in
sparser solution, but the resulting functional becomes more non-convex, which complicates the
minimization of (4).
A natural approach for the minimization of (3) would be via alternating minimization, start-
ing from u0, v0 and then iterating as
uk+1 = argmin
u
∥∥∥A(u+ vk)− y∥∥∥2
2
+
α
q
‖u‖qq ,
vk+1 = argmin
v
∥∥∥A(uk+1 + v)− y∥∥∥2
2
+
β
2
‖v‖22 .
While the minimization in v is straightforward, the minimization in u is challenging, since it is
non-convex for q < 1. Defining v(u) to be the unique minimizer with respect to v for a fixed u,
we can rewrite the above algorithm as
uk+1 = argmin
u
∥∥∥A(u+ v(uk))− y∥∥∥2
2
+
α
q
‖u‖qq . (5)
This direct re-formulation, however, inherits the non-convexity of the original alternating mini-
mization formulation, and the influence of the parameter β is not immediately clear.
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For the ITA algorithm presented below, we take a slightly different approach. Specifically,
the starting point is the observation that (3) reduces to a single `q-regularization where the
measurement matrix and the datum are adjusted by the regularization parameter β. We include
the result together with the proof (see Section A.1), which is analogous to [11, Lemma 1].
Lemma 2.1. The pair (uqα,β, v
q
α,β) solves (3) if and only if
vqα,β = v(u
q
α,β) =
(
β Idm + A
>A
)−1 (
A>y −A>Auqα,β
)
, (6)
and uqα,β is the solution of the augmented problem
uqα,β ∈ argmin
u
Fβ(u) := 1
2
‖Bβu− yβ‖22 +
α
q
‖u‖qq , (7)
with
Bβ =
(
Idm +
AA>
β
)−1/2
A and yβ =
(
Idm +
AA>
β
)−1/2
y.
ITA Algorithm. By Lemma 2.1, to estimate the solution pair
(
uqα,β, v
q
α,β
)
it is sufficient
to first solve (7), and then insert the computed solution into (6). Since the fidelity term
1
2 ‖Bβu− yβ‖22 is smooth and the regularization term ‖·‖qq non-convex, the common approach
is to use iterative thresholding through a forward-backward splitting algorithm [7, 3]. For the
functional Fβ and the augmented problem (7), the resulting thresholding iterations applied are
readily written as {
Set the initial vector u0
uk+1 = proxµ,α
q
‖·‖qq(u
k − µB>β (Bβuk − yβ))
, (8)
where µ > 0 denotes the step-size. It follows easily that if µ is small enough (depending on the
augmented matrix Bβ), the difference of iterates decreases,
∥∥uk+1 − uk∥∥ → 0 as k → ∞, see
[7, Proposition 2.1]. This fact will be essential for establishing results on support recovery and
convergence analysis in the next section.
Intuitively, each iteration in (8) can be viewed as a thresholded Landweber iteration, i.e., we
first perform a (negative) step in direction of the gradient of the fidelity term, and then apply
a proximal mapping on the remaining non-convex term. The proximal mapping of a function
Ψ : Rn → Rn is defined as
proxµ,νΨ(u) = argmin
w
‖u− w‖22
2µ
+ νΨ(u), (9)
where µ, ν > 0. For separable mappings, such as Ψ = ‖·‖qq =
∑N
i=1 |ui|q, the proximal operator
can be applied component-wise, and we have
proxµ,ν‖·‖qq(u) =
(
proxµ,ν|·|q(ui)
)n
i=1
In the general case, proximal operator (9) could be ill-defined, since there might be multiple
minima. It can be shown though that for 0 < q < 1 the one-dimensional proximal operator
satisfies
proxµ,ν|·|q(u) =

(
·+ νµq sgn(·) |·|q−1
)−1
(u), for |u| ≥ τµ
0, for |u| ≤ τµ
, (10)
where τµ =
2− q
2− 2q (2νµ(1− q))
1
2−q .
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The range of proxµ,ν|·|q is (−∞,−λµ,q] ∪ {0} ∪ [λµ,q,∞) where λµ,q = (2µν(1− q))
1
2−q , see [7,
Lemma 5.1]. Moreover, the proximity operator is discontinuous for 0 < q < 1 with a jump
discontinuity at |u| = τµ. Proximal operators in (10) are indeed thresholding operators, and as
q goes from 0 to 1 they interpolate between hard- and soft-thresholding operators.
The proximal operator proxµ,ν|·|q does not have a closed form solution except in special cases,
namely for q = 1/2 and q = 2/3 [16]. In Figure 1 we plot corresponding proximal operators for
q = 0, 1/2, 2/3 and 1.
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Figure 1: Proximal operators (10) for different values of q and ν = αq
As our analysis is tailored to the proximal descent in (8), in the following lemma we relate
(8) to the alternating minimization in (5). The proof can be found in Section A.2.
Lemma 2.2. If rank(A) = m, the iterations defined in (8) can be rewritten as
uk+1 = proxµ,α
q
‖·‖qq(u
k − µA>(Auk + Av(uk)− y)),
which corresponds to a single proximal gradient descent step of (5) starting at uk.
3 Main Results
We now study the properties of iterations (8) for the solution of the multi-penalty problem
(3). Specifically, we show that under suitable assumptions iterates (uk)∞k=0 converge to a local
minimizer of the augmented problem at a linear rate (and consequently so does the solution
pair of the multi-penalty problem). We also quantify the convergence speed in terms of the
parameters of the problem: α, β, q, the step-size µ and properties of the measurement matrix A.
The traditional tool for establishing convergence results is the Kurdyka-Łojasiewicz (KŁ)
property [3].
Definition 3.1. A function f : Rn → R ∪ {∞} is said to have the Kurdyka-Łojasiewicz property
at x¯ ∈ dom ∂f if there exists η ∈ (0,+∞], a neighbourhood Ω of x, and a continuous concave
function ϕ : [0, η)→ R+ such that
1. ϕ ∈ C1 (0, η), ϕ(0) = 0 and ϕ′(s) > 0 for all s ∈ (0, η)
5
2. For all x ∈ Ω ∩ {x : f(x¯) < f(x) < f(x¯) + η} the KŁ inequality holds
ϕ′ (f(x)− f(x¯)) dist (0, ∂f(x)) ≥ 1.
The KŁ property is used to describe the speed of convergence through the desingularizing
function ϕ. It has been shown that semi-algebraic functions satisfy the KŁ property with ϕ(s) =
cs1−θ, where c > 0 and θ ∈ [0, 1) is called the KŁ constant, which characterizes the convergence
speed of proximal gradient descent algorithms [3, Theorem 11]. As observed in [5], Corollary 3.6
in [12] may be used to determine the KŁ constant of piecewise convex polynomials.
Theorem 3.2 ([5, Corollary 9]). Let f : Rn → R be a piecewise convex polynomial with argminf 6=
∅. Then f has the KŁ property on [f ≤ r] (the sublevel set), with the KŁ constant
θ = 1− 1
(deg(f)− 1)n + 1 .
Specifically, convergence speed is polynomial for θ ∈ (12 , 1), linear for θ ∈ (0, 12 ], whereas for
θ = 0 the convergence occurs in finitely many steps. For example, for the LASSO functional
f(x) =
1
2
‖Ax− y‖22 + α ‖x‖1
Theorem 3.2 implies θ = 12 which means the convergence of proximal gradient descent methods
is linear. In Section 5 we discuss how on can improve the convergence rates for proximal gradient
descent methods, while still achieving the same approximation guarantees.
Note that even though ‖·‖qq has the KŁ property we cannot apply Theorem 3.2, and thus
infer the speed of convergence since ‖·‖qq norm does not result in piece-wise convex polynomials
for 0 < q < 1. Instead, we need a different approach, for which we adopt the ideas from [7, 17].
In order to derive the convergence results, we first show that the sequence (uk)∞k=1 converges
strongly to an accumulation point. To do this we need to analyze the augmented functional Fβ .
Then, provided the restriction of the Hessian of Fβ to the support of the solution is positive
definite around the limit of the sequence (which depends on the measurement matrix A and
parameters α and β), we can show that the limit is a local minimizer of the functional, and that
iterates satisfy linear speed of convergence.
Decrease of iterates and support recovery. We begin by studying the functional
Fβ := 1
2
‖Bβu− yβ‖22 +
α
q
‖u‖qq .
The Hessian of the augmented fidelity term 12 ‖Bβu− yβ‖22 is B>β Bβ , which is symmetric and
positive definite. Thus, its spectral norm is its largest eigenvalue. Let A = UΣV> ∈ Rm×n be
the singular value decomposition of A, where m ≤ n, and rank(A) = m. Since AA>/β is a
symmetric, full rank matrix, we have
Idm + AA
>/β = U
(
Idm +
Σ2
β
)
U>,
and thus
B>β Bβ = VΣ
(
Idm +
Σ2
β
)−1
ΣV>. (11)
Therefore, the spectrum of B>β Bβ consists of
σ2
1+σ
2
β
, where σ are singular values of A. Since x1+ x
β
is a monotonically increasing function for x > 0, and a fixed β > 0, it follows that
L :=
∥∥∥B>β Bβ∥∥∥
2
=
‖A‖22
1 +
‖A‖22
β
=
(
‖A‖−22 + β−1
)−1
(12)
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is the Lipschitz constant of the augmented data-fidelity term 12 ‖Bβu− yβ‖22.
We can now show that all, up to finitely many, iterates
(
uk
)∞
k=1
generated by (8) share the
same support and sign pattern. For the case of thresholding iterations this is ensured if the
iterations are contractive (they do not increase the value of the functional Fβ), which holds
provided the stepsize satisfies 0 < µ < 1/L. Note that the Lipshitz constant (12) decreases as
β decreases, which thus needs to be compensated by a corresponding increase of the stepsize of
iterates in (8). The proof is standard and follows [7]. We repeat it in Section A.3 for the sake of
completeness.
Lemma 3.3 (Support and sign recovery). For β > 0 and q ∈ (0, 1] and let µ < ‖A‖−22 + β−1.
Then iterates
(
uk
)∞
k=1
satisfy
∥∥uk+1 − uk∥∥
2
→ 0 as k →∞. Moreover, all iterates, up to finitely
many, have the same support and sign pattern.
Remark 3.4. The proof of Lemma 3.3 also extends to the infinite dimensional case, i.e., for
sequences
(
uk
)∞
k=1
⊂ `q. Indeed, for any β > 0 and q ∈ (0, 1] iterates
(
uk
)∞
k=1
, defined in (8),
have finite support for k ≥ 1. This is due to the fact that the absolute value of a non-zero entry
of uk is lower-bounded by λµ,q, since it is an output of the proximal operator (10). Consequently,
provided u0 ∈ `q all iterates uk have finite support, for k ≥ 1, since otherwise uk 6∈ `q. Since [7,
Corollary 2.1] can still be applied, the remaining steps of the proofs are unchanged.
A direct consequence of Lemma 3.3 is that all accumulation points u? of the sequence
(
uk
)∞
k=1
have the same support and sign and that there is a k0 such that for all k ≥ k0 we have supp(uk) =
supp(u?).
Characterization of local convexity. In order to show that the sequence converges to a local
minimizer we need guarantees on the components of the spectrum of B>β Bβ that correspond to
the support of the solution. We thus need to establish a relationship between Bβ , the original
measurement matrix A, and the parameter β.
For A = UΣV> ∈ Rm×n, m ≤ n, and rank(A) = m, by (11) we have for any z ∈ Rn
∣∣∣z>B>β Bβz∣∣∣ =
∣∣∣∣∣z>VΣ
(
Idm +
Σ2
β
)−1
ΣV>z
∣∣∣∣∣
≥
(
1 +
‖A‖2
β
)−1 ∣∣∣z>VΣ2V>z∣∣∣
=
(
1 +
‖A‖2
β
)−1 ∣∣∣z>A>Az∣∣∣ . (13)
This implies that for any I ⊂ [m] and z ∈ Rn such that supp(z) = I we have
λmin(B
>
β,IBβ,I) ≥
(
1 +
‖A‖22
β
)−1
λmin(A
>
I AI). (14)
In compressed sensing scenarios where the number of measurements is much smaller than
the ambient dimension, i.e., m  n, a common assumption is the restricted isometry property
which guarantees unique identification of sparse signals from the measurements.
Definition 3.5. A matrix A ∈ Rm×n satisfies the restricted isometry property of order s (s-RIP)
with constant δs ∈ (0, 1), if for all s-sparse u ∈ Rn
(1− δs) ‖u‖2 ≤ ‖Au‖2 ≤ (1 + δs) ‖u‖2 .
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Note that we use s as a subscript of the RIP constant, to make clear its dependency on the
sparsity of the signal. For a detailed treatment of RIP, and measurement operators that fulfill it,
we refer the reader to [8]. Let us only mention that if A is a Gaussian operator, i.e., the entries
of A are i.i.d. copies of a Gaussian random variable with mean zero and variance 1m , then
m ≥ Cδ−2s s log
(en
s
)
measurements suffice to have an s-RIP with constant δs > 0 with high probability, for an absolute
constant C > 0. Consequently, with high probability δ behaves like
δs = O
(√
s log(en/s)
m
)
.
Now, if A satisfies the s-RIP with RIP-constant δs ∈ (0, 1) and |I| ≤ s, the condition in (14),
i.e., the local convexity of the data fit term, can be described through δs by
λmin(B
>
β,IBβ,I) ≥
(
1 +
‖A‖22
β
)−1
(1− δs)2. (15)
3.1 Linear Convergence and RIP
Putting the preceding results together we can now show the convergence of iterates (8) to a
stationary point. Under additional assumptions linear convergence to a local minimizer of T qα,β
follows. We defer the details of the proof, which follows the ideas in [17], to the Appendix A.4.
Theorem 3.6 (Linear convergence to local minimizer). Let β > 0 and q ∈ (0, 1] be fixed. If
µ < ‖A‖−22 + β−1, then the iterates defined in (8) converge to a stationary point u? of (8).
Define I = supp(u?) and dmin = mini∈I |(u?)i|. If in addition
(a) λmin(A>I AI) > 0
(b) 0 < α <
(
1 +
‖A‖22
β
)−1
λmin(A
>
I AI)(1− q)−1d2−qmin ,
then (u?, v(u?)) is a local minimizer of T qα,β and there exist k0 ∈ N and ρ ∈ (0, 1) such that∥∥∥uk+1 − u?∥∥∥
2
≤ ρ
∥∥∥uk − u?∥∥∥
2
,
for all k ≥ k0.
Remark 3.7. If A satisfies a restricted isometry property of order |I| with constant δs ∈ (0, 1),
assumptions (a) and (b) can by (15) be replaced with 0 < α <
(
1 +
‖A‖22
β
)−1
(1−δs)
(1−q) d
2−q
min .
When comparing the convergence results for multi-penalty regularization in Theorem 3.6,
with single-penalty results in [17, Theorem 4] it is clear that the additional regularizer, and the
regularization parameter β, influence applicability of the result. Firstly, any finite β relaxes the
requirement on µ and thus allows to take larger step-sizes in the algorithm. At the same time, by
condition (b), the introduction of β imposes stricter constraints on the `q term. Consequently,
α and β have to be well-balanced between fast convergence (small β and large µ) and strength
of `q-regularization (large α).
The conditions of Theorem 3.6 ensure linear convergence, but do not characterize the con-
vergence constant ρ with respect to the parameters of the problem. Applying a more careful
analysis we now derive stronger guarantees and characterize the direct influence of the RIP
constant on ρ for the multi-penalty problem. Note that this result can also be applied to the
standard single-penalty setting.
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Theorem 3.8. Assume the matrix A ∈ Rm×n has the RIP of order s with a constant δs ∈ (0, 1),
and let the stepsize µ satisfy 0 < µ <
(
1 +
‖A‖22
β
)
(1− δs)−2. Moreover, assume u? ∈ Rn is such
that |supp(u?)| ≤ s, and that iterates (8) satisfy uk → u?. Then there exists k0 ∈ N such that
for all k ≥ k0 we have
∥∥∥uk+1 − u?∥∥∥
2
≤
1− µ
(
1 +
‖A‖22
β
)−1
(1− δs)2
1− q2
∥∥∥uk − u?∥∥∥
2
.
If in addition µ ≈
(
1 +
‖A‖22
β
)
, we have
∥∥∥uk+1 − u?∥∥∥
2
≤ 2δs
1− q2
∥∥∥uk − u?∥∥∥
2
.
Proof. By Lemma 3.3 there exists k0 such that for all k ≥ k0 the support of uk is finite, and
support and sign of uk is equal to that of u?. Thus, by [7, Theorem 4.1], u? is a fixed point of
(8). Denote I = supp(u?). The definition of proximal operator in (9), and Karush-Kuhn-Tucker
conditions, yield
α sgn(u?i ) |u?i |q−1 = −(B>β (Bβu? − yβ))i, i ∈ I,
and
uk+1i +αµ sgn(u
k+1
i )
∣∣∣uk+1i ∣∣∣q−1= uki − µ(B>β (Bβuk − yβ))i, i ∈ I.
Subtracting the two equations ob the index set I, and denoting ψ(u) = 1q ‖u‖qq, we have
uk+1I − u?I + αµ
(
ψ′(uk+1I )− ψ′(u?I)
)
(16)
= ukI − u?I − µ
(
B>β Bβ(u
k − u?)
)
I
, (17)
where ψ′(u) = sgn(u) |u|q−1 is acting entry-wise. Note that since k ≥ k0 we have sgn(u?I) =
sgn(uk+1I ) and
∥∥u? − uk∥∥
2
=
∥∥u?I − ukI∥∥2. Since uIc = 0, a straightforward calculation gives
ukI − u?I − µ
(
B>β Bβ(u
k − u?)
)
I
= (Id− µMI,I)
(
ukI − u?I
)
where M = B>β Bβ . Taking the inner product of (16) with u
k+1
I − u?I , and applying the Cauchy-
Schwartz inequality, we get∥∥∥uk+1I − u?I∥∥∥2
2
− αµ
〈
uk+1I − u?I , ψ′(uk+1I )− ψ′(u?I)
〉
≤ ‖Id− µMI,I‖2
∥∥∥uk+1I − u?I∥∥∥
2
∥∥∥ukI − u?I∥∥∥
2
.
Since ψ is twice differentiable and uk+1 and u? have the same sign and support we have for the
second term 〈
uk+1I − u?I ,ψ′(uk+1I )− ψ′(u?I)
〉
=
∑
i∈I
(uk+1i − u?i )
(
ψ′(uk+1i )− ψ′(u?i )
)
=
∑
i∈I
ψ′′(Ci)(uk+1i − u?i )2,
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where Ci lies between uk+1i and u
?
i . Since |u?i | ,
∣∣∣uk+1i ∣∣∣ ≥ λµ,q for i ∈ I, and ψ′′(u) = (q − 1)uq−2
we have ∣∣ψ′′(Ci)∣∣ = |q − 1| |Ci|q−2 ≤ (1− q)λq−2µ,q
= (1− q)
(
2µα
1− q
q
)−1
=
q
2µα
.
Thus, ∥∥∥uk+1I − u?I∥∥∥2
2
− αµ
〈
uk+1I − u?I , ψ′(uk+1I )− ψ′(u?I)
〉
≥
(
1− q
2
)∥∥∥uk+1I − u?I∥∥∥2
2
.
On the other hand,
‖Id− µMI,I‖2 = 1− µλmin(MI,I)
≤ 1− µ
(
1 +
‖A‖22
β
)−1
λmin(A
>
I AI).
Thus, ∥∥∥uk+1 − u?∥∥∥
2
≤
1− µ
(
1 +
‖A‖22
β
)−1
λmin(A
>
I AI)
1− q2
∥∥∥uk − u?∥∥∥
2
.
Together with the RIP of A, and (15), this yields the first statement. If now µ ≈
(
1 +
‖A‖22
β
)
,
we have ∥∥∥uk+1 − u?∥∥∥
2
≤ 1− λmin(A
>
I AI)
1− q2
∥∥∥uk − u?∥∥∥
2
≤ 1− (1− δs)
2
1− q2
∥∥∥uk − u?∥∥∥
2
≤ 2δs
1− q2
∥∥∥uk − u?∥∥∥
2
,
as desired.
Remark 3.9. Let us compare Theorems 3.8 and 3.6. In Theorem 3.6, as adapted from the proof
in [17, Theorem 4], the parameter ρ is not given explicitly, but rather in dependence of several
constants, which we will now try and elucidate. Namely, with the assumptions and setting of
Theorem 3.6 in place, we have
ρ =
c1 + ε
1− c∗g(c∗)λµ,q ,
where
c1 =
1− µλmin(B>β Bβ)
1 + λµψ′′(dmin)
,
g(c) = max
i∈I
max
{ui : |ui−u∗i |<cλµ,q}
{
λµ|ψ′′′(|ui|)|
2|1 + λµψ′′(|u∗i |)|
}
,
and c∗ ∈ (0, 1) is such that c∗ < cε(c∗) where ε ∈ (0, 1− c1) and
cε(c) =
1− c1 − ε
g(c)λµ,q
. (18)
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Let us assume in the following that µ and λ are fixed. Assuming 1C < u
∗
i < C, for all i ∈ I
and some C > 0, leads to two conclusions. First, we have 1 + λµψ′′(e) ≥ D for some D > 0.
Together with (14) this implies
c1 ≤
1− µ
(
1 +
‖A‖22
β
)−1
λmin(A
>
I AI)
D
= O(δ),
if µ ≈
(
1 +
‖A‖22
β
)
. Second, we have limc↘0 g(c) > 0. Thus, since g is continuous we can pick
c∗ ∈ (0, 1) such that c∗ < 12cε(c∗), which is by (18) equivalent to
c∗g(c∗)λµ,q <
1− c1 − ε
2
.
Therefore, 1 − c∗g(c∗)λµ,q ≥ E for some E > 0, provided ε = O(δ) and δ is sufficiently small.
Consequently, we have ρ = O(δ). This is in agreement with Theorem 3.8. Nevertheless, Theorem
3.8 contains a considerably stronger statement as it makes the dependence of ρ on δ explicit, and
the analysis is more straightforward.
3.2 From Finite to Infinite Dimensions
Majority of the results discussed in this section can be extended to the infinite dimensional
setting, where the signal space Rn is replaced by a general separable Hilbert space H. First,
Lemma 2.1 and Lemma A.1 clearly remain valid. By separability of the `q-regularizer, the
proximal iterations in (8) can still be computed via (10) Moreover, as Remark 3.4 states, support
and sign stability is unaffected since the analysis of the iterates reduces to the finite dimensional
setting after the first iteration. Consequently, Theorem 3.6 can directly be applied as long
as the (now infinite-dimensional) operator A behaves well on finite index subsets, a requirement
corresponding to the widely used finite basis injectivity (FBI) property. FBI property states that
operator A is is injective whenever restricted to finitely many coefficients [6]. A similar argument
holds true for Theorem 3.8. We note though that RIPs are an inherently finite dimensional
concept, and thus a rather strong condition when considered in infinite dimensions.
4 Numerical Experiments
In this section we present numerical experiments to support of the theoretical analysis regarding
the linear convergence of the ITA.
4.1 Dependence of Convergence on RIP and Initialization
Influence of the RIP constant. In the first set of experiments we study the behaviour of the
convergence speed with respect to the RIP constant of the measurement matrix. We consider
random Gaussian matrices, with the ambient dimension n = 500 and m ∈ {100, 200, 300, 400}.
We use α = 0.05, β = µ = 0.1, and q = 1/2. The unknown signal u† is 25-sparse, with∥∥u†∥∥
2
= 10, and 5% pre-measurement noise is added. Changing m affects the RIP constant
δs which in view of Theorem 3.6 should change the slope of the error. The results in Figure
2 indeed confirm this by showing that increasing m, i.e., decreasing δs, increases the speed of
convergence.
As `q penalties, for q < 1, add non-convexity to multi-penalty regularization in unmixing,
the influence of initialization becomes a crucial issue. To underline this point, we compare
initialization close to the signal, u0 = u†, with poor initialization, u0 = 10 · 1. As expected, in
the latter case ITA takes more steps before reaching a region with linear convergence, see Figure
2 (c) and (d).
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(a) Close initialization
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(c) Poor initialization
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(d) Poor initialization
Figure 2: Successive differences
∥∥uk+1 − uk∥∥
2
, panels (a) and (c), and difference
∥∥uk − u3000∥∥
2
,
panels (b) and (d) for close initialization with u0 = 1 (first row) and poor initialization with
u0 = 10 · 1 (second row), for random Gaussian measurement m × n matrices, with varying m.
The ambient dimension is n = 500.
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Changing the measurement matrix. We now study the convergence speed with respect to
six different measurement matrices: Gaussian, partial Gaussian Toeplitz, partial Rademacher
Toeplitz, partial circulant Gaussian, partial circulant Rademacher. These are standard matrices
for compressed sensing and inverse problems, and were chosen due to their different spectral and
RIP behaviors.
The ambient dimension is n = 500, and we vary the number of measurementsm ∈ {100, 200, 300},
leading to different RIP constants. The unknown signal u† is 25 sparse, with
∥∥u†∥∥
2
= 10, and
5% pre-measurement noise is added. We use q = 1/2, β = 0.5, α = 0.3λmin(B>β,IBβ,I), and
µ = 0.8
(
1 +
‖A‖22
β
)
. This choice of parameters is intended to account for differences between the
measurement matrices, and thus offer a fair comparison. Also, note that the support set I is in
general not known, and as a consequence α cannot be chosen according to Bβ,I . We only use this
parameter choice to better illustrate the convergence results. The initialization is set as u0 = 1.
In each case we estimate the convergence rate parameter ρ such that
∥∥uk+1 − uk∥∥
2
≤ ρk. The
convergence results are presented in Table 1. We see that for a fixed number of measurements,
the matrices have different slopes of convergence, which we attribute to different RIP constants
of each measurement matrix. On the other hand, reducing the number of measurements the
convergence rate for a fixed matrix type deteriorates, due to the fact that the RIP constant
increases, as suggested by Theorem 3.8.
convergence rate
matrix m = 100 m = 200 m = 300
Gaussian 0.9587 0.8599 0.7899
partial Gaussian Toeplitz 0.9727 0.8923 0.8559
partial Rademacher Toeplitz 0.9725 0.8921 0.8534
partial circulant Gaussian 0.9721 0.8910 0.8450
partial circulant Rademacher 0.9714 0.8888 0.8440
Table 1: Convergence constants for different matrix types in ambient dimension n = 500, with
respect to number of measurements m. The results are averaged over 1000 independent runs of
the algorithm
This performance is consistent across different testing scenarios, that is, provided the param-
eters are well selected, all of the selected measurement matrices exhibit linear convergence, and
keep the relative ranking suggested in Table 1.
On Equation (14). In order to establish a relationship between the RIP property of the
original measurement matrix A and the augmented matrix Bβ we used an approximation through
equation (14). In Figure 3 we study how tight is this bound with respect to β. We consider a
Gaussian and a random circulant Rademacher matrix in the ambient dimension n = 1500 with
m = 300 measurements. The results suggest that the bound behaves well, but that the accuracy
deteriorates as β gets larger.
4.2 Multi-penalty vs Single-penalty
In this experiment, we compare the convergence speed of multi-penalty regularization with its
single-penalty counterpart. The ambient dimension is n = 500 and the number of measurements
is m = 300. The unknown signal u† is 25 sparse, with
∥∥u†∥∥
2
= 10, and 5% pre-measurement
noise is added. We use q = 1/2 and q = 2/3, µ = 0.5
(
1 +
‖A‖22
β
)
, α according to condition (b) in
Theorem 3.6, and compare different values of β. Note that the single penalty case corresponds to
β =∞. The results in Figure 4 show that β in general has a positive impact on the convergence
rate. Note that this is attributed to a couple of factors. First, to ensure convergence to a local
minimizer Theorem 3.6 requires α which depends on q and on the minimal non-zero entry of the
13
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Figure 3: Examining the bounds in equation (14) on two 300×1500 matrices, where the sparsity
is s = 10. On the left we have a random Gaussian matrix and on the right is the random circulant
Rademacher matrix
minimizer, which is unknown. Hence, with a generic choice of α the regularizer overestimates
the size of the support, which results in a larger RIP constant, and thus slower convergence.
Furthermore, this also implies that we cannot directly compare the results with different q norms.
We can see this effect in Figure 4. First, for q = 1/2, the support of the solution is the same
for β = 0.05 and β = 0.1 (and equal to 25), and the convergence lines are (essentially) parallel.
On the other hand, for β = 0.5 and β = 1 the support size is larger (equal to 27), and the
convergence is correspondingly slower.
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(a) q = 1/2
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(b) q = 2/3
Figure 4: Successive differences
∥∥uk+1 − uk∥∥
2
for varying values of β. We take m = 300 random
Gaussian measurements and the ambient dimension is n = 500. We can see that in each case
the convergence rate is linear but that the rate improves for smaller values of β.
5 Objective Functions with Non-Integer Polynomial Degree
As already observed in Section 3, Theorem 3.2 may be used to characterize convergence speed of
gradient descent methods on piecewise convex polynomials. Specifically, for the classical LASSO
f(x) =
1
2
‖Ax− y‖22 + α ‖x‖1 ,
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Theorem 3.2 implies θ = 12 and thus linear convergence of proximal gradient descent methods.
While Theorem 3.2 is only deduced for functions of an integer polynomial degree, a naive question
would be if convergence can be improved by reducing the polynomial degree, which is governed
by the data fidelity term’s `2-norm. Should the formula in Theorem 3.2 still hold in this setting,
the KŁ-constant of any `τ -LASSO
fτ (x) =
1
τ
‖Ax− y‖ττ + α ‖x‖1 ,
for τ ∈ (1, 2) would be given in high dimensions by θ ≈ 0 and hence mean an enormous increase
in convergence speed. Unfortunately (though not unexpectedly), this seems not to be the case
as depicted in Figure 5 (a). A drastic change in local geometry of the function by a slight change
of the polynomial degree seems not plausible. In Figure 5 (b) and (c) we see the extrapolated
convergence rate for τ ∈ (1.6, 1.9), which in particular shows that the influence of τ depends
on the RIP of the measurement matrix. It also shows that smaller τ generally result in faster
convergence, though this effect diminishes as ratio of the ambient dimension to the number of
measurements increases. Note that the observed performance breakdown for small τ is caused
by fixing the thresholding value α, resulting in overestimation of the support. Reducing α
simultaneously with τ prevents the breakdown.
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Figure 5: LASSO convergence for different `τ -norms on the data fidelity term. We use α = 0.1,
and 10% of noise on y = Ax+ ξ, and the ambient dimension is n = 500. In plot (a) the number
of measurements is m = 300 and we show that the successive differences
∥∥uk+1 − uk∥∥
2
exhibit
linear convergence for all values of τ . In the remaining two plots (b) and (c) we vary the number
of measurements m ∈ {100, 200, 300, 400}, and show the convergence constant ρ and the sparsity
of the resulting minimizer. The original signal is 20 sparse. The results are averages over 1000
independent runs.
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Viewing the plots in Figure 5, a natural question which arises is, if one can characterize
the influence of τ ∈ (1, 2) on the convergence rate of proximal gradient descent. To this end,
we generalized Theorem 3.8 to the case of an `τ -norm penalty on the data fidelity term, i.e.,
considering the optimization of
min
z∈Rn
1
τ
‖Az − y‖ττ +
α
q
‖z‖qq , (19)
for τ ∈ (1, 2) and 0 < q ≤ 1. The proximal gradient descent of (19) hence reads as{
Set the initial vector u0
uk+1 = proxµ,α
q
‖·‖qq(u
k − µ∇F (uk)) , (20)
where we set F (z) = 1τ ‖Az − y‖ττ . The following Lemma collects some information on the
derivatives of F .
Lemma 5.1. For τ > 1 and F (z) = 1τ ‖Az − y‖ττ , we have
• ∇F (z) = A> sgn(Az − y) · |Az − y|τ−1 and
• ∇2F (z) = (τ − 1)A>diag (|Az − y|τ−2)A,
where · denotes the entry-wise product of vectors, | · | acts entry-wise, and diag(z) is a diagonal
matrix with diagonal z. Moreover,
λmin(∇2IIF (z)) ≥ (τ − 1) min
j∈[m]
|(Az − y)j |τ−2 · λmin(A>I AI)
and
λmax(∇2IIF (z)) ≤ (τ − 1) max
j∈[m]
|(Az − y)j |τ−2 · λmax(A>I AI).
Proof. The first two statements follow by differentiation. The last two points are consequences
of the eigen-decomposition
eig(∇2F (z)) = (τ − 1)eig
(
AA>diag
(|Az − y|τ−2)) .
Lemma 5.1 shows that though F is globally neither strongly convex, i.e., it does not globally
satisfy
F (v) ≥ F (u) + 〈F (u), v − u〉+ γ
2
‖u− v‖22 , for some γ > 0,
nor strongly smooth, i.e., it does not satisfy
‖F (u)− F (v)‖2 ≤ Λ ‖u− v‖2 , for some Λ > 0,
both of these properties hold locally with parameters γ and Λ depending on τ . We are ready to
state the convergence result for iterations (20).
Theorem 5.2. Assume A has the RIP of order s, with constant δs ∈ (0, 1). Also, let µ > 0 be
sufficiently small, and assume iterates (19) satisfy uk → u?, where |supp(u?)| ≤ s and
2c ≤ min
j∈[m]
|(Au? − y)j | ≤ min
j∈[m]
|(Au? − y)j | ≤ C
2
,
for c, C > 0, then there exists ε > 0 and k0 ∈ N such that for all k ≥ k0 we have
∥∥uk − u?∥∥
2
≤ ε
and ∥∥∥uk+1 − u?∥∥∥
2
≤
√
1− ε ( cC )2−τ 1−δs1+δs
1− q2
∥∥∥uk − u?∥∥∥
2
.
16
Proof of Theorem 5.2. By extending Lemma 3.3 to fidelity terms 1τ ‖Az − y‖ττ , there exists k0
such that for all k ≥ k0 and support and sign of uk is equal to that of u? [17, Lemma 4].
Thus, by [7, Theorem 4.1], u? is a fixed point of (8). Let k0 also be sufficiently large, so that∥∥uk − u?∥∥
2
< ε, for ε ∈ (0, 1). Thus, for all u ∈ B2ε(u?) we have ‖AuI −Au?‖∞ < c, which
implies
c ≤ min
j∈[m]
∣∣(Auk − y)j∣∣ ≤ min
j∈[m]
∣∣(Auk − y)j∣∣ ≤ C,
for all k > k0. Denote I = supp(u?). Using the definition of proximal operator (9), we have
α sgn(u?i ) |u?i |q−1 = −(∇F (u?))i, i ∈ I,
and
uk+1i + αµ sgn(u
k+1
i )
∣∣∣uk+1i ∣∣∣q−1 = uki − µ(∇F (uk))i, i ∈ I.
Subtracting the two equations across the index set I, for ψ(u) = 1q‖u‖qq we have
uk+1I − u?I + αµ
(
ψ′(uk+1I )− ψ′(u?I)
)
(21)
= ukI − u?I − µ
(
∇F (uk)−∇F (u?)
)
I
,
where ψ′(u) = sgn(u) |u|q−1 acts entry-wise. As in the proof of Theorem 5.2 we have sgn(u?I) =
sgn(uk+1I ) and
∥∥u? − uk∥∥
2
=
∥∥u?I − ukI∥∥2, for k ≥ k0. Moreover, taking the inner product of (21)
with uk+1I −u?I , and applying the Cauchy-Schwartz inequality we get
‖uk+1I − u?I‖22 − αµ
〈
uk+1I − u?I , ψ′(uk+1I )− ψ′(u?I)
〉
(22)
≤
∥∥∥uk+1I − u?I∥∥∥
2
∥∥∥ukI − u?I − µ(∇F (uk)−∇F (u?))
I
∥∥∥
2
.
where, same as before ∥∥∥uk+1I − u?I∥∥∥2
2
− αµ
〈
uk+1I − u?I , ψ′(uk+1I )− ψ′(u?I)
〉
≥
(
1− q
2
)∥∥∥uk+1I − u?I∥∥∥2
2
.
To upper bound the right hand side of (22), first note that by supp(uk) = supp(u?) = I and the
form of ∇F , one has that
‖ukI − u?I − µ
(
∇F (uk)−∇F (u?)
)
I
‖22
=
∥∥∥ukI − u?I − µ(∇FI(ukI )−∇FI(u?I))∥∥∥2
2
,
where FI(z) = 1τ ‖AIz − y‖ττ denotes the restriction of F to the support set I. Since uk ∈ Bε(u?)
and
c ≤ min
j∈[m]
|(AuI − y)j | ≤ max
j∈[m]
|(AuI − y)j | ≤ C,
for all u ∈ B2ε(u∗), we know by Lemma 5.1 that
γ := (τ − 1)Cτ−2λmin(A>I AI) ≤ λmin(∇2IIF (z))
≤ λmax(∇2IIF (z)) ≤ (τ − 1)cτ−2λmax(A>I AI) =: Λ.
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Functional FI is thus Λ-strongly smooth and γ-strongly convex on B2ε(u?). By choosing µ ≤ εΛ
(guaranteeing that gradient descent steps do not leave B2ε(u?)), a standard argument yields that∥∥∥ukI − u?I − µ(∇FI(ukI )−∇FI(u?I))∥∥∥2
2
≤ (1− γµ)
∥∥∥ukI − u?I∥∥∥2
2
We thus get that
∥∥∥uk+1 − u?∥∥∥
2
≤
√
1− ε ( cC )2−τ λmin(A>I AI)λmax(A>I AI)
1− q2
∥∥∥uk − u?∥∥∥
2
,
which together with RIP of A yields the claim.
We note that Theorem 5.2 is in its current form unsatisfactory. While the bound seems
correct in characterizing for different τ the negative influence of extremely small/large entries
of Au? − y on the convergence speed via convexity of F and regularity of ∇F (for τ decreasing
from 2 to 1 one has
(
c
C
)2−τ decreasing from 1 to cC  1), it fails to capture the beneficial effect
of decreasing τ . We suspect that the naive step of taking a worst case bound on the eigenvalues
of ∇2F to control local geometry of F loses too much information. Second, by using strong
convexity instead of working directly with ∇F , the dependence of δs worsens in the best case,
i.e., ε
(
c
C
)2−τ
= 1, from O(δs) to O(
√
δs). Moreover, the direct influence of the convergence
radius ε on the rate seems too pessimistic.
An alternative approach may be to extend [12] to non-convex piecewise polynomials. In doing
so, one might be able to obtain a good characterization of this influence and simultaneously show
optimality of the linear convergence of `q-LASSO (in the single- and multi-penalty case) as well.
We consider this as an interesting topic for future research.
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A Appendix
In the forthcoming proofs we will use the Woodbury identity, which for invertible matrices
V ∈ Rm×m, W ∈ Rn×n and matrices M1 ∈ Rm×n, M2 ∈ Rn×m reads(
V+M1W
−1M2
)−1
= V−1−V−1M1
(
W + M2V
−1M1
)−1
M2V
−1 (23)
Moreover, we use the following simple relation between local minimizers uqα,β ∈ Rn of the
augmented problem and pairs (uqα,β, v(u
q
α,β)) of the multi-penalty functional.
Lemma A.1. If uqα,β is a local minimizer of (7), then the pair (u
q
α,β, v(u
q
α,β)) with v(u) defined
in (6), are the local minimizer of (3).
Proof. Let uqα,β be a local minimizer of (7) and assume there exists a sequence (u
k, vk) →
(uqα,β, v(u
q
α,β)) such that T qα,β(uk, vk) < T qα,β(uqα,β, v(uqα,β)), for all k ∈ N. We then have
Fβ(uk) = T qα,β(uk, v(uk)) ≤ T qα,β(uk, vk)
< T qα,β(uqα,β, v(uqα,β)) = Fβ(uqα,β),
where the first inequality follows from the minimality of v(uk). This contradicts the assumption
that uqα,β is a local minimizer of (7).
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A.1 Proof of Lemma 2.1
For a fixed u the minimization in (3) with respect to v reduces to Tikhonov minimization, and
thus the solution satisfies
v = v(u) =
(
β Idn + A
>A
)−1 (
A>y −A>Au
)
.
Rewriting the above expression we have
βv(u) + A>Av(u) = A> (y −Au) .
Plugging this expression into (3) the minimization problem for u is rewritten as
T qα,β(u, v(u)) =
1
2
〈A(u+ v(u))− y,Au− y〉+ α
q
‖u‖qq .
By the Woodbury identity (23) we now have
A(u+ v(u))− y = Av(u) + Au− y
=
(
Idm −A
(
βIdn + A
>A
)−1
A>
)
(Au− y)
=
(
Idm +
AA>
β
)−1
(Au− y) .
Plugging this expression back into T qα,β(u, v(u)), and extracting the square root, we have T qα,β(u, v(u)) =
Fβ(u, v(u)). Minimizing over u and using Lemma A.1 gives the conclusion.
A.2 Proof of Lemma 2.2
First note that
proxµ,α
q
‖·‖qq(u
k − µB>β (Bβuk − yβ)) =
proxµ,α
q
‖·‖qq
(
uk − µA>
((
Idm +
AA>
β
)−1
Auk
−A>
(
Idm +
AA>
β
)−1
y
))
while
proxµ,α
q
‖·‖qq(u
k − µA>(Auk + Av(uk)− y)) =
proxµ,α
q
‖·‖qq
(
uk − µ
(
A>Auk −A>A(βIdn + A>A)−1A>Auk
+ A>A(βIdn + A>A)−1A>y −A>y
))
.
Hence, it suffices to show that
A>
(
Idm +
AA>
β
)−1
= A> −A>A(βIdn + A>A)−1A>.
Extracting A> from the left and using the Woodbury identity (23) with M1 = A,M2 = A>,
W = βIdn, and V = Idm the conclusion follows.
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A.3 Proof of Lemma 3.3
Since µ < ‖A‖−22 + β−1 = 1/L we have
∥∥uk+1 − uk∥∥
2
→ 0 as k →∞ by [7, Corollary 2.1]. Now,
since the range of proxµ,λψ is (−∞,−λµ,q]∪{0}∪ [λµ,q,∞), it follows that the the absolute value
of a non-zero entry of uk is at least λµ,q for k ≥ 1. Thus, if supp(uk+1) 6= supp(uk) we have∥∥uk+1 − uk∥∥
2
≥ λµ,q, and analogously, if sgn(uk+1) 6= sgn(uk) we have
∥∥uk+1 − uk∥∥ ≥ 2λµ,q.
Thus, since
∥∥uk+1 − uk∥∥
2
→ 0 as k →∞ sign and support can change only finitely many times.
A.4 Proof of Theorem 3.6
By [4, Example 5.4], the functional Fβ in (7) is a KŁ-function. Moreover, it fulfills the assump-
tions given in [17, Assumption 1& 2] with L = (‖A‖−22 + β−1)−1. The first statement is now a
direct implication of [17, Theorem 1]. Using assumptions (a) and (b), and inequality (14), for
ψ(u) = |u|q we have
α <
λmin(B
>
β,IBβ,I)
−ψ′′(dmin)
which implies
∇2T qα,β(u?I) ≥ λmin(B>β,IBβ,I) + αψ′′(dmin) > 0.
[17, Theorem 2] now guarantees that u? is a local minimizer of Fβ , and Lemma A.1 gives that
(u?, v(u?)) is a local minimizer of T qα,β . To conclude that the iterates converge linearly, just note
that (a) and (b) guarantee that the requirements of [17, Theorem 4] are fulfilled.
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