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a b s t r a c t
In this paper we study relationships between CNF representations of a given Boolean
function f and certain sets of implicates of f . We introduce two definitions of sets of
implicates which are both based on the properties of resolution. The first type of sets,
called exclusive sets of implicates, is shown to have a functional property useful for
decompositions. The second type of sets, called essential sets of implicates, is proved to
possess an orthogonality property, which implies that every CNF representation and every
essential set must intersect. The latter property then leads to an interesting question,
to which we give an affirmative answer for some special subclasses of Horn Boolean
functions.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
One of the most commonly used representations of Boolean functions are CNFs (conjunctive normal forms). For a
given function there are typically many different CNFs representing it, which may significantly vary in length. In some
applications an important problem is the following: for a given function find a shortest CNF among all of its possible CNF
representations. For instance, in artificial intelligence this problem is equivalent to finding a most compact representation
of a given knowledge base [12,13]. Such transformation of a knowledge base accomplishes knowledge compression, since
the actual knowledge does not change, while the size of the representation can be significantly reduced. In general, this
problem, known as Boolean minimization (BM), can be stated as follows: given a CNF φ find a CNF φ′ representing the same
function and such that φ′ consists of a minimum possible number of clauses.
It is easy to see that BM is NP-hard as it contains the satisfiability problem (SAT) as its special case (an unsatisfiable CNF
can be represented by an equivalent CNF consisting of only the constant ‘‘false’’, i.e. consisting of zero clauses or one clause
depending on whether the definition of a clause admits clauses with no variables). In fact, BM was shown to be probably
harder than SAT: while SAT is NP-complete (i.e.Σp1 -complete) [6], BM isΣ
p
2 -complete [21] (see also the review paper [22]
for related results). BM remains NP-hard even for some classes of Boolean functions for which SAT is solvable in polynomial
time. The best known example of such a class are Horn functions (see [1,2,7,12,15] for various BM intractability results). The
difficulty of BM of course raises a natural question whether for a given input CNF a nontrivial lower bound can be obtained
for the number of clauses in the shortest equivalent CNF. We give a partial answer to this question in Section 6.
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On the positive side, [14] introduced two subclasses of Horn functions, acyclic and quasi-acyclic functions, for which BM
is solvable in polynomial time. In fact, [14] and an earlier paper [10] by the same authors served as the original motivation
for the results presented in this manuscript.
Given a Boolean function f themain object of interest throughout this paper will be the set I(f ) defined as the resolution
closure of the set of all prime implicates of f . We shall show that I(f ) has an interesting inner structure. We shall define and
study certain subsets of I(f ) called exclusive and essential sets of implicates of f , and show how these sets can be used for
decompositions of f and for lower bounds on the size of CNF representations of f . Among other results we shall generalize
the key theorems from [10,14] used to prove the correctness of the BM algorithm for quasi-acyclic Horn functions.
Our interest in the structure of I(f )was originally motivated by our attempts to design a polynomial time BM algorithm
for a class of CQ Horn functions which form a strict superset of quasi-acyclic Horn functions. This algorithm was recently
published in [4]. However, in the process of proving the correctness of the above mentioned algorithm, we have developed
many nontrivial results concerning the structure of I(f ) and its connections to the properties of CNF representations of f ,
which are not restricted to the CQ Horn or even general Horn cases, but are valid for all Boolean functions. Therefore, we
believe that these results are of an independent interest, and present them in this paper, which is structured as follows.
In Section 2 we introduce the necessary notation and present several elementary results important for the subsequent
presentation. In Section 3we define the class of Horn functions aswell as its subclasses of acyclic and quasi-acyclic functions
and recall some basic properties of these classes. Section 4 contains a short collection of simple lemmas about the properties
of resolution closures. The main results of this paper are presented in Sections 5 and 6. Section 5 deals with exclusive sets of
implicates and yields a decomposition theorem, which is shown to be useful in Boolean minimization. Section 6 is devoted
to essential sets of implicates and presents a duality relation between essential sets of clauses and CNF representations. This
duality provides a lower bound for the size of a CNF representation and leads to an interesting question for which classes
of functions this bound is tight. Finally, Section 7 gives an affirmative answer to this question for the classes of quadratic,
acyclic, and quasi-acyclic Horn functions.
2. Basic notation, definitions, and results
In this section we shall introduce the necessary notation and state several basic known results that will be needed later
in the text.
A Boolean function f on n propositional variables x1, . . . , xn is a mapping {0, 1}n → {0, 1}. The propositional variables









is called a clause, if every propositional variable appears in it at most once, i.e. if I ∩ J = ∅. A degree of a clause is the number
of literals in it. For two Boolean functions f and g we write f ≤ g if
∀(x1, . . . , xn) ∈ {0, 1}n : f (x1, . . . , xn) = 1 H⇒ g(x1, . . . , xn) = 1. (2)
Since each clause is in itself a Boolean function, formula (2) also defines the meaning of inequalities C1 ≤ C2, C1 ≤ f , and
f ≤ C1, where C1, C2 are clauses and f is a Boolean function.
We say that a clause C1 subsumes another clause C2 if C1 ≤ C2 (e.g. the clause x∨z subsumes the clause x∨y∨z). A clause
C is called an implicate of a function f if f ≤ C . An implicate C is called prime if there is no distinct implicate C ′ subsuming
C , or in other words, an implicate of a function is prime if dropping any literal from it produces a clause which is not an
implicate of that function.
It is a well-known fact that every Boolean function f can be represented by a conjunction of clauses (see e.g. [9]). Such
an expression is called a conjunctive normal form (or CNF) of the Boolean function f . It should be noted that a given Boolean
function may have many CNF representations (doubly exponentially many in the number of propositional variables). If two
distinct CNFs, say φ1 and φ2, represent the same function, we say that they are equivalent, and denote this fact by φ1 ≡ φ2. A
CNF φ representing a function f is called prime if each clause of φ is a prime implicate of the function f . A CNF φ representing
a function f is called irredundant if dropping any clause from φ produces a CNF that does not represent f .
Example 2.1. Consider the CNF
(x1 ∨ x2) ∧ (x1 ∨ x3) ∧ (x1 ∨ x4) ∧ (x2 ∨ x3 ∨ x4) ∧ (x3 ∨ x4).
The 2nd clause can be dropped (although it is prime), and the 4th clause can be shortened (i.e. it is not prime). In fact, the
same function can be represented by the CNF
(x1 ∨ x2) ∧ (x1 ∨ x4) ∧ (x2 ∨ x3) ∧ (x3 ∨ x4)
which is both prime and irredundant.
The following two notational conventions will allow us to switch back and forth between sets of clauses and CNFs. For
an arbitrary set of clauses C the symbol φ(C) denotes the CNF obtained by taking a conjunction of all clauses in C. On the
other hand, for an arbitrary CNF φ the symbol C(φ) denotes the set of all clauses present in φ. We shall use the notion of
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‘‘representing a given function’’ interchangeably for both CNFs and sets of clauses, i.e. if a CNF φ represents a function f we
shall also say that the set of clauses C(φ) represents f .
It should be noted here that all the results presented in this paper using the CNF terminology can be easily translated into
equivalent statements using the DNF (disjunctive normal form) language with proper terminological substitutions (terms
instead of clauses, implicants instead of implicates, consensus instead of resolution, falsifiability instead of satisfiability,
etc.).
Two clauses C1 and C2 are said to be resolvable if they contain exactly one complementary pair of literals, i.e. if there exists
exactly one propositional variable that appears uncomplemented in one of the clauses and complemented in the other. That
means that we can write C1 = C˜1 ∨ x and C2 = C˜2 ∨ x for some propositional variable x and clauses C˜1 and C˜2 which contain
no complementary pair of literals. The clauses C1 and C2 are called parent clauses and the disjunction R(C1, C2) = C˜1 ∨ C˜2
is called the resolvent of the parent clauses C1 and C2. Note that the resolvent is a clause (does not contain a propositional
variable and its negation). The following is an easy lemma [5].
Lemma 2.2. Let C1 and C2 be two resolvable implicates of a Boolean function f . Then R(C1, C2) is also an implicate of f .
We say, that a clause C can be derived by a series of resolutions from a CNF φ, if there exists a finite sequence C1, C2, . . . , Cp
of clauses such that
(1) Cp = C , and
(2) for i = 1, . . . , p, either Ci ∈ C(φ) or there exist j < i and k < i such that Ci = R(Cj, Ck).
Resolutions have a very important property usually called the completeness of resolution. Sometimes this property is also
referred to as the Quine theorem after the author of one of the first papers in which this property was proved [16,17], see
also [5] for related material.
Theorem 2.3. Let φ be a CNF representation of a Boolean function f and let C be a prime implicate of f . Then C can be derived
from φ by a series of resolutions.
Throughout this paper we shall also use the following notation. For an arbitrary set of clauses C the resolution closure of
C denoted byR(C) is the set of all clauses obtainable through series of resolutions from the set C (allowing the resolvents
to become parent clauses in subsequent resolutions).
For a Boolean function f let us denote by Ip(f ) the set of its prime implicates, and let I(f ) = R(Ip(f )). Note that not
all implicates of f may belong to I(f ). For instance, if f is defined by the CNF φ = (x1 ∨ x2) ∧ (x2 ∨ x3), then we have
I(f ) = Ip(f ) = {(x1 ∨ x2), (x2 ∨ x3)}, however the clause (x1 ∨ x2 ∨ x3) is also a implicate of f .
Let us now turn our attention to a subclass of Boolean functions which will be frequently used in this paper, namely the
class of Horn functions.
3. Horn functions and their subclasses
In this section we will describe a class of Horn functions, the properties of which served as the original motivation for
deriving the more general results presented in this paper. We will also define two subclasses of Horn functions which are
the main subject of the last section.
A clause C defined by (1) is called negative if it contains no positive literals (i.e. if J = ∅). It is called pure Horn (or in some
literature definite Horn) if it contains exactly one positive literal (i.e. if |J| = 1). To simplify notation, we shall sometimes
write a pure Horn clause C = ∨x∈S x ∨ y simply as C = S ∨ y. Each propositional variable x ∈ S is called a subgoal of C
and the propositional variable y is called the head of C .1 We shall denote Head(C) = y, Subg(C) = S (this set is sometimes
called the ‘‘body’’ of C), and Vars(C) = S ∪ {y}.
A CNF is called Horn if it contains only negative and pure Horn clauses. A CNF is called pure Horn if it contains only pure
Horn clauses. Finally, a Boolean function is called Horn if it has at least one representation by a Horn CNF, and similarly a
Boolean function is called pure Horn if it has at least one representation by a pure Horn CNF.
It is known (see [10]) that each prime implicate of a Horn function is either negative or pure Horn, and each prime
implicate of a pure Horn function is pure Horn. Thus, in particular, any prime CNF representing a Horn function is Horn, and
any prime CNF representing a pure Horn function is pure Horn.
Let us now recall some very useful definitions from [14], associating directed graphs to Horn CNFs and Horn functions.
Let us start by reviewing several standard notions from graph theory.
A directed graph (or a digraph) is an ordered pair D = (N,A) where N is the set of nodes and A is the set of arcs, where
an arc is an ordered pair of nodes. A directed path is a sequence of arcs a1, a2, . . . ,ap such that ai = (xi, xi+1) for some nodes
x1, x2, . . . , xp+1. A directed cycle is a directed path such that x1 = xp+1. A directed graph is called strongly connected if for any
two nodes x and y there exist both a directed path from x to y and a directed path from y to x. If a graph D is not strongly
connected then its node set can be decomposed in a unique way into maximal strongly connected subsets, called the strong
components of D. A directed graph is called acyclic if it contains no directed cycle. Note that in such a case every strong
component consists of a single node.
1 This terminology comes from the area of artificial intelligence, where the clause C is thought of as a ‘‘rule’’ S −→ y.
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If D = (N,A) is a directed graph, then the transitive closure of D is a directed graph D = (N,A) where (x, y) ∈ A,
whenever there is a directed path from x to y in the digraph D. Obviously, for a given D the transitive closure D is uniquely
defined. Finally, if D = (N,A) is a directed graph with strong components C1, . . . , Cs, then the directed graph D′ = (N′,A′)
on the set of nodes N′ = {C1, . . . , Cs}with arcs
(Ci, Cj) ∈ A′ iff ∃x ∈ Ci ∃y ∈ Cj such that (x, y) ∈ A
is called the acyclic condensation of the digraph D.
Definition 3.1. For a Horn CNF φ let Gφ = (N,Aφ) be the digraph defined by
N = {x| x is a propositional variable in φ}
Aφ = {(x, y) | ∃ a clause C ∈ C(φ) such that C ≥ x ∨ y}.
In other words, for each pure Horn clause C in φ, the graph Gφ contains as many arcs as the number of subgoals in C , with
each arc going from the corresponding subgoal to the head of C . Since aHorn function can be represented by several different
Horn CNFs, seemingly we can associate in this way several different graphs to a Horn function. However, as it was shown
in [3], all these graphs share several important features.
Theorem 3.2. Let φ1 and φ2 be two distinct prime CNFs representing the same Horn function f and let x, y be arbitrary
propositional variables from f . Then there is a directed path from x to y in Gφ1 if and only if there is a directed path from x to
y in Gφ2 . Moreover, it then follows that Gφ1 and Gφ2 have identical transitive closures, identical strong components, and identical
acyclic condensations.
Theorem 3.2 allows us to associate a graph directly to a Horn function rather than to its particular CNF representations.
Definition 3.3. Let f be a Horn function and φ its arbitrary prime CNF representation. Then we define Gf as the transitive
closure of Gφ .
The graph Gf moreover has the following useful property with respect to the set I(f ).
Lemma 3.4. Let C = x1 ∨ x2 ∨ . . . ∨ xk ∨ y ∈ I(f ) be arbitrary. Then (xi, y) is an arc in Gf for every 1 ≤ i ≤ k.
Proof. If C is prime then it suffices to pick φ containing C in Definition 3.3 and the claim for C follows. Now observe that
resolving two clauses in which each subgoal is connected to the head by an arc in Gf produces a resolvent in which each
subgoal is connected to the head by a directed path in Gf . However, Gf is transitively closed and thus the claim follows for
any C ∈ I(f ). 
Remark 3.5. Note that the correspondence between function f and graph Gf is not one-to-one. Consider e.g. f1 represented
by a single cubic clause (a∨ b∨ c) and f2 represented by two quadratic clauses (a∨ c)∧ (b∨ c) for which obviously f1 6= f2
while Gf1 = Gf2 .
Theorem 3.2 suggests that for a given Horn function f the strong components of Gf play an important role in how the set
of all prime CNF representations of f is structured. In what follows we shall call Gφ and Gf the implication graphs of φ and f ,
respectively. The notion of implication graph of a Horn function f carries a lot of information about the CNF representations
of f , allowing the characterization of two important subclasses of Horn functions.
A Horn CNF φ is said to be acyclic if its associated implication graph Gφ is acyclic. A Horn function f is called acyclic if it
admits at least one acyclic CNF representation. It was shown in [14] that every pure Horn acyclic function has a unique
irredundant and prime representation. This fact has an important consequence: obviously, this unique CNF is also the
shortest possible CNF representing the given pure Horn function. Moreover, as transforming an arbitrary Horn CNF into an
equivalent prime and irredundant CNF canbedone in polynomial time [10], this uniqueminimal CNF canbe found efficiently.
It was also shown in [10] that in fact this procedure can be used to minimize any acyclic Horn CNF (not necessarily pure
Horn).
Let us call two propositional variables x and y logically equivalent in a Horn function f if the clauses x ∨ y and y ∨ x are
implicates of f . A Horn CNFφ is then said to be quasi-acyclic (see [14]) if every strong component of its associated implication
graph Gφ consists of a set of logically equivalent propositional variables. A Horn function f is called quasi-acyclic if it admits
at least one quasi-acyclic CNF representation.
Note that every acyclic CNF φ is quasi-acyclic since each strong component of Gφ is a singleton. Also note that every
quadratic Horn CNF φ (i.e. a CNF consisting of clauses of degree at most two) is quasi-acyclic as every strong component of
Gφ in this case consists of logically equivalent variables.
The name ‘‘quasi-acyclic’’ comes from the property that picking a representative in each set of logically equivalent
propositional variables and substituting this representative for all the other logically equivalent variables in the set results
in an acyclic CNF (i.e. the CNF is essentially acyclic except for the fact that each variable can have several ‘‘names’’). In order
to understand the structure of quasi-acyclic functions it is important to realize that if f is a quasi-acyclic function and x, y
are propositional variables from the same strong component of Gf then both x ∨ y and y ∨ x are implicates of f . Hence no
prime pure Horn implicate of f with degree three or more may contain a subgoal from the same strong component of Gf as
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the head. This means that the pure Horn clauses in any prime CNF representation of f can be partitioned into two groups.
The first group (let us call it group A) contains clauses where all the subgoals are in different strong component(s) of Gf than
the head, while the second group (group B) contains quadratic clauses with both the subgoal and the head belonging to the
same strong component of Gf . Loosely speaking, the clauses in group B ‘‘generate’’ the strong components of Gf while the
clauses in group A ‘‘generate’’ its acyclic condensation. It was proved in [14] that similarly to the acyclic functions, a shortest
CNF representation (i.e a representation with the minimum possible number of clauses) of a given quasi-acyclic function
can be found in polynomial time.
Let us now leave the class of Horn functions and return (for the next three sections) to general Boolean functions.
4. Properties of resolution closures
In this section we prove several simple properties of resolution closures of sets of clauses and of CNF representations of
Boolean functions. In the remainder of this section let us consider an arbitrary but fixed Boolean function f , the set Ip(f ) of
all prime implicates of f , and the set I(f ) = R(Ip(f )) of all implicates of f that can be generated from the prime implicates
of f by series of resolutions. Note that I(f ) = R(I(f )), i.e. the set I(f ) is closed under resolution.
Lemma 4.1. If A ⊆ B are arbitrary sets of clauses, then we haveR(A) ⊆ R(B) andR(R(A)) = R(A).
Proof. Immediate by the definition of the resolution closure. 
Lemma 4.2. Let C1 and C2 be two sets of clauses. Then R(C1) = R(C2) implies that φ(C1) ≡ φ(C2), i.e. if the sets have the
same resolution closure then they represent the same function.
Proof. By Lemma 2.2, adding a resolvent of two clauses present in a given CNF to this CNF does not change the function
being represented. Hence φ(C) ≡ φ(R(C)) holds for any set C of clauses. Therefore R(C1) = R(C2) implies φ(C1) ≡
φ(R(C1)) = φ(R(C2)) ≡ φ(C2)which completes the proof. 
Let us note that the reverse implication in the above statement is not valid. This is due to the fact that if we do not assume
C ⊆ I(f ), then we can still have φ(C) = f whileR(C) 6= I(f ). For instance, we have (x ∨ y) ∧ x ≡ x, but the resolution
closures of these two CNFs are not the same, obviously. On the other hand, adding the assumptionsC1 ⊆ I(f ) andC2 ⊆ I(f )
makes the reverse implication work as well.
Lemma 4.3. A set of clauses C ⊆ I(f ) represents the function f if and only if I(f ) = R(C).
Proof. Assume first that C ⊆ I(f ) represents f . Then by Theorem 2.3 we have Ip(f ) ⊆ R(C), and thus I(f ) = R(Ip(f )) ⊆
R(R(C)) = R(C) ⊆ R(I(f )) = I(f ) follows by Lemma 4.1.
For the reverse direction assume that I(f ) = R(C). Now I(f ) = R(I(f )) together with Lemma 4.2 imply φ(C) ≡
φ(I(f )) and so C represents f . 
The following two simple technical lemmas will be useful in our proofs later.
Lemma 4.4. Let V,W ⊆ I(f ) be two arbitrary sets of clauses. ThenR(V ∪W) = R(V ∪R(W)).
Proof. The inclusionR(V ∪W) ⊆ R(V ∪R(W)) follows by Lemma 4.1, since V ∪W ⊆ V ∪R(W) by the definition of
the resolution closure. To prove the opposite inclusion, let us assume that C ∈ R(V ∪R(W)). Then, any C ′ ∈ R(W) used
in the derivation of C from the set V ∪ R(W) by a series of resolutions is, by assumption, itself derivable from the setW ,
and hence C ∈ R(V ∪W) holds. 
Let us close out this section with a lemma which roughly says the following: replacing a set of clauses E by its subsetQ
does not change the function if the resolution closures of E andQ are the same.
Lemma 4.5. Let C ⊆ I(f ) andQ ⊆ E ⊆ R(C) be sets of clauses such that R(Q) = R(E). ThenR((C \ E) ∪Q) = R(C).
Proof. Using Lemma 4.4 with V = C \ E twice (first withW = Q and then withW = E ) we get
R((C \ E) ∪Q) = R((C \ E) ∪R(Q)) = R((C \ E) ∪R(E)) = R((C \ E) ∪ E) = R(C)
which is the stated result. 
5. Exclusive sets and exclusive components of functions
As in the previous section let us consider throughout this section an arbitrary but fixed Boolean function f and the sets
of clauses Ip(f ) and I(f ) associated with it. Let us now define the first of the two key concepts of this paper.
Definition 5.1. Given a set C of clauses, a subset X ⊆ C is called an exclusive subset of C if for every pair of resolvable
clauses C1, C2 ∈ C the following implication holds:
R(C1, C2) ∈ X H⇒ C1 ∈ X and C2 ∈ X,
i.e. the resolvent belongs toX only if both parent clauses are inX. In particular, if C = I(f ) for a Boolean function f , we
call such a subsetX an exclusive set of clauses of f (or simply an exclusive set, if f or C is clear from the context).
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Note that the above definition trivially implies that C itself is the largest (with respect to inclusion) exclusive subset of C
(for any C), and in particular I(f ) is by definition the largest exclusive set of clauses of f . Let us first claim in the next lemma
some simple properties possessed by exclusive sets. Since all these properties follow directly from Definition 5.1 we shall
omit the proofs.
Lemma 5.2. Let C be an arbitrary set of clauses. Then,
(a) if A is an exclusive subset of B andB is an exclusive subset of C, thenA is an exclusive subset of C;
(b) if A ⊆ B ⊆ C, andA is an exclusive subset of C, then it is also an exclusive subset of B;
(c) if A,B ⊆ C are both exclusive subsets of C, thenA∪B andA∩B are also exclusive (and hence all exclusive subsets of C
form a lattice). 
To see an interesting example of exclusive sets of clauses, let us for a moment return to Horn functions. Let h be a Horn
function and let us partition the set I(h) into two subsets I(h) = H ∪N whereH is the set of all pure Horn clauses in I(h)
andN is the set of all negative clauses in I(h).2 Then it is not hard to see thatH is an exclusive set of h (the resolvent is in
H only if both parent clauses are inH). Moreover, in this case any resolvent of two clauses inH is again inH which is not
necessarily true for every exclusive set.
The partition I(h) = H ∪N has some important properties, shown in [10]. The first such property states that if φ1 and
φ2 are two distinct prime CNFs representing h, then the pure Horn parts of φ1 and φ2 (i.e. the conjunctions of all pure Horn
clauses in the given CNFs) also represent the same pure Horn function, called in [10] the pure Horn component of h.
Proposition 5.3 ([10]). Let φ1 and φ2 be two distinct prime CNFs of a Horn function h. Then φ(C(φ1) ∩H) ≡ φ(C(φ2) ∩H).
The proof of this proposition is based on the above mentioned fact that the only way how to generate a pure Horn clause
by resolution is to use two pure Horn clauses as the parent clauses. Using the just defined terminology, the proof rests on
the fact that pure Horn clauses constitute an exclusive set of h. Thus it is obviously very tempting to generalize the result to
all exclusive sets. However, first we need to state a simple lemma.
Lemma 5.4. Let X ⊆ I(f ) be an exclusive set of clauses (of f ) and C ⊆ I(f ) be a set of clauses such that X ⊆ R(C). Then
R(X) = R(C ∩X).
Proof. The fact thatX is exclusive means that no clause in C \X can appear as a parent clause in a resolution leading to a
resolvent inX. That, together with the inclusionX ⊆ R(C), implies thatX ⊆ R(C \ (C \X)) = R(C ∩X)must hold,
which in turn impliesR(X) ⊆ R(R(C∩X)) = R(C∩X) by Lemma 4.1. The reverse inclusionR(C∩X) ⊆ R(X) follows
also from Lemma 4.1, since C ∩X ⊆ X holds trivially. 
We are now ready to generalize Proposition 5.3 to all exclusive sets.
Theorem 5.5. Let C1,C2 ⊆ I(f ) be two distinct sets of clauses such that φ(C1) ≡ φ(C2) ≡ f , i.e. such that both sets represent
f , and let X ⊆ I(f ) be an exclusive set of clauses. Then φ(C1 ∩X) ≡ φ(C2 ∩X).
Proof. Since both C1 and C2 represent f , we haveR(C1) = R(C2) = I(f ) by Lemma 4.3, and henceX ⊆ R(C1) = R(C2).
Nowby Lemma5.4we getR(X) = R(C1∩X) = R(C2∩X)which then impliesφ(C1∩X) ≡ φ(C2∩X) by Lemma4.2. 
It is immediate to see that Proposition 5.3 is just a special case of Theorem 5.5. We can also generalize the notion of a
‘‘pure Horn component’’.
Definition 5.6. Let f be an arbitrary Boolean function,X ⊆ I(f ) be an exclusive set of clauses of f , and C ⊆ I(f ) be a set of
clauses which represents f (i.e. φ(C) ≡ f ). The Boolean function fX represented by the set C ∩X is called theX-component
of the function f . We shall simply call a function g an exclusive component of f , if g = fX for some exclusive subsetX ⊆ I(f ).
Theorem 5.5 guarantees that theX-component fX is well defined for every exclusive setX ⊆ I(f ). Let us now briefly
return to Proposition 5.3. It has the following consequence: given a Horn CNF one can extract the pure Horn sub-CNF which
represents the pure Horn component, find its shortest CNF representation, and then insert this new sub-CNF back into the
input CNF. This is exactly how theminimization procedure for acyclic and quasi-acyclic functionsworks. A similar (butmore
general) consequence can be drawn from Theorem 5.5.
Corollary 5.7. Let C1,C2 ⊆ I(f ) be two distinct sets of clauses such that φ(C1) ≡ φ(C2) ≡ f , i.e. such that both sets represent
f , and let X ⊆ I(f ) be an exclusive set of clauses. Then φ((C1 \X) ∪ (C2 ∩X)) ≡ f .
Proof. Similarly as in the proof of Theorem 5.5 we getX ⊆ R(C1) = R(C2) and alsoR(X) = R(C1 ∩X) = R(C2 ∩X).
Now using Lemma 4.5 withQ = C2 ∩X, E = X, and C = C1 (note that C2 ∩X ⊆ X ⊆ R(C1) and so the assumptions of
Lemma 4.5 are satisfied) we obtain
R((C1 \X) ∪ (C2 ∩X)) = R(C1)
which together with the factR(C1) = R(C2) = I(f ) completes the proof by Lemma 4.2. 
2 It is left to the reader to verify the easy fact that H and N indeed constitute a partition of I(h), i.e. that no clause which is neither pure Horn nor
negative can appear in I(h) (recall that each prime implicate of a Horn function is either pure Horn or negative).
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The algorithmic meaning of Corollary 5.7 can be stated as follows. If C1 is the input CNF, one can extract the sub-CNF
C1 ∩Xwhich represents theX-component fX, find its shortest CNF representation (say C2 ∩X), and then insert this new
sub-CNF back into the input CNF. That suggests a decomposition approach for minimization algorithms. Whenever one can
find an exclusive subset of clauses of a given function or several pairwise disjoint exclusive subsets of clauses of a given
function, it is possible to decompose the minimization problem, solve the subproblems separately, and then compose the
obtained solutions back together.
Let us close this section by a simple corollary about certain redundant sets of clauses. A clause C ∈ I(f ) is called redundant
with respect to a function f if C does not appear in any irredundant CNF representationC ⊆ I(f ) of f (in other words, C 6∈ C
for any minimal C ⊆ I(f ) such thatR(C) = I(f )). A set S ⊆ I(f ) of clauses is called redundant with respect to a function
f if every clause in S is redundant with respect to f , i.e., if S ∩ C = ∅ for every irredundant representation C ⊆ I(f ) of f .
Corollary 5.8. For every exclusive set X ⊆ I(f ) we have R(X) = I(fX), furthermore the set R(X) \ X is redundant with
respect to fX, as well as with respect to f .
Proof. By Lemma 5.4 we have R(X) = R(X ∩ C) for every irredundant representation C ⊆ I(f ) of f , and hence
C∩(R(X)\X) = ∅ follows for all such representations by their irredundancy. Furthermore, by Corollary 5.7 and Lemma4.5,
we can choose C such that C ∩ X is a prime irredundant representation of fX, from which I(fX) = R(X ∩ C) = R(X)
follows (again by Lemma 5.4). 
6. Essential sets and a min–max relation
Let us now introduce the second key concept of this paper.
Definition 6.1. Given a setC of clauses, a subset E ⊆ C is called an essential subset of C if for every pair of resolvable clauses
C1, C2 ∈ C the following implication holds:
R(C1, C2) ∈ E H⇒ C1 ∈ E or C2 ∈ E,
i.e. the resolvent belongs to E only if at least one of the parent clauses is from E . In particular, if C = I(f ) for a Boolean
function f , we call E an essential set of clauses of f (or simply an essential set, if f or C is clear from the context).
It is easy to see that every exclusive set of clauses (and the set I(f ) in particular) is also essential. We summarize in the
following lemma a few simple properties of essential sets. Since all these properties follow directly from Definitions 5.1 and
6.1 we shall omit the proofs.
Lemma 6.2. Let C be an arbitrary set of clauses. Then,
(a) if A,B ⊆ C are both essential subsets of C, thenA ∪B is also essential;
(b) if R(C) = C andA is an essential subset of C, then C \A is closed under resolution, i.e. C \A = R(C \A);
(c) if R(A) = A andB is an exclusive subset of C, thenB \A is an essential subset of C;
(d) if A ⊆ B ⊆ C,A is an essential subset of B , andB is an exclusive subset of C, thenA is an essential subset of C, as well;
(e) if A,B ⊆ C,A ∩ B 6= ∅,A is an essential subset of C, andB is an exclusive subset of C, thenA ∩ B is also an essential
subset of C. 
To see an interesting example of essential sets, let us consider again a Horn function h and return to the partition of the
set I(h) into two subsets I(h) = H ∪N whereH is the set of all pure Horn clauses in I(h) andN is the set of all negative
clauses in I(h). Then, it is not hard to see that N is essential for h. In fact, more is true in this case: since no two clauses in
N are resolvable, the resolvent is inN only if exactly one of the parent clauses is inN and the other one is inH .
A second important property (aside of Proposition 5.3) of the partition I(h) = H ∪ N states that if φ1 and φ2 are two
distinct irredundant CNFs representing h, then φ1 and φ2 both contain the same number of negative clauses.
Proposition 6.3 ([10]). Let φ1 and φ2 be two distinct irredundant CNFs of a Horn function h. Then |C(φ1)∩N | = |C(φ2)∩N |.
The proof of this proposition ismore or less based on the abovementioned fact that negative clauses form an essential set
of hwith no resolvable pair, and their complement (i.e. pure Horn clauses) forms an exclusive set of h (of course the original
proof did not use this terminology). This observation leads to an obvious idea to generalize the statement of Proposition 6.3.
We will arrive at such a generalization in the end of this section (Theorem 6.16 and Corollary 6.17).
Another way to look at the above example of an essential set is to realize that it is a special case of Lemma 6.2 case (c)
where we takeA = H andB = C = I(h) = H ∪N (note thatR(H) = H). A similar statement is of course true for any
function f : if for someA ⊆ I(f )we haveR(A) = A then I(f ) \A is an essential set. Note that f is not required to be Horn,
so this gives us examples of non-Horn essential sets (some of them will be discussed in more detail in Theorem 6.7).
Another example of essential sets is given by the following definition.
Definition 6.4. Given a Boolean function f on n propositional variables and an arbitrary vector t ∈ {0, 1}n let us define a
falsepoint set of f defined by t as
E(t) = {C ∈ I(f ) | C(t) = 0}
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where by C(t) = 0 we mean the following: if we substitute for the propositional variables of f the truth values according
to the vector t then the clause C evaluates to zero (false).
Lemma 6.5. Let f be a Boolean function on n propositional variables and let t ∈ {0, 1}n be an arbitrary vector. Then E(t) is an
essential set of f .
Proof. By definition, E(t) ⊆ I(f ). Let C1 = A ∨ x and C2 = B ∨ x be arbitrary two resolvable clauses from I(f ) such that
R(C1, C2) = A ∨ B ∈ E(t). This means that all literals in the set A ∪ B evaluate to zero under the truth assignment t , which
in turn implies that exactly one of the clauses C1 and C2 evaluates to zero, depending on the value assigned to x. Therefore
either C1 ∈ E(t) or C2 ∈ E(t) and thus E(t) is essential. 
We shall use Lemma 6.5 to prove a key theorem which shows that every essential set has one (or more) of its clauses
present in every representation of f and moreover that this condition is not only necessary but also sufficient.
Theorem 6.6. Let C ⊆ I(f ) be an arbitrary set of clauses. Then C represents f if and only if C ∩ E 6= ∅ for every nonempty
essential set of clauses E ⊆ I(f ).
Proof. Let us assume thatC ⊆ I(f ) represents f andC∩E = ∅ for some nonempty essential set E ⊆ I(f ). That means that
whenwe startmaking resolutions from the setCwecannever get intoE , i.e. thatR(C)∩E = ∅. However,E ⊆ I(f ) = R(C)
by Lemma 4.3, which is a contradiction. Therefore C ∩ E 6= ∅ for every nonempty essential set of clauses E ⊆ I(f ).
To prove the opposite implication let us assume that C ⊆ I(f ) is a set of clauses which has a nonempty intersection
with every nonempty essential set E ⊆ I(f ). By Lemma 6.5 C ∩ E(t) 6= ∅ holds for every truth assignment t such that E(t)
is nonempty. Let us now denote the CNF φ(C) by φ. We want to prove φ ≡ f . The inequality φ ≥ f trivially follows from
the fact that C ⊆ I(f ). Thus it remains to be shown that also φ ≤ f which is equivalent to proving that f (t) = 0 implies
φ(t) = 0 for every truth assignment t . So let t be an arbitrary assignment such that f (t) = 0. This means that there must
exist a prime implicate C of f such that C(t) = 0. Therefore E(t) is a nonempty set and by Lemma 6.5 also an essential set,
and thus by our assumption C ∩ E(t) 6= ∅ holds, i.e. C contains a clause that evaluates to zero under the truth assignment
t . However, that implies φ(t) = 0 which completes the proof. 
Some of the sets E(t) defined in Definition 6.4 play quite an important role in the structure of I(f ). Let us for a moment
consider the lattice L of all subsets of I(f ). Clearly, the property of being a representation of f is monotone in L (every
superset of a representation is again a representation). The minimal sets inLwhich represent f are of course exactly all the
irredundant representations of f . On the other hand, also the property of not being a representation of f is a monotone one
in L (every subset of a non-representation is again a non-representation). Thus it is of some interest to understand what
the maximal non-representations of f inL are. We summarize the properties of these sets in the following theorem.
Theorem 6.7. Let D ⊆ I(f ) be amaximal (under inclusion) set of clauses not representing f . ThenD = R(D), the set I(f )\D
is essential, and there exists a Boolean vector t such that I(f ) \D = E(t).
Proof. Let us assume that there exist clauses C1, C2 ∈ D such that C = R(C1, C2) 6∈ D . By the property of resolution
(Lemma 2.2) we have φ(D) = φ(D ∪ {C}), and hence D ∪ {C} still does not represent f , which is a contradiction to the
maximality of D . Therefore D = R(D) and by Lemma 6.2 part (c) (where we take A = D and B = C = I(f )) the set
I(f ) \D is essential.
To finish the proof let us consider the function f ′ = φ(D). Clearly f ≤ f ′ and since f 6= f ′ there must exist a Boolean
vector t such that f (t) = 0 and f ′(t) = 1. Now consider the set E(t). Obviously E(t)∩D = ∅ (all clauses inD must evaluate
to 1 on t in order to make f ′(t) = 1). So it remains to prove that E(t) ∪D = I(f ), or in other words that every clause that
evaluates to 1 on t is in D . Assume by contradiction that there exists a clause C 6∈ D such that C ∈ I(f ) and C(t) = 1.
Clearly φ(D ∪ {C})(t) = 1 while f (t) = 0 and so the setD ∪ {C} still does not represent f , which is again a contradiction
to the maximality ofD . 
It follows from the proof of Theorem6.7 that themaximal non-representations of f inL can be alternatively characterized
as follows.
Corollary 6.8. Set D ⊆ I(f ) of clauses is a maximal (under inclusion) set not representing f if and only if D is a maximal proper
subset of I(f ) closed under resolution.
To give one more example of essential sets let us recall the following definition.
Definition 6.9. Given a Boolean function f a clause C is called an essential prime implicate of f if C appears in every prime
and irredundant CNF representation of f .
We shall show that essential prime implicates are just a special case of essential sets of cardinality one.
Lemma 6.10. Let f be a Boolean function and C its prime implicate. Then C is an essential prime implicate of f if and only if {C}
is an essential set of f .
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Proof. If {C} is an essential set of f , then by Theorem 6.6 clause C must be present in every CNF ϕ representing f , i.e. C is an
essential prime implicate of f .
On the other hand let C be an essential prime implicate of f , it follows, that Ip(f ) \ {C} does not represent f and hence
there is a vector t , for which C(t) = 0 while C ′(t) = 1 for every C ′ ∈ Ip(f ) \ {C}. Let us examine set E(t), which is an
essential set due to Lemma 6.5. We shall show that E(t) = {C}. Since C is the only prime implicate which belongs to E(t),
we can observe, that in fact
E(t) ⊆ {D ∈ I(f ) | C ≤ D}
i.e. all clauses in E(t) contain C . Let us proceed by contradiction and let us assume |E(t)| > 1. Every clause in E(t) ⊆ I(f )
can be derived from Ip(f ) by a series of resolutions. Let us denote by D the clause from E(t)\{C} for which such a derivation
is the shortest possible. Moreover, let D = R(X, Y ) be the last step of such a derivation. Since E(t) is essential, one of the
parent clauses must be in E(t), w.l.o.g. let X ∈ E(t). Now if X 6= C , then X ∈ E(t) \ {C} and its derivation from Ip(f ) is
shorter than the derivation of D contradicting the choice of D. Hence X = C . But now D = R(C, Y ) contradicts C ≤ D.
Therefore no such D can exist and we have shown, that E(t) = {C}. 
Let us now return to Theorem 6.6. It has an obvious corollary: if there exist nonempty essential sets E1, E2, . . . , Ek ⊆ I(f )
which are pairwise disjoint, then every representation of f must consist of at least k clauses. Hence, any collection of pairwise
disjoint essential sets of clauses provides an easy lower bound on the size (i.e. on the number of clauses) of a minimal
representation of f .
Definition 6.11. Given a Boolean function f , let us denote by (f ) the maximum number of pairwise disjoint nonempty
essential subsets of I(f ) and by σ(f ) the minimum number of clauses needed to represent f by a CNF.
Using this notation, we can now formulate the above noted simple corollary of Theorem 6.6 very succinctly as follows:
Corollary 6.12. For every Boolean function f the following inequality holds
σ(f ) ≥ (f ).
Note that Corollary 6.12 generalizes the known lower bound on the size of a CNF representation given by the number
of essential prime implicates. Indeed, by Lemma 6.10 the one element sets defined by essential prime implicates form a
collection of pairwise disjoint essential sets, and hence (f ) is always greater or equal to the number of essential prime
implicates.
It remains to be seen for which classes of functions the inequality in Corollary 6.12 is tight, i.e. turns into an equality. Let
us state this formally as a question.
Question 6.13. Let C be a class of Boolean functions. Is it true that σ(f ) = (f ) holds for every f ∈ C?
In the next sectionwe shall prove that Question 6.13 has an affirmative answer for the following three subclasses of Horn
functions (which were introduced in Section 3): quadratic Horn functions, acyclic Horn functions, and quasi-acyclic Horn
functions.3
Let us now come back to Theorem 6.6. The first part of the proof of Theorem 6.6, which shows that for an arbitrary C
representing f and an arbitrary nonempty essential set E , C ∩ E 6= ∅must hold, gives yet another corollary.
Corollary 6.14. Let E ⊆ I(f ) be an arbitrary set of clauses. Then E is a nonempty essential set only if E ∩ C 6= ∅ for every
representation C ⊆ I(f ) of the function f .
There is an obvious duality between Corollary 6.14 and Theorem 6.6 based on the reversal of roles between E and
C. However, unlike in Theorem 6.6 where the equivalence holds, only one implication (the ‘‘only if’’ part) is true in
Corollary 6.14. The reason for this is the following. If C represents f and we add some clauses from I(f ) to C, the new set
will still represent f . On the other hand, if E is an essential set andwe add some clauses from I(f ) to E , the resulting set may
not be essential. To avoid the presence of such ‘‘extra’’ clauses in E we shall add a minimality assumption. This minimality
assumption simply means that we shall require not only that E intersect all representations of f (i.e. that E be a transversal
of all representations) but also that E be a minimal set with this property (i.e. that E be a minimal transversal). With this
additional assumption the reverse implication in Corollary 6.14 (the ‘‘if’’ part) becomes valid as well, making the duality
with Theorem 6.6 work both ways (i.e., informally speaking, by the above corollary every essential set forms a transversal
of all representations, and by the theorem below every minimal transversal of all representations forms an essential set).
Theorem 6.15. Let E be an arbitrary minimal (under inclusion) subset of I(f ) such that E ∩ C 6= ∅ for every C ⊆ I(f ) which
represents f . Then E is an essential set of clauses.
3 There exists a counterexample proving that the equality does not hold for the class of all Horn functions [19].
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Proof. Let us assume by contradiction that E is not essential, i.e. that there exist two resolvable clauses C1, C2 ∈ I(f ) such
that C1, C2 6∈ E but C = R(C1, C2) ∈ E . Let us consider the setΣ of all representations of f which contain the clause C , i.e. let
Σ = {C | R(C) = I(f ) and C ∈ C}.
If every C ∈ Σ intersected E in two or more clauses then we could remove C from E and still maintain the property that
E intersects all representations of f . However, this would be a contradiction to the minimality of E . Therefore there must
exist a representation C ′ of f in the set Σ which intersects E in exactly one clause, i.e. such that C ′ ∩ E = {C}. Let us now
construct a set of clauses
C ′′ = C ′ \ {C} ∪ {C1, C2}.
Clearly C ′′ ⊆ I(f ). Moreover, since C = R(C1, C2) it is obvious thatR(C ′′) = R(C) = I(f ), i.e., C ′′ represents f . However,
C ′′ ∩ E = ∅which is a contradiction to the choice of E . 
Let us finish this section by proving a generalization of Proposition 6.3.
Theorem 6.16. Given a Boolean function f , let X ⊆ I(f ) be an exclusive subset of f such that no two clauses from E =
I(f ) \ R(X) are resolvable. Then, there exists an integer k = k(E) > 0, and pairwise disjoint essential subsets Qj ⊆ E ,
j = 1, .., k such that |Qj ∩ C| = 1 for j = 1, . . . , k and |(E \⋃kj=1Qj) ∩ C| = 0 for any irredundant set C ⊆ I(f ) of clauses
representing f .
Proof. Let us observe that E is an essential set by (c) of Lemma 6.2. Furthermore, the property that no two clauses of the
essential family E are resolvable implies that if R(A, B) ∈ E for some resolvable clauses A, B ∈ I(f ), then exactly one of
these clauses belongs to E .
Let us then first define a directed graphH, the vertices of which are the clauses in E , and where (A, B) is a directed arc for
A, B ∈ E if and only if B ∈ R(X∪ {A}). Let us next consider a strong componentQ ⊆ E of H, which is an initial component,
i.e., for which there exists no arc (A, B) of H such that A ∈ E \ Q and B ∈ Q. We claim that Q is an essential set of f . To see
this, let us consider a pair of resolvable clauses A, B ∈ I(f ) for which C = R(A, B) ∈ Q. Since C ∈ Q ⊆ E and since E is
essential with no two of its clauses resolvable, we must have exactly one of A and B belong to E , as we observed above. Say,
we have A ∈ E and B ∈ R(X). Then, we have C ∈ R(X ∪ {A}), and thus by the definition of H we must have (A, C) as an
arc of H. Since we assumed that Q is an initial set, with no arcs entering it, we must have A ∈ Q, showing that Q is indeed
essential.
Let us next consider all the initial strong componentsQ1, . . . ,Qk of H. We claim that for any irredundant representation
C of f we must have |C ∩Qj| = 1 for j = 1, . . . , k and |C ∩ E | = k, from which the statement readily follows.
To see this, let us observe first that for all subsets C ⊆ I(f ) representing f we must have C ∩ Qi 6= ∅ for i = 1, . . . , k
by Theorem 6.6, since all the sets Qi, i = 1, . . . , k are essential, as we observed above. Let us fix now an irredundant
representation C of f , and let us choose clauses Cj ∈ Qj ∩ C for j = 1, . . . , k, arbitrarily. Since X is exclusive we have
R(X) = R(X ∩ C) by Lemma 5.4. Furthermore, since H is transitively closed, every clause C ∈ E is reachable by an arc
from the set {C1, . . . , Ck}, implying E ⊆ R(X ∪ {C1, . . . , Ck}). Thus, by applying Lemma 4.4 we get I(f ) = E ∪ R(X) ⊆
R(X ∪ {C1, . . . , Ck}) = R((X ∩ C) ∪ {C1, . . . , Ck}) ⊆ R(C) = I(f ), implying that (X ∩ C) ∪ {C1, . . . , Ck} ⊆ C is a
representation of f . Since C is assumed to be irredundant, equality follows, implying C \X = C ∩ E = {C1, . . . , Ck}, from
which the claim follows. 
Of course, it is clear that Theorem 6.16 implies the following corollary which more closely resembles the statement of
Proposition 6.3.
Corollary 6.17. Let f ,X, and E be as in the statement of Theorem 6.16, and let φ1 and φ2 be two distinct irredundant CNFs of
f . Then |C(φ1) ∩ E | = |C(φ2) ∩ E |.
Clearly, Proposition 6.3 is just a special case of Corollary 6.17 if we setX to be the set of all pure Horn clauses in I(f ) (in
this caseX = R(X)) and E to be the set of all negative clauses in I(f ).
Note that not every essential set E of implicates with no resolution inside has the properties claimed in Theorem 6.16.
In other words, the condition that the complement of E is a resolution closure of an exclusive set cannot be neglected. A
good example for this observation is the following: given any function f , its negative implicates in I(f ) obviously form an
essential set with no resolution inside. However, if f is not Horn, it may happen that the non-negative implicates in I(f )
do not form a resolution closure of an exclusive set, and the properties claimed in Theorem 6.16 fail to hold. To see this,
consider the following two CNFs:
C1 = (x ∨ z)(x ∨ z)(x ∨ y),
C2 = (x ∨ z)(x ∨ z)(y ∨ z).
It is not hard to verify that they represent the same function and both are irredundant, but while C1 contains one negative
clause, C2 contains two negative clauses.
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7. Disjoint essential sets for Horn functions
In this section we shall restrict our attention to Horn functions only, in particular to the subclasses of quadratic Horn,
acyclic Horn, and quasi-acyclic Horn functions. We shall show that Question 6.13 has an affirmative answer for all of the
mentioned subclasses of Horn functions. We shall proceed as follows: after some simple preprocessing (getting rid of unit
implicates) we shall use Theorem 6.16 to show that we can in fact concentrate only on pure Horn functions. Then we shall
answer Question 6.13 for quadratic pure Horn and acyclic pure Horn functions. Finally, we will use a combination of these
two results to answer Question 6.13 for quasi-acyclic pure Horn functions.
By standard Boolean terminology, a unit clause is a clause consisting of exactly one literal. If x or x is a unit prime implicate
of a Boolean function f , then clearly no other prime implicates of f may contain the variable x (negated or not). This implies
that also in I(f ) the variable x appears only in the unit clause and nowhere else, which in turn means that this clause
constitutes a trivial exclusive (andhence also essential) set (it cannot be derived by resolution fromanyother clauses inI(f )).
It follows that any Horn function f can be decomposed into a conjunction of unit clauses f1 and a Horn function f2 which
has no unit prime implicates, in such a way that f1 and f2 are defined on disjoint sets of variables, and f = f1 ∧ f2. Of course,
Question 6.13 can be answered independently for f1 and f2 (due to the disjointness of their sets of variables) and the equality
σ(f ) = (f ) trivially holds for f1 by the above considerations. Therefore we can from now on restrict our attention (without
loss of generality) solely to Horn functions with no unit prime implicates.
Let h be a Horn function and C ⊆ I(h) a minimum (and therefore irredundant) set of clauses representing h such that
C1, C2, . . . , Ck are all the negative clauses in C. Then Theorem 6.16 guarantees the existence of pairwise disjoint essential
sets of negative implicatesQ1,Q2, . . . ,Qk such that Cj ∈ Qj for j = 1, . . . , k. Furthermore, if p is the pure Horn component
of h (which is represented by the pure Horn clauses in C by Definition 5.6) then I(p) consists only of pure Horn clauses (since
all prime implicates of a pure Horn function are pure Horn and a resolution of two pure Horn clauses is also pure Horn as
recalled in Section 3), and thusQj ∩ E = ∅ for every j = 1, . . . , k and every subset E of I(p). This implies that if we manage
to answer Question 6.13 for p by exhibiting pairwise disjoint essential subsets E1, E2, . . . , E` of I(p), where ` is the number
of pure Horn clauses in C, then the sets Ei, i = 1, . . . , `, together with the sets Qj, j = 1, . . . , k, give an affirmative answer
to Question 6.13 also for h.
Therefore we shall from now on restrict our attention to pure Horn functions (with no unit prime implicates) only. Let us
start by introducing a very useful technique for verifying that a given clause is an implicate of a given pure Horn function.
Let η be a pure Horn CNF of a pure Horn function h. We shall define a forward chaining procedure which associates to
any subset Q of the propositional variables of h a setM in the following way. The procedure takes as input the subset Q of
propositional variables, initializes the setM = Q , and at each step it looks for a pure Horn clause S∨ y in η such that S ⊆ M ,
and y 6∈ M . If such a clause is found, the propositional variable y is included intoM , and the search is repeated asmany times
as possible.
In the relational database terminology the propositional variables in M are said to be ‘‘chained’’ to the subset Q (see
e.g. [8]). In the expert systems terminology the usage of the clause S ∨ y is called ‘‘firing the rule’’∧x∈S x→ y (see e.g. [11]).
Forward Chaining Procedure(C,Q )
Input: A set C of pure Horn clauses, and
a subset Q of propositional variables.
Initialization: SetM = Q .
Main Step: While ∃ C ∈ C : Subg(C) ⊆ M and Head(C) 6∈ M
doM = M ∪ {Head(C)}.
Stop: Output FCC(Q ) = M .
If the forward chaining procedure subsequently uses clauses C1, . . . , Ck (in this order) to enlarge the setM (starting with
set Q ), we say that the sequence of clauses C1, . . . , Ck forms a forward chaining derivation of Head(Ck) from Q . The sequence
is called an irredundant forward chaining derivation of Head(Ck) from Q , if no proper subsequence of C1, . . . , Ck forms a
forward chaining derivation of Head(Ck) from Q . The following lemma [12,18], shows how the above procedure can help in
determining whether a given clause is an implicate of a given CNF, or not.
Lemma 7.1. Given a set C of pure Horn clauses, a subset Q of its propositional variables, and another one of its variables y, we
have y ∈ FCC(Q ) if and only if Q ∨ y is an implicate of a function represented by C.
In what follows we will frequently not distinguish between CNFs and their sets of clauses, and thus for C = C(η) we shall
write both FCη(Q ) = FCC(Q ). If η′ and η′′ are two distinct pure Horn CNF representations of a given pure Horn function h
and if Q is an arbitrary subset of the propositional variables, then by Lemma 7.1 FCη′(Q ) = FCη′′(Q ) because η′ and η′′ have
the same set of implicates. Therefore, the set of propositional variables reachable from Q by forward chaining depends only
on the underlying function rather than on a particular CNF representation. For this reason, we shall also use the expression
FCh(Q ) instead of FCη(Q )whenever we do not want to refer to a specific CNF.
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Now let us return to essential sets of implicates. A key role in the upcoming proofs will be played by falsepoint sets
E(t) from Definition 6.4 which were proved to be essential in Lemma 6.5. Using these sets we can show the following easy
observation.
Lemma 7.2. Let f be a Boolean function and let C = {C1, C2, . . . , Cm} ⊆ I(f ) be an irredundant set of clauses representing f .
Then for each i = 1, . . . ,m there exists an essential set Ei, for which Ei ∩ C = {Ci}.
Proof. Take i ∈ {1, . . . ,m} arbitrarily. Since C is irredundant, there exists at least one Boolean vector t such that Ci(t) = 0
and Cj(t) = 1 for all j 6= i. Thus Ei can be set to E(t). 
It is clear that the sets Ei, i = 1, . . . ,m, in the above proof need not be disjoint. However, we shall show that if f is a
quadratic pure Horn, an acyclic pure Horn, or a quasi-acyclic pure Horn function and C is its minimum representation, then
we can find Boolean vectors t1, . . . , tm such that the sets Ei = E(ti), i = 1, . . . ,m in the above proof are pairwise disjoint,
giving an affirmative answer to Question 6.13 for f .
In the remainder of this section we shall frequently use the implication graph Gf = (N,A) of f defined in Section 3 (see
Definition 3.3). Let us introduce some further notation. By Kx we shall denote that strong component of Gf which contains
variable x. Le us denote by τ the partial ordering of strong components of Gf given by the arcs in Gf , i.e., the existence of an
arc in Gf from some variable in Kx to some variable in Ky is equivalent to the fact that Kx<τ Ky whenever Kx 6= Ky. Finally,
for a Boolean vector t (a truth assignment to the variables of f ) and a variable x, t[x] will denote the element of t which
corresponds to x. Now we are ready to prove some useful properties connecting forward chaining and implication graphs.
Lemma 7.3. Let v ∈ FCf (S) and let clauses C1, . . . , Ck ⊆ I(f ) form an irredundant forward chaining derivation of v from S. Let
x be an arbitrary variable used in clause Ci for some 1 ≤ i ≤ k. Then either x = v or (x, v) is an arc in Gf .
Proof. By the definition of an irredundant forward chaining derivation it follows that Head(Ci) ∈ ∪kj=i+1 Subg(Cj) for every
1 ≤ i ≤ k− 1 and that Head(Ck) = v. By Lemma 3.4 we know that for every Ci each of its subgoals is connected by an arc in
Gf to its head. A simple inductive argument going backward from Ck to Ci then shows that x is connected to v by a directed
path (possibly of length zero if x = Head(Ck) = v) in Gf , which together with the fact that Gf is a transitively closed graph
finishes the proof. 
Lemma 7.4. Let C be an irredundant and prime representation of a pureHorn function f . Let C = A∨x ∈ C andD = B∨y ∈ I(f ).
If y 6∈ FCC\{C}(B), then A ⊆ FCC\{C}(B) and either x = y or (x, y) is an arc in Gf .
Proof. Since D ∈ I(f ), Lemma 7.1 guarantees that y ∈ FCC(B). Hence there exists an irredundant forward chaining
derivation C1, . . . , Ck of y from B using clauses from C ⊆ I(f ). Moreover, since y 6∈ FCC\{C}(B), each derivation of y from B
must use C and thus Ci = C for some 1 ≤ i ≤ kwhich directly implies A ⊆ FCC\{C}(B), and using Lemma 7.3 it also implies
that either x = y or (x, y) is an arc in Gf . 
Lemma 7.5. Let C be an irredundant and prime representation of a pure Horn function f , and let A,B be two sets of variables of
f such that A ⊆ FCC(B). Furthermore, let A′ ⊆ A. Then A′ ⊆ FCC(B′), where B′ = B∩ (A′ ∪ {x | ∃a ∈ A′ : (x, a) is an arc in Gf }).
Proof. Let a ∈ A′ be arbitrary. Since A ⊆ FCC(B) there exists an irredundant forward chaining derivation C1, . . . , Ck of a
from B using clauses from C ⊆ I(f ). By Lemma 7.3, every variable x used in C1, . . . , Ck fulfils either x = a or (x, a) is an arc
in Gf . Thus a ∈ FCC(B ∩ ({a} ∪ {x | (x, a) is an arc in Gf })), from which the claim follows. 
Now we have all the necessary tools to answer Question 6.13 for the class of quadratic pure Horn functions.
Theorem 7.6. Let f be a quadratic pure Horn function on n variables. Let m be the number of clauses in a minimum quadratic
pure Horn CNF representing function f . Then there exist m pairwise disjoint essential sets of implicates of f .
Proof. Consider a minimum set C = {C1, C2, . . . , Cm} ⊆ I(f ) representing f (such a set can be constructed in polynomial
time from any pure Horn representation of f either by the algorithm for a transitive reduction of a directed graph [20] or
by the minimization algorithm for quasi-acyclic functions [14]). Recall that every prime implicate of a quadratic pure Horn
function is a quadratic pure Horn clause, and a resolvent of two quadratic pure Horn clauses is again a quadratic pure Horn
clause. It follows that not only C but also I(f ) consists only of quadratic pure Horn clauses. Let us consider the implication
graph Gf and the partial ordering τ of strong components of Gf . There are two types of clauses in C: for a clause Ci = x ∨ y
either Kx<τ Ky (clause of type (A)) or Kx = Ky (clause of type (B)). Given a clause Ci = x∨ywe define a set Ei in the following
way:
Ei =
{{(u ∨ v) ∈ I(f ) | u ∈ Kx and v ∈ Ky} if Kx<τ Ky (type (A))
{(z ∨ y) ∈ I(f ) | z ∈ Kx = Ky and z 6= y} if Kx = Ky (type (B)).
If we think of quadratic pure Horn clauses as arcs in Gf then Ei of type (A) is a complete bipartite subgraph of all arcs going
from Kx to Ky and Ei of type (B) is a star subgraph of all arcs in Kx = Ky entering y.
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Let us first show that the sets Ei, i = 1, . . . ,m are pairwise disjoint sets of implicates of f . Obviously, a set of type (A) can
never intersect a set of type (B). Two sets of type (A) intersect only if C contains two clauses Ci = x ∨ y, Cj = u ∨ v of type
(A) such that Kx = Ku and Ky = Kv (in fact, in such a case the sets Ei and Ej not only intersect but are equal). However, this is
a contradiction to the irredundancy of C, since Ci together with clauses of type (B) in C spanning Kx and Ky imply Cj. To see
that no two sets of type (B) intersect we have to use the minimality of C. Indeed, in a minimum representation each strong
component of Gf must be spanned by a simple cycle of clauses (arcs) from C (see [20] or [14] for a proof of this simple fact).
This means that for every y in a strong component of Gf of size larger than one, C contains exactly one clause (arc) of type
B entering y. This in turn implies that all sets Ei of type B are pairwise disjoint.
It remains to show that each Ei, i = 1, . . . ,m, forms an essential set of clauses. For each Ci we shall define a Boolean
vector ti ∈ {0, 1}n and show that Ei = E(ti) for i = 1, . . . ,m, which will finish the proof since each E(ti) is essential by the
proof of Theorem 6.6.
Let us start with the simpler case when Ci = x ∨ y ∈ C is of type (B). We define ti in the following way:
ti[z] =
{
1 if z 6= y and (Ky =)Kx≤τ Kz
0 otherwise.
Informally speaking, all variables in strong components ‘‘after’’ Kx = Ky in order τ are assigned value 1, all variables in
strong components ‘‘not after’’ Kx = Ky in order τ are assigned value 0, and within Kx = Ky only y is assigned value 0
while all other variables are assigned value 1. It is clear from the definition of ti that Ei ⊆ E(ti), so we only have to show
the opposite inclusion. Consider a clause C ∈ E(ti). Since by definition E(ti) ⊆ I(f ), C is quadratic pure Horn and we may
write C = u ∨ v. Moreover, by Lemma 3.4 (u, v) is an arc in Gf and hence clearly Ku≤τ Kv . The fact that C(ti) = 0 implies
ti[u] = 1 and ti[v] = 0. Hence u 6= y and Kx≤τ Ku (all ‘‘ones’’ are in or ‘‘after’’ Kx). Because Ku≤τ Kv , we have also that
Kx≤τ Kv . This together with fact that ti[v] = 0 and definition of ti implies that v = y. Putting all this together we get
Ky = Kx≤τ Ku≤τ Kv = Ky, which implies Ku = Kv = Ky = Kx and hence C ∈ Ei.
Now let us consider that Ci = x ∨ y ∈ C is of type (A). This time we define ti in the following way:
ti[z] =
{
0 if Kz 6= Kx and Kz ≤τ Ky
1 otherwise.
Note that (x, y) is an arc in Gf , which implies Kx<τ Ky. Informally speaking, all variables in Ky and in strong components
‘‘before’’ Ky in order τ except for Kx are assigned value 0, while all variables in Kx and in strong components which are
different from Ky and are ‘‘not before’’ Ky in order τ are assigned value 1. Again, it is clear from the definition of ti that
Ei ⊆ E(ti), so we only have to show the opposite inclusion. Let us take a clause C ∈ E(ti). As in the previous case, C can be
written as C = u∨v where (u, v) is an arc in Gf , ti[u] = 1 and ti[v] = 0. This assignment implies that Kv 6= Kx and Kv ≤τ Ky.
Since (u, v) is an arc in Gf , Ku≤τ Kv ≤τ Ky and thus Ku = Kx (since ‘‘ones’’ which are not in Kx are not before Ky). Therefore
Kx = Ku<τ Kv . Proving that Kv = Ky (and hence C ∈ Ei) takes a bit more work. We have to show that no strong component
which was assigned the value 0 (and thus could contain v) except for Ky is reachable by an arc from Kx. For this we shall use
the irredundancy of C. Let us by contradiction assume that Kx = Ku<τ Kv <τ Ky. By the definition of partial ordering τ we
get that (v, y) is an arc in Gf , and hence v ∨ y is a prime implicate of f . Since u ∈ Kx, x∨ v is also a prime implicate of f . The
following three observations now finish the proof:
• The fact x∨v ∈ I(f ) implies v ∈ FCC({x}) and also v ∈ FCC\{Ci}({x}) since otherwise Lemma 7.4 implies that either y = v
or (y, v) is an arc in Gf , which is not possible since Kv <τ Ky.• The fact v ∨ y ∈ I(f ) implies y ∈ FCC({v}) and also y ∈ FCC\{Ci}({v}) since otherwise Lemma 7.4 implies that{x} ⊆ FCC\{Ci}({v}), which in turn implies that there is a directed path from v to x in Gf . Again, this is not possible
since Kx<τ Kv .• Putting the above two facts together gives y ∈ FCC\{Ci}(x)which is a contradiction to the irredundancy of C. 
A similar result answering Question 6.13 can be derived for the class of acyclic pure Horn functions.
Theorem 7.7. Let f be an acyclic pure Horn function on n variables. Let m be the number of clauses in the minimum acyclic pure
Horn CNF representing function f . Then there exist m pairwise disjoint essential sets of implicates of f .
Proof. The proof is in many ways similar to the proof of Theorem 7.6. This time, since all strong components of Gf are
singletons, the clauses of type (B) do not exist, on the other hand clauses of type (A) are no longer restricted to quadratic
ones.
Again consider a minimum prime set C = {C1, C2, . . . , Cm} ⊆ I(f ) representing f , which is (as proved in [12]) in fact the
unique irredundant and prime CNF representing f . As in the previous proof we shall define for each i = 1, . . . ,m a Boolean
vector ti ∈ {0, 1}n and show that Ci ∈ E(ti) and that the sets E(ti), i = 1, . . . ,m are pairwise disjoint.
Since Gf is acyclic, the set of arcs of Gf induces a partial ordering of variables (vertices of Gf ) which we shall denote by τ ,
i.e., the existence of an arc (x, y) in Gf is equivalent to the fact, that x<τ y. Let us consider Ci = X ∨ywhere X = {x1, . . . , xk}
and let ti be defined as follows:
ti[z] =
{
0 if z 6∈ FCC\{Ci}(X) and z≤τ y
1 otherwise .
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Note that this definition is a generalization of the corresponding definition (for a clause of type (A)) in the proof of
Theorem 7.6. In the rest of this proof we shall proceed as follows. First we shall observe that Ci ∈ E(ti). Then we shall
show that E(ti) ⊆ {A ∨ y | X ⊆ A}, which will make it easy to prove the disjointness of the sets E(ti), i = 1, . . . ,m.
Let us start by observing that Ci(ti) = 0. Clearly, for each j = 1, . . . , k, xj ∈ FCC\{Ci}(X) and xj≤τ y, hence ti[xj] = 1. Since
C is irredundant, y 6∈ FCC\{Ci}(X) and hence ti[y] = 0. By combining these two observations we get Ci(ti) = 0 and therefore
Ci ∈ E(ti).
Now let us consider an arbitrary C = A ∨ b ∈ E(ti) where A = {a1, . . . , a`}. Let us show that b = y and X ⊆ A. The fact
that C(ti) = 0 means that ti[aj] = 1 for j = 1, . . . , ` and ti[b] = 0. By the definition of ti this implies for every j = 1, . . . , `
aj ∈ FCC\{Ci}(X) or aj 6≤τ y (i)
while
b 6∈ FCC\{Ci}(X) and b≤τ y. (ii)
Since C ∈ I(f ), Lemma 3.4 implies that (aj, b) is an arc in Gf for each j = 1, . . . , ` and so aj<τ b≤τ y. This makes the option
aj 6≤τ y in (i) impossible and therefore
A ⊆ FCC\{Ci}(X). (iii)
Now (ii) and (iii) together clearly imply that
b 6∈ FCC\{Ci}(A), (iv)
since otherwise b ∈ FCC\{Ci}(X), which is not the case. From (iv)we get using Lemma 7.4 that
X ⊆ FCC\{Ci}(A), (v)
and also that either y = b or (y, b) is an arc in Gf and hence y≤τ b. However, in (ii) we have shown b≤τ y which together
imply y = b.
Nowwe shall show that X ⊆ A. Let us assume by contradiction that there exists xj 6∈ A and let j be aminimal variablewith
respect to τ with this property. Let A′ ⊆ A and X ′ ⊆ X be the sets of all variables less than xj with respect to τ . Obviously,
(iii) and Lemma 7.5 imply A′ ⊆ FCC\{Ci}(X ′) which in turn implies FCC\{Ci}(A′) ⊆ FCC\{Ci}(X ′). Similarly, (v) and Lemma 7.5
imply xj ∈ FCC\{Ci}(A′). By Lemma 7.1 this means that X ′ ∨ xj is an implicate of the function represented by C \ {Ci}. But now
the resolvent (X \ {xj}) ∨ y of clauses Ci and X ′ ∨ xj is an implicate of f contradicting the assumed primality of Ci. Hence
X ⊆ A.
Now we know that when a clause C belongs to E(ti), then it is of the form A ∨ y where X ⊆ A. Let us assume for the
purpose of contradiction that C ∈ E(ti) ∩ E(tj) for some i 6= j. The only possibility is that Ci = Xi ∨ y, Cj = Xj ∨ y, and
Xi, Xj ⊆ A. Moreover, we know from (iii) that A ⊆ FCC\{Ci}(Xi). Since Cj ∈ C and Cj 6= Ci we have y ∈ FCC\{Ci}(Xj). But since
Xj ⊆ A, we also have y ∈ FCC\{Ci}(A) ⊆ FCC\{Ci}(Xi)which is a contradiction to irredundancy of C, since Ci could be dropped
without changing the function. 
It should be noted that if C is a quadratic pure Horn acyclic CNF representing a quadratic pure Horn acyclic function f ,
then it is not hard to observe that the proof of Theorem 7.7 shows that Ei = E(ti) = {Ci}, since I(f ) consists of only quadratic
pure Horn clauses.
By combining the proofs of Theorems 7.6 and 7.7 we can now prove the same result for the class of quasi-acyclic pure
Horn functions.
Corollary 7.8. Let f be a quasi-acyclic pure Horn function. Let m be number of clauses in the minimum quasi-acyclic pure Horn
CNF representing function f . Then there exist m pairwise disjoint essential sets of implicates of f .
Proof. Let us consider a minimum prime set C = {C1, C2, . . . , Cm} ⊆ I(f ) representing f with the following properties:
• In each strong component Q of Gf one of its variables (denoted xQ ) is chosen as its ‘‘representative’’, and all clauses which
contain variables from several different strong components (clauses of type A using the terminology of Theorem 7.6)
contain no variables from Q except for xQ .
• Each strong component Q of Gf of size k is spanned by k quadratic clauses from C which form a cycle (clauses of type B).
It was shown in [14] that there always exists a minimal CNF with the above properties. As in the previous proof we shall
define for each i = 1, . . . ,m a Boolean vector ti ∈ {0, 1}n and show that Ci ∈ E(ti) and that the sets E(ti), i = 1, . . . ,m are
pairwise disjoint. We shall proceed as follows:
• If Ci is of type A we define ti as in the proof of Theorem 7.7. To prove that Ci ∈ E(ti) and the sets E(ti) for all clauses of
type A are disjoint, it suffices to follow line by line the proof of Theorem 7.7. The partial order used this time is a partial
order of the strong components of Gf (or equivalently of the representative variables). The only difference is that the
sets obtained by forward chaining include with every representative variable also all other variables in the given strong
component (all its logically equivalent ‘‘copies’’), but the proof remains valid.
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• If Ci is of type B we define ti as in the proof of Theorem 7.6 (for clauses of type B). Again, the fact that Ci ∈ E(ti) and
the sets E(ti) for all clauses of type A are disjoint follows directly from the proof of Theorem 7.6. The proof uses the fact
that I(f ) contains only quadratic clauses. That is no longer true in the quasi-acyclic case, however what is true (and is
sufficient for the validity of the proof) is that every clause in I(f ) that contains a head and a subgoal from the same strong
component of Gf is a quadratic clause (cannot contain any additional literals). Thus E(ti) for a clause of type B consists
(as before) only of quadratic clauses which represent arcs inside the strong component entering the head of Ci. This last
observation also proves the ‘‘mixed’’ disjointness of sets E(ti) for every pair of clauses of type A and B. 
8. Conclusions
The main results of this paper are presented in Sections 5–7. Section 5 introduces the notion of an exclusive set of
implicates of a Boolean function and derivesmany properties that these sets possess. Themost important property is proved
in Theorem5.5. Loosely speaking, given two different CNF representationsC1 andC2 of a Boolean function f and an exclusive
set X of implicates of f , the set of implicates in C1 that belong to X and the set of implicates in C2 that belong to X
represent the same subfunction of f . Given X, this subfunction is uniquely defined, and it is called the X-component of
f (or an exclusive component of f ifX is clear from the context). The properties of exclusive components are summarized in
Corollaries 5.7 and 5.8. The above results have a nice application in Booleanminimization. Indeed, ifX is an exclusive set and
C is the input CNF for the minimization problem, one can extract the sub-CNF which represents theX-component of f , find
its shortest CNF representation, and then insert this new sub-CNF back into the input CNF. That suggests a decomposition
approach for minimization algorithms. Whenever one can find an exclusive subset of clauses of a given function or several
pairwise disjoint exclusive subsets of clauses of a given function, it is possible to decompose the minimization problem,
solve the subproblems separately, and then compose the obtained solutions back together. This approach is used by the
authors of this paper in a manuscript (currently available as a research report [4]) for a polynomial time minimization of a
subclass of Horn functions which properly includes the classes of quadratic, acyclic, and quasi-acyclic Horn functions.
Section 6 then introduces the notion of an essential set of implicates of a Boolean function. The main results presented in
Theorems 6.6 and 6.15 state a nice duality (or orthogonality) between representations of a function f and essential sets of
implicates of f . A set of clauses represents f if and only if it intersects every nonempty essential set of f . On the other hand,
a set of clauses is essential only if it intersects all representations. Moreover, if a set of clauses intersects all representations
and is minimal with this property, then it is essential. A simple corollary of these results provides the following lower bound
on the length of CNF representations: given k pairwise disjoint nonempty essential sets of implicates of f , it is clear that
every CNF representation of f contains at least k clauses. We pose a question (Question 6.13) for which classes of functions
this lower bound is tight, i.e. for which classes of functions the number of clauses in a shortest representation always equals
the maximum number of pairwise disjoint nonempty essential subsets of implicates. There are two natural open problems
connected to this question:
(1) Are there any classes of functions for which (f ) = σ(f ) and computing this number is hard? Note that for all the classes
we know for which (f ) = σ(f )we can compute this number in polynomial time.
(2) What is the complexity of computing (f ) in case (f ) < σ(f )?
Finally, in Section 7 we give an affirmative answer to Question 6.13 for the classes of quadratic, acyclic, and quasi-acyclic
Horn functions. It should be noted that these results can be easily extended to the corresponding subclasses of renameable
Horn functions. Given a Horn CNF C, one can in linear time decide whether C is renameable Horn, and if so, output a set S
of variables, such that switching (complementing) the variables in S produces a Horn CNF. In case this CNF falls into one of
the above mentioned subclasses of Horn functions, one can find the appropriate Boolean vectors defining disjoint essential
families as described in Section 7. After complementing the components of these vectors that correspond to the set S, one
obtains disjoint essential sets of implicates of the original function. This observation also implies that Question 6.13 has an
affirmative answer for the entire class of quadratic functions as it is well known that a quadratic CNF is either renameable
Horn or identically zero, the latter being a trivial case in which there are no prime implicates and hence also no nonempty
essential sets.
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