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Con il termine di image processing si intende la processazione di immagini utiliz-
zando operazioni matematiche in cui l'input è un'immagine, come ad esempio un
frame di una fotograﬁa o di un video. L'output può essere ancora un'immagine
o un set di caratteristiche o parametri relazionati all'immagine. Questa parti-
colare tecnica è molto importante, in quanto può essere applicata a molteplici
campi, dall'automazione industriale all'intrattenimento, alla videosorveglianza.
Scopo di questa tesi è realizzare un sistema composto da una macchini-
na dotata di una webcam che, tramite image processing, raggiunge un target
(identiﬁcato in una pallina arancione) parzialmente nascosto da un ostacolo, che
è in grado di aggirare con un angolo di sterzata più o meno ampio in base alle
informazioni relative alla distanza dell'ostacolo ed alla visibilità della regione di
incertezza creata intorno al target, entrambe fornite dall'algoritmo creato. La
regione di incertezza rappresenta tutte le probabili posizioni in cui il target si
potrebbe trovare, con una probabilità che aumenta all'aumentare della visibilità.
Figura 1: Macchinina
Il livello di visibilità di un oggetto in un punto può essere inizialmente de-
ﬁnito come l'esistenza o meno di una linea, detta Line Of Sight (LOS), che
congiunge il suddetto punto e l'oggetto. La presenza di un ostacolo tra questi
due determinerà la non esistenza della LOS. Questo modo però è troppo sempli-
cistico per rappresentare il livello di visibilità necessario per lo scopo di questa
tesi; per questo motivo è stata deﬁnita una regione di incertezza attorno all'og-
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getto, nel caso in questione la pallina, che dia un'informazione probabilistica sul
livello di visibilità.
Figura 2: Visibilità in assenza ed il presenza di un ostacolo
Ad esempio, nel caso in cui non ci sia la presenza di ostacoli, tutte le LOS
relative alla regione di incertezza varranno 1, garantendo così una piena visibi-
lità, che avrà valore unitario; al contrario, se la pallina è parzialmente dietro ad
un ostacolo, che la copre nella sua parte destra, le LOS di destra varranno 0, ed
il valore della visibilità sarà compreso tra 0 ed 1, in base al grado di copertura
della pallina. Se si deﬁniscono delle possibili posizioni della webcam, a sinistra,
a destra, in alto o in basso di 20 cm, si potranno sfruttare ulteriori informazioni
riguardanti la visibilità della pallina: in questo caso, spostandosi sulla sinistra, si
avrà un aumento della visibilità. Si determina così un gradiente di visibilità che
sarà maggiore o minore quando la visibilità sarà maggiore o minore. Il gradiente
si traduce in una variazione di angolo che indica in maniera proporzionale di
quanto la macchinina dovrà girare per evitare l'ostacolo ed ottenere una piena
visibilità della pallina.
Tramite calibrazione della webcam si avranno a disposizione i suoi parametri
instrinseci che serviranno per una stima in real time della distanza tra la webcam
e la pallina, e tra la webcam e gli ostacoli che risiedono nell'ambiente circostante.
Il punto di forza di questa tesi sta nel fatto che viene utilizzato un sistema
di visione monoculare, grazie al quale si riesce ad avere una buona stima della
distanza e si riesce a determinare una mappa di visibilità in real-time che stabi-
lisce se si è in presenza o meno di un ostacolo, permettendo alla macchinina di
aggirarlo. L'algoritmo creato riceve, tramite seriale collegata al microcontrollore
principale, dei pacchetti di dati contenenti gli eﬀettivi valori degli angoli di roll,
pitch e yaw dovuti agli ammortizzatori, che vengono stimati dalla IMU montata
sulla macchinina. Questi valori compenseranno quelli errati che non tengono
conto degli angoli, che fornirebbero così una stima non fedele della distanza.
Si sa che per avere una percezione tridimensionale di una scena si ha bisogno
di due immagini che mostrano lo stesso soggetto da due posizioni leggermente
diﬀerenti. È il caso della vista umana: al cervello arrivano due immagini, leg-
germente diverse tra loro (nè troppo nè troppo poco), provenienti da ciascun
occhio. La sottile diﬀerenza tra le due immagini è dovuta al fatto che gli occhi
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ﬁssano la scena da due posizioni diﬀerenti (circa 6 cm), e proprio questa dif-
ferenza crea una percezione di tridimensionalità dello spazio. Grazie a questa
tecnica è relativamente semplice ricostruire la tridimensionalità di un'immagine
se si hanno a disposizione due videocamere poste ad una certa distanza tra loro,
che puntano la stessa scena. Inoltre sarebbe semplice determinare geometrica-
mente la distanza dell'oggetto dalle due webcam. La situazione si complica se
si ha una sola videocamera, in quanto si ha a disposizione una sola immagi-
ne. L'algoritmo creato sfrutta l'utilizzo di una sola videocamera e determina
una stima abbastanza precisa della distanza di un qualsiasi oggetto presente sul
terreno, permettendo alla macchinina di aggirarlo. Inoltre sarà possibile eﬀet-
tuare la detection della pallina arancione grazie all'aiuto della libreria OpenCV,
elaborando ogni singolo frame del ﬂusso video.
1.1 Strumenti utilizzati
Per la creazione di questa tesi è stato utilizzato il linguaggio C++ in ambiente
Linux e Matlab, e verranno utilizzate le librerie OpenCV, ottimo strumento per
l'elaborazione e la manipolazione delle immagini. Il microcontrollore STM-32
(autopilota) è servito per la lettura dei valori degli angoli di roll, pitch e yaw
forniti dalla IMU Sparkfun, solidale con la webcam, e per la lettura del program-
ma necessario per il movimento della macchinina. Il microcontrollore Odroid
U3+ permette l'esecuzione dell'algoritmo creato, ed è collegato con l'autopilota
tramite seriale, e con la webcam.
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2 La libreria OpenCV
OpenCV (Open Source Computer Vision) è una libreria open-source compo-
sta da oltre 500 funzioni per l'analisi di immagini e video, che riguarda la
computer vision e può girare su Linux, Windows e Mac OS X. Il linguag-
gio di programmazione principale è il C++, ma si può utilizzare anche il C
e Python. Il fatto che sia open-source rende possibile migliorare continua-
mente l'implementazione da parte di qualsiasi utente, che potrà correggere
bug, aggiungere nuove funzioni e scrivere nuovo codice, a beneﬁcio di tut-
ti. E' possibile scaricare gratuitamente la libreria dal sito della SourceForge
(http://sourceforge.net/projects/opencvlibrary), dal quale è possibile eﬀettua-
re il download di qualsiasi versione. In questa tesi è stata utilizzata la versione
2.4.9, disponibile per i sistemi Linux. Nei sistemi Linux sarà possibile installare
OpenCV tramite cmake, compilando e buildando il pacchetto.
Figura 3: Librerie di OpenCV
La struttura di OpenCV è suddivisa in vari moduli, ognuno dei quali ha delle
funzionalità speciﬁche. Di seguito i più importanti:
• CV: contiene tutte le funzioni per il processamento e l'analisi delle imma-
gini (image processing), la calibrazione ed il tracking;
• CXCORE: contiene la deﬁnizione di tutte le strutture dati e le funzioni per
gestire immagini e video (strutture di tipo immagine o matrice, funzioni
per la manipolazione di vettori o che regolano la gestione della memoria);
• HighGUI: fornisce gli strumenti per eﬀettuare operazioni di I/O sulle im-
magini e sui video, come ad esempio il caricamento o il salvataggio di
immagini e ﬁlmati, l'acquisizione del ﬂusso video da una webcam, o la
creazione di ﬁnestre per visualizzare su schermo le immagini;
• ML (Machine Learning): contiene molte funzioni sul Machine Learning ed
il pattern recognition, come ad esempio il clustering e la classiﬁcazione;
• CVCAM: contiene le interfacce per le webcam;
• CVAUX: contiene algoritmi sperimentali per scopi quali segmentazione,
sottrazione del background, modelli HMM, ecc.
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Le librerie OpenCV, grazie alle loro funzioni, permettono di gestire tutto quello
che riguarda le immagini, come il caricamento o il salvataggio, la conversione
dei formati, la modiﬁca, il ﬁltraggio, e molte altre azioni. Un'immagine digitale
è rappresentata da una matrice costituita da MxN pixel, ognuno dei quali ha
un valore compreso nell'intervallo [0, 2k−1], dove k è il numero di bit usato per
codiﬁcarlo. Ogni pixel ha la sua luminosità ed il suo colore: se si prende ad
esempio un'immagine ad 8 bit in scala di grigi, ogni pixel avrà 256 possibili
valori di grigio; se si ha un'immagine a colori invece, ogni pixel corrisponde ad
una terna ordinata di interi (R,G,B), dove R, G e B rappresentano rispettiva-
mente le intensità di rosso, verde e blu, ed assumono valori compresi tra 0 e 255.
La completezza delle librerie OpenCV ha permesso di utilizzare alcuni dei suoi
algoritmi per gli argomenti aﬀrontati in questa tesi. Innanzitutto occorre preci-
sare che tutte le funzioni OpenCV sono caratterizzate da un unico preﬁsso cv,
per distinguerle dalle funzioni delle altre librerie, mentre i nomi delle strutture
hanno il preﬁsso Cv, eccetto l'IplImage. Di norma i nomi delle funzioni hanno
la forma cv<ActionName><Object>, in cui ActionName rappresenta l'azione
principale della funzione, mentre Object è l'oggetto su cui avviene l'azione; in
alcuni casi le funzioni hanno il nome dell'algoritmo che implementano, come ad
esempio cvCanny.
2.1 Strutture dati
Di seguito verranno descritte alcune strutture dati che OpenCV utilizza.
2.1.1 CvArr
Buona parte delle funzioni a disposizione esegue operazioni su strutture dati di
tipo cvArr diverse tra loro, come ad esempio le immagini IplImage, le matrici
Mat e le liste dinamiche CvSeq. Ad esempio, nella funzione void cvInRange(const
CvArr* src, const CvArr* lower, const CvArr* upper, CvArr* dst), i parametri
src, lower, upper e dst possono denotare una matrice o un'immagine.
2.1.2 IplImage
IplImage è l'acronimo di Image Processing Library Image, cioè il formato stan-
dard che Intel utilizza per rappresentare un'immagine. Grazie a questa struttura
dati si possono gestire le immagini e tutto ciò che le riguarda, come ad esempio
il caricamento ed il salvataggio, il ﬁltraggio, l'elaborazione, la visualizzazione,
ecc. È possibile deﬁnire immagini con origine sia top-left sia bottom-left ; inoltre
la sua struttura è composta dall'image header, che contiene informazioni qua-
li le dimensioni dell'immagine, la larghezza, l'altezza, il numero dei canali, la
profondità in bit e così via.
2.1.3 CvScalar
Utilizzato quando si ha a che fare con valori scalari, questa struttura dati è
composta da un array costituito da quattro elementi di tipo double. È utile per
le tipiche operazioni aritmetiche, ma anche nelle operazioni di accesso ai singoli
pixel di un'immagine.
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2.2 Struttura di un'immagine
Lo studio della struttura di un'immagine è fondamentale per capire come poter
applicare gli algoritmi che permettono di elaborare ed interpretare l'immagine.
L'estrazione dei punti di riferimento viene eﬀettuata tramite un algoritmo di
edge detection (che seleziona i bordi presenti nell'immagine). Prima di tutto
bisogna distinguere gli edge dai corner, tenendo sempre a mente, da ora in poi,
che l'immagine a cui ci si riferisce è rappresentata in scala di grigi, cioè ad un
solo canale, in quanto le informazioni strutturali non vengono modiﬁcate.
2.2.1 Edge e corner in un'immagine
Per rappresentazione digitale di un'immagine si intende una struttura che ha un
numero ﬁnito di elementi, ad ognuno dei quali viene associato un determinato
valore dipendente dall'intensità di grigio al suo interno. Nella foto della ﬁgura 4
sono stati estrapolati tre pixel diﬀerenti, ognuno dei quali ha una distribuzione
di intensità di grigio diversa.
Figura 4: Vengono scelte tre zone con strutture diverse
La zona che fa parte dello sfondo viene chiamata featureless ed è caratteriz-
zata da valori uniformi di intensità; se invece la zona presenta una discontinuità
nella funzione di distribuzione, allora tale zona può essere deﬁnita edge se si ha
una discontinuità in una sola direzione, corner se si ha una discontinuità in due
direzioni.
Edge e corner, a meno di casi estremi, sono intrinsecamente invarianti alle
condizioni di illuminazione, per cui una discontinuità sui valori di intensità di
un'immagine rimarrà tale anche al variare di tali condizioni.
2.3 Edge detection
Gli edges, come già detto, sono caratterizzati da bruschi cambiamenti su un'im-
magine che indica i conﬁni o altre caratteristiche. Il rilevamento dei bordi è di
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Figura 5: Pixel estratti dalla foto. In (a) c'è una zona featureless, in (b) un
edge, in (c) un corner
vitale importanza nella computer vision nel compiere diverse operazioni, quali
la segmentazione, la modellazione degli oggetti, ecc. La ﬁgura 6 mostra una
porzione di due immagini la cui intensità varia lungo la parte orizzontale; la
funzione di intensità di ogni pixel e le sue derivate sono fondamentali per il
rilevamento degli edges.
Figura 6: Edges e le derivate della loro intensità
Tra i vari metodi di edge detection si ricordano i seguenti:
• Sobel, Prewitt & Roberts: gli edges vengono trovati calcolando il gradien-
te della luminosità dell'immagine in ciascun punto, trovando la direzione
lungo la quale si ha il massimo incremento possibile dal chiaro allo scu-
ro, e la velocità con cui avviene il cambiamento lungo questa direzione;
il gradiente della luminosità dell'immagine, che si riferisce a ciascun pun-
to dell'immagine, è un vettore bi-dimensionale le cui componenti sono le
derivate del valore della luminosità in direzione orizzontale e verticale.
In ciascun punto dell'immagine questo vettore gradiente punta nella di-
rezione del massimo possibile aumento di luminosità, e la lunghezza del
vettore corrisponde alla rapidità con cui la luminosità cambia spostandosi
in quella direzione;
• Laplaciano della Gaussiana: combina l'eﬀetto del ﬁltro Gaussiano (per
appiattire i livelli di grigio) con quello dell'operatore Laplaciano (per esal-
tare i bordi), e successivamente, considerando le derivate seconde, sfrutta
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i passaggi per lo zero (zero-crossing) per individuare la posizione delle
discontinuità;
• Canny: metodo che soddisfa tre particolari criteri di performance: buon
rilevamento (l'algoritmo deve individuare e "marcare" quanti più contorni
possibile nell'immagine), buona localizzazione (i contorni marcati devono
essere il più vicini possibile ai contorni reali dell'immagine) e risposta
minima (un dato contorno dell'immagine deve essere marcato una sola
volta). Viene usato un ﬁltro basato sulla derivata prima di una gaussiana.
I massimi locali del gradiente dell'immagine vengono poi identiﬁcati come
edges. Vengono deﬁnite due soglie, una bassa ed una alta, che vengono
confrontate con il gradiente in ciascun punto per identiﬁcare edges forti e
deboli. Vengono accettati solo gli edges forti e gli edges deboli che sono
contigui a quelli forti. Questo metodo è il meno suscettibile al rumore
rispetto agli altri due, in quanto viene distinti gli edges forti da quelli
deboli.
2.4 Corner detection
I corners sono features locali nell'immagine identiﬁcati da larghe variazioni di
intensità sia lungo l'asse x sia lungo l'asse y, che possono essere utilizzati in varie
applicazioni (tracking del moto, recupero di immagini) in quanto sono le features
più aﬃdabili su un immagine in termini di mancanza di ambiguità. Il moto in un
corner è molto distinto ed inoltre i corners sono anche usati nella ricostruzione
di buona parte di oggetti anche se approssimata. Le corrispondenze dei punti
sono necessarie per la computazione dell'omograﬁa e della geometria epipolare
di una scena. I corners vengono identiﬁcati grazie all'utilizzo delle derivate della
funzione di intensità dei pixel, sia lungo l'asse x sia lungo l'asse y. Gli algoritmi
più utilizzati per la rilevazione dei corners sono quelli KLT e di Harris.
2.5 Image segmentation
Con image segmentation si intende il processo per cui è possibile distinguere gli
oggetti in un'immagine dallo sfondo, per poi essere successivamente identiﬁcati
come ostacoli. Ci sono varie tecniche che possono essere utilizzate:
• Metodi edge-based: dipendono dall'abilità del sistema a rilevare i contorni
degli oggetti. Tutti i pixel che sono racchiusi all'interno delle linee che
delimitano ogni contorno vengono identiﬁcati come un singolo oggetto. Se
l'immagine è sfocata allora possono presentarsi dei problemi dovuti alle
linee del contorno incomplete;
• Tecniche di sogliatura: riescono a distinguere gli oggetti dallo sfondo solo
se il valore dell'intensità dei pixel è al di fuori di una certa soglia che
identiﬁca lo sfondo; in questo caso quei pixel vengono identiﬁcati come
oggetti, in quanto non rientrano nel range di intensità che rappresenta
lo sfondo. Anche questo metodo presenta dei problemi se l'immagine è
sfocata. Inoltre bisogna conoscere a priori lo sfondo, in modo da deﬁnire
i valori di soglia relativi all'intensità;
• Metodi range-based: viene operata una prima segmentazione dell'imma-
gine, con regioni connesse tra loro mirate a raggruppare i pixel vicini che
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hanno intensità simili. Due regioni adiacenti possono essere fuse insieme
in base a quanto sono simili o in base a quanto sono marcati i conﬁni
di entrambe. La fusione di due regioni può provocare una segmentazione
errata, quindi è bene deﬁnire bene i criteri di fusione di più regioni.
In questa tesi è stato utilizzato il metodo edge-based; il ﬁltro di Canny rileva i
contorni degli oggetti presenti nell'immagine in scala di grigi, opportunamente
ﬁltrata tramite i ﬁltri blur e bilateralFilter. Successivamente viene fatta una
ricerca, dal basso verso l'alto, del primo pixel in cui è stato riscontrato un edge,
per tutta la larghezza dell'immagine. In questo modo si riesce a determinare una
linea che separa il terreno (che deve essere uniforme) dal resto dell'immagine,
quindi da eventuali ostacoli collocati sul pavimento.
2.6 Find contours
Un contorno è una curva che unisce tutti i punti continui che hanno lo stesso
colore o intensità. Il principale metodo che rileva i contorni è quello del ﬁndCon-
tours, utilizzato su immagini binarie (in bianco e nero) per analizzare le forme,
rilevare e riconoscere gli oggetti, i quali saranno bianchi su sfondo nero. Le
coordinate dei contorni rilevati vengono salvate in un vettore di punti contours,
mentre la gerarchia dei contorni trovati, che dipende dai contorni che a loro
volta stanno all'interno di altri contorni, viene memorizzata nel vettore di interi
hierarchy. Si possono scegliere due diﬀerenti metodi di approssimazione riguar-
danti il salvataggio dei punti dei contorni trovati, CHAIN_APPROX_NONE
e CHAIN_APPROX_SIMPLE : il primo salva tutti i punti che circoscrivono la
forma trovata, il secondo invece salva in maniera "intelligente" i punti necessari
a deﬁnire una forma, come si può vedere in ﬁgura:
Figura 7: Primo e secondo metodo di approssimazione
2.7 Funzioni utilizzate
Le funzioni principali che sono state utilizzate sono organizzate in funzioni di
disegno (che permettono di disegnare sulle immagini in input) e funzioni di
ﬁltraggio (tra cui quelle morfologiche che permettono di acquisire informazioni
relative alla struttura geometrica dell'immagine, come le forme di una regione):
• cvCaptureFromCAM(0): apre la webcam;
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• resize(src, dst, cv::Size(width, height)): setta la risoluzione dell'immagine
src;
• cvQueryFrame(): preleva il frame dalla fonte video;
• cvtColor(src, dst, CV_BGR2GRAY): converte l'immagine src a colori in
una dst in scala di grigi;
• blur(src, dst, Size(n,n)): sfoca l'immagine src; è utile per la rimozione del
rumore, ma sfoca anche i contorni;
• bilateralFilter(src, dst, d, sigmaColor, sigmaSpace): molto utile per la
rimozione del rumore; inoltre mantiene i contorni limpidi;
• Canny(src, dst, lowThreshold, lowThreshold*ratio, kernel_size): ricono-
sce e marca i contorni dell'immagine src in scala di grigi, salvandola in
dst ;
• createTrackbar(trackbarname, winname, value, count, TrackbarCallback
onTrackbar=0, void* userdata=0): crea una trackbar di nome trackbarna-
me all'interno della ﬁnestra winname, che ha un puntatore ad una variabile
intera value che rappresenta la posizione del cursore, il cui valore ﬁnale è
deﬁnito da count ; inﬁne viene chiamata la funzione onTrackbar ;
• cvNamedWindow("window", 1): crea una ﬁnestra window dove verrà vi-
sualizzata l'immagine;
• line(src, pt1, pt2, color, 1): disegna sull'immagine src una linea di colore
color che parte dal punto pt1 e ﬁnisce al punto pt2 ;
• imshow("window", image): mostra l'immagine image nella ﬁnestra win-
dow ;
• dilate(thresh,thresh,dilateElement): riceve in ingresso un'immagine bina-
ria, in questo caso l'immagine ﬁltrata in cui i pixel bianchi rappresentano
il colore della pallina isolato dalla funzione cvtColor, ed i pixel neri rap-
presentano il restante backgroud. Allarga gradualmente i contorni delle
regioni relative ai pixel bianchi, in modo tale che la loro area aumenti
di dimensione, mentre i buchi all'interno di queste regioni diventano più
piccoli;
• erode(thresh,thresh,erodeElement): applica il comportamento opposto al-
l'operatore erode, cioè erode i contorni delle regioni relative ai pixel bian-
chi, in modo tale che la loro area diminuisca di dimensione, mentre i vuoti
all'interno di queste regioni diventano più grandi;
• ﬁndContours(temp,contours,hierarchy,CV_RETR_CCOMP,CV_CHAIN_APPROX_SIMPLE):
trova i contorni di un'immagine in base ad una determinata approssima-
zione. Il numero dei contorni trovati viene memorizzato in hierarchy ;
• drawContours(objects,img,temp,contours,hierarchy): disegna il proﬁlo di
ogni contorno trovato sull'immagine;
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• circle(img,Point(XPos,YPos),5,Color): disegna sull'immagine un cerchio
che ha il centro nelle coordinate dell'oggetto, dando la possibilità di sce-
gliere un colore;
• putText(img,XPos + " , " + YPos,Point(XPos,YPos+20),1,1,Color): di-
segna una stringa di testo sull'immagine, dando la possibilità di scegliere
le coordinate del punto dove poterla posizionare.
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3 Calibrazione della webcam
In questo capitolo verrà eﬀettuata l'operazione di calibrazione della webcam.
Con il termine calibrazione si intende l'estrazione del piano di terra nel riferimen-
to scelto ed una serie di parametri che serviranno per la successiva elaborazione.
I parametri che verranno utilizzati sono quelli intrinseci e sono:
• la lunghezza focale (f0)
• il centro dell'immagine (cc)
• il fattore di distorsione radiale (k)
Il metodo più semplice per calibrare una webcam è quello di inquadrare una
scacchiera di dimensioni note posta sul piano di terra. Prima di illustrare det-
tagliatamente la procedura, verrà introdotto il modetto della camera oscura
(pinhole model).
3.1 Pinhole model
Figura 8: Pinhole Model
Si consideri una scatola chiusa in cui verrà applicato un piccolo foro su una
delle sue superﬁci. Si indichi con F il piano in cui è presente il foro. Se si
pone un oggetto (ad esempio una candela) davanti al piano F (piano focale), ci
saranno dei raggi luminosi che entreranno nel foro, formando sul piano I (piano
immagine) l'immagine invertita della candela. La distanza tra i due piani si
chiama distanza focale f . Il centro ottico invece è il punto dove è stato praticato
il foro, mentre l'asse ottico è dato dalla retta normale al piano passante per il
foro. Inﬁne la proiezione percettiva è data dalla proiezione invertita dell'oggetto
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sul piano immagine. Adesso si supponga di ﬁssare un sistema di riferimento di
assi cartesiani X Y Z avente centro Oc coincidente con il centro ottico. Si prenda
l'asse X ortogonale al piano individuato dall'asse ottico e da Y. Si prenda un
qualsiasi punto P dell'oggetto, il cui vettore che esprime la sua posizione nel




. La proiezione di P
























 = − fo
Zp
X¯p
Un metodo più comodo nel rappresentare la proiezione dell'oggetto è dato dalla
proiezione dello stesso sul piano immagine non invertito, in maniera tale da
avere una rappresentazione dell'oggetto non ribaltata. Il piano immagine non
invertito, che è parallelo al piano focale e di conseguenza al piano immagine,
è posto ad una distanza fo dal centro ottico, tra il centro ottico e l'oggetto.
Se si chiama x¯p il vettore che individua il punto p, proiezione di P sul piano













Dividendo l'ultima equazione per la lunghezza focale (nota dopo la calibrazione
della webcam), si determinano le coordinate normalizzate del punto immagine








In questo modo si trova una relazione tra il vettore che individua un punto P
nella realtà ed il corrispondente vettore che individua la proiezione di P sul
piano immagine.
Adesso si consideri un altro punto p nell'immagine in pixel, di coordinate
in pixel note xp = (xp, yp); si vuole determinare la sua posizione nel sistema di
riferimento (Oc, X, Y, Z). Si consideri inoltre un sistema di riferimento di assi
cartesiani (Op, Xp, Yp) solidale con il piano immagine. Quindi le coordinate del
pixel xp si riferiscono a quest'ultimo sistema di riferimento. Le coordinate xp
ed yp spaziano in un range di valori rispettivamente ∆x e ∆y, questi ultimi dati
dalla risoluzione delle immagini. Se ad esempio la risoluzione di un'immagine


















Un altro parametro intrinseco che si può trovare dalla calibrazione della
webcam è il centro dell'immagine cc, deﬁnito come l'intersezione dell'asse ottico
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Figura 9: Rappresentazione di un punto 3D nel sistema di riferimento 2D
identiﬁcato dal piano immagine
con il piano immagine. Di solito si approssima questo punto cc con il centro
geometrico dell'immagine:







Cambiando il centro del sistema di riferimento (Op, Xp, Yp) in maniera tale da
far coincidere Op con cc, si può esprimere xp come:
x′p = (xp − cx, yp − cy) (3.2)
Per cui il punto p nel sistema di riferimento (Oc, X, Y, Z) associato al pixel xp
sarà identiﬁcato dal seguente vettore:
x¯p =
xp − cxyp − cy
f
 (3.3)










La normalizzazione rende adimensionale x¯pn: un pixel viene rappresentato come
un quadratino di lato l, e la sua risoluzione è la lunghezza ﬁsica associata ad l
(ad esempio l può valere 1mm); ma dividendo per la lunghezza focale, anch'essa
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espressa in pixel, allora si ottengono grandezze che non sono più legate alle
dimensioni ﬁsiche del pixel. Questo fa sì che x¯pn sia equivalente alla relazione
espressa dalla (1).Pertanto dalla (4) si ricavano le coordinate normalizzate del
pixel xp(xp, yp) nel sistema di riferimento (Oc, X, Y, Z).
Un terzo parametro intrinseco è dato dal fattore di distorsione radiale k,
dovuto a piccole imperfezioni nelle lenti ed al loro allineamento, che deforma
l'immagine soprattutto in prossimità dei suoi bordi.
3.2 Calibrazione vera e propria
Come già detto, la calibrazione della webcam serve per stimare i parametri
instrinseci (lunghezza focale, centro dell'immagine e fattore di distorsione ra-
diale). La procedura è molto semplice: basta porre una scacchiera di forma
nota sul piano di terra, e l'algoritmo di calibrazione cattura una serie di im-
magini di quest'ultima, in particolare nel momento in cui la scacchiera è vicino
ai vari bordi dell'immagine. Successivamente vengono confrontate le immagini
catturate (cioè le proiezioni dei vertici della scacchiera sul piano immagine) con
le conoscenze che abbiamo a priori della scacchiera (ad esempio le dimensioni




Il microcontrollore è un dispositivo elettronico integrato su un unico chip, pro-
gettato per interagire direttamente con il mondo esterno tramite un programma
che risiede nella propria memoria interna e grazie a dei pin che il programma-
tore può conﬁgurare. È disponibile in 3 diﬀerenti fasce di capacità elaborativa,
che dipendono dall'ampiezza del bus dati: 8 bit, 16 bit e 32 bit. A diﬀerenza
del microprocessore, sul cui chip è integrata solo la logica di elaborazione men-
tre lo scambio delle informazioni e l'interazione con l'esterno avviene tramite
unità esterne come dispositivi periferici e memorie, il microcontrollore è un si-
stema completo, e sul suo unico chip sono integrati il processore, la memoria
permanente e quella volatile, i canali (pin) di I/O, ed altri blocchi specializzati.
Inoltre i programmi applicativi vengono memorizzati su un dispositivo di me-
moria ROM (ad esempio una EPROM), quindi è come se fossero ﬁrmware. Uno
dei tanti pregi del microcontrollore è dato dal fatto che dissipa poca potenza,
consuma poco ed è più economico rispetto al microprocessore. Riassumendo, la
struttura del microcontrollore è la seguente:
• Unità di elaborazione: CPU;
• Memoria di programma: ROM, EPROM, FLASH;
• Memoria dati: Ram ed EEPROM;
• Oscillatore interno o esterno;
• Porte di I/O conﬁgurabili;
• Moduli aggiuntivi:
- Contatori e timer
- Moduli di comunicazione; USART, I2C, SPI, USB, Ethernet, Wi-Fi,
ecc;
- Interfacce analogiche o a tecnologia mista: ARC, DAC, PWM, ecc;
- Interfacce di visualizzazione e controllo: LCD, Touchsensor.
Tra le varie marche di microcontrollori ne è stato utilizzato uno, l'STM32, che
contiene l'algoritmo di guida della macchinina e dà i comandi ad i suoi motori,
ed altri due, il Raspberry Pi e l'ODROID per l'algoritmo creato; il Raspberry
Pi si è rivelato troppo poco potente e performante per il lavoro di questa tesi,
per cui si è deciso di utilizzare Odoid.
4.1 STM32
Microcontrollore (autopilota) creato da STMicroelectronics, viene utilizzato per
eseguire l'algoritmo di guida della macchinina e, dopo aver ricevuto i valori di
velocità desiderata e di angolo di sterzata, comanda i motori relativi allo sterzo
ed al throttle.
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Figura 10: Raspberry Pi
4.2 Raspberry Pi
Il Raspberry Pi è un microcontrollore implementato su una sola scheda elettro-
nica, delle dimensioni di una carta di credito, economica, inizialmente utilizzata
nelle scuole per stimolare l'insegnamento di base dell'informatica e della pro-
grammazione. Esistono 2 tipologie di microcontrollori Raspberry, A e B, che si
distinguono per qualche piccola diﬀerenza.
Componenti hardware Il processore ha un'archittettura ARM (Advanced
RISC Machine), e predilige lo sviluppo di un'architettura semplice e lineare,
utilizzando un insieme di istruzioni ridotte per computer (RISC (Reduced In-
struction Set Computer), data la minore tempistica di esecuzione delle istruzioni
rispetto all'architettura CISC (Complex Instruction Set Computer), tipica della
maggior parte dei personal computer, che utilizzano l'architettura x86 di Intel
o AMD.
Memoria La memoria totale disponibile è di 256/512 Mb Ram a seconda
del modello A/B, ed è suﬃciente per avere ottime prestazioni. Grazie al si-
stema operativo montato sulla scheda (GNU/Linux) ho una ottimizzazione del
processore e della memoria, con uno spreco minore di risorse.
Porte Usb Il modello B della Raspberry ha due porte Usb. Eventualmen-
te è possibile utilizzare un Hub Usb per avere la possibilità di collegare altri
dispositivi usb.
Collegamento video e audio L'uscita video può essere direttamente colle-
gata ad un monitor:
• tramite cavo con ingresso HDMI, completamente digitale ad alta velocità,
che permette di trasmettere il segnale audio e video su un unico cavo;
• tramite connettore RCA giallo che combina in modo analogico i tre segnali
RGB (Red, Green, Blue) del segnale video, mentre i cavi bianco e rosso
portano i due segnali audio (right/left) su un jack standard da 3, 5 mm;
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• tramite ingresso DVI, utilizzando un adattatore HDMI-DVI.
Inoltre sulla scheda sono presenti due connettori:
• connettore DSI (Digital Serial Interface), che rappresenta un'interfaccia
video utilizzata nei monitor a schermo piatto di tablet e smartphone;
• connettore CSI (Camera Serial Interface), utilizzato per collegare una
webcam.
SD Card E' l'unico supporto di memorizzazione, necessaria per il funziona-
mento della Raspberry, in quanto su questa viene installato il sistema operativo
e vengono salvati i dati non volatili.
Collegamento alla rete Il modello A non ha alcun collegamento alla rete,
per cui è necessario avere un adattatore Usb-Ethernet o wireless Usb da collegare
ad una porta usb Il modello B ha un'uscita Ethernet Rj45 per una collegamento
cablato alla rete
Periferiche di basso livello La scheda ha 26 pin di GPIO (General Purpose
Input/Output), presenti sul circuito stampato, e tramite questi si può collegare
il dispositivo con circuiti elettronici esterni, come led o switch, o di far interagire
il Raspberry con altri dispositivi, come l'Arduino. Ci sono 26 piedini maschi,
disposti su due ﬁle di 13. La funzionalità di ogni singolo pin cambia a seconda
della revisione hardware del dispositivo. Il comando da utilizzare per veriﬁcare
il numero di revisione hw del proprio dispositivo è cat /proc/cpuinfo. Sul si-
to uﬃciale www.raspberry.org vengono indicati i codici di revisione in base al
modello.
Alimentazione Grazie al ridotto insieme di istruzioni del microprocessore si
ha un basso assorbimento di potenza. Il dispositivo può operare con un'alimen-
tazione a 5V ed 1A di corrente, il che comporta una bassa produzione di calore,
evitando così la presenza di un sistema di raﬀreddamento.
Sistema operativo A causa dell'incompatibilità dell'architettura ARM con
i tradizionali sistemi operativi come Microsoft Windows o Apple Mac Os, sul
Raspberry Pi è stato installato un sistema operativo "open source" basato su
GNU/Linux, modiﬁcato per adattarlo alle caratteristiche speciﬁche del disposi-
tivo, chiamato Raspbian (Raspberry Pi + Debian) wheezy (versione in test), in
cui si hanno a disposizione anche 35.000 pacchetti precompilati di software da
installare. In realtà ci sono vari sistemi operativi che possono essere installati
sul dipositivo, come ad esempio Arch Linux ARM, Pidora, RISC OS, Moebius,
e tanti altri.
4.3 ODROID U3+
Odroid U3+ è un microcontrollore che appartiene alla categoria di schede deno-
minata "single-board computer" progettata dalla Hardkernel Company. Infatti,
grazie alle sue caratteristiche tecniche, è possibile installare un sistema ope-
rativo desktop come ad esempio una qualunque distribuzione Linux. Il nome
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Figura 11: Odroid
"Odroid" deriva dalle parole "Open" e "Android", dato che utilizza un'architet-
tura hardware open source in grado di montare il sistema operativo Android. In
realtà però molte caratteristiche del progetto hardware non sono pubbliche ma
in possesso delle compagnie che hanno progettato la scheda. Inoltre la scheda è
usata in diversi ambiti che richiedono l'uso di un sistema operativo non mobile
(come lo è per l'appunto Android) ma desktop. Di seguito verranno descritte le
caratteristiche tecniche:
• CPU Exynos 4412 Prime quad-core a 1.7GHz;
• GPU Mali-400 MP4 quad-core a 533 MHz;
• 2GB di memoria RAM;
• MicroSD card slot e modulo eMMC;
• tre porte USB 3.0 e una porta Ethernet;
• porta micro HDMI;
• GPIO;
• UART, I2C, SPI;
• ADC.
4.4 IMU
L'IMU (Unità di Misura Inerziale) è un sistema elettronico formato da sensori
inerziali, quali accelerometri, magnetometri e giroscopi, che serve per stimare e
compensare tutti gli stati della navigazione ad un'elevata frequenza temporale.
A causa della loro natura meccanica ed elettrica, sono soggetti ad errori dovuti
alla non ortogonalità delle terne di sensori (che può essere corretta tramite
caibrazione), a disturbi o a rumori (che possono essere ridotti eﬀettuando più
volte la misura).
4.4.1 Accelerometro
Viene utilizzato per misurare l'accelerazione lungo gli assi x, y e z, la posizione o
l'inclinazione di un corpo. Il principio di funzionamento è dato dalla rilevazione
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Figura 12: IMU a 9 DOF
dell'inerzia di una massa quando questa viene sottoposta ad un'accelerazione.
Un elemento elastico mantiene la massa sospesa, mentre un sensore ne rileva lo
spostamento rispetto alla struttura ﬁssa del dispositivo. La massa, se sottoposta
ad un'accelerazione, si sposta dalla propria posizione di riposo in maniera pro-
porzionale all'accelerazione rilevata. Successivamente si ha una trasformazione
dello spostamento rilevato in un segnale da parte del sensore, che poi sarà a
disposizione dei sistemi di misura.
4.4.2 Giroscopio
È un dispositivo rotante che mantiene il suo asse di rotazione orientato in una
direzione ﬁssa, grazie al principio di conservazione del momento angolare. Vie-
ne utilizzato per controllare la stabilità, l'orientamento e l'inclinazione di un
oggetto, e misura la sua velocità angolare attorno ai tre assi cartesiani.
4.4.3 Magnetometro
È uno strumento formato da tre circuiti magnetoresistivi che misurano il campo
magnetico lungo tre direzioni perpendicolari dello spazio. A causa dei campi
magnetici esterni dovuti a batterie o campi indotti, è necessario eﬀettuare una
calibrazione che li compensi.
4.5 Funzionamento
L'autopilota è stato montato sulla macchinina, e tramite seriale I2C è stato
collegato all'IMU che si occuperà di stimare i valori degli angoli di roll, pitch
e yaw necessari per la stabilità del mezzo. L'IMU è stata montata in maniera
tale da essere solidale con la webcam. La seriale UART0 dell'Odroid viene aper-
ta per ricevere i valori di roll, pitch e yaw trasmessi dalla IMU; questi valori,
opportunamente codiﬁcati per essere mandati in pacchetti da 4 byte ciasuno,
verranno passati all'algoritmo di stima della distanza che li decodiﬁca e li uti-
lizza per compensare eventuali errori di assetto dovuti agli ammortizzatori della
macchinina. Allo stesso tempo, trasmette i valori della velocità e dell'angolo di
sterzata all'autopilota con lo stesso procedimento illustrato precedentemente.
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Figura 13: Modello di un accelerometro
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5 Stima della distanza
Si consideri una webcam posta ad altezza h dal terreno, che ha un horizontal
ed un vertical angle of view ottenuti dopo la calibrazione della webcam tramite
la seguente formula:










Un ostacolo posto sul terreno verrà identiﬁcato dalla webcam, e la sua posizione
verrà ricavata tramite l'angolo α, compreso tra l'asse ottico ed il segmento che
ha come estremi la webcam e l'ostacolo (lungo l'asse del piano immagine), e β,
compreso tra l'asse ottico ed il segmento che ha come estremi la webcam ed il







con u e v rispettivamente larghezza ed altezza dell'oggetto in pixel, image_width
ed image_height rispettivamente larghezza ed altezza dell'immagine in pixel.
Adesso si deﬁniscono i seguenti vettori, in coordinate camera {C}, rappre-
sentati in ﬁgura:






 ; Pc =
00
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e si determinano xT (che coincide con sia la distanza d dell'oggetto dalla web-





yT invece è dato da:
yT = d tan(α) = xT tan(α) = h
tan(α)
tan(β)
5.1 Presenza di un angolo di pitch θ
Se adesso si considera un angolo di pitch θ, dovuto agli ammortizzatori della













Figura 15: Angolo di pitch
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Tramite matrice di rotazione ci si sposta da coordinate camera a coordinate
inerziali:
CICV












 cos(θ) sin(θ) sin(φ) sin(θ) cos(φ)0 cos(φ) − sin(φ)
− sin(θ) cos(θ) sin(φ) cos(θ) cos(φ)















tan(β′) − cos(θ) sin(φ) tan(α
′)
tan(β′) + cos(θ) cos(φ)
)
Inﬁne si calcola la distanza xT dalla prima riga.
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6 Errore di misura
Adesso verrano presi in considerazione degli errori legati alle misurazioni di xT ,
yT , α′ e β′, e verranno rifatti i calcoli considerando questi errori (δxT , δyT , δα′,
δβ′). Il nuovo vettore V aﬀetto da errore sarà:
V err =
xT + δxTyT + δyT
−h





























 cos(θ + δθ) sin(θ + δθ) sin(φ+ δφ) sin(θ + δθ) cos(φ+ δφ)0 cos(φ+ δφ) − sin(φ+ δφ)
− sin(θ + δθ) cos(θ + δθ) sin(φ+ δφ) cos(θ + δθ) cos(φ+ δφ)

Come prima, si può trovare h′err dalla terza riga:
h′err
(











tan(β′+δβ′) − cos(θ + δθ) sin(φ+ δφ) tan(α
′+δα′)
tan(β′+δβ′) + cos(θ + δθ) cos(φ+ δφ)
)
Inﬁne si può trovare il vettore dell'errore di distanza δV dalla relazione:
V err − V = CIC
err
V ′err − CICV ′ => δV = CIC
err





I graﬁci mettono in relazione la distanza lungo x con il relativo errore di distanza
δxT , considerando i seguenti range di valori:
• l'altezza h vale 30 o 40 cm;
• α′ assume un valore intermedio di 0◦;
• β′ varia da 5◦ a 20◦;
• θ assume sia valori negativi da −3◦ a 0◦, sia valori positivi da 0◦ a 20◦;
• φ assume sia valori negativi da −12◦ a 0◦, sia valori positivi da 0◦ a 12◦;
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• δβ′ assume i valori di 1◦ e −1◦.
Figura 16: Andamento di δxT per valori di θ = [−3◦÷20◦] ed un errore δβ′ = 1◦
Figura 17: Andamento di δxT per valori di θ = [−3◦ ÷ 20◦] ed un errore δβ′ =
−1◦
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Figura 18: Andamento di δxT per valori di φ = [−12◦ ÷ 12◦], ed un errore
δβ′ = 1◦
Figura 19: Andamento di δxT per valori di φ = [−12◦ ÷ 12◦] ed un errore
δβ′ = −1◦
Dai graﬁci si evince che:
• maggiore è l'altezza h della webcam dal terreno, minore sarà l'errore di
distanza δxT ;
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• maggiore è il pitch θ, minore sarà l'errore di distanza δxT ; per valori
negativi di θ ho un rapido aumento dell'errore di distanza δxT ;
• maggiore è il roll φ, maggiore sarà l'errore di distanza δxT ;
• per valori crescenti di δβ′ ho un aumento dell'errore di distanza δxT .
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7 Spiegazione dell'algoritmo
Lo scenario proposto è deﬁnito da una pallina parzialmente coperta da un osta-
colo. L'algoritmo permette di determinare la distanza e l'angolo (rispetto al
centro dell'immagine) della pallina (di dimensioni note), analizzando l'immagi-
ne catturata dalla webcam, isolando il suo colore, tracciandone il contorno e
determinandone la sua posizione ed il suo raggio in pixel. Grazie alla conoscen-
za della lunghezza focale determinata dalla calibrazione della webcam, viene
calcolata la stima della distanza.
Il calcolo della stima della distanza degli ostacoli avviene ricavando gli an-
goli che deﬁniscono la posizione dell'i-esimo punto dell'ostacolo dalla lunghezza
focale, grazie alle formule viste in precedenza. Questa distanza verrà poi com-
pensata da eventuali angoli indesiderati di roll, pitch e yaw, ricevuti via seriale
dall'autopilota.
Viene poi creata una regione di incertezza attorno alla pallina, che rappre-
senta le probabili posizioni in cui questa si trova; il calcolo della visibilità viene
eﬀettuato in base alla percentuale di area coperta o meno dall'ostacolo. Ven-
gono individuate due ulteriori posizioni virtuali della webcam, a destra ed a
sinistra, in cui viene determinata la nuova visibilità della pallina. Queste tre
informazioni permettono di calcolare un gradiente di visibilità che ha un va-
lore maggiore nel momento in cui si ha più visibilità, che si traduce in una
variazione di angolo di sterzata necessario per aggirare l'ostacolo. Quest'ultimo
viene trasmesso via seriale all'autopilota, che fornirà un'accelerazione laterale
proporzionale all'angolo.
Di seguito una spiegazione dell'algoritmo: Funzioni utilizzate:
• Trackbars: vengono deﬁnite le trackbars che permettono di modiﬁcare in
real-time i valori minimi e massimi di hue, saturation e value, necessari
per poi identiﬁcare il colore scelto in real-time, e di modiﬁcare il ﬁltro di
Canny in maniera tale da accentuare o meno la rilevazione dei bordi.
• modImg: viene disegnato un cerchio nel punto centrale, di coordinate in
pixel (X,Y ), di ogni oggetto trovato, e vengono stampati a schermo i valori
delle coordinate in pixel di questo punto centrale.
• morphOps: manipola l'immagine in bianco e nero, utilizzando le funzioni
erode (che elimina i dettagli irrilevanti, cioè minimizza il rumore) e dilate
(che espande i bordi trovati, esaltandoli).
• trackFilteredObject: vengono trovati i contorni dell'immagine ﬁltrata, vie-
ne associato un momento per ogni forma rappresentata dai punti (nel caso
in questione la pallina) e viene calcolata la sua area, la sua posizione in
coordinate in pixel, e la stima della sua distanza dalla webcam grazie al-
la conoscenza del ﬁeld of view verticale e del diametro della pallina in
cm. Inﬁne vengono disegnati i contorni dell'oggetto sull'immagine e viene
scritta sull'immagine la distanza dell'oggetto dalla webcam.
• parser_mess: macchina a stati che permette la ricezione dei valori di
roll, pitch e yaw in arrivo dal microcontrollore STM-32, sotto forma di 3
pacchetti di 4 byte ciascuno.
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• decode_payload: decodiﬁca il pacchetto ricevuto correttamente. I primi
4 byte vengono trasformati in un numero decimale, che sarà il valore di
roll, e così via con i successivi 4 byte.
• decode_packet: permette la decodiﬁca di ogni pacchetto.
• read_from_serial: legge i dati dalla porta seriale.
• : set_interface_attribs, set_blocking, serial_init: inizializzano la seriale,
impostando un set di valori come baudrate, eventuali ritardi, ecc.
• onTrackbar: vengono utilizzati dei ﬁltri sull'immagine in scala di grigi per
applicare successivamente Canny, che rileva i contorni del pavimento e
degli ostacoli.
Nel main vengono utilizzate la larghezza la lunghezza dell'immagine in bian-
co e nero, in cui viene distinto il pavimento dal resto; se si incontra un pixel
bianco vuol dire che è stato trovato un bordo, le coordinate (i,j) di questo pixel
verranno salvate e si passa al pixel successivo; ogni punto trovato viene collega-
to al successivo tramite una linea orizzontale verde; questa linea rappresenta la
distanza dell'ostacolo dalla webcam. Successivamente vengono create delle linee
verticali che vanno dal basso verso l'alto, e si congiungono con la linea orizzon-
tale precedentemente creata. Vengono quindi determinati gli angoli theta0_x
considerando l'horizontal angle of view aov_x e la larghezza dell'immagine in
pixel; questo angolo viene normalizzato in maniera tale che il centro dell'imma-
gine venga identiﬁcato con un angolo di 0◦, mentre l'estremità destra e sinistra
vengano identiﬁcati con un angolo di 23.28◦. Lo stesso procedimento verrà uti-
lizzato per determinare l'angolo theta0_y, che verrà poi normalizzato in modo
che le estremità superiore ed inferiore coincidano con un angolo di 17.84◦.
Viene quindi calcolata la distanza lungo l'asse X, compensata dei valori de-
gli angoli di roll, pitch e yaw. Il calcolo della visibilità si eﬀettua sulla regione
in base a quanto questa è coperta da un eventuale ostacolo: se due LOS con-
secutive hanno una distanza maggiore della distanza della pallina, allora l'area
individuata da queste due viene conteggiata; al contrario, se due LOS consecu-
tive hanno una distanza minore della distanza della pallina, allora l'area viene
scartata; se una LOS è maggiore e l'altra è minore, viene conteggiata solo me-
tà area. La parte compessiva delle aree conteggiate fornisce la percentuale di
visibilità rispetto all'intera regione di incertezza.
Viene creata una mappa di visibilità che visualizza le distanze degli osta-
coli per ogni angolo .Inﬁne viene mostrata la ﬁnestra che contiene l'immagine
modiﬁcata in cui è presente la divisione degli ostacoli dal resto della scena, e
l'immagine in bianco e nero di Canny dipendente dai valori di soglia scelti in
real time dall'utente.
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8 Intercettazione del target
In questo capitolo verrà mostrato come è possibile determinare la strategia di
moto di un veicolo che deve mantenere la visibilità del target nell'ambiente
in cui si trova. Verrà massimizzata la probabilità che il target sia visibile,
grazie alla conoscenza della posizione del target. L'implementazione del task di
intercettazione prende spunto dalla Proportional Navigation Guidance (PNG),
modiﬁcata per includere anche la visibilità del target.
8.1 La Proportional Navigation Guidance
La guida Proportional Navigation (PNG o Pro-Nav) è una legge di guida uti-
lizzata in svariati campi, tra cui l'intercettazione di target aerei. Sfrutta il fatto
che due veicoli sono in rotta di collisione se la loro congiungente, la line-of-sight
(LOS), non cambia direzione. Il vettore velocità del veicolo inseguitore deve
ruotare ad una velocità proporzionale alla velocità di rotazione della LOS (LOS
rate), e nella stessa direzione. La ﬁgura seguente mostra un tipico scenario di
intercettazione con la PNG, in cui compaiono i vettori di velocità ed accelera-
zione del veicolo e del target, gli angoli relativi alla direzione (γm e γt) e la LOS
(σ).
Figura 20: Task di intercettazione
Se ad esempio la LOS ruota lentamente da est a nord, allora il veicolo
dovrebbe ruotare a sinistra più velocemente della LOS-rate.
Si consideri, sia per il veicolo sia per il target, il seguente modello dinamico:{
Ax = A cos(γ +
pi
2 ) = −A sin(γ) = −u sin(γ)
Ay = A sin(γ +
pi
2 ) = A cos(γ) = u cos(γ)
(5)
in cui l'azione di controllo coincide con il modulo dell'accelerazione laterale
(u = A). In questo tipo di guida viene controllata la direzione del vettore
velocità Vm, grazie all'utilizzo di un comando di accelerazione che ha modulo
proporzionale alla LOS rate e direzione normale al vettore velocità.
u = APNG = NVcσ˙ (6)
dove u è l'azione di controllo, che coincide con il modulo dell'accelerazione
(APNG), σ˙ è la LOS rate, N è una costante adimensionale che ha un valore
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intero compreso nell'intervallo [3, 5], ed inﬁne Vc è la velocità di chiusura (closing
velocity):
Vc = Vm cos(γm − σ)− Vt cos(γt − σ)
8.2 PNG con contributo di visibilità
Se si vuole considerare anche il livello di visibilità del target bisogna apportare
una modiﬁca all'accelerazione prodotta dalla legge di guida PNG. Il problema
è dato dal calcolo della strategia di moto di un veicolo che deve mantenere
la visibilità del target in movimento in un ambiente strutturato. Per questo
motivo è stata introdotta una regione di incertezza che associa ad ogni punto
dell'ambiente la probabilità che il target si trovi eﬀettivamente in quel punto, è
stato deﬁnito un livello di visibilità ed è stato implementato un algoritmo che
produce la direzione di moto che va ad incrementare la visibilità del target. Per
prima cosa bisogna tradurre l'informazione fornita dall'algoritmo, espressa in
termini di un angolo, in un contributo di accelerazione laterale che poi andrà a
sommarsi all'accelerazione prodotta dalla PNG. Si considera l'errore tra l'angolo
del vettore velocità (γ) e l'angolo fornito dall'algoritmo appena descritto (γvis)
nel modo seguente:
Avis = kvis sin(γvis − γ) (7)
Dato che kvis è un guadagno positivo, se 0 < (γvis − γ) < pi si ha che
l'accelerazione Avis > 0, se invece pi < (γvis − γ) < 2pi allora Avis < 0, come
mostrato in ﬁgura:
Figura 21: Accelerazione con γ e γvis
Il guadagno kvis è un guadagno proporzionale al miglioramento di visibili-
tà che si otterrebbe se si andasse nella direzione (γvis) fornita dall'algoritmo.
Viene determinato facendo la diﬀerenza tra la visibilità nella nuova direzione
e quella attuale, ed il risultato viene normalizzato. Così facendo, si ha che
kvis ∈ [0, 1]; valori più vicini all'unità comportano un miglioramento massimo
della velocità, cioè si passa da una situazione di visibilità zero del target ad una
di visibilità massima. L'accelerazione trovata in precedenza può essere sommata
all'accelerazione della legge PNG:
u = APNG +KAvis = NVcσ˙ +Kkvis sin (γvis − γ) (8)
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K > 0 è un ulteriore guadagno che serve a normalizzare la componente di
visibilità, portandola all'interno di un range di valori tipici dell'accelerazione
della PNG, in maniera tale da rendere eﬃcace la somma dei due contributi.
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9 Simulazioni
Le simulazioni sono state eﬀettuate in Matlab. Inizialmente vengono passati
i valori della distanza e degli angoli (rispetto all'asse ottico) di tutti i punti
che contraddistinguono gli ostacoli, ed i valori della distanza e dell'angolo della
pallina, nel frame desiderato; poi vengono determinate le coordinate cartesiane
di ogni punto relativo alle distanze degli ostacoli e della pallina, ed una regione
di incertezza attorno a quest'ultima. Il calcolo della visibilità si eﬀettua sulla
regione in base a quanto questa è coperta da un eventuale ostacolo: se due LOS
consecutive hanno una distanza maggiore della distanza della pallina, allora
l'area individuata da queste due viene conteggiata; al contrario, se due LOS
consecutive hanno una distanza minore della distanza della pallina, allora l'area
viene scartata; se una LOS è maggiore e l'altra è minore, viene conteggiata solo
metà area. La parte compessiva delle aree conteggiate fornisce la percentuale di
visibilità rispetto all'intera regione di incertezza.
Figura 22: Ostacolo a sinistra
Successivamente vengono ricavate due ulteriori possibili posizioni della web-
cam, scostate di 20 cm a sinistra, a destra rispetto alla posizione originale, e
vengono determinate le nuove posizioni, distanze ed angoli nel nuovo sistema
di riferimento; se ci si trova nel range della regione di incertezza, si calcola la
visibilità per ognuna delle due possibili posizioni della webcam, e si determina
il gradiente di visibilità, che sarà maggiore o minore quando la visibilità sarà
maggiore o minore. Il gradiente si traduce in una variazione di angolo che in-
dica in maniera proporzionale di quanto la macchinina dovrà girare per evitare
l'ostacolo ed ottenere una piena visibilità della pallina.
La possibilità di memorizzare più frames ha consentito di plottare un graﬁco
che mostra la posizione degli ostacoli e della pallina man mano che la macchinina
avanza, dai tre diversi sistemi di riferimento appena calcolati.
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Figura 23: Visibilità dai 3 sistemi di riferimento calcolati
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10 Esempi
L'immagine puntata dalla webcam viene processata in modo da riuscire a rico-
noscere il pavimento, delimitato da un istogramma verde, da un oggetto posato
sopra. Nella seguente foto si può notare come l'algoritmo riesce a separare per-
fettamente il pavimento dagli ostacoli, permettendo così che quest'ultimo venga
evitato:
Figura 24: Riconoscimento del pavimento
La stima della distanza è aﬀetta da disturbi relativi agli angoli di roll, pitch
e yaw che si generano a causa delle vibrazioni provocate dagli ammortizzatori
della macchinina; per questo motivo è stata utilizzata una IMU che fornisce gli
angoli di roll, pitch e yaw, necessari per compensare l'assetto della macchina.
In particolare, se è presente un dosso, che genera un angolo di pitch, la stima
della distanza viene calcolata correttamente, come si può vedere nella seguente
foto, in cui si può confrontare la stima della distanza non compensata con quella
corretta:
La mappa di visibilità creata, per ogni angolo compreso tra la parte sinistra
e quella destra del piano immagine, fornisce informazioni sulla distanza, che
rimarrà costante grazie alla compensazione dell'assetto.
Vengono inﬁne messi in relazione i risultati test reali con le simulazioni,
mostrando tutti i valori di angoli e distanze della pallina e delle LOS contenute
all'interno della regione di incertezza, dai tre diversi sistemi di riferimento.
A causa delle dimensioni della pallina, questa viene riconosciuta se la sua
distanza è inferiore ai 3.5 metri.
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In questo lavoro si è cercato di utilizzare un approccio diverso di elaborazione
delle immagini e del calcolo della distanza. Mentre con un sistema di visione
binoculare, composto da due webcam, si poteva ricostruire facilmente la scena
3D e la distanza da eventuali oggetti, tramite un sistema di visione monocu-
lare è stato sviluppato un algoritmo che, con l'utilizzo di una sola webcam,
stima fedelmente la distanza, grazie anche alla compensazione degli angoli di
roll, pitch e yaw dovuti a disturbi come gli ammortizzatori della macchinina.
La conoscenza dei valori instrinseci della webcam ottenuti con una semplice ca-
librazione, come la lunghezza focale, ha consentito il calcolo della stima della
distanza di un oggetto posto in qualsiasi zona della scena; in più la creazione
di una zona di incertezza ha dato la possibilità, in base ai valori del gradiente
di visibilità calcolato prendendo in considerazione le LOS che congiungono la
webcam e la suddetta zona, di deﬁnire delle possibili posizioni in cui la visibilità
è maggiore, e curvare in maniera proporzionale al gradiente per evitare l'ostaco-
lo che copre parzialmente la pallina. Il tracking della pallina è stato eﬀettuato
ﬁltrando il frame interessato, in maniera tale da isolare il colore della pallina e
determinare la sua posizione in pixel. I microcontrollori utilizzati, l'STM-32 e
l'Odroid, hanno soddisfatto ampiamente il compito del funzionamento dell'al-
goritmo, permettendo il calcolo in real time dei valori degli angoli di roll, pitch
e yaw, l'elaborazione dell'immagine ed il calcolo della stima della distanza, non-
chè della separazione degli ostacoli dal resto della scena, ed il tracking della
pallina. Le condizioni di luce hanno giocato un ruolo importante, dato che si ha
avuto a che fare con un algoritmo che elabora un'immagine della scena, anche se
l'algoritmo ha mostrato un'elevata robustezza nella separazione del pavimento,
anche non uniforme. Inoltre la possibilità di modiﬁcare in real time il ﬁltro di
Canny, settandolo in una condizione in cui la rilevazione di un cambio di tonalità
sia più o meno marcata, ha permesso il funzionamento dell'algoritmo in diverse
condizioni di luce, più o meno in ombra.
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