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16
Let d ∈ N be fixed. For a two-way infinite binary sequence X = (x i ) i∈Z = (. . . , x −1 , x 0 , x 1 , . . .) ∈ {0, 1} Z ,
we define the minimum degree δ(X) of X as
If x i = 0 for all i ∈ Z, then we write X = 0 and call X trivial.
17
For k ∈ N with k ≤ 2d, we consider the infimum density g(d, k) of non-trivial binary sequences subject to a minimum degree condition defined as for k ≥ d + 1, the calculation of g(d, k) leads to an interesting combinatorial problem.
20
We prove as our first result that we can restrict ourselves to periodic sequences whose 21 period is bounded in terms of d. Note that g(d, 2d) = 1 for all d ∈ N.
22
Theorem 1 Let d, k ∈ N with d ≥ 2 and d + 1 ≤ k ≤ 2d. There is a non-trivial periodic binary sequence X = (x i ) i∈Z whose period p is at most d2 2d+1 such that δ(X) ≥ k and
Proof: Let 0 < < . Let X = (x i ) i∈Z be a non-trivial binary sequence such that δ(X) ≥ k and lim inf By symmetry, we may assume that lim inf Note that δ(X) ≥ k ≥ d + 1 implies that X does not contain d consecutive 0-entries.
24
We call some n ∈ N good if • (x j 1 , x j 1 +1 , . . . , x j 1 +2d−1 ) = (x j 2 , x j 2 +1 , . . . , x j 2 +2d−1 ) for some 1 ≤ j 1 ≤ n − 2d + 1 and n − n + 1 ≤ j 2 ≤ n − 2d + 1.
28
Claim There are infinitely many good n ∈ N.
29
Proof of the claim: Let n 1 , n 2 , . . . , n 2 2d ∈ N be such that
x j ≤ g(d, k) + 2 for 1 ≤ i ≤ 30 2 2d , 2d ≤ n 1 , and n i ≤ n i+1 for 1 ≤ i ≤ 2 2d − 1. Clearly, it suffices to prove that one 31 of the n i 's is good. For contradiction, we assume that all n i 's are bad. Inductively, this 32 implies that for 1 ≤ i ≤ 2 2d , the sequence (x j ) j∈{1,2,..., n i } contains i distinct subsequences 33 of the form (x j , x j+1 , . . . , x j+2d−1 ) with 1 ≤ j ≤ n i − 2d + 1 which are different from all 34 subsequences of the form (x j , x j+1 , . . . , x j+2d−1 ) with n i − n i + 1 ≤ j ≤ n i − 2d + 1. Since
35
there are exactly 2 2d distinct binary sequences of length d, this is impossible for i = 2 2d ,
36
which completes the proof of the claim. 2
37
Let n ∈ N be good. Let (
n − 2d + 1 and n − n + 1 ≤ j 2 ≤ n − 2d + 1.
39
The non-trivial periodic binary sequence X = (x i ) i∈Z with
If p > 2d2 2d , then the pigeonhole principle implies the existence of indices 1 ≤ j 1 , j 2 ≤ p 40 with (x j 1 , x j 1 +1 , . . . , x j 1 +2d−1 ) = (x j 2 , x j 2 +1 , . . . , x j 2 +2d−1 ) and j 1 + 2d ≤ j 2 ≤ j 1 + p − 2d.
41
Let X = (x i ) i∈Z be the non-trivial p -periodic binary sequence with x i = x i for j 1 + 2d ≤ 42 i ≤ j 2 + 2d − 1 with p = j 2 − j 1 . Similarly, let X = (x i ) i∈Z be the non-trivial p -periodic 43 binary sequence with x i = x i for j 2 +2d ≤ i ≤ j 1 +p +2d−1 with p = j 1 +p −j 2 . Clearly,
. This implies that for every 0 < < , there is a non-trivial periodic 46 binary sequence X = (x i ) i∈Z whose period p is at most d2 2d+1 such that δ(X) ≥ k and
Since for every such sequence X, the quantity
x j is a 48 rational number whose denominator is bounded by d2 2d+1 , the desired result follows. 2
49
For the further investigations, it is more convenient to consider a cyclic binary sequence
of length p instead of a periodic binary sequence (x i ) i∈Z with period p. As usual, we will consider indices modulo the length p. We say that an entry x i of X sees another entry x j of X if the cyclic distance of x i and x j is at least 1 and at most d. To avoid double-counting, we define the minimum degree δ(X) of X as the minimum number of distinct 1-entries of X seen by a 1-entry of X. Furthermore, we define the density µ(X) of X as
With these notions, Theorem 1 implies that g(d, k) equals the minimum density of a non-50 trivial cyclic binary sequence X of length at most d2 2d+1 and minimum degree δ(X) ≥ k.
51
Our original motivation to study g(d, k) comes from graph theory: For a finite, simple and 52 undirected graph G = (V, E) and k ∈ N, the k-girth g k (G) of G is the minimum order of an 53 induced subgraph of G of minimum degree at least k. 
The bound (1) is best-possible whenever k is even in view of the induced subgraph of C 
.
67
An induced subgraph G of C d n can be conveniently identified with a cyclic binary sequence X = (x 0 , x 1 , . . . , x n−1 ) of length n where 1-entries correspond to vertices of C d n which belong to G and 0-entries correspond to vertices of C d n which do not belong to G. This correspondence implies that g(d, k) equals the minimum k-girth of the d-th power of cycles, i.e. with the help of a computer. Bermond and Peyrat [1] claimed that g(5, 7) = 5 7 which is not correct (see Section 2). Furthermore, they conjectured that 
, this conjecture is obviously not correct in view of (1).
69
Our results are as follows. In Section 2, we explain how for fixed values of d and k, the Given a directed graph D = (V, A) and a cost function c : A → R, a minimum mean cycle is a directed cycle
is minimum. Karp [9] observed that a minimum mean cycle can be found efficiently using 77 shortest path methods.
78
For d ∈ N and d + 1 ≤ k ≤ 2d, let D = (V, A) be the directed graph whose vertex set V consists of all binary sequences
of length 2d + 1 with x 0 = 1 and
Note that i * is well-defined and that the last condition
79
implies that x and y can be suitably overlayed, i.e. there is a binary sequence z of length 80 2d + 1 + i * such that x corresponds to the first 2d + 1 entries of z and y corresponds to the 81 last 2d + 1 entries of z. See Figure 1 for an illustration.
82
Theorem 2 If D and c are as above and C is a minimum mean cycle of D, then
. .
86
Conversely, if X is a cyclic binary sequence with δ(X) ≥ k, the sequences of length 87 2d + 1 centered at the consecutive 1-entries of X define a directed closed walk W in D. , and a realizing cyclic binary sequence is (1, 1, 1, 0, 1, 1, 1, 1, 0, 1, 0, 1, 1, 0, 1, 1, 1, 1, 0, 1, 1, 0, 1, 0, 1, 1, 1, 1, 0, 1, 1, 1, 0, 0 We have observed that all optimal sequences that we have computed can be obtained by 97 applying a uniform construction rule.
98
Let U be the set of finite binary sequences starting and ending with a 1. For u ∈ U with u = 10 a v for some v ∈ U , the shift operation s applied to u results in s(u) = v0 a 1, i.e. it removes all entries of u before the second 1 and appends them at the end in reverse order. For u = 11101, for example, we obtain s(u) = 11011, s 2 (u) = s(s(u)) = 10111, and s 3 (u) = 11101 = u. 
100
Note that for u ∈ U d k , we have s l−1 (u) = u.
101
The shifted sequence for u is the concatenation
where a i is the number of 0s between the i-th and (i + 1)-st 1-entry of u, i.e. u = 10 a 1 10 a 2 1 . . . which is a cyclic shift of the sequence for (5, 7) in Table 1 .
102
A subsequence of consecutive entries of a cyclic binary sequence is called an interval.
108
Proof: Let u = 10 a 1 10 a 2 1 . . . 10 a l−1 1. The length of X(u) equals
many 1-entries. This implies (i) and (ii).
109
Note that the shifted sequences for u and for s(u) are cyclic translates of each other.
110
Furthermore, note that the reverse of a shifted sequence is also the cyclic translate of a 111 shifted sequence. Therefore, in order to prove (iii), it suffices to consider the 1-entries
112
within the first copy of s(u) in X(u).
113
By definition, the interval of X(u) of length 2d + 1 centered at the first 1-entry of the first copy of s(u) within X(u) equals (the central entry is highlighted) 10 a 2 1 . . . 10 a l−2 10 a l−1 10 a 1 +1 10 a 2 10 a 3 1 . . . 10 a l−1 10 a 1 11.
Hence this 1-entry sees (l − 1) 1-entries to the left and l 1-entries to the right, i.e. it sees 114 2l − 1 = k 1-entries.
115
For 2 ≤ i ≤ l − 2, the interval of X(u) of length 2d + 1 centered at the i-th 1-entry of the first copy of s(u) within X(u) equals 10 a i+1 1 . . . 10 a l−1 10 a 1 +1 10 a 2 1 . . . 10 a i 10 a i+1 1 . . . 10 a l−1 10 a 1 110 a 2 1 . . . 10 a i 1.
Again this 1-entry sees 2l − 1 = k 1-entries.
116
The interval of X(u) of length 2d + 1 centered at the (l − 1)-th 1-entry of the first copy 
(iv) follows immediately from (ii) and (iii). 2 123
We pose the following conjecture.
124
Conjecture 4 If d ∈ N and d + 1 ≤ k ≤ 2d are such that k is odd, then
Furthermore, a cyclic binary sequence X with δ(X) ≥ k has density g(d, k) if and only if
125
X is the concatenation of copies of a shifted sequence X(u) for some u ∈ U d k .
126
The case k = 2d − 1 of Conjecture 4 follows from the results and arguments in [1] . In this case U 
140
Before proving Theorem 5, we investigate structural properties of sequences in X . Let X = (x 0 , x 1 , . . . , x n−1 ) = x 0 x 1 . . . x n−1 ∈ X with n ≥ 2d + 1.
Recall that an entry x i of X sees another entry x j of X, if x j is in one of the intervals
We call x i regular if it sees exactly (2d − 3) 1-entries 142 and hence exactly three 0-entries. We first show that all irregular entries see more than
143
(2d − 3) 1-entries and describe the local structure around regular 0-entries.
144
Lemma 6
145
(i) All entries of X see at most three 0-entries.
146
(ii) For every regular 0-entry x i , either x i+1 = x i+d = 0, or we assume that some 0-entry of X sees more than three 0-entries. This implies that X
150
has an interval X = 10 a 1 such that some 0-entry of X sees at least four 0-entries. Since 
165
We can relate the density of X to the number of irregular entries of X.
166
Lemma 7
Proof: By Lemma 6 (i), double-counting the pairs (x i , x j ) where x i = 1 and
. A chain of X is a maximal subsequence
of distinct 0-entries of X such that k ≥ 1. A chain may be cyclic in which case i ≡ i+(k+1)d
169
(mod n). Otherwise C has two distinct ends x i and x i+kd where
170
Associated with the chain C are the interior entries of C, which are those entries that belong 
186
(ii) If a chain entry of C is an interior entry of the (not necessarily distinct) chain C ,
187
then it belongs to a pair of overlapping chain ends. Proof: Let (x 0 , x d , x 2d , . . . , x n−d+1 , x 1 ) be the chain and let 2 ≤ r ≤ d − 2. We prove that
226
there is some irregular entry x j with 2 ≤ j ≤ n − 2 and j ≡ r mod d.
227
If an entry at such a position satisfies x j = 0, then, by Lemma 8 (i) and (ii), x j is irregular. Hence, we may assume that x j = 1 for all 2 ≤ j ≤ n − 2 with j ≡ r mod d.
229
We choose a largest s < r such that X has an entry x k = 0 with k ≡ s mod d. Note 230 that x 1 = 0 implies that s is well-defined and that 1 ≤ s < r. We claim that x k−s+d+r is 231 irregular.
232
Note that every 1-entry in the interval x k−s x k−s+1 . . . x k−s+d sees the three 0-entries We are now prepared to prove Theorem 5.
239
Proof of Theorem 5:
240
Let X * = X (u * ) be as in (2). For contradiction, we assume that X = (x 0 , x 1 , . . . , x n−1 )
241
is a cyclic binary sequence in X of smallest order n having minimum density µ(X) = 242 g(d, 2d − 3), and that X is not the concatenation of copies of
. Since a 1-entry of X must see at least 2d − 3 other 1-entries, we get
, a contradiction. So we may assume 245 that n ≥ 2d + 1.
246
If X contains no pair of overlapping chain ends, then, by Lemma 9 (i), every interval I 247 of length 2d + 1 of X contains an irregular entry. Since every irregular entry contributes 248 to 2d + 1 such intervals, we get by double-counting
thus, by Lemma 7, µ(X) ≥ 2d−3 2d
> µ(X * ) which is a contradiction.
250
Hence we may assume that X contains a pair of overlapping ends of chains.
251
First we assume that X contains more than one such pair. By cyclicity, we may assume that x n−1 x 0 and x k−1 x k are pairs of overlapping chain ends of X. Let X = x 0 x 1 . . . x k−1 and X = x k x k+1 x k+2 . . . x n−1 .
By Lemma 8 (iii), X and X , considered as cyclic sequences, are both in X , because each 252 entry sees the same entries as in X. Since X has minimum density µ(X) and µ(X) is a 253 weighted average of the densities µ(X ) and µ(X ), we obtain µ(X ) = µ(X ) = µ(X).
254
Since X and X have smaller lengths than X, by our initial assumption, each of X and
255
X are the concatenation of copies of X * . Hence X is the concatenation of copies of X * 256 which is a contradiction.
257
Therefore, X has exactly one pair of overlapping chain ends, say x n−1 x 0 . Let J be the set of intervals of length 2d + 1 of X. Let J 0 ⊆ J denote the set of those intervals containing a regular chain end and let J 2 ⊆ J denote the set of those intervals containing an irregular chain end. By Lemma 9, each interval in J 2 \ J 0 contains at least two irregular entries, while only the intervals in J 0 \J 2 can contain no irregular entry. If X contains more than one chain, then X contains two different irregular chain ends, hence |J 2 | ≥ 2d + 2 while |J 0 | ≤ 2d + 2. Double-counting the incidences interval/irregular entry we obtain n ≤ n + |J 2 | − |J 0 | = n + |J 2 \ J 0 | − |J 0 \ J 2 | ≤ (2d + 1)n + , as in (3), which again contradicts µ(X) ≤ µ(X * ).
258
So X has a single chain both ends of which overlap. By Lemma 10, X contains at least d − 3 irregular entries. Hence, by Lemma 7, µ(X) ≥ = µ(X * ).
Since µ(X) ≤ µ(X * ), we obtain µ(X) = µ(X * ). Therefore, n = d(2d−3)−1, each irregular
