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Abstract
In this paper, multi-snapshot Newtonized orthogonal matching pursuit (MNOMP) algorithm is pro-
posed to deal with the line spectrum estimation with multiple measurement vectors (MMVs). MNOMP
has the low computation complexity and state-of-the-art performance advantage of NOMP, and also
includes two key steps: Detecting a new sinusoid on an oversampled discrete Fourier transform (DFT)
grid and refining the parameters of already detected sinusoids to avoid the problem of basis mismatch.
We provide a stopping criterion based on the overestimating probability of the model order. In addition,
the convergence of the proposed algorithm is also proved. Finally, numerical results are conducted
to show that the performance of MNOMP benefits from MMVs, and the effectiveness of MNOMP
when compared against the state-of-the-art algorithms in terms of frequency estimation accuracy and
computation complexity.
keywords: Orthogonal matching pursuit, frequency estimation, line spectrum, Newton refinement, mul-
tiple measurement vectors
I. INTRODUCTION
One of the classical problems in digital communication and radar processing applications is to estimate
continuous-valued frequencies of sinusoids in additive white Gaussian noise (AWGN) environments from
a small number of measurements [1, 2]. On the one hand, several classical subspace methods have been
proposed to perform the frequency estimation, such as MUSIC and ESPRIT [3, 4], which exploit the
autocorrelation matrix’s low-rank structure to estimate the underlying signal subspace. As the signal-
to-noise ratio (SNR) decreases, the performance of these two algorithms for estimating closely spaced
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1frequencies will degrade [5]. On the other hand, a variety of methods based on sparse representation and
compressed sensing (CS) have also been proposed to estimate frequencies for multiple sinusoids [6, 7].
Basically, the estimation problem can be transformed to that of seeking a sparse approximation of the
multiple sinusoids by referring to an infinite-dimensional dictionary. In fact, of all the frequencies lying
on the discrete Fourier transform (DFT) grid, it can be shown that the signal can exactly be recovered
by utilising convex optimization from randomly selected samples with high probability [8].
However, there exists a major grid mismatch problem induced by the fact that the measurements are
sparsely represented under a finite discrete dictionary, which badly deteriorates the performance of various
reconstruction algorithms. In fact, one has to make a reasonable tradeoff between the oversampling
rate and the computational cost when implementing sparse methods. This unavoidable grid mismatch
problem is studied in [9, 10] in detail. Moreover, sparse reconstruction methods usually entail one or
more parameters which in fact are not necessarily known, such as the number of the sinusoids, the
regularization parameters, the variance of the noise and so on. Recently, the semiparametric iterative
covariance-based estimation (SPICE) algorithm [11–13] has been proposed to alleviate the drawbacks of
the discretization operation to a great extent, which uses the covariance fitting criterion from a statistical
perspective and no user-parameters are required.
A. Related work
Recent works have shown that performance can be improved with multiple measurement vectors
(MMVs) by harnessing group sparsity [14–19]. In [17], a sparse and parametric approach (SPA) for
uniform and sparse linear arrays is proposed, which utilises MMVs to perform line spectrum estimation
by solving a semidefinite programming problem. In [18], two approaches are developed to solve the
problem of line spectrum denoising and estimation, which estimate an ensemble of spectrally-sparse
signals composed of the same set of continuous-valued frequencies from MMVs, and demonstrate the
benefit of including MMVs. The iterative reweighed approach (IRA) is proposed to deal with both single
measurement vector (SMV) and MMVs [19], where all the frequencies are updated in parallel.
In [20], a fast sequential Newtonized orthogonal matching pursuit (NOMP) algorithm is proposed. It
is shown that NOMP achieves high estimation accuracy for millimeter wave spatial channel estimation
[21–24]. Motivated by NOMP and its related applications [20], we develop the multi-snapshot NOMP
(MNOMP) for line spectrum estimation with MMVs, and apply MNOMP for DOA estimation.
B. Contributions
The main contributions are summarized as follows:
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2• We develop MNOMP algorithm to deal with line spectrum estimation with MMVs. Similar to NOMP
[20], our proposed algorithm avoids the basis mismatch problem by using a Newton refinement step
as feedback to improve the estimation of already detected sinusoids. A stopping criterion based on
overestimating probability is provided and the model order K is determined. In addition, probability
of miss is also calculated. It is numerically shown that MNOMP benefits from MMVs.
• We analyze the convergence of MNOMP by using the theory of dual norms. Specifically, we provide
an upper bound on the number of iterations required by MNOMP and also obtain a bound on the
convergence rate.
• Numerical simulations are conducted to show that MNOMP benefits from MMVs. By comparing
the estimation performance of various algorithms against the Crame´r-Rao bound (CRB), MNOMP
achieve a near-optimal performance in terms of estimation accuracy. In addition, MNOMP is applied
to the DOA problems and its effectiveness is validated.
Outline: In Section II, we set up the problem model. We propose MNOMP in Section III. In Section IV,
we present the stopping criterion based on the probability of overestimating the model order, along with
an analytical expression of the miss probability of detecting the sinusoids. We present the convergence
analysis in Section V. In Section VI, we conduct numerical experiments to compare the estimation
accuracy of MNOMP against the state-of-the-art methods. Section VII concludes the paper.
Notation: Let (·)H, (·)T and (·)∗ denote the conjugate transpose, transpose and conjugate operator
respectively. CN denotes the complex Gaussian distribution. The Frobenius norm, the real (imaginary)
part of the complex number a and the trace operator are denoted by ‖·‖F, <{a} (={a}) and tr{·}
respectively. bac denotes the greatest integer that is less than or equal to a. p
II. PROBLEM SETUP
In an MMV model, we consider a line spectrum estimation scenario with N sensors and T snapshots
1 collecting measurements of K distinct frequency components. The measurements at the array output
can be expressed as 2
Y = AX + Z, (1)
where the kth column of A is
a(ωk) ,
1√
N
[
1, ejωk , · · · , ej(N−1)ωk
]T
, (2)
1Snapshot is usually used in the array processing environment.
2Extension to the compressed observation scenario Y = ΦAX + Z is straightforward and is omitted.
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3Y ∈ CN×T is the noisy measurement collected by all N sensors and T snapshots, and A = [a(ω1), · · · ,a(ωK)] ∈
CN×K . Each ωl is continuous-valued in [0, 2pi). zij is independent and identically distributed (i.i.d.)
Gaussian random variable and follows zij ∼ CN (0, σ2). X = [x1, · · · ,xT ] ∈ CK×T contains all the
sinusoid amplitudes xij for each snapshot. The uniform linear array (ULA) scenario for DOA can also
be formulated as model (1) [17].
III. MNOMP ALGORITHM
We first look into the estimation problem of a single sinusoid, and then generalize the results to a
mixture of sinusoids. We borrow the idea in NOMP [20] and develop MNOMP for the MMVs.
A. Single frequency
In this scenario, model (1) simplifies to 3
Y = axT + Z, (3)
where x = [x1, · · · , xT ]T ∈ CT×1, and a =
[
1, ejω, · · · , ej(N−1)ω]T /√N .
The Maximum Likelihood (ML) estimate of the amplitudes x and frequency ω can be calculated by
minimizing the residual power ‖Y − axT‖2F, which is equal to maximizing the function
S(x, ω) =
T∑
t=1
2<{yHt xta} − |xt|2‖a‖2 ,
T∑
t=1
S(xt, ω), (4)
which will lead to a simpler description of the algorithm. It’s difficult to directly optimize S(x, w) over
all amplitudes and frequency. As a result, a two stage procedure is adopted: (1) Detection stage, in
which a coarse estimate of ω is found by restricting it to a discrete set, (2) Refinement stage, where we
iteratively refine the estimates of amplitudes and frequency of detected sinusoids. Similar to [20], for any
given ω, the gain that maximizes S(xt, ω) is xˆt =
(
aHyt
)
/‖a‖22. Substituting xˆ in S(x, w) allows us to
obtain the generalized likelihood ratio test (GLRT) estimate of ω, which is the solution to the following
optimization problem:
ωˆ = argmax
ω
GY(ω) , argmax
ω
T∑
t=1
Gyt(ω), (5)
where
Gyt(ω) = |yHt a|2/‖a‖22. (6)
3For the compressed scenario, the algorithm can be designed via solving Y = ΦaxT + Z.
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4is the GLRT cost function for the tth SMV. We use this to obtain a coarse estimate of (x, ω) in the
detection stage.
Detection: By restricting ω to a finite discrete set denoted by Ω , {k(2pi/γN) : k = 0, 1, · · · , (γN −
1)}, where γ is the oversampling factor relative to the DFT grid, we can obtain a coarse estimate of ω. We
treat the ωc ∈ Ω that maximizes the cost function (6) as the output of this stage, and the corresponding
x vector estimate is aH(ωc)yt/‖a(ωc)‖22.
Refinement: Let (xˆ, ωˆ) denote the current estimate, then the Newton procedure for frequency refinement
is
ωˆ′ = ωˆ − G˙Y(ωˆ)/G¨Y(ωˆ), (7)
where G˙Y(ωˆ) =
T∑
t=1
G˙yt(ωˆ) and G¨Y(ωˆ) =
T∑
t=1
G¨yt(ωˆ) are simply summing over the T corresponding
the first and second order of the SMV terms, G˙yt(ωˆ) and G¨yt(ωˆ) are given by [20]
G˙yt(ωˆ) = <
{
(yt − xta(ωˆ))H xt (da(ωˆ)/dωˆ)
}
, (8)
G¨yt(ωˆ) = <
{
(yt − xta(ωˆ))H xt
(
d2a(ωˆ)/dωˆ2
)}− |xt|2‖da(ωˆ)/dωˆ‖2. (9)
We maximize GY(ω) by employing the update rule (7) on the condition that the function is locally
concave.
B. Multiple frequency
Assume that we have already detected L sinusoids, and let P = {(xl, wl), l = 1, · · · , L} denote the
set of estimates of the detected sinusoids. The residual measurement corresponding to this estimate is
Yr(P ) = Y −
L∑
l=1
a(ωl)x
T
l (10)
The method of estimating multiple frequencies proceeds by employing the single sinusoid procedure to
perform Newtonized coordinate descent on the residual energy ‖Yr(P )‖2F. One step of this coordinate
descent involves adjusting all ωl. The procedure to refine the lth sinusoid is as follows: Yr(P\{xl, ωl})
now is referred to as the measurement Y and the single frequency update step is utilised to refine (xl, ωl).
Refinement Acceptance Condition (RAC): This refinement step is accepted when it results in a strict
improvement in GYr(P\{xl,ωl})(ω), namely, GYr(ωˆ
′) > GYr(ωˆ). By doing this, we can make sure that
the adopted refinement must decrease the overall residual energy.
In summary, firstly, we detect a frequency ωˆ over the discrete set Ω by maximizing the cost function
(6). Then we use the knowledge of the first-order and second-order derivative of the cost function to
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5refine the estimate of ωˆ. Next, we use the information of all the other previously detected sinusoids to
further improve the estimation performance of every previously detected sinusoid one at a time. This
step is crucial for the convergence and accuracy of the algorithm. Finally, we update x by least squares
methods. The whole MNOMP is summarized in Algorithm 1.
Here, we explain some main elements in MNOMP (Algorithm 1):
• SINGLE REFINEMENT (Step 7:) The single refinement locally refines the results obtained by
coarsely picking the maximum over the dictionary matrix, and the number of single refinement is
Rs.
• CYCLIC REFINEMENT (Step 9:) Through this process, a feedback is provided for local refinements
of previously detected sinusoids, which allows us to better understand the received signal with the
addition of another sinusoid. And the number of the cyclic refinement is Rc.
• UPDATE by least squares (Step 10:) By projecting the received signal onto the subspace spanned
by the estimated frequencies, we update amplitudes of signals to make sure that the residual energy
is the minimum possible for the present set of estimated frequencies.
Here, we compare the computational complexity of MNOMP and SPA [17]. As shown in Algorithm
1, MNOMP includes IDENTITY STEP, SINGLE REFINEMENT STEP and CYCLIC STEP [20]. Ac-
cording to [20], assuming that the proposed algorithm has run for precisely K iterations, namely, we
stop the algorithm when the model order of estimated signal is the same as that of the true signal.
First, determining whether the stopping criterion is satisfied involves fast Fourier transform (FFT), with
complexity O(KNT log(N)). Second, as for Step 5, the IDENTITY step, the GLRT cost function is
calculated over the dictionary matrix, which can be implemented by using FFTs in O(γKNT log(γN)).
Then the SINGLE REFINEMENT step requires only O(RsN) operations per sinusoid per snapshot,
hence the total cost for this step is O(RsKNT ). Furthermore, the CYCLIC REFINEMENT refining
all frequencies that have been estimated has complexity O(RcRsK2NT ). For SPA, its computation
complexity is O(N2T +N3 +N6.5) [17], which is higher than MNOMP.
IV. STOPPING CRITERION
To understand the performance of MNOMP, the probability of the algorithm overestimating the model
order K is of interest. An extreme scenario is that the proposed algorithm has detected K sinusoids
which causes the residual to be only AWGN in model (1), and the stopping criterion still isn’t met. So
the algorithm has to detect another sinusoid to make the residual decrease, which corresponds to the
scenario of overestimating the model order.
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6Algorithm 1 MNOMP.
1: Procedure EXTRACTSPECTRUM (Y, τ) :
2: m← 0, P0 = {}
3: while maxω∈DFTGYr(Pm)(ω) > τ
4: m← m+ 1
5: IDENTIFY
ωˆ = arg maxω∈ΩGYr(Pm−1)(ω)
and its corresponding x vector estimate
xˆT ← (aH(ωˆ)Yr(Pm−1)) /‖a(ωˆ)‖22.
6: P ′m ← Pm−1 ∪ {(xˆ, ωˆ)}
7: SINGLE REFINEMENT: Refine (xˆ, ωˆ) using single frequency Newton update algorithm (Rs Newton
steps) to obtain improved estimates (xˆ′, ωˆ′).
8: P ′′m ← Pm−1 ∪ {(xˆ′, ωˆ′)}
9: CYCLIC REFINEMENT: Refine parameters in P ′′m one at a time: For each (x, ω) ∈ P ′′m, we treat
Yr(P
′′
m\{(x, ω)}) as the measurement Y, and apply single frequency Newton update algorithm. We
perform Rc rounds of cyclic refinements. Let P ′′′m denote the new set of parameters.
10: UPDATE all x vector estimate in P ′′m by least squares: A , [a(ω1), · · · ,a(ωm)], {ωl} are the
frequencies in P ′′′m . And [x1, · · · ,xm]T = A†Y.
Let Pm denote the new set of parameters.
11: end while
12: return Pm
We use the stopping criterion to estimate the model order K. If the residual energy can be well
explained by noise, up to a target overestimating probability, then we stop. Intuitively, we choose to
terminate the algorithm by comparing the magnitude of the Fourier transform of the residual with the
expected noise power. Details are given in the next section.
A. Stopping criterion
The algorithm stops when
GYr(P )(ω) =
T∑
t=1
|〈yrt(P ),a(ω)〉|2 < τ (11)
for all DFT sampling frequencies {ωn , 2pin/N : n = 0, · · · , N − 1}, where yrt(P ) is the tth column
of Yr(P ), T is the number of snapshots and τ is the stopping threshold.
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7Supposedly, we have already correctly detected all sinusoids in the mixture. Under this condition, the
residual is yrt(P ) ≈ zt, where zt ∼ CN (0, σ2IM ). Then by defining Rn ,
∑T
t=1 |aH(ωn)zt|2, we obtain
Pr
{
max
n=1,··· ,N
T∑
t=1
|aH(ωn)zt|2 > τ
}
= Pr
(
max
n=1,··· ,N
Rn > τ
)
=1− Pr
(
max
n=1,··· ,N
Rn ≤ τ
)
= 1− Pr (R1 ≤ τ, · · · , RN ≤ τ) (12)
Note that by defining un,t = aH(ωn)zt, we have
E
[
un1,t1u
∗
n2,t2
]
= E
[
aH(ωn1)zt1z
H
t2a(ωn2)
]
=σ2δt1,t2E
[
aH(ωn1)a(ωn2)
]
= σ2δt1,t2δn1,n2 , (13)
where δt1,t2 denotes the Dirac delta function, which equals zero unless t1 = t2 holds. From (13), we
can conclude that Rn =
T∑
t=1
|un,t|2 is a χ2 random variable with 2T degrees of freedom and common
variance σ2/2. With the degrees of freedom 2T being even and common variance σ20 , the cumulative
distribution function (CDF) Fχ22T (x, σ
2
0) has a closed form [39, Equation (2.3-24)]
Fχ22T (x, σ
2
0) =
 1− e
− x
2σ2
0
∑T−1
k=0
1
k!
(
x
2σ20
)k
, τ > 0
0, otherwise.
(14)
Since Fχ22T (x, σ
2
0) depends only on x/σ
2
0 , we define Fχ22T (x/σ
2
0) , Fχ22T (x, σ
2
0) for compactness. For
our problem, (12) can be calculated as
Pr
{
max
n=1,··· ,N
T∑
t=1
|aH(ωn)zt|2 > τ
}
= 1− [Pr (Rn ≤ τ)]N = 1− FNχ22T
(
2τ
σ2
)
.
Let Poe denote a nominal overestimating probability. Thus Poe satisfies
Pr
{
max
n=1,··· ,N
T∑
t=1
|aH(ωn)zt|2 > τ
}
= Poe. (15)
By defining F−1χ22T (·) as the inverse function of Fχ22T (·), we obtain
τ = F−1χ22T
(
(1− Poe) 1N
)
σ2/2. (16)
Note that for a single snapshot, i.e., T = 1, Fχ22(2τ/σ
2) = 1−e−τ/σ2 and τ = −σ2log (1− (1− Poe)1/N)
from (16), which is consistent with the results obtained in [20].
We conduct a numerical experiment by comparing the “measured” against “nominal” overestimating
probability (15) to substantiate the above analysis. We use MNOMP to estimate frequencies in a mixture
of K = 16 sinusoids of the same fixed nominal SNR, defined as
SNRk = 10log10
(‖a(ωk)xTk ‖2F
σ2T
)
= 10log10
(‖xk‖22
σ2T
)
, k = 1, · · · ,K. (17)
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8Furthermore, we generate the frequencies such that the minimal wrap-around frequency separation is
∆ωmin, where ∆ωmin = 2.5×∆ωDFT and ∆ωDFT , 2pi/N is the DFT grid separation. The parameters
are set as follows: N = 256, K = 16, T = 10, Rs = 1, Rc = 3, the number of Monte Carlo (MC) trials
is MC = 300. The “measured” overestimating probability is defined as the ratio of the overestimating
events in all MC trials. Fig. 1 shows that the empirical overestimating probability is close to the nominal
value at various SNRs, which means that the final residual error can be approximated as the AWGN,
namely, the frequency estimation accuracy of MNOMP is good.
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Fig. 1. Nominal vs measured probability of overestimating probability.
B. Probability of Miss
Firstly, we define the neighborhood Nωk around the true frequency ωk as Nωk , {ω : dist(ω, ωk) ≤
0.25 × ∆ωDFT}. Then we declare a miss of ωk if none of the estimated frequencies locates in Nωk ,
otherwise we declare a successful detection of ωk. Note that a miss is caused by both noise and inter-
sinusoid interference, but we only discuss noise here.
Assuming no inter-sinusoid interference, the measurement Y can be described as Y = [a(ω)x1 +
z1,a(ω)x2 + z2, · · · ,a(ω)xT + zT ]. The signal frequency ω is not detected if
Pmiss = Pr
{‖aH(ωd)Y‖22 < τ} , (18)
where ωd denotes the sampling frequency. Note that xi is deterministic known, and zi ∼ CN (0, σ2IN ).
Hence, we have
Pmiss = Pr
{
T∑
t=1
∣∣aH(ωd) [a(ω)xt + zt]∣∣2 < τ
}
. (19)
May 9, 2019 DRAFT
9To calculate the above probability, we introduce
vt , aH(ωd) [a(ω)xt + zt] = xtej
(N−1)(ω−ωd)
2
sin
(
N(ω−ωd)
2
)
Nsin(ω−ωd2 )
+ aH(ωd)zt. (20)
By defining
α , sin [N(ω − ωd)/2]
Nsin [(ω − ωd)/2] , R˜ , ‖a
H(ωd)Y‖22 =
T∑
t=1
|vt|2, (21)
we can conclude that R˜ is a noncentral χ2 random variable with 2T degrees of freedom and common
variance being σ2/2. With degrees of freedom 2T being an even number, the CDF of R˜ can be written
in the form
F2T (τ) =
 1−QT
(√
2s
σ ,
√
2τ
σ
)
, τ > 0
0,
(22)
where QT denotes Marcum Q-function and the noncentral parameter s is defined as
s , α
√√√√ T∑
t=1
|xt|2. (23)
Thus it’s easy to show that
Pmiss = 1−QT
α
√√√√2 T∑
t=1
|xt|2/σ,
√
2τ/σ2
 . (24)
Supposing a frequency within a DFT grid interval follows the uniform distribution, then we obtain
E[α] = 0.88, where ω ∼ U[−pi/N, pi/N ] [20]. Hence,
Pmiss = 1−QT
0.88
√√√√2 T∑
t=1
|xt|2/σ2,
√
2τ/σ2
 . (25)
According to the definition of SNR (17), we have
Pmiss = 1−QT
(
0.88
√
2TSNR,
√
2τ/σ2
)
. (26)
Here the probability of miss is linked to the probability of overestimating via the threshold τ . It is
meaningful to analyze the effects of snapshots T . For the generalized Marcum Q-function Qv(a, b), it is
shown that it is strictly increasing in v and a for all a ≥ 0 and b, v > 0, and is strictly decreasing in b for
all a, b ≥ 0 and v > 0 [25]. In our case, v = T , a = 0.88√2TSNR, b = √2τ/σ2. Let T1 > T2. Fixing
the SNR and Poe, according to equation (16) the threshold τ depends on T and τ1 > τ2. Obviously we
have v1 > v2, a1 > a2 and b1 > b2. Thus it is difficult to obtain whether Pmiss|T=T1 > Pmiss|T=T2 or
not.
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A simple simulation is conducted to plot Pmiss versus Poe under different snapshots. The parameters
are the same as Fig. 1 except that K = 8, MC = 500 and SNR = 11 dB. The results are shown in Fig.
2. Note that the computed result does not approximate well with the measured results under T = 1 and
the other parameter settings. As snapshots increases, the computed results become more accurate. With
the probability of overestimating Poe being fixed, the probability of miss Pmiss decreases as snapshots
increases. This demonstrates that MNOMP benefits from MMVs.
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Fig. 2. Probability of miss Pmiss versus probability of overestimating Poe.p
V. CONVERGENCE
In this section, the convergence of the proposed algorithm is studied. Firstly, upper bounds on the
number of iterations needed to reach the stopping condition are given. Then a bound on the rate of
convergence of MNOMP is provided, which is a function of the “atomic norm” of original measurements
Y and the oversampling factor γ.
A. Proof of convergence
It’s easy to show that the number of measurements N is a trivial upper bound of the number of
iterations of MNOMP. From Update step 10 of MNOMP, it can be shown that X becomes a square
full-rank matrix (note that there is no frequency that will be detected twice) after N iterations. Then the
algorithm terminates because the residual is equal to zero for the (N + 1)th iteration.
In the following, we provide another upper bound on the number of iterations, which is obtained by
considering how much the residual energy will decrease when a new frequency is added to the set of
estimated sinusoids.
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Theorem 1 Let ‖Y‖2F be the original residual energy. When a new frequency is added to the set of
estimated sinusoids, the reduction of residual energy is at least τ . Consequently, min
{
N, b‖Y‖2F/τc
}
is
an upper bound on the number of iterations of MNOMP.
PROOF Assume we have detected m sinusoids, the residual measurement is given by Yr(Pm) = Y −∑m
l=1 a(ωl)x
T
l . The residual energy in each iteration of MNOMP satisfies the following,
‖Yr(Pm−1)‖2F
(a)
= ‖Yr(P ′m)‖2F +GYr(Pm−1)(ωˆ)
(b)
≥ ‖Yr(P ′′′m )‖2F +GYr(Pm−1)(ωˆ)
(c)
≥ ‖Yr(Pm)‖2F +GYr(Pm−1)(ωˆ) (27)
(d)
≥ ‖Yr(Pm)‖2F + τ. (28)
where ωˆ denotes the detected frequency. Equality in (a) holds because of the Step 5 in MNOMP
where we project Yr(Pm−1) orthogonal to the subspace spanned by a(ωˆ) to get Yr(P ′m). We obtain[
Yr(Pm−1)− a(ωˆ)xTm
]H
a(ωˆ) = 0 and xTm =
[
a(ωˆ)HYr(Pm−1)
]
/‖a(ωˆ)‖22 by solving minxm ‖Yr(Pm−1)−
a(ωˆ)xTm‖2F. Then we take the Frobenius norm of both sides of Yr(P ′m) = Yr(Pm−1)−a(ωˆ)xTm to obtain
equality (a). Inequality in (b) follows from RAC, which is implemented whenever the Single Refinement
step is executed and (c) is a direct consequence of the Step 10 of MNOMP, which can only cause a
decrease in the residual energy. And the stopping criterion leads to (d).
From inequality (28), we can conclude that the reduction of the residual energy caused by the detection
of a new sinusoid frequency is always larger than τ . Thus we can get another bound on the number of
iterations of MNOMP, which is b‖Y‖2F/τc.
B. Rate of convergence
In the noiseless scenario, the noiseless measurement Yo can be written as
Yo =
K∑
k=1
a(ωk)x
T
k =
K∑
k=1
cka(ωk)φ
T
k . (29)
where ck = ‖xk‖2 > 0, ωk ∈ [0, 2pi), φk = c−1k xk ∈ CT×1 with ‖φk‖2 = 1. Then the continuous
dictionary or the set of atoms is given as
A , {A(ω, φ) = a(ω)φT : ω ∈ [0, 2pi), ‖φ‖2 = 1} . (30)
It is easy to see that Yo is a linear combination of many atoms in A. Here, we define the atomic `0
(pseudo-) norm of Y ∈ CN×T as the smallest number of atoms that can express it [26]:
‖Y‖A,0 = infK
{
Y =
K∑
k=1
ckA(ωk, φk), ck ≥ 0
}
. (31)
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Because the atomic `0 norm is non-convex, we utilize convex relaxation to relax the atomic `0 norm to
the atomic norm, which is defined as the gauge function of conv(A), where conv(A) is the convex hull
of A [26]:
‖Y‖A , inf{t > 0 : Y ∈ tconv(A)}
=inf
{∑
k
ck : Y =
∑
k
ckA(ωk, φk), ck ≥ 0
}
. (32)
By defining 〈Y,A〉 = tr(AHY) and 〈Y,A〉R = R(〈Y,A〉), the dual norm of ‖Y‖A can be written as
‖Y‖∗A , sup
‖A‖A≤1
〈Y,A〉R = sup
ω∈[0,2pi),‖φ‖2=1
〈Y,a(ω)φT〉R
= sup
ω∈[0,2pi)
‖YHa(ω)‖2 = sup
ω∈[0,2pi)
√
GY(ω), (33)
where the GY(ω) is (6).
Theorem 2 Maximizing GY(ω) (for the dictionary of unit norm sinusoids) over [0, 2pi) is consistent with
that over the oversampled grid Ω with oversampling factor γ. Namely, we have
max
ω∈Ω
√
GY(ω) ≤ sup
ω∈[0,2pi)
√
GY(ω) ≤
(
1− 4piT
γ
)−1/2
max
ω∈Ω
√
GY(ω) (34)
PROOF According to (33), (‖Y‖∗A)2 can be expressed as
(‖Y‖∗A)2 = sup
ω∈[0,2pi)
‖YHa(ω)‖22 = sup
ω∈[0,2pi)
T∑
t=1
∣∣∣∣∣ 1√N
N∑
n=1
φ∗n,te
j(n−1)ω
∣∣∣∣∣
2
= sup
ω∈[0,2pi)
T∑
t=1
|Wt(ω)|2 , (35)
where φn,t is the (n, t)th entry of Y, and Wt(ω) , 1√N
∑N
n=1 φ
∗
n,te
j(n−1)ω. For ω1, ω2 ∈ [0, 2pi),
according to Bernstein’s theorem [27] and the result in [28, Appendix C], we can obtain
|Wt(ω1)| − |Wt(ω2)| ≤ 2N |ω1 − ω2| sup
ω∈[0,2pi)
|Wt(ω)|. (36)
Then we have
T∑
t=1
|Wt(ω1)|2 −
T∑
t=1
|Wt(ω2)|2
(a)
≤
T∑
t=1
(|Wt(ω1)|+ |Wt(ω2)|)× 2N |ω1 − ω2|
× sup
ω∈[0,2pi)
|Wt(ω)|
(b)
≤ 4N |ω1 − ω2|T sup
ω∈[0,2pi)
T∑
t=1
|Wt(ω)|2 = 4N |ω1 − ω2|T (‖Y‖∗A)2 ,
where inequality (a) follows from (36), inequality (b) is from the fact
T∑
t=1
sup
ω∈[0,2pi)
|Wt(ω)|2 ≤ T sup
ω∈[0,2pi)
T∑
t=1
|Wt(ω)|2, (37)
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and the last equality follows by (35).
Let ω2 take any value of the grid points
{
0, 2piγN , · · · , 2pi(γN−1)γN
}
, we have
(‖Y‖∗A)2 = sup
ω∈[0,2pi)
T∑
t=1
|Wt(ω)|2 = sup
ω∈[0,2pi)
T∑
t=1
(
|Wt(ω)|2 − |Wt (ω˜)|2 + |Wt (ω˜)|2
)
≤ sup
ω∈[0,2pi)
T∑
t=1
(
|Wt(ω)|2 − |Wt (ω˜)|2
)
+ max
d=0,··· ,γN−1
T∑
t=1
∣∣∣∣Wt(2pidγN
)∣∣∣∣2
≤ 4N |ω − ω˜|T (‖Y‖∗A)2 + max
d=0,··· ,γN−1
T∑
t=1
∣∣∣∣Wt(2pidγN
)∣∣∣∣2
≤ 4N 2pi
2γN
T (‖Y‖∗A)2 + max
d=0,··· ,γN−1
T∑
t=1
∣∣∣∣Wt(2pidγN
)∣∣∣∣2
=
4piT
γ
(‖Y‖∗A)2 + max
d=0,··· ,γN−1
T∑
t=1
∣∣∣∣Wt(2pidγN
)∣∣∣∣2 (38)
Since the maximum on the grid is a lower bound for (‖Y‖∗A)2, we have(
max
d=0,··· ,γN−1
T∑
t=1
∣∣∣∣Wt(2pidγN
)∣∣∣∣2
)1/2
≤ ‖Y‖∗A
≤
(
1− 4piT
γ
)−1/2(
max
d=0,··· ,γN−1
T∑
t=1
∣∣∣∣Wt(2pidγN
)∣∣∣∣2
)1/2
(39)
Thus,
max
ω∈Ω
√
GY(ω) ≤ sup
ω∈[0,2pi)
√
GY(ω) ≤
(
1− 4piT
γ
)−1/2
max
ω∈Ω
√
GY(ω). (40)
Remark 1 Theorem 2 shows that the sup
ω∈[0,2pi)
√
GY(ω) can be upper bounded by max
ω∈Ω
√
GY(ω) which
takes values at discreet grids within a scale factor
(
1− 4piTγ
)−1/2
. It can be seen that the inequality is
tight when γ → ∞. To ensure that the scale factor is constant, the oversampling rate γ must increase
linearly with the number of snapshots T .
To prove Theorem 3, the following lemma in [29] is introduced
Lemma 1 [29] Assume {an}n≥0 is a decreasing sequence of nonnegative numbers such that a0 ≤ U
and
an ≤ an−1
(
1− an−1
U
)
, ∀n > 0, (41)
then we have an ≤ Un+1 for all n ≥ 0.
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Theorem 3 For all Y satisfying ‖Y‖A < ∞, the residual energy of MNOMP at the mth iteration
satisfies
‖Yr(Pm)‖F ≤ (m+ 1)−1/2
(
1− 4piT
γ
)−1/2
‖Y‖A. (42)
PROOF From (27), we have
‖Yr(Pm)‖2F ≤ ‖Yr(Pm−1)‖2F −GYr(Pm−1)(ωˆ). (43)
Yr(Pm−1) is a direct consequence of projecting Y orthogonal to the subspace spanned by Pm−1, therefore
‖Yr(Pm−1)‖2F = 〈Yr(Pm−1),Y〉R
(a)
≤ ‖Y‖A‖Yr(Pm−1)‖∗A
=‖Y‖A sup
ω∈[0,2pi)
√
GYr(Pm−1)(ω)
(b)
≤ ‖Y‖A
(
1− 4piT
γ
)−1/2
max
ω∈Ω
√
GYr(Pm−1)(ω),
where inequality (a) follows from the following
‖Yr(Pm−1)‖∗A = sup
‖Y‖A≤1
〈Y,Yr(Pm−1)〉R ≥
〈
Y
‖Y‖A ,Yr(Pm−1)
〉
R
(44)
and equality (b) is obtained from Theorem 2. From the step 5 of MNOMP, we have
ωˆ = arg max
ω∈Ω
√
GYr(Pm−1)(ω), (45)
By defining η , ‖Y‖A
(
1− 4piTγ
)−1/2
and combing with (45), we have
‖Yr(Pm−1)‖2F ≤ η
√
GYr(Pm−1)(ωˆ). (46)
Combining (43) and (46), yields
‖Yr(Pm)‖2F ≤ ‖Yr(Pm−1)‖2F
(
1− η−2‖Yr(Pm−1)‖2F
)
. (47)
By using Lemma 1 and the fact that
‖Yr(P0)‖2F = ‖Y‖2F
(a)
≤ ‖Y‖2A ≤ η2, (48)
where inequality (a) follows from
‖Y‖2F =
K∑
k=1
K∑
l=1
(
xTk x
∗
l
) (
aH(ωl)a(ωk)
) ≤ K∑
k=1
K∑
l=1
|xHl xk||aH(ωk)a(ωl)|
≤
K∑
k=1
K∑
l=1
|xHl xk| ≤
K∑
k=1
K∑
l=1
‖xk‖2‖xl‖2 = ‖Y‖2A (49)
we have
‖Yr(Pm)‖2F ≤
η2
m+ 1
. (50)
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In other words,
‖Yr(Pm)‖F ≤ (m+ 1)−1/2
(
1− 4piT
γ
)−1/2
‖Y‖A. (51)
This proves Theorem 3.
Note that the component in (51) is (1− 4piT/γ)−1/2 instead of (1− 2pi/γ)−1 in [20]. Given T = 1,
our conclusion isn’t consistent with that in [20]. In fact, due to (1− 4piT/γ)−1/2 ≥ (1− 2pi/γ)−1, the
bound on the rate of convergence is tighter in the single snapshot scenario. The reason is that the bound
from Theorem 2 is looser than that of [20, Theorem 2].
Remark 2 For the above convergence analysis of the proposed MNOMP algorithm, no separation
condition is needed. It is worth noting that, no separation condition is also imposed for the analysis
of Poe and Pmiss. Nevertheless, as shown in Section IV, to obtain the probability of overestimating,
the residue is approximated as the noise (yrt(P ) ≈ zt). This means that MNOMP detects all the true
sinusoids approximately, which holds true with high probability if the frequencies are well separated.
For the probability of miss, we claim that there is no inter-sinusoidal interference. Such a condition also
implies that the frequencies are well separated.
C. Empirical rate of convergence
The relative residual energy of the ith iteration (averaged over 300 runs) versus the number of iterations
in a noiseless scenario is plotted to show the effects of the refinement steps on the convergence of
MNOMP, defined as 20log10 (‖Yr(Pm)‖F/‖Y‖A). Here, we compare MNOMP in the scenarios of T = 1
amd T = 10 to the following variants of OMP to show the improvements brought by the refinement
steps.
MNOMP without cyclic refinements (MNOMP-): This is an algorithm that has a nearly comparable
performance with OMP [30] over the continuum of atoms. We use MNOMP to implement this method
by setting the number of Cyclic Refinement Steps to 0. This algorithm lies in the class of forward greedy
methods because it doesn’t have a feedback mechanism. Hence, our analysis is also applicable to this
method.
Multi-snapshot Discretized OMP (MDOMP): If we skip the Single and Cyclic Refinement Steps, then
we can obtain a standard OMP applied to the oversampled grid Ω. Note that this algorithm can be viewed
as a special case of MNOMP, so the convergence analysis results are also valid.
The parameters are set as follows: K = 16, N = 64, T = 10, Rs = 1, Rc = 1, SNR = 25 dB,
∆ωmin = 2.5∆ωDFT. From Fig. 3, it can be shown that a small oversampling factor (γ = 4) with single
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Fig. 3. Convergence rates at noiseless case.
refinement step (MNOMP-) has a slightly faster convergence than a large oversampling factor (γ = 20)
with no refinements (MDOMP). Furthermore, we can see a large gap between MNOMP and the other
two algorithms, which means that the Cyclic Refinement Steps lead to an extremely fast convergence for
MNOMP. In Fig. 3, we can see that the relative residual energy drops sharply at the 16th iteration, which
is equal to the number of sinusoids in the mixture K. Furthermore, increasing the number of snapshots
improves the convergence rate.
VI. SIMULATION
In this section, we conduct numerical simulations to compare the performance of MNOMP against
other methods in terms of estimation accuracy in various scenarios.
Benchmarks: All algorithms are compared against DFT method implemented by coarsely picking out
the top K peaks, and the oversampling rate for DFT is set to 4.
Newtonized BPDN: For the sparse method inspired by sparse representation, we employ the SPGL1
toolbox [31] to solve the l2,1 minimization problem, also known as the MMV version of BPDN, we
denote this method simply as BPDN in the following, which is defined as
min ‖X‖1,2 subject to ‖AX−Y‖F ≤ τ, (52)
where ‖X‖1,2 denotes the sum of the two-norms of the rows of X and τ is the measure of the noise level.
Newtonized BPDN can be viewed as an extension of the BPDN method. By applying this toolbox to
model (1), where the oversampling rate is set to 4 and τ =
√
NTσ2, we then obtain the optimized X. By
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sorting the l2 norms of every row of the estimated X in a descending order, we choose the K frequencies
that correspond to the top K l2 norms of every row of the estimated X as the estimated frequencies.
To avoid the frequency splitting phenomenon [32, 33], we impose an extra procedure to the Newtonized
BPDN method to cope with two special cases. On the one hand, when the interval between two adjacent
estimated frequencies sorted in an ascending order is smaller or equal to 2pi/(γN), we eliminate the
latter frequency. At the same time we add the frequency corresponding to the top (K + 1)th l2 norms
of the row of the estimated X. On the other hand, we also adopt the afore-mentioned step to improve
the estimation performance when the first and last element of the sorted frequencies are equal to 0 and
the last sampling frequency, respectively. We recycle the whole procedure until there is no occurrence of
those two incidents. Then we apply the cyclic refinement step of MNOMP to the estimated frequencies,
and we set Rc = 1, Rs = 1 in this case.
Atomic Norm Based Approaches: The SPA [17], reweighed atomic norm (RAM) [33], the signal
denoising for MMV model [18, equation (22)] are implemented to make performance comparison. For
clarity, the approach in [18, equation (22)] is termed as AST-SD. SPA and RAM are implemented by
CVX [34], while AST-SD is implemented via ADMM. For the three algorithms, we input K to estimate
the frequencies, while RAM automatically estimate the number of sinusoids.
MNOMP: Parameters in various settings are summarized in Table I. The overestimating probability is
set as Poe = 0.01.
Simulation Set-up: The original frequencies of the sinusoids in the mixture are sampled from [0, 2pi)
and meet the corresponding minimum separation criterion. The detailed settings are shown in Table I.
In the following, we aim at obtaining the frequency estimation accuracy performance of MNOMP as
compared to the other methods in terms of mean squared error, recovery probability and DOA application.
TABLE I
SETTINGS OF DIFFERENT SCENARIOS.
Scenarios SNR (dB) ∆ωmin/∆ωDFT Rc Rs
1 SNRnom 2 1 1
2 SNRnom 1 3 1
A. Normalized MSE vs number of snapshots T
Simulation Set-up: Here, we concentrate on estimating a mixture of K = 16 complex sinusoids with
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length N = 50. Each scenario, as defined by ∆ωmin and SNR (17) is implemented over 300 MC trials.
In scenario 1 and 2, SNRnom is set as 10 dB for all sinusoids in the mixture. It should be mentioned
that all algorithms are compared against the DFT method, which is implemented by coarse peak picking.
We regard the mean value of CRB of all K sinusoids as a measure of optimality. The NMSE is defined
as E
[‖ωest − ωtrue‖22] /∆2DFT.
Fig. 4 and Fig. 5 have demonstrated the NMSE of all algorithms versus the number of snapshots in
scenario 1 and scenario 2, respectively. It is noted that for MNOMP and RAM algorithm, which assume
that the model order K is unknown, we only calculate the NMSE when the model order K is successfully
detected. Correspondingly, we present the recovery probability of both algorithms in Fig. 4 (b) and Fig.
5 (b).
For scenario 1, it can be seen that all algorithms benefit from the snapshots. There exists a performance
gap between the SPA and CRB, while MNOMP, RAM and NBPDN all asymptotically approach CRB.
From Fig. 4 (b), the recovery probability increases as the number of snapshots increases. It is noted that
when T is larger than 4, the recovery probability of MNOMP is larger than that of RAM.
When the signal is close to each other, we can basically sum up the same conclusion from Fig. 5
compared to that from Fig. 4. The difference is that NBPDN arrives at CRB slower and there exists a
small performance gap between all algorithms and CRB.
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Fig. 4. Normalized frequency MSE vs number of snapshots for scenario 1.
B. Application: DOA Estimation
In this section, we investigate the estimation performance of MNOMP algorithm in the DOA scenario,
where the inter-element spacing d is half of the wavelength λ, i.e., d = λ/2. We consider K = 3 narrow
band far-field DOA angles φ = [−2◦, 5◦, 12◦]T. We set N = 40, T = 20. For small sample scenario,
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Fig. 5. Normalized frequency MSE vs number of snapshots for scenario 2.
the EPUMA outperforms many other subspace based DOA estimators and offers reliable performance
with small number of samples [35]. Thus, we compare MNOMP with EPUMA. In this part, the root
MSE (RMSE)
√∑K
k=1(φˆk − φk)2 is used to characterize the performance of MNOMP and EPUMA,
where φˆ denotes the output of the algorithm. The results are presented in Fig. 6 (a). It can be seen that
MNOMP performs better than that of EPUMA. All these algorithms approach CRB as SNR increases.
From Fig. 6 (b), we can conclude that as the SNR increases, the recovery probability approaches one as
SNR increases.
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Fig. 6. RMSE of MNOMP algorithm for DOA estimation.
C. Success rate of all algorithms for multi-snapshot frequency estimation
For the MMV model, the frequencies {ωk} and amplitudes {xkt} consist of (2T +1)K real unknowns,
and the minimum number of complex-valued samples is 12(2T + 1)K. Institutively, to recover these
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Fig. 7. Success rates curves of all algorithms for line spectrum estimation with MMVs.
unknowns, the sample size per snapshot for any method must satisfy [16]
N ≥ 1
2T
(2T + 1)K = K
(
1 +
1
2T
)
. (53)
Thus it is interesting to investigate the benefits of N and T for the various algorithms. In our simulations,
the number of frequencies is K = 10, and the frequencies {θk}Kk=1 are randomly generated and satisfy
∆ωmin/∆ωDFT = 1.2. The frequencies are said to be successfully estimated if the model order is
successfully estimated and the root MSE [16], computed as
√∑K
k=1 |θk − θˆk|2/K is less than 10−3,
where θˆk denotes the estimate of θk. Results are presented in Fig. 7. It can be seen that the required
sample size per snapshot for exact frequency estimation decreases as the number of snapshots increases.
From Fig. 8, we can see that RAM has the best recovery performance. MNOMP and SPA have the
similar success rate performance. While the recovery performance of AST-SD is the worst.
VII. CONCLUSION
This paper develops the MNOMP algorithm to deal with MMVs and show the benefit from MMVs
numerically. The algorithm uses the information of already detected frequencies to refine the current
frequency and has a stopping criterion based on a given overestimating probability. The convergence
results are provided. It is numerically shown that MNOMP is competitive in terms of frequency estimation
accuracy and asymptotically approaches CRB. Since the number of snapshots is very large in array signal
processing, referring to the dimension reduction method [36] to implement MNOMP is worth studying
and will be left for future work.
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VIII. APPENDIX: ESTIMATION THEORETIC BOUNDS
The complex CRB can be calculated by following the procedure similar to [37] and utilize [38,
Example 2]. Here we provide an alternative approach to compute CRB. By defining xkt = gktejφkt , ∀k =
1, · · · ,K, t = 1, · · · , T , We obtain matrices G and Φ. Let κ be κ = [ωT,gT,φT]T, where g = vec(G)
and φ = vec(Φ). Then the FIM is calculated according to [40]
I(κ) =
2
σ2
N∑
n=1
T∑
t=1
(
∂<{Znt}
∂κ
(
∂<{Znt}
∂κ
)T
+
∂={Znt}
∂κ
(
∂={Znt}
∂κ
)T)
. (54)
By defining gt = [g1t, · · · , gKt]T and φt = [φ1t, · · · , φKt]T, we have
∂<{Znt}
∂κ
=

∂<{Znt}
∂θ
0(t−1)K
∂<{Znt}
∂gt
0(T−t)K
0(t−1)K
∂<{Znt}
∂φt
0(T−t)K

,
∂={Znt}
∂κ
=

∂={Znt}
∂θ
0(t−1)K
∂={Znt}
∂gt
0(T−t)K
0(t−1)K
∂={Znt}
∂φt
0(T−t)K

, (55)
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where
∂<{Znt}
∂θk
= −(n− 1)gktsin [(n− 1)θk + φkt] ,
∂<{Znt}
∂gkt
= cos [(n− 1)θk + φkt] ,
∂<{Znt}
∂φkt
= −gktsin [(n− 1)θk + φkt] ,
∂={Znt}
∂θk
= (n− 1)gktcos [(n− 1)θk + φkt] ,
∂={Znt}
∂gkt
= sin [(n− 1)θk + φkt] ,
∂={Znt}
∂φk,t
= gktcos [(n− 1)θk + φkt] .
Substituting (55) in (54), the FIM I(κ) is obtained. The CRB is CRB(κ) = I−1(κ) and CRB of
frequencies are [CRB(κ)]1:K,1:K , which will be used as the performance metrics.
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