We study the role of suspension density in eruption currents, a regime of gravitydriven flow that is sustained by massive, localized blow-out of particles acting as a steady source of heavier fluid injected into a uniform flow at high Reynolds number. 
I. INTRODUCTION
Suspension currents are ubiquitous.
1 Geophysical examples include powder snow avalanches, 2 haboob sand storms, 3 and deep-sea sediment slides. 4 These currents all share similar elongated shape and internal recirculation, created as a suspension of higher density insinuates itself below lighter ambient fluid. However, their physics can differ in fundamental ways.
A crucial distinction is whether the heavier fluid is continuously injected from the underlying sediment, or whether it is merely moved by gravity after a fixed mass is released from upstream. 5 Most experiments, theory and numerical simulations 6 focus on the latter regime, in which the heavier fluid only changes its overall mass on relatively long time scales through a balance between shear-induced basal erosion, 7 dilution by entrainment of ambient fluid, 8 and slow sedimentation. Long-lasting haboob sand storms, which arise when cold air descends and propagates over a flat sand surface, 3 are an example of this regime.
In contrast, recent data from ground penetrating radar 9 suggest that dilute powder snow avalanches belong to the altogether different regime of "eruption currents," 10 which are dominated by massive, localized upward injection of material just behind the head, creating a sudden depression that is evident from in-situ pressure measurements. 11 Such injection arises from a blow-out failure of the snowpack that rapidly scours the snow cover as the avalanche head passes. As Issler 12 and Gauer and Issler 13 suggested, the blow-out is likely driven by the rapid establishment of steep pressure gradients within the porous snowpack, which produce internal body forces fluidizing and expelling snow violently outward through a narrow failure zone. These internal gradients arise from the rapid drop in static pressure that the mean flow creates immediately behind the avalanche front. Snowpack failure and subsequent injection of material sustain the powder cloud and its associated pressure signature.
In short, porous snow cover and powder "cloud" act synergistically to inject a dense fluid suspension into lighter ambient air. Because dilute powder snow avalanches benefit from comprehensive data for frontal speed, 14 induced pressure, 11 size history, 15 and basal scouring, 9 their interpretation as an eruption current can be tested. Recent research implies that other geophysical flows may also exhibit such synergistic destabilization of the underlying sediment feeding the suspension.
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Toward establishing a model for eruption currents, McElwaine and Turnbull 11 showed that static pressure recorded as the head of powder snow avalanches passes over a fixed transducer could be captured by potential flow theory, consistent with the large Reynolds numbers ∼ 10 6 -10 8 typical of such events. 1, 20 Inspired by their analysis, we examine in this paper how the density of the effective fluid ejected by the frontal blow-out affects the main features of the eruption current that it creates.
II. BACKGROUND
Snow avalanches belong to two main classes with markedly different, albeit often coexisting physics. In the first, avalanches slide downhill as dense media, 21, 22 forming slab avalanches, 23 as well as wet-snow and debris flows.
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In the second, powder snow avalanches entrain light and fine material from the snow cover into suspension. In this regime, whereby "dry, low-density and cohesionless snow is entrained at the avalanche front in a very short time," 14 convincing field evidence supports the concept that powder clouds are fed by material eruption directly into the head, driven by steep pressure gradients induced by the flow. Thus, a fast moving depression fluidizes or "plows" the porous snow cover in a self-perpetuating cycle.
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Rather than attributing material uptake to frontal eruption, it may be tempting to regard dilute powder snow avalanches as a gravity current sustained as shear-induced basal erosion exceeds the particle settling deposition rate. 25, 26 However, the rate of energy ∼ ρu * 3 that air of density ρ must supply through basal shear ρu * 2 to lift particles from a unit area of the snow cover against the gravitational acceleration g is far from sufficient to reach the rate of potential energy ∼ ρ gH dH /dt required to match the observed growth in the mass of a cloud of density ρ . In fact, with typical frontal speeds U 15 − 50 m.s −1 , estimated cloud densities ρ 3 − 10 kg.m −3 , heights H 20 − 50 m, shear velocity u * ∼ 0.05 U , and total avalanche time < 100 s, basal shearing only permits a relative rate of growth of avalanche mass (1/M )dM/dt ∼ ρu * 3 /(ρ gH 2 ) that is at most two orders of magnitude smaller than the rate (1/M )dM/dt ∼ 3/t that is observed for a cloud of density ρ at a time t following ignition of the powder cloud. 27 Because air entrainment at the ambient-cloud interface reduces ρ , this substantial failure of surface erosion to account for growth cannot be attributed to air entrainment alone without implying excessive dilution of the cloud.
In fact, recent ground-penetrating radar data obtained from instruments buried beneath the snowpack at the Vallée de la Sionne test site in Switzerland confirmed that snow en-trainment from a passing powder avalanche could be more rapid, massive and localized than what surface shearing would alone accomplish. By recording instantaneous microwave optical depth of the snow cover, these measurements established that substantial reductions in snowpack depth are confined to a narrow region behind the current's head, 9, 12, 13 from which ejected material likely produces the steady increase in avalanche volume that is observed. 15, 27, 28 In addition, other measurements on a pylon at the Vallée de la Sionne 11 revealed a noticeable drop in static pressure below ambient, further suggesting that particle blow-out is driven by suction of material after fluidization of the snow cover, rather than by surface shear or bulk compression.
Accordingly, we recently analyzed a blow-out mechanism 10 that accounts for mechanical failure of the porous snow cover in response to the static pressure profile induced on its surface by the powder cloud. From the resulting gradients of pore pressure, we calculated stresses on a vertical failure surface of the snowpack, and derived a sufficient condition for sustaining its fluidization. This condition prescribed the fluidization depth, and set upper limits on density, internal friction or cohesion of snowpacks able to sustain powder snow avalanches.
In these calculations, carried out in the rest frame of the cloud, we invoked three simplifying assumptions to find the pressure field in the cloud. we considered the flow as quasi-steady.
Adopting a RHB of uniform fluid density allowed us to reproduce the observed pressure field well enough to evaluate body forces that this field imparts within the porous snow cover. 10, 11 However, an important remaining question was how the density contrast between effective source fluid and ambient air would affect the flow field. As this paper will articulate, increasing density of source fluid swells the cloud, while reducing magnitude of the flow-induced depression at the source.
To show this, we consider flows subject to a density discontinuity between source and ambient fluids. To make the theory tractable, we restrict attention to flows on a horizontal surface, which possess a planar symmetry allowing closed-form predictions. (On an inclined surface, such symmetry is broken, as the density difference demands that the heavier fluid sink toward the incline to satisfy energy conservation uphill). The resulting symmetries allow us to establish the form of streamfunctions, and to calculate exactly interface displacement and velocity field in the heavier fluid from energy conservation and continuity of static pressure. Inspired by the problem of two potential flow fields separated by an oscillating interface 34 and the solution by Saffman and Yuen, 35 we then complete the calculation by computing the velocity jump at the interface between ambient and source fluid with a collocation technique.
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To test our predictions, we report experiments and numerical simulations that delineate success and limitations of the theory in predicting the role of density near the head. The simulations reveal that viscosity conspires with an isotropic velocity distribution on a finite source to produce large eddies at the interface, and to swell the cloud beyond what source density alone achieves. In spite of such eddies and added swelling, experiments and simulations show that a relatively simple potential theory can predict how source fluid density swells the interface and modifies the induced pressure field.
We begin by outlining the theory. We then report numerical simulations and experiments focused on the role of fluid density.
III. THEORY
Inspired by the success of McElwaine and Turbull 11 at capturing the pressure field measured in a powder snow cloud using potential flow, we assume that the flow conforms to a Rankine half-body (RHB) consisting of a source injected into a uniform stream. velocity having, in general, different magnitudes above and below the interface (Fig. 1) .
A. Rankine half-body
Without a density difference between source and ambient fluids, the RHB stream function is, in polar coordinates (r, θ) about the source with axis θ = 0 along the directionx of cloud motion, ψ = −U r sin θ + γθ/2π, which determines the distance from source to stagnation point at the front
In this paper, we make lengths and velocities dimensionless with b and U , respectively, and denote dimensionless quantities with a caretˆ. The dimensionless streamfunction iŝ
which induces a velocity vectorû =û rêr +û θêθ with componentŝ
in the radial and tangential directionsê r andê θ , respectively. Setting the coordinate system in the rest frame of the avalanche fixes the interface streamline that satisfieŝ
and separates "ambient" fluid above the interface from "source" fluid below (Fig. 1 ). (In this paper, the subscript S denotes quantities evaluated at the interface).
To account for higher density of source fluids, we carry out the calculation in four steps.
First, we invoke symmetries to write the most general solutions of the Laplace equation in the two immiscible domains of source and ambient fluids. We then apply a kinematic boundary condition 34 that requires the interface to be a coincident streamline common to the two domains, and a pressure boundary condition that prescribes continuity of static pressure across the interface. 33, 35, 37 This provides an exact solution for the shape of the interface and the flow field below it. Finally, to calculate the velocity jump at the interface and the new ambient flow field above, we solve a non-linear set of equations by collocation on the interface. is an infinite series of the form
and E 1 are constants to be determined, and n is a non-zero integer. Harmonic conjugates of this streamfunction define velocity potentials.
Because the x-axis is a plane of symmetry in horizontal flows, the radial velocity field must be an even function of θ, such that H n = 0 and L n = 0, ∀n. Because the remaining streamfunction must be single-valued on parts of the symmetry plane (θ = 0, π), and becausê
, then E 1 = 0 to avoid a dependence onr there. Because the streamfunction is determined to within an arbitrary constant, we set E 0 D 0 = 0. Therefore, the most general streamfunction for the entire flow field iŝ
where
We now adopt a notation in which primed and unprimed terms belong, respectively, to source fluid below the interface, and to ambient fluid above it. In the ambient fluid, inspection of Eqs. (3) and (6) demands that, for velocity to remain finite as r → ∞, all coefficients with positive powers n ≥ 2 must vanish. In addition, because injection of denser source fluid cannot affect the uniform velocity far into the ambient fluid, B 1 = 0 as well.
Consequently, the ambient fluid above the interface has the streamfunction
and velocity componentsû
We now consider the source fluid. Although velocity is singular at the source, the streamfunction must be finite there, so that F n = 0, ∀n. In addition, because the velocity of the source fluid must be finite as r → ∞, B n≥2 = 0. Therefore, the source fluid streamfunction has the formψ
Because potential flow source and ambient fluids are not miscible, the volume flow rate originating at the source must be independent of fluid density. Therefore, the integral of the radial velocity derived from Eq. (9) on a circle of any radius within the source fluid must be identical to that for a RHB of uniform density,
so that K 1 = 0. Therefore, the source fluid streamfunction of Eq. (9) can be further simplified
where we define δ ≡ (1 − B 1 ) for convenience. Thus, velocity components in the source fluid
C. Interface conditions
Having determined the form of streamfunctions for ambient and source fluids in Eqs. (7) and (11), we find F n , K 1 and B 1 by applying kinematic 34 and pressure 33, 35, 37 boundary conditions at points on the interface. Batchelor's "kinematic" 34 condition lets the interface be a streamline common to both fluids, coinciding without void or overlap. This may be achieved if and only ifψ
where K 0 is a constant and the vector r S describes the interface of subscript S. Because the stagnation point lies on the interface at θ = 0, bothψ S andψ S vanish there, so that K 0 = 0.
Following von Kármán 33 and Saffman and Yuen, 35 the "pressure" condition is that static pressure be continuous across the interface, p = p . Because each fluid achieves its own uniform velocity as r → ∞, it is subject to a Bernouilli's equation with energy density independent of streamline,
where y = r sin θ is vertical elevation of the interface along the unit vectorŷ. As Fig. 1 illustrates, the stagnation point withû =û = 0 occurs for both fluids at y = 0. Consequently, with p = p across the interface, Eqs. (14) and (15) imply E = E. Imposing continuity of static pressure then yields, in dimensionless form at the interface of subscript S,
whereû S is expressed as a series in Eq. (8) andû S appears in Eq. (12) . The two dimensionless parameters governing this idealized problem with point source are the relative source
and the relative reduced density
D. Solution below the interface
Becauseψ S vanishes on the interface, Eq. (11) implies that, in the presence of denser source fluid, the radial coordinate of the interface is uniformly magnified from its RHB expression in Eq. (4) by the factor 1/δ,r
from which we deduceŷ S =r S sin θ = θ/δ. Equation (11) also implies that the velocity field of the heavier source fluid below the interface is everywhere smaller by the factor δ than the corresponding value for a RHB with uniform density. In other words, increasing density of the source fluid swells the region below the interface uniformly by 1/δ > 1, and it reduces all velocities below the interface uniformly by δ < 1. In particular, the asymptotic height of the interface as θ → ∞ becomes
while asymptotic speed is
Writing Eqs. (8) and (12) on the interface in the limit wherer → ∞ (or θ → π) yields
Substituting these results in Eq. (16), we obtain a cubic equation that can be solved for δ,
Defining a bulk Richardson number as ratio of potential and kinetic energies of the source fluid,
the solution to Eq. (22) is
Combining Eqs. (20)- (21) and (23)- (24) relates β, Ri and ζ,
Because Ri/(1+Ri)
At the relatively small densities and high speeds of dilute powder clouds, this condition is always upheld. Finally, Eq. (19) for the interface implies ψ (r S ) = 0, so that the coincidence condition (13) takes on the simpler formψ
whereψ is found in Eq. (7).
E. Solution above the interface
Now that heavier source fluid velocity and interface position are known exactly in terms of β and ζ (or equivalently, in terms of Ri and ζ) by solving Eq. (22), and substituting the resulting δ in Eqs. (12) and (19) , it remains to find K 1 and F n , which are needed to evaluate velocity in the ambient fluid. First, we determine K 1 by settingû = 0 in Eq. (8) at stagnation wherer = 1/δ,
so that Eqs. (16) and (26) only feature F n as unknowns.
For given Ri and ζ, we then solve these equations in F n numerically up to a truncation order N such that n = 1, 2, ..., N using the collocation technique employed by Saffman and Yuen. 35 In this method, the interface of Eq. (19) is discretized into I points (excluding stagnation, as this point was already used to find K 0 and K 1 , and excluding θ = π, wherê r diverges to ∞). Although one could envision other discretization schemes, we find that points with equally-spaced polar angles
produce convergence and accuracy similar to other schemes, such as equidistant or randomlyplaced points on the interface. We equate the number N of unknowns F n to the number 2I of Eqs. (16) and (26) at I collocation points, which implies that the truncation order N = 2I must be even.
Specifically, using Eqs. (8), (12), (19) and (25), we apply Bernoulli's Eq. (16) at collocation points of index i to write a system of I nonlinear Eqs.
where speed squared of source and ambient fluid are, respectively
and
Then, using Eqs. (7), (19) and (27), we apply the streamline coincidence Eq. (26) at the collocation points to write another system of I linear Eqs.
Applying Eq. (32) at θ = π also yields the relation nF n δ n = 0, which can be used to gauge convergence of the numerical collocation method.
At low values of Ri ∼ O(10 −2 ) and for N 14, all terms in the n-series are small enough that Eq. (31) can be linearized. In that case, the system of Eqs. (29) and (32) Thus, at large Ri(1 − ζ), it is more convenient to determine the velocity field above the interface using numerical simulations of Euler's equations.
As Fig. 2 shows, the interface swells uniformly as cloud density increases, or as Ri decreases, consistent with Eqs. (19) and (24) . Figure 3 illustrates how "slip" discontinuities in velocity |û| − |û | 0 at the interface between two inviscid fluids of different densities depend on Ri and ζ. Such slip occurs whenever ρ > ρ, with |û| − |û | → (1 − δ) at the interface tail where θ → π. As Fig. 3 shows, slip is more sensitive to source density (through ζ) than it is to speed (through Ri).
IV. NUMERICAL SIMULATIONS
We ran two kinds of numerical simulations. With the first, we verified predictions of the inviscid theory by integrating the unsteady Euler equations in the presence of a small fluid all distances scaled with b = b/δ, the relative radius r c /b of the finite source decreased as ρ /ρ rose, and any increase in source fluid density required finer mesh resolution around the source. With our current computing capabilities, finite-volume resolution therefore limited the maximum density ratio that our simulations could accurately handle to ρ /ρ 4.
A. Euler equations
We tested the two-dimensional inviscid theory of section III by discretizing the unsteady Euler equations. We tracked the sharp interface between the two immiscible fluids using the volume-of-fluid method of Hirt and Nichols, 40 who added a governing equation for advection of their volume fraction. 41 The method minimizes interface distortion using the geometric reconstruction scheme described by Youngs.
42 Consistent with the RHB flow field in Eqs. (2)- (3), we set the boundary condition for source fluid velocity on a small radius r c to the profilê from an initial guess, we ran inviscid simulations until they reached a steady-state, but we observed no motion or oscillation of the interface thereafter, even when source fluid density rose to a ratio ρ /ρ 4 producing significant interface slip velocity. As we raised ρ in numerical simulations, stagnation moved upstream and slip velocity increased according to theoretical predictions (Fig. 4) , thus providing independent verification that solutions exist despite the non-linear character of Eq. (16).
B. Large-eddy-simulations
To examine how turbulence smears the predicted velocity jump at the interface between 
We modeled turbulence with LES, which preserves large-scale turbulent motion, but does not resolve subgrid-scale eddies, blurring them instead with a spatial filter to the mass and momentum Navier-Stokes balance equations. 44 In Ansys-Fluent, finite-volume discretization implicitly filters any objective scalar, vector or tensor ϕ in the governing equations usingφ
where the overbar denotes a filtered quantity, V is the volume of a computational cell, and
is the filter kernel. To capture the flow below the grid scale, LES assumes that turbulent kinetic energy production and dissipation are in equilibrium. We employed the simplest Smagorinsky model 45 to compute the kinematic eddy viscosity
where Γ ≡ 2Γ ijΓij ,Γ ij is the second-rank mean resolved strain-rate tensor,
is the mixing length of the subgrid scale, κ 0.41 is von Kármán's constant, and d is distance to the closest wall. We fixed the Smagorinsky constant To curb memory requirements, we adopted r c = 0.64b, which afforded us adequate grid resolution around the source.
For greater computing speed, we also ran all but one LES in two dimensions. Although two-dimensional computations may result in a reversal of the turbulent energy cascade, whereby small eddies larger than the grid scale grow rather than decay toward dissipation at smaller scales, 47 2D LES of buoyancy-driven flows with a density interface can capture turbulence more reliably than unsteady Reynolds-averaged Navier Stokes (RANS) models. 52 also showed that 2D LES of lock-exchange gravity currents captured flow dynamics accurately in the head, which is the region of our interest.
To find out whether the lack of a third dimension may have corrupted our 2D results, we carried out one, computationally onerous 3D LES (described in the next section), but observed no significant change in flow behavior. 
C. Source-induced swelling and oscillations
Both Euler simulations and LES underscored the importance of the form of the velocity profile imposed at the finite source. As Fig. 5 shows, if the source possesses the "isotropic" velocity profileû
then the interface swells beyond the outward density-induced expansion predicted by Eqs. (19) and (22) In summary, simulations revealed that interface swelling has two origins. The first kind, which we call "density-induced" swelling, is associated with higher density of source fluid.
It is captured by the theory in section III. The second kind, which we call "source-induced" swelling, arises when the velocity distribution on the finite source no longer conforms to the RHB. Because the source must be finite in laboratory experiments or in the field, source- induced swelling is inevitable. However, as we will observe with experiments and numerical simulations in section VI, the inviscid theory still captures the role of density-induced swelling, even when source-induced swelling is significant.
D. Interface fluid entrainment
The existence of interface oscillations with a finite isotropic source suggests that entrainment of ambient fluid at the interface might contribute to the mass balance of eruption currents. In gravity currents devoid of material input from the base, interface entrainment alone determines volume growth, which occurs mainly in the tail as the particle suspension Because the strong pressure gradients driving material eruption reside within the range −b < x +b , it is density within this head region of volume V 3b 2 W and width W that determines size, mass and, ultimately, dynamics of the powder cloud. In this section, we invoke two arguments to show that interface fluid entrainment is small within this range.
First, recalling Ancey's calculations, 8 we estimate an upper bound for the ratioṁ/ṁ s of mass flow rate entrained at the interface within the range −b < x < +b and rate of material ejected by the source. Then, we interrogate the LES to confirm that the ratio is small. below the interfaceṁ
where h S is the elevation of the interface at x = −b . As Fig. 7 illustrates, the ratioṁ/ṁ s is well approximated by the expressioṅ
which is always < 1/4, and decreases with increasing source fluid density. Nonetheless, as animations in Fig. 6 showed, entrainment of ambient fluid is more vigorous in the tail where x < −b . In short, although air entrainment should contribute to diluting the frontal region, we do not expect it to dominate mass balance at the head of powder snow avalanches.
V. FIELD DATA
To illustrate the role of cloud density in the field, we compared our solution to static inferred the "gauge" static pressure (p f − p ∞ ) from its measured value (p m − p ∞ ) using potential flow theory in the rest frame of the pylon,
where p ∞ is ambient pressure preserved for reference in a special chamber within the pylon, 
where components of u are given by Eq. (8), and we convert the result to measured pressure using Eq. (42) . In the source fluid, we subtract Eqs. (15) from (14) with E = E, and write
where components of u are given by Eq. (12) . We then adopt the avalanche height H and velocity U reported by Turnbull and McElwaine. 27 By minimizing the mean-square error between recorded pressure time-history and model, we infer avalanche density ρ , transducer elevation y t above the eroded snowpack, and time t 0 when the source is level with the transducer. In this procedure, we calculate b = H /π, use Eq. (22) 
VI. EXPERIMENTS
To test the theory and mimic particle blow-out confined to a narrow basal region perpendicular to the main flow, we built a 6 m long recirculating water flume of width 0.2 m and depth 0.5 m, in which we injected sodium chloride brines of various densities through an isotropic line source located at the base of the nearly uniform stream (Fig. 9 ). Unlike gravity current experiments, the relative position of source and current head remained fixed in the laboratory frame. Despite its smaller scale, this facility produced turbulent Reynolds numbers ∼ ρU H/µ > 10 4 high enough to feature current heads resembling their counterparts in geophysical systems.
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The source consisted of a perforated hemi-cylindrical tube of 2r c = 6.3 mm diameter with centerline on the base alongẑ =x ×ŷ with holes of 1.3 mm diameter covering 30%
of the outer cylindrical surface of the tube. Because these holes produced a pressure loss smaller than through the tube, we equalized their outputs by balancing opposite brine flow Omitting density changes clearly fails to capture the data.
rates forced from both ends of the nozzle until fluorescent source fluid was seen to distribute uniformly alongẑ in the stagnant flume. For practical reasons, we could not devise an injector producing a RHB velocity distribution at r = r c on the tube periphery. Instead, the holes produced jets of equal strength pointing along directions normal to the tube with 0 < θ < π. Although this source conformed more closely to Eq. (39) than to the RHB profile in Eq. (33), the jets magnified source-induced swelling, -but exhibited similar oscillations -, than a source with uniform injection along θ, such as in simulations labelled "isotropic, µ = 0" in Figs. 5 and 6.
Our experimental procedure and calibration followed Cowen, et al. 57 We visualized the shape of the interface by introducing a thin sheet of light through the base inducing fluores- cence of sodium fluorescein tracer injected with the source fluid. 58 The fixed source allowed us repeated imaging of the flow front at 15 Hz. Images were captured on a 12-bit digital grey-scale progressive-scan CCD camera with 1392 × 1040 pixels of 6.45 × 6.45 µm 2 using a lens of 25 mm focal length with aperture f/1.6. Because sodium fluorescein absorbs and emits at 488 and 515 nm wavelengths, respectively, we used a dichroic bandpass optical filter to suppress wavelengths other than 515 ± 25 nm. We then related CCD light intensity to fluorescein concentration in independent stagnant flume experiments, and subtracted background images to highlight concentration changes due to injection of source fluid.
To identify the interface location, we first superimposed multiple images to find a timeaveraged gray scale at each pixel (i, j) with center at the cartesian coordinates (x i , y j ) (top images in Fig. 10 ). We converted the resulting gray scale to a mean fluorescein concentration C ij , which we smoothed with a gaussian filter over four adjacent pixels before calculating the gradient image ∇C ij . To each pixel we associated a virtual RHB interface passing through its center with characteristic distance b ij = x 2 i + y 2 j sin θ ij /θ ij , where θ ij ≡ arctan(y j /x i ). Next, we calculated the inward normal unit vectorn ij to the virtual interface, and formed the scalar image ξ ij ≡n ij · ∇C ij (bottom images in Fig. 10 ). Finally, we determined the most likely apparent distance b A from source to stagnation by maximizing (1/K) K k=1 ξ ij calculated over K ∼ 100 pixels at roughly evenly-spaced polar angles θ ij on the interface with characteristic length b A .
To isolate effects of source density, we created nearly identical flow conditions for fresh water and brine injection by rapidly switching between two separate reservoirs containing the two liquids with identical fluorescein concentrations. We began each test by injecting fresh water until the flume reached steady-state. After acquiring a series of images, we substituted brine for fresh water at the same flow rate using a three-way valve, and acquired a second series of images for comparison.
As Fig. 11 illustrates, increasing source fluid density produced a relative interface ex- exhibit.
VII. CONCLUSIONS
We examined the role of source density in shaping currents driven by injection of a heavier immiscible "source fluid" within the head. By matching static pressure at the interface between inviscid source and ambient fluids in potential flow, we derived exact expressions for interface position, and for the velocity and pressure fields within the source fluid. In that region, we showed that increasing source fluid density swells the interface and all distances uniformly, while reducing velocities by the same factor. Numerical simulations of Euler's equations confirmed accuracy of these predictions for "density-induced swelling" up to a density ratio ρ /ρ = 4.
We developed a collocation scheme to calculate velocity and pressure above the interface. We found that such scheme performs well at relatively small bulk Richardson number, but that Euler simulations afford greater accuracy at higher Richardson number. We employed LES to demonstrate robustness of the theory to the introduction of viscosity and turbulence.
If a finite source has a different velocity distribution than prescribed by the Rankine half- 
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