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Abstract
The following analogue of Tverberg’s partition theorem in R3 is proved (among others): Every
set of  187 m points in R3 can be divided into m subsets such that the smallest axis-parallel boxes
containing the subsets have a common point. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let S be a 7nite set of points in R3, say
S = {(x1; y1; z1); : : : ; (xn; yn; zn)}:
The box hull of S, denoted by box(S), is the set of all points (x; y; z) in R3 satisfying
min
i










zi 6 z 6 max
i
zi:
Thus box(S) is the smallest parallelotope in R3 with edges parallel to the coordinate
axes, or box, which contains S.





Then the collection {S1; : : : ; Sm} is called a good m-partition of S.
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For m¿ 2, de7ne rm(3) to be the smallest integer n with the property that every set
of n points in R3 admits a good m-partition. (It will be seen shortly that rm(3) exists
for all m.)
The main purpose of this paper is to prove the following result.
Theorem 1.  52m6 rm(3)6  187 m; m¿ 2.
Some comments regarding this theorem are in order.
In 1987, Hare and Thompson [3] stated without proof that r2(3) = 5; r3(3) = 7;
r4(3)=10 and, more generally, rm(3)¿  52m. As Theorem 1 shows, these statements
are indeed correct. The authors went on to conjecture that their lower bound for rm(3)
was tight, i.e., rm(3) =  52m for all m. While this is true for m6 8 and some larger
values of m, it is not true in general. In fact, in Section 6 we prove that r9(3) ¿ 23
which in view of Theorem 1 implies the following result.
Theorem 2. r9(3) = 23.
This is the smallest instance (but not the only one that we know of) where the
Hare–Thompson conjecture fails.
We have reason to believe that rm(3) =  187 m or  187 m − 1, according as m ≡
0 (mod 7) or m ≡ 0 (mod 7). 1 However, a proof seems to require an intricate case
analysis which we have not been able to accomplish yet. So the true function rm(3)
remains to be discovered.
The problem of computing rm(3) is a special case of a more general problem, that
of computing rm(d). The de7nition of rm(d) is completely similar to that of rm(3),
except that the space R3 is replaced by the d-dimensional space Rd. The box hull of
a set of points in Rd is again the smallest axis-aligned parallelotope in Rd containing
the set.
Very little is known about this function, and evaluating it is considered as very hard.
We have rm(1)=2m− 1, which is trivial, and rm(2)=2m, which is not too diFcult to
prove (see [2–4]). Furthermore, r2(d) is known and turns out to be, almost precisely,
log2 d+
1
2 log2 log2 d+2 (see [1,4]). The present paper deals with the case d=3 but the
methods employed here do not appear to carry over to higher dimensions. In any case,
the problem of determining rm(d) for m¿ 2 and d¿ 3 is wide open; no conjecture as
to the form of the solution has been proposed so far.
For more references to the foregoing results, a review of some relevant theorems
of combinatorial geometry and relationships with the so-called partition conjecture in
abstract convexity theory, the reader is referred to the author’s recent survey [2]. (Note
that rm(d) is written as rm(B
d) there.)
1 The upper bound in Theorem 1 can indeed be lowered by one when m ≡ 0 (mod 7); see the remark
following Lemma 4.3. In particular, this implies that r7(3) = 17 and r14(3) = 35. For the sake of a uni7ed
proof, we content ourselves with the estimate given in Theorem 1.
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The title of the present paper is of course a tribute to the famous theorem of
Tverberg [6] from 1966. (For later proofs of Tverberg’s theorem, see [5,7,8].) Tver-
berg solved the m-partition problem in Rd in the ‘classical’ case in which the ordinary
convex hull of a set is considered instead of the box hull we are using here. The
function corresponding to rm(d) in this case reads, according to Tverberg’s theorem,
(m− 1)(d+ 1) + 1. Clearly, this is an upper bound for rm(d).
The content of the present paper may be summarized as follows. Section 2 establishes
terminology and provides some of the tools needed in the later sections. It turns out that
the problem of computing rm(3) (and rm(d), for that matter) can be reduced to a purely
combinatorial problem on systems of permutations; Section 2 explains this reduction.
The following three sections are devoted to proving Theorem 1. The lower bound for
rm(3) proposed by Hare and Thompson is established in Section 3, the upper bound
in Sections 4 and 5. The latter two sections contain the bulk of the paper. Finally,
Theorem 2 is proved in Section 6. All proofs will be carried out in the combinatorial
setting we are going to describe next.
2. Combinatorial reformulation
We begin with some basic terminology. An m-partition of a 7nite set S is a collection
{S1; : : : ; Sm} of mutually disjoint subsets of S whose union is S. The sets Si are called









+ 1; i = 1; : : : ; m;
where |S|= n, then the m-partition is said to be balanced.
Now let S be a set of n points in R3, as given in Section 1. Set N :={1; : : : ; n}. By
projecting the points of S onto the coordinate axes of R3, we obtain three permutations
of N , say ;  and , de7ned by requiring that
x(1) 6 · · ·6 x(n);
y(1) 6 · · ·6 y(n);
z(1) 6 · · ·6 z(n):
These permutations need not be unique, as distinct points of S may project onto the
same point of some coordinate axis. In such a case, an arbitrary choice is made which
has to respect, of course, the ordering of the points on the axis.
We shall usually display ;  and  in the form of row vectors, as follows:
: (1); : : : ; (n);
: (1); : : : ; (n);
: (1); : : : ; (n):
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These rows contain all the information relevant to our purpose. The following discus-
sion concerns the row vector of ; it is understood to apply equally well to the rows
of  and .
We call (1); : : : ; (n) the elements of . These elements carry a natural ordering,
namely, (1)¡ · · ·¡(n), inherited from the ordering of the corresponding projec-
tions. So we may speak of the m smallest elements of , for instance, or of elements
of  preceding other elements, or an element of  lying between two other elements,
and so forth.
We say that two subsets N ′; N ′′ of N are separated in  if no element of N ′ lies
between two elements of N ′′, and conversely, i.e., (i)¡(j) for all i ∈ N ′, j ∈ N ′′
or (i)¿(j) for all i ∈ N ′, j ∈ N ′′. The hull of N ′ in  is the set of all elements
of  lying between the smallest and the largest element of N ′ (including the latter
elements); the hull of N ′′ is de7ned similarly. Hence N ′ and N ′′ are separated in 
precisely when the hulls of N ′ and N ′′ in  are disjoint.
Now let {S1; : : : ; Sm} be any m-partition of S, and let {N1; : : : ; Nm} be the m-partition
of N induced by it. From the way the box hulls of S1; : : : ; Sm are de7ned in Section 1,
it is clear (and well known) that {S1; : : : ; Sm} is a good m-partition of S if, and only
if, no two components of {N1; : : : ; Nm} are separated in any of the permutations ; 
and . On the other hand, given three permutations ;  and  of N , there are clearly
sets of n points in R3 whose projections onto the coordinate axes realize the orderings
prescribed by ;  and .
Thus rm(3) can alternatively be de7ned as the smallest positive integer n such that,
if ;  and  are given permutations of N ={1; : : : ; n}, then there exists an m-partition
{N1; : : : ; Nm} of N in which any two components have intersecting hulls in each per-
mutation ;  or . In this way, the geometric problem in R3 we started with has
become a combinatorial problem dealing with systems of three permutations.
By slight abuse of language, a partition {N1; : : : ; Nm} of N with the above property
is also called a good m-partition. The dependence on ;  and  is tacitly understood.
A few more de7nitions are required. Let ;  and  be given permutations of N ,
as above. We associate with ;  and  the following subsets of N , to be called the
half-sets of ;  and , respectively:
{(1); : : : ; (q)}; {(q+ 1); : : : ; (n)};
{(1); : : : ; (q)}; {(q+ 1); : : : ; (n)};
{(1); : : : ; (q)}; {(q+ 1); : : : ; (n)}:
Here we assume that q = n=2 if n ≡ 1 (mod 4), and q = n=2 otherwise. The two
half-sets associated with the same permutation are said to be complementary. We also
speak of the left, or the right, half-set of a permutation. A subset of N is called good
with respect to ;  and  if it is not contained in any of the six half-sets of ; 
and . (In the remainder of the paper, the good subsets considered will always be
2- or 3-element sets.)
We shall need two auxiliary results whose proofs are given in the recent paper [2].
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Lemma 2.1. Let ;  and  be permutations of N; as above. Then the following
properties are equivalent:
(i) No 2-subset of N is good with respect to ;  and ;
(ii) n ≡ 2 (mod 4); and the half-sets of ;  and  are of the form
: A ∪ B; C ∪ D;
: A ∪ C; B ∪ D;
: A ∪ D; B ∪ C
for some balanced 4-partition {A; B; C; D} of N .
This result (which is Lemma 3:1 in [2]) will be used frequently in the sequel.
As indicated in (ii), we adopt the convention that set A is contained in the left
half-set of each permutation. When n is odd, this follows already from our earlier
convention on q. Hence we have |B| = |C| = |D|, and |A| = |B|, |B| + 1 or |B| − 1
according as n ≡ 0, 1 or 3 (mod 4).
The second result is Theorem 3:3 in [2]. It is a consequence of Lemma 2.1 above
and provides a fairly good upper bound for rm(3).
Lemma 2.2. rm(3)6 3m; m¿ 2.
Actually, the proof of Lemma 2.2 yields a bit more, namely, that every 3m-element
set N admits a good m-partition into good 3-sets. In particular, the partition is balanced.
We shall see in Sections 4 and 5 that a set of cardinality  187 m also admits a balanced
good m-partition. The proof of this result, however, is much more diFcult than that
of Lemma 2.2.
It remains to introduce yet another notion which will play a dominant role in the
proofs of Theorems 1 and 2. Given three permutations ;  and  of N , as before, we
de7ne the k-cores of ;  and  to be the sets
{(k + 1); : : : ; (n− k)};
{(k + 1); : : : ; (n− k)};
{(k + 1); : : : ; (n− k)};
that is, the subsets of N obtained by removing the k smallest and the k largest elements
from each permutation. (In the applications below, only the cases k = m − 1, m and
m+ 1 will be of interest.) We also de7ne the k-core of a half-set to be the subset of
the k-core contained in the half-set.
The importance of k-cores stems from the following, almost trivial, observation
which we formalize as another lemma.
Lemma 2.3. Suppose {N1; : : : ; Nm} is a good m-partition of N; and component Ni lies
entirely in a half-set of . Then Ni intersects the (m − 1)-core; the m-core or the
(m+ 1)-core of ; according as |Ni|= 1; 2 or 3.
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It is understood that  can be replaced by  or  in this statement.
Proof. Consider the case |Ni| = 2. (Similar reasoning applies to the other cases.) If
Ni lies in the left half-set of , say, but misses the m-core there, then at most m − 2
elements of N are smaller than the larger element of Ni (in the ordering of ). Hence at
least one other component Nj is separated from Ni in . This contradicts the hypothesis
that {N1; : : : ; Nm} is a good m-partition.
3. Proof of rm(3) ¿  52m
In this section, we shall establish the lower bound for rm(3) proposed by Hare and
Thompson [3] in 1987.
Throughout the section, we set n:= 52m − 1 and N :={1; : : : ; n}. We must exhibit
three permutations ;  and  of N which do not admit a good m-partition in the
sense of the previous section.
Notice 7rst that every good m-partition of N would have at least (m − 1)=2
2-components. This is clear from the fact that it cannot have two 1-components. If the
number of 2-components is exactly (m− 1)=2, then there must be a 1-component.
The construction of ;  and  proceeds in steps. Two main cases have to be
distinguished.
Case 1: n ≡ 2 (mod 4).
This condition holds if, and only if, m ≡ 3 or 6 (mod 8).
The 7rst step consists in choosing a balanced 4-partition {A; B; C; D} of N with
|B|= |C|= |D|, and making sure that the half-sets of ;  and  are of the form given
in Lemma 2.1(ii). This leaves a lot of freedom to arrange the elements of each half-set
in a suitable order.
Recall from Section 2 that the m-cores of ;  and  contain all the elements of N
that are not among the m smallest or the m largest elements of the resp. permutation. In
the present situation, the size of each m-core is m=2− 1. Now permute the elements
within each half-set, if necessary, in order to satisfy the condition that the total number
of distinct elements of N contained in the m-cores of ;  and  is (m− 1)=2. This
can always be done.
Indeed, choose a balanced 4-partition {A0; B0; C0; D0} of some (m − 1)=2-subset
of N satisfying A0 ⊂ A; : : : ; D0 ⊂ D and, furthermore, |B0| = |C0| = |D0| in case m is
even and |A0|6 |B0|6 |C0|6 |D0| in case m is odd. If m is even, i.e., (m−1)=2=
m=2− 1, then the original elements can be permuted in such a way that the m-cores
of ;  and  become
: A0 ∪ B0; C0 ∪ D0;
: A0 ∪ C0; B0 ∪ D0;
: A0 ∪ D0; B0 ∪ C0:
J. Eckho' /Discrete Mathematics 241 (2001) 267–288 273
If m is odd, i.e., (m − 1)=2 = m=2, then the sets shown above cover not
only the m-cores of ;  and  but also one further element of the (m − 1)-core
in each permutation. In both cases, the number of distinct m-core elements is clearly
(m− 1)=2, as required.
Now assume, for a contradiction, that there exists a good m-partition of N . Let
N ′ be any of its 2-components. Since N contains no good 2-sets, N ′ lies in some
half-set of ;  or  and so must intersect the m-core of that half-set, by Lemma
2.3. Since the number of 2-components is greater than or equal to the number of
distinct elements in the three m-cores, we deduce that there are exactly (m − 1)=2
2-components and one 1-component. The latter cannot lie in any m-core but must lie
in each (m − 1)-core, again by Lemma 2.3. So some element of N would have to
occupy, in each permutation, one of the two positions immediately adjacent to the
m-core there. This can easily be avoided, however, by rearranging the elements of the
half-sets (if necessary) while keeping the m-cores 7xed. If we do so, we have reached
a contradiction. This completes the construction (which is by no means unique) and
proves the assertion in Case 1.
Case 2: n ≡ 2 (mod 4).
There are two slightly di-erent subcases, namely, m ≡ 3 (mod 8) and m ≡ 6 (mod 8).
Since Lemma 2.1 tells us that we cannot avoid good 2-sets, regardless of how ;  and
 are constructed, we pick distinct elements v; w of N and choose a balanced 4-partition
{A; B; C; D} of N\{v; w}. We then choose a balanced 4-partition {A0; B0; C0; D0} of
some ((m−1)=2−2)-set satisfying A0⊂A; : : : ; D0⊂D. It is required that |B|=|C|=|D|
and |B0|= |C0|= |D0| when m ≡ 3 (mod 8). These partitions are used in manufacturing
the permutations we are seeking. First, we see to it that the half-sets of ;  and 
are of the following form:
: A ∪ B ∪ {w}; C ∪ D ∪ {v};
: A ∪ C ∪ {w}; B ∪ D ∪ {v};
: A ∪ D ∪ {w}; B ∪ C ∪ {v}:
The good 2-sets in N are then {v; w} and the sets {v; a} with a ∈ A. Second, we order
the half-sets in such a way that their m-cores become
: A0 ∪ B0 ∪ {w}; C0 ∪ D0 ∪ {v};
: A0 ∪ C0 ∪ {w}; B0 ∪ D0 ∪ {v};
: A0 ∪ D0 ∪ {w}; B0 ∪ C0 ∪ {v}:
Actually, the right-hand sets here cover one element of the (m − 1)-core when m ≡
3 (mod 8). We take care that v is always in the m-core. In both subcases, the number
of distinct elements in the three m-cores is again (m− 1)=2. If we make sure (as we
can) that no other elements of N appear in all three (m−1)-cores, then N fails to have
a good m-partition. The proof is similar to that in Case 1, with the added observation
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that each good 2-set in N contains v and hence intersects the m-cores of ;  and .
This proves the assertion in Case 2.
We illustrate the above construction with two examples.
Example 3.1. Take m = 13. Then n = 31, and we are in Case 1. Start with some
balanced 4-partition {A; B; C; D} of N = {1; : : : ; 31} and form permutations ;  and 
of N having half-sets A∪B; C∪D; A∪C; : : : ; as described in the proof. Combining two
steps of the construction in one, we choose subsets {a; a′}; {b; b′}; {c; c′} and {d; d′},
respectively, of A; B; C and D, and arrange the elements in each half-set in such a
way that the 12-cores of ;  and  appear as follows:
: : : : a′ a b | c c′ d d′ : : :
: : : : a c c′ | b d d′ b′ : : :
: : : : a d d′ | b c c′ b′ : : :
The vertical bars mark the borderline between complementary half-sets. Notice that the
13-cores together contain six di-erent elements, as required, and that no other element
appears in all three 12-cores. Thus the example demonstrates that r13(3)¿ 32.
Example 3.2. Take m=19. Then n=46, and so we must apply the construction given
in Case 2. We write N = {1; : : : ; 46} as a disjoint union of {v; w} and sets A; B; C
and D, where |A|= · · ·= |D|= 11. We then choose subsets {a; a′; a′′}; {b; b′}; {c; c′}
and {d; d′} of A; B; C and D and arrange the elements in each half-set so that the
18-cores of ;  and  become
: : : : a′ a b b′ w | v c c′ d d′ : : :
: : : : a′ a c c′ w | v b b′ d d′ : : :
: : : : a′′ a d d′ w | v b b′ c c′ : : :
The number of distinct elements in the three 19-cores, including v and w, is indeed
nine; no other element lies in more than two 18-cores. Hence the construction shows
that r19(3)¿ 47.
We remark that the 7ner methods of Section 6 can be used to prove that r13(3)¿ 33
and r19(3)¿ 48 (whence, by Theorem 1, r13(3)=33 and r19(3)=48). The proof (which
we omit) is much harder than the one given above. It is based on an explicit set of
three permutations of N = {1; : : : ; 32}, resp., N = {1; : : : ; 47}, with
: : : b′ a′ a | c d c′ : : :
: : : c′ a′ a | d b d′ : : :
: : : d′ a′ a | b c b′ : : :
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being the 13-cores in the 7rst case, and
: : : b′′ b′ a′ a | c d c′ d′ c′′ : : :
: : : c′′ c′ a′ a | d b d′ b′ d′′ : : :
: : : d′′ d′ a′ a | b c b′ c′ b′′ : : :
being the 19-cores in the second case. In each case, the elements shown are taken
from a balanced 4-partition of N , in the way of Example 3.1 above. Unlike there, the
ordering of the elements is now important.





In this and the following section, we shall establish our main result, namely, that
rm(3) is bounded above by  187 m. The proof is long and rather complicated, and
we 7nd it convenient to split it into two parts. The 7rst part lays the combinatorial
foundation on which the proof is built and develops the techniques needed in later
constructions. This part is a prelude to the second part which contains the actual proof.
We believe that the separation helps to clarify the underlying ideas and facilitates
the understanding of what is going on. Both sections include examples illustrating the
procedure (they are not part of the proof, of course).
Suppose, then, that we are given three permutations ;  and  of N = {1; : : : ; n},
where here and in the next section, n:= 187 m. We are going to prove the existence of
a balanced good m-partition of N . (This is more than what Theorem 1 requires.) Notice
that a balanced m-partition consists of 3m−n 2-components and n−2m 3-components,
and that n− 2m is also the size of the m-cores of ;  and .
Let s be the maximum number of pairwise disjoint good 2-sets in N . Clearly, 06
s 6 n=2. By Lemma 2.1 and the fact that s is maximal, n ≡ 0 (mod 4) implies that s
is even and n ≡ 2 (mod 4) that s is odd. In the remaining cases, s can be even or odd.
In what follows, it is enough to consider the case s¡ 3m− n. Indeed, suppose we
have a system of 3m− n disjoint good 2-sets in N . After deleting these sets from N ,
we obtain a set of cardinality 3(n − 2m) which by Lemma 2.2 can be divided into
n − 2m good 3-sets. Together with the deleted 2-sets, these 3-sets constitute a good
m-partition of N .
Therefore, suppose s¡ 3m−n, and let {v1; w1}; : : : ; {vs; ws} be pairwise disjoint good
2-sets in N . Intersect N0 :=N\{v1; : : : ; vs; w1; : : : ; ws} with the half-sets of ;  and .
Since s is maximal, Lemma 2.1 forces the intersections to be of the form
: A ∪ B; C ∪ D;
: A ∪ C; B ∪ D;
: A ∪ D; B ∪ C;
where {A; B; C; D} is some balanced 4-partition of N0. By our earlier convention, |B|=
|C|= |D|. We call A; B; C and D the basic sets.
276 J. Eckho' /Discrete Mathematics 241 (2001) 267–288
Before we proceed, let us label the m-cores contained in the half-sets of ;  and
 in a systematic fashion. Since each half-set is distinguished by the two basic sets
it includes, we simply take these sets as labels. So KAB will denote the m-core of the
half-set of  containing A ∪ B, and KCD will denote the m-core of the complementary
half-set containing C ∪ D. Similarly, KAC; KBD and KAD; KBC will denote the m-cores
of  and . We also write KA; KB; KC and KD for the set of (distinct) elements
contained in the three m-cores carrying label A; B; C and D, respectively. Thus
KA = KAB ∪ KAC ∪ KAD; KB = KAB ∪ KBC ∪ KBD, and so on.
Throughout the rest of the proof, the following abbreviations will be used:
"∗ := |A|+ n− 3m;
#∗ := |B|+ n− 3m;
$∗ := |C|+ n− 3m;
%∗ := |D|+ n− 3m:
Of course, #∗ = $∗ = %∗ and "∗ = #∗, #∗ + 1 or #∗ − 1, depending on m and s. The
total number of (not necessarily distinct) elements of N contained in KAB; KAC and
KAD can be written as
|KAB|+ |KAC |+ |KAD|= 3(|A|+ |B|+ s− m)
= 2|A|+ s+ n− 3m
= |A|+ s+ "∗:
Similarly, |KAB|+ |KBC |+ |KBD|= |B|+ s+ #∗, etc.
We now consider the good 2-sets in N speci7ed earlier. The following observation
is crucial. In any such set {vi; wi}, either vi or wi is opposite to some basic set (which
is then unique), in the sense that in all three permutations the element and the basic
set belong to complementary half-sets. For instance, in the situation depicted below, vi
is opposite to C and vj is opposite to A:
: : : vi : : wj : : | : : vj : : : : : wi :
: : wi : wj : : : : | : : : vi : : : : vj :
: : : wj : : : vi : | : vj : : : wi : : : :
Upon renumbering, we may assume that the elements opposite to basic sets are just
v1; : : : ; vs. For brevity, they will be called special elements in what follows.
As for the elements w1; : : : ; ws, we add each wi to the basic set to which vi is
opposite. This is reasonable because wi behaves in no way di-erently from the elements
of that set. For example, any element of the basic set combines with vi to form a good
2-subset of N . The sets resulting from A; B; C and D in this manner will be called
augmented basic sets and denoted by A˜; B˜; C˜ and D˜. (We continue, however, to write
KAB; KCD; : : : for the respective m-cores, KA; KB; : : : for their unions, to call vi opposite
to A, and so forth.)
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We now begin with some combinatorial analysis. To this end, we introduce two sets
of parameters which depend on the given permutations ;  and . Roughly speaking,
the parameters in the 7rst set describe how the elements of the augmented basic sets
are distributed among the m-cores of ;  and , while the parameters in the second
set record the distribution of the special elements relative to the m-cores associated
with a given augmented set.
For i = 1; 2; 3, let "i; #i; $i and %i denote the number of (distinct) elements of
A˜; B˜; C˜ and D˜, respectively, that lie in precisely i of the three m-cores carrying label
A; B; C and D. For brevity, and when the (augmented) basic set is clear from context,
these elements are said to be of type i. We have
"1 + "2 + "3 6 |A˜|;
"1 + 2"2 + 3"3 6 |A|+ s+ "∗;
similar relations hold for the #i; $i and %i.






i denote the number of special elements that belong
to precisely i of the three m-cores carrying label A; B; C and D, respectively. (Note
that no special element can lie in all three m-cores.) We say that these elements
are of type i with respect to A; B, C or D. A special element opposite to A, for











2 = · · ·= s.
Having de7ned these parameters, we can prove the following lemmas.
Lemma 4.1. The total number of (not necessarily distinct) special elements in the




1 + · · ·+ %′1) + "′2 + · · ·+ %′2:
In particular, "′1 + · · ·+ %′1 is always even.
Proof. Let vi be a 7xed special element. We count the contributions of vi to each term
of the above expression. If vi lies in just one m-core, say in KAB, then vi contributes 1 to
each of "′1 and #
′
1. If vi occurs in two m-cores, say in KAB and KAC , then vi contributes




2. Finally, if vi lies in all three m-cores, say in KAB; KAC




2. All other contributions are 0.
Since vi is arbitrary, the assertion follows.
Lemma 4.2. 12 ("
′
1 + · · ·+ %′1)6 "′0 + · · ·+ %′0.
Proof. Again, we compare the contributions of special elements to both sides. Let vi
contribute 1 to "′1, say. Without loss of generality, vi belongs to KAB, but not to KAC
or KAD, and is opposite to C. If vi ∈ KBD, then vi contributes 1 to each of %′1 and $′0,
while if vi ∈ KBD, then vi contributes 1 to each of #′1; $′0 and %′0. All other contributions
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are 0. Hence the contribution of vi to the right-hand side of the inequality is at least
the contribution to the left-hand side. Since vi is arbitrary, the inequality is proved.
Finally, the two sets of parameters we are using are tied together. The assertion will
play a central role in constructing the desired good m-partition of N .
Lemma 4.3. At least one of the following conditions holds:
(i) "2 + "3 6 "∗ + "′0,
(ii) #2 + #3 6 #∗ + #′0,
(iii) $2 + $3 6 $∗ + $′0,
(iv) %2 + %3 6 %∗ + %′0.
Proof. Suppose this is false, i.e., "2 + "3 ¿ "∗ + "′0 + 1; : : : ; %2 + %3 ¿ %
∗ + %′0 + 1.
Then the total number of (not necessarily distinct) elements of N contained in the
three m-cores of ;  and  is at a least
2("∗ + "′0 + 1) + · · ·+ 2(%∗ + %′0 + 1) + 12 ("′1 + · · ·+ %′1) + "′2 + · · ·+ %′2
=2("∗ + · · ·+ %∗ + 4) + 4s+ "′0 + · · ·+ %′0 − 12 ("′1 + · · ·+ %′1)
¿ 2("∗ + · · ·+ %∗ + 4) + 4s
=2(|A|+ · · ·+ |D|+ 2s) + 8(n− 3m+ 1)
=10n− 24m+ 8:




2 = s, etc. In
view of 7n+ 8¿ 18m, the last expression exceeds the actual number of m-core posi-
tions in ;  and  which is 3(n − 2m). This is a contradiction, and the assertion
follows.
We point out that Lemma 4.3 is best possible (in the sense that the corresponding
statement for n =  187 m − 1 is false), unless m ≡ 0 (mod 7). In that case, n can also
be taken to be 187 m − 1. We also remark that it is easy to exhibit permutations , 
and  for which only one of the four conditions above is satis7ed.
For the remainder of this section, and throughout the next section, we shall assume
that the 7rst condition of Lemma 4.3 holds, that is, "2 + "3 6 "∗ + "′0. This is no loss
of generality. In each of the remaining cases, the proof is completely analogous to the
one we are going to carry out now.
Before we begin, we like to describe how the proof works. Recall that we have
to construct a (balanced) partition of N into 2- and 3-components such that, in each
of the given permutations ;  and , the hulls of the components have a nonempty
intersection. In fact, we can accomplish a lot more. (Paradoxically, this makes the proof
easier.) In the case under consideration, i.e., "2+"3 6 "∗+"′0, the 2- and 3-components
can be chosen in such a way that their hulls contain (at least) the smallest element of
KAB; KAC and KAD, respectively, in the orderings of ;  and . (A similar statement
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can be made in the other three cases. Compare Example 5.3 in Section 5 where the
construction is based on the fact that $2 + $3 6 $∗ + $′0.)
Setting &:="∗+"′0−("2+"3), we 7rst construct the 2-components of the m-partition
we are looking for. We begin by choosing 3m−n+& elements from the set consisting
of all elements of A˜; : : : ; D˜ in KA, except those of type 2, and all special elements of
types 0 and 2 with respect to A. The cardinality of this set is 3m − n + 2&, and the
choice can be made in many di-erent (but not arbitrary) ways.
Let pi (i = 1; : : : ; 3m− n+ &) denote the chosen elements. We associate with each
pi another element qi so as to form a 2-set {pi; qi}. The operation of going from pi
to qi is called a pairing; it is again by no means unique. We require that a pairing
obeys the following rules:
(1) if pi ∈ X˜ ∩ KAX for some X ∈ {B; C; D}, or pi ∈ A˜ is of type 3, then qi ∈ A˜\KA;
(2) if pi is special, and opposite to A or of type 2 with respect to A, then qi ∈ A˜\KA;
(3) if pi ∈ A˜ ∩ KAX is of type 1, or pi is special of type 0 with respect to A and
opposite to X , for some X ∈ {B; C; D}, then qi ∈ X˜ \ KA.
We also demand that the resulting 2-sets be pairwise disjoint. Clearly, if {pi; qi} is
constructed according to these rules, then in each permutation, pi and qi are separated
by the element speci7ed before, that is, the smallest element of KAB; KAC and KAD,
respectively. This means that the hull of {pi; qi} contains this element, as claimed.
Of course, the question is whether the required number of 2-sets can be found in
the manner described above. This question will be answered aFrmatively in Section 5.
We can take any 3m− n of the 2-sets just obtained to serve as the 2-components of
our good m-partition. The remaining 2-sets are made into 3-sets by joining them to the
unused elements of the set we started with. This yields a 7rst group of 3-components
of the partition. To obtain the remaining ones, we rely on two di-erent methods of
construction.
The 7rst method subjects the special elements of type 1 with respect to A to a tripling
operation. By this we mean the following. If vi is such an element, then vi belongs to
KAX and is opposite to Y , for some (necessarily distinct) basic sets X; Y ∈ {B; C; D}.
A 3-set containing vi is built by combining vi with elements xi ∈ X˜\KA and yi ∈ Y˜\KA,
resulting in a 3-component {vi; xi; yi}. This can be done in an injective fashion so that
the 3-components for di-erent vi are disjoint. The number of 3-components in this
group is "′1.
The second method invokes Lemma 2.2 to arrange the remaining elements of N
in pairwise disjoint 3-sets of the form {b; c; d}, where b ∈ B˜\KA; c ∈ C˜ \KA and
d ∈ D˜\KA, or of the form {a; x; y}, where a ∈ A˜ is of type 2 with a ∈ KAX ∩ KAY
and x ∈ X˜ \KA; y ∈ Y˜ \KA. These 3-sets constitute the third and 7nal group of
3-components.
Again, the hull of each of these 3-components contains the smallest element of
KAB; KAC and KAD, respectively, as claimed above. This is evident from the way the
sets are constructed. Of course, the feasibility of the construction itself must be demon-
strated. This will also be done in Section 5.
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At this point, it may be helpful to illustrate how the construction works in practice.
As is easily veri7ed, the 2- and 3-components presented in the following example have
all the properties we want them to have. How to 7nd such components in general is
the subject of the next section.
Example 4.1. Take m= 19. Then n= 48, and we are dealing with three permutations
;  and  of N={1; : : : ; 48}. We seek a good 19-partition of N into nine 2-components
and ten 3-components.
Suppose we know that s = 4. Let {v1; w1}; : : : ; {v4; w4} be pairwise disjoint good
2-sets in N , and let A = {a1; : : : ; a10}; : : : ; D = {d1; : : : ; d10} be the basic sets obtained
after removing these 2-sets from N . Note that "∗= · · ·=%∗=1. Assume further that v1
is opposite to A; v2 is opposite to C and v3; v4 are opposite to D. Then the augmented
basic sets are A˜= A ∪ {w1}; B˜= B, C˜ = C ∪ {w2} and D˜ = D ∪ {w3; w4}. Finally, let
;  and  be such that their 19-cores have the following form:
: : : : v2 w1 v3 b1 a2 | c4 d1 d2 c5 c2 : : :
: : : : c1 c3 a1 c4 c5 | d1 b1 b2 v1 d3 : : :
: : : : w1 v2 a2 a1 d2 | c3 c2 v4 c1 b2 : : :
These 19-cores do not in any way determine ;  or  completely. They do, however,
provide suFcient information to allow the construction of a good 19-partition of N .




2 =1; in particular,
we have "2 + "3 = "∗ + "′0, i.e., &= 0. With respect to A; v1 and v4 are of type 0, v3
is of type 1 and v2 of type 2. Thus in accordance with the pairing rules, the following
2-components can be choosen: {v1; a3}; {v2; a4}, {v4; w4} and
{b1; a5}; {c1; a6}; {c3; a7}; {c4; a8}; {c5; a9}; {d2; a10}:
Note that v1; v2 and v4 have been paired according to rules (2) and (3) and the other
elements according to rule (1). We also choose {v3; w3; b2}, say, as the 3-component
obtained by tripling v3.
We are now left with 3, 8, 7 and 9 elements, resp., of A˜; B˜; C˜ and D˜. These
elements can be used to form six 3-sets meeting B˜; C˜ and D˜, two 3-sets meeting A˜; B˜
and D˜, and one 3-set meeting A˜; C˜ and D˜. We must embed a1 in the latter set and
a2, w1 in di-erent 3-sets meeting A˜; B˜ and D˜. One way of satisfying these conditions
is to choose the 3-components
{a1; c2; d1}; {a2; b3; d3}; {w1; b4; d4}; {b5; w2; d5}
and {b6; c6; d6}; : : : ; {b10; c10; d10}. As predicted, the hulls of all 2- and 3-components
have a nonempty intersection. They contain the elements v2, c1 and w1 of ;  and ,
respectively.
We point out that there exists another type of good 19-partition of N , due to the
fact that %2 + %3 6 %∗ + %′0 also holds.
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5. Proof of rm(3) 6  187 m (Part 2)
So far, we have merely prepared the ground for the general proof which we now
begin.
As before, let ;  and  be given permutations of N ={1; : : : ; n}, where n= 187 m.
Our goal is to 7nd a good m-partition of N which moreover is balanced, i.e., has
3m− n 2-components and n− 2m 3-components.
Continuing with the notation of the preceding section, we let {v1; w1}; : : : ; {vs; ws} be
a maximal system of disjoint good 2-sets in N and A; B; C; D the basic sets into which
N0 = N \{v1; : : : ; vs; w1; : : : ; ws} is partitioned. The special elements are v1; : : : ; vs, and
A˜; B˜; C˜; D˜ are the augmented basic sets obtained by adding the elements w1; : : : ; ws to
A; B; C; D, as explained in Section 4. We also let KAB; KCD; : : : denote the m-cores of the
six half-sets and KA; KB; KC and KD, resp., the unions of the three m-cores carrying







the numerical parameters governing the distribution of elements of N relative to the
m-cores.
We set &:="∗ + "′0 − ("2 + "3) and assume, without loss of generality, that &¿ 0.
The construction of a balanced good m-partition of N proceeds in steps. First, we
construct its 2-components. Let "˜0 denote the number of special elements opposite to
A, so that |A˜|= |A|+ "˜0. According to the pairing rules (1) and (2) of Section 4, the
following elements of N can (in principle) be paired with elements of A˜ \ KA:
(i) the "3 elements of A˜ of type 3,
(ii) the "′2 special elements of type 2 with respect to A,
(iii) the "˜0 special elements opposite to A, and
(iv) the |A|+ s+ "∗ − ("1 + 2"2 + 3"3 + "′1 + 2"′2) elements of B˜; C˜ or D˜ in KA.
The total number of elements on this list is
|A|+ s+ "∗ − ("1 + 2"2 + 3"3 + "′1 + 2"′2) + "3 + "′2 + "˜0
=|A˜| − ("1 + "2 + "3) + &
=|A˜\KA|+ &
which exceeds the number of available elements of A˜ by &. On the other hand, the
following elements can be paired according to rule (3):
(v) the "1 elements of A˜ of type 1, and
(vi) the "′0 − "˜0 special elements of type 0 with respect to A which are not opposite
to A.
Since each element in (v) or (vi) is paired with an element of X˜ \KA, for some X ∈
{B; C; D}, it is enough to note that |KAX |+ "′0 − "˜0 6 |KAX |+ s¡m.
Therefore, we take some |A˜| − ("1 + "2 + "3) elements from the 7rst list, and all the
elements from the second list, and subject them to the pairing procedure described in
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Section 4. By what was said before, this can be done and results in
|A˜| − ("1 + "2 + "3) + "1 + "′0 − "˜0
=|A|+ "′0 − ("2 + "3)
=3m− n+ "∗ + "′0 − ("2 + "3)
=3m− n+ &
pairwise disjoint 2-sets. Of these, any 3m− n can be chosen as the 2-components we
are searching for (so again we have a choice).
Next, we consider the 3-components. As described in Section 4, they fall into three
di-erent groups. The 7rst group arises by combining the 2-sets omitted above with the
leftover elements from the list we started with (in a one-to-one fashion). The number of
3-components in this group is &. The second group consists of "′1 further 3-components,
namely, those obtained by tripling the special elements of type 1 with respect to A.
This process was already explained in the last section. That the tripling can be done
in a one-to-one fashion is again a consequence of |KAX | + "′0 + "′1 6 |KAX | + s¡m
but also follows directly from the computation of |X ′| below.
The 7nal (and rather lengthy) step of the construction generates the 3-components
in the third group, following a completely di-erent approach.
Set m′ := n − 2m − & − "′1, and let N ′ be the set of cardinality 3m′ obtained by
removing the 2- and 3-components constructed so far from N . Obviously, N ′ contains
only elements of the augmented basic sets; except for the elements of A˜ of type 2,
no element of N ′ belongs to KA. Denote by A′; B′; C′ and D′ the intersections of N ′
with the augmented sets A˜; B˜; C˜ and D˜. We need to compute the cardinalities of these
intersections. To this end, de7ne "B; "C and "D to be the number of elements of A˜ of
type 2 or 3 contained in KAB; KAC and KAD, respectively. Clearly, "B+"C+"D=2"2+3"3
and "B; "C; "D 6 "2 + "3. Now it is immediate that |A′| = "2 since at this point, the
construction has used up all the elements of A˜ except those of type 2 in KA. On the
other hand, if X ∈ {B; C; D}, then
|X ′|= |X | − |KAX |+ "X + "′2
=m− |A| − s+ "X + "′2
=m− |A| − "′0 − "′1 + "X
but this is not as easy to see.
The following quantities will be helpful. For i=0; 1; 2, let "′′i denote the number of
special elements of type i with respect to A and opposite to X . (Since X is considered
7xed here, we do not burden the notation with an extra letter X .) Then "′′0 + "
′′
1 +
"′′2 = |X˜ | − |X |, and "′2 − "′′2 is the number of special elements of type 2 in KAX .
By examining the 2- and 3-components already produced, we 7nd that the number of
elements of X˜ used in their construction is equal to the total number of elements of
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X˜ in KAX , of elements of A˜ of type 1 in KAX and of special elements of type 0 or 1
with respect to A opposite to X . Hence
|X ′|= |X˜ | − (|KAX | − ("′2 − "′′2 )− "X )− "′′0 − "′′1
from which the above formula follows. Since "X 6 "2 + "3, we also have |X ′|6 m′;
X ∈ {B; C; D}.
The set N ′ is now partitioned into m′ disjoint 3-sets which will serve as the 3-
components still missing. We require that each such 3-set meets exactly three of the
sets A′; B′; C′ and D′. This can be accomplished by letting m′ − "2 3-sets intersect
B′; C′ and D′, and letting m′ − |X ′| = "2 + "3 − "X 3-sets intersect the sets di-erent
from X ′, for each X ∈ {B; C; D}. Simply note that m′ − "2 +*X ("2 + "3 − "X ) =m′ −
"2 + 3("2 + "3)− (2"2 + 3"3) = m′.
Now "2 + "3− "B is the number of elements of A′ that appear in both KAC and KAD
but not in KAB. These elements must be embedded one in each of the "2 + "3 − "B
3-sets meeting A′; C′ and D′, i.e., missing B′. This is easily done and guarantees that
the hulls of the 3-sets in ;  and  contain the smallest elements of KAB; KAC or KAD
singled out in Section 4. The same conclusion holds for the 3-sets missing C′ or D′.
Finally, the 3-sets missing A′ do not meet KA at all. They do meet both half-sets of
each permutation, so again the conclusion holds.
This 7nishes the construction and establishes the existence of a balanced good
m-partition of N . In particular, Theorem 1 is now completely proved.
For the convenience of the reader, the general method used in the proof is illustrated
with some further examples.
Example 5.1. Take m = 16. Then n = 41, and we are given three permutations ; 
and  of N = {1; : : : ; 41}. Assume that no 2-subset of N is good with respect to these
permutations, i.e., s= 0. Then the half-sets of ;  and  are pairwise unions of four
basic sets, say, A={a1; : : : ; a11}; B={b1; : : : ; b10}, C={c1; : : : ; c10} and D={d1; : : : ; d10}.
Note that "∗ = 4 and #∗ = $∗ = %∗ = 3.
Now a basic feature of our construction is that it depends entirely on the 16-cores of
;  and . Since special elements do not occur, the construction becomes relatively
simple. Suppose the permutations are such that their 16-cores look as follows:
: : : : a1 b3 b2 a2 b1 | c1 d2 c2 c3 : : :
: : : : c3 a2 c1 a4 a3 | d1 b1 d2 d3 : : :
: : : : a1 a3 d1 d3 a2 | c2 c1 b1 b2 : : :
Inspection shows that "1 = 1; "2 = 2 and "3 = 1. Hence "2 + "3 6 "∗ and we can start
the construction with & = 1. We must 7nd a good 16-partition of N that has seven
2-components and nine 3-components.
We begin by observing that a1 and a3 are elements of type 2 in KA and so will
be included in suitable 3-components. The next step is to construct a pairing of eight
of the nine remaining elements of KA, say, of a2; a4; b1; b2; c1; c3; d1 and d3. Here
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a4 must be paired with an element of C \KA, and the other elements (including a2
which is of type 3) with elements of A\KA. One possibility is to choose the 2-sets
{a4; c2}; {a2; a5} and
{b1; a6}; {b2; a7}; {c1; a8}; {c3; a9}; {d1; a10}; {d3; a11}:
Any seven of these can serve as the 2-components we are seeking. For example, take
the 7rst seven sets above and combine the leftover element b3 with {d3; a11} to form
the 3-component {b3; d3; a11}.
After removing these 2- and 3-sets from N , we are left with 2, 7, 7 and 8 elements
of A; B; C and D, respectively. In view of "2 = 2 and "B = 2; "C = 2; "D = 3, this
agrees with the general formulas. The 24 elements are then arranged into forming the
remaining 3-components. As is clear from the proof, and also directly, there are six
3-sets missing A, one 3-set missing B and one 3-set missing C. Since a1 must lie in
the latter set and a3 in the set missing B, we pick, for instance, {a1; b4; d2}; {a3; c4; d4}
and {b5; c5; d5}; : : : ; {b10; c10; d10}.
This completes the construction. The reader may check that the hull of each 2- or
3-component obtained above contains the elements a1; c3 and a1, resp., of ;  and
, as claimed in the proof.
Example 5.2. Take m = 18. Then n = 46, and ,  and  are permutations of
N = {1; : : : ; 46}. We need to 7nd a good 18-partition of N having eight 2-components
and ten 3-components.
To specify the example further, suppose that s = 5. (By Lemma 2:1, s must
be odd.) Let {v1; w1}; : : : ; {v5; w5} be pairwise disjoint good 2-sets in N , and let
A = {a1; : : : ; a9}; : : : ; D = {d1; : : : ; d9} be the basic sets obtained after removing the
2-sets from N . Clearly, "∗ = · · ·= %∗ = 1.
We assume that the 18-cores of ,  and  are given as follows:
 : · · · b2 v4 a1 a2 w3 | v3 w5 d3 c2 v2 · · ·
 : · · · a1 c1 v2 c2 a2 | d1 b3 v1 b1 w3 · · ·
 : · · · v4 d1 a1 d3 w5 | b3 v5 v1 b2 b1 · · ·
This shows, in particular, that v1, v4 and v5 are opposite to A, C and D, respectively,
while v2 and v3 are opposite to B. The augmented basic sets are then A˜ = A ∪ {w1},
B˜=B∪{w2; w3}, C˜=C ∪{w4} and D˜=D∪{w5}. Inspection shows that "1 =0; "2 =1;




2 =1. Speci7cally, v1; v3 and v5 are of type 0 with respect
to A; v2 is of type 1 and v4 of type 2. Note that & = 2; this is the starting point of
our construction.
The following elements can, in principle, be paired with elements of A˜\KA: v1; v4; a1,
b2; w3; c1; c2; d1; d3 and w5. Using the recipe given in the proof, we pick eight of
these elements, say, all but d3 and w5, and apply the pairing rules (1) and (2). This
yields, for instance, the following sets which we take as the 2-components of our
18-partition: {v1; w1}; {v4; a3}; {a1; a4} and
{b2; a5}; {w3; a6}; {c1; a7}; {c2; a8}; {d1; a9}:
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Next, v3 and v5 are paired according to rule (3), and the resulting 2-sets combined
with the leftover elements d3 and w5 to produce the 3-components {v3; w2; d3} and
{v5; w5; d2}. Another 3-component arises by tripling v2; here we take {v2; w4; b1}.
We are now left with a2, the only element of type 2 in KA, and 7, 7 and 6 elements,
resp., of B˜, C˜ and D˜. (This agrees with "B=2; "C=2 and "D=1.) These elements are
used to form six 3-sets meeting B˜, C˜ and D˜ and one 3-set meeting A˜, B˜ and C˜; the latter
set must include a2. So we choose {a2; b3; c3} and {b4; c4; d4}; : : : ; {b9; c9; d9} as the
remaining 3-components, and we are done. As is clear from the construction, the hulls
of all 2- and 3-components above contain the elements b2 of ; a1 of  and v4 of .
Example 5.3. Consider again the preceding example but now exploit the fact that $1 =




2=1 and thus, in particular, &:=$
∗+$′0−($2+$3)=1.
(One easily checks that conditions (ii) and (iv) of Lemma 4:3 fail.) We trust that the
reader can adapt the general proof to the present situation, where C takes the role of A.
Before we begin, we recall that v4 is opposite to C and observe that v1; v3; v5 are of
type 1 with respect to C, while v2 is of type 2.
The construction starts with pairing the elements v4; a1; a2; b1; b2; b3; d3 and w5,
say, according to rules (1) and (2), and c1 according to rule (3). The element v2 is
left over and can be joined to the 2-set containing, e.g., v4. In this way, we get all the
2-components and one 3-component of the desired 18-partition of N , say, the following
ones:
{a1; c3}; {a2; c4}; {b1; c5}; {b2; c6}; {b3; c7}; {d3; c8}; {w5; c9}; {c1; w1}
and {v2; v4; w4}. Next, three further 3-components arise by tripling the special elements
of type 1 with respect to C. One possible choice here is to take {v1; w2; a3}; {v3; w3; d1}
and {v5; b4; d2}.
In agreement with $A = 1; $B = 0 and $D = 1, we are now left with c2 and 6, 5
and 6 elements, resp., of A˜, B˜ and D˜. This gives rise to 7ve 3-components intersecting
A˜, B˜ and D˜ and one 3-component intersecting A˜; C˜ and D˜, say, the following ones:
{a4; c2; d4} and {a5; b5; d5}; : : : ; {a9; b9; d9}. This completes the construction. This time,
the hulls of all components contain the elements v2, a1 and b1, respectively, that is,
the largest elements of KCD and KBC and the smallest element of KAC . The di-erence
between the 18-partition here and the one in Example 5.2 is noteworthy.
6. Proof of r9(3) = 23
As mentioned in Section 1, the lower bound in Theorem 1 is not always the best
possible. In other words, it happens that rm(3)¿  52m although 7nding examples to
that e-ect is not quite easy. By improving on the construction of Section 3, we are
going to show here that
r9(3)¿ 23
which in view of Theorem 1 implies that r9(3) = 23, i.e., Theorem 2.
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We remark that the same type of construction can be employed to prove that r11(3)=
28; r13(3)=33; r15(3)=38; r19(3)=48; r21(3)=53 and possibly more, but the argument
becomes increasingly involved. 2 The 7rst unresolved case is m=16 where we do not
know whether r16(3) equals 40 or 41. (We believe that the larger value is correct.)
We now start the construction of three permutations of N = {1; : : : ; 22}, once again
called ;  and , which do not admit a good 9-partition. Since Lemma 2.1 implies
that good 2-sets in N must occur, we begin by 7xing an element v of N and choosing
a balanced 4-partition of N \{v} into sets A; B; C and D. We make sure that the
half-sets of ;  and  are of the form
: A ∪ B; C ∪ D ∪ {v};
: A ∪ C; B ∪ D ∪ {v};
: A ∪ D; B ∪ C ∪ {v}:
Note that |A|= 6; |B|= |C|= |D|= 5, and the good 2-sets in N are precisely the sets
{v; w} with w ∈ A.
We then pick distinct elements a; a′ of A; b; b′ of B; c; c′ of C and d; d′ of D and
rearrange the half-sets, if necessary, so that the 8-cores of ;  and  become
: · · · b′ b a | v c d′ · · ·
: · · · c′ a′ a | b d b′ · · ·
: · · · d′ d a′ | v c c′ · · ·
Now we claim that good 9-partitions of N cannot exist. Assuming the contrary, let
P = {N1; : : : ; N9} be such a partition (7xed in the sequel). Then no two components
Ni; Nj of P are separated in ;  or . Since each element of N appears in at most
two 8-cores, Lemma 2.3 implies that |Ni| ¿ 2 for all i. Hence P has at least 7ve
2-components. On the other hand, every 2-component must intersect the set
Z : = {a; a′; b; c; d; v}
which collects the distinct elements of the 9-cores of ;  and . This follows again
from Lemma 2.3 and the fact that all good 2-sets in N contain v. Therefore, the number
of 2-components in P is 5 or 6. It will be seen that each 2-component of P meets Z
in just one element; 7nding the other one can be viewed as a pairing process.
The proof we are going to embark on requires some tedious case analysis. In order
to simplify and shorten the discussion, we shall use a special arrow notation which
encodes the possible pairings of the elements of Z . For instance, we write
a → a′; d; v; B ∪ C
to indicate that if a lies in a 2-component of P, say {a; u}, then u must be a′; d; v or
an element of B ∪ C. This can be read o- from permutation . In fact, {a; u} would
2 Constructions for these cases (along with proofs) and a proposed construction for m = 16 are available
from the author on request. (See also the remark at the end of Section 3.)
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otherwise lie in the left half-set of  but miss the 9-core there. In this way, we get a
list of possible pairings, in addition to the one above
a′ → a; b; v; C ∪ D;
b → c; v; A ∪ D;
c → a; a′; v; B ∪ D;
d → c; v; A ∪ B;
v → b; d; A ∪ C:
We shall use this list frequently without further mention. The following facts must be
established.
Fact 1: Some 2-component of P contains v.
Proof. Suppose this is false. Then there are exactly 7ve 2-components, and the
elements of Z\{v} lie one in each of these components. The above list shrinks to
a → B∪C, a′ → C ∪D; b → A∪D; c → B∪D and d → A∪ B; here it is understood
that a → b; a → c, etc., are excluded.
Now if b→A holds, then c→B holds, since c→D would mean that the 2-components
{b; ·} and {c; ·} are separated in , a contradiction. In turn, c→B implies d→B since
d→A would mean that {c; ·} and {d; ·} are separated in . But now {b; ·} and {d; ·}
are separated in . This cannot be, whence b→D. In a similar fashion, we use  to
show that b→D implies a→B and then  to show that a→B implies c→D. The latter
in turn yields a′ → C, in view of . We deduce that {b; ·} and {a′; ·} are separated in
, again a contradiction.
Now we know that one of the following is true: v→b; v→d or v→A∪C. If v→b
or v→ d holds, then the remaining four elements of Z lie in di-erent 2-components
and must be paired with elements of N \Z . In the former case, {v; b} and {a′; ·} are
separated in  or , depending on whether a′ → C or a′ → D holds. In the latter case,
{v; d} and {a; ·} are separated in  or , depending on whether a→B or a→C holds.
Both cases cannot occur, and we conclude that v → A ∪ C holds.
Fact 2: v → A.
Proof. Assume to the contrary that v is paired with an element of C. Then  shows
that a → d; C and b → c; D hold, while  shows that a′ → b; C and d → c; B hold.
However, {v; ·} would be separated from {a; d} in  and from {a′; b} in , and so
{a; d} and {a′; b} cannot be 2-components of P. On the other hand, neither a → C
nor a′ → C is compatible with b → D or d → B since the resulting 2-components
in each case would be separated in . As b and d cannot both be paired with c,
we are left with the following alternative: either a and a′ are not contained in any
2-component, or at most one of b and d lies in a 2-component and, if so, is paired
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with c. In both cases, the number of 2-components of P would be at most four. This
is a contradiction.
Fact 3: No 2-component of P contains c.
Proof. Otherwise, c is paired with a; a′ or an element of B ∪ D. If c→ a or c→ a′
holds, then we have b→A and d→A, as shown by . Thus {c; a} and {b; ·} would be
separated in , or {c; a′} and {d; ·} would be separated in , a contradiction. So either
c→B or c→D holds. Using Fact 2, we deduce that {v; ·} and {c; ·} are separated in
, in the 7rst case, or in , in the second case. Again, this cannot be.
At this point, the conclusion is that there are precisely 7ve 2-components in P each
of which contains one element of Z\{c}. Also, there are four 3-components and the
partition is balanced (if it exists at all).
Now if b→A holds, then  shows that a→B is true;  in turn shows that a′→D is
true. On the other hand, if b→D holds, then  shows that a→B and a′ → D are true.
Since we already know that d→A ∪ B and v→A hold, none of the 2-components of
P contains an element of C. This leads to a 7nal contradiction, as we shall see next.
Indeed, as |C|=5, one of the four 3-components of P contains at least two elements
of C and so intersects at most two basic sets. Therefore, this 3-component lies entirely
in some half-set of ,  or . By Lemma 2.3 it would have to include an element
of the 10-core there, i.e., a; a′; b or v. These elements, however, are all contained in
2-components of P.
This concludes the proof of Theorem 2.
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