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Abstract—With 5G on the verge of being adopted as the next mobile
network, there is a need to analyze its impact on the landscape of
computing and data management. In this paper, we analyze the impact
of 5G on both traditional and emerging technologies and project our
view on future research challenges and opportunities. With a predicted
increase of 10-100x in bandwidth and 5-10x decrease in latency, 5G is
expected to be the main enabler for smart cities, smart IoT and efficient
healthcare, where machine learning is conducted at the edge. In this
context, we investigate how 5G can help the development of federated
learning. Network slicing, another key feature of 5G, allows running
multiple isolated networks on the same physical infrastructure. However,
security remains the main concern in the context of virtualization, multi-
tenancy and high device density. Formal verification of 5G networks can
be applied to detect security issues in massive virtualized environments.
In summary, 5G will make the world even more densely and closely
connected. What we have experienced in 4G connectivity will pale in
comparison to the vast amounts of possibilities engendered by 5G.
1 INTRODUCTION
Fifth Generation (5G) mobile communication technologies
are on the way to be adopted all over the world. At the
moment, 5G is being deployed in small areas in almost all
the continents, with a higher number of available networks
in Europe and the USA [70]. In future, 5G is predicted to
account for at least 15% of total mobile communications
market by 2025 [97]. It is therefore timely to analyze the
impact of 5G on key areas of research related to data man-
agement and processing, including databases, distributed
systems, blockchain and machine learning.
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With its increased bandwidth of up to 20 Gigabits per
second (Gbps), low latency of 1 millisecond (ms), high
device density of one million devices per square kilometer,
and virtualization technologies [67], 5G is generating new
opportunities in modern computing. New use cases, such
as remote healthcare based on virtual reality (VR) and aug-
mented reality (AR), or ultra-high-definition (UHD) movie
streaming can only be possible in 5G networks [3]. Other
applications, such as machine-to-machine (M2M) communi-
cation in automotive and smart drones, and high-density In-
ternet of Things (IoT) devices in smart cities can be handled
by current technologies, such as 4G, WiFi and Bluetooth, but
they can greatly benefit from the improvements of 5G [3].
In this paper, we provide performance measurements
done in a real 5G network showing a maximum download
bandwidth of 458 Megabits per second (Mbps) and a min-
imum round-trip time (RTT) of 6 ms. While these numbers
are still far from the 5G specifications, they represent cur-
rent 5G networks running in Non-Standalone (NSA) mode
and expose more than 5× better performance, in terms
of bandwidth and latency, compared to 4G networks. We
plan to use these performance measurements to emulate
5G deployments where data management and processing
systems can be evaluated.
Beyond the obvious impact of 5G in well-known areas,
we examine the opportunities and challenges in computing
areas related to distributed data management and process-
ing. For example, 5G technology has the potential to bring
forth the idea of millions of shared databases which will im-
pact data analytics, federated learning [105] and security at
the edge. Nonetheless, the concept of millions of databases
poses challenges in terms of privacy and security.
In this paper, we conduct a systematic survey of chal-
lenges and opportunities 5G is bringing to key areas in com-
puting, such as edge computing and IoT (§3.1), network-
ing (§3.2), data storage and processing (§3.3), blockchain
(§3.4), artificial intelligence (§3.5), and security and privacy
(§3.6). We highlight security as a major challenge in 5G
deployments, due to multiple factors. First, the high density
and large number of IoT devices that can be connected
to a 5G network will increase the risk of attacks, such as
Distributed Denial-of-Service (DDoS). It is well-known that
IoT devices are easier to break and that some of the largest
scale attacks were conducted using distributed IoT devices
2[41]. Second, the full virtualization in 5G networks is posing
new challenges in security management. We analyze in this
paper what are the risks of network slicing [28], the key
technology in 5G virtualization.
Another key challenge is the current backhaul and cloud
network infrastructure that is not able to cope with the
increased traffic generated by the 5G mobile networks. Our
measurements of inter-region cloud connections show that
the throughput is almost always lower that 100 Mbps, while
the latency exceeds 300 ms in some cases. These values are
far behind the requirements of 5G. In a study by McKinsey,
it is estimated that an operator needs to spend up to 300%
more on infrastructure to cope with a 50% increase in data
volume [31]. This, together with virtualization, introduces
new challenges for 5G adoption, namely, the delivery and
monetization of services.
The remainder of this paper is organized as follows.
In section 2, we review 5G specifications, evaluate current
deployments with performance measurements and examine
5G network simulators. In section 3, we analyze the impact
of 5G on major computing areas, related to data process-
ing and management. In section 4, we discuss how 5G is
going to help in the development of new use cases, such
as telemedicine, AR/VR, smart cars and smart cities. We
conclude the paper in section 5.
2 5G TECHNOLOGIES
In this section, we review the properties of 5G, in compar-
ison with the previous generations of mobile and wireless
technologies. We provide a summary of current 5G de-
ployments, with performance measurements done with two
5G smartphones, and explore solutions for simulating 5G
networks.
2.1 An Overview of 5G
5G is the fifth generation of cellular network technologies
specified by the 3rd Generation Partnership Project (3GPP).
It proceeds 2G, 3G and 4G and their associated technologies.
In addition to the classical spectrum below 6 GHz used
by the majority of wireless communication technologies, 5G
will operate in a high-frequency spectrum, from 28 GHz up
to 95 GHz [3], [10]. This range is known as the millimeter
wave (mmWave) spectrum. Compared to previous genera-
tions, 5G is able to use a larger band of frequencies, thus,
avoiding congestion. In comparison, 4G operates typically
in the range 700-2600 MHz [3], [102]. In addition to higher
bandwidths, 5G will comprise densely distributed networks
of base stations in small cell infrastructures. This enables
processing at the edge, leading to lower latency for cloud-
like services.
5G uses the massive multiple-input and multiple-output
(MIMO) technology [46]. This technology consists of large
antenna formations in both the base station and on the
device to create multiple paths for data transmission. With
massive MIMO technology, 5G can achieve high spectral
efficiency [3] and better energy efficiency [46].
Beamforming1 is a subset of massive MIMO [73]. Beam-
forming controls the direction of a wave-front by manipu-
1. The terms beamforming and massive MIMO are sometimes used
interchangeably [74].
Fig. 1: 5G overview
TABLE 1: A comparison of the specifications of mobile
communication technologies
5G 4G
WiFi
Bluetooth 5
(802.11ac)
Bandwidth [Gbps] 10-20 1 0.4-7 2 Mbps
Latency [ms] 1 10-100 0.9/6.2 200
Mobility [km/h] 500 350 - -
Frequency [GHz] 0.6-6, 28-95 0.7-2.6 5 2.4
Connected Devices 1,000,000 / km2 100,000 / km2 200 / gateway 7 / gateway
Year 2019 2009 2014 2016
lating the phase and magnitude of the signals sent by an
individual antenna placed in a formation of multiple anten-
nas. In this way, beamforming identifies the most efficient
path to deliver the data to a receiver, while reducing the
inference for nearby terminals. In addition, 5G uses a full
duplex technology which doubles the capacity of wireless
links at the physical layer. With full duplex, a device is able
to transmit and receive data at the same time, using the
same frequency [90]. Based on these new technologies, it is
predicted that 5G has the potential to improve services at the
edge, support more use cases, accelerate the development of
smart cities, and enhance user experience [73].
Compared to 3G and 4G, 5G has a lower latency of
approximately 1 ms, increased energy efficiency, and a
peak throughput of 10-20 Gbps [3], [67]. The increase in
bandwidth will not only support better user experience,
but also allow for more connected devices, such as drones,
vehicles, and AR goggles, among others. While a 4G base
station can only support around 100,000 devices, 5G can
support up to a million devices per km2 [67]. A 5G network
is designed to be flexible and suited for edge deployment,
which further improves the end-to-end latency and overall
user experience.
5G is designed to be the network for IoT [3]. In current
deployments, IoT devices typically connect to a gateway
or to the Internet through WiFi, Bluetooth, Long Range
(LoRA), Zigbee, among others [66]. These protocols are
suitable for short-range communications with low mobility,
used in applications such as smart homes and smart offices.
However, they may not be suitable for larger deployments,
such as smart cities and smart farms, and high-mobility
applications such as automotive. Nonetheless, there are
3TABLE 2: Measurements on current 5G deployments
Location Date Operator Device
Bandwidth Latency
Reference
(max) [Mbps] (min RTT) [ms]
Chicago, USA 19/5/2019 Verizon Samsung Galaxy S10 5G 1,385 17 [93]
Chicago, USA 30/6/2019 Verizon Samsung Galaxy S10 5G 1,070 - [91]
New York, USA 30/6/2019 T-Mobile Samsung Galaxy S10 5G 579 - [91]
New York, USA 1/7/2019 T-Mobile Samsung Galaxy S10 5G 529 53.5 [101]
Bucharest, Romania 19/7/2019 RCS/RDS Xiaomi Mi Mix3 5G 458/20.6 12 this paper
Bucharest, Romania 6/9/2019 RCS/RDS Huawei Mate 20 X 5G 458/8.5 6 this paper
some challenges that need to be considered before the
successful adoption of 5G. Firstly, is the power usage of a 5G
transceiver sufficiently low such that IoT devices with small
batteries can incorporate it? Secondly, what is the cost of a
5G subscription per IoT device? Given the large count of IoT
devices, a linear pricing scheme is not going to incentivize
5G adoption. To leverage this, hybrid deployment could be
used, where multiple IoT devices connect to a 5G gateway
using traditional protocols, such as WiFi or LoRA.
In the context of IoT devices and their use cases, we
compare the specifications of major wireless communication
technologies in Table 1. 5G has almost always the best
characteristics, except for latency, where newer generations
of WiFi have similar specifications. However, median WiFi
latency on an 802.11n router is 0.9 ms and 6.22 ms, when
5 GHz and 2.4 GHz frequencies are used for measurements
[30], respectively. The 99th percentile goes up to 7.9 ms and
58.9 ms for the two frequencies [30], respectively. In practice,
current 5G deployments exhibit latencies in the range of
6-40 ms, with jitter than goes up to 145 ms, as shown in
Appendix A.1.
Similar to Bluetooth and WiFi (i.e. WiFi-Direct), 5G al-
lows devices to communicate with each other directly, with
minimal help from the infrastructure [9]. This device-to-
device (D2D) communication is a key feature of 5G that has
the potential to accelerate the development of edge-centric
applications. For example, in automotive applications, vehi-
cles will be able to talk directly to each other, thus, reducing
latency and avoiding the failure of the connection to the
base station. Other use cases of D2D 5G communication
are federated learning, where edge devices could share
data among them, and blockchain where devices need to
establish peer-to-peer (P2P) connections.
In addition to the improvements at the physical layer,
5G networks are going to be highly virtualized. Among
the virtualization technologies used by 5G, we distinguish
software-defined networking (SDN), network function vir-
tualization (NFV) and network slicing. SDN is an approach
that separates networking data plane (i.e. data forwarding
process) from the control plane (i.e. the routing process).
This separation leads to easier configuration and manage-
ment, and higher flexibility and elasticity [42]. Complemen-
tary to SDN, NFV [32] uses commodity hardware systems to
run networking services that are traditionally implemented
in hardware, such as routers and firewalls. With NFV,
network flexibility is greatly improved, and the time-to-
market is reduced, at the cost of lower efficiency compared
to dedicated hardware.
Based on SDN and NFV, 5G networks will employ
network slicing to multiplex virtualized end-to-end net-
works on top of a single physical infrastructure. By sepa-
rating infrastructure operators from service providers, 5G
will better utilize hardware resources while providing a
diversified range of services to both businesses and end
users [28]. However, all these virtualization technologies
pose new challenges in terms of security management and
monetization, as we shall analyze in this paper.
2.2 Current 5G Deployments
In August 2019, there were some countries and operators
offering commercial 5G networks, with limited deployment.
According to a map published by Ookla2 [70], only USA
and Uruguay have 5G networks in the Americas. Beside
Uruguay, only South Africa and Australia have 5G in the
southern hemisphere. In Asia, 5G is available in some
countries in the Middle East, such as Saudi Arabia, Qatar,
Kuwait and the United Arab Emirates, as well as in South
Korea. In Europe, 5G is available in the UK, Spain, Germany,
Switzerland, Italy, Romania and Finland.
Table 2 summarizes existing speed tests on 5G networks
around the world. All these tests are conducted using
Ookla’s Speedtest Android app. At the bottom of this ta-
ble, we present our own tests done in Bucharest, Romania
where there is a 5G network provided by the local operator
RCS/RDS using base stations produced by Ericsson [24].
These tests were done with two smartphones equipped with
5G modems, (i) a Xiaomi Mi Mix3 5G (Mix3) [104] and (ii) a
Huawei Mate 20 X 5G (MateX) [36]. The former device has
a Qualcomm X50 5G modem, while the latter is equipped
with Huawei’s own 5G modem.
We analyze the best results in this section, and present
the details in Appendix A.1. Both smartphones exhibit a
maximum download throughput of 458 Mbps on 5G, com-
pared to a maximum of 86.3 Mbps on 4G. But the upload
throughput of 5G is similar or even lower compared to 4G.
For example, the maximum upload throughput on 5G is
20.6 and 8.5 Mbps with Mix3 and MateX, respectively. On
4G, the maximum measured upload throughput is 23.9 and
29.6 Mbps with Mix3 and MateX, respectively. The latency
is measured in terms of round-trip time (RTT), similar to the
results reported by the ping Linux tool. RTT is accompanied
by jitter, representing the deviation from the average latency.
The minimum RTT measured on 5G with Mix3 and MateX
is 12 and 6 ms, respectively. These RTTs have corresponding
jitters of 4 and 1 ms on Mix3 and MateX, respectively. The
RTT on 4G is much higher, with a maximum of 48 and 54 ms
2. Ookla developed speedtest.net, a widely-used tool to measure
the speed of Internet connections in terms of download and upload
throughput, and ping latency. In this paper, we use Ookla’s Speedtest
Android application for measurements.
4onMix3 andMateX, respectively. On average, the download
throughput of 5G across different test servers and measured
in different locations is above 300 Mbps, while the upload
speed is always less than 30 Mbps.
While the download speed3 is significantly higher com-
pared to 4G, both the upload speed and latency are sur-
prisingly low, compared to the specifications [67]. This is
caused by two main factors. First, the speed test consists of
sending requests to servers that are not very close to the base
station. Hence, the latency and throughput are influenced by
both (i) the 5G wireless link to the base station and (ii) the
wired, optic, wireless or mixed path from the base station
to the server. Second, current 5G setups are using the Not-
Stand-Alone (NSA) mode [25]. Only the Stand-Alone (SA)
5G mode is supposed to achieve an ultra-low latency of 1
ms [25]. In terms of upload throughput, network operators
tend to limit it because typical users are affected more by
the download speed.
We note that our measurements are influenced by the
connection between the base station and the test server. In
our case, the number of hops between the device and the test
server is in the range 9-13. While this number is relatively
high, the backhaul links connecting the base stations to the
Internet are of high capacity. These links are usually based
on fiber or microwave technology with capacities of up to 20
Gbps [106]. On the other hand, these measurements expose
pertinent download and upload throughput as experienced
by the end user.
2.3 5G Simulators
With the limited amount of both 5G deployments and 5G-
ready terminals, it is mandatory to explore simulation and
emulation solutions for 5G in an effort to develop and
analyze applications targeting this new technology. Since
our focus is on the impact of 5G on data-driven software
platforms, the simulator should be able to reproduce net-
working behavior at a high level, in terms of throughput,
latency, jitter and packet loss.
Many 5G simulators, such as MATLAB 5G Toolbox
[62], NYUSIM [92], NetTest 5G Network Emulators4, ns-35,
[75], focus on the physical layer (i.e. radio access network
(RAN)). Such a detailed simulation at the physical level
could offer useful insights to network engineers and mobile
operators, but it is time-consuming and resource-intensive.
Instead, simpler solutions could be used to emulate a
5G environment. For example, the tc Linux tool6 is able to
introduce delays with different patterns to emulate higher
latency with custom jitter distributions. Moreover, tc can
limit the bandwidth of a given interface. One can use tc
in a cluster with Gigabit Ethernet or higher bandwidth links
to emulate 5G networking conditions. However, it remains
to be investigated how to emulate both D2D and device-to-
base station communications on top of an Ethernet network.
In conjunction with network virtualization, which is a
key feature of 5G, existing solutions for quick prototyping
with SDN can be used, such as Mininet [45] and its fork,
3. We use the terms bandwidth and speed interchangeably.
4. http://www.polarisnetworks.net/5g-network-emulators.html
5. https://www.nsnam.org/
6. https://linux.die.net/man/8/tc
Fig. 2: Areas impacted by 5G
Mininet-WiFi [21]. Some researchers explored the idea of
using Mininet as a platform to emulate 4G and 5G on top of
wired or wireless networks [78], [84], [86]. However, some
of the results reported by these projects are far from both the
specifications of 5G and our preliminary measurements. For
example, the throughput reported in [84] is below 100Mbps.
Hence, special care needs to be adopted when using these
prototyping platforms to conduct performance measure-
ments for data management and processing frameworks.
3 AREAS OF IMPACT
5G and its revolutionary features are going to impact mul-
tiple computer science domains and create new use cases,
as highlighted in Figure 2. In this section, we present our
view on the domains impacted by 5G, such as edge comput-
ing, database systems, artificial intelligence, security, among
others. In the next section, we present some use cases where
5G and related technologies are going to have a significant
impact.
Motivating Use Case. Before diving deeper into each
area impacted by 5G, we motivate our analysis by present-
ing a use case that covers all the areasmentioned. Represent-
ing the growing market of healthcare (§4.1), this use case
assumes that patients (end users) take ownership of their
medical data, also known as electronic health records (EHR)
or electronic medical records (EMR). This is a global trend
that tries to put the patient at the center of the healthcare
system. For example, Apple allows users to download and
keep their medical records on the iPhone [7].
By storing medical records locally, the user’s smart-
phone becomes a µ-database (§3.3), as shown in Figure 3.
In addition to medical records downloaded from clinics
and hospitals, this µ-database stores data collected by a
variety of IoT devices, such as smart watch and mobile
electrocardiogram. Within a 5G network, these µ-databases
could be interconnected either through the base station or
5Fig. 3: Motivating use case
directly, using the D2D feature of 5G. Furthermore, the
emerging blockchain technology can be used to improve the
security of these µ-databases in a hostile environment.
These data could be used to train medical deep learning
models, such as disease progression models [114], which
are then distributed to the devices to analyze new data
and to send alerts to doctors. To make the training more
efficient, federated learning (§3.5) is used to distribute the
work among multiple devices with the help of a coordi-
nator. With the emergence of edge computing (§3.1), the
coordinator could be placed at the edge, in a virtualized
micro-datacenter or cloudlet [87].
Nevertheless, the biggest concern in modern healthcare
is the security and privacy of the patients’ data. Recent data
breaches [27], [95] motivate the research of new security
protocols and techniques. With the adoption of 5G, its
virtualization feature could help in isolating the healthcare
use case from other verticals. However, virtualization does
not always ensure privacy and the security management is
problematic in the presence of network slicing (§3.6). More-
over, the physical infrastructure and SDN configurations
need to be verified to ensure a secure environment (§3.2).
Another method to increase the security and privacy of
distributed µ-databases is the use of blockchain technology
(§3.4). For example, some startups, such as MediLOT [65]
and Medicalchain [64], propose patient-centric healthcare
based on blockchain. However, the scalability of blockchain
[18] remains an open problem in the context of 5G networks.
3.1 Edge Computing and the Internet of Things
3.1.1 Overview
Edge computing is an emerging paradigm which proposes
to move cloud services closer to the users and to the devices
that produce data, at the edge of the network [88]. With a
growing number of devices connected to the Internet [58],
the pressure on the Internet backbone links is growing.
Edge computing alleviates this issue by performing some
or all computations closer to the devices that produce the
data. Depending on the location of these computations,
we distinguish between edge and fog computing. In edge
computing, the processing is done on the device or one
hop away from the device, for example in a mini-datacenter
connected to the 5G base station [94], as shown in Figure 3.
On the other hand, in fog computing, introduced by Cisco in
2015 [14], the computation could be done anywhere between
the edge and the cloud, in switches, routers, base stations or
other networking devices.
Edge computing has multiple flavors, among which we
distinguish (i) the fog, (ii) Multi-access Edge Computing
(MEC), and (iii) cloudlets [88], [94]. The fog is an extension
of the edge, where the processing can be done on the way
to the cloud, in the backbone’s switches and routers. MEC
is a set of standards addressing the diversity of protocols,
applications, services and providers of edge computing. A
cloudlet [87] is a small datacenter connected to a networking
access point. While typically connected to a base station,
one hop away from the devices, a cloudlet can also be
placed in the fog, as shown in Figure 3. A cloudlet is using
virtualization to provide computing and storage services.
With 5G being a heavily virtualized technology, we are
expecting an accelerated deployment of cloudlets.
With the adoption of 5G, which enables higher band-
width and more connected devices compared to 4G, edge
computing becomes a necessity because current cloud in-
terconnections are not able to sustain the traffic. Our mea-
surements on Google Cloud Platform (GCP) and Amazon
Elastic Compute Cloud (EC2) show that bandwidths be-
tween different cloud datacenters (regions) can hardly hit
100 Mbps, while the majority of our measurements are
below 10 Mbps. Only closely located regions, such as those
in Western Europe, exhibit bandwidths of up to 92.8 and
126 Mbps, for GCP and EC2, respectively. These bandwidths
are far from being able to sustain the demands of 5G edge
devices, where a single device could upload data with a
throughput of up to 1 Gbps [67].
The high device densities of 5G are impacting a domain
that is in close connection with edge computing, namely,
the IoT. On the one hand, low-end IoT devices may not
need 5G connections since other technologies, such as WiFi,
Bluetooth and Zigbee are sufficient. For example, 5G is
not needed for smart door locks, smart refrigerators, smart
lights, among others. On the other hand, we identify a series
of devices that can benefit from 5G features, as listed below.
• Surveillance systems. These systems allow users to
remotely scan the area inside or around their homes
from the comfort of a smartphone. They can see who
is snooping around while overseas, and alert the au-
thorities if needed. For such a service, there is a need
for good video quality and high frame rate. 5G would
have the bandwidth to deliver such lag-free, high-
quality UHD video while allowing flexible reconfigu-
ration which is not possible when using wired connec-
tions. On the other hand, edge computing helps in pre-
processing the image stream in a cloudlet and send only
the alerts to the cloud.
6• Autonomous cars. Undoubtedly, smart cars need fast
response times. The theoretical latency improvement
from 50 ms in 4G to 1 ms in 5G may be the difference
between a crash and a clean pass. Moreover, the D2D
communications in 5G will have a positive impact on
Vehicle-to-Vehicle (V2V) messaging, further reducing
the latency compared to going through a base station.
Using D2D, automotive communications can avoid the
problem of a single point of failure represented by a
faulty base station. As such, we predict that smart cars
will adopt 5G as a reliable means to deliver lots of data
as quickly as possible to avert disaster.
• Drones. In emergencies and dangerous situations, such
as search-and-rescue, firefighting, surveying, delivery
services, having a good bandwidth allows a drone to
send high quality sound and video back to its pilot,
at the edge, while low latency allows superior control
over the drone itself. Similar to autonomous cars, smart
drones could benefit from D2D communications, espe-
cially in remote areas with no access to a base station.
Using D2D communications, a group of closely located
smart drones can form a swarm to work towards a
common objective [89].
• Healthcare devices. With its generous bandwidth and
low latency, 5G would improve the monitoring of pa-
tients with chronic diseases. Vital statistics can be taken
as often as the doctor requires, and alerts can go out the
moment the device detects something wrong.
Some of the features of 5G address the challenges faced
by the IoT domain. First, the increasing number of IoT
devices could be handled by the superior device densities
supported by 5G. According to a survey by IoT Analytics
Research, there were 7 billion IoT devices in 2018 [58].
This number will triple by 2025 [58]. This increase in the
number of IoT devices raises concerns about connectivity
and security, among others. According to an online survey
of IoT development conducted by the Eclipse Foundation
in 2019 with 1717 participants [96], the top three concerns
are security (38%), connectivity (21%), and data collection
and analytics (19%). In the next section, we identify some
challenges that edge computing and IoT could face in the
era of 5G.
3.1.2 Challenges and Opportunities in Edge Computing
The adoption of edge computing is challenging due to a mix
of factors. First, there is high diversity of edge hardware,
communication protocols, service providers and processing
frameworks. To overcome this, the European Telecommuni-
cations Standards Institute created a special group of inter-
est to propose standards for MEC [94]. 5G could address this
issue using virtualization, where hardware functions and
software protocols can be virtualized on commodity infras-
tructure, thus, decreasing the prototyping and deployment
time.
Edge services could be driven by the 5G end-to-end
network virtualization. For example, network slicing would
allow different application planes to run in isolation on the
same infrastructure, as shown in Figure 4. With network
slicing, cloud-like services at the edge, the broadband con-
nectivity plane and smart city applications could all run
in isolation. Nevertheless, the security of such a setup is
challenging, as we shall see in the next sections.
A second factor that hinders edge adoption is the high
cost of installing, protecting and maintaining edge devices
in remote areas [82]. 5G is able to address these issues
partially by employing its high bandwidth and low latency
features. The former implies that advanced, high-definition
security monitoring solutions can be deployed together with
the edge hardware. The latter helps in detecting and acting
on problems faster, from a centralized command facility.
A third factor that needs to be considered in 5G edge
computing is energy efficiency. Remote edge devices may
face energy constraints due to the lack of connections to
the power grid. Operating on alternative sources of energy,
such as solar panels or batteries, imposes constraints on
computation and communication. While communication is
often more energy-expensive compared to computation, it
is a challenge to decide when to process the data at the edge
and when to offload it to a cloudlet [88]. With its superior
energy efficiency, 5G could help in improving the overall
efficiency of edge computing.
3.1.3 Challenges and Opportunities in IoT
One of the biggest challenges IoT development has to en-
counter in a 5G environment is the new wave of security
threats. Since the number of connected IoT devices continue
to rise, there is a higher risk that systems will be attacked
by malware and ransomware to steal sensitive data or to
perform DDoS attacks [41]. This problem is more stringent
with the IoT devices being used in automation and security
systems at home or in vehicles. These systems may be
compromised, leading to more serious threats, such as home
intrusion or remote vehicle hijack. A piece of common
advice to ensure the security of IoT devices is to keep
their firmware and security patch up-to-date to avoid any
vulnerabilities exploitable by attackers. Also, users need to
change their default account and password periodically on
the IoT devices to prevent unauthorized access by brute-
force attacks. Finally, data transmission and communication
between devices or from the devices to the 5G network need
to be encrypted to prevent any leak of confidential data.
The second challenge that needs to be considered is how
to guarantee data privacy when IoT devices have access to
private data such as surveillance videos, daily habits, and
health data. Although users can review the coarse-grain
access control of these devices to sensitive information [82],
they generally cannot supervise how this data is collected
and utilized. For example, if users let IoT applications access
their data, they will not know when the devices send the
data to developers, advertisers, or any other third parties.
To ensure the privacy of data, multiple solutions need to
be considered. For example, it is important to set dedicated
policies, regulations, rules, or laws to ensure that IoT service
providers and developers take necessary actions to protect
users’ sensitive data. Besides, strong security solutions also
need to be set up in IoT devices, to prevent any breach or
exploitation of sensitive data.
The third challenge is that most IoT devices might not
be tested sufficiently during their production and might not
receive enough firmware updates after deployment. This
might be due to the fierce competition in IoT industry where
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manufacturers often focus on quickly producing and selling
devices and do not pay enough attention to security issues.
For example, many manufacturers only offer firmware up-
dates for new devices, while stopping the update of old-
generation devices when they start working on the new
generation. This bad practice might leave IoT devices vul-
nerable to potential attacks due to the outdated firmware.
To overcome this problem, manufacturers are encouraged to
test their products properly and update firmware regularly.
Furthermore, they should use safe programming languages
and automatic program testing and verification techniques
to avoid potential bugs during the product development.
3.2 Network Testing and Verification
3.2.1 Overview
Ensuring that modern networks, including 5G, operate
properly as designed is crucially important to telcos, banks,
content providers and other businesses. The failure of these
networks might lead to severe consequences. For example,
according to a report of IHS Inc. in 2016 [61], network failure
caused the loss of billions of US dollars annually in North
American businesses. The failure of a network can occur
statically due to its misconfiguration or dynamically at run-
time [109]. The misconfiguration errors are often introduced
by human mistakes, and they can lead to problems such as
unreachable servers, or security holes. On the other hand,
runtime errors are due to failures in network links and
hardware, or bugs in network software.
Huge efforts have been spent by researchers to develop
testing and verification techniques to find network errors
[49]. However, this task is known to be very complex since
modern networks include a large number (thousands) of not
only servers, routers, and end-user devices, but also many
middleboxes such as firewalls, load balancers, transcoders,
proxies, and intrusion detection systems [72]. Furthermore,
the software controlling these devices is very complicated:
it contains millions of lines of code and runs in a highly dis-
tributed environment. For 5G, this testing and verification
task will be more challenging, due to the network’s growth
in complexity and flexibility. In particular, 5G networks can
support a massive number (up to millions) of connected
devices. It is also equipped with a novel network slicing
feature which allows a slice (a virtual network) to be dy-
namically created, used, and deleted. In the following, we
will discuss more about such difficulties and challenges.
3.2.2 Network Testing
Up to date, testing is the main method that has been used to
discover errors in modern networks [29]. Network engineers
often find bugs by using a wide range of tools, from the
rudimentary ping and traceroute, to advanced tools like
nmap, tcpdump, netcat, acunetix, ip scanner. They
mostly conduct ad-hoc validations of existing networks (3G,
4G, or enterprise networks) via active monitoring to detect
potential problems. For example, a network often needs to
be validated after a configuration change, such as when new
remote sites are installed, routing policies are changed, or
firewall rules are updated.
However, the existing network testing solutions might
need to evolve to cope well with the scale of 5G. Unlike
3G and 4G networks, which are limited only to the telecom
industry, a 5G network will comprise millions of connected
devices from many industry verticals [28] grouped in net-
work slices, as shown in Figure 4. Therefore, various ad-hoc
cases of the network need to be considered for validation.
Also, monitoring the network will be more challenging since
network slices can be flexibly created, used, and deleted,
based on user requirements [28]. Hence, it is difficult for
network engineers to manually design testing strategies that
thoroughly cover all behaviors of the network.
In order to make 5G network testing more effective
and efficient, the tasks need to be automated as much
as possible. Firstly, there is a need to design tools that
can automatically analyze the network configuration and
generate tests to cover all ad hoc cases. Secondly, these
test cases need to be run automatically and periodically
on candidate networks to discover any possible errors.
Although automatic testing is new in the context of network
testing, this idea has been well-studied by the software
engineering community. Recently, several efforts have been
made to automate network testing. For example, Zeng et al.
[108] have proposed a technique to automatically generate
test packages for testing the forwarding behavior of simple
networks. However, the size and dynamicity of 5G will be
much complicated than existing networks. Hence, there are
many challenges and opportunities to develop automatic
testing tools for 5G networks.
3.2.3 Network Verification
Although testing is commonly used to detect network er-
rors, this method has two limitations. Firstly, it is often
used to check the behaviors of a production network but
not to examine the network’s configuration. Secondly, this
approach cannot guarantee that a network is implemented
correctly according to its design, since it is impossible to
generate test cases that cover all the possible behaviors of
the network. In reality, it is often desired that a network’s
configuration can be examined before being deployed to
prevent any possible errors in the future.
Inspired by recent advances in software verification,
researchers have proposed to treat networks like programs
so that they can apply similar techniques to formally verify
the forwarding behavior of networks [72], [99]. In essence,
a network consists of two planes, namely, a data plane and a
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packet is handled locally by a router: when the packet
arrives at one of the router’s input links, it will determine
which output link to forward it to. The control plane deter-
mines how a packet is routed among routers along a path
from the source host to the destination host. In traditional
networks, both these two planes are implemented in routers.
However, in modern networks, the control plane can be
implemented as a separate service in centralized servers.
Recent works have focused on verifying simple net-
works, which are configured by static and immutable for-
warding rules [38], or small-scale networks with limited
number (hundreds or thousands) of devices [8], [20], [40].
In reality, modern networks often contain various mid-
dleboxes, whose states are mutable and can be updated
in response to received packets. Hence, the behaviors of
routers and middleboxes in these networks are affected
by not only their configurations but also by the incoming
packets. Further, 5G networks will be even more complex
since they allow a massive number (millions) of connected
devices. These two challenges, namely, complexity and mu-
table states, will be the key factors that need to be considered
when verifying the forwarding behavior of 5G networks.
As previously mentioned, 5G supports network slicing,
where a network slice is a software-based, logical network
that can span across multiple layers of the network and
could be deployed across multiple operators. Furthermore,
the isolation of slices can be flexibly configured at different
levels to satisfy the customers’ needs [28]. For example,
some users may not mind sharing network resource with
others, but would require isolation for the computing re-
sources. Therefore, it will be challenging to formally verify
if the isolation property of network slices in a deployed
network satisfies its design.
3.3 Data Management and Processing
3.3.1 Overview
5G could be the P2P network layer in a system comprising
millions of inter-connected µ-databases. With a projected
density of one million devices per km2 [67], 5G is able to
connect a few million devices in a smart city, where each
device stores a (µ-)database. This either gives rise to (i) a
network of inter-connected µ-databases or (ii) millions of
independent µ-databases owned by individuals.
The realization of the first scenario in a traditional dat-
acenter equipped with high performance server systems
is problematic due to networking and power constraints.
Firstly, the connectivity in a datacenter’s cluster is done
through switches or routers that become either bottlenecks
or sources of network failure. Secondly, a typical server uses
more than 50 W of power, while often reaching 100 W [57].
With one million servers, the power requirement of such
a datacenter reaches 100 MW, 10× more than the fastest
supercomputer in Top500 [98].
On the other hand, low-power systems based on ARM
CPU, such as smartphones and IoT devices, typically use
less than 10 W when active [56], [57]. Besides, 5G is pre-
dicted to be more energy efficient [3], hence, will further
reduce the power usage of the node. Previous research
projects connecting low-power nodes in distributed data
management and processing systems [2], [6], [55], [57] show
that these devices can significantly reduce the energy usage,
while trading-off performance in terms of response time
and throughput. Indeed, there is a high possibility that a
distributed network of more than one million low-power
5G devices will exist in the near future.
The second scenario is that of a P2P database where each
individual user owns its data and decides how to share it.
For example, a user can store her entire medical history
on the smartphone, instead of keeping fragmented records
in the databases of different hospitals. By storing the data
locally, the user has better control on privacy and sharing.
In addition to data, the user may choose to share resources,
such as storage space or computing units. In this scenario
of independent µ-databases, sharing requires a fine-grain
access control mechanism to ensure security and privacy,
especially in the context of strict data protection and privacy
rules, such as European Union’s General Data Protection
Regulation (GDPR) [26].
3.3.2 Challenges and Opportunities
With the ownership of the data being passed back to the
users and with the implementation of strict data protection
frameworks, such as GDPR, big data analytics has to be
efficiently supported both on the cloud and at the edge.
First, it is challenging to perform efficient batch or stream
processing in the presence of a fine-grain access control
mechanism. For example, users may choose to share only
part of the data which could affect the final results of the
analytics task. Second, the highly dispersed and volatile
nature of distributed P2P µ-databases make fault-tolerance
and task scheduling stringent issues in big data processing
frameworks. It is well-known that strugglers affect the per-
formance of data analytics [107], [110].
When large amounts of fragmented data are stored
across a large number of devices, data have to be processed
locally and/or transferred to the cloud for large scale ana-
lytics. For local data management and resource sharing over
devices, efficient and light data management is required,
possibly with some form of distributed shared memory [11].
The D2D and density of connections in 5G will present
a great opportunity for human-in-loop data processing. A
complex high-level job may be partitioned into computer-
oriented tasks and human-oriented tasks [51], which is in
line with the exploitation of AI for tasks that machines can
do best. Decomposition and classification of tasks need to
be designed for specific application domains, since domain
knowledge and availability of experts are key to high ac-
curacy. Fast response from human is needed to improve
the overall data quality and decision-making. However, all
these must be examined to ensure that humans do not in-
troduce noise into the system and cause further irregularity.
3.4 Blockchain
3.4.1 Overview
In the last decade, we have witnessed the rapid prolifera-
tion of blockchain platforms, both in public, permissionless
networks and private, permissioned setups [18]. From the
performance point of view, blockchains are known to exhibit
low transaction processing throughput, high latency and
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significant energy usage [19], [54]. In the context of 5G
adoption, it is useful to investigate how blockchain systems
are going to be impacted.
From the applications point of view, blockchains could
help in providing trusted services at the edge while con-
necting multiple mutually untrusted entities. For example,
mobile number portability (MNP) is an application where
different telecommunication companies (telcos) that do not
trust each other need to work together to offer this service to
their clients [43]. Using MNP, a client can keep her mobile
number while switching the telecommunication provider.
For this application, the blockchain could store a unified
database to keep track of mobile numbers, client ids and
telecommunication providers.
3.4.2 Challenges and Opportunities
With the adoption of 5G, the number of devices that can po-
tentially connect to a blockchain will increase significantly;
thus, traditional blockchains are expected to exhibit even
lower performance. To improve the scalability of blockchain,
researchers have looked into reorganizing the structure of
the network. There are two key approaches to do this re-
organization, namely, (i) sharding where the network is split
into smaller partitions [15], [59] and (ii) hierarchical where
there is a main (root) network and many secondary net-
works [76], [77]. These approaches become more relevant in
the era of 5G, edge computing and network virtualization.
Both sharding and hierarchical networks could im-
prove the performance of blockchains. Shards or secondary
blockchains running at the edge, in close proximity to 5G
base stations, are supposed to run much faster compared to
global networks. For example, Hyperledger Fabric 0.6 with
PBFT exhibits up to 5× higher throughput in a local clus-
ter with Gigabit Ethernet networking compared to Google
Cloud Platform distributed across 8 regions [15].
3.5 Artificial Intelligence and Federated Learning
3.5.1 Overview
With higher connection density and bandwidth, a few bil-
lion devices are expected to be connected to the 5G network,
including mobile phones, tablets, wearables, automobiles
and drones. The increased number of interconnected devices
and the accompanying sensors will generate a tremendous
amount of data on a daily basis. At the same time, there is
a surging demand for personalized services on the mobile
devices to enhance user experience. For example, companies
may want to provide real-time personalized recommenda-
tions to users. The unprecedented amount of data residing
in the edge devices is the key to build personalized ma-
chine/deep learning models for enhanced user experience.
This trend presents new opportunities as well as challenges
for machine learning (ML) and deep learning (DL).
Over the past few years, various hardware accelerators
like APU (AI processing unit), NPU (neural processing
unit) and VPU (vision processing unit), have been added
to mobile chip platforms, including Qualcomm, HiSilicon,
MediaTek and Samsung chipsets, to support fast inference
of ML and DL models in the edge devices. Correspond-
ing software libraries are also developed, e.g., SNPE SDK,
Huawei HiAI SDK, NeuroPilot SDK, Android NNAPI and
tensorflow-lite. On the other hand, the training is typically
done on the cloud. The model is then converted into a
certain format to be deployed in edge devices. Although 5G
enables fast data transfer between mobile devices and base
stations, the edge-cloud links have limited capacity which
may not scale with the number of connected 5G devices.
Consequently, some training tasks need to be shifted from
the cloud to the edge to save the communication cost of
data transferring. At the same time, training in edge devices
resolves the data privacy issue as the data is not shared on
the cloud.
Edge devices are expected to handle the training process
in some specific scenarios. With datasets getting larger at
the edge, the training has to be conducted locally or in
the fog, rather than on the cloud, since edge-cloud links
typically have limited capacity. In this case, each device or
sensor is no longer merely a data carrier; it will also handle
processing and data requests from servers or other devices.
With faster data flow between mobile devices and 5G base
stations, carriers can directly transfer the required data to
the client via the edge, fog or D2D, without involving cloud
servers. Even ML/DL models can be transferred directly
between devices without a server.
3.5.2 Edge Data Properties
Data from mobile devices has some special properties that
are different from the assumptions of traditionally central-
ized training. Therefore, training in edge devices requires
substantial adaptations of model design, training and de-
ployment algorithms. The main properties of mobile data
sets for learning in the 5G era can be summarized as:
• Highly-distributed. The data is distributed among end
devices instead of being collected in a centralized dat-
acenter, where the number of end devices would easily
surpass the number of training samples per client.
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• Unstructured. The majority of samples in a local data
set are expected to be in unstructured and diversified
formats since raw data are collected from various ap-
plications or sensors.
• Non-IID. The local data set is gathered from a particu-
lar client, and thus, great variance is expected among
different local data sets. Hence, the local data set is
not independent, identically distributed (IID) sampled
from the population distribution.
• Unbalanced. The amount of training samples varies in
different clients. Moreover, sensors bias and the differ-
ence in user preferences lead to unbalanced local data
sets.
These data properties pose challenges to the tradi-
tional ML/DL training which requires centralized struc-
tured training data [69]. First, providing real-time personal-
ized services while reducing the server-side burden is highly
demanded. Second, the large number of client-side data
islands [105] and increased communication efficiency of 5G
connections will undoubtedly require substantial adapta-
tion of model design, training and deployment. In response
to these challenges, the research community has focused on
techniques for edge device architecture engineering [37],
[60], [85], model compression [17], [33], [34], and neural
architecture search [50], [80], [115].
3.5.3 Model Training and Deployment
New opportunities for a wide range of research directions
in AI are arising with the adoption of 5G. In terms of
model design and deployment, more client-side models
are anticipated. This is possible because (i) edge storage
and compute resources are more powerful with various
system-on-chip (SoC) technologies and (ii) there is a data-
privacy practice to keep personal data locally. Further, due
to its inherent capability of adaptive modeling and long-
term planning, reinforcement learning presents potential
in building interactive and personalized models, such as
interactive recommendation systems [111], [112], [113].
How to build the correct machine learning model on
edge devices remains a challenging problem. Since the
computational capability of edge devices are mostly lim-
ited by battery and storage space, four key factors should
be taken into consideration before the deployment of an
ML/DL model: power consumption, storage space occupa-
tion, service latency, and model performance. In real-world
applications, those end-user perceptible requirements and
constraints should also be considered in the neural network
structure engineering and hyper-parameter configurations
during the training procedure.
Existing techniques such as model compression and
quantization may potentially benefit the training procedure
on edge devices. For instance, model compression tech-
niques reduce the model complexity in various ways with
controlled accuracy degradation. The quantization tech-
niques not only lower the power consumption and storage
space cost but also take advantage of the emerging edge-
based hardware such as neural processing units that support
integer operations which are usually much faster than half-
precision float operations.
Further, mobile edge devices vary a lot in hardware
capacity [103], and thus device-dependent constraints such
as energy, power or latency must be considered. These hard-
ware differences require automation in the model building
workflow to satisfy the model deployment in diversified
environments. Automated machine learning and Neural
Architecture Search (NAS) could provide technical clues to
tackle the challenge. For example, the meta-information of
datasets, local resource profiles, and service-time constraints
can be gathered to model the automation procedure and
recommend candidate model configurations.
3.5.4 Federated Learning
Increasingly, smartphones and other mobile devices become
the primary computing devices for many people. The var-
ious embedded sensors are used by popular applications
to collect an unprecedented amount of data on a daily basis.
5G technology will undoubtedly accelerate this trend. While
these data could be used for AI model training and infer-
ence, the privacy issue should be taken into consideration
more seriously when using personal data. Moreover, direc-
tives like GDPR [26] push for strict personal data processing,
and require individuals or organizations to handle data in
an appropriate manner.
To preserve data privacy, Google proposes an alterna-
tive training technique, called Federated Learning (FL) [63],
that keeps the personal data residing in edge devices, and
constructs a shared model by aggregating updates that
are trained locally, as illustrated in Figure 6. In federated
learning, data are only accessible to the data owner and
the training process runs locally, on the mobile device. The
centralized server can only receive intermediate results such
as models or model updates from clients. Consequently, FL
helps preserve privacy and reduce the communication costs
of dataset transfer.
Federated learning is a feasible and ideal solution for
the data privacy concern in the 5G era, where 5G and
federated learning will complement each other. In recent
years, most research projects on federated learning focus
on communication efficiency and preserving of privacy.
The high-bandwidth and low-latency property of 5G will
improve the communication efficiency of federated learning
and compensate for the communication overhead caused by
privacy-preserving protocols. In addition, the more stable
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connections brought by 5G can mitigate the dropout issues
of clients during the federated learning training. Therefore,
federated learning provides a privacy-preserving solution
for learning in the 5G era, while 5G makes federated learn-
ing more practical and robust.
Further, vertical federated learning [105] is proposed to
tackle the data islands problem. Succinctly, vertical feder-
ated learning is a collaborative privacy-preserving learning
approach to handle scenarios where multiple parties sepa-
rately hold datasets with different attributes. For example,
when a bank and an e-commerce company decide to col-
laboratively train a model without disclosing sensitive data,
the datasets involved are divided into multiple data islands
and vertical federated learning comes to rescue. In addition,
smart cities are applications of great potential in the 5G era,
and different parties or platforms in a smart city will benefit
from resolving the issues related to data islands. With the
5G technology and vertical federated learning, the world of
Internet of Everything (IoE) is to be anticipated.
3.6 Security and Privacy
3.6.1 Overview
One distinguishing feature of 5G is network slicing, which
enables applications with distinct requirements to share the
same network. A generalization of virtualization, network
slicing works across all layers of the application stack, as
shown in Figure 7. The radio network layer is multiplexed
through spectrum sharing. Networking layer is multiplexed
at the telco providers via SDN and NFV. Cloud resources,
especially the ones near the edge, are multiplexed via virtual
machines. While virtualization has obvious advantages in
terms of better exploiting the physical infrastructure and
reducing the time to market, it poses security and privacy
challenges, as we shall further discuss.
The other features of 5G, such as improved bandwidth
and latency, higher device density and D2D communication
may impact the security as well. As previously discussed,
higher device density and increased bandwidth make it eas-
ier to conduct large scale DDoS attacks, especially using IoT
devices. On the other hand, D2D communication requires
isolation and well-implemented access control mechanisms
such that data privacy is not compromised.
3.6.2 Challenges and Opportunities
The fact that one 5G network slice comprises multiple
virtualized resources managed by multiple providers makes
it difficult to ensure isolation. In particular, it is possible
to achieve virtual machine isolation with the secure design
of hardware virtualization, but does this still hold when,
for example, slices at NFV layers are compromised? To
ensure slice isolation, it seems necessary for the layers to
coordinate and agree on a cross-layer protocol. Figure 7
illustrates an example where a slice consists of several sub-
slices at different layers. At each layer, the slice needs to be
isolated to ensure security and privacy.
5G is a key enabler for machine-to-machine communi-
cation. Applications based on device location, for instance,
may see new devices moving in and out of range at high
velocity. This type of ad-hoc communication with high
churn rate poses a new challenge for device authentica-
tion. In particular, devices must establish identities of each
other before communicating, for example, by knowing the
mapping of devices to their public keys. The scale of 5G
requires an identity system that supports a large number
of users and avoids a single point of trust. Existing public
key infrastructures (PKIs) are too heavyweight because they
are designed for enterprise identities. Large-scale consumer
systems such as those used for end-to-end encryption, for
examples iMessage and WhatsApp, meet the performance
and scalability requirements, but they still rely on a cen-
tralized party. To decentralize the existing identity systems,
we envision a blockchain-based solution which maintains a
highly available and tamper-evident ledger storing identity
information. However, existing blockchains are severely
limited in their throughput and latency. Therefore, novel
blockchain systems are needed to meet the performance
requirement of future 5G applications.
Current practices in enterprise security rely on collecting
and analyzing data both at endpoints and within the net-
work to detect and isolate attacks. 5G brings more endpoints
and vastly faster networks. More endpoints mean larger
attack surface, raising the probability of the network being
attacked to near certainty. Faster networks impact data col-
lection, as it becomes unfeasible to store, and later analyze,
highly granular data over long periods of time. Therefore,
5G demands a fundamentally new security analytics plat-
form. We note that existing solutions, for example Splunk7
and LogRythm8, are inadequate for 5G scale, since they
stitch together general-purposed data analytics platforms.
7. https://www.splunk.com
8. https://logrhythm.com
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The desired solution should not have been designed to
target general data management workloads, but specifically
optimized for 5G workloads.
Apart from the security aspects, 5G also presents new
challenges and opportunities in terms of privacy, as the
improved bandwidth and reduced latency of 5G open up
the possibility of transforming mobile devices into private
databases that could be queried in real-time. For example,
consider an online shopping service that provides recom-
mendations to users based on their shopping histories. With
current technologies, performing such recommendations re-
quires the service provider to store users’ shopping histories
at the server side, which has implications for privacy. In
contrast, with the help of 5G, we may keep each user’s shop-
ping history in her local device, and let the service provider
join hands with the users to perform recommendations in a
privacy preserving manner, e.g., by offloading to the users
the part of the recommendation task that requires accesses
to private data.
Such a computation paradigm, however, poses a number
of challenges from the technical perspective. First, how
should we manage each user’s private data on her local
device, so that different service providers could access data
through a unified and efficient interface? Second, how could
we enable users to make educated decisions regarding
which service provider should be allowed to access what
data item? In addition, given that each user may have a
considerable amount of heterogeneous private data stored
on her local device, how could we alleviate users’ over-
head in setting up access controls for a sizable number
of service providers? Third, when a service provider and
a user jointly compute the result of a certain task, the
service provider may infer sensitive information from the
computation result, even if she does not have direct access
to a user’s private data. For example, based on the result of
recommendation computed from a user’s shopping history,
the service provider may infer partial information about
the items that the user purchased in the past. How should
we prevent such inference attacks without degrading the
accuracy of the result jointly computed by the user and the
service provider? Addressing these issues could lead to the
development of new techniques that advance the state of
the art in privacy preserving data analytics.
3.7 Summary
We conclude this section by highlighting the key challenges
that 5G is introducing in areas related to data management
and processing, as depicted in Figure 8.
Security and Privacy. Some of the key features of 5G
have a significant impact on security and privacy. First,
the support for massive number of connections increases
the vulnerability area and provides an ideal setup for large
DDoS attacks. Second, network slicing and end-to-end vir-
tualization is challenging in terms of security management
in the presence of multiple service providers. Third, D2D
communication introduces security and privacy challenges
in an era when people are more concern about their private
data and when strict data protection frameworks, such as
GDPR, are enforced. In this context, there is a need for
security standards and ways to ensure consensus among
entities participating in a 5G network.
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Fig. 8: Challenges (red) introduced by key 5G features (blue)
Network Infrastructure. With its impressive bandwidth
and high device densities, 5G allows more data to be down-
loaded or uploaded from and to the cloud. But this will exert
a high pressure on both the (i) backhaul links from the base
stations to the rest of network operator’s infrastructure and
(ii) backbone of the Internet, including inter-cloud connec-
tions. Our networking performance measurements among
different cloud regions show that current connections are
not ready for the speeds of 5G. For example, inter-region
connections can hardly reach 100 Mbps in throughput and
10 ms in delay, in the best case, while 5G specifications
require 10 Gpbs and 1 ms throughput and latency, respec-
tively (§2.1). We assert that there is a need for both (i) better
backbone connectivity and (ii) smart edge-fog-cloud data
offloading strategy to cope with the demands in services,
data movement and data processing.
Service and Business Models.With the explosion of the
number of IoT and mobile devices connected to the Internet
through 5G, there is a need for new service delivery and
business models. 5G is considered the ideal network for
connecting IoT devices, but creating a separate subscription
for each device may be inconvenient for the user. On the
other hand, operators will need to invest significantly to
improve their network infrastructure [31] and to be able
to deliver quality services at the edge. In addition to the
pressure of high 5G bandwidth on the backhaul network,
the high mobility specific to mobile devices introduces
new challenges in service delivery and accountancy, in the
context of virtualization and edge computing.
4 USE CASES AND CHALLENGES
While previous sections analyzed the impact of 5G on areas
related to data management and processing, this section
presents 5G use cases with a focus on analyzing challenges
and identifying research opportunities.
4.1 Healthcare
The healthcare industry is rapidly expanding, mainly due to
the advancements in machine learning which are applied to
the medical domain [47]. In a recent study, Deloitte estimates
the healthcare market to grow to 10 trillion US dollars by
2022 [16]. With the adoption of 5G, new smart healthcare
use cases are taking shape, such as telemedicine, telesurgery,
and smart medical devices.
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5G will be the foundation of telemedicine in countries
where wired infrastructure is not well developed. 5Gmobile
services will enable a more effective delivery of remote
diagnosis and support for paramedics. This allows for a new
and seamless way of delivering cost-effective and direct-to-
consumer healthcare as it is no longer limited to traditional
face-to-face consultations in healthcare facilities. In order
to have connected care and telemedicine, 5G is needed to
guarantee low latency and high-quality video streaming.
Telesurgery can also benefit from the low latency and
high bandwidth of 5G. Telesurgery allows surgeons to exe-
cute a real-time surgery, even when they are not physically
in the same location, using a remote control to carry out the
surgery. Although 4G is sufficient for real-time video trans-
mission under ideal conditions, its relatively high latency
renders it unusable for telesurgery. It remains to be studied
if 5G, with its improved latency and increased bandwidth,
is able to meet the requirements of telesurgery.
One of the main reasons patients with chronic diseases
visit the hospital is the lack of medical equipment at home to
measure and monitor vital body signs. 5G will alleviate the
burden of hospital checks by transferring this functionality
to the community (e.g to local clinics and homes). Devices
that are community-deployable should be equipped with
vital signs sensing, biomarker sensing, video analytics, a
chatbot and an AI-enabled intervention mechanism (e.g. a
model that can predict disease progression [114], [47]). All
these features are more feasible in the 5G era.
Massive Internet of Medical Things (IoMT) market is
predicted to grow from 8 to 33 million shipments in the
period 2016-2021 [48]. IoMT are clinical wearables consist-
ing of low-power medical monitoring devices that allow
for tracking a patient’s status. Such an integrative device
receives information from various sensors and sends pre-
processed data to healthcare providers who may adjust
medication doses or change the behavioral therapy.
We assert that the security and privacy challenges in the
era of 5G pertain to the field of healthcare and IoMT, as well.
With a series of recent security breaches in medical data
management systems [27], [95], security and privacy are one
of the biggest concerns in the digitalization of healthcare.
Moreover, strict personal data processing directives, such as
GDPR [26], require special attention. It remains to be studied
if 5G virtualization could address these concerns.
4.2 Smart City
The key features of 5G, such as high speed, massive con-
nections, and virtualization, will enable the development of
smart cities. A smart city is a sustainable city that utilizes
smart solutions to improve the infrastructure and provide
better services to the community [4]. Among smart city so-
lutions, we mention correlated traffic systems, public safety,
security and surveillance. A key objective of a smart city is
to provide cohesion among the variety of deployed systems.
Below, we enumerate a few smart city applications that
may be enhanced by 5G technologies. Firstly, smart homes
can be implemented with many inter-connected devices
and with fast Internet access which is needed for security
monitoring. Secondly, smart education could be enabled by
stable connectivity and high bandwidth. Students will be
able to access a massive number of online courses, and even
participate remotely in real-time classes. Thirdly, smart safety
and surveillance could be enabled by reliable connections and
the integration of real-time video observation in various
locations. This allows cities to have real-time emergency
response and surveillance of traffic conditions, accidents,
banks and ATMs, stores, roads, among others. Lastly, smart
power could be implemented using smart grid technology
[23] consisting of smart meters, sensors, and data manage-
ment systems. A smart power solution reduces the energy
and fuel consumption, while identifying power outages in
real-time.
Currently, smart cities are not efficiently implemented
due to the lack of powerful connectivity [79]. Low-latency,
stable connectivity is required anywhere and anytime
within a smart city. For example, there is a need for high
reliability of up to 99.9999% or above [79]. Moreover, the
network infrastructure of a smart city must be able to
support an immense amount of IoT devices. 5G suits the
requirements of smart city connectivity, with its low latency
of 1 ms, and high device density of up to one million devices
per square kilometer.
Another challenge in smart cities is ensuring the energy
efficiency of monitoring solutions [22]. This is challenging
in the context of maximizing the life of battery-operated
sensors, and requires smart deployment of devices, as well
as algorithms to compute an optimal communication-to-
computation ratio per device. Nonetheless, the energy ef-
ficiency of 5G terminals could improve the battery life of
remote monitoring devices.
While the benefits of 5G in smart cities are obvious, there
are some challenges that need to be addressed. First, with
the inter-connection of vital city infrastructure there is a
high security risk in case attackers manage to capture critical
nodes. Network slicing is a partial solution to this, where
different smart city applications are isolated. However, we
discussed in subsection 3.6 that 5G virtualization presents
some security risks that need to be addressed. Second,
the high volume of data from surveillance and monitoring
systems will exert high pressure on the networking infras-
tructure connecting 5G base station with central facilities. A
solution to this is the use of edge and fog computing where
partial processing with discarding of fruitless data can be
done closer to the data source.
4.3 Automotive
The automotive industry will be significantly impacted by
5G, as it opens up the potential for vehicles to be connected
to roadside infrastructure, pedestrians, and other vehicles.
Currently, autonomous vehicles are not fully supported by
the IT infrastructure due to the lack of mobile antennas
and sensors, which does not allow for efficient and stable
communications [13].
4G technology is unable to reach the handling, process-
ing and analyzing standards needed by autonomous vehi-
cles [53], [13], [39]. In order for autonomous cars, also known
as smart cars or self-driving cars, to be well-implemented,
the time to transmit and process sensor data needs to match
at least the speed of human reflexes [83].
Existing 4G infrastructure, including the mobile anten-
nas on buildings, is not sufficient for autonomous cars
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[83]. There is a need for significant amounts of antennas
located few hundred meters apart to enable stable car-to-car
communications [83]. 5G, with its D2D technology, could
help in alleviating this issue. In addition, D2D helps with
sensor fusion such that cars can have a better view of the
traffic and road condition beyond their line of sight.
Wireless communication enables vehicles to share,
among them or with other participants, information about
road and traffic condition. For example, Cellular Vehicle-to-
Everything (C-V2X) protocol comprises of multiple commu-
nication methods, such as Vehicle-to-Vehicle (V2V), Vehicle-
to-Infrastructure (V2I), Vehicle-to-Network (V2N), andmore
[1]. 5G’s low latency will allow for V2V and vehicle platoon-
ing, where vehicles communicate directly to share warnings
and real-time road conditions. V2I enables the communi-
cation between vehicles and roadside infrastructure com-
ponents, such as traffic signs, traffic lights and pedestrian
crossings. The predicted reliability of 5G at 99.9999%will al-
low for V2N to run smoothly as it can share real-time traffic
information with the wireless network infrastructure. These
smart vehicle technologies can anticipate potential risks or
help in planning an optimal route given real-time traffic
conditions. Moreover, these technologies are predicted to
improve safety and reduce deaths, since 90% of fatal car
accidents are due to human error [12].
While 5G is seen as the natural choice for wireless com-
munications in autonomous cars, there are some challenges
that need to be addressed. Firstly, critical decisions must be
taken by the autonomous car based on its own processing,
such that the reaction time is kept below 2 ms [83]. Even
if 5G has a theoretical latency of 1 ms, this is the best-
case latency to the base station. If multiple hops are needed
to get the required data, the latency may increase above 2
ms. For example, our measurements on a real 5G network
show an RTT of 6 ms to a sever that is few hops away.
Secondly, there is the challenge of trust and authenticity in
the messages received by a vehicle from other entities. In the
context of security issues in 5G environments, discussed in
subsection 3.6, there is an imperative need to evaluate their
impact on critical systems, such as autonomous vehicles.
4.4 Smart Drones
The flexibility in the deployment of unmanned aerial vehi-
cles (UAV), also known as drones, has enabled a series of
use cases such as the spread of Internet in remote areas,
public safety communications, disaster recovery, flood area
detection, and special deliveries. The use of multiple drones,
or drone swarm, allows for the spread of Internet to areas
that lack reliable connectivity. In this use case, multiple
drones fly autonomously in close proximity to build a
wireless network with no gaps in signal distribution to the
ground [81].
The deployment of UAV base stations (e.g. drone base
stations) [5], can be accelerated by 5G, especially with the
usage of mmWave and massive number of connections.
Currently, the limited radio frequency spectrum below 6
GHz is not capable of supporting smart drones and UAVs.
With the use of a larger spectrum, between 28 and 95
GHz (§2.1), 5G enables effective communication between
drones and ground users. More specifically, 5G will enable
wireless mobile broadband with low latency and with high
connection density.
Another feature of 5G, namely energy efficiency, could
have an impact on UAV base stations. These UAVs are
battery-operated and need to exhibit satisfactory operating
time to enable reliable connectivity [81]. While alternative
sources of energy, such as solar panels, can be used to
enhance battery life, the energy efficiency of 5G is a com-
plementary feature that can extend operating time.
5G-connected drones can aid in emergency situations.
Drones communicate and share real-time information with
operators on the ground. This increases the effectiveness of
search and rescue missions, and allows relief teams to dis-
patch rescue teams. For example, this use case can quickly
estimate debris level and distribute resources efficiently.
The adoption of smart drones and 5G will expose chal-
lenges related to security, privacy and public safety [100].
In addition to DDoS cyber-attacks, as those launched using
IoT devices (§3.1), drones could be used to conduct physical
attacks on the population of a smart city. In the context
of UAV base stations, there needs to be a clear separation
between the Internet providing service and the UAV control
plane. Network slicing and virtualization could help in
addressing some of the security challenges of smart drones.
4.5 Remote Desktop Computing and Virtual Reality
In contrast to the trend of decentralization, as promoted by
edge computing and the IoT, we envision that 5Gwill enable
better experiences in working remotely. The high bandwidth
of 5G allows UHD video streaming, and the low latency of
around 1 ms allows for the 3D engine to run on a remote
server, for example in a cloudlet. 5G latency is much lower
compared to the refresh rate of ordinary displays, which is
60 Hz (or 17 ms). In such cases, the terminals connected to
5G do not need to be fat clients running an entire operating
system: they can be low-power devices equipped with a
simple browser.
Huawei has started its cloud desktop service for both
enterprise clients [35] and individual clients [71]. In a 5G
environment, this cloud desktop service will support image
quality of up to 4K. In this way, a mobile device connected
to a 5G network can serve as a portable workstation or
as a mobile game console. Nvidia introduced RTX server
for cloud-based GPU computing [68]. At the moment, these
services do not deliver excellent user experience, especially
for mobile users, because of high network latency. However,
we expect an improvement with the adoption of 5G.
Cloud-based Virtual Reality (VR) and Augmented Real-
ity (AR) services can be classified as another type of remote
desktop technologies. The potential use cases of these in-
teractive and immersive experiences are wide and varied,
but the platform behind these revolutionary technologies
is the same: a combination of cloud and 5G connectivity
[52]. Currently, the challenges faced by VR, AR and mixed
reality are mainly related to lack of mobility and bad user
experience in terms of lag and low video quality. Under 5G,
the distributed cloud will be the main technology to tackle
those issues. With the high bandwidth and low latency
of 5G, cloud and edge computing can deliver the high-
resolution content to the VR glasses. 5G will enable compu-
tation offloading from the VR glasses to the edge cloudlets
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or directly to the cloud. In this way, content delivery will be
faster, enabling smooth VR/AR experiences.
Beyond entertainment, 5Gwill connect the front-end and
back-end workers in big organizations. Front-end workers
are always the first to interact with a potential or existing
customer or make a product demo for the company. It is
often critical for big organizations to connect the customer,
the front-end worker, and the leader, across geographic
boundaries. With 5G, communication tools will support
real-time feedback which allows distributed workers to
overcome the communication delay and respond to cus-
tomer needs timely. This is very useful, especially in a fast-
paced environment.
4.6 Summary
In this section, we have presented key use cases that are
going to be enabled by 5G, as illustrated in Figure 9. We
summarize by highlighting the trends and challenges we
foresee in the event of 5G adoption.
Efficient Healthcare. Healthcare sector has a huge mar-
ket size which is going to increase with population’s aging.
5G, together with Machine Learning and IoMT, is going
to enable more efficient and affordable healthcare, even in
under-developed countries.
Smart City. Smart cities, including related domains such
as smart cars, smart drones and smart grid, are going to
benefit from 5G, as it reduces latency, enables massive IoT,
and offers highly-reliable connectivity.
Virtual Reality. Virtual and augmented reality is a sector
with huge potential that spans both entertainment and
work-related activities. With its increased bandwidth and
low latency, 5G could create an immersive experience for
VR/AR users, as well an increase the productivity of busi-
nesses that use remote desktop computing.
5 CONCLUSIONS
With 5G on the verge of being adopted as the next mobile
network, it is necessary to analyze its impact on the land-
scape of computing and data management. In this paper, we
have analyzed the broad impact of 5G on both traditional
and emerging technologies and shared our view on future
research challenges and opportunities. We hope the review
serves as a basis for further study and development of
relevant technologies. 5G will make the world even more
densely and closely connected, and will present us vast
amounts of possibilities and opportunities to overcome the
challenges ahead of us.
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TABLE 3: Measurements on 5G and 4G Networks
Device Xiaomi Mi Mix3 5G Huawei Mate 20 X
Server
Download Upload Latency Jitter Download Upload Latency Jitter
[Mbps] [Mbps] [ms] [ms] [Mbps] [Mbps] [ms] [ms]
5G
#1 458 10.6 12 4 458 8.5 6 1
#1 369 11.8 18 125 434 6.8 7 2
#1 351 13.3 12 5 413 7.5 8 3
#2 413 12.9 12 11 445 8.1 7 4
#2 357 9.7 11 20 375 9 7 1
#2 258 11.5 12 3 343 6.1 9 2
#3 309 8.5 14 145 415 4.6 8 3
#3 303 11.8 41 1 389 8 9 2
#3 244 20.6 10 6 347 7 8 1
4G
#1 86.5 11.8 32 1 37 28.6 33 2
#1 18.1 11.2 14 1 26 27.6 33 3
#1 6.9 13.9 13 3 9.9 28.3 31 8
#2 86.3 11.5 48 1 45.7 27.2 51 3
#2 17.0 3.4 15 4 38.1 29.2 54 5
#2 9.3 23.9 17 2 33.6 23.7 44 5
#3 29.7 10.5 15 3 42.2 28.4 47 5
#3 8.4 13.4 16 3 40.9 29.6 44 3
#3 7.8 18.1 16 6 38 23.3 49 0
Fig. 10: Measurements setup
APPENDIX A
A.1 5G Measurements
In this section, we extend the measurements presented in
subsection 2.2. These measurements were run in an exist-
ing 5G deployment operated by RCS/RDS in Bucharest,
Romania. The base stations employed by this 5G network
are produced by Ericsson [24], while the 5G smartphones
are represented by (i) Xiaomi Mi Mix3 5G (Mix3) [104] with
a Qualcomm X50 5G modem, and (ii) Huawei Mate 20 X
(MateX) [36] with Huawei’s 5G modem. We use Ookla’s
Speedtest Android app to run our measurements, as shown
in Figure 10. We selected three test servers hosted by major
telcos in Romania. The results, summarized in Table 3,
compare download and upload throughput, latency and
jitter of 5G and 4G networks.
First, the results show a significant difference between
the download throughput of 5G and 4G. The difference in
peak download throughput is almost 5×, with 458 Mbps
for 5G and 86.5 Mbps for 4G. At the other extreme, the
difference between the lowest download throughput is 35×,
with 244 Mbps for 5G and 6.9 Mbps for 4G. We observe
a high variability in 4G download throughput when the
Mix3 smartphone is used: the highest and lowest values
are 86.5 Mbps and 6.9 Mbps, respectively. We attribute
this to different network conditions during measurement
collection, such as different base station to which the device
was connected, device location, network congestion, among
others. While we tried to use the same location for all tests,
we were not always connected to the same base station,
based on the gateway’s IP displayed on our phones.
The second observation is that the upload throughput
is similar on 5G and 4G, especially when the Mix3 smart-
phone is used, with values in the range 3.4-23.9 Mbps.
With MateX, the maximum 5G upload throughput is 3.5×
lower compared to the maximum 4G upload throughput.
This suggests there are issues with the 5G modem or
its configuration on the phone, besides the asymmetrical
bandwidth provided by the telcos. Nonetheless, 5G upload
throughput is well below the 10 Gbps peak provided by the
specifications [67].
The third observation is that 5G latency is relatively high,
being in the range of 6-41 ms in our measurements. With
Mix3, the measured 5G latency (11-41 ms) is comparable
to the measured 4G latency (13-48 ms). In contrast, MateX
exposes lower latency and jitter. While the measured latency
values represents the RTT, they are still far from the 2 ms
RTT based on the specifications [67].
We attribute these results to at least two factors, as dis-
cussed in subsection 2.2. First, current 5G deployments run
in the Not-Stand-Alone (NSA) mode [25], together with 4G
networks and, thus, exhibit lower performance compared
to the specifications of Stand-Alone 5G. Second, the test
servers are more than one hop away from the phone. In
our measurements, two of the servers are at 9 and 13 hops
away from the phone, respectively. Usually, the backhaul
links are based on fiber or microwave [106] and have high
capacity, but other network parameters and conditions (e.g.
routing, congestion) may affect the performance. The type
and configuration of backhaul links could explain the low
upload throughput of 5G, because operators tend to priori-
tize the download throughput which is more perceptible to
the end-user.
