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Resumen 
 
Las redes de conmutación de paquetes han experimentado un aumento 
continuo tanto de usuarios cómo de tráfico. Debido a su coste, las redes no 
pueden ampliarse constantemente, sino que deben aprovecharse mejor los 
recursos de la red, desviando el tráfico por enlaces menos congestionados. 
Por esto es necesario el estudio e implantación de nuevos algoritmos de 
ingeniería de tráfico, con el objetivo de optimizar mejor los recursos y poder 
alojar una mayor cantidad de tráfico en la misma red. El estudio de nuevos 
algoritmos implica la realización de pruebas en un medio experimental, para 
comprobar si ofrecen mejoras respecto a otros. Para ello es necesario o bien 
realizar pruebas en la misma red, con las dificultades técnicas y de seguridad 
que esto comporta, o bien realizar simulaciones de red con alguno de los 
programas existentes. En nuestro caso hemos decidido utilizar el programa 
Totem ya que es un software libre de código abierto. 
 
Con el objetivo de poder experimentar con nuevos algoritmos de ingeniería de 
tráfico, en la primera parte del trabajo hemos estudiado el programa Totem 
para entender su funcionamiento y conocer los algoritmos que podremos 
simular. A continuación hemos realizado un estudio exhaustivo del 
funcionamiento de los algoritmos que simularemos más adelante, con el 
objetivo de poder interpretar los resultados. 
 
En la siguiente parte del trabajo hemos analizado detenidamente las 
topologías de las redes RedIRIS y GÉANT, ya que de ellas se pueden obtener 
los datos necesarios para las simulaciones mediante las herramientas de 
looking glass disponibles. A continuación, hemos realizado el cálculo de una 
matriz de tráfico de la red GÉANT mediante el método de tomogravedad para 
entender su funcionamiento y después hemos obtenido todas las matrices de 
tráfico de GÉANT correspondientes a una semana, extraídas mediante script 
de TFCs anteriores. 
 
Finalmente analizamos la estructura de los escenarios utilizados para simular 
cada algoritmo de enrutamiento y realizamos pruebas usando la topología de 
GÉANT y las matrices de tomogravedad extraídas para evaluar el rendimiento 
de las métricas de cada algoritmo, representando los resultados gráficamente. 
Para terminar se discuten las conclusiones y las líneas futuras de estudio. 
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Overview 
 
Wide area networks have experienced a continuous increase of users and 
traffic. Due to its cost, networks cannot be continuously upgraded. Therefore, 
operators should do a better use of network resources, diverting traffic to less 
congested links. Accordingly, it is necessary to investigate and implement new 
routing algorithms, in order to better optimize resources and to accommodate a 
greater amount of traffic on the network. The study of new routing algorithms 
involves performing tests on an experimental scenario to check to which extent 
improvements are experienced. This requires either testing on the actual 
network, with the associated technical and safety risks, or the use of simulators. 
In our case we decided to use the program Totem, a free, open source 
software. 
 
In order to experiment with new traffic engineering algorithms, in the first part of 
the work we have studied the Totem program to understand how it works and 
identify the algorithms that we can simulate. Here we performed a 
comprehensive study about the performance of every algorithm that we can 
simulate, in order to understand the results. 
 
In the next part of the work we have carefully analyzed the topologies of two 
operational networks, RedIRIS and GÉANT, with the aim of using them for 
simulation. From these two wide area networks, by using the tools of looking 
glass available, we can obtain the necessary data. Then, we performed the 
calculation of a GÉANT’s traffic matrix using the tomogravity method to 
understand its operation, and after that we have obtained all GÉANT’s traffic 
matrix corresponding to one week, extracted (by means of scripts) from 
previous degree theses. 
 
Finally we analyze the scenarios’ structure used to simulate each routing 
algorithm and perform tests using the topology GÉANT and the extracted 
tomogravity traffic matrix to evaluate the performance of each algorithm 
metrics, representing the results graphically. The document ends with 
conclusions and future lines of study for these investigations. 
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1  Introducción 
 
 
 
 
INTRODUCCIÓN 
 
 
El incremento en el uso de las redes de información y el hecho que los 
recursos de la red son limitados, hacen necesario la implantación de nuevos 
algoritmos de ingeniería de tráfico, para optimizar mejor los recursos de la red y 
alojar una mayor cantidad de tráfico en la misma red. Estos son nuevos 
algoritmos de enrutamiento que bien pueden desviar el tráfico por enlaces 
menos congestionados para evitar saturación en la red o adaptarse a 
necesidades específicas de QoS requeridas por un servicio o un cliente. Para 
valorar las mejoras de los nuevos algoritmos es necesario evaluarlos en un 
entorno simulado. Con este objetivo, en este trabajo nos proponemos realizar 
simulaciones con el programa Totem, sobre redes de  transporte  como GÉANT 
y RedIRIS, utilizando datos reales de topología y tráfico de dichas redes. 
 
Para ello, en el primer capítulo analizaremos el programa de simulación 
escogido, Totem, para identificar los algoritmos de red disponibles, y los 
elementos y estructuras necesarias para realizar dichas simulaciones. 
 
Con el objetivo de entender los resultados que nos ofrezcan los diferentes 
algoritmos de enrutamiento, en el capítulo 2 se realiza un estudio del 
funcionamiento y las mejoras conceptuales que ofrecen los algoritmos de 
enrutamiento que simularemos: CSPF, OptDivideTM, SAMCRA, IGP-WO y 
LSPDimensioning. 
 
A continuación, en el capítulo 3 realizamos pruebas sobre las topologías de 
RedIRIS y GÉANT para obtener todos los datos referentes a los nodos y 
enlaces de la topología, y así poder representarlas exactamente en Totem para 
usarlas como red de referencia a la hora de realizar las simulaciones. Para la 
red GÉANT además también hemos calculado la matriz de tomogravedad y 
extraído de trabajos anteriores todas las matrices de tráfico pertenecientes a 
una semana. Cómo solo disponemos de datos de tráfico referentes a GÉANT, 
ha sido la red utilizada para las simulaciones. 
 
En el capítulo 4 primero se definen los parámetros de medida utilizados para 
comparar el rendimiento de los diferentes algoritmos, que son coste Fortz y 
entropía de la utilización. A continuación, utilizando la matriz de tráfico con 
mayor utilización de enlace, realizamos simulaciones definiendo el escenario 
utilizado en cada algoritmo y comparando el rendimiento de las diferentes 
métricas, para encontrar la métrica que ofrezca una implementación más 
eficiente del tráfico en la red. 
 
Para finalizar, se muestras las conclusiones y líneas futuras, analizando cual es 
el algoritmo de enrutamiento más adecuado para cada situación y planteando 
nuevas líneas de investigación para futuros trabajos. 
 
Toda la documentación realizada en este trabajo también tiene un objetivo 
docente, para ofrecer material de estudio y prácticas en asignaturas 
relacionadas con redes de transporte e ingeniería de tráfico. 
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CAPÍTULO 1. SOFTWARE DE SIMULACIÓN TOTEM 
 
1.1. Introducción 
 
Con el objetivo de poder estudiar el comportamiento de diferentes algoritmos 
de ingeniería de tráfico, se ha decidido utilizar Totem, un programa de 
simulación de redes y de código abierto que nos permite trabajar con diferentes 
técnicas de ingeniería de tráfico, además de poder cursar tanto tráfico IP como 
MPLS [1]. Incluye una interfaz gráfica de usuario, aunque también puede 
utilizarse desde línea de comandos. 
 
Los pasos a seguir para realizar las simulaciones serán siempre los mismos. 
Primero se carga una topología de red y a continuación la matriz de tráfico, 
ambos mediante un archivo en formato .XML. Entonces arrancamos el 
algoritmo de ingeniería de tráfico y finalmente realizamos el encaminamiento de 
la matriz de tráfico con dicho algoritmo. También se pueden representar 
estadísticamente los resultados de utilización de los enlaces. Todas estas 
acciones pueden realizarse de forma conjunta mediante el uso de escenarios. 
A continuación vemos una breve descripción de estos elementos. 
 
1.2. Elementos de las simulaciones 
 
1.2.1. Topología de red 
 
La topología de red, definida en un archivo XML, representa las características 
del dominio. Está compuesta por el elemento principal domain y cinco 
subelementos: info, topology, mpls, igp y bgp. Los dos primeros, info y 
topology, deben definirse obligatoriamente, mientras que los otros tres son 
opcionales. 
 
En domain definimos el nombre de la topología y un número identificador de 
dominio. En el elemento info definimos las unidades de referencia para el 
ancho de banda y la latencia de los enlaces que componen la red. En topology 
se define toda la información de la topología correspondiente a la capa de red 
(nivel IP), es decir, todo el conjunto de nodos y enlaces. En el elemento mpls 
se define la capa de transporte MPLS, utilizada para transportar datos 
mediante túneles virtuales IP con diferentes niveles de prioridad, es decir, 
LSPs. La prioridad de cada LSP se define mediante una etiqueta y permite el 
transporte de diferentes tipos de tráfico tanto en redes ATM como en redes IP, 
incluyendo tráfico de voz y de paquetes IP. Así, en Totem, el elemento mpls se 
compone de una lista de lsps los cuales definen los túneles MPLS establecidos 
entre dos extremos. El elemento igp contiene toda la información sobre el 
protocolo de enrutamiento interno del dominio y el elemento bgp contiene la 
información sobre el protocolo de enrutamiento externo del dominio. 
3  Software de simulación Totem 
3 
 
 
 
Figura 1.1. Muestra del código XML de la topología GÉANT. 
1.2.2. Matriz de tráfico 
 
Con la matriz de tráfico, definida también en un archivo XML, se definen los 
flujos de tráfico desde cualquier nodo a cualquier otro nodo de la red; es decir, 
la demanda externa que debe cursar la red. Se compone del elemento principal 
llamado TrafficMatrixFile, y dos subelementos, info e IntraTM. En info se 
definen las unidades de medida y en este caso su uso es opcional. El 
subelemento IntraTM es obligatorio y en él se definen los flujos de tráfico que 
salen desde cada nodo hacia el resto de nodos de la red. Se debe indicar el 
identificador del dominio al cual corresponde la matriz. 
 
1.2.3. Escenarios 
 
Los escenarios, definidos en un archivo XML, son básicamente una lista de 
eventos. Se componen del elemento principal, scenario, dentro del cual pueden 
definirse una gran cantidad de eventos: cargar dominios y matrices de tráfico, 
arrancar algoritmos, encaminar matrices, simular caída de enlaces o nodos y 
mostrar o guardar resultados. 
 
<?xml version="1.0" encoding="UTF-8" standalone="yes"?> 
<domain ASID="2014"> 
    <info> 
        <title>GeantMainNodes</title> 
        <date>2012-06-12+02:00</date> 
        <author>Oliver</author> 
        <description/> 
        <units> 
            <unit type="bandwidth" value="mbps"/> 
            <unit type="delay" value="ms"/> 
        </units> 
        <diff-serv> 
            <priority ct="0" id="0" preemption="0"/> 
        </diff-serv> 
    </info> 
    <topology> 
        <nodes> 
            <node id="Espana"> 
                <description>Madrid</description> 
                <location latitude="-40.41" longitude="3.7000003"/> 
                <interfaces> 
                    <interface id="as1.0"> 
                        <ip mask="X.X.X.X/30">X.X.X.X</ip> 
                    </interface> 
  … 
                </interfaces> 
            </node> 
… 
        <nodes> 
    </topology> 
</domain> 
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1.2.4. Algoritmos de enrutamiento 
 
Un algoritmo de enrutamiento se refiere al método utilizado para encaminar el 
tráfico a través de la red. Los algoritmos de enrutamiento funcionales en el 
programa Totem son: CSPF, OptDivideTM, SAMCRA, IGP-WO y 
LSPDimensioning. Podemos ver un estudio específico de cada uno en el 
capítulo 2 de este trabajo. 
 
1.2.5. Estadísticas de utilización y estadísticas generales de red 
 
Desde la herramienta Totem se pueden crear gráficos para visualizar la carga 
de los enlaces, mediante el uso de charts. Primero se recolecta la carga de los 
enlaces (absoluta o relativa) y después se muestran en un gráfico, que puede 
visualizarse por intervalos, de forma creciente o decreciente. Podemos ver una 
descripción más detallada del uso de los charts en el apartado A.1.1 del Anexo. 
 
 
Figura 1.2. Ejemplo de estadísticas de red en el programa Totem. 
 
En la Fig. 1.2 vemos las estadísticas generales de la red que podemos 
consultar desde el interfaz gráfico de Totem en la opción del menú  
“ViewNetwork Stats…”. Los resultados que se muestran son: 
 
 Max Util: indica la mayor utilización de enlace que hay en la red. 
 Mean Util: muestra la utilización media de los enlaces de la red. 
 Std Dev Util: indica la desviación estándar de la utilización de enlace. La 
desviación estándar corresponde a la raíz cuadrada de la varianza. 
 Percentile 10, 20, 30, 50, 90 Util: Percentil es un concepto estadístico 
que nos indica que un 10, 20, 30, 50 o 90 % de los enlaces cumple con 
la utilización indicada. Por ejemplo, en la Fig. 1.2. se muestra que un 
10% de los enlaces tiene una utilización igual o mayor que 18%. Por 
tanto, en este caso percentile10 incluye a todos los enlaces menos los 
que tengan una utilización inferior al 18%. 
 Fortz: es el valor del coste total de encaminar todo el tráfico en la red, 
definido con detalle como el coste total Fortz en el apartado 2.3.3 de 
este trabajo.  
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CAPÍTULO 2. ALGORITMOS DE ENRUTAMIENTO 
 
2.1. Introducción 
 
A continuación veremos una descripción de los algoritmos de enrutamiento que 
se han podido simular con Totem, ya que es necesario entender su 
funcionamiento para interpretar los resultados. Éstos son: CSPF, IGP-WO, 
OptDivideTM, SAMCRA, y LSPDimensioning. 
 
2.2. Constrained Shortest Path First (CSPF) 
 
2.2.1. Introducción 
 
CSPF es una versión avanzada de los algoritmos del camino más corto 
(Shortest Path First, de sus siglas en ingles SPF) utilizados para calcular rutas 
en los protocolos OSPF (Open Shortest Path First) e IS-IS (Intermediate 
System to Intermediate System) [2]. Este algoritmo se utiliza para calcular el 
camino más corto  de los LSPs (Label Switched Paths) en base a diferentes 
restricciones, teniendo en cuenta la topología de red y los atributos de los LSPs 
y los enlaces; mediante el uso de bases de datos de ingeniería de tráfico 
(TEDs, de sus siglas en inglés Traffic Enginnering Databases) creadas con la 
información de las extensiones de OSPF y IS-IS. Los LSPs son túneles IP 
extremo-a-extremo etiquetados con diferentes niveles de prioridad y utilizados 
en la tecnología MPLS. Mediante el uso de etiquetas, esta tecnología que 
opera en la capa de transporte de la pila OSI, permite transportar diferentes 
tipos de tráfico tanto en redes basadas en circuitos (ATM) como en redes 
basadas en paquetes (IP), incluyendo tráfico de voz y de paquetes IP. 
 
Las extensiones OSPF y IS-IS habilitan los routers para difundir información 
extra sobre los atributos de cada uno de sus enlaces. Cuando la información se 
difunde, cada LSR (Label Switched Router) guarda la información recibida en la 
base de datos de ingeniería de tráfico. Entonces el LSR de entrada ejecuta el 
algoritmo CSPF, el cual utiliza como entradas la base de datos de ingeniería de 
tráfico y las restricciones configuradas. Este algoritmo elimina los caminos del 
árbol SPF que no cumplen con las restricciones configuradas y obtiene el mejor 
camino disponible basándose en la información de la TED. Basándose en este 
camino, el algoritmo CSPF crea un Objeto Explícito de Enrutamiento (ERO, 
siglas en inglés de Explicit Route Object) el cual es utilizado por el Protocolo de 
Reserva de Recursos (RSVP, Resource Reservation Protocol) para señalizar el 
LSP. El LSR de entrada envía mensajes PATH a la salida para reservar 
recursos para el LSP y el LSR de salida devuelve mensajes RESV a la entrada 
para distribuir las etiquetas, quedando así establecido el LSP. Finalmente, 
RSVP guarda las nuevas entradas en la tabla de enrutamiento unicast. 
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2.2.2. Restricciones 
 
Para aplicar diferentes restricciones al algoritmo CSPF, se configuran 
diferentes métricas en el cálculo del peso de los enlaces. Estas métricas son: 
 
 CSPF: utiliza la métrica IGP dada en la topología. Esta métrica viene 
establecida por el administrador de la red. 
 CSPFTEMetric: utiliza la métrica IGP TE dada en la topología. Esta 
métrica se calcula mediante otros algoritmos de ingeniería de tráfico, 
cómo veremos en el apartado 2.3. 
 CSPFInvCap: utiliza como métrica de cada enlace el inverso de la 
capacidad del enlace. 
 CSPFInvFreeBW: utiliza como métrica el inverso del ancho de banda 
reservable. 
 CSPFHopcount: asigna métrica igual a 1 para cada enlace. 
2.2.3. Proceso CSPF 
 
Al iniciarse el algoritmo CSPF se realiza un proceso de descubrimiento de la 
red, el cual se ejecuta tal como se describe en los pasos siguientes: 
 
1- Recopila información de los atributos de los enlaces a los que están 
conectados cada uno de los nodos de la red. 
2- Difunde la información de atributos recopilada a otros nodos usando 
extensiones OSPF y IS-IS. 
3- Combina cada nodo con los enlaces a los que pertenece y sus atributos 
para formar la estructura de la topología de toda la red. 
4- Calcula las rutas restringidas para los LSPs. 
El cálculo para las rutas de los LSPs se realiza secuencialmente, de uno en 
uno, empezando con el LSP con mayor prioridad (el que tenga el valor de 
prioridad más pequeño). Si hay LSPs con la misma prioridad, empieza con los 
que tenga un mayor requisito de ancho de banda. Si al finalizar el cálculo hay 
más de un camino con el mismo coste (ECMP, siglas de Equal Cost Multipath), 
se escoge aquél con menos saltos. Si aun así tenemos caminos con el mismo 
coste y número de saltos, se aplicará la norma de balanceo de carga que 
hayamos indicado en el establecimiento del LSP. Las normas de balanceo de 
carga pueden ser: aleatorio, menos lleno o más lleno. El proceso de 
establecimiento de un LSP se ejecuta como sigue: 
 
1- El proceso CSPF empieza en el router de entrada con los parámetros 
del LSP: destino, ancho de banda, prioridad y la norma de balanceo de 
carga. 
2- Comprueba el número máximo de saltos, incluyendo y excluyendo las 
restricciones configuradas. 
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3- Empezando por el router de entrada, comprueba en cada nodo si ha 
alcanzado el punto final, si no continúa con la verificación. 
4- Comprueba cada enlace del router por métrica, preferencia y ancho de 
banda; para cumplir con las restricciones. 
5- Si la comprobación falla se elimina dicho enlace. 
6- Si la comprobación es correcta se selecciona el enlace como el camino 
más corto al router vecino. 
7- Se pasa al siguiente router y se repiten los pasos 3 a 7 hasta llegar al 
destino. 
8- El resultado del algoritmo CSPF se encapsula dentro de un ERO (Objeto 
de Ruta Explícito). 
9- Una vez calculados todos los LSPs y completado el ERO, se pasa este 
ERO al proceso RSVP (Resource Reservation Protocol), donde se utiliza 
para señalizar y establecer los LSPs en la red. 
10- Si no es posible encontrar un camino se indica que no se ha encontrado 
una ruta y se vuelve a probar después de un intervalo de reintento. 
 
2.2.4. Bases de datos de ingeniería de tráfico (TEDs) 
 
Para tener presentes la topología de red y los atributos de los enlaces, el 
algoritmo CSPF trabaja con las llamadas bases de datos de ingeniería de 
tráfico (TEDs). Estas son dos bases de datos llamadas PATHS y TENT, las 
cuales son iguales en todos los nodos de la red. La base de datos PATHS 
guarda información de los caminos más cortos que se han encontrado al 
realizar el cálculo de LSPs. La base de datos TENT guarda información de 
todos los nodos y enlaces de la red, obtenida de la difusión de información 
mediante las extensiones de OSPF y IS-IS. La información del nodo se añade a 
la base de datos PATHS solo cuándo se ha encontrado el camino más corto al 
nodo. El proceso de actualización de las TEDs se realiza de la siguiente forma: 
 
1- Se pone un nodo a hacer los cálculos en PATHS, mientras que TENT se 
carga previamente de la base de datos de adyacencia. 
2- Cuándo se incluye un nodo en PATHS, se examinan los enlaces a los 
nodos vecinos para las siguientes coincidencias: 
a. Si un nodo vecino ya se encuentra en TENT y el nuevo camino es 
más corto, se reemplaza el camino antiguo por el nuevo.  
b. Si el nuevo camino tiene la misma longitud que el guardado en 
TENT, entonces el nodo vecino tiene un camino equivalente. 
c. Si un nodo vecino no se encuentra en TENT, los enlaces y nodos 
que no satisfacen las restricciones se borran; y los nodos 
correspondientes a los enlaces que satisfacen las restricciones se 
incluyen en TENT. 
3- Se copian los nodos con menos coste de TENT en PATHS. 
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4- Cuando TENT está vacío o el nodo de destino ya existe en PATHS, 
entonces ya se ha finalizado el cálculo de enrutamiento. 
5- Si existen caminos equivalentes se escoge el camino apropiado de 
acuerdo con la política indicada en la reserva de LSP: aleatorio, menos 
lleno o más lleno. 
 
2.3. Interior Gateway Protocol – Weight Optimization (IGP-WO) 
 
2.3.1. Introducción 
 
El protocolo de enrutamiento de intra-dominios más utilizado en internet es el 
Open Shortest Path First (OSPF). En este protocolo los flujos de tráfico se 
encaminan a lo largo de los caminos más cortos, dividiendo el tráfico en los 
nodos dónde hay más de un camino más corto hacia el destino. Los caminos 
más cortos vienen definidos por los pesos de los enlaces, los cuales pueden 
ser establecidos por el operador de red. Los pesos se pueden establecer 
respecto a diferentes parámetros cómo la distancia física, pero cómo 
habitualmente lo que se quiere evitar es la congestión de los enlaces, el peso 
del enlace se establece inversamente proporcional a su capacidad, como 
sugiere Cisco [20]. 
 
Sin embargo, el objetivo del algoritmo IGP-WO es optimizar el establecimiento 
de los pesos respecto a una matriz de demandas proyectadas, obtenidas de 
medidas previas [3]. Esto permite una mayor adaptación a la red y a las 
demandas de tráfico, favoreciendo las rutas para el tráfico dominante. La matriz 
de demandas también puede representar un acuerdo de nivel de servicios 
(SLA) con los clientes, con flujos de tráfico representando líneas virtuales 
alquiladas. 
 
 
2.3.2. El problema general de enrutamiento 
 
El problema general de enrutamiento se define de la siguiente forma. Nuestra 
red es un gráfico dirigido G = (N,A) cuyos nodos y arcos representan los routers 
y los enlaces entre ellos. Cada arco x tiene una capacidad c(x) que representa 
la cantidad de tráfico que puede soportar, es decir, el ancho de banda. Además 
de la red con sus capacidades, se dispone de una matriz de demanda D (matriz 
de tráfico) que, para cada par (s,t) de nodos, nos dice cuanto flujo de tráfico 
necesitaremos enviar de s a t, siendo éstas la fuente y el destino de la 
demanda. La mayoría de las entradas de D serán posiblemente 0, y en 
particular debe ser 0 si no hay camino de s a t en G. El problema ahora es 
realizar el enrutamiento para cada demanda que no sea cero de D(s,t), 
distribuyendo el flujo demandado sobre los caminos de s a t.  
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El inconveniente de adaptar el enrutamiento a una matriz de demanda es que 
no permite acomodar ráfagas de tráfico no previstas. Sin embargo, se puede 
tratar con cambios periódicos previstos, como por ejemplo entre la mañana y la 
tarde, aplicando una matriz de demanda diferente para cada periodo. 
 
Definimos que la carga l(x) en un arco x es el flujo total sobre x, siendo l(x) la 
suma de todas las cantidades de tráfico que las demandas envían sobre ese 
arco. La utilización del enlace x es l(x)/c(x). 
 
Con estos datos, el objetivo es definir el coste de los enlaces para mantener las 
cargas dentro de las capacidades. Para ello se define una función de coste  
que suma el coste de los arcos, siendo el coste de un arco x un valor arbitrario 
que favorezca aquellos enlaces con menor utilización. En el estudio 
experimental del artículo de IGP-WO [3] se presentan las siguientes 
ecuaciones:  
            
   
 (2.1) 
donde 
               (2.2) 
y 
  
     
 
  
 
  
 
                   
                     
                       
                    
                      
                        
  
(2.3) 
 
 
 
 
Figura 2.1. Coste de ɸx(l(a)) como una función de carga l(a) para una capacidad de 
c(a)=1. 
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La idea detrás de la función de coste    , es que és más barato enviar tráfico 
sobre un arco con poca utilización. Cuándo el uso se acerca al 100 % es más 
caro enviar tráfico por estos enlaces, y como el algoritmo de enrutamiento se 
adapta a una matriz de tráfico dada, es más sensible a la congestión por 
ejemplo con ráfagas de tráfico imprevisto. Si la utilización sobrepasa el 100 %, 
el coste se ve gravemente penalizado, y cuándo sobrepasa el 110 % de 
utilización la penalización es tan alta que nunca debería pasar. En la Fig. 2.1 
se ilustra la función de coste    . 
 
Para la aplicación del algoritmo no es importante definir de forma exacta la 
función objetivo    , siempre que sea una función lineal creciente y convexa a 
trozos.  
 
2.3.3. Función de coste Fortz 
 
A continuación se  introduce una función de coste que nos permite comparar 
costes entre diferentes redes sin importar su tamaño ni topología. Esta función 
define el coste total de enviar todo el tráfico en la red, con unidades de peso 
[3]. 
 
Retomamos la definición de red con un gráfico directo G = (N,A) con capacidad 
c(α) para cada α Є A. Además tenemos una matriz de demanda D que para 
cada par            indica la demanda        de flujo de tráfico entre s y t. 
Llamamos demandas a las entradas de D que no sean cero. Definimos la 
variable   
     
 como la cantidad de tráfico fluyendo de s a t que pasa por α. La 
variable      indica la carga total en el arco α, y    se utiliza para definir la 
función de coste lineal a trozos del arco α. 
 
Con esta notación se formula el problema general de encaminamiento como el 
siguiente programa lineal: 
 
        
    
 (2.4) 
Sujeto a 
 
      
     
        
        
     
         
   
                
              
                
                 
(2.5) 
 
 
         
     
         
            (2.6) 
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(2.7) 
 
  
     
                                  (2.8) 
Las restricciones en (2.5) son restricciones de conservación de flujo que 
aseguran que se encamine el flujo de tráfico deseado de s a t, las restricciones 
en (2.6) definen la carga de tráfico en cada arco y las restricciones (2.7) definen 
el coste en cada arco. Con esta definición se calcula el coste total Fortz (2.4) 
de enviar todo el tráfico en la red sumando los costes de todos los arcos. 
Esta métrica depende de la utilización, la cantidad de tráfico encaminado y la 
capacidad de cada enlace. Si por un enlace no circula tráfico su métrica es 
igual a 0 y no afecta al coste global. Esto significa que la función Fortz sólo 
tiene en cuenta los enlaces que transportan tráfico y, por tanto, puede 
compararse el valor Fortz de dos redes independientemente de su tamaño. 
 
Cuando un enlace tiene una utilización total del 100%, su coste Fortz es igual al 
producto de la carga del enlace en Mbps por el factor de coste 32/3, resultante 
de substituir por 1 los valores de      y c(α) en la restricción (2.7). La suma de 
los costes Fortz de todos los enlaces equivale al coste total Fortz (2.4), valor 
que podemos obtener con el programa Totem en el menú “ViewNetwork 
Stats…”. 
 
De esta forma, sabemos que un enlace se encuentra saturado si su coste Fortz 
normalizado (dividiendo por la cantidad de flujo encaminado por dicho enlace) 
es igual o mayor que el factor de coste 32/3. 
 
Para hallar el valor del coste Fortz normalizado para toda la red se ha de dividir 
el coste total Fortz entre la suma del tráfico que transportan cada uno de los 
enlaces si encaminamos la matriz de demanda con SPF. Lo definimos como: 
             
      
      
  
(2.9) 
 
Siendo 
                             
         
 (2.10) 
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donde        indica la demanda de tráfico de s a t en Mbps, y             
denota la distancia en saltos de s a t. Observamos que        es la mínima 
carga total de la red. En este trabajo calculamos un valor        específico en 
el apartado A.2.4. 
 
Si               , sabemos que el encaminamiento se realiza siguiendo el 
camino más corto y manteniendo la utilización de los enlaces por debajo del 
30%. Si todos los flujos son encaminados por el camino más corto y si todos 
los enlaces en uso se encuentran exactamente al 100% de utilización, el valor 
del coste total Fortz normalizado será exactamente 32/3. Por esto, decimos que 
el enrutamiento de una matriz de demandas produce congestión si 
                 . 
 
2.3.4. Búsqueda de la solución más óptima 
 
El  algoritmo IGP-WO optimiza los pesos de los enlaces según su utilización 
para minimizar el coste Fortz global de encaminar el tráfico en la red. Pero la 
utilización inicial de los enlaces depende del algoritmo OSPF porque utiliza los 
caminos más cortos (algoritmo Dijkstra). También sabemos que la solución 
óptima de IGP-WO tendrá menor coste que la solución con OSPF; en concreto 
si el número de nodos es infinito seria 5000 veces menor [3]. 
 
Para hallar la solución óptima el algoritmo IGP-WO se ejecuta 
consecutivamente un número determinado de veces usando en cada caso el 
encaminamiento obtenido en el caso anterior. De esta forma, encontrar la mejor 
solución se convierte en un problema de solución no lineal. Esto significa que 
encontraremos soluciones óptimas, pero no siempre será la mejor solución. Por 
esto, el algoritmo se ejecuta iterativamente para encontrar una solución lo más 
óptima posible. 
 
Como el rango de posibles soluciones es muy amplio, este cálculo se puede 
alargar infinitamente. Por esto, en Totem el usuario determina el número de 
iteraciones a utilizar. Además, para encontrar la solución el algoritmo IGP-WO 
realiza una búsqueda local heurística con las siguientes características. 
 
Se define una estructura de vecindad, es decir, se guardan los valores de 
soluciones anteriores para compararlos con la solución actual. De esta forma, 
para calcular la siguiente iteración se tienen en cuenta la última solución y los 
valores de soluciones anteriores. 
 
Así, la búsqueda local heurística elige en cada iteración el mejor elemento de la 
estructura de vecinos y se para cuándo este elemento ya no mejore la función 
objetivo. Pero de esta forma normalmente se encuentra un mínimo lejos de la 
solución óptima, además que puede entrar en ciclos de movimientos que no 
consigan mejoras. Por esto se utilizan hash tables que guardan los atributos de 
las soluciones que se han encontrado y evita cualquier solución que tenga los 
mismos atributos. 
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Además, para evitar el cálculo con diferentes pesos que producen el mismo 
encaminamiento, se utiliza la diversificación que también evita regiones de 
soluciones que no ofrecen mejoras. Esto se realiza con una segunda hash 
table donde se guardan los pesos de los enlaces de las soluciones encontradas 
y evita buscar soluciones con estos pesos. Esta hash table se mantiene 
mientras no encontramos una solución mejor. Se reinicia si la iteración actual 
ha encontrado una solución mejor que las anteriores. 
 
En la ejecución del algoritmo IGP-WO, también se utiliza la idea de “ser vagos” 
y no recalcular todos los caminos de una solución. Se aprovecha el 
encaminamiento parcial que tienen en común diferentes soluciones para 
ahorrarnos tiempo de cálculo. Esta idea ha sido ampliamente estudiada 
respecto los caminos más cortos por Ramalingam y Reps [22], y directamente 
aplican su algoritmo. 
 
2.3.5. Implementación del algoritmo IGP-WO  
 
Para ejecutar el algoritmo IGP-WO en redes reales, podemos implementarlo 
mediante dos tecnologías diferentes: OSPF o MPLS. El protocolo de 
enrutamiento OSPF no permite una libre distribución del flujo entre la fuente y 
el destino. Como hemos visto anteriormente, los enlaces se configuran con 
unos pesos y el tráfico se encamina de la fuente al destino a través del camino 
más corto, dividiendo el flujo si existe más de un camino más corto. Por esto se 
dice que OSPF no es suficientemente flexible para dar un balanceo de carga 
preciso. 
 
La ventaja de MPLS es que se puede decidir en principio el camino que seguirá 
cada paquete individual. Por lo tanto, podemos crear una solución al problema 
general de enrutamiento simplemente creando LSPs (Label Switched Paths) 
equivalentes a las reservas realizadas en la matriz de demanda. 
 
La desventaja es que la tecnología MPLS no es tan fácil de desplegar como 
OSPF. En cambio, la tecnología OSPF es más común y ofrece un enrutamiento 
más simple porqué éste viene determinado por un peso en cada enlace y no es 
necesario realizar decisiones de enrutamiento individual para cada par de 
origen y destino. Además, si un enlace falla, los pesos de los enlaces restantes 
determinan inmediatamente el nuevo enrutamiento. 
 
2.4. Optimal Divide Traffic Matrix (OptDivideTM) 
 
Este algoritmo de enrutamiento consiste en dividir la matriz de tráfico en N 
submatrices, llamadas “estratos”, y encaminar cada una independientemente, 
utilizando como métrica el valor óptimo de una función objetivo dada [4]. Este 
método es muy eficiente para topologías grandes, en las que es complicado 
optimizar globalmente el encaminamiento.  
 
Dada una topología de red y una matriz de tráfico, el problema a resolver es 
encontrar un esquema de enrutamiento que optimice la red, optimizando el 
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rendimiento del usuario y de los recursos de red. Un buen esquema de 
enrutamiento es aquel que minimiza una función objetivo predefinida. Con este 
método se calcula el esquema de enrutamiento para cada estrato considerando 
el estado de red resultante del enrutamiento de estratos inferiores. 
 
2.4.1. Funciones objetivo 
 
En el algoritmo OptDivideTM se consideran las funciones objetivo presentadas 
en la Tabla 2.1. 
 
 MinHop: es la función objetivo que minimiza para un enrutamiento de 
saltos mínimos. lα es la carga total de un enlace. 
 InvCap: es una función objetivo que minimiza con un enrutamiento del 
camino más corto considerando como métrica 1/ca para cada enlace a.  
uα es la utilización de un enlace. 
 WMeanDelay: minimiza el retraso de medias ponderadas. Es decir, 
tomando el retraso medio de una cola M/M/1, el retraso medio de cola 
más el retraso de transmisión de un enlace α se da como, 
 
        
                       
      
 (2.11) 
 MeanDelay: minimiza el retraso de medias sin ponderar. Como en 2.11 
pero sin dar mayor importancia a la transmisión actual. 
 NonLinearFortz: la función Non-Linear Fortz utiliza la función no-lineal 
convexa a trozos 2.1, vista en IGP-WO,  para optimizar los pesos de los 
enlaces respecto su utilización.  
 
 Función objetivo 
MinHop         
InvCap         
WMeanDelay    
        
 =    
       
 
MeanDelay   
        
  
NonLinearFortz    
       
  
Tabla 2.1. Funciones objetivo de OptDivideTM. 
 
2.4.2. Optimización - Primera derivada 
 
El objetivo del algoritmo es optimizar las funciones objetivo para minimizar el 
resultado de estas funciones, por lo que calcularemos la primera derivada de 
cada función. Para ello se define        y      
   como el coste de la función 
objetivo antes y después de encaminar algo de tráfico en un enlace. También 
se establece que x es la carga del enlace a* que consideramos y dx el 
incremento de tráfico en este enlace. El incremento es 0 para todos los demás 
enlaces. Así, 
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                                    (2.12) 
El incremento es 
                
  
  (2.13) 
por unidad de tráfico fluyendo en este enlace a*. Si suponemos que el 
incremento de tráfico de este enlace es suficientemente pequeño, podemos 
asumir que el incremento de la función de coste es 
 
       
                
  
  = 
       
  
 (2.14) 
Con estas aproximaciones calculamos la primera derivada de las cinco 
funciones objetivo en la Tabla 2.2. 
 
 Primera derivada 
MinHop       
  
 
  
  
    
InvCap       
  
 
 
  
  
WMeanDelay       
  
 
  
    –   
  
MeanDelay       
  
 
 
    –   
  
NonLinearFortz       
  
 
  
 
    –   
  
Tabla 2.2. Primera derivada de las funciones objetivo. 
 
Nótese que para las funciones objetivo MinHop y InvCap, la primera derivada 
no depende de x, mientras que esto sí ocurre en el resto de casos. Por lo tanto, 
en esos casos no dependen de la matriz de tráfico y podemos optimizar el 
tráfico sin tener información del flujo de red. 
 
Para esas dos métricas, MinHop e InvCap, si usamos el algoritmo del camino 
más corto (Dijkstra) tomando cómo métrica del enlace la primera derivada de la 
función objetivo, entonces obtenemos el esquema de enrutamiento óptimo. Por 
esto, con la función MinHop se asignará métrica 1 a todos los enlaces y con la 
función InvCap se asignará a cada enlace la métrica 1/ca, lo cual coincide con 
las recomendaciones de Cisco para el ajuste de la métrica IGP [20]. 
 
Teorema 1. Un algoritmo del “camino más corto primero” (Shortest Path First) 
donde la métrica de los enlaces son igual a 1/ca conlleva al valor mínimo del 
objetivo InvCap =       independientemente de la matriz de tráfico. 
 
Este teorema no puede aplicarse directamente con las tres últimas funciones 
objetivo de la Tabla 2.1. porque son no-lineales respecto la carga de los 
enlaces. 
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2.4.3. Encaminamiento de los estratos de la matriz de demanda 
 
En las tres últimas funciones objetivo debemos aproximar incrementos 
infinitesimales de tráfico, dividiendo la matriz de tráfico en N submatrices de 
tráfico iguales llamadas estratos. De esta forma, el algoritmo tiene en cuenta la 
carga de los enlaces inducida por el enrutamiento del primer estrato al calcular 
los caminos del segundo estrato, etcétera, hasta el estrato enésimo (Nth). Si 
OBJn es el valor de la función objetivo en el paso n y OBJN es el valor al final del 
proceso, podemos definir el siguiente lema. 
 
Lema 1: Para N grandes, 
              
      
 
    
    
            
        
(2.15) 
Prueba: 
                   
        
           
 
              
    
  
              
 
 
      
 
       
          
(2.16) 
Mientras 
           
             
          
    
      (2.17) 
Para N grandes tenemos: 
                 
      
 
          
   
    
              
(2.18) 
Teorema 2: Para N grandes, los caminos de enrutamiento  del estrato nth que 
minimiza OBJn – OBJn-1 son los caminos más cortos de acuerdo con la siguiente 
métrica de los enlaces: 
  
     
    
     (2.19) 
Prueba: Este resultado viene derivado directamente del Lema 1 con Pn(s,t) 
siendo los caminos más cortos con métrica del enlace wan. 
 
De este teorema podemos concluir que si la matriz de tráfico se divide en un 
gran número de estratos, cada nuevo estrato puede ser encaminado para 
minimizar el incremento de la función objetivo, simplemente encaminado el 
estrato nth(enésimo) a lo largo del camino más corto con métrica de los enlaces 
wan. Por lo tanto, se espera que la sucesión de tales pasos, todos minimizando 
el incremento de OBJ, no se aleje mucho de la solución óptima. 
 
A continuación vemos el algoritmo propuesto para encaminar las matrices de 
tráfico de cada estrato. 
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Figura 2.2. Algoritmo de encaminamiento de cada estrato. 
 
Primero calculamos los caminos usando el algoritmo SPF con métricas igual a  
 
  
    
      
  
|x=0 (2.20) 
Encaminamos el primer estrato usando estos caminos y recalculamos las 
nuevas métricas considerando la carga introducida por este enrutamiento. 
Luego se calculan los caminos para el segundo estrato usando las métricas 
actualizadas, etcétera, hasta la Nth (enésima) matriz de tráfico parcial.  
 
2.4.4. Número de estratos e implementación en routers reales 
 
Para la elección del número óptimo de estratos es importante entender los 
métodos de implementación del algoritmo OptdivideTM en los routers. Éste 
puede implementarse con dos métodos: Enrutamiento con Múltiples Topologías 
o MPLS full-mesh. 
2.4.4.1. Enrutamiento con Múltiples Topologías 
 
En el primer caso se utilizan múltiples topologías diferentes para realizar el 
enrutamiento y esto presenta dos problemas. El primero es dividir la matriz de 
tráfico en N submatrices, ya que cada router de la red debe mapear cada 
paquete a una de las N topologías. Normalmente, el balanceo de carga se 
realiza usando una función hash basada en un identificador de flujo, de modo 
que todos los paquetes de un flujo son remitidos a lo largo del mismo camino, 
evitando así la reordenación de paquetes. En este caso, la función hash tiene 
que ser la misma en todos los routers de la red para evitar bucles. El segundo 
problemas es encontrar los N conjuntos de métricas. En este caso la solución 
es simple: los N conjuntos de métricas pueden ser los valores de las primeras 
derivadas en cada paso de nuestro algoritmo. 
2.4.4.2. MPLS full-mesh 
 
El segundo método, la implementación con MPLS full-mesh es más común 
porque es más fácil de implementar. Con este método se utilizan múltiples 
mallas completas de la red para realizar el enrutamiento MPLS (Multi Protocol 
Label Switching). Los caminos de las múltiples mallas completas son los 
caminos calculados en cada paso cuándo ejecutamos el algoritmo SPF en las 
actualizaciones de las métricas. De este modo se utilizará una función hash 
1       
                   
2        ; 
3    mientras  n ≤ N  hacer 
4           
   
      
  
 
    
   
                
5           
    
                 
 
      
      
                
6                 
7    fin 
8          
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para asociar un paquete con uno de los múltiples LSP disponibles, y en este 
caso, la función hash podrá ser diferente en cada router. 
2.4.4.3. Número de estratos 
 
Finalmente, con el método MPLS full-mesh que es el más utilizado es suficiente 
con tres estratos. Con un triple mallado-completo (N=3), en grandes redes con 
200-300 puntos de salida debería requerir unas 600-900 cabeceras LSP en un 
router de entrada. Los routers del núcleo pueden llegar a requerir un orden más 
de magnitud, unas 800-1200 cabeceras LSP. Este requerimiento está muy por 
debajo de las miles de cabeceras LSP, y decenas de miles de LSPs de tránsito, 
que pueden soportar los routers actuales. 
 
2.5. Self Adaptive Multi-Constrained Routing Algorithm 
(SAMCRA) 
 
El algoritmo de enrutamiento SAMCRA calcula el camino más corto entre dos 
nodos para que satisfaga múltiples restricciones de tráfico con medidas 
diferentes de QoS [5]. Este cálculo se realiza basándose en cuatro conceptos: 
definición no lineal de la longitud del camino, k-caminos más cortos, caminos 
no dominados y concepto de look-ahead. En los siguientes apartados 
describimos estos cuatro conceptos, además de una descripción del 
enrutamiento con múltiples restricciones. 
 
2.5.1. Enrutamiento con múltiples restricciones 
 
Primero consideramos un gráfico G en el que cada enlace u  v del nodo u al 
nodo v se caracteriza por un vector de peso del enlace de m dimensiones, 
                                    (2.21) 
donde el componente wi>0 es una medida de QoS cómo retraso, jitter 
(variación del retardo experimentado por los paquetes), pérdidas, ancho de 
banda mínimo, costes, etc. El algoritmo de enrutamiento QoS calcula el camino 
P que cumple múltiples restricciones, 
                   (2.22) 
Li es la calidad de servicio requerida por el usuario, las cuales vienen definidas 
en el vector L. 
 
Las posibles medidas de QoS se dividen en dos clases diferentes: aditivas y 
medidas min-max de QoS. Las medidas de QoS aditivas son aquellas para las 
que el valor de la medida QoS (normalmente el peso) a lo largo del camino 
global corresponde a la suma individual de los pesos de los enlaces que 
componen el camino. Ejemplos de medidas de QoS aditivas son el retraso, 
numero de saltos y el coste. 
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En las medidas min-max de QoS, el peso del camino es el mínimo (o el 
máximo) de los pesos QoS de los enlaces que forman el camino. Cómo 
ejemplos tenemos el ancho de banda, cuyo valor extremo-a-extremo es el del 
menor de los enlaces del camino (cuello de botella). Encaminar con este tipo 
de medidas consiste en filtrar la topología omitiendo los enlaces que no 
cumplen las restricciones. Una vez obtenida la topología reducida se puede 
calcular el camino cumpliendo con las medidas de QoS aditivas. 
 
Por lo tanto, nos limitamos a la secuencia de medidas de QoS aditivas para las 
que el peso del camino P = n1  n2  …  nk  formado por k-1 saltos (enlaces) 
es igual a la suma vectorial de los pesos de los enlaces que lo forman. 
                    
   
     (2.23) 
Un camino QoS con múltiples restricciones Pa->b es un camino entre el nodo A y 
el nodo B que satisface, 
                      (2.24) 
Después de esta explicación introductoria, procedemos a definiciones más 
formales del camino multi-restringido. 
 
2.5.1.1. Multiconstrained Path (MCP) (“Camino multi-restringido”) 
 
Problema: Consideramos una red G(N,E), donde N es el conjunto de nodos y E 
el conjunto de enlaces. Cada enlace u -> v Є E está definido por un vector de 
peso del enlace, el cual tiene cómo componentes m pesos de QoS aditivas de 
los enlaces ( wi(u->v) ≥ 0 para todo 1 ≤ i ≤ m ). Dadas m restricciones Li, dónde 1 
≤ i ≤ m, el problema consiste en encontrar un camino P de la fuente A al destino 
B tal como se muestra en la ecuación 2.25. 
                                    (2.25) 
Un camino que cumpla todas las m restricciones se conoce cómo un camino 
factible. Seguro que hay más de un camino en el gráfico G(N,E) que cumpla las 
restricciones. Cualquiera de estos caminos es una solución del problema MCP. 
Sin embargo, es preferible obtener el camino con la longitud más corta, como 
vemos en la siguiente definición. 
 
2.5.1.2. Multiconstrained Optimal Path (MCOP) (“Camino multi-restringido        
óptimo”) 
 
Problema: Consideramos una red G(N,E). Cada enlace u -> v Є E viene 
especificado por un vector de peso del enlace el cual tiene cómo componentes 
m pesos de QoS aditivas de los enlaces wi(u->v) ≥ 0 para todo 1 ≤ i ≤ m. Dadas 
m restricciones Li, dónde 1 ≤ i ≤ m, el problema será encontrar un camino P del 
nodo de origen A al nodo destino B cumpliendo con la ecuación 2.25, y 
además, minimizando algún criterio de longitud de tal manera que l(P) ≤ l(P’), 
para todos los caminos P’ entre A y B. 
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2.5.2. Definición no-lineal del camino 
 
El peso del vector del camino definido en la ecuación 2.23 es una suma de 
vectores. En álgebra lineal, la longitud de un vector (de un camino) requiere un 
vector norma para ser definido. Esta definición de la longitud l(P) del camino es 
necesaria para poder comparar caminos, por esto se propone la siguiente 
definición lineal de la longitud del camino: 
                        
 
     (2.26) 
donde di son números reales positivos. Reemplazando el vector de peso del 
enlace w(u->v) de cada enlace u->v en el gráfico G por la métrica d·w(u->v), de 
acuerdo con la ecuación 2.26, el problema del parámetro m se transforma en 
un problema de un único parámetro permitiendo el uso del algoritmo Dijkstra 
para encontrar el camino más corto. El algoritmo Dijkstra aplicado al grafo 
devolverá un camino “más corto” P que minimiza l(P) como se define en la 
ecuación 2.26. 
 
Si exploramos el espacio de soluciones con una línea recta equidistante l(P)= l 
cómo en la Fig. 2.3, el área escaneada se minimiza si la pendiente de la línea 
recta equidistante satisface 
  
  
  
  
  
 . (2.27) 
Para m dimensiones, el espacio de la solución será un volumen acotado por 
Wi(P) ≤ Li. Los límites de este volumen de solución vendrán limitados por el 
plano que pasa a través del máximo de segmentos permitidos de Li en cada 
eje. La ecuación de este plano es: 
 
     
  
        
(2.28) 
 
Figura 2.3. Representación del problema con dos dimensiones
1
. 
                                            
1
 Con m=2 dimensiones, cada camino P entre el nodo de origen y el nodo de destino tiene un punto representativo en 
el plano (w1(P),w2(P)). Las líneas paralelas mostradas son líneas equidistantes d1w1(P)+d2w2(P)=1, las cuales 
contienen soluciones con igual longitud l. Todas las soluciones situadas por encima de la línea en concreto tienen una 
longitud mayor que las soluciones por debajo o en la línea. El camino más corto devuelto por el algoritmo de Dijkstra 
aplicado al grafo reducido es la primera solución (resaltada con un círculo) que la cruza una línea paralela del conjunto 
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Por lo tanto, en la ecuación 2.26 utilizaremos la equivalencia di=(1)/ (Li)  Є 1 ≤ i 
≤ m para explorar el volumen acotado. Además, así normalizamos cada 
componente wi(P) con Li. A pesar de la ventaja de poder usar el algoritmo de 
Dijkstra, el inconveniente de la ecuación 2.26 es que el camino más corto no 
satisface necesariamente todas las restricciones. En cambio, las líneas curvas 
equidistantes encajan mejor con los límites de las restricciones, cómo se 
muestra en la Fig. 2.4. 
 
          
     
  
 
     
  
               (2.29)             
     
  
 
 
   
     
  
 
 
 
   
    (2.30) 
 
 
Figura 2.4. Ilustración de líneas rectas y curvas equidistantes. 
 
Para calcular un límite curvo respecto los pesos o restricciones establecidas en 
la Fig. 2.4, realizamos un cálculo conjunto de los pesos o restricciones 
utilizando la ecuación 2.32, según la norma Hölder del Vector-q, definida en la 
teoría clásica de espacios Banach. Los espacios Banach se refieren al estudio 
de diferentes propiedades en espacios de funciones de variables reales, 
definidas en el rango [0,1] para el valor de q, referencia [6]. La norma Hölder 
del Vector-q nos dice que en un espacio Banach mientras p i q sean números 
reales positivos tal que 
 
 
 
 
 
   (2.31) 
El cálculo del peso comprendido por ambas restricciones puede calcularse 
conjuntamente con la ecuación 2.32, ya que el resultado será igual o menor 
que si realizamos el cálculo por separado [7]. 
         
     
  
 
 
 
    
 
   (2.32) 
Obtendremos la mejor coincidencia con los límites cuando    , porque la 
solución serán líneas equidistantes que forman un rectángulo y se ajustan 
perfectamente a los límites de las restricciones. Por tanto, la ecuación 2.32 
reduce el vector máximo de componentes por la siguiente restricción: 
                
     
  
   (2.33) 
                                                                                                                              
con pendiente –(d1)/(d2). En este ejemplo, el camino más corto (resaltado con un círculo) se encuentra fuera del área 
de restricciones. 
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Si el camino más corto calculado con la definición de longitud (2.33) tiene una 
longitud más larga que 1 y, por lo tanto, no cumple alguna de las restricciones, 
ningún otro camino satisfará estas restricciones. 
 
 
Figura 2.5. Ilustración de la propiedad que, con una longitud no-lineal del camino, 
subsecciones del camino más corto no tienen por qué ser caminos más cortos
2
. 
 
Por tanto, encontrando el camino más corto con la definición (2.33) de la 
longitud del camino, se resuelve el problema de múltiples restricciones. Sin 
embargo, no se garantiza el encontrar el camino más corto con el algoritmo 
Dijkstra, el cual se basa en la propiedad de una definición lineal de la longitud 
del camino en el que las subsecciones del camino más corto son también 
caminos más cortos. Desafortunadamente, en dimensiones múltiples y usando 
una definición no lineal de la longitud del camino, las subsecciones de caminos 
más cortos no son necesariamente caminos más cortos cómo se ilustra en el 
ejemplo de la Fig. 2.5. Como consecuencia, posiblemente se necesitará 
determinar más de un camino en cada nodo, lo cual nos lleva a considerar un 
algoritmo del camino k-más corto (con k ≥ 1). 
 
2.5.3. Algoritmo del camino k-más corto 
 
El algoritmo del camino k-más corto es parecido al algoritmo de Dijkstra porque 
también calcula el camino con menos saltos, pero en vez de guardar en cada 
nodo intermedio solamente el salto anterior y la longitud del camino más corto 
de la fuente a este nodo intermedio, se almacena el camino más corto, el 
segundo camino más corto, el tercer camino más corto, etc. hasta el k camino 
más corto, junto con su correspondiente longitud. 
 
                                            
2
La longitud l(a-b-e) = max((4+3/14), (1+7/11), (7+1/22)) = 0.727 es más pequeña que l(a-c-e) = max((2+5/14), 
(3+3/11), (9+8/22)) = 0.772, aunque a-c-e és una subsección del camino más corto. 
 
23  Algortimos de enrutamiento 
23 
 
En un nodo podemos guardar un máximo de k caminos. Si el valor de k no está 
restringido, el algoritmo del camino k-más corto devuelve todos los caminos 
posibles entra la fuente y el destino, ordenados por longitud. Si limitamos el 
valor de k, puede darse el caso de no encontrar un camino entre la fuente y el 
destino, cuando el camino más corto tiene longitud superior a k. 
 
El algoritmo SAMCRA escoge auto-adaptativamente el valor requerido de    en 
cada nodo n del grafo G. Así, en SAMCRA el valor de kn no está restringido, y 
esto implica que se calcularán todos los caminos posibles entre la fuente y el 
destino. Esto da lugar a un problema de complementariedad mixta (MCP) 
porqué muchos caminos se superpondrán, y lo que nos interesa es encontrar el 
máximo de caminos sin que se superpongan. En [8] se demuestra que el 
máximo de caminos que no se superponen entre la fuente y el destino será 
como máximo          , siendo         y     . Para obtener este 
resultado se basa en el cálculo máximo de caminos con [1,2,…,N-1] saltos 
sobre un grafo de Waxman, utilizados en el estudio de grafos de topologías 
aleatorias. Estos distribuyen los nodos en un grafo de forma equidistante y los 
conectan entre sí dependiendo de la distancia con una función de Gauss, de 
forma que los nodos centrales tendrán más conexiones que los nodos 
periféricos. Esta conectividad se expresa con una función de probabilidad de 
conexión. En nuestro caso el grafo Waxman es G(N,E). 
 
Por el contrario, es difícil obtener el límite para el valor      necesario para 
encontrar el camino exacto en general. En SAMCRA el valor de k siempre será 
mayor que      (ksamcra ≥ kmin ). 
 
2.5.4. Rutas de dominio (Caminos dominados, Dominated Paths) 
 
El concepto de rutas de dominio es una técnica utilizada para reducir el espacio 
de exploración. Nos permite obviar aquellas rutas que no es necesario 
considerar a la hora de calcular la solución porque tienen un peso mayor que 
otra ruta que conecta el mismo origen y destino, es decir, se encuentra 
dominada por dicha ruta. Esto nos permite conseguir una mejor eficiencia 
computacional al reducir el número de rutas a explorar. 
2.5.4.1. Definición de no-dominancia 
 
En una red de m = 2 dimensiones, consideramos dos caminos P1 y P2 de una 
fuente a algún nodo intermedio, cada uno con un vector de peso del camino 
(w1(P1),w2(P1)) = (x1,y1), y (w1(P2),w2(P2)) = (x2,y2), respectivamente. La Fig. 2.5 
representa dos posibles escenarios para estos dos caminos. 
 
En la Fig. 2.6 (a), P1 es más corto que P2 y wi(P1) < wi(P2) para todo 
componente 1 ≤ i ≤ m. En este caso, cualquier camino de la fuente al nodo de 
destino final que use P1 será más corto que cualquier otro camino de la fuente a 
este destino que haga uso de P2. En efecto, si para todo i, wi(P1) ≤ wi(P2), 
entonces wi(P1) + ui ≤ wi(P2) + ui para cualquier ui. Por lo tanto, para cualquier 
vector u se mantiene la desigualdad de longitudes de los caminos l(w(P1)+u) ≤ 
l(w(P2)+u). Debido a esto, podemos afirmar que P2 nunca será un subcamino de 
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un camino más corto, y, por lo tanto, P2 no debe ser guardado en la cola. 
Usando la terminología de Henig, se dice que P2 está dominado por P1 si para 
todo i, wi(P1) ≤ wi(P2). 
 
 
Figura 2.6. Representación de los caminos dominados
3
. 
 
En la Fig. 2.6 (b), wi(P1) < wi(P2) para algunos índices i, pero wj(P1) > wj(P2) para 
al menos un índice j. En este tipo de escenarios, el camino más corto entre la 
fuente y algún nodo intermedio no es necesariamente parte del camino más 
corto de la fuente al destino. Esto se demuestra en la Fig. 2.6 (b) añadiendo el 
vector del camino (x3,y3), el cual completa el camino hacia el destino. Así 
mostramos que P2 (y no el subcamino más corto P1) se encuentra en el camino 
más corto. En estos casos debemos guardar en la cola todos los componentes 
m de ambos sub-caminos. También podemos decir que dos caminos son no 
dominados si w(P1) – w(P2) no es un vector de peso de enlace adecuado (o 
vector de camino) porque al menos uno de sus componentes es negativo o 
cero. 
 
En resumen, un camino P se llama no-dominado si no existe un camino P’ para 
el cual wi(P’) ≤ wi(P) para todo componente i de peso del enlace, excepto para 
al menos un valor j para el cual wj(P’) < wj(P). 
 
2.5.5. Concepto de Look-ahead (mirar-adelante) 
 
El concepto de mirar-adelante es un mecanismo adicional a las rutas 
dominadas para reducir el espacio de búsqueda. La idea es reducir aún más el 
conjunto de posibles caminos usando información de la sub-ruta restante hacia 
el destino. Esta idea se implementa en SAMCRA v2 y siguientes; no así en 
SAMCRA v1, que sólo utiliza información del siguiente vecino. 
 
El mecanismo de mirar-adelante propone calcular, separadamente para cada 
uno de los m pesos de enlace, el árbol de ruta más corto desde el destino a 
cada nodo n del gráfico G. Por lo tanto, en la cola de cada nodo n guardaremos, 
                                            
3
 En (a), P1 domina a P2, pero en (b), ni P1 ni P2 son dominantes. Se indica el camino más corto con un círculo. 
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para cada componente del peso del enlace, la menor longitud del destino al 
nodo n. En total, el algoritmo del camino más corto Dijkstra se ejecuta m veces, 
resultando en N-1 vectores con los valores más cortos para cada componente 
de peso del enlace de un nodo n al destino B. 
 
La importancia de mirar-adelante es proporcionar a cada nodo n un límite 
inferior de peso del enlace wi(Pn->b), individualmente para cada componente i 
del peso del vector. Indicamos con Pn->b;i el camino más corto en el componente 
i del peso del enlace, del nodo n al destino b. El vector con estos límites 
inferiores lo denotamos mediante bi(n) = wi(Pn->b;i) 
 
Con el cálculo de los límites inferiores conseguimos tres mejoras. Primero, en 
cualquier nodo intermedio n y por cada camino Pa->n, debe cumplirse la 
siguiente desigualdad: 
                             (2.34) 
Por esto, si la suma de los componentes de peso del enlace de un sub-camino 
Pa->n, más el valor más bajo del límite bi(n) excede la restricción Li; entonces el 
sub-camino Pa->n que no cumple la desigualdad no debe volver a ser 
considerado como un candidato posible del problema de enrutamiento con 
múltiples restricciones. De esta forma, se puede reducir el espacio de 
búsqueda de posibles caminos, verificando el cumplimiento de la desigualdad 
2.34 para cada uno de los caminos. 
 
Una segunda mejora es la actualización del valor de la longitud máxima 
(maxlength) en el meta código de SAMCRA, basado en el conocimiento de los 
m caminos más cortos Pb->a;i  calculados con Dijkstra. Si la longitud l(Pb->a;i) = 
l(Pa->b;i) < 1, significa que el camino inverso Pa->b;i que minimiza la suma de K-
componentes de peso del enlace posee una longitud de m dimensiones menor 
que 1, y así, que cumple con todas las restricciones. Esto implica que todavía 
existe un camino de la fuente A al destino B con longitud mejor que 1 y que el 
camino general más corto debe tener una longitud menor o igual que este 
camino Pa->b;i. 
 
La tercera mejora de look-ahead es el hecho de guardar en cada cola l(Pa->n + 
Pn->b;i) en vez de l(Pa->n), cómo en la primera versión. Este cambio favorece los 
caminos con menor longitud prevista extremo-a-extremo más que a la ruta con 
menor longitud de todas. Observamos que, al final, en la cola del destino, las 
longitudes previstas guardadas son precisamente las mismas que las 
longitudes actuales.  
 
2.5.6. Metacódigo del algoritmo SAMCRA 
 
El metacódigo de SAMCRA es un conjunto de funciones que ejecutan el 
algoritmo para encontrar el camino más corto que cumpla múltiples 
restricciones, aplicando los cuatro conceptos vistos anteriormente. El algoritmo 
principal se encarga de encontrar la solución, asegurándose que es el camino 
más corto, y contiene tres subrutinas: INITIALIZE que inicia los parámetros 
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necesarios para el algoritmo principal y calcula la información de look-ahead, 
FEASIBILITY la cual comprueba si los caminos dominan entre sí o incumplen el 
valor de longitud máxima, y UPDATEQUEUE que actualiza la cola de los nodos 
con un nuevo camino extendido de menor longitud. Podemos ver una 
descripción detallada de las funciones en el apartado A.1.2 del anexo. 
 
2.6. Label Switched Path Dimensioning (LSPDimensioning) 
 
Para el funcionamiento rentable de un operador de red es muy importante una 
correcta implementación del aprovisionamiento de ancho de banda consciente 
de medidas QoS. A los clientes se les asegura unas garantías de QoS, pero al 
mismo tiempo se prefiere un aprovisionamiento de ancho de banda razonable, 
antes que un aprovisionamiento demasiado abundante. 
 
El objetivo del algoritmo LSPDimensioning [9] es ajustar adaptativamente el 
ancho de banda de un enlace para cumplir los requerimientos dados de los 
parámetros objetivos de QoS, siendo estos 1) pérdida de paquetes y 2) 
probabilidades de retraso de paquetes. Se desarrollan nuevos esquemas de 
aprovisionamiento adaptativo basados en tres características: medidas de 
tráfico, el modelo de tráfico Gaussiano y predicciones apropiadas de tráfico. 
 
2.6.1. Esquemas adaptativos de aprovisionamiento que consideran 
QoS 
 
El objetivo principal es determinar el ancho de banda del enlace que satisface 
el objetivo de QoS, el cual se define como la siguiente restricción de nivel de 
paquete. 
                 (2.35) 
El valor D es el límite de retraso extremo-a-extremo para un paquete y   los 
límites superiores para la probabilidad de incumplimiento del límite. Además, 
para obtener un aprovisionamiento dinámico, la asignación de ancho de banda 
debe actualizarse con la dinámica de tráfico del enlace. 
 
El retraso total se compone de retraso de cola y de transmisión. Sin embargo, 
como el tamaño de paquete es mucho menor que la capacidad del enlace (c), 
el retraso de transmisión apenas contribuye al retraso total. Por esto, podemos 
considerar la restricción de retraso 2.35 equivalente a la restricción de la 
probabilidad de saturación de la cola 2.36. 
            (2.36) 
donde Q es la longitud de la cola y c el ancho de banda asignado. 
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2.6.1.1. Estimación de la probabilidad de fin de cola usando un modelo de 
tráfico Gaussiano 
 
En los enlaces de alta velocidad, que alojan un gran número de flujos de 
tráfico, un aprovisionamiento que considere la QoS teniendo en cuenta los 
datos reales de todos los flujos de tráfico se colapsaría a la hora de realizar el 
cálculo. Por tanto, para el tráfico agregado escogemos el proceso Gaussiano 
que es un modelo asimilado y manejable, y dispone de buenas características 
(efectos de multiplexado, estructura de correlación) mientras es fácilmente 
controlable. 
 
En [10] se propone el llamado límite MVA (Variación Máxima Asintótica) para 
calcular la probabilidad de la cola del buffer de alimentación cómo un proceso 
de entrada Gaussiano. Se demuestra que este límite asintótico se comporta 
como un límite superior ajustado para la probabilidad de saturación de la cola. 
En [11] se utiliza el límite MVA junto con la probabilidad de pérdida de un 
sistema sin buffer para dar una estimación de la probabilidad de pérdida de un 
sistema con un buffer finito. Ambos estudios realizan un análisis basado en un 
tiempo discreto y con una cola de flujo que resumimos a continuación. 
 
Dada una cola con un ritmo de entrada agregada λn y una tasa de servicio c en 
el tiempo n, se define el proceso estocástico Xn  
         
 
     (2.37) 
 
Para un tamaño de buffer x, se define la varianza normalizada σ2x,n de Xn como  
   
   
       
          
 
(2.38) 
Y permite a    ser el recíproco del máximo de σ2x,n, por ejemplo 
    
 
         
      (2.39) 
Observamos que si la tasa de entrada agregada    es un proceso Gaussiano, 
Xn también lo será. Basándonos en la propiedad que los procesos Gaussianos 
tienen una variación máxima definida (aparte de poder tratar todos los flujos de 
entrada cómo uno sólo) y la escala de aproximación de tiempo dominante, que 
es la escala de tiempo para el que la varianza alcanza su valor máximo     
  ,  
podemos definir el límite MVA cómo el límite de la probabilidad de saturación 
de la cola P(Q>x), que resulta e-sx/2 [10]. Formalmente escribimos 
                          
      (2.40) 
La estimación de pérdida (por ejemplo, la probabilidad de pérdida PL(x) para un 
tamaño de buffer x) sigue la expresión  e-sx/2 [11]. El término   se calcula cómo 
  
 
    
     
  
 
                
  
 
     
 
     (2.41) 
donde 
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                  (2.42) 
y Cλ(l) es la autocovarianza de   . 
Finalmente para un valor dado de tiempo  ,    , podemos calcular el 
promedio y la variación de    con las funciones de promedio y autocovarianza 
de la tasa de entrada siguientes. 
               (2.43) 
                            
   
   
 
(2.44) 
El MVA presentado y los límites de pérdidas se pueden usar para realizar el 
mapeado entre el ancho de banda que se ha de suministrar y los 
requerimientos explícitos de QoS. A continuación se presentan los esquemas 
de aprovisionamiento basados en el límite MVA, o lo que es lo mismo, basados 
en el retraso. 
 
2.6.1.2. Esquemas de aprovisionamiento combinando el uso del modelo 
Gaussiano, medidas periódicas y predicciones de tráfico 
 
El objetivo principal de estos esquemas de aprovisionamiento es recoger 
periódicamente la tasa agregada del tráfico entrante en ranuras de tiempo 
consecutivas, con longitud Ƭ. Indicamos con yi la tasa de tráfico medida en la 
ranura i. El aprovisionamiento de ancho de banda se realiza en cada ventana 
de redimensionamiento, la cual está compuesta por N ranuras de tiempo. Con 
estos datos, calculamos las funciones de media y autocovarianza del tráfico 
sobre una ventana j con las expresiones: 
     
  
 
 
 
     
(2.45) 
       
 
   
    
          
     
   
   
                       
(2.46) 
Estos dos valores nos permite capturar la media y covarianza del proceso 
acumulado de tráfico    usando las ecuaciones 2.43 y 2.44, y sucesivamente 
los límites MVA y de pérdidas. Al final de cada ventana de redimensionamiento 
se toma una decisión sobre la cantidad de ancho de banda que se necesita en 
la siguiente ventana. Se especifican dos esquemas para esta tarea: 
 
● Esquema PS1: basado en el retraso, con predicción. Se propone realizar una 
predicción de tráfico al final de cada ventana para la próxima ventana. Se 
predicen ambos, la tasa media de tráfico agregado y la variación del proceso 
acumulativo   . Para la predicción se opta por la técnica de suavizado 
exponencial por ser estable e idónea para la predicción de tendencia en series 
temporales no estacionarias del modelo ARIMA(0,1,1) (Autoregressive 
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Integrated Moving Average) [12]. Formalmente escribimos que para la ventana 
de redimensionamiento j+1 predecimos: 
    
             
  (2.47) 
donde w es el parámetro de ponderación        ,   
  y    son los valores 
predicho y medido de la tasa media para la ventana de redimensionamiento j. 
De forma similar, para la variación del tráfico acumulado, predecimos 
                               
       (2.48) 
donde           y                       son los valores predichos y 
medidos de la correspondiente variación acumulada para la ventana de 
redimensionamiento j. Entonces usamos los valores predichos mj+1 y 
             como las entradas para la búsqueda binaria, presentada en la Fig. 
2.7, para definir el ancho de banda necesario para la ventana j+1. En la figura, 
el cálculo del límite MVA se indica simbólicamente con la función MVA_bound(). 
La salida de la búsqueda binaria es la cantidad de ancho de banda que 
asegura que las tasas de QoS están suficientemente cerca (expresado por el 
parámetro   ) de los objetivos de QoS requeridos. 
 
● Esquema PS2: basado en el retraso, sin predicción. En este esquema, 
simplemente usamos el mj calculado y                       como los 
parámetros de entrada de la búsqueda binaria para el ancho de banda que se 
necesita en la ventana j+1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 2.7. Búsqueda binaria para calcular el ancho de banda necesario. 
ENTRADA: 
Requerimiento QoS: P(delay D)     
Descripción del tráfico: m, Var     
Cantidad de ancho de banda de la ventana de redimensionamiento actual: l 
 
ASIGNACIÓN DE ANCHO DE BANDA: 
                                   
 SI           ENTONCES 
      lsuperior      
      linferior    m 
      MIENTRAS (               )    
  
       
                   
 
 
                                    
  SI            ENTONCES  linferior    SINO lsuperior    
      FIN 
 SINO 
      lsuperior      proporcionado que                            
      linferior    
      MIENTRAS (               )    
  
       
                   
 
 
                                    
  SI            ENTONCES  linferior    SINO lsuperior    
      FIN 
SALIDA: 
l, el ancho de banda necesario para la próxima ventana de redimensionamiento 
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2.6.2. Mejoras de los esquemas de aprovisionamiento 
2.6.2.1. Reducción de la señalización 
 
En la aplicación de los esquemas, contra mayor sea la frecuencia de 
aprovisionamiento, mejor se adaptarán las dinámicas de tráfico al tráfico real. 
Sin embargo, se requerirán más ajustes que suponen una sobrecarga de 
señalización. El camino más simple para reducir la sobrecarga de señalización 
es evitar ajustes de ancho de banda que no sean críticos.  
 
Para evitar ajustes hacia abajo, se considera que el sobreaprovisionamiento es 
menos perjudicial que el bajo aprovisionamiento. Así, si la tendencia de la 
demanda de tráfico del LSP no supera cierto rango (1% del ancho de banda 
actual), se mantiene la cantidad actual de ancho de banda. 
 
Para evitar ajustes hacia arriba, se introduce un cierto número de niveles de 
ancho de banda. Si los valores actual y nuevo de ancho de banda están en el 
mismo intervalo de ancho de banda, no se inicia el proceso de actualización. 
En pruebas realizadas con escenarios reales [9] se comprueba que para 
asegurar un índice de degradación QoS aceptable, debemos establecer un 
intervalo de ancho de banda más pequeño que el 1% del ratio medio agregado. 
 
2.6.2.2. Evitar la subestimación 
 
En las expresiones 2.38 y 2.39, podemos ver que para un requisito de retraso 
constante, si subestimamos la media o la variación de la variable acumulativa 
  , subestimaremos el límite MVA 2.40. Como este límite subestimado sirve de 
punto inicial para buscar la cantidad de ancho de banda que cumple el QoS 
requerido, reservaremos menos ancho de banda del que se requiere.  
 
El problema de la subestimación generalmente ocurre cuando la tendencia de 
tráfico cambia de decreciente a creciente. Con la norma de predicción del 
esquema PS1, si tenemos una carga predicha menor que la actual carga 
medida, entonces esta subestimación se mantiene siempre y cuando la carga 
de tráfico siga con una tendencia creciente. 
 
Para corregir las causas de la subestimación, se desarrollan dos versiones 
mejoradas del esquema PS1, cuya idea básica es modificar las normas de 
predicción tan pronto cómo se observe una tendencia de tráfico creciente y 
subestimación. 
 
2.6.2.3. Esquema PS1*: modificación de las normas de predicción con 
extrapolación lineal 
 
En este esquema se cambia la norma de predicción siempre que se 
experimente dos hechos: tendencia creciente de tráfico y baja predicción. 
Usando la norma original de predicción se calcularía, 
 
    
             
  (2.49) 
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En cambio, usamos la predicción modificada que se realiza en dos pasos: 
 
●Primero se reinicia el valor predicho de   
  a 
  
                 (2.50) 
●Entonces usamos el parámetro de ponderación 0,5 y el nuevo valor 
predicho para la predicción de la ventana j+1 
    
             
  (2.51) 
De esta forma asumimos una tendencia de tráfico local, lineal y creciente. 
Volveremos a aplicar esta modificación en la siguiente ventana si todavía 
tenemos tendencia creciente de tráfico y baja predicción. Si no, se vuelve a la 
norma original de predicción. 
 
Se emplea la misma norma para la predicción de la función de variación  
                      (2.52) 
2.6.2.4. Esquema PS1**: modificación de las normas de predicción con 
incrementos predichos 
 
Como en el caso anterior, se modifica la norma de predicción cuando se 
observan dos hechos conjuntamente: tendencia creciente de tráfico y 
subestimación. Sin embargo, en esta aproximación se usa incrementos 
predichos de cargas entre dos ventanas de muestreo sucesivas para dar un 
pronóstico de la carga como sigue: 
 
● En la primera ventana j, reiniciamos 
  
       (2.53) 
siendo z  una constante positiva tal que           . Haciendo esto se 
asegura que la subestimación original en la ventana j se vuelve una 
sobreestimación, que a su vez tendrá efectos positivos en la estimación 
en la siguiente ventana. 
 
● Para la siguiente ventana  ,      , siempre que        (es 
decir, la tendencia creciente todavía es válida), predecimos 
    
     
      
  (2.54) 
● El término     
 
 se refiere al incremento predicho, el cual se pronostica 
basándose en los incrementos medidos de carga entre dos ventanas 
consecutivas. Por definición, para       el incremento medido entre 
la ventana k y k-1 es           . La estimación de     
 
 es 
    
             
  (2.55) 
Cuando se pare la tendencia creciente, volvemos a la norma original de 
predicción 2.49. Se tiene en cuenta la misma consideración para la predicción 
de la función de variación                       . 
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CAPÍTULO 3. ANÁLISIS DE TOPOLOGÍAS REALES 
 
3.1. Introducción 
 
En este capítulo se describen las topologías de RedIRIS y GÉANT, y se 
describen los pasos realizados en la obtención de los datos necesarios para las 
representaciones en Totem de dichas topologías. 
 
3.2. RedIRIS 
 
RedIRIS es la red académica y de investigación española que proporciona 
servicios de telecomunicaciones a las instituciones asociadas, cómo 
universidades y centros públicos de investigación [13]. En el momento de iniciar 
este estudio estaba formada por una red troncal de 20 Gbps que interconecta 
los puntos de presencia IP principales. Para conectar más nodos a la red 
troncal, se utilizan enlaces de 10 Gbps. La red permite otros servicios de 
conectividad como IPv4, IPv6 o distribución de contenidos multicast.  
 
3.2.2. Capacidades y enlaces 
 
En la Fig. 3.1 observamos un mapa de la topología de RedIRIS a nivel IP. Se 
representa en naranja los enlaces troncales de 20 Gbps, y en verde y rojo las 
conexiones adicionales a la red troncal, de 10 Gbps. Los routers encuadrados 
son los que pertenecen a la red troncal y los redondeados son los routers 
secundarios conectados a los puntos de presencia principales. En el gráfico 
hemos numerado arbitrariamente las interfaces de los routers para poder 
configurarlas en el archivo de topología de Totem. 
 
 
Figura 3.1. Topología de RedIRIS a nivel IP, con interfaces numeradas [13]. 
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3.2.3. Obtención de datos IP 
 
Con la información de la Fig. 3.1 disponemos de los routers, las interfaces, los 
enlaces y sus capacidades. Para saber las direcciones IP de las interfaces, 
haremos pruebas como ping y traceroute desde los routers con la herramienta 
looking glass que ofrece RedIRIS en la web http://www.rediris.es/red/lg/ [14]. 
Sólo se puede trabajar con los routers troncales, por lo que para averiguar las 
direcciones de todos los routers hemos realizado pruebas de traceroute entre 
diferentes nodos. En el apartado A.1.3 del Anexo podemos ver una relación de 
las direcciones IP descubiertas. 
 
3.2.4. Routers adicionales y datos obtenidos 
 
En el transcurso de las pruebas hemos descubiertos dos nuevos routers que no 
aparecen en el mapa original. Estos son CESCA y UV.rt2, los cuales conectan 
Baleares a Zaragoza y Valencia respectivamente. En la Fig. 3.2 se ilustra el 
mapa de la topología RedIRIS, incluyendo los dos nuevos routers y marcando 
la información de la que disponemos.  
 
 
Figura 3.2. Resultado de las pruebas en la topología RedIRIS. 
 
En la Fig. 3.2 marcamos con un punto negro las interfaces de las que tenemos 
la dirección IP y con un círculo los routers de los que tenemos la dirección IP. 
También hemos tachado los enlaces que nunca se utilizan, aunque no los 
hemos eliminado de la topología porqué son los caminos de reserva, 
establecidos por seguridad. 
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3.2.5. Topología resultante 
 
Finalmente, con todos los datos recopilados creamos el archivo de topología de 
Totem TopologiaRedIRIS.xml. Aunque no ha sido posible encontrar la dirección 
IP de algunas interfaces, no son estrictamente necesarias para la definición de 
la topología. A continuación podemos visualizar la topología RedIRIS definida 
en Totem. 
 
 
Figura 3.3. Representación en Totem de la topología RedIRIS obtenida. 
 
3.3. GÉANT 
 
GÉANT es la red europea que interconecta las redes nacionales europeas de 
investigación y educación [15], siendo una de ellas RedIRIS. Está formada por 
una red troncal de fibra oscura que interconecta los principales nodos con 
portadoras ópticas a velocidades que varían entre 10 Gbps y 100 Gbps.  
 
3.3.1. Nodos y enlaces 
 
En la Fig. 3.4 podemos ver la topología de GÉANT, con los enlaces troncales 
de color negro, que corresponde a la fibra oscura. El ancho de banda de estos 
enlaces (Lit Fibre) no especifica exactamente la capacidad, por tanto de este 
mapa sólo obtenemos los nodos y enlaces. Las capacidades las obtendremos 
más adelante en el apartado 3.3.4. En total está compuesta por 29 nodos y 66 
enlaces, los cuales podemos ver en las Tablas A.11, A.12 y A.13 del apartado 
A.1.6 del Anexo, que relacionan los nodos y enlaces con las interfaces que los 
interconectan. Los nombres de las interfaces se han obtenido aplicando el 
comando showinterface a cada router en el looking glass de GÉANT [16], como 
se muestra en las tablas citadas del anexo, que indican la prueba realizada en 
cada caso. 
 
35  Análisis de topologías reales 
35 
 
 
Figura 3.4. Topología GÉANT de Marzo 2012 [15]. 
 
3.3.2. Localización geográfica de nodos 
 
Para situar los nodos correctamente en el mapa de Totem, hemos obtenido la 
longitud y latitud de cada nodo, convirtiéndo estos valores a decimal. Entonces, 
como Totem utiliza un sistema de coordenadas inverso verticalmente al 
sistema de coordenadas geográfico, las longitudes seran iguales pero las 
latitudes las indicaremos cómo negativas para obtener una coincidencia 
geográfica. Podemos consultar los valores de latitud y longitud de cada nodo 
en las Tablas A.5 y A.6 de los apartados A.1.4 y A.1.5 del Anexo. 
 
3.3.3. Direcciones IP y capacidades de los enlaces 
 
La dirección IP de cada interfície y la capacidad concreta de cada nodo 
indicados en la Tablas A.11, A.12 y A.13 del apartado A.1.6 del Anexo, las 
hemos obtenido del documento “Geant_IP_&topology.vsd” facilitado por 
GÉANT. También las hemos comprobado mediante pruebas con la herramienta 
de looking glass de GÉANT [16], en https://tools.geant.net/portal/links/lg/, con 
los comandos showinterface y traceroute, como se puede ver en las pruebas 
del apartado A.12 del Anexo. La mayor parte de interfaces tienen direcciones 
IP de los prefijos X.X.X.X/24, X.X.X.X/24 y X.X.X.X/24, las cuales son 
direcciones IP públicas unicast de clase A (8 bits de red y 24 bits de host). Las 
capacidades de los enlaces vienen indicadas con la tecnologia de conexión 
utilizada para el enlace. En la Tabla 3.1 se indica la capacidad de carga de 
cada tecnologia, excluyendo la capacidad usada para cabeceras. 
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Tecnologia Capacidad de carga (Mbps) 
STM-256 / OC-768 38486.016 
STM-192 / OC576 28864,512 
STM-128 / OC-384 19243,008 
STM-64 / OC-192 9621,504 
STM-16 / OC-48 2405,376 
STM-4 / OC12 601,344 
STM-1 / OC-3 150,336 
Tabla 3.1. Velocidad de transferencia sin cabeceras de diferentes tecnologías. 
 
3.3.4. Métricas IGP 
 
No es  posible obtener los datos reales de las métricas IGP mediante las 
herramientas que ofrece GÉANT (looking glass, Cacti), pero sabemos que esta 
métrica la establecen los administradores cómo el inverso de la capacidad del 
enlace, siguiendo las recomendaciones de Cisco. Así hemos calculado la 
métrica de cada enlace dividiendo 1 entre la capacidad del enlace y 
multiplicado por 100 para aumentar la escala de las métricas.  Finalmente 
definimos estas métricas en el apartado <igp> del archivo xml de topología en 
Totem. 
3.3.5. Topología resultante 
 
Finalmente obtenemos el mapa de topología “topologiaGEANT.xml”, 
representado en la Fig. 3.5, del que conocemos los nodos, los nombres y 
direcciones IP de las interfícies, la capacidad de transporte de los enlaces y las 
métricas IGP. 
 
 
Figura 3.5. Representación en Totem de la topología GÉANT resultante. 
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3.3.6. Cálculo de la matriz de tomogravedad 
 
Para realizar las simulaciones de ingeniería de tráfico necesitamos una matriz 
de tráfico lo más próxima a la real. En GÉANT, como en la mayoría de redes, 
sólo es posible capturar la carga de tráfico punto a punto entre los nodos 
vecinos. Por esto, para calcular una matriz de tráfico completa se recurre a la 
técnica de tomogravedad [17]. Esta técnica combina la topología de red y el 
modelo de gravedad para calcular una matriz de tráfico totalmente mallada. El 
concepto de gravedad se basa en la hipótesis que el tráfico originado en el 
nodo A que tiene como destino el nodo B será proporcional al producto del 
trafico total entrante a A y el tráfico total saliente de B. Para poder calcular la 
matriz de tomogravedad, primero debemos obtener los siguientes elementos: 
matriz de encaminamiento (routing), matriz de gravedad, vector de pesos y la 
matriz punto-a-punto original. 
3.3.6.1. Matriz punto-a-punto (Matriz original) 
 
La matriz original punto-a-punto corresponde al tráfico entrante y saliente de 
cada enlace. Los datos de carga reales los hemos obtenido con la herramienta 
de monitorización Cacti de la web de GÉANT, capturando el tráfico de cada 
enlace en un intervalo de 5 minutos. La medida se ha realizado el 18 de Marzo 
de 2014 a las 16:00, correspondiendo con la hora punta de la tarde. 
 
En la Tabla A.21 del apartado A.1.7 del Anexo podemos ver una relación del 
tráfico entrante y saliente de cada enlace junto con su captura correspondiente. 
Con los datos de las cargas hemos creado la matriz original punto-a-punto 
definida en el archivo “Matriz de tráfico real y gravedad.xlsx”. Corresponde a 
una matriz de dimensiones N x N, donde N es el número de nodos; en nuestro 
caso, 29 x 29. También hemos creado el archivo para Totem de matriz de 
tráfico “Matriz Trafico Real Geant.xml. 
 
3.3.6.2. Matriz de encaminamiento 
 
La matriz de encaminamiento indica la ruta que siguen los flujos entre cada par 
de nodos origen-destino. Para ello se crea una matriz de dimensiones 
Número_enlaces x N2, donde N2 corresponde a los pares orígenes-destino de 
la matriz de tráfico, reescritos en forma de vector. El elemento aij de la matriz 
de tráfico es 1 si el enlace i forma parte de la ruta utilizada por el par origen-
destino j.  
 
En nuestro caso tenemos un total de 66 enlaces y 29 nodos. Las rutas de los 
enlaces las hemos extraído mediante Totem, aplicando el algoritmo CSPF, las 
cuales podemos consultar en la Tabla A.22 del apartado A.1.8 del anexo. 
Finalmente con estos datos creamos la matriz de encaminamiento, almacenada 
en el archivo “matriz encaminamiento v2.xls”, correspondiente a una matriz de 
dimensiones 66 x 292 = 66 x 841. 
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3.3.6.3. Matriz de gravedad 
 
Primero es necesario saber el tráfico total entrante y saliente de cada nodo, así 
como la suma del tráfico total entrante y saliente de toda la red. Para realizar 
estos cálculos nos ayudamos del cálculo combinado de celdas en el archivo 
Excel “Matriz de tráfico real y gravedad.xlsx”, usando los datos de la matriz 
punto-a-punto original que corresponden al 18 de Marzo de 2014 a las 16:00 h. 
Así obtenemos los datos de tráfico totales. Podemos consultar estos valores en 
la Tabla A.23 del apartado A.1.8 del Anexo. Con estos datos extraemos la 
matriz de gravedad aplicando la siguiente ecuación: 
                       (3.1) 
siendo en nuestro caso el valor de Ttotal =238283 Mbps (238.3 Gbit/s) ya que es 
el valor más alto de los dos valores de tráfico total encontrado (Tin total y Tout total). 
Obtenemos estos datos con el cálculo combinado de celdas en Excel y 
finalmente obtenemos la matriz de gravedad de dimensiones 29 x 29, guardada 
en el archivo “Matriz de gravedad.xlsx”. 
 
3.3.6.4. Vector de pesos 
 
El vector de pesos corresponde a las métricas IGP de cada enlace, extraídas 
en el apartado 3.3.5. En este caso obtenemos un vector de dimensiones N2x1, 
es decir 841 x 1. Se encuentra almacenado en el archivo “vector de 
pesos.xlsx”. 
 
3.3.6.5. Código Matlab para el cálculo de la matriz de tomogravedad 
 
Antes de aplicar el código debemos cargar las matrices con las que vamos a 
trabajar. Estas corresponden a las cuatro matrices que hemos calculado 
anteriormente y las cuales cargamos en Matlab desde los archivos Excel. Una 
vez cargadas disponemos de las siguientes matrices con las dimensiones 
indicadas, 
 
 Matrizdegravedad 29x29 
 Matrizdetraficoreal 29x29 
 Matrizencaminamientov2 66x841 
 Vectorpesos2 1x841 
Con estas matrices aplicamos el código de Matlab de la Fig. 3.6. Primero 
redimensionamos las matrices con reshape para poder multiplicarlas y después 
calculamos en xw la diferencia entre la matriz de tráfico punto-a-punto y el 
producto de la matriz de encaminamiento por la matriz de gravedad. Entonces 
obtenemos las dimensiones de A con el comando size y calculamos en Aw el 
producto lineal (o escalar) de la matriz de encaminamiento por el vector de 
pesos redimensionado como 841x1. En tw calculamos el producto de Aw y xw, 
y finalmente obtenemos la matriz de tomogravedad t como la matriz de 
gravedad más el producto del vector de pesos por el valor obtenido de tw. 
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Figura 3.6. Código Matlab para calcular la matriz de tomogravedad [18]. 
 
3.3.6.6. Matriz de tomogravedad obtenida 
 
El valor de t corresponde a la matriz de tomogravedad calculada, la cual hemos 
extraído en el archivo “Matriz de tomogravedad.xlsx”, para luego traspasarla al 
formato de matrices Totem en el archivo “Matriz Tomogravedad Geant - 
Totem.xml”. 
 
3.3.7. Obtención de las matrices de una semana 
3.3.7.1. Fuente de las matrices 
 
Para el estudio realizado en este trabajo no utilizaremos la matriz puntual de 
tomogravedad calculada anteriormente, sino que nos basaremos en un 
conjunto de matrices pertenecientes a una semana completa. No las 
calculamos todas sino que las extraemos de otro proyecto de fin de carrera 
[19]. Corresponden a una matriz de tomogravedad capturada y calculada cada 
cinco minutos, durante las 24 horas del dia, a lo largo de la semana del 
23/05/2012 a las 00:00 h, al 29/05/2012 a las 23:55; siendo un total de 2016 
matrices.  
3.3.7.2. Formato 
 
Las matrices de tomogravedad calculadas comprenden un total de 18 nodos, 
identificados por números que corresponden a los siguientes routers, Tabla 
3.2. 
Id Alias País Id Alias País 
1 ams P. Bajos 10 mad España 
2 ath Grecia 11 mil Italia 
3 buc Rumanía 12 par Francia 
4 bud Hungría 13 poz Polonia 
5 cop Dinamarca 14 pra Rep. Checa 
6 fra Alemania 15 rig Letonia 
7 gen Suiza 16 sof Bulgaria 
8 kau Lituania 17 tal Estonia 
9 lon Reino Unido 18 vie Austria 
Tabla 3.2 Identificación de los nodos de las matrices. 
tg=reshape(Matrizdegravedad,841,1); 
A=Matrizencaminamientov2 
w=reshape(vectorpesos2,841,1) 
x=A*reshape(Matrizdetrficoreal,841,1) 
xw=x-A*tg; 
[r,c]=size(A); 
Aw=A.*repmat(w’,r,1); 
tw=pinv(full(Aw))*xw; 
t=tg+w.*tw; 
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Para nuestro estudio, hemos obviado el uso de los routers secundarios mx2 y 
hemos configurado todos los routers principales. 
 
Las matrices vienen dadas en archivos csv, es decir, elementos separados por 
comas, indicándonos cada elemento la cantidad de tráfico en bits transmitida 
entre los nodos del par de routers correspondiente; siendo el router de la fila el 
origen y el router de la columna el destino. Con el objetivo de poder adaptar 
estas matrices al formato necesario en Totem, hemos realizado un script de 
conversión automatizado para las 2016 matrices que describimos a 
continuación. 
3.3.7.3. Script de adaptación de matrices a Totem 
 
El script de conversión lo hemos realizado en c#, obteniendo primero los 
valores de tráfico correspondientes a cada par de nodos de una matriz y 
creando un archivo de salida xml con el formato de matriz de tráfico necesario 
para Totem, nombrando el archivo con la fecha y hora correspondiente. 
Finalmente hemos incluido todo el proceso en un una serie de bucles con el 
objetivo de transformar las 2016 matrices. Podemos consultar el script en el 
projecto adjunto de Microsoft Visual 2010 “AdaptacionMatricesaTotem”. 
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CAPÍTULO 4. SIMULACIONES 
 
4.1. Introducción 
 
En este capítulo veremos las pruebas realizadas para calcular el rendimiento 
de las diferentes métricas de los algoritmos estudiados. Primero aclaramos 
como hemos realizado la evaluación de las diferentes métricas y explicamos el 
concepto de entropía utilizado en nuestro estudio. A continuación, describimos 
como hemos hecho las simulaciones y comentamos los resultados obtenidos 
para cada algoritmo de enrutamiento analizado. 
 
4.2. Evaluación de la utilización de los enlaces 
 
El objetivo de las pruebas es simular los algoritmos de enrutamiento 
disponibles con los datos reales de la topología y las matrices de tráfico de 
GÉANT para comparar su rendimiento y entender que algoritmo y métrica 
acomoda mejor el tráfico de la red. Como queremos comparar los resultados, 
deberemos realizar las simulaciones con la misma matriz de tráfico para todos 
los algoritmos. Puesto que el objetivo es evaluar la optimización del tráfico, 
trabajaremos con la matriz de tráfico que ofrece una mayor carga de red, para 
apreciar mejor los resultados. Por esto, primero buscaremos la matriz de tráfico 
de toda la semana que ofrece una mayor utilización de los enlaces y después 
utilizaremos esta matriz para realizar pruebas con las diferentes métricas de los 
algoritmos estudiados. Podemos ver el estudio realizado para encontrar esta 
matriz en el apartado A.2.3 del  anexo, la cual corresponde a la matriz del día 
28/05/2012 a las 11.30 h. 
 
Usando esta matriz de tomogravedad, en adelante Matriz281130, y la topología 
de GÉANT definida en el Capítulo 3, evaluamos la utilización de los enlaces 
obtenida con las métricas de los algoritmos, representando gráficamente las 
estadísticas de utilización con el uso de charts, cómo hemos visto en la sección 
1.2.5, las estadísticas de red explicadas en la sección 1.2.6 y la entropía de la 
utilización de los enlaces, explicada a continuación en la sección 4.3 También 
evaluamos el coste global de encaminar todo el tráfico en la red con el valor de 
Fortz total mostrado en Totem. Cómo se explica en la sección 2.3.3 
normalizamos este valor dividiéndolo por el valor de Fortz uncap específico 
para la Matriz281130 y la red GÉANT, calculado en el apartado A.2.4 del 
anexo. 
 
4.3. Entropía aplicada al análisis estadístico de la utilización 
 
La entropía es una medida de la dispersión de una distribución estadística [21]. 
En nuestro caso, utilizamos el concepto estadístico de entropía para calcular la 
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dispersión de la utilización por los enlaces. Usamos la ecuación 4.1 de 
entropía. 
                       
 
 (4.1) 
 
Para nuestro estudio establecemos, 
 
       
  
    
 (4.2) 
 
Estadísticamente la entropía cuantifica el desorden entre dos variables, en este 
caso la utilización y el número de enlaces. La entropía total será la suma de la 
entropía de cada enlace. Debemos dividir el valor de utilización de cada enlace 
entre el sumatorio de todas las utilizaciones para normalizarlas respecto la 
probabilidad total       . Así, en las simulaciones calculamos la entropía de 
cada métrica obteniendo desde Totem los valores de utilización de cada enlace 
y aplicando el código Matlab de la Fig. 4.1. 
 
 
Figura 4.1. Código Matlab utilizado para calcular la entropía. 
 
El valor mínimo de entropía es 0 (orden máximo), indicando en nuestro caso 
que todo el tráfico se encamina por un enlace al 100% de utilización. Se 
alcanza el valor máximo de entropía (mayor desorden) cuando todos los 
enlaces tienen la misma utilización, es decir, la utilización se reparte por igual 
por el mayor número de enlaces (distribución uniforme). Por tanto, es 
conveniente un valor mayor de entropía, mayor desorden, lo cual significa que 
la carga proporcional de cada enlace (normalizada a su capacidad) se 
encuentra más repartida entre los enlaces. Un valor menor de entropía, mayor 
orden, indica que la utilización se encuentra menos repartida entre los enlaces, 
habiendo enlaces con mucha utilización y otros con poca, y por tanto la red 
puede sufrir congestión. 
 
4.4. Comparación de métricas CSPF 
 
Realizamos la representación de los datos de utilización de los enlaces de las 
diferentes métricas del algoritmo CSPF desde el entorno gráfico de Totem. 
Cargamos la topología de GÉANT, la matriz de tomogravedad, creamos un 
gráfico (“char”) del tipo “ReservedBandwidthDataCollector” y encaminamos la 
matriz para cada métrica CSPF, CSPFInvFreeBw, CSPFHopCount y 
CSPFInvCap, guardando sus datos de utilización en diferentes series de un 
mismo char. También obtenemos las estadísticas de red y calculamos la 
DatosUtilizacion=UtilizacionEnlaces./100; 
SumatorioUtilizacion=sum(DatosUtilizacion); 
VectorNormalizado=DatosUtilizacion./SumatorioUtilizacion; 
VectorLogaritmo=log2(VectorNormalizado); 
VectorEntropia=-VectorNormalizado.*VectorLogaritmo; 
EntropiaTotal=sum(VectorEntropia); 
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entropía de cada métrica. La métrica CSPFTEMetric no la hemos incluido 
porque en este caso coincide con la métrica CSPFHopCount (la usaremos más 
tarde recalculándola con el algoritmo IGP-WO). A continuación comentamos los 
datos que hemos recogido.  
 
4.4.1. Gráfico de utilización CSPF 
 
El gráfico de la Fig. 4.2 muestra con una línea decreciente la utilización de los 
enlaces de mayor a menor para cada una de las métricas. En el eje vertical (y) 
se define la utilización, con un valor máximo de 1, y en el eje horizontal (x) se 
representan los enlaces, ordenados de mayor a menor utilización. En este caso 
la notación de los enlaces sólo la vemos como puntos al ser demasiados, pero 
en verdad si fueran menos los veríamos numerados sucesivamente cómo 
0,1,2,3,… 
 
 
Figura 4.2. Representación decreciente de la utilización con las métricas de CSPF. 
 
En la Fig. 4.2 observamos que la métrica CSPFInvFreeBw reparte mejor el 
tráfico, balanceándolo entre los enlaces, con una utilización máxima menor que 
las otras métricas. Este resultado es lógico porque es la única métrica de este 
algoritmo que se adapta a las dinámicas de tráfico de la red, aumentado la 
métrica de los enlaces conforme disminuye su ancho de banda libre. Las 
métricas CSPF y CSPFInvCap tienen el mismo gráfico de utilización porque, en 
nuestro caso, la métrica CSPF la hemos establecido inversamente proporcional 
a la capacidad. Vemos que la métrica CSPFHopCount ofrece un peor balanceo 
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del tráfico de la red, con la mayor utilización máxima de enlace. Sin embargo, al 
realizar el encaminamiento siguiendo el camino más corto, debe obtener menor 
retardo de transmisión, porque atraviesa menos colas de los routers. 
 
Como el gráfico de utilización no es determinante para obtener conclusiones 
válidas, realizamos un estudio más detallado en el apartado 4.4.2. 
 
4.4.2. Estadísticas de utilización, coste Fortz y entropía de CSPF 
 
En este apartado vamos a realizar un estudio más exacto, calculando la 
entropía de cada métrica con los valores de utilización de los enlaces, 
obtenidos en Totem. Además calculamos el valor del coste Fortz normalizado 
con el valor Fortz total mostrado en Totem, como se ve en la Fig. 2.3. También 
muestra la métrica IGP de cada enlace, con un valor máximo de 10393. 
 
 
Figura 4.3. Mapa de utilización y estadísticas generales con la métrica CSPF. 
 
Para comparar las diferentes métricas obtenemos los valores de entropía, Fortz 
normalizado, utilización máxima y media, y la desviación estándar de la 
utilización, y los resumimos en la Tabla 4.1. En el anexo A.2.5 podemos 
consultar los mapas de utilización de cada métrica. 
 
En la Tabla 4.1 vemos que mientras la utilización media de InvCap e 
InvFreeBw son prácticamente iguales, la utilización máxima de la métrica 
InvFreeBw es mucho menor. También tiene un coste Fortz normalizado menor 
que las otras métricas, lo que significa que encamina el mismo tráfico con 
menos coste global para la red. Y la entropía de la utilización a través de los 
enlaces es mayor en InvFreeBw, denotando que reparte mejor la utilización en 
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los enlaces. Con estos datos confirmamos que, para el algoritmo CSPF, la 
métrica invFreeBw es la que mejor optimiza la utilización global de la red, 
obteniendo menor congestión de red que el resto de métricas CSPF. 
Observamos que la métrica HopCount tiene un valor Fortz normalizado mayor 
que 32/3, indicando que se produce congestión en la red. Esto coincide con la 
utilización máxima de la métrica HopCount que supera el 80%. 
 
 
Métrica CSPF CSPF 
InvFreeBw 
CSPF 
HopCount 
CSPF 
InvCap 
U
ti
liz
a
c
ió
n
 Máxima 58,028 % 41,305 % 82,649 % 58,028 % 
Media 7,506 % 7,569 % 8,189 % 7,506 % 
Desviación 
estándar 
10,466 % 9,334 % 12,813 % 10,466 % 
Fortz total 132166,764 127733,716 151968,213 132166,764 
Fortz normalizado 9,63 9,31 11,072 9,63 
Entropía 5.2794972 5.4089145 5.2101234 5.2794972 
 
Tabla 4.1. Estadísticas de red de las métricas de CSPF. 
 
 
4.5. Comparación de métricas IGP-WO 
 
En esta sección vamos a comparar la métrica CSPFInvFreeBw, puesto que ha 
demostrado ser la mejor opción del algoritmo CSPF, con el algoritmo IGP-WO 
estableciendo dos valores diferentes de métrica máxima en IGP-WO. 
Probamos con 10393 coincidiendo con la métrica IGP máxima de nuestra red, y 
con 150 para ver si se consiguen mejoras en la utilización. En ambos casos 
establecemos 50 iteraciones del algoritmo IGP-WO. 
 
Para simular este algoritmo en Totem, primero ejecutamos el algoritmo IGP-
WO para modificar las métricas TE de los enlaces y entonces encaminamos la 
matriz de tráfico con el algoritmo CSPFTEMetric. Desde el entorno gráfico de 
Totem solo podemos establecer un peso máximo de 250. Para definir pesos 
máximos mayores debemos arrancar el algoritmo IGP-WO desde un archivo de 
escenario. Podemos consultar los escenarios en el anexo A.2.2.  
4.5.1. Gráfico de utilización IGP-WO 
 
En principio en la Fig. 4.4 no se aprecian mejoras del algoritmo IGP-WO 
respecto CSPFInvFreeBw porque la utilización máxima no se reduce. Por otro 
lado, observamos que el algoritmo IGP-WO obtiene menor utilización máxima 
de enlace estableciendo una métrica máxima menor, de 150, que no con una 
métrica máxima más elevada, de 10393. 
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Resaltamos que mientras IGP-WO requiere de un tiempo inicial de cálculo 
mayor para obtener los nuevos pesos respecto la matriz de tráfico, 
CSPFInvFreeBw requiere por el contrario de actualizaciones constantes de las 
métricas respecto el ancho de banda libre, con la sobrecarga de mensajes de 
señalización que esto comporta.  
 
 
Figura 4.4. Representación decreciente de la utilización con IGPWO y CSPFInvFreeBw. 
 
4.5.2. Estadísticas de utilización, coste Fortz y entropía de IGP-WO 
 
En la Fig. 4.5 vemos un mapa de utilización de IGP-WO donde se indica la 
métrica de cada enlace, con un valor máximo de 10393. Si comparamos estos 
valores con las métricas IGP mostradas en la Fig. 4.3, observamos que el 
algoritmo IGP-WO establece pesos asimétricos a los dos enlaces de una 
conexión, igual que con la métrica CSPFInvFreeBw. Esto facilita la adaptación 
del encaminamiento dada una matriz de tráfico o unas cargas de los enlaces. 
Las métricas CPSFInvCap y CSPFHopCount no disponen de esta ventaja. 
 
En la Fig. 4.6 vemos un mapa de utilización del algoritmo IGP-WO con métrica 
máxima de 150. Comparando con el caso de métrica máxima de 10393 en la 
Fig. 4.5, observamos que el encaminamiento es diferente en ambos casos. Por 
ejemplo, con métrica máxima igual a 150 el enlace más sobrecargado es Italia-
Grecia y con métrica máxima de 10393 el enlace con mayor utilización es 
Austria-Grecia. Esto se debe a que el algoritmo IGP-WO realiza una búsqueda 
local heurística de la solución más óptima, pero que no siempre es la mejor, ni 
la misma. En todo caso, en Totem, siempre que aplicamos el algoritmo IGP-
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WO con los mismos parámetros obtenemos estadísticas de utilización 
idénticas. 
 
 
Figura 4.5. Mapa de utilización y estadísticas de IGP-WO con métrica máxima 10393. 
 
 
Figura 4.6. Mapa de utilización y estadísticas de IGP-WO con métrica máxima 150. 
 
Con estos datos y calculando la entropía y el coste Fortz normalizado 
realizamos una comparativa en la Tabla 4.2. En esta tabla observamos que 
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contrariamente a que la métrica CSPFInvFreeBw tiene menor utilización 
máxima, el algoritmo IGP-WO con peso máximo de 150 obtiene valores más 
favorables de Fortz normalizado y entropía. La entropía de IGP-WO (150) tiene 
un valor más elevado, indicando que reparte mejor la utilización por lo enlaces. 
Además, un menor coste Fortz nos dice que encamina el tráfico con menos 
coste global para la red. 
 
Por esto podemos decir que, para nuestro caso específico, el algoritmo IGP-
WO con valores no muy grandes de métrica máxima obtiene menor congestión 
de red que la métrica CSPFInvFreeBw. Esto indica que el algoritmo IGP-WO 
adapta mejor la matriz de tráfico para reducir el coste global de la red, mientras 
que CSPFInvFreeBw reduce la utilización individual de los enlaces. 
 
Métrica CSPF 
InvFreeBw 
IGP-WO 
(10393) 
IGP-WO 
(150) 
U
ti
liz
a
c
ió
n
 Máxima 41,305 % 57,954 % 53,096 % 
Media 7,569 % 7,735 % 7,808 % 
Desviación 
estándar 
9,334 % 10,506 % 9,587 % 
Fortz total 127733,716 132741,167 125077,586 
Fortz normalizado 9,31 9,671 9,113 
Entropía 5.4089145 5.3610380 5.4885660 
 
Tabla 4.2. Estadísticas de red de IGP-WO y CSPFInvFreeBw. 
 
4.6. Comparación de métricas OptDivideTM 
 
Inicialmente simulamos en Totem las cinco funciones objetivo de OptDivideTM: 
WMeanDelay, InvCap, MeanDelay, MinHop y NonLinearFortz. Para todas 
indicamos tres divisiones de la matriz de tráfico, que es el valor recomendado 
en el algoritmo OptDivideTM. También comparamos la función objetivo más 
favorable de todas en el caso que tenga dos y cuatro divisiones de la matriz de 
tráfico, para comprobar si se obtienen mejoras. 
 
Cuando ejecutamos cada función objetivo del algoritmo OptDivideTM en Totem 
hay que activar la opción “Establish fullmesh of LSPs”, para que establezca los 
LSPs correspondientes al encaminamiento de la función objetivo. Y como en 
los casos anteriores, debemos eliminar todos los LSPs en “ViewLSPs List” 
antes de cada simulación. 
 
4.6.1. Gráfico de utilización OptDivideTM 
 
Vemos en la Fig. 4.7 que, como en el algoritmo CSPF, la peor opción para 
evitar congestión en la red es la función objetivo MinHop, con una utilización 
máxima del 82%. A continuación están las funciones objetivo InvCap y 
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NonLinearFortz con un 58% y 50% de utilización respectivamente, pero no 
podemos obtener conclusiones del gráfico. Finalmente, las funciones objetivo 
MeanDelay y WMeanDelay tienen un comportamiento similar, obteniendo las 
menores utilizaciones máximas de enlace, de 42% y 40% respectivamente. 
 
 
Figura 4.7. Representación decreciente de la utilización con las métricas de 
OptDivideTM. 
 
 
Figura 4.8. Representación decreciente de la utilización con OptDivideTM NonLinearFortz 
y diferentes divisiones de la matriz de tráfico. 
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En la Fig. 4.8 observamos que para la métrica NonLinearFortz obtenemos un 
valor menor de utilización máxima con dos divisiones de la matriz de tráfico 
(47,5%) en vez de con cuatro divisiones (51%) 
 
Como el dato de utilización máxima no es determinante vamos a realizar en el 
siguiente apartado un estudio más específico de la utilización de todos los 
enlaces. 
 
4.6.2. Estadísticas de utilización, coste Fortz y entropía de 
OptDivideTM 
 
En el anexo A.2.5 podemos consultar el mapa de utilización y las estadísticas 
generales para cada función objetivo, y para NonLinearFortz con N=2 y N=4. 
Con estos valores y calculando el coste Fortz normalizado y entropía, 
elaboramos unas comparaciones en las tablas Tabla 4.3 y Tabla 4.4. 
 
Métrica WMean 
Delay 
InvCap Mean 
Delay 
MinHop NonLinearF
ortz 
U
ti
liz
a
c
ió
n
 Máxima 40,538 % 58,028 % 42,188 % 82,649 % 50,886 % 
Media 7,605 % 7,505 % 7,801 % 8,189 % 7,905 % 
Desviación 
estándar 
9,517 % 10,466 % 9,317 % 12,813 % 9,558 % 
Fortz total 129480,159 132164,693 134688,692 151969,951 125593,783 
Fortz 
normalizado 
9,434 9,63 9,813 11,072 9,151 
Entropía 5.3764796 5.2794863 5.4195054 5.2101098 5.4768615 
 
Tabla 4.3. Estadísticas de red de OptDivideTM. 
 
En la Tabla 4.3 vemos que aunque WMeanDelay tiene la menor utilización 
máxima, los valores de coste Fortz y entropía no son los mejores. Es la función 
objetivo NonLinearFortz, con una utilización máxima del 50%, la que obtiene 
mejores valores de coste Fortz y entropía. La entropía de NonLinearFortz es la 
mayor, indicando que reparte más uniformemente la utilización por los enlaces. 
Y el valor de Fortz total menor indica que encamina el mismo tráfico con menos 
coste global para la red. Por esto, NonLinearFortz es la función objetivo que 
mejor optimiza la utilización a través de los enlaces. 
 
También observamos en la Tabla 4.3 que la función objetivo InvCap obtiene la 
menor utilización media, optimizando como en el caso de CSPF la utilización 
individual de cada enlace. La función objetivo MinHop tiene un coste Fortz 
normalizado mayor que 32/3, indicando que hay congestión en la red. Estas 
dos funciones objetivo, InvCap y MinHop, tienen los menores valores de 
entropía, mostrando que reparten peor la utilización que las otras. Esto se debe 
a que estas dos funciones objetivo no dependen de la matriz de tráfico y por 
tanto se adaptan peor a ésta. 
 
51  Simulaciones 
51 
 
En la Tabla 4.4 vemos que aunque la utilización máxima disminuye al disminuir 
las divisiones de la matriz de tráfico, obtenemos valores más óptimos de coste 
Fortz y entropía cuando aumentamos las divisiones de la matriz de tráfico. por 
tanto, podemos afirmar que, en nuestro caso, aumentar las divisiones de la 
matriz de tráfico favorece la optimización del encaminamiento. 
 
Métrica NLFortz 
N=3 
NLFortz 
N=2 
NLFortz 
N=4 
U
ti
liz
a
c
ió
n
 Máxima 50,886 % 48,056 % 51,438 % 
Media 7,905 % 7,991 % 7,864 % 
Desviación 
estándar 
9,558 % 9,929 % 9,408 % 
Fortz total 125596,783 127819,934 125329,078 
Fortz 
normalizado 
9,151 9,313 9,131 
Entropía 5.4768615 5.4400957 5.4959732 
 
Tabla 4.4. Estadísticas de red de OptDivideTM NonLinearFortz con 2, 3 y 4 divisiones de 
la matriz. 
 
4.7. Comparación de métricas SAMCRA 
 
El algoritmo de enrutamiento SAMCRA no tiene métricas predefinidas, sino que 
permite encaminar respecto tres restricciones, individual o simultáneamente: 
retraso, métrica IGP y métrica TE. Por esto comparamos el algoritmo en cuatro 
supuestos: usando sólo el retraso, sólo la métrica IGP, sólo la métrica TE y por 
último usando las tres restricciones simultáneamente. Realizamos la simulación 
desde el interfaz gráfico, calculando la métrica TE con el algoritmo IGPWO 
mediante el escenario “SAMCRAmetricaIGPWO.xml” para poder aplicar una 
métrica máxima de IGP-WO mayor que 250. En nuestro caso simulamos IGP-
WO con 50 iteraciones y métrica máxima igual a 5000 porque con otros valores 
el algoritmo SAMCRA no ha funcionado.  
 
Realizando pruebas hemos encontrado que cuando aplicamos las restricciones 
individualmente los valores mínimos que podemos establecer para que el 
algoritmo SAMCRA encuentre rutas válidas para los LSPs son: 70 ms para el 
retraso (7 saltos, 10ms/enlace), 59589 para la métrica IGP y 20485 para la 
restricción de métrica TE.  
 
4.7.1. Gráfico de utilización SAMCRA 
 
En la Fig. 4.9 vemos que obtenemos la mayor utilización de enlace aplicando 
sólo la restricción de retraso, que en nuestro caso coincide con el número de 
saltos de los LSPs (10ms/enlace). Por esto obtenemos resultados parecidos a 
los obtenidos anteriormente con las métricas CSPF HopCount y OptDivideTM 
MinHop, con utilizaciones máximas por encima del 80%.  
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Cuando aplicamos las tres restricciones simultáneamente hemos tenido que 
relajar las restricciones de métrica IGP y métrica TE para encontrar rutas 
válidas. En la Fig. 4.9 vemos que se obtiene, en el caso de tres restricciones, 
prácticamente la misma utilización máxima que aplicando solo la restricción de 
métrica IGP o métrica TE. A primera vista, el gráfico del caso con restricción 
solo de métrica TE, establecida con IGP-WO, parece repartir la utilización más 
uniformemente entre los enlaces. 
 
 
 
Figura 4.9. Representación decreciente de la utilización con diferentes restricciones en 
SAMCRA. 
 
Como estos resultados no son concluyentes, realizamos un análisis más exacto 
en la sección 4.7.2. 
4.7.2. Estadísticas de utilización, coste Fortz y entropía de SAMCRA 
 
En la Fig. 4.10 vemos las estadísticas de utilización de SAMCRA aplicando las 
tres restricciones simultáneamente, indicando para cada enlace la métrica 
establecida con IGP-WO con un peso máximo de 5000. Con estos datos y las 
estadísticas de los otros casos, que podemos consultar en el Anexo A.2.5, 
creamos la comparativa de la Tabla 4.5, donde también hemos calculado el 
coste Fortz normalizado y la entropía. 
 
En la Tabla 4.5 comprobamos que obtenemos los valores más óptimos de 
entropía y coste Fortz cuando aplicamos solo la restricción de métrica IGP-WO. 
Este resultado es lógico porque ha demostrado ser mejor que la métrica IGP y 
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HopCount en casos anteriores. Sin embargo, observando el caso que nos 
interesa, cuándo aplicamos las tres restricciones simultáneamente, tanto las 
estadísticas de utilización como el coste Fortz y la entropía no sufren de una 
gran penalización. Por esto decimos que encaminar con tres restricciones en 
SAMCRA no comporta un gran deterioro de las estadísticas de utilización, 
excepto que alguna restricción sea muy restringente. 
 
 
 
Figura 4.10. Gráfico de utilización y estadísticas con SAMCRA restricciones 70 ms, 
métrica 80000, métrica IGP-WO TE 30000. 
 
 
Como hemos visto en las simulaciones anteriores, en el caso con restricción de 
retraso, al tener utilizaciones por encima del 80% obtenemos un coste Fortz 
normalizado mayor que 32/3. 
 
Restricción 
SAMCRA 
Retraso   
70 ms 
Métrica 
59589 
IGP-WO TE 
20485 
Retraso 70 ms/ Métrica 
80000 / IGP-WO 30000 
U
ti
liz
a
c
ió
n
 Máxima 85,127 % 58,028 % 58,028 % 60,188 % 
Media 8,032 % 7,517 % 7,612 % 8,099 % 
Desviación 
estándar 
12,501 % 10,657 % 9,74 % 10,992 % 
Fortz total 148201,077 133330,805 127102,619 130312,938 
Fortz 
normalizado 
10,798 9,714 9,261 9,495 
Entropía 5.2253382 5.2749378 5.4249241 5.2257176 
 
Tabla 4.5. Estadísticas de red de SAMCRA con diferentes restricciones. 
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4.8. Comparación de rendimiento LSPDimensioning 
 
A diferencia del resto de algoritmos de enrutamiento, LSPDimensioning sólo 
puede aplicarse sobre un LSP y no sobre todo el tráfico de la red. Por esto, 
para realizar su estudio hemos decidido utilizar el LSP correspondiente a 
AlemaniaSuiza de la matriz del día 28 a las 11:30 h, porque es el enlace con 
mayor volumen de tráfico. Cómo el algoritmo LSPDimensioning realiza el 
redimensionamiento de un LSP conforme evolucionan las demandas de tráfico 
en el tiempo, estudiaremos la evolución de este LSP desde las 11:30 h a las 
12:30, indicando la demanda de tráfico para el LSP cada 5 minutos, y 
compararemos los resultados con los obtenidos con un enrutamiento CSPF. 
 
Para realizar las pruebas hemos creado un escenario para cada gráfico. En el 
gráfico con CSPF simplemente hemos realizado el enrutamiento de las cargas 
y guardado la utilización del enlace cada 10 minutos. En el escenario de 
LSPDimensioning primeros hemos creado el LSP de AlemaniaSuiza de las 
11:30 con CSPF y luego hemos iniciado el algoritmo LSPDimensioning para 
este LSP configurando los parámetros para que realice el redimensionamiento 
del LSP cada dos cargas de tráfico. Por esto en los gráficos visualizamos los 
resultados cada 10 minutos, empezando a las 11:40 porque es donde empieza 
a visualizarse el redimensionamiento de LSPDimensioning. Las cargas de 
tráfico utilizadas se muestran en la Tabla 4.6. 
 
Hora Carga (Mb) Hora Carga (Mb) 
11:30 410.124720218679 12:10 441.662516869185 
11:35 385.801032067209 12:15 517.226020838418 
11:40 362.936480715014 12:20 489.619058680774 
11:45 325.093044808185 12:25 350.910091442663 
11:50 458.009382409008 12:30 335.291386468795 
11:55 494.4107848009 12:35 450.359073485958 
12:00 455.828009103963 12:40 653.091881522403 
12:05 489.534724815235 
Tabla 4.6. Cargas de tráfico del enlace AlemaniaSuiza. 
4.8.1. Gráfico de utilización del enlace AlemaniaSuiza con CSPF  
 
En la Fig. 4.25 observamos que la utilización del enlace debe coincidir 
exactamente con el tráfico encaminado a esa hora, ya que es el único tráfico 
encaminado en la red. Las utilizaciones aproximadas de los siete periodos con 
CSPF son: 0,95%, 1,2%, 1,18%, 1,15%, 1,27%, 0,87% y 1,7%. 
 
4.8.2. Gráfico de utilización del enlace AlemaniaSuiza con 
LSPDimensioning 
 
Los resultados de la Fig. 4.26 coinciden con la utilización correspondiente a la 
reserva del LSP calculado por el algoritmo LSPDimensioning en función del 
flujo actual y de las dos demandas anteriores de tráfico, medidas cada cinco 
minutos. Las utilizaciones aproximadas de los siete periodos con 
LSPDimensioning son: 0,6%, 1,45%, 1,49%, 1,64%, 1,46%, 1,28% y 3,2%. 
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Figura 4.25. Representación de la utilización con CSPF del enlace AlemaniaSuiza. 
 
 
Figura 4.26. Representación de la utilización con LSPDimensioning del enlace 
AlemaniaSuiza. 
4.8.3. Conclusiones de las pruebas con LSPDimensioning 
 
Comparando los resultados de utilización en el gráfico de la Fig. 4.27 podemos 
ver que aunque en la primera ventana de redimensionamiento el algoritmo 
LSPDimensioning realiza una reserva inferior a la demanda real, en el resto de 
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ventanas de redimensionamiento realiza siempre reservas de tráfico por 
encima de la demanda real. Específicamente, en la ventana de las 12:40 h 
dónde se realiza un incremento considerable de la demanda de tráfico, el 
algoritmo LSPDimensioning reacciona realizando una reserva muy por encima 
del tráfico demandado, casi del doble. 
 
Por esto podemos deducir que el algoritmo LSPDimensioning es adecuado 
para garantizar el QoS de un enlace LSP porque prevé con anterioridad las 
fluctuaciones de tráfico. Y aunque es menos óptimo que utilizar CSPF para 
encaminar tráfico, siempre será más eficiente tener un LSP que se adapte al 
tráfico real con LSPDimensioning que no tener reservado permanentemente 
todo el ancho de banda requerido por un cliente.  
 
 
 
Figura 4.27. Comparativa de utilización CSPF y LSPDimensioning. 
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CAPÍTULO 5. CONCLUSIONES Y LÍNEAS FUTURAS 
 
5.1. Conclusiones 
 
Al inicio de este trabajo se planteó la simulación de diferentes algoritmos de 
enrutamiento con datos de topología y tráfico de redes reales. Aunque en un 
principio analizamos las topologías de RedIRIS y GÉANT, sólo se pudo obtener 
los datos de tráfico referentes a GÉANT y por esto ha sido la red escogida para 
realizar las pruebas. 
 
Con este objetivo primero analizamos el funcionamiento del programa Totem, 
estudiando los elementos de las simulaciones, las estadísticas que podemos 
obtener de la red y su representación mediante el uso de charts.  
 
A continuación hemos realizado un estudio de los algoritmos de red que nos 
permite simular Totem: CSPF, OptDivideTM, SAMCRA, IGP-WO y 
LSPDimensioning. Se han analizado las mejoras ofrecidas por cada algoritmo 
de enrutamiento, así como estudiado su funcionamiento. También hemos visto, 
en el algoritmo IGP-WO, la función de coste Fortz que utilizamos en el análisis 
de las simulaciones para calcular el coste global de encaminar todo el tráfico en 
la red. 
 
Con el objetivo de representar en Totem las topologías de RedIRIS y GÉANT, 
hemos realizado pruebas mediante la herramienta looking glass de la web de 
cada entidad, obteniendo los datos de configuración de los nodos y los enlaces 
de la red. También hemos calculado mediante el método de tomogravedad, 
una matriz de tráfico de GÉANT y luego hemos extraído mediante la creación 
de un script, todas las matrices de tomogravedad de una semana entera, 
capturadas cada cinco minutos. 
 
Finalmente, mediante el uso de la topología de GÉANT y la matriz de 
tomogravedad, hemos realizado pruebas para comparar las estadísticas y el 
rendimiento que nos ofrecen las diferentes métricas de los algoritmos de 
enrutamiento. Para ello hemos explicado el cálculo de la entropía, utilizado en 
las pruebas para valorar la dispersión de la utilización de los enlaces. Y 
también hemos calculado el valor de coste Fortz uncap de la matriz de 
tomogravedad para poder normalizar el valor del coste Fortz obtenido en las 
simulaciones. 
 
De las pruebas se deduce que para el algoritmo CSPF, la métrica InvFreeBw 
obtiene mejores resultados de entropía y coste Fortz que las métricas InvCap y 
HopCount, encaminando el tráfico con menor utilización y coste general para la 
red. Esto se debe a que es la única métrica que se adapta a las dinámicas de 
tráfico de la red. 
 
En el algoritmo IGP-WO observamos que aun teniendo una utilización máxima 
mayor que CSPFInvFreeBw, IGP-WO obtiene valores más favorables de 
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entropía y coste Fortz, optimizando mejor la utilización de la red respecto la 
matriz de tráfico. Esto ocurre sólo cuando el peso máxima establecido con IGP-
WO es menor de 250. 
 
Para el algoritmo OptDivideTM se obtienen los  resultados más beneficiosos 
con la función objetivo NonLinearFortz, con valores de entropía y coste Fortz 
cercanos a los de IGP-WO, pero sin mejorarlos. Estos resultados similares se 
deben en parte a que ambos algoritmos requieren de una matriz de tráfico 
previa al encaminamiento. También comprobamos que OptDivideTM mejora su 
optimización conforme se aumenta las divisiones de la matriz de tráfico.  
 
En las simulaciones con el algoritmo SAMCRA, al realizar el encaminamiento 
respecto tres restricciones simultáneamente (métrica IGP, métrica IGP-WO y 
saltos) no obtenemos lógicamente mejoras de rendimiento. Comprobamos que 
obtenemos los mejores resultados aplicando sólo la restricción de métrica IGP-
WO, y que aplicando las tres restricciones simultáneamente no se produce una 
pérdida significativa de la optimización del encaminamiento. 
 
El caso del algoritmo LSPDimensioning no puede compararse con el resto 
porque a diferencia de estos, LSPDimensioning sólo actúa sobre un camino y 
no sobre toda la red. De las pruebas hemos podido deducir que es un algoritmo 
adecuado para garantizar la calidad de servicio de un LSP porque prevé las 
fluctuaciones de tráfico, y que es más adecuado realizar un aprovisionamiento 
de ancho de banda adaptado al tráfico con LSPDimensioning que no reservar 
todo el ancho de banda contratado por un cliente. 
 
5.2. Líneas futuras 
 
La documentación realizada en este trabajo, tanto la referente al 
funcionamiento del programa Totem como la definición de las topologías 
RedIRIS y GÉANT, puede ser utilizada para futuros estudios de estas y otras 
redes, basados en Totem. Además, los parámetros de análisis utilizados en las 
simulaciones pueden servir como punto de partida para el estudio de otros 
algoritmos de enrutamiento, que por razones de topología u otros motivos no 
han podido simularse (por ejemplo, CBGP) 
 
Todo el trabajo realizado en este documento también puede utilizarse en la 
docencia, para dar material de estudio y prácticas en asignaturas referentes a 
redes de transporte e ingeniería de tráfico. 
 
Respecto al impacto medioambiental, este trabajo no hace referencia directa a 
él, pero con el establecimiento de políticas de enrutamiento que reduzcan la 
utilización en redes funcionales, reducirán la reserva de recursos con el 
consiguiente ahorro de energía. 
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GLOSARIO 
 
 
ARIMA Autoregressive Integrated Moving Average 
CSPF Constrained Shortest Path First 
ECM Error Cuadrático Medio 
ECMP Equal Cost Multipath 
ERO Explicit Route Object 
IGP Internal Gateway Protocol 
IGP-WO Internal Gateway Protocol Weight Optimization 
InvCap Inverse Capacity 
IP Internet Protocol 
IS-IS Intermediate System to Intermediate System 
LSP Label Switched Path 
LSPDimensioning Label Switched Path Dimensioning 
LSR Label Switched Router 
MCP Mixed Complementary Problem (complementariedad mixta) 
MinHop Minimum Hop 
MPLS Multi Protocol Label Switching 
MSE Mean Squared Error 
NLFortz Non Linear Fortz 
OC Optical Carrier 
OptDivideTM Optimal Divide of Traffic Matrix 
OSPF Open Shortest Path First 
QoS Quality of Service 
RedIRIS Red Interconexión de Recursos InformáticoS 
RSVP Resource Reservation Protocol 
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SAMCRA Self Adaptive Multi-Constrained Routing Algorithm 
SLA Service Level Agreement 
SPF Shortest Path First 
STM Synchronous Transport Module 
TED Traffic Engineering Database 
Totem Toolbox for Traffic Engineering Methods 
WMeanDelay Weighted Mean Delay 
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ANEXOS 
A.1. Ampliación de teoría 
 
A.1.1. Introducción 
 
En esta sección del Anexo se presenta información adicional de la teoría del 
trabajo, necesaria para entender los algoritmos de enrutamiento, pero que por 
extensión no hemos podido incluir en la parte principal del trabajo. 
 
A.1.1. Estadísticas de utilización 
 
Para poder visualizar mejor los resultados obtenidos, Totem nos permite 
trabajar con gráficos para almacenar información relativa a los enlaces y 
representarla fácilmente. Podemos acceder a ellos mediante la interfaz gráfica 
o en escenarios. El uso de gráficos se compone de tres fases: crear el gráfico, 
agregar las series de datos y representarlos. 
A.1.1.1. Creación de Gráficos 
 
 
Figura A.1. Menú de creación de Charts. 
Para crear un gráfico debemos acceder a “Chartsnew chart…”. Indicamos un 
identificador del gráfico y especificamos los tipos de datos que queremos 
recolectar: 
 
 LinksLoadDataCollector: guardar la carga de cada enlace calculado 
mediante el algoritmo del camino más corto. Se utilizará con los 
algoritmos que necesiten cargar una matriz de tráfico. 
 LinksReservedBWDataCollector: permite guardar el ancho de banda 
reservado de los enlaces. Se utilizará con los algoritmos que trabajen 
con LSPs y por tanto realicen reserva de ancho de banda. 
Además podemos establecer los siguientes parámetros: 
 
 asId: identificador del dominio del cual queremos recolectar la 
información. Si no se define usa el dominio por defecto. 
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 absoluteLoad: indica si la carga debe ser tomada o no como relativa, con 
el valor true o false. Si no se define, por defecto se usa la carga relativa 
(carga absoluta/capacidad). 
 
A.1.1.2. Agregación de series 
 
Una vez creado el gráfico, debemos ejecutar el algoritmo deseado para poder 
recoger sus datos mediante la agregación de series. Podemos ejecutar 
diferentes algoritmos para guardar sus datos en series diferentes y finalmente 
poder compararlas. 
 
Si los datos del gráfico son del tipo LinksReservedBWDataCollector solo 
debemos indicar el identificador de la serie. Si son del tipo 
LinksLoadDataCollector podemos definir hasta cuatro parámetros de los datos 
que queremos capturar: 
 
 tmId: identificador de la matriz de tráfico. A falta de un identificador 
utilizará la matriz por defecto. 
 strategy: estrategia del enrutamiento IGP. Si no se define por defecto 
utiliza la estrategia SPF. 
 routingAlgo: algoritmo de enrutamiento. Si no se define ninguno por 
defecto utiliza el algoritmo CSPF. 
 ECMP: indica si está o no habilitado la función de equal cost multi-path. 
Si no se define por defecto está deshabilitado. 
A.1.1.3. Representación de gráficos 
 
Finalmente podemos representar los resultados accediendo al menú “Charts 
Chart_name Plot..”. Con el uso de escenarios podemos guardar los 
resultados como una imagen JPG, PNG o EPS. Además podemos definir los 
parámetros title, xAxisTitle, yAxisTitle, width y height. El último elemento que 
debemos indicar es el plotter, el cual corresponde al tipo de representación que 
queremos a la salida. Este puede ser de tres tipos: 
 
 LoadIntervalChartPlotter: Tiene dos parámetros opcionales, maxValue y 
nb-Interval, por defecto son 1 y 10. Representa mediante barras los 
valores correspondientes a los conjuntos de datos de cada intervalo. 
 DecreasingLineChartPlotter: representa los datos de mayor a menor 
mediantes una línea decreciente. 
 LoadChartPlotter: esta representación crea una barra una barra para 
cada enlace indicando su carga. El eje x representa los enlaces y el eje 
y la carga (absoluta o relativa). Podemos indicar dos parámetros, asid 
(dominio del cual mostramos los datos) y allLinks, este último por 
defecto es false. Dependiendo del valor de allLinks obtenemos dos tipos 
de representaciones: 
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o True: se muestra la carga de todos los enlaces. En este caso, se 
da el nombre del algoritmo usado para mostrar las cargas. 
Además, se mostrará una leyenda. 
 
o False: se muestra sólo una estadística acerca de la carga de los 
enlaces. En este caso, se da el nombre de los enlaces para 
mostrar las cargas. 
A.1.2. Meta código del algoritmo SAMCRA 
 
Previamente hemos visto los cuatro conceptos para obtener un algoritmo, 
eficiente y exacto, de enrutamiento QoS: definición no-lineal del camino, 
algoritmo del camino k-más corto, caminos dominados y concepto de look-
ahead. Los tres primeros conceptos están implementados en SAMCRA versión 
1. Para incluir el cuarto concepto de look-ahead se propone una segunda 
versión de SAMCRA, a la que se llama solamente SAMCRA. 
 
El meta código de SAMCRA está compuesto por una rutina principal llamada 
SAMCRA y tres subrutinas correspondientes a la fase de inicialización, la 
factibilidad y la actualización de la cola. A continuación describimos cada una 
de las rutinas. 
A.1.2.1. Subrutina de la fase de inicialización 
 
La subrutina INITIALIZE Figura A.2 inicializa los parámetros necesarios para el 
algoritmo principal y calcula la información de look-ahead.  
 
                    
Figura A.2. Meta código de la fase de inicialización. 
 
Las líneas 1 y 2 establecen a cero el número de caminos guardados (counter) 
en cada nodo. Maxlength se refiere a la longitud máxima que un (sub)camino 
puede tener. Los caminos con length > maxlength pueden ser descartados, 
porque o bien no cumplen las restricciones o son más largos que un camino 
encontrado extremo-a-extremo. El valor de maxlength se establece a 1.0 en la 
línea 3, correspondiendo a los valores de las restricciones. 
 
INITIALIZE (G, m, A, B) 
1     para cada      
2          counter[v]   0  
3    maxlength  1.0 
4     para i = 1, …, m 
5          DIJKSTRA (G, A, B, i)              
  
6          si         
    maxlength 
7               maxlength          
   
8     queue Q   0 
9     counter[A]  counter[A]+1 
10  INSERT (Q, A, counter[A], NIL, l(  (A))) 
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En la línea 5 se calculan los límites menores b de look-ahead con la función 
Dijkstra (G, A, B, i). Esta función encuentra para cada medida individual i de 
QoS los límites menores bi(n) de cualquier nodo n Є N al nodo de destino B.  
Una forma eficiente de realizarlo es calcular, para cada medida i, un árbol de 
ruta más corta con el algoritmo Dijkstra del destino B a todos los otros nodos. 
Además, para cada medida i, guardamos los caminos más cortos de A a B.  
 
Para cada uno de estos m caminos más cortos, la línea 6 calcula la longitud 
2.25 y comprueba si uno de ellos tiene una longitud menor que maxlength. Si 
esto ocurre, en la línea 7, se actualiza maxlength con el nuevo valor mínimo, 
porque si aun tenemos un camino con longitud < 1.0, no tiene sentido evaluar 
caminos con una longitud mayor. Finalmente, en la línea 10 se inserta el nodo 
fuente A en la cola (Q), para que el meta código principal SAMCRA pueda 
empezar su ejecución con éste nodo fuente A. 
A.1.2.2. Subrutina de factibilidad 
 
La subrutina FEASIBILITY Figura A.3 comprueba si los caminos dominan entre 
sí o contravienen el valor de maxlength. 
 
 
Figura A.3. Meta código de la subrutina de factibilidad. 
 
Un (sub)camino u[i] se refiere al camino i que está guardado en u. El vector 
d(u[i]) representa un vector de peso del sub-camino w(Pa->u). 
 
La subrutina FEASIBILITY amplia el camino i en el nodo u hacia el nodo vecino 
v, hasta un máximo de nodos correspondiente al valor de counter[v]. El vector 
de peso de este camino extendido equivale a d[u[i]] + w(u->v). 
 
Para cada uno de los sub-caminos v[j] del counter[v] guardados en el nodo v 
(líneas 2-3), el vector de peso del camino d[v[j]] se resta de d[u[i]] + w(u->v) 
para verificar si el vector resultante es un vector adecuado del peso del enlace. 
Si todos los componentes del vector resultante de la diferencia son no-
positivos, entonces el sub-camino v[j] está dominado por el camino extendido. 
La línea 3 también comprueba si el sub-camino v[j] sobrepasa el valor de 
maxlength. Si el sub-camino v[j] excede el valor maxlength o también está 
dominado, no necesita volver a ser considerado y se marca en negro en la 
línea 4. Cuándo se marca un camino en negro quiere decir que se ha quedado 
obsoleto y debe ser remplazado por un camino nuevo. 
 
FEASIBILITY (G, u, i, v, counter, d, w, maxlength) 
1     dominated  0 
2     para j = 1, …, counter[v] 
3         si                                                                                                             
4                 BLACK 
5          sino si                                       
6              dominated  1 
7     retornar dominated 
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En la línea 5 se comprueba si el mismo camino extendido está dominado por 
un sub-camino v[j]. Si es así, se etiqueta como “dominado”.  
A.1.2.3. Subrutina de actualización de la cola 
 
La subrutina UPDATEQUEUE tiene la tarea de actualizar la cola Q con el 
nuevo camino extendido de u[i] al nodo v. 
 
         
Figura A.4. Meta código de la subrutina de actualización de cola. 
 
Las líneas 1 y 2 comprueban si existe algún camino marcado en negro con un 
valor de longitud prevista (predicted_length) más largo que el nuevo camino 
extendido. Si es así, en las líneas 3 a 5, se remplaza el camino negro v[j] con el 
camino extendido.  
 
La línea 3 decrece el valor predicted_length del sub-camino v[j] con el valor 
predicted_length más pequeño del camino extendido y actualiza el vector de 
peso del camino (línea 4) y la lista previa (línea 5). 
 
Si la cola Q se actualiza a través de la clave de disminución en las líneas 3 a 5, 
la subrutina UPDATEQUEUE se para en la línea 6 y vuelve al algoritmo 
principal. Sin embargo, si las líneas 1-6 fallan y no se pueden reemplazar 
caminos marcados en negro (en la anterior subrutina si excedían el valor 
maxlength o estaban dominados), entonces el camino extendido se inserta en 
la cola (líneas 7 a 10).  
 
A.1.2.4. Rutina principal de SAMCRA 
 
El algoritmo principal Figura A.5 empieza con la ejecución de la subrutina 
INITIALIZE (línea 1). Previendo que la cola Q no está vacía (de otra manera no 
hay un camino factible), en la línea 3 la función EXTRACT-MIN selecciona la 
longitud mínima de camino en la cola Q y devuelve u[i], es decir, el K-camino 
Pa->u guardado en la cola en el nodo u. 
 
Con estos números y la lista previa π, se puede reconstruir el camino entero 
dando marcha atrás. En la línea 4, el camino extraído se marca en gris. Si el 
UPDATEQUEUE (Q, u, i, v, j, d, w,  , counter[ ], predicted_length) 
1     para j = 1, …, counter[v] 
2          si (     = BLACK Y                    > predicted_length) 
3        DECREASE-KEY (Q, v, j, predicted_length) 
4                                       
5                         
6          fin 
7    counter[ ]   counter[ ] + 1 
8   INSERT (Q, v, counter[ ], predicted_length) 
9                                             
10                           
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nodo u, correspondiente al camino extraído u[i], es igual al destino B, entonces 
el algoritmo devuelve este camino más corto cómo la solución. Si u ≠ B, en la 
línea 8 se inicia el proceso de escaneo. 
 
La línea 8 describe como el K-camino hasta el nodo u se extiende hacia su 
nodo vecino v, excepto para el nodo previo de donde viene. El nodo previo del 
el camino u[i] se guarda en la lista previa π. El volver a este nodo previo induce 
a bucles, los cuales se deben evitar. 
 
 
Figura A.5. Meta código de la rutina principal de SAMCRA. 
 
Cómo los pesos de los enlaces son no-negativos, los caminos que tienen un 
bucle siempre son dominados por caminos sin bucles. Esta propiedad nos 
ahorra el consumo de tiempo de guardar y escanear el camino entero u[i] para 
evitar bucles.  
 
La línea 9 llama a la subrutina FEASIBILITY para comprobar si todos los 
caminos guardados en el nodo v son no-dominados y tienen una longitud 
menor que el valor de maxlength. FEASIBILITY también comprueba si el nuevo 
camino extendido no está dominado por caminos guardados previamente en el 
nodo v.  
 
En la línea 10, se calcula la longitud del vector previsto de peso del camino 
extremo-a-extremo (compuesto por el vector real de peso del sub-camino de A 
a v, más el vector de limite más bajo de v a d).  
 
La línea 11 comprueba si el nuevo camino extendido es no-dominado y tiene 
una longitud prevista menor que la longitud máxima (predicted_length ≤ 
maxlength). Si es así, este camino se puede guardar, actualizando la cola en la 
línea 12. Además, si se eliminan los caminos para los cuales la longitud 
prevista es mayor que la longitud máxima  (predicted_length > maxlength), el 
espacio de búsqueda queda reducido cómo consecuencia de la aplicación del 
concepto de look-ahead. Finalmente, en las líneas 13-14 se actualiza si es 
necesario el valor de la longitud máxima (maxlength). 
SAMCRA (G, m, A, B, L) 
1     INITIALIZE (G, m, A, B)      
2     mientras (     ) 
3        EXTRACT-MIN ( )        
4                 GREY 
5           si (    ) 
6                STOP   retornar camino 
7          sino 
8              para cada                         
9                  FEASIBILITY (G, u, i, v, counter, d, w, maxlength)   dominated 
10                 predicted_length                                 
11                 si (predicted_length   maxlength  Y  dominated   1) 
12                      UPDATEQUEUE (Q, u, i, v, j, d, w,  , counter[ ], predicted_length) 
13                       si (      Y  predicted_length < maxlength) 
14                            maxlength  predicted_length 
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A.1.7. Matriz de tráfico real GÉANT 
 
Matriz de tráfico capturada el 18 de Marzo de 2014 a las 16:00 h con la 
herramienta de monitorización Cacti de la web de GÉANT. 
 
No se incluyen los enlaces que no tienen tráfico o que no están incluidos en 
nuestra topología. Indicamos para cada conexión las velocidades de entrada y 
salida e indicamos la captura de pantalla del looking glass de GÉANT [16] 
donde se muestra la medida realizada. Estas capturas del looking glass pueden 
consultarse en los documentos adicionales de este trabajo.  
 
Enlace Origen-Destino Inbound 
(Mbps) 
Outbound 
(Mbps) 
Captura de 
looking 
glass 
AMS-BRU Holanda-Bélgica 882 506 2 
AMS-COP  Holanda-Dinamarca 364 528 3 
AMS-FRA Holanda-Alemania 20 Gbps 
(20480) 
17 Gbps 
(17408) 
4 
AMS-LON Holanda-
Reino_Unido 
10,38 Gbps 
(10629) 
14,35 Gbps 
(14694)  
5 
ATH-MIL2 Grecia-Italia 1,51 Gbps 
(1546) 
2,9 Gbps 
(2969) 
8 
ATH-VIE Grecia-Austria 3,5 Gbps 
(3584) 
3,48 Gbps 
(3563) 
12 
BRU-LON Bélgica-
Reino_Unido 
348 1,61 Gbps 
(1648) 
14 
BUC-BUD  Rumania-Hungría 712 1,78 Gbps 
(1822) 
15 
BUC-VIE Rumania-Austria 762 458 16 
BUD-LJU Hungría-Eslovenia 6 5 19 
BUD-SOF Hungría-Bulgaria 124 80 20 
BUD-ZAG Hungría-Croacia 6 40 21 
COP-FRA Dinamarca-
Alemania 
1,61 Gbps 
(1648) 
1,81  Gbps 
(1853) 
23 
COP-TAL  Dinamarca-Estonia 1,56 Gbps 
(1597) 
1,93 Gbps 
(1976) 
25 
DUB-LON Irlanda-
Reino_Unido 
1,03 Gbps 
(1054) 
799 27 
FRA-GEN Alemania-Suiza 22,32 Gbps 
(22855) 
23,97 Gbps 
(24545) 
31 
FRA-POZ Alemania-Polonia 7,37 Gbps 
(7546) 
3,86 Gbps 
(3952) 
34 
FRA-PRA Alemania-
Rep.Checa 
15,43 Gbps 
(15800) 
3,47 Gbps 
(3553) 
35 
GEN-MAD Suiza-España 3,04 Gbps 
(3112) 
8,92 Gbps 
(9134) 
36 
GEN-MIL Suiza-Italia 11,7 Gbps 
(11980) 
10,11 Gbps 
(10352) 
37 
GEN-PAR Suiza-Francia 3,1 Gbps 13,62 Gbps 38 
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(3174) (13946) 
KAU-POZ Lituania-Polonia 2,57 Gbps 
(2631) 
1,42 Gbps 
(1454) 
40 
KAU-RIG Lituania-Letonia 63 382 41 
LIS-LON Portugal-
Reino_Unido 
1,55 Gbps 
(1587) 
621 43 
LIS-MAD Portugal-España 4,31 Gbps 
(4413) 
1,37 Gbps 
(1402) 
44 
LJU-VIE Eslovenia-Austria 4,33 Gbps 
(4433) 
3,41 Gbps 
(3491) 
46 
LJU-ZAG Eslovenia-Croacia 4 3 47 
LON-PAR Reino_Unido-
Francia 
6,88 Gbps 
(7045) 
6,11 Gbps 
(6256) 
49 
MAD-PAR España-Francia 2,82 Gbps 
(2887) 
920 53 
MIL2-VIE Italia-Austria 2,81 Gbps 
(2877) 
5,83 Gbps 
(5969) 
54 
RIG-TAL Letonia-Estonia 9 3 58 
SOF-VIE Bulgaria-Austria 17 43 59 
VIE-ZAG Austria-Croacia 2,4 Gbps 
(2457) 
597 62 
Tabla A.21. Relación de velocidad de los enlaces con su captura correspondiente. 
Finalmente, con estas cargas de los enlaces, hemos creado la matriz de tráfico 
definida en el archivo “Matriz Trafico Real Geant.xml”. 
 
Realizando el encaminamiento de esta matriz con un algoritmo simple cómo 
CSPF, obtenemos el siguiente mapa de reservas. 
 
 
Figura A.17. Utilización ofrecida por la “Matriz Tráfico Real Geant.xml” en GÉANT. 
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A.1.8. Cálculo de la matriz de tomogravedad 
 
Para poder calcular la matriz de tomogravedad, primero debemos obtener los 
elementos siguientes: matriz de encaminamiento (routing), matriz de gravedad, 
vector de pesos y la matriz original. 
A.1.8.1.Matriz de encaminamiento (enlaces x nodos2) 
 
En total tenemos 66 enlaces. Las rutas de los enlaces son (extraídas con 
Totem mediante enrutamiento CSPF): 
 
Enlace ORIG.mx1en-Destino RUTA 
AMS-BRU Holanda-Bélgica Paises_bajos > Bélgica 
BRU-AMS   Bélgica > Paises_bajos 
AMS-COP  Holanda-Dinamarca Paises_bajos > Dinamarca 
COP-AMS   Dinamarca > Paises_bajos 
AMS-FRA Holanda-Alemania Paises_bajos > Alemania  
FRA-AMS   Alemania > Paises_bajos 
AMS-LON Holanda-Reino_Unido Paises_bajos > Reino_Unido 
LON-AMS   Reino_Unido > Paises_bajos 
ATH-MIL Grecia-Italia Grecia > Italia 
MIL-ATH   Italia > Grecia 
ATH-VIE Grecia-Austria Grecia > Austria 
VIE-ATH   Austria > Grecia 
BRU-LON Bélgica-Reino_Unido Bélgica > Reino_Unido 
LON-BRU   Reino_Unido > Bélgica 
BUC-BUD  Rumania-Hungría Rumania > Hungría 
BUD-BUC   Hungría > Rumania 
BUC-VIE Rumania-Austria Rumania > Hungría > Austria 
VIE-BUC   Austria > Hungría > Rumania 
BUD-LJU.mx1 Hungria-Eslovenia.mx1 Hungría > Eslovenia.mx2 > Eslovenia.mx1 
LJU.mx1-BUD   Eslovenia.mx1 > Eslovenia.mx2 > Hungría 
BUD-SOF Hungría-Bulgaria Hungría > Bulgaria 
SOF-BUD   Bulgaria > Hungría 
BUD-ZAG.mx1 Hungria-Croacia.mx1 Hungría > Croacia.mx1 
ZAG.mx1-BUD   Croacia.mx1 > Hungría 
COP-FRA Dinamarca-Alemania Dinamarca > Alemania 
FRA-COP   Alemania > Dinamarca 
COP-TAL.mx1  Dinamarca-Estonia.mx1 Dinamarca > Estonia.mx1 
TAL.mx1-COP   Estonia.mx1 > Dinamarca 
DUB-LON Irlanda-Reino_Unido Irlanda > Reino_Unido 
LON-DUB   Reino_Unido > Irlanda 
FRA-GEN Alemania-Suiza Alemania > Suiza 
GEN-FRA   Suiza > Alemania 
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FRA-POZ Alemania-Polonia Alemania > Polonia 
POZ-FRA   Polonia > Alemania 
FRA-PRA Alemania-Rep.Checa Alemania > Rep.Checa 
PRA-FRA   Rep.Checa > Alemania 
GEN-MAD Suiza-España Suiza > España 
MAD-GEN   España > Suiza 
GEN-MIL Suiza-Italia Suiza > Italia 
MIL-GEN   Italia > Suiza 
GEN-PAR Suiza-Francia Suiza > Francia 
PAR-GEN   Francia > Suiza 
KAU.mx1-POZ Lituania.mx1-Polonia 
Lituania.mx1 > Lituania.mx2 > Polonia 
POZ-KAU.mx1   Polonia > Lituania.mx2 > Lituania.mx1 
KAU.mx1-RIG.mx1 Lituania.mx1-Letonia.mx1 
Lituania.mx1 > Letonia.mx2 > Letonia.mx1 
RIG.mx1-KAU.mx1   
Letonia.mx1 > Letonia.mx2 > Lituania.mx1 
LIS.mx1-LON Portugal.mx1-Reino_Unido Portugal.mx1 > Reino_Unido 
LON-LIS.mx1   Reino_Unido > Portugal.mx1 
LIS.mx1-MAD Portugal.mx1-España Portugal.mx1 > Reino_Unido > Francia > 
España 
MAD-LIS.mx1   España > Francia > Reino_Unido > 
Portugal.mx1 
LJU.mx1-VIE Eslovenia.mx1-Austria Eslovenia.mx1 > Austria 
VIE-LJU.mx1   Austria > Eslovenia.mx1 
LJU.mx1-ZAG.mx1 Eslovenia.mx1-
Croacia.mx1 
Eslovenia.mx1 > Eslovenia.mx2 > Hungría > 
Croacia.mx1 
ZAG.mx1-LJU.mx1   Croacia.mx1 > Hungría > Eslovenia.mx2 > 
Eslovenia.mx1 
LON-PAR Reino_Unido-Francia Reino_Unido > Francia 
PAR-LON   Francia > Reino_Unido 
MAD-PAR España-Francia España > Francia 
PAR-MAD   Francia > España 
MIL-VIE Italia-Austria Italia > Austria 
VIE-MIL   Austria > Italia 
RIG.mx1-TAL.mx1 Letonia.mx1-Estonia.mx1 
Letonia.mx1 > Estonia.mx2 > Estonia.mx1 
TAL.mx1-RIG.mx1   
Estonia.mx1 > Estonia.mx2 > Letonia.mx1 
SOF-VIE Bulgaria-Austria Bulgaria > Hungría > Austria 
VIE-SOF   Austria > Hungría > Bulgaria 
VIE-ZAG.mx1 Austria-Croacia.mx1 Austria > Hungría > Croacia.mx1 
ZAG.mx1-VIE   Croacia.mx1 > Hungría > Austria 
Tabla A.22. Relación de enlaces con las rutas que siguen. 
 
Tenemos un total de 29 nodos.  Aplicando las rutas de los enlaces, creamos 
una matriz de 66x292, almacenada en el archivo “matriz encaminamiento 
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v2.xls”, indicando 1 si la ruta utiliza el enlace indicado, cómo podemos ver en la 
muestra de la siguiente Figura A.18. 
A.1.8.2.Calcular la matriz de gravedad 
 
Disponemos de la matriz de tráfico real de 29x29, extraída mediante Cacti, en 
el archivo “Matriz de trafico real y gravedad.xlsx” y que podemos ver en la 
Figura A.19. 
 
De esta matriz extraemos la siguiente tabla A.23 del tráfico total entrante y 
saliente en cada nodo. 
 
Nodo Tin Tout Nodo Tin Tout 
AMS 32355 33136 GEN 42811 56287 
BRU 854 2530 POZ 5406 10177 
COP 3773 4193 PRA 3553 15800 
FRA 65462 54178 MAD 13423 8445 
LON 24807 18908 MIL 16198 19495 
ATH 5130 6532 PAR 21122 13106 
LIS.mx2 0 0 KAU.mx1 2694 1836 
VIE 15981 12270 RIG.mx1 391 66 
BUC 1474 2280 LIS.mx1 5034 2023 
BUD 1958 837 LJU.mx2 0 0 
LJU.mx1 4442 3500 KAU.mx2 0 0 
SOF 97 167 TAL.mx2 0 0 
ZAG.mx1 640 2467 ZAG.mx2 0 0 
TAL.mx1 1979 1606 RIG.mx2 0 0 
DUB 1054 799 Ttotal 238283 237502 
Tabla A.23. Tabla de tráficos totales entrantes y salientes. 
 
Con estos datos extraemos la matriz de gravedad aplicando la siguiente 
ecuación: 
 
TAB= ToutA*TinB / Ttotal                (A.1) 
 
Siendo en nuestro caso el valor de Ttotal 238283 ya que es el valor más alto de 
los dos valores de tráfico total encontrado (T in total y Tout total). 
 
Obtenemos la matriz de gravedad de la Figura A.20, almacenada en el archivo 
“Matriz de gravedad.xls”. 
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Figura A.18. Matriz de encaminamiento. 
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Figura A.19. Matriz de tráfico real. 
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 Figura A.20. Matriz de gravedad. 
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A.1.8.3. Vector de pesos 
 
El vector de pesos corresponde a la métrica IGP de cada enlace, extraída de 
datos reales mediante las pruebas de looking glass. En este caso nos queda un 
vector de dimensiones 841x1 (N2x1). Se encuentra en el archivo “vector de 
pesos.xlsx”. En la Figura A.21 vemos una muestra de este vector. 
 
 
Figura A.21. Vector de pesos. 
A.1.8.4. Código Matlab 
 
Importamos todos estos valores a Matlab como matrices y nos quedan las 
siguientes variables: 
 Matrizdegravedad [29,29]. 
 Matrizdetrficoreal [29,29]. 
 Matrizencaminamientov2 [66,841]. 
 Vectorpesos2 [1,841]. 
 
Con estas variables aplicamos el siguiente código: 
 
                     
Figura A.22. Código Matlab para calcular la matriz de tomogravedad. 
A.1.8.5. Matriz de tomogravedad obtenida 
 
Finalmente el valor de t corresponde a la matriz de tomogravedad calculada, la 
cual hemos extraído y almacenado en el archivo “Matriz de 
tomogravedad.xlsx”, como podemos ver en la Figura A.23. 
 
tg=reshape(Matrizdegravedad,81,1); 
A=Matrizencaminamientov2 
w=reshape(vectorpesos2,841,1) 
x=A*reshape(Matrizdetrficoreal,841,1) 
xw=x-A*tg; 
[r,c]=size(A); 
Aw=A.*repmat(w’,r,1); 
tw=pinv(full(Aw))*xw; 
t=tg+w.*tw; 
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 Figura A.23. Muestra de la matriz de tomogravedad. 
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Traspasamos la matriz de tomogravedad de la Figura A.23 al formato de 
matrices Totem en el archivo “Matriz Tomogravedad Geant - Totem.xml”, el 
cual podemos ver a continuación encaminado con el algoritmo CSPF. 
 
 
Figura A.24. Mapa de la utilización ofrecida por la matriz de tomogravedad en GÉANT. 
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A.2. Ampliación de las pruebas 
 
A.2.1. Introducción 
 
En esta sección del anexo incluimos información adicional necesaria para 
entender el funcionamiento y los resultados de las pruebas, pero que por 
extensión no hemos podido incluir en el cuerpo principal del trabajo. 
 
A.2.2. Escenarios simples 
 
El programa Totem nos ofrece la posibilidad de simular escenarios 
directamente desde la línea de comandos, sin necesidad de acceder al entorno 
gráfico. Esto nos permite visualizar los resultados rápidamente. Podemos ver 
una descripción del uso de la línea de comandos en el apartado A.7. del Anexo. 
 
A continuación vamos a definir los escenarios utilizados para simular cada 
algoritmo. Algunas métricas no se pueden definir en los escenarios, por lo que 
deberán simularse desde el entorno gráfico. 
 
A.2.2.1. CSPF 
 
El algoritmo CSPF nos permite crear el escenario automáticamente desde la 
línea de comandos, generando un escenario totalmente mallado e indicando 
los archivos de escenario, topología, matriz de tráfico y algoritmo de 
enrutamiento. En la siguiente Figura A.25 podemos ver el comando utilizado. 
 
 
 
Figura A.25. Comando Totem para crear un escenario CSPF mallado. 
 
Así obtenemos un escenario totalmente mallado con las cargas 
correspondientes a la matriz de tráfico de tomogravedad y encaminado con el 
algoritmo CSPF. Para crear el escenario correspondiente al resto de métricas 
sólo deberemos ejecutar este mismo comando cambiando el valor CSPF por 
CSPFInvFreeBw, CSPFTEMetric, CSPFHopCount y CSPFInvCap. 
 
Finalmente sólo debemos ejecutar el escenario creado desde la línea de 
comandos para visualizar los resultados de utilización. 
 
A.2.2.2. IGP-WO 
 
El algoritmo IGP-WO funciona modificando la métrica IGP para optimizar el 
enrutamiento de una matriz de tráfico dada. Por esto, el escenario se ejecuta 
siguiendo los siguientes pasos: primero se carga la topología y matriz de 
    er     t      totem$ ./totem.sh –gs fullmesh –f 
escenarios/EscenarioGEANTtomogCSPF.xml –d misejemplos/topologiaGEANT.xml –t 
misejemplos/MatrizTomogravedadGeantTotem.xml –m CSPF 
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tráfico, se ejecuta el algoritmo IGP-WO indicando el número de iteraciones 
utilizadas en la búsqueda local heurística, el peso máximo y la matriz de tráfico; 
con el objetivo de recalcular los pesos de la métrica TE. Finalmente 
encaminamos la matriz de tráfico utilizando el algoritmo CSPF con la métrica 
TE para obtener los datos de utilización. El programa Totem siempre utiliza la 
función de coste definida en la ecuación 2.23 del apartado 2.3.2 de este 
trabajo. 
 
 
 
Figura A.26. Escenario utilizado para simular IGP-WO. 
 
A.2.2.3. OptDivideTM 
 
Para calcular el rendimiento del algoritmo OptDivideTM aplicamos el siguiente 
escenario cambiando el valor de objectiveFunction por MeanDelay o 
WMeanDelay. Las métricas MinHop, InvCap Y NonLinearFortz no se pueden 
simular mediante escenarios, por lo que debemos obtener las estadísticas de 
utilización desde el entorno gráfico. En la siguiente Figura A.27 podemos ver el 
escenario utilizado. 
 
 
 
Figura A.27. Escenario utilizado para simular OptDivideTM con MeanDelay. 
 
 
 
<?xml version="1.0" encoding="ISO-8859-1"?> 
<scenario 
 xsi:schemaLocation="http://jaxb.model.scenario.totem.run.montefiore.ulg.ac.be 
http://totem.run.montefiore.ulg.ac.be/Schema/Scenario-v1_3.xsd" 
    xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance" 
    xmlns="http://jaxb.model.scenario.totem.run.montefiore.ulg.ac.be"> 
    <loadDomain file="misejemplos/topologiaGEANT.xml" defaultDomain="true"/> 
    <loadTrafficMatrix file="misejemplos/MatrizTomogravedadGeantTotem.xml"/> 
    <optDivideTM N="3" objectiveFunction="MeanDelay" 
establishMultipleFullMesh="false" verbose="false"/> 
    <showLinkLoad perLink="false"/> 
</scenario> 
 
<?xml version="1.0" encoding="ISO-8859-1"?> 
<scenario 
    xsi:schemaLocation="http://jaxb.model.scenario.totem.run.montefiore.ulg.ac.be 
http://totem.run.montefiore.ulg.ac.be/Schema/Scenario-v1_3.xsd" 
    xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance" 
    xmlns="http://jaxb.model.scenario.totem.run.montefiore.ulg.ac.be"> 
 
 
    <loadDomain file="misejemplos/topologiaGEANT.xml" defaultDomain="true"/> 
    <loadTrafficMatrix file="misejemplos/MatrizTomogravedadGeantTotem.xml" 
TMID="0"/> 
    
    <startAlgo name="IGPWO"/> 
 <IGPWOCalculateWeights  nbIter="50" maxPossibleWeight="150"> 
   <trafficMatrix TMID="0"/> 
    </IGPWOCalculateWeights> 
    <echo msg="Información de la carga de los enlaces con los nuevos pesos 
optimizados TE"/> 
    <startAlgo name="CSPFTEMetric" TMID="0" /> 
    <IGPRouting TMID="0" SPFtype="CSPFTEMetric"/> 
    <showLinkLoad perLink="false"/> 
</scenario> 
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A.2.2.4. SAMCRA 
 
El algoritmo SAMCRA funciona creando reservas de LSPs, por tanto, en la 
ejecución del escenario primero debemos iniciar el algoritmo con la métrica que 
queremos utilizar y luego creamos LSPs indicando las restricciones de métricas 
deseadas para XAMCRA. En la siguiente Figura A.28. podemos ver una 
muestra del escenario utilizado. 
 
 
 
Figura A.28. Muestra del escenario utilizado para simular SAMCRA con las tres 
restricciones activas. 
 
 
A.2.2.5. LSPDimensioning 
 
Este algoritmo se encarga de redimensionar un LSP en función de la demanda 
medida durante una ventana de muestreo. Por ello para poder ejecutar el 
algoritmo primero debemos crear uno o más LSPs encaminados con CSPF, 
aplicar el algoritmo LSPDimensioning al LSP deseado y finalmente introducir 
las muestras de cargas (demandas de tráfico) correspondientes al LSP. 
<?xml version="1.0" encoding="ISO-8859-1" standalone="yes"?> 
<scenario    
xsi:schemaLocation="http://jaxb.model.scenario.totem.run.montefiore.ulg.ac.be 
http://totem.run.montefiore.ulg.ac.be/Schema/Scenario-v1_3.xsd 
http://jaxb.model.scenario.ftw.at http://totem.run.montefiore.ulg.ac.be/Schema/FTW-
Scenario-v1_0.xsd" 
    xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance" 
    xmlns="http://jaxb.model.scenario.totem.run.montefiore.ulg.ac.be">  
   <loadDomain file="misejemplos/topologiaGEANT.xml"/>    
   <startAlgo name="XAMCRA"> 
     <param name="ASID">2014</param> 
     <param name="version">SAMCRA</param> 
     <param name="useDelay">true</param> 
     <param name="useMetric">true</param> 
     <param name="useTEMetric">true</param> 
     </startAlgo> 
      <LSPCreation dst="Suiza" src="Alemania" bw="24545.0" lspId="0"> 
           <routingAlgo name="XAMCRA"> 
  <param name="DelayConstraint">70</param> 
  <param name="MetricConstraint">60000</param> 
  <param name="TEMetricConstraint">7</param>  
 </routingAlgo> 
    </LSPCreation> 
... 
<showLinkReservation perLink="false" ASID="2014"/>   
 </scenario> 
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Figura A.29. Muestra del escenario utilizado para simular LSPDimensioning. 
 
 
 
 
 
 
 
 
 
<?xml version="1.0" encoding="ISO-8859-1" standalone="yes"?> 
<scenario 
    xsi:schemaLocation="http://jaxb.model.scenario.totem.run.montefiore.ulg.ac.be 
http://totem.run.montefiore.ulg.ac.be/Schema/Scenario-v1_3.xsd 
http://jaxb.model.scenario.ftw.at http://totem.run.montefiore.ulg.ac.be/Schema/FTW-
Scenario-v1_0.xsd" 
    xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance" 
    xmlns:ftw="http://jaxb.model.scenario.ftw.at" 
    xmlns="http://jaxb.model.scenario.totem.run.montefiore.ulg.ac.be">  
  /*Cargamos el escenario e iniciamos el algoritmo CSPF 
  <loadDomain file="misejemplos/topologiaGEANT.xml"/> 
  <startAlgo name="CSPF"/>   
  /*Creamos todos los LSPs correspondientes a las demandas de tráfico de la matriz de 
tomogravedad 
      <LSPCreation dst="Suiza" src="Alemania" bw="24545.0" lspId="0"> 
        <routingAlgo name="CSPF"/> 
    </LSPCreation> 
... 
/*Iniciamos el algoritmo LSPDimensioning sobre el LSP 0 correspondiente a Alemania--
>Suiza 
    <startAlgo name="LSPDimensioning"> 
    <param name="SLOT_TIME">40</param> /*Duración de una ventana de muestreo en ms 
    <param name="BE_NU">2</param> /*Número de ventanas de muestreo 
    <param name="MS_NU">5</param> /*Numero de muestras de la ventana de muestreo 
    <param name="W">0.5</param> /*Indice de ponderación 
    <param name="PS_TYPE">4</param> /*Prediction Scheme (hay 4 tipos) 
    <param name="DELAY">10</param> /*Limite de retraso en ms 
    <param name="EPSILON">0.0001</param> /*Porcentaje máximo de desviación respecto 
el ancho de banda demandado. 
    <param name="ASID">2014</param> /*Identificador de dominio 
    <param name="LSPID">0</param> /*Identificador del LSP 
  </startAlgo>   
  /*Ahora introducimos las cargas medidas correspondientes a la primera ventana de 
muestreo 
    <ftw:LSPDimensioning> 
    <ftw:loadSample>100.0</ftw:loadSample>      
    <ftw:loadSample>160.4</ftw:loadSample>    
    <ftw:loadSample>130.0</ftw:loadSample> 
     <ftw:loadSample>10.0</ftw:loadSample> 
     <ftw:loadSample>20.14</ftw:loadSample> 
  </ftw:LSPDimensioning>   
  /*Introducimos las cargas de la segunda ventana de muestreo 
    <ftw:LSPDimensioning> 
    <ftw:loadSample>130.0</ftw:loadSample>      
    <ftw:loadSample>10.4</ftw:loadSample>    
    <ftw:loadSample>10.0</ftw:loadSample> 
    <ftw:loadSample>150.0</ftw:loadSample> 
    <ftw:loadSample>200.14</ftw:loadSample> 
  </ftw:LSPDimensioning>   
</scenario> 
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A.2.3. Buscando la matriz con mayor utilización de enlace 
 
El objetivo de las pruebas es simular los algoritmos de red disponibles con los 
datos reales de la topología y las matrices de tráfico de GÉANT para comparar 
su rendimiento y entender que algoritmo acomoda mejor el tráfico de la red. 
Como queremos comparar los resultados, deberemos realizar las simulaciones 
con la misma matriz de tráfico para todos los algoritmos. Puesto que el objetivo 
es evaluar la optimización del tráfico, trabajaremos con la matriz de tráfico que 
ofrece una mayor carga de red, para apreciar mejor los resultados. Por esto, 
primero buscaremos la matriz de tráfico de toda la semana que ofrece una 
mayor utilización de enlace y después utilizaremos esta matriz para realizar 
pruebas con las diferentes métricas de los algoritmos estudiados. 
 
Con el fin de encontrar la matriz de tomogravedad con una mayor utilización de 
enlace, procedemos a representar la utilización máxima de enlace de todas las 
matrices de las 00:00 h a las 23:55 h, para cada día. 
 
 
Figura A.30. Utilización hora a hora Día 23 - GÉANT - CSPF. 
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Figura A.31. Utilización hora a hora Día 24 - GÉANT - CSPF. 
 
Figura A.32. Utilización hora a hora Día 25 - GÉANT - CSPF. 
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Figura A.33. Utilización hora a hora Día 26 - GÉANT - CSPF. 
 
Figura A.34. Utilización hora a hora Día 27 - GÉANT - CSPF. 
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Figura A.35. Utilización hora a hora Día 28 - GÉANT - CSPF. 
 
Figura A.36. Utilización hora a hora Día 29 - GÉANT - CSPF. 
 
La matriz con mayor utilización parece situarse el día 28 entre las 10 y las 13h. 
Para encontrarla vamos a visualizar solamente ese intervalo. 
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Figura A.37. Utilización hora a hora día 28 de 10 a 13 h - GÉANT – CSPF. 
 
 
Observamos en la Figura A.37 que la matriz con una utilización máxima de 
enlace es la correspondiente a la matriz de tráfico del día 28 a las 11:30 h, con 
una utilización aproximada de 57,5% usando el algoritmo CSPF. Esta será la 
matriz de tomogravedad utilizada para realizar las simulaciones. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Experimentación con software de ingeniería de tráfico  90 
   
A.2.4. Cálculo del valor Fortz uncap 
 
En este apartado vamos a realizar el cálculo para obtener el valor Fortz Uncap 
para la red GÉANT y la matriz de tomogravedad del día 28/05/2012 a las 11.30 
h. En este caso usamos directamente la matriz de tomogravedad del proyecto 
fin de carrera [19], con las velocidades en bps, en adelante matriz de demanda. 
 
El valor de Fortz uncap equivale al sumatorio de los productos de la reserva de 
cada LSP en Mbps por el número de saltos hasta el destino siguiendo la ruta 
más corta, como se define en la ecuación (2.10).  En nuestro caso, hallamos 
este valor multiplicando la matriz de encaminamiento realizada en el apartado 
3.3.7.2 por la matriz de demanda y sumando los elementos de la matriz 
resultante.  La matriz de encaminamiento tiene dimensiones 66 x 841 y la 
matriz de demanda 18 x 18, por tanto para poder multiplicarlas primero 
redimensionamos la matriz de demanda a 29 x 29, siendo 0 los nuevos valores 
de demanda. Cómo son cero y el resultado final es la suma de todos los 
elementos no afectan al resultado final.  
 
También debemos tener en cuenta que el orden de los nodos es diferente en 
cada matriz, por lo que debemos reordenar los nodos de la matriz de demanda 
para que coincidan con el orden de la matriz de encaminamiento. El orden de 
los nodos de la matriz de demanda se encuentra en la Tabla 2.2 del apartado 
3.3.8.2, y el orden de los nodos de la matriz de encaminamiento corresponde 
con la Tabla A.27. 
 
Id Alias País Id Alias País 
1 ams P. Bajos 16 Gen Suiza 
2 bru Bélgica 17 Poz Polonia 
3 cop Dinamarca 18 Para Rep.Checa 
4 fra Alemania 19 Mad España 
5 lon Reino Unido 20 Mil Italia 
6 ath Grecia 21 Par Francia 
7 lis.2 Portugal.2 22 kau.1 Lituania.1 
8 vie Austria 23 rig.1 Letonia.1 
9 buc Rumanía 24 lis.1 Portugal.1 
10 bud Hungría 25 lju.2 Eslovenia.2 
11 lju.1 Eslovenia.1 26 kau.2 Lituania.2 
12 sof Bulgaria 27 tal.2 Estonia.2 
13 zag.1 Croacia.1 28 zag.2 Croacia.2 
14 tal.1 Estonia.1 29 rig.2 Letonia.2 
15 dub Irlanda  
Tabla A.27 Ordenación de los nodos en la matriz de encaminamiento. 
Para reordenar la matriz de demanda solo hay que cambiar de orden primero 
todas las filas y luego todas las columnas para que coincidan con el orden de la 
matriz de encaminamiento. 
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Así usamos el código Mathlab de la Fig A.38 para calcular el valor de Fortz 
uncap para la red GÉANT y nuestra matriz de demanda. 
 
 
Figura A.38. Código Matlab utilizado para calcular el valor de Fortz uncap. 
 
Para la red GÉANT  y nuestra matriz de demanda obtenemos un valor Fortz 
uncap de 13725. 
 
A.2.5. Mapas de utilización y estadísticas de todos los algoritmos 
 
En esta sección presentamos las figuras que muestran las estadísticas 
generales utilizadas para crear las tablas comparativas de las simulaciones. 
Las estadísticas de IGP-WO ya las hemos presentado en el Capítulo 4. Asi, 
mostramos las estadísticas de CSPF, OptDivideTM y SAMCRA.  
 
Además mostramos las estadísticas generales de unas pruebas adicionales de 
SAMCRA con una matriz de tráfico ligeramente diferente de la utilizada en este 
trabajo. 
A.2.5.1. Capturas de CSPF 
 
A continuación vemos el mapa y las estadísticas de las métricas del algoritmo 
CSPF. 
 
//Agregamos filas y columnas con valor 0 
Zeros = zeros(1,18); 
for i=1:11 
MatrizGrav=[MatrizGrav,Zeros]; 
End; 
ZerosVert=zeros(29,1); 
for i=1:11 
MatrizGrav=[MatrizGrav ZerosVert]; 
End; 
//Reordenamos las filas y las columnas 
>> Reordenfilas = MatrizGrav([1 19 5 6 9 2 20 18 3 4 21 16 22 17 23 
7 13 14 10 11 12 8 15 24 25 26 27 28 29], :); 
Reordencolumnas = Reordenfilas(:, [1 19 5 6 9 2 20 18 3 4 21 16 22 
17 23 7 13 14 10 11 12 8 15 24 25 26 27 28 29]); 
//Trasnformados las capacidades de bps a Mbps 
Demanda=(Reordencolumnas/1000000); 
//Redimensionamos la matriz de demanda 
Demandav=reshape(Demanda,841,1); 
//Multiplicamos la matriz de encaminamiento por la matriz de demanda 
Resultadom=Matrizencaminamientov2*Demandav; 
//Finalmente sumamos todos los elementos del vector resultante 
Fortzuncap=sum(Resultadom); 
Fortzuncap = 1.3725e+04 
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Figura A.39. Mapa de utilización y estadísticas generales con métrica CSPF. 
 
 
 
 
Figura A.40. Mapa de utilización y estadísticas generales con métrica CSPFInvFreeBw. 
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Figura A.41. Mapa de utilización y estadísticas generales con métrica CSPFHopCount. 
 
 
 
 
Figura A.42. Mapa de utilización y estadísticas generales con métrica CSPFInvCap. 
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A.2.5.2. Capturas de OptDivideTM 
 
Vemos el mapa de utilización y las estadísticas de red para las diferentes 
funciones objetivo de OptDivideTM con 3 divisiones de la matriz de tráfico. 
 
 
Figura A.43. Mapa de utilización y estadísticas generales con OptDivideTM  WMeanDelay 
N=3. 
 
 
Figura A.44. Mapa de utilización y estadísticas generales con OptDivideTM InvCap N=3. 
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Figura A.45. Mapa de utilización y estadísticas generales con OptDivideTM MeanDelay 
N=3. 
 
 
 
Figura A.46. Mapa de utilización y estadísticas generales con OptDivideTM  MinHop N=3. 
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Figura A.47. Mapa de utilización y estadísticas con OptDivideTM NonLinearFortz N=3. 
A.2.5.3. Capturas de OptDivideTM NonLinearFortz N=2 y N=4 
 
Vemos las estadísticas para OptDivideTM NonLinearFortz con 2 y 4 divisiones 
de la matriz de tráfico. 
 
 
 
Figura A.48. Mapa de utilización y estadísticas generales con OptDivideTM 
NonLinearFortz N=2. 
97    Anexos 
97 
 
 
Figura A.49. Mapa de utilización y estadísticas generales con OptDivideTM 
NonLinearFortz N=4. 
A.2.5.3. Capturas de SAMCRA 
 
Vemos las estadísticas con las diferentes restricciones que hemos aplicado en 
SAMCRA. 
 
 
 
Figura A.50. Mapa de utilización y estadísticas generales con SAMCRA restricción 70ms. 
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Figura A.51. Mapa de utilización y estadísticas generales con SAMCRA restricción de 
métrica 59589. 
 
 
 
Figura A.52. Mapa de utilización y estadísticas generales con SAMCRA restricción de 
métrica TE 20485. 
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Figura A.53. Mapa de utilización y estadísticas generales con SAMCRA y restricciones 
70ms, métrica 59589 y métrica TE 20485. 
 
A.2.5.3. Capturas de SAMCRA – Matriz modificada 
 
En esta sección presentamos las estadísticas obtenidas en el algoritmo 
SAMCRA con una matriz de tráfico calculada por error y parecida a la utilizada 
en nuestras pruebas. Aunque esta matriz es igual que la matriz281130 pero 
reduciendo el tráfico un 2,4 %, hemos tenido que utilizar el valor de 10393 para 
la métrica máxima de IGP-WO en vez del valor de 5000 usado en las pruebas 
con la matriz281130. Por esto es conveniente probar diferentes valores de 
métrica máxima de IGP-WO para poder ejecutar el algoritmo SAMCRA con la 
restricción de métrica TE establecida con el algoritmo IGP-WO. A continuación 
vemos las estadísticas obtenidas. 
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Figura A.54. Mapa de utilización y estadísticas generales con matriz modificada en 
SAMCRA restricción de retraso 70 ms. 
 
 
 
Figura A.55. Mapa de utilización y estadísticas generales con matriz modificada en 
SAMCRA restricción de métrica 59589. 
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Figura A.56. Mapa de utilización y estadísticas generales con matriz modificada en 
SAMCRA restricción de métrica TE 71071. 
 
 
 
Figura A.57. Mapa de utilización y estadísticas generales con matriz modificada en 
SAMCRA restricciones  retraso 70 ms, métrica 59589 y métrica TE 71071. 
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A.2.6. Comprobación del valor Fortz de Totem 
 
A continuación vamos a comprobar si el valor Fortz de Totem corresponde 
efectivamente con el valor del coste Fortz total. Para ello creamos un escenario 
con 3 nodos en serie como en la Figura A.58, con 2 enlaces de 1 Mbps y 2 
Mbps,  y realizamos el encaminamiento individual de diferentes LSPs para 
comprobar el valor Fortz obtenido. 
 
 
 
Figura A.58. Coste Fortz con              . 
 
En la Tabla A.28 vemos el valor Fortz obtenido en Totem al encaminar los 
LSPs indicados y calculamos para cada uno el valor teórico de Fortz total con 
la ecuación 2.4 de la sección 2.3.3. 
 
LSPs Valor Fortz en Totem Valor teórico Fortz total 
               0,1           
               0,2           
               0,3       
 
 
     
               0,533       
 
 
       
               0,833       
 
 
       
             10,667       
    
 
          
               1,333                 
             12,333            
 
 
          
 
Tabla A.28. Funciones objetivo de OptDivideTM. 
 
Vemos en la Tabla A.28 que el coste Fortz mostrado en Totem corresponde 
efectivamente con el coste Fortz propuesto por B.Fortz en [3], y que el coste  
Fortz total corresponde a la suma de los costes Fortz de cada enlace. 
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A.3. Simulaciones adicionales CSPF 
 
A.3.1. Introducción 
 
A continuación vamos a ver los resultados de aplicar las diferentes métricas 
que podemos configurar en el algoritmo CSPF, sobre la topología de red 
Abilene, para ver cuál de ellas minimiza la congestión de la red. 
 
Para ello ejecutaremos un escenario en Totem para cada métrica del algoritmo, 
con un archivo de escenario cómo el de la siguiente Figura A.59: 
 
 
Figura A59. Escenario Totem utilizado para simular CSPF. 
 
En este escenario realizamos las siguientes acciones: 
 
1- Cargar la topología Abilene facilitada con Totem. Es una topología 
simple que consta de 11 nodos y 14 enlaces bidireccionales de 10 Gbps 
(el nodo ATLA-M5 no se utiliza). 
2- Inicializamos el algoritmo de enrutamiento CSPF. Para cambiar la 
métrica utilizada deberemos cambiar este parámetro por los valores: 
CSPFInvFreeBw, CSPFTEMetric, CSPFHopCount, CSFPInvCap. 
3- Establecemos la reserva de LSP que queremos establecer en la red. 
Crearemos una reserva de LSP de 250 Mbps de cada router con el resto 
de routers. Por tanto, cada router genera 2,5 Gbps y recibe un mínimo 
de 2,5 Gbps. 
 
<scenario    
xsi:schemaLocation="http://jaxb.model.scenario.totem.run.montefiore
.ulg.ac.be http://totem.run.montefiore.ulg.ac.be/Schema/Scenario-
v1_3.xsd" 
    xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance" 
    
xmlns="http://jaxb.model.scenario.totem.run.montefiore.ulg.ac.be"> 
    <loadDomain file="c:/totem/examples/abilene/abilene.xml" 
defaultDomain="false"/> 
    <startAlgo name="CSPF" ASID="11537"/> 
    <LSPCreation bw="250.0" dst="DNVR" src="STTL" lspId="0"> 
        <routingAlgo name="CSPF"/> 
    </LSPCreation> 
    <LSPCreation bw="250.0" dst="KSCY" src="STTL" lspId="1"> 
        <routingAlgo name="CSPF"/> 
    </LSPCreation> 
……(Creamos    LSP de 250 k ps de cada  odo co  cada   o de  os 
demás e  aces)…….. 
<LSPCreation bw="250.0" dst="LOSA" src="SNVA" lspId="109"> 
        <routingAlgo name="CSPF"/> 
    </LSPCreation> 
    <showLinkReservation perLink="false" ASID="11537"/> 
</scenario> 
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A.3.2. Escenario CSPF 
 
Con el algoritmo CSPF utiliza por defecto la métrica IGP dada en la topología. 
Ésta es establecida por el operador en función de la capacidad, distancia, 
localización u otros parámetros. En este caso, la métrica IGP dada en la 
topología Abilene es la siguiente: 
 
 Figura A.60. Valores de la métrica IGP para la topología Abilene. 
Después de crear todas las reservas de LSP, con el algoritmo CSPF utilizando 
la métrica IGP, da como resultado el siguiente mapa de utilización en el que 
podemos ver el ancho de banda reservado en cada enlace (en Mbps). 
 
 
Figura A.61. Mapa de Abilene con reservas de LSPs mediante CSPF. 
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Vemos cómo la métrica IGP establecida da mayor importancia a los enlaces 
centrales SNVA-DNVR-KSCY-IPLS 
 
La reserva máxima de un enlace con esta métrica es de 62,5 % (6250 Mbps) 
 
La reserva mínima de un enlace es de 7,5 % (750 Mbps) 
Aunque con esta topología obtenemos la máxima reserva de un enlace en 
comparación con otras métricas, sólo 7 de 14 enlaces se encuentra con una 
reserva por encima del 20 %. 
 
A.3.3. Escenario CSPFInvFreeBw 
 
 En este escenario utilizamos como métrica la inversa del ancho de banda libre 
(reservable). 
 
 
Figura A.62. Mapa de Abilene con reservas de LSPs mediante CSPFInvFreeBw. 
 
A simple vista podemos observar que con la métrica InvFreeBw la reserva de 
LSP se encaminan de forma más diversificada que con la métrica  IGP 
anteriormente establecida. Es decir, los enlaces de red se encuentran menos 
congestionados que en el caso anterior. 
 
La reserva máxima en este caso es de 42,5 % (4250 Mbps) (menor que con 
métrica IGP) 
 
La reserva mínima es del 12,5 % (1250 Mbps) (mayor que con métrica IGP) 
La reserva máxima es menor que con la métrica IGP, pero la reserva mínima 
es mayor. 
 
En este caso, igual que con métrica IGP, 7 de 14 enlaces tienen una utilización 
mayor del 20 % 
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A.3.4. Escenario CSPFTEMetric 
 
En este escenario utilizamos la métrica indicada por técnicas de “traffic 
engineering”. Para este caso el valor es 1 para todos los enlaces, por lo que 
nos dará un resultado igual al “Hop Count”. 
 
 
Figura A.63. Mapa de Abilene con reservas de LSPs mediante CSPFTEMetric. 
Las suposiciones que podamos hacer sobre esta métrica no son vinculantes 
porque cómo todos tienen métrica 1 equivale a una métrica “HopCount”, tratada 
a continuación. 
 
En todo caso las utilizaciones obtenidas con esta métrica dependerán de los 
criterios que utilicemos para establecer los valores de la métrica TE. 
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A.3.5. Escenario CSPFHopCount 
 
Aunque con la métrica Hopcount obtenemos una reserva mínima menor que 
con InvFreeBw, consideramos que en este caso la red está más congestionada 
porqué hay un mayor número de enlaces con una reserva igual o mayor del 20 
%. Por esto, la métrica InvFreeBw es más eficiente para reducir la utilización de 
la red. 
 
 
Figura A.64. Mapa de Abilene con reservas de LSPs mediante CSPFHopCount. 
 
La reserva máxima en este caso es de 42,5 % (4250 Mbps) (igual que con la 
métrica InvFreeBw). 
 
La reserva mínima es del 5 % (500 Mbps) (menor que con la métrica 
InvFreeBw). 
 
En este caso 8,5 de 14 enlaces tienen una reserva igual o mayor del 20 %. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Experimentación con software de ingeniería de tráfico  108 
   
A.3.6. Escenario CSPFInvCap 
 
Da el mismo resultado que CSPFHopCount porqué todos los enlaces tienen la 
misma capacidad y por tanto todos tienen la misma métrica. 
 
 
Figura A.65. Mapa de Abilene con reservas de LSPs mediante CSPFInvCap. 
 
Hasta ahora, la métrica que da mejores resultados es la métrica InvFreeBw, 
pero no hemos podido compararla con la métrica InvCap porque todos los 
enlaces tienen la misma capacidad y los resultados no son relevantes. 
 
Por esto, para poder comparar las métricas InvFreeBw e InvCap, vamos a 
modificar el escenario aumentando el ancho de banda en un 25 % de los 
enlaces SNVA-DNVR-KSCY-IPLS-CHIN. 
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A.3.7. Comparación de las métricas InvFreeBw y InvCap 
 
Estableciendo la velocidad de los enlaces SNVA-DNVR-KSCY-IPLS-CHIN a 
12500 Mbps y los demás a 10000 Mbps, nos da como resultado los siguientes 
mapas de reserva de la red. 
 
A.3.7.1. InvCap 
 
Con la métrica InvCap cobran mayor importancia los enlaces con mayor 
velocidad, pero el tráfico no queda tan concentrado en un enlace cómo en el 
caso de la métrica IGP. 
 
 
Figura A.66. Mapa de Abilene con reservas de LSPs mediante CSPFInvCap. 
 
La reserva máxima de un enlace es de 44 % (5500 Mbps / 12500 Mbps) 
La reserva mínima es de 5 % (500 Mbps). 
 
Con esta métrica 9 de 14 enlaces tiene una reserva igual o mayor del 20%. 
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A.3.7.2. InvFreeBw 
 
Comparando los gráficos de las dos métricas, deducimos que la métrica 
InvFreeBw es más eficiente que la métrica InvCap porqué da como resultado 
una menor cantidad de enlaces sobrecargados y una reserva máxima de 
enlace menor. 
 
 
Figura A.67. Mapa de Abilene con reservas de LSPs mediante CSPFInvFreeBw. 
 
Es lógico que la métrica InvFreeBw sea la más eficiente de todas porqué es la 
única que a la hora de encaminar un LSP tiene en cuenta LSPs establecidos 
previamente. Es decir, los valores de peso de los enlaces varían conforme 
disminuye el ancho de banda reservable al ir estableciendo LSPs. Gracias a 
esta propiedad, la métrica InvFreeBw evita la creación de “cuellos de botella”. 
Con el resto de métricas los valores de peso son siempre fijos. 
 
La reserva máxima de un enlace es de 36 %  (4500 / 12500). 
 
La reserva mínima es de 7,5%. 
 
En total 7 de 14 enlaces se encuentran por encima del 20 % de reserva. 
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A.3.8. CSPFInvFreeBw – Pruebas adicionales con matriz de tráfico, 
sobrecargas, caídas y dudas 
 
A.3.8.1. Prueba 1 – Realizar la reserva de LSP después de cargar la matriz de 
tráfico 
 
Primero cargamos una matriz de tráfico TM0-Abilene.xml, encaminada 
mediante IGP. La matriz de tráfico carga un tráfico de 250 Mbps de cada router 
con cada uno de los otros routers. Por lo tanto, los enlaces con menos métrica 
son los más sobrecargados, dándonos cómo resultado el mismo mapa de 
utilización obtenido con la métrica CBGP, cómo vemos en el siguiente gráfico. 
 
 
Figura A.68. Mapa de Abilene cargando una matriz de tráfico. 
Mapa de utilización al cargar TM0-Abilene.xml (previo a realizar reserva de 
LSPs). 
 
Después de haber cargado la matriz de tráfico, realizamos la reserva de LSPs 
de 250 Mbps de cada router con cada uno de los otros routers, mediante 
CSPFInvFreeBw, y observamos que la reserva se ha realizado igual que si no 
hubiésemos cargado una matriz de tráfico. Por tanto, evidenciamos que la 
reserva de LSPs se realiza independientemente del tráfico que haya en la red. 
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Figura A.69. Mapa de Abilene con reservas de LSPs después de cargar la matriz de 
tráfico. 
A.3.8.2. Prueba 2 – Cargar la matriz de tráfico después de realizar la reserva 
de LSPs 
 
Primero realizamos la reserva de LSPs mediante CSPFInvFreeBw, y después 
de cargar la matriz de tráfico (TM0-Abilene.xml) encaminada mediante IGP nos 
queda el siguiente mapa de utilización de red. 
 
 
Figura A.70. Mapa de Abilene con reservas de LSPs. 
 
Si comparamos las estadísticas de utilización de red en la prueba 1 y prueba 2, 
observamos que ofrecen los mismos resultados cuándo cargamos la matriz de 
tráfico. Por esto, podemos deducir que la reserva de LSPs no influye en el 
enrutamiento de tráfico, porque no influye sobre la métrica IGP de los enlaces. 
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Figura A.71. Estadísticas de utilización de Abilene al cargar TM0-Abilene.xml. 
 
A.3.8.3. Prueba 3 – Caída de enlaces 
 
En el siguiente gráfico mostramos la reserva de LSPs resultante si cae uno de 
los enlaces principales, el enlace KSCY-IPLS. 
 
 
Figura A.72. Mapa de Abilene con el enlace KSCY-IPLS caído. 
 
Observamos que el tráfico es redirigido por los enlaces inferiores de la red, 
creando un cuello de botella en el enlace HSTN-ATLA. Por esto vemos que la 
red se encuentra congestionada. 
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Figura A.73. Mapa de Abilene con el enlace IPLS-CHIN caído. 
 
En el caso que caiga un enlace más perimetral cómo puede ser el enlace IPLS-
CHIN, también se crea un cuello de botella pero localizado más exteriormente, 
por lo que el congestionamiento debido al cuello de botella afecta a menos 
nodos de red que en el caso que caiga un enlace principal. 
A.3.8.4. Prueba 4 – Sobrecarga de reservas 
 
El objetivo de esta prueba es comprobar si aplicando la métrica 
CSPFInvFreeBw, el protocolo CSPF nos permite seguir realizando reservas de 
un enlace cuándo este ya no tiene ancho de banda reservable. Para ello vamos 
a realizar reservas de enlaces hasta que estos alcancen el 100 % de reserva. 
En Totem, esto lo realizamos primero cargando la matriz de tráfico TM0-
Abilene.xml y luego entrando en Routing->Primary computation ->Apply full 
mesh. Aunque es una matriz, realiza reservas LSPs de los flujos 
correspondientes. Después de aplicar la matriz por tercera vez obtenemos el 
siguiente resultado. 
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Figura A.74. Mapa de Abilene después de aplicar la matriz de tráfico tres veces. 
 
Observamos que cuándo un enlace ya se encuentra totalmente reservado, la 
métrica CSPFInvFeeBw no lo tiene en cuenta a la hora de calcular el 
enrutamiento. Cuándo todos los caminos posibles ya se encuentran totalmente 
reservados, Totem (el algoritmo) nos devuelve un error conforme no ha 
encontrado ninguna ruta hacia el destino. 
 
Por lo tanto, deducimos que cuando un enlace ya no dispone de ancho de 
banda reservable, el algoritmo CSPFInvFreeBw no continua aplicando reservas 
de LSPs sobre dicho enlace. 
 
A.3.8.5. Duda 1 - ¿Cómo pueden exportarse en Totem las rutas establecidas a 
los LSPs? 
 
Para exportar las rutas que siguen los LSPs debemos seguir los siguientes 
pasos: 
1- Acceder a la tabla de información de los LSPs, accediendo en el menú 
superior de Totem a “View->LSPs list” 
2- En la tabla que aparece seleccionamos todos los LSPs, marcando el 
primero y con el shift apretado marcamos el último.  
3- Hacemos clic derecho sobre la selección y elegimos la opción “Export as 
txt”. 
4- Le asignamos una ubicación, un nombre acabado con la extensión .txt y 
guardamos. 
5- Finalmente, deberemos abrirlo con wordpad para visualizarlo 
correctamente. 
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A.3.8.6. Duda 2 - ¿El enrutamiento en Totem tiene en cuenta la suma de 
retrasos de los enlaces cuándo calcula una ruta? 
 
Para realizar esta comprobación hemos montado el siguiente escenario ficticio: 
 
 
Figura A.75. Topología de tres nodos, con retrasos y métricas. 
 
En este escenario enviaremos tráfico del nodo A al nodo B. Como se puede 
observar, la métrica de la ruta A->B (0.0002) es igual a la métrica de la ruta A-
>C->B (0.0001 + 0.0001 = 0.0002), pero el retraso en la ruta A->B (10 ms) es 
mayor que el retraso en la ruta A->C->B (2 ms + 2 ms = 4 ms). Por lo tanto, si 
el algoritmo CSPFInvFreeBw tiene en cuenta la suma de retrasos de los 
enlaces, a igual métrica debería escoger la ruta A->C->B cómo la más eficiente 
para encaminar la reserva de LSP. 
 
Cuándo realizamos la reserva de un LSP de 2000 Mbps de A a B obtenemos el 
siguiente resultado: 
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Figura A.76. Reserva de un LSP. 
 
Observamos que la reserva de LSP se ha realizado con la A->B, de lo que 
podemos deducir que para igual métrica, el algoritmo CSPFInvFreeBw ha 
escogido la ruta más corta, es decir, la que tiene menos saltos. Esta prueba no 
nos da un resultado concluyente sobre el retraso, por esto proponemos un 
nuevo escenario de prueba. 
 
 
Figura A.77. Topología de cuatro nodos, con retrasos y métricas. 
 
En este escenario enviaremos un flujo de 5000 Mbps de A a D. En este caso 
los dos caminos A-B-D y A-C-D tienen la misma métrica inicial InvFreeBw 
porque tienen el mismo ancho de banda y el mismo número de saltos, por lo 
que si el algoritmo CSPFInvFreeBw tiene en cuenta la suma de latencias 
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deberá escoger el camino inferior A-C-D. El resultado de enviar un flujo de 
5000 Mbps de A a D en este escenario es el siguiente: 
 
 
Figura A.78. Encaminamiento de un LSP de A a D. 
Observamos realizando varios intentos de la prueba que siempre escoge el 
camino superior A-B-D. Este mismo resultado lo obtenemos si realizamos la 
prueba asignando la misma latencia a todos los enlaces. Por lo tanto, podemos 
deducir que el algoritmo CSPFInvFreeBw no tiene en cuenta la suma de 
retrasos de los enlaces a la hora de calcular las rutas de encaminamiento. 
 
A.3.8.7. Caso 1 – Topología de 3 nodos – Métrica A-B = 0,00025 
 
En este caso deberá elegir siempre el camino superior A->C->B puesto que la 
métrica de es menor que la métrica del camino A->B. Cuándo realizamos una 
reserva de LSP de 2000 Mbps de A a B obtenemos el siguiente resultado. 
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Figura A.79. Topología de tres nodos con métrica A-B=0,00025. 
 
 
Figura A.80. Encaminamiento de un LSP de A a D. 
 
Observamos que efectivamente escoge el camino superior que aunque tiene 
un mayor número de saltos, la suma de las métricas es menor. 
 
A.3.8.8. Caso 2 – Topología de 3 nodos – Métrica A-B = 0,00015 
 
En este caso el algoritmo deberá escoger siempre el camino inferior A->B 
porque dispone de una métrica menor, aunque el retraso es mayor. Al realizar 
una reserva de LSP de 2000 Mbps de A a B obtenemos el siguiente resultado. 
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Figura A.81. Topología de tres nodos con métrica A-B=0,00015. 
 
 
 
Figura A.82. Reserva de un LSP de A a D. 
 
Vemos que efectivamente la reserva de LSP es encaminada por el camino 
inferior A->B. 
 
A.3.8.9. Caso 3 – Topología de 4 nodos – Aplicación de equal cost multipath y 
de varios flujos 
 
En este caso disponemos de una topología de 4 nodos en la que inicialmente 
todos los enlaces tienen la misma métrica porque tienen el mismo ancho de 
banda. 
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Figura A.83. Topología de cuatro nodos. 
Primero enviamos un flujo de 2000 Mbps de A a D, usando el algoritmo 
CSPFInvFreeBw y usando la opción equal cost multipath. 
 
 
Figura A.84. Reserva de un LSP de A a D. 
Vemos que el algoritmo ha dividido el flujo de 2000 Mbps en dos flujos de 1000 
Mbps cada uno, enviando uno por el camino A-B-D y el otro por el camino A-C-
D. 
 
Si seguimos aplicando más flujos de tráfico de A a D, los dividirá igualmente 
entre los dos caminos de igual coste. (*En Totem, no podemos aplicar un 
segundo flujo de tráfico en la misma ruta, de A a D, porqué en la matriz de 
tráfico solo puede definirse un flujo para cada ruta. Lo que podemos hacer es 
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definir un flujo mayor equivalente a la suma de los flujos transmitidos en la ruta 
A->D. Si enviamos un flujo de, por ejemplo, 8000 Mbps; es dividido 
equitativamente entre las dos rutas de igual coste.*) 
 
Si sobre el ejemplo anterior introducimos un flujo de tráfico de B a C de 2000 
Mbps, podremos ver que éste también es dividido en dos flujos iguales ya que 
el camino B-A-C y B-D-C tienen la misma métrica. 
 
 
Figura A.85. Reserva de un LSP de A a D y otro de B a C. 
 
Confirmamos que enviando dos flujos de 2000 Mbps cada uno, de A a D y de B 
a C, ambos flujos son divididos en dos flujos cada uno y enviados por los 
caminos equidistantes hasta el destino. 
 
 
Figura A.86. Matriz de tráfico aplicada, de dos flujos. 
A.3.8.10. Caso 4 – Topología de 4 nodos – Realización de varias reservas 
LSPs sobre la misma ruta 
 
En el siguiente ejemplo vamos a ir aplicando consecutivamente reservas de 
LSPs de 2000 Mbps de A a D, utilizando el algoritmo CSPFInvFreeBw. Para las 
reservas de LSPs, el programa Totem no permite utilizar ECMP. 
 
Primera reserva – Observamos que la primera reserva se realiza siempre por la 
ruta superior A->B->C; aunque la ruta inferior A->C->D tiene la misma métrica. 
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Figura A.87. Topología de cuatro nodos, reserva de un LSP de A a D. 
 
Segunda reserva – La segunda reserva la realiza por la ruta inferior A->C->D, 
ya que ahora tiene una métrica inferior que el camino superior, ya que 
utilizamos el algoritmo CSPFInvFreeBw. 
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Figura A.88. Topología de cuatro nodos, segunda reserva de A a D. 
 
En las reservas consecutivas, debido a la métrica usada InvFreeBw, el 
algoritmo encaminará las reservas consecutivamente primero por A->B->D y  
luego por A->C->D. Finalmente, cuándo ambas rutas tengan una reserva del 
100 % y por tanto no queda libre ningún camino hasta D, obtenemos el 
mensaje de error del siguiente gráfico, indicándonos que no es posible realizar 
más reservas de LSPs. 
 
  
Figura A.89. Topología de cuatro nodos saturada. 
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A.4. Simulaciones adicionales OptDivideTM 
 
A.4.1. Introducción 
 
En esta sección compararemos los resultados de aplicar el algoritmo 
OptDivideTM, siguiendo las métricas marcadas por las cinco diferentes 
funciones objetivo, sobre la red de GÉANT, la cual es una topología grande, 
para apreciar mejor la optimización del algoritmo OptDivideTM. 
 
 
Figura A.90. Representación en Totem de la topología GÉANT. 
 
En todos los casos aplicaremos la matriz de tráfico TM200mbps-Geant.xml, la 
cual consta de un flujo de 200 Mbps de cada router con cada uno de los otros 
routers. 
 
A.4.2. MinHop 
 
Con esta función objetivo el algoritmo utiliza métrica 1 para todos los enlaces y 
calcula el camino más corto con el algoritmo Dijkstra, por lo que no es 
necesario dividir la matriz de tráfico y el resultado es equivalente al que 
obtenemos si aplicamos directamente un algoritmo del camino más corto. 
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Figura A.91. Mapa de utilización de GÉANT con la matriz 200 Mbps y OptDivideTM Min 
Hop. 
En la parte superior derecha de la topología, observamos que los enlaces de 
entrada y salida a la serie de routers de Estonia, Letonia y Lituania; se 
encuentran bloqueados con una utilización por encima del 100%, es decir que 
hay  flujos de información que se están perdiendo porqué los enlaces se 
encuentran saturados.  
 
Para liberar los enlaces Dinamarca-Estonia.mx1 y Polonia-Lituania.mx2 de la 
saturación tendríamos que bajar drásticamente el flujo de la matriz de tráfico, 
porqué por los enlaces de entrada y salida de 9621.504 Mbps tienen que pasar 
todos los flujos de entrada y salida de 6 routers. Esto demuestra la poca 
eficiencia que nos ofrece en una red el situar los routers en serie, uno detrás de 
otro. Podremos conseguir más eficiencia en los enlaces creando una topología 
mallada o en estrella. 
 
 
 
Figura A.92. Estadísticas de utilización de GÉANT con la matriz 200 Mbps y OptDivideTM 
Min Hop. 
Observamos que la red tiene una utilización máxima de 147,85% y una 
utilización media de 46,89%. Son uno de los valores más bajos obtenidos en 
comparación con el resto de topologías, sólo mejorados por la función objetivo 
InvCap. 
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La cantidad de enlaces que se encuentran por encima del 50% de utilización es 
de un 37,42%.  
 
A.4.3. InvCap 
 
El algoritmo OptDivideTM con la función objetivo InvCap asigna a cada enlace 
una métrica equivalente al inverso de su capacidad y entonces encuentra las 
rutas calculando el camino más corto con el algoritmo Dijkstra, sin dividir la 
matriz de tráfico. 
 
 
 
Figura A.93. Mapa de utilización de GÉANT con la matriz 200 Mbps y OptDivideTM 
InvCap. 
 
 
Figura A.94. Estadísticas de utilización de GÉANT con la matriz 200 Mbps y OptDivideTM 
InvCap. 
 
Con la función objetivo InvCap, la red tiene una utilización máxima de 146,29% 
y una utilización media de 45,5%. Son los valores más bajos obtenidos en 
comparación con el resto de funciones objetivo, por tanto, esta función objetivo 
es la que mejor optimiza la red. 
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La cantidad de enlaces que se encuentran por encima del 50% de utilización es 
de un 37,94%. Este también es uno de los valores óptimos, solo mejorado por 
la función objetivo MinHop con un 37,42% 
A.4.4. WMeanDelay 
 
El algoritmo OptDivideTM optimizado con la función objetivo WMeanDelay, 
busca minimizar el retraso de medidas ponderadas. En este caso sí que es 
necesario dividir la matriz de tráfico, y el peso de los enlaces lo actualiza en 
cada cálculo de un estrato o submatriz. En este caso hemos utilizado una 
división de 3 submatrices, N=3, dado que es el valor óptimo. 
 
 
 
Figura A.95. Mapa de utilización de GÉANT con la matriz 200 Mbps y OptDivideTM 
WMeanDelay. 
 
 
Figura A.96. Estadísticas de utilización de GÉANT con la matriz 200 Mbps y OptDivideTM 
WMeanDelay. 
 
En este caso, para WMeanDelay, obtenemos una utilización máxima de 
187,69% y utilización media de 50,56%. Son valores más elevados que en los 
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dos casos anteriores, MinHop e InvCap, por lo que esta función objetivo es 
menos eficiente que los casos anteriores. 
 
La cantidad de enlaces que se encuentran por encima del 50% de utilización es 
de un 40,59% 
A.4.5. MeanDelay 
 
El algoritmo OptDivideTM optimizado con la función objetivo WMeanDelay, 
busca minimizar el retraso de medidas no-ponderadas. En este caso dividimos 
la matriz en 3 estratos, N=3. 
 
 
 
Figura A.97. Mapa de utilización de GÉANT con la matriz 200 Mbps y OptDivideTM 
MeanDelay. 
 
 
Figura A.98. Estadísticas de utilización de GÉANT con la matriz 200 Mbps y OptDivideTM 
MeanDelay. 
 
Para el caso MeanDelay, la utilización máxima es de 191,15% y la utilización 
media de 51,39%, valores un poco peores de los obtenidos con WMeanDelay. 
Por tanto, el uso de MeanDelay es menos eficiente que WMeanDelay. 
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La cantidad de enlaces que se encuentran por encima del 50% de utilización es 
de un 40,02% 
 
A.4.6. NonLinearFortz 
 
El algoritmo OptDivideTM optimizado con la función objetivo NonLinearFortz, 
gestiona los pesos de los enlaces para optimizar la red enfocándose en la 
utilización de los enlaces. Dividiremos la matriz de tráfico en 3 submatrices, 
N=3. 
 
 
Figura A.99. Mapa de utilización de GÉANT con la matriz 200 Mbps y OptDivideTM 
NonLinearFortz. 
 
 
 
 
Figura A.100. Estadísticas de utilización de GÉANT con la matriz 200 Mbps y 
OptDivideTM NonLinearFortz. 
 
Para la función objetivo NonLinearFortz, la utilización máxima obtenida en la 
red es de 191,33% y la utilización media de 50,22 %. Estos valores son más 
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óptimos que en el caso MeanDelay pero menos óptimos que en el caso 
WMeanDelay. 
 
La cantidad de enlaces que se encuentran por encima del 50% de utilización es 
de un 40,02% 
A.4.7. WMeanDelay – Incrementando las divisiones de la matriz de 
tráfico 
 
En este caso vamos a comprobar si aumentado el número de estratos de la 
matriz de tráfico a N=30  obtenemos mejores resultados que en el caso 
WMeanDelay con N=3. 
 
 
 
Figura A.101. Mapa de utilización de GÉANT con la matriz 200 Mbps y OptDivideTM 
WMeanDelay, con más divisiones de la matriz de tráfico. 
 
 
 
Figura A.102. Estadísticas de utilización de GÉANT con la matriz 200 Mbps y 
OptDivideTM WMeanDelay, con más divisiones de la matriz de tráfico. 
 
Observamos que para N=30 la utilización máxima es de 189,68% un poco 
mayor que para el caso N=3 que es de 187,68%. En cambio, la utilización 
media para N=30 es de 49,52%, menor que en el caso de N=3 en que tenemos 
un 50,56% de utilización media.  
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Si seguimos aumentado el valor de N hasta 300 obtenemos estas estadísticas 
de red: 
 
 
Figura A.103. Estadísticas de utilización de GÉANT con la matriz 200 Mbps y 
OptDivideTM WMeanDelay, con 300 divisiones de la matriz de tráfico. 
 
En estos resultados vemos que la utilización media continúa bajando a 48,97%. 
Por tanto, deducimos que conforme aumentamos el valor de N obtenemos una 
mejor optimización de red, a cambio de aumentar el tiempo de cálculo del 
algoritmo. 
 
Aun así, estos resultados no son tan óptimos cómo los que obtenemos con la 
función objetivo InvCap de 45,5%. 
 
A.4.7.1. Conclusiones de las pruebas 
 
En las pruebas realizadas hemos visto que las funciones objetivo MinHop y 
InvCap son las que nos ofrecen una mejor optimización de red cuándo 
encaminamos tráfico con el algoritmo  OptDivideTM. La función objetivo InvCap 
nos da unos resultados sensiblemente mejores, siendo la función objetivo que 
mejor a optimizado la red en todas las pruebas realizadas. 
 
Las funciones objetivo WMeanDelay, MeanDelay y Fortz, realizan una 
optimización peor que las anteriores funciones objetivo. En MinHop y InvCap la 
utilización media es de alrededor del 45% y en las tres últimas es de un 50%.  
Hemos comprobado que si aumentamos el número de estratos podemos 
reducir la utilización media, pero ni siquiera utilizando N=300 nos hemos 
acercado a la utilización media obtenida con InvCap. Por tanto, el considerable 
aumento de carga de procesador no compensa la mejora de optimización de 
red obtenida, y por tanto, por mucho que aumentemos el número de estratos, la 
función objetivo InvCap siempre nos ofrece un mejor rendimiento. 
 
Función objetivo Utilización 
Máxima 
Utilización 
Media 
Enlaces ≥50% 
MinHop 147,85 46,89 37,42 
InvCap 146,29 45,5 37,94 
WMeanDelay N=3 187,69 50,56 40,59 
MeanDelay 191,152 51,39 40,02 
Fortz 191,33 50,22 40,02 
WMeanDelay N=30 189,68 49,52 38,4 
WMeanDelay N=300 188,06 48,97 38,69 
Tabla A.24. Resultados obtenidos en las pruebas con OptDivideTM. 
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A.5. Simulaciones adicionales SAMCRA 
 
A.5.1. Introducción 
 
En esta sección vemos primero los pasos necesarios para ejecutar el algoritmo 
SAMCRA en Totem, a continuación realizamos simulaciones de este algoritmo 
con un escenario simple, y finalmente realizamos simulaciones con SAMCRA 
en la red GÉANT con la matriz de tráfico real punto-a-punto obtenida en el 
apartado A.1.7. 
 
A.5.2. Instrucciones de SAMCRA 
 
Para ejecutar el algoritmo SAMCRA en Totem debemos cargar un dominio, 
acceder en las opciones de la barra superior a “AlgorithmsStart…” y escoger 
el algoritmo XAMCRA. 
 
 
Figura A.104. Parámetros de ejecución del algoritmo SAMCRA. 
 
Antes de poner en marcha el algoritmo, Totem nos permite definir parámetros 
que observamos en la Figura A.104: 
 
 ASID – Número identificativo del dominio sobre el que se ejecuta. Dejar 
en blanco para usar el dominio por defecto. 
 Versión – Aquí sólo nos permite elegir la versión SAMCRA, que 
corresponde a SAMCRA versión 2, por lo que si usará look-ahead. 
 
A continuación podemos definir si usaremos o no las restricciones de QoS: 
useDelay, useMetric, useTEMetric. Los tres son parámetros booleanos, 
indicando false si no se usan y true si se usan. La restricción de ancho de 
banda siempre se usa.  
 
Una vez tenemos el dominio cargado en TOTEM y el algoritmo XAMCRA 
funcionando, podemos crear LSPs en la topología accediendo en las opciones 
del menú superior a “RoutingPrimary computation…Add primary LSP”. En 
la ventana de creación de LSP, Fig. A.83,  podremos indicar las restricciones 
deseadas de ancho de banda, retraso, métrica y métrica TE, si han sido 
habilitadas el ejecutar SAMCRA. 
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Las restricciones de ancho de banda y retraso se indican en las unidades que 
han sido definidas por defecto en la topología, normalmente Mbps para el 
ancho de banda y ms para el retraso. Las restricciones de métrica y métrica TE 
no tienen unidades. Los cuatro valores se expresan con variables de tipo float 
que pueden definir decimales. Si no les damos ningún valor el algoritmo las 
considerará cómo infinitas. 
 
El parámetro “addLSP” del algoritmo XAMCRA, definido por una variable 
booleana (false/true), nos permite indicar si debemos añadir el LSP calculado a 
la base de datos del algoritmo. 
 
 
Figura A.105. Creación de un LSP con los parámetros del algoritmo SAMCRA. 
 
Por tanto, en Totem podremos realizar pruebas con el algoritmo SAMCRA 
versión 2, indicando las restricciones deseadas de ancho de banda, retraso, 
métrica y métrica TE. El ancho de banda es una medida QoS de 
mínimos/máximos, por lo que el algoritmo simplemente filtrará la topología 
eliminando los enlaces que tengan un ancho de banda menor que el deseado. 
En cambio, el retraso, métrica y métrica TE son medidas QoS aditivas para las 
cuales el algoritmo deberá realizar un enrutamiento con múltiples restricciones. 
Por ello, nos interesará hacer pruebas variando estas tres constantes para 
observar el funcionamiento del enrutamiento con múltiples restricciones del 
algoritmo SAMCRA. 
 
Para observar la variación de enrutamiento cuándo aplicamos un algoritmo con 
múltiples restricciones, primero haremos un enrutamiento individual para cada 
una de las restricciones aditivas (retraso, métrica y métrica TE), manteniendo 
las demás a cero; y luego realizaremos un enrutamiento con múltiples 
restricciones dándole valores a las tres restricciones aditivas. 
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A.5.3. Ejemplo simple de funcionamiento 
 
Para mostrar el funcionamiento del algoritmo SAMCRA, realizaremos el 
enrutamiento de un LSP con el algoritmo SAMCRA sobre una topología simple. 
En este ejemplo utilizaremos la topología mostrada a continuación, en la cual 
todos los enlaces tienen una capacidad de 1 Gbps, y cada enlace tiene el 
retraso y la métrica mostrada. 
 
 
Figura A.106. Topología utilizada para probar el algoritmo SAMCRA. 
Dada esta topología, realizamos la reserva de un LSP de 512 Mb del nodo A al 
nodo B, con un vector de restricciones L=(10,10). Observamos que SAMCRA 
nos devuelve el camino más corto PAEB que cumple con el vector de 
restricciones. 
 
Figura A.107. Encaminamiento de un LSP de A a B con restricción 10,10. 
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A.5.3.1. Variación de la restricción de retraso 
 
Si en cambio, aplicamos un vector más restrictivo cómo es L=(5,10) obtenemos 
el siguiente resultado. 
 
 
Figura A.108. Encaminamiento de un LSP de A a B con restricción 5,10. 
Esta vez ha elegido el camino PAEFB, que tiene más saltos que el camino 
anterior pero dispone de un retraso menor de 5 ms, a diferencia del camino 
PAEB que tiene un retraso de 7 ms. En esta topología el valor mínimo de retraso 
que podemos demandar para este LSP es de 4 ms, pero entonces habrá que 
aumentar la restricción de la métrica a 12 para que pueda encontrar una ruta 
válida. Entonces, si aplicamos las restricciones L=(4,12) obtenemos el camino 
PACEFB que cumple con las restricciones, como se muestra en la siguiente 
Figura A.109. 
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Figura A.109. Encaminamiento de un LSP de A a B con restricción 4,12. 
A.5.3.2. Variación de la restricción de métrica 
 
Para la restricción de la métrica, el menor valor que podemos exigir en las 
restricciones es de 4, pero entonces deberemos demandar una restricción de 
retraso máxima de 8 ms para que pueda encontrar un camino válido. En la 
siguiente Figura A.110 se observa que para un vector de restricciones L=(8,4) 
el algoritmo escoge el camino PADEB. 
 
 
Figura A.110. Encaminamiento de un LSP de A a B con restricción 8,4. 
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A.5.4. Pruebas SAMCRA – Red GÉANT – Matriz de tráfico real 
 
Realizaremos las pruebas sobre la topología de red GÉANT (“mapa Totem 
GEANT noviembrev1.xml”) aplicando la matriz de tráfico real que hemos 
extraído (“Matriz Trafico Real Geant.xml”). 
 
Cómo hemos indicado anteriormente, primero realizaremos el enrutamiento 
individual para cada una de las restricciones aditivas (retraso, métrica y métrica 
TE) y finalmente realizaremos un enrutamiento aplicando las tres restricciones 
aditivas. 
 
A.5.4.1. Enrutamiento con restricción de retraso 
 
Primero abrimos la topología de GÉANT, iniciamos el algoritmo XAMCRA con 
el valor de useDelay a “true” y cargamos la matriz de tráfico real. Una vez 
hecho esto, podemos realizar el enrutamiento mediante SAMCRA de la matriz 
de tráfico accediendo en Totem a “RoutingPrimary ComputationApply Full 
Mesh”, dónde se abre la ventana de la siguiente Figura A.111. 
 
 
Figura A.111. Menú Totem para la aplicación del algoritmo SAMCRA. 
 
Aquí definimos en el parámetro “DelayConstraint” el valor máximo de retraso 
para los LSPs y ejecutamos el enrutamiento de todos los LSPs presionando en 
“Compute”. Observamos que en nuestra red GÉANT el retraso de cada enlace 
es de 10 ms y que nuestra matriz de tráfico real sólo dispone de tráfico entre 
nodos adyacente, por lo que en principio bastaría un retraso máximo de 10 ms 
(equivalente a 1 salto). Sin embargo, al escribir el código de nuestra matriz de 
tráfico real, hemos definido las conexiones de cada router con cada uno de los 
otros routers cómo una reserva a cero de ancho de banda. Por tanto, aunque 
no envía tráfico por estas rutas, sí que realiza la reserva del LSP. Por ello, para 
que el Totem no de un error de que no encuentra una ruta válida y pueda hallar 
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todas las rutas posibles de la red hemos definido el valor de “DelayConstraint” 
a 70 ms (7 saltos), el cual es el valor mínimo que hemos podido establecer. 
 
Aplicando el algoritmo XAMCRA con la restricción de retraso de 70 ms para la 
matriz de tráfico real, obtenemos el siguiente mapa de reservas. 
 
 
Figura A.112. Mapa de utilización de GÉANT con SAMCRA y restricción de retraso 70. 
 
Hemos extraído los enrutamientos de todas las reservas de LSPs en el archivo 
“LSPsGeantRealRetraso.docx”. En este documento observamos que algunos 
de los LSPs que requieren de un retraso mayor de 70 ms (7 saltos) son los 
siguientes: 
 
 
Figura A.113. Muestra de LSPs que requieren un retraso mayor de 70 ms. 
LSP-630433563 Espana Letonia.mx1 0.0 0 0  > Espana > Suiza > 
Alemania > Dinamarca > Estonia.mx1 > Estonia.mx2 > Letonia.mx1 
LSP-848199958 Espana Letonia.mx2 0.0 0 0  > Espana > Suiza > 
Alemania > Polonia > Lituania.mx2 > Lituania.mx1 > Letonia.mx2 
LSP-460828995 Francia Letonia.mx1 0.0 0 0  > Francia > Reino_Unido > 
Paises_bajos > Dinamarca > Estonia.mx1 > Estonia.mx2 > Letonia.mx1 
LSP-735019673 Francia Letonia.mx2 0.0 0 0  > Francia > Suiza > 
Alemania > Polonia > Lituania.mx2 > Lituania.mx1 > Letonia.mx2 
LSP-2128372139 Italia Letonia.mx1 0.0 0 0  > Italia > Suiza > 
Alemania > Dinamarca > Estonia.mx1 > Estonia.mx2 > Letonia.mx1 
LSP-777853182 Italia Letonia.mx2 0.0 0 0  > Italia > Suiza > 
Alemania > Polonia > Lituania.mx2 > Lituania.mx1 > Letonia.mx2 
LSP-2017221469 Grecia Letonia.mx1 0.0 0 0  > Grecia > Austria > 
Alemania > Dinamarca > Estonia.mx1 > Estonia.mx2 > Letonia.mx1 
LSP-1893851174 Grecia Letonia.mx2 0.0 0 0  > Grecia > Austria > 
Alemania > Polonia > Lituania.mx2 > Lituania.mx1 > Letonia.mx2 
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Figura A.114. Estadísticas de utilización de GÉANT con SAMCRA y restricción de retraso 
70. 
A.5.4.2. Enrutamiento con restricción de métrica 
 
Ahora abrimos la topología GÉANT e iniciamos el algoritmo XAMCRA 
definiendo el valor useMetric a “true”. En este caso los enlaces tienen los 
valores reales de métrica, los cuales varían de 2000 a 10000, cómo 
observamos en la siguiente Figura A.115. 
 
 
Figura A.115. Mapa de métricas de GÉANT. 
Para hallar el valor máximo de métrica que utilizaremos, escogemos una de las 
rutas más largas que hemos hallado antes y calculamos el peso total sumando 
las métricas de los enlaces. 
 
LSP-630433563 España Letonia.mx1 0.0 0 0  > España > Suiza > Alemania > 
Dinamarca > Estonia.mx1 > Estonia.mx2 > Letonia.mx1 
 
Métrica = 5023,5+2598,5+4697+10393,5+10393,5+10393,5= 43499,5    (A.2) 
 
LSP-848199958 España Letonia.mx2 0.0 0 0  > España > Suiza > Alemania > 
Polonia > Lituania.mx2 > Lituania.mx1 > Letonia.mx2 
 
Métrica = 5023,5+2598,5+10393,5x4= 49196     (A.3) 
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Después de varios intentos, comprobamos que el valor máximo de métrica lo 
debemos establecer a 60000 para que no de error y encuentre un camino para 
todos los LSPs. Realizando el enrutamiento SAMCRA con la restricción de 
métrica de 60000 obtenemos el siguiente gráfico de reservas. 
 
 
Figura A.116. Mapa de utilización de GÉANT con SAMCRA y restricción de métrica 60000. 
Uno de los pocos cambios que se observan es el enlace Portugal.mx1-Espana 
que ha cambiado de ruta. En el ejemplo anterior con la restricción de retraso 
seguía la ruta con menos retraso Portugal.mx1Portugal.mx2España, sin 
embargo, en este caso sigue la ruta con menor métrica 
Portugal.mx1Reino_UnidoFranciaEspaña. Esto demuestra que utilizando 
una sola restricción el algoritmo SAMCRA calcula el camino más corto del 
origen al destino minimizando dicha restricción (retraso, métrica o métrica TE). 
 
 
Figura A.117. Estadísticas de utilización de GÉANT con SAMCRA y restricción de métrica 
60000. 
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A.5.4.3. Enrutamiento con restricción de métrica TE 
 
En nuestra topología de GÉANT el valor de métrica TE es equivalente a 1 para 
todos los enlaces. Por tanto, igual que con el caso del retraso, al disponer 
todos los enlaces de la misma métrica, el algoritmo calculara el camino con 
menos saltos, es decir, el camino más corto. Por esto, el valor mínimo de 
restricción de métrica TE que debemos establecer para que no de error será 7. 
Cargamos la topología de GÉANT, arrancamos el algoritmo XAMCRA con el 
valor de useTEMetric a “true”, cargamos la matriz de tráfico real, realizamos el 
enrutamiento mediante SAMCRA con el valor de restricción de métrica TE a 7 y 
obtenemos el siguiente mapa de reservas. 
 
 
Figura A.118. Mapa de utilización de GÉANT con SAMCRA y restricción de métrica TE 7. 
Observamos que es el mismo mapa de reservas obtenido al aplicar la 
restricción de retraso. Efectivamente si aplicamos una métrica TE máxima de 6, 
el Totem da error al no poder encaminar todos los caminos. 
 
 
Figura A.119. Estadísticas de utilización de GÉANT con SAMCRA y restricción de métrica 
TE 7. 
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A.5.4.4. Enrutamiento aplicando las tres restricciones 
 
Finalmente realizamos el enrutamiento de la matriz real mediante SAMCRA 
aplicando  las tres restricciones aditivas con los siguientes valores: retraso = 70 
ms, métrica = 60000 y métrica TE = 7. 
 
Iniciamos la topología GÉANT, arrancamos el algoritmo XAMCRA con las tres 
variables useDelay, useMetric, useTEMetric con el valor “true”, cargamos la 
matriz de tráfico real y finalmente la aplicamos accediendo a “RoutingPrimary 
ComputationApply Full Mesh”. Aquí establecemos las siguientes 
restricciones: DelayConstraint=70, MetricConstraint=60000 y 
TEMetricConstraint=7. 
 
Figura A.120. Menú Totem de aplicación del algoritmo SAMCRA. 
 
Con esta configuración obtenemos el siguiente mapa de reservas. 
 
 
Figura A.121. Mapa de utilización de GÉANT con SAMCRA y restricciones: métrica 60000, 
métrica TE 7 y retraso 70. 
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Comparándolo con los casos anteriores observamos que: 
 
El LSP Portugal.mx1España mantiene la misma ruta que en el caso que sólo 
aplicamos restricción de retraso o métrica TE, siguiendo el camino con menor 
retraso Portugal.mx1Portugal.mx2España. 
 
El LSP BulgariaAustria se configura con la misma ruta utilizada en el caso 
que sólo aplicamos la restricción de métrica, siguiendo la ruta con menor 
métrica BulgariaHungríaAustria (Métrica=10393,5+5023,5=15417). Para 
los casos que sólo aplicamos restricción de retraso o métrica TE sigue la ruta 
con una métrica mayor BulgariaGreciaAustria (Métrica= 10393,5+10393,5 
= 20787). 
 
Figura A.122. Estadísticas de utilización de GÉANT con SAMCRA y restricciones: métrica 
60000, métrica TE 7 y retraso 70. 
Observamos que las estadísticas de red son idénticas para todos los casos 
estudiados.  
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A.6. Simulaciones adicionales IGP-WO 
 
A.6.1. Introducción 
 
En esta sección primero vemos una descripción del funcionamiento y ejecución 
del algoritmo IGP-WO en Totem y a continuación realizamos simulaciones con 
la red GÉANT, la matriz de tráfico real punto-a-punto calculada en A.1.7 y con 
diferentes parámetros del algoritmo IGP-WO. 
 
A.6.2. Instrucciones de IGP-WO 
 
El algoritmo IGP-WO recalcula los pesos de la métrica TE de una topología 
para optimizar el enrutamiento de una matriz de tráfico dada. Aún así no realiza 
el enrutamiento, por lo que una vez recalculados los pesos con el algoritmo 
IGP-WO, deberemos encaminar la matriz de tráfico calculando el camino más 
corto con los pesos calculados. Para ello debemos seguir estos pasos: 
 
1- Abrir la topología deseada. 
2- Arrancar el algoritmo IGP-WO en “AlgorithmsStart…” 
 
 
Figura A.123. Menú Totem de iniciación del algoritmo IGP-WO. 
 
3- Cargamos la matriz de tráfico correspondiente a la topología en “Traffic 
MatrixLoad Traffic Matrix” 
4- Ejecutamos el algoritmo IGP-WO para recalcular los pesos de la métrica 
TE, accediendo a “IGP-WOOptimize Link Weight” 
 
 
Figura A.124. Menú Totem de aplicación del algoritmo IGP-WO. 
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Para realizar el cálculo de los pesos mediante IGP-WO podemos definir las 
siguientes variables: 
 
 Number of iterations: número de iteraciones que se utilizarán en la 
búsqueda heurística de la solución. 
 Maximum Possible Weight: peso máximo de los enlaces. 
 Initial solution selection: indica si la selección inicial de la solución es 
aleatoria o no. 
 Seed for random number generator: indica el valor para la semilla del 
generador aleatorio de números. 
 Minimum/Maximum/Initial sampling rate: indica los valores mínimo, 
máximo e inicial del rango de muestreo. 
 Traffic Matrices: indica la matriz de tráfico respecto la cual queremos 
optimizar los pesos de los enlaces. 
 
5- Ahora debemos realizar el encaminamiento de la matriz de tráfico 
encontrando los caminos más cortos utilizando los pesos calculados por 
el algoritmo IGP-WO y guardados en los valores de la métrica TE. Por 
ello, ejecutamos el algoritmo CSPFTEMetric accediendo a 
“AlgorithmsStart…” 
6- Finalmente realizamos el enrutamiento de la matriz de trafico mediante 
CSPFTEMetric en “RoutingPrimary computationApply Full Mesh”. 
Seleccionamos la matriz de tráfico, el algoritmo CPSFTEMetric y 
presionamos en “Compute” para realizar el encaminamiento. 
 
 
Figura A.125. Menú Totem de aplicación del algoritmo CSPFTEMetric. 
Observamos que los parámetros más relevantes a la hora de calcular los pesos 
con IGP-WO son el número de iteraciones realizadas en el cálculo para 
encontrar una solución óptima y el peso máximo de los enlaces. Por ello 
realizaremos pruebas cambiando estos valores para comprobar si obtenemos 
alguna mejora de rendimiento aumentado el número de iteraciones o el peso 
máximo de los enlaces. 
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A.6.3. Topología GÉANT – Matriz trafico real – IGPWO iteraciones 50, 
peso máximo 100 
 
Si abrimos la topología de la red GÉANT, cargamos la matriz de tráfico real y 
calculamos el peso de los enlaces mediante el algoritmo IGP-WO con 50 
iteraciones y un peso máximo de 100, obtenemos el siguiente mapa de 
métricas TE. 
 
 
Figura A.126. Topología GÉANT con métricas TE establecidas por IGP-WO. 
Una vez realizamos el encaminamiento de la matriz de tráfico mediante 
CSPFTEMetric obtenemos el siguiente mapa de reservas. 
 
 
Figura A.127. Mapa de utilización con las métricas establecidas con IGP-WO. 
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Y las estadísticas de red son: 
 
 
Figura A.128. Estadísticas de utilización con las métricas establecidas con IGP-WO. 
A.6.4. Topología GÉANT – Matriz trafico real – IGPWO iteraciones 
100, peso máximo 100 
 
Ahora hemos decidido doblar el número de iteraciones manteniendo el peso 
máximo, para observar si se obtiene alguna mejora aumentando las 
iteraciones. Este valor no es conveniente aumentarlo demasiado porque 
también aumenta considerablemente el tiempo de cálculo y el consumo de 
CPU. 
 
Con estos valores obtenemos el siguiente mapa de métricas TE. 
 
 
Figura A.129. Mapa de métricas establecidas por IGP-WO, con el doble de iteraciones. 
Observamos que ha encontrado los mismos pesos que cuándo aplicamos 50 
iteraciones, por lo que el mapa de reservas y las estadísticas de red serán 
idénticas que en el caso anterior. Esto nos indica que aumentando el número 
de iteraciones (de 50 a 100) no obtenemos ninguna mejora de tráfico. 
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A.6.5. Topología GÉANT – Matriz trafico real – IGPWO iteraciones 50, 
peso máximo 250 
 
Ahora utilizaremos 50 iteraciones ya que hemos visto que no son necesarias 
más y un valor de peso máximo de 250, que es el valor máximo que permite 
Totem, para comprobar si se obtiene alguna mejora. Cargando la topología 
GÉANT, con la matriz de tráfico real y los datos indicados obtenemos el 
siguiente mapa de métricas. 
 
 
Figura A.130. Mapa de métricas IGP-WO con 50 iteraciones y 250 peso máximo. 
 
El mapa de reservas es el siguiente. 
 
Figura A.131. Mapa de utilización con las  métricas IGP-WO. 
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Observamos que el mapa de reservas es idéntico que en el caso que el peso 
máximo es de 100, por lo que tampoco ofrece una mejora de tráfico 
 
Y las estadísticas de red son: 
 
 
Figura A.132. Estadísticas de utilización con las  métricas IGP-WO. 
 
Las estadísticas de red son las mismas que en el caso con peso máximo de 
100, sólo varia la utilización media (Mean Util) que aumenta un mínimo de 
15,596% a 15,597%. Por tanto, tampoco supone una mejora de rendimiento de 
la red. 
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A.7. Pruebas con escenarios en línea de comandos 
 
A.7.1. Introducción 
 
En esta sección del anexo vamos a ver una descripción del uso de la línea de 
comandos en Totem así como una serie de ejemplos con los algoritmos CPSF, 
OptDivideTM, SAMCRA, IGP-WO y LSPDimensioning. 
 
A.7.2. CLI. Línea de comandos en TOTEM 
 
El programa Totem nos ofrece la posibilidad de simular escenarios 
directamente desde la línea de comandos, sin necesidad de acceder al entorno 
gráfico. Esto nos permite visualizar los resultados rápidamente. Las opciones 
disponibles a través de CLI son las mostradas en la siguiente Figura A.133. 
 
 
Figura A.133. Opciones disponibles en Totem a través de línea de comandos. 
 
A.7.3. Pruebas CSPF 
 
Primero creamos un archivo de escenario fullmesh con el comando: 
 
 
Figura A.134. Comando de creación de un escenario fullmesh. 
 
Entonces ejecutamos el escenario con el comando ./totem.sh –s 
escenarios/EscenarioGEANTtomogCSPF.xml y obtenemos los siguientes 
resultados. 
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Figura A.135. Resultados obtenidos al ejecutar el escenario creado de CSPF. 
 
A.7.3.1. Interpretación de los resultados 
 
Los datos que se muestran para cada resultado son:  
 
 LinkId, Priority, classType y preemptionLevel que hacen referencia al id, 
prioridad, tipo y nivel de prioridad. En este caso no se indican porque 
mostramos los resultados de todos los LSP juntos. 
 
 Capacity, ReservedBandwidth, ReservableBandwidth y útil% que hacen 
referencia a la capacidad, ancho de banda reservado, reservable y 
utilización que es: 
Utilización = [1 – (BW reservado / Capacidad) ]*100        (A.4) 
 
Los resultados mostrados son los siguientes: 
 
 MAX: Nos muestra los datos correspondientes al LSP mayor. 
 MEAN: Muestra los datos del LSP medio. 
 STD: Muestra los datos de la desviación estándar. 
 Percentile10: Percentil es un concepto estadístico que nos indica que un 
10% de los enlaces cumple con los datos mostrados. Se aplica el mismo 
concepto para percentil20, 30, 50 y 90. 
A.7.3.2. Tabla de resultados 
 
Resultado Capacidad BW Reservado BW Reservable Utilización 
MAX 39813.12 38485.92 29938.77 100 
MEAN 16948.4 8658.46 8289.94 40.31 
STD 9866.27 11452.38 6462.22 37.9 
Percentile10 38486.02 29859.45 17598.32 99.99 
Percentile20 20000 15860.08 10000 86.71 
Percentile30 19906.56 8911.82 9621.5 71.05 
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Percentile50 10000 3621.61 9240.05 27.8 
Percentile90 9621.5 0.0 0.89 0.0 
Tabla A.25. Estadísticas obtenidas mediante línea de comandos. 
 
A continuación realizamos las mismas acciones para las métricas: InvFreeBw, 
TEMetric, HopCount y InvCap.  
 
A.7.3.3. Resultados de CSPFInvFreeBw 
 
Figura A.136. Resultados obtenidos al ejecutar el escenario creado de CSPFInvFreeBw. 
A.7.3.4. Resultados de CSPFTEMetric 
 
Figura A.137. Resultados obtenidos al ejecutar el escenario creado de CSPFTEMetric. 
Experimentación con software de ingeniería de tráfico  154 
   
A.7.3.5. Resultados de CSPFHopCount 
 
Figura A.138. Resultados obtenidos al ejecutar el escenario creado de CSPFHopCount. 
 
A.7.3.6. Resultados de CSPFInvCap 
 
Figura A.139. Resultados obtenidos al ejecutar el escenario creado de CSPFInvCap. 
 
A.7.4. Pruebas OPTDivideTM 
 
Para calcular el rendimiento de este algoritmo aplicaremos el siguiente 
escenario cambiando el valor de objetiveFunction (puede tener los valores: 
MeanDelay, WMeanDelay o NLFortz) 
 
 
 
Figura A.140. Escenario de prueba de OptDivideTM. 
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A.7.4.1. Resultados MeanDelay 
 
 
Figura A.141. Resultados obtenidos al ejecutar el escenario de OptDivideTM MeanDelay. 
A.7.4.2. Resultados WMeanDelay 
 
 
Figura A.142. Resultados obtenidos al ejecutar el escenario de OptDivideTM 
WMeanDelay. 
 
Las métricas MinHop e InvCap no se pueden simular mediante escenarios. Y la  
métrica NonLinearFortz no funciona mediante escenarios, por lo que aportamos 
las estadísticas obtenidas en el entorno gráfico, aunque sólo nos proporciona 
los datos de utilización. 
 
 
A.7.4.3. Resultados MinHop 
 
 
Figura A.143. Resultados obtenidos al ejecutar OptDivideTM MinHop. 
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A.7.4.4. Resultados InvCap 
 
 
Figura A.144. Resultados obtenidos al ejecutar OptDivideTM InvCap. 
 
A.7.4.5. Resultados NonLinearFortz 
 
 
Figura A.145. Resultados obtenidos al ejecutar OptDivideTM NonLinearFortz. 
 
A.7.5. SAMCRA 
 
A.7.5.1. Escenario utilizado 
 
En la Figura A.146 vemos el escenario SAMCRA utilizado para realizar la 
simulación mediante línea de comandos. 
 
 
Figura A.146. Escenario de prueba del algoritmo SAMCRA. 
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A.7.5.2. Resultados 
 
La Figura A.147 muestra las estadísticas obtenidas con el escenario de 
SAMCRA mediante la línea de comandos. 
 
 
Figura A.147. Resultados obtenidos al ejecutar SAMCRA. 
 
En la ejecución del algoritmo hemos observado que para muchos LSPs no ha 
podido encontrar una ruta válida con las restricciones indicadas. Si ampliamos 
las restricciones, el programa Totem se cierra por un error de java. Esto se 
debe a que muchos enlaces se encuentran al 100% y hay rutas completamente 
bloqueadas. 
 
A.7.6. IGP-WO 
A.7.6.1. Escenario utilizado 
 
En la Figura A.148 vemos el escenario IGP-WO utilizado para realizar la 
simulación mediante línea de comandos. 
 
 
Figura A.148. Escenario de prueba del algoritmo IGP-WO. 
A.7.6.2. Resultados 
 
La Figura A.149 muestra las estadísticas obtenidas con el escenario de IGP-
WO mediante la línea de comandos. 
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Figura A.149. Resultados obtenidos al ejecutar IGP-WO. 
A.7.7. LSPDimensioning 
 
Este algoritmo se encarga de redimensionar un LSP en función de la demanda 
medida durante una ventana de muestreo. Por ello para poder ejecutar este 
algoritmo primero debemos crear uno o más LSPs encaminados con CSPF, 
aplicar el algoritmo LSPDimensioning al LSP deseado y finalmente introducir 
las muestras de cargas (demandas de tráfico) correspondientes al LSP. 
 
A.7.7.1. Escenario utilizado 
 
En la Figura A.150 vemos el escenario LSPDimensioning utilizado para 
realizar la simulación mediante línea de comandos. 
 
 
Figura A.150. Escenario de prueba del algoritmo LSPDimensioning. 
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A.7.7.2 Resultados 
 
La Figura A.151 muestra las estadísticas obtenidas con el escenario de 
LSPDimensioning mediante la línea de comandos. 
 
 
 
Figura A.151. Resultados obtenidos al ejecutar LSPDimensioning. 
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A.8. Representaciones gráficas 
 
A.8.1. Introducción 
 
Realizaremos la representación gráfica de las estadísticas de los algoritmos 
mediante la aplicación de escenarios específicos para cada algoritmo. En todos 
ellos aplicaremos el tráfico correspondiente a la matriz de tomogravedad. 
 
A.8.2. CSPF – Reserva de LSPs 
 
Para representar los datos de este algoritmo usamos el escenario 
CSPFchartsReservaLSPs.xml. En él primero creamos un char del tipo 
“LinksReservedBWDataCollector” y luego realizamos reservas de LSPs, 
correspondientes a la matriz de tomogravedad, para cada una de las métricas 
CSPF, CSPFInvFreeBw, CSPFHopCount y CSPFInvCap, guardando sus datos 
en diferentes series de un mismo char. La métrica CSPFTEMetric no la hemos 
incluido porque en este caso coincide con la métrica CSPFHopCount (la 
usaremos más tarde con el algoritmo IGP-WO). Finalmente, con los datos 
recogidos realizamos las cuatros posibles representaciones, que mostramos a 
continuación. 
 
A.8.2.1. Comparación con líneas decrecientes 
 
Vemos la representación de las estadísticas de utilización de CSPF. 
 
 
 
Figura A.152. Representación decreciente con CSPF. 
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La Figura A.152 muestra con una línea decreciente la utilización de los enlaces 
de mayor a menor para cada una de las métricas. En el eje vertical (y) se 
define la utilización, con un valor máximo de 1, y en el eje horizontal (x) se 
representan los enlaces, ordenados de mayor a menor utilización. En este caso 
la notación de los enlaces sólo la vemos como puntos al ser demasiados, pero 
en verdad si fueran menos los veríamos numerados sucesivamente cómo 1, 2, 
3, 4,… 
 
En el gráfico de la Figura A.152 observamos que la métrica CSPFInvFreeBw 
es la que ofrece un mejor rendimiento, porqué no tiene ningún enlace 
congestionado, al contrario que el resto de métricas que tienen un gran número 
de enlaces congestionados. Cuando tenemos enlaces congestionados, algunas 
reservas de LSPs pueden ser rechazadas por no encontrar un camino viable. 
Por tanto, las métricas con enlaces congestionados encaminarán en total 
menos cantidad de tráfico. Por esto, la línea de CSPFInvFreeBw tiene una 
pendiente menor que las demás y supera en utilización a las otras métricas 
para un mayor número de enlaces. 
 
A.8.2.2. Comparación con barras en intervalos 
 
Vemos la representación obtenida mediante los gráficos de Totem. 
 
 
Figura A.153. Representación con barras en intervalos con CSPF. 
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El segundo gráfico (Figura A.153) que podemos realizar es una representación 
con barras del número de enlaces en intervalos de utilización. Observamos que 
la métrica CPSFInvFreeBw es la que ofrece un mejor balanceo de carga, al 
disponer de un menor número de enlaces en los intervalos de utilización 0-10% 
y 90-100%; y más enlaces en los demás intervalos. 
 
A.8.2.3. Comparación con barras, todos los enlaces 
 
En la Figura A.154 podemos observar la utilización de cada uno de los 
enlaces, de menor a mayor utilización. La métrica CSPFHopCount parece ser 
la peor opción, puesto que tiene un mayor número de enlaces congestionados. 
Las métricas CSPF y CSPFInvCap tienen estadísticas muy parecidas, por lo 
que ofrecen un comportamiento similar. Finalmente, la métrica CSPFInvFreeBw 
destaca como la mejor opción porque no tiene enlaces congestionados y ofrece 
una mejor distribución del tráfico. 
 
 
Figura A.154. Comparación con barras, todos los enlaces, con CSPF. 
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A.8.2.4. Comparación con barras, utilización máxima 
 
El cuarto y último gráfico (Figura A.155) que podemos obtener es una 
representación de la utilización máxima de cada una de las métricas. No nos 
proporciona información adicional al resto de gráficos, y por tanto no lo 
usaremos en el estudio de los siguientes algoritmos. 
 
 
 
Figura A.155. Utilizaciones máximas.  
 
A.8.3. CSPF – Enrutamiento de matriz de tomogravedad 
 
En este caso utilizamos el escenario “CSPFchartsEnrutandoMatriz.xml”. Igual 
que antes comparamos las métricas de CSPF, pero ahora en vez de realizar 
reservas de LSPs, encaminaremos la matriz de tomogravedad con IGP, lo cual 
gráficamente nos permite visualizar una utilización mayor del 100%. Esto 
quiere decir que la simulación permite encaminar tráfico aunque los enlaces se 
encuentren saturados, permitiéndonos valorar el grado de saturación obtenida 
con cada una de las métricas. En el caso de reservas de LSPs, si no hay un 
camino con enlaces libres de saturación la reserva se rechaza. 
A.8.3.1. Comparación con líneas decrecientes 
 
Observamos que la utilización máxima es la misma para todas las métricas. 
Aunque en un principio la métrica CSPFHopCount parece ser la que reduce 
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antes la congestión, las otras métricas ofrecen un rendimiento mejor 
reduciendo la utilización al 100% con un menor número de enlaces. Además, 
observamos que las estadísticas de las métricas CSPF, CSPFInvFreeBw y 
CSPFInvCap son idénticas, por lo que tienen un comportamiento muy parecido. 
 
 
Figura A.156. Comparación con líneas decrecientes, encaminando matriz de tráfico. 
 
 
A.8.3.2. Comparación con barras en intervalos 
 
Vemos que la métrica CSPFHopCount tiene un mayor número de enlaces 
saturados, denotando ser la peor opción. El resto de métricas ofrecen 
estadísticas idénticas. 
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Figura A.157. Representación con barras en intervalos, encaminando matriz de tráfico. 
A.8.3.3. Comparación con barras, todos los enlaces 
 
En la Figura A.158 vemos la utilización de los enlaces, de menor a mayor, 
representado con barras para las diferentes métricas. 
 
 
Figura A.158. Representación con barras, todos los enlaces, encaminando matriz de 
tráfico. 
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A.8.4. IGP-WO 
 
Utilizamos el escenario “IGPWOchart.xml”, en el que creamos un chart del tipo 
“LinksLoadDataCollector”, cargamos la topología GÉANT, la matriz de 
tomogravedad y realizamos el enrutamiento con las métricas deseadas. En 
este caso compararemos la métrica TE establecida con el algoritmo IGPWO 
con la métrica CSPFInvFreeBw, ya que ha demostrado ser la mejor opción de 
las métricas CSPF. 
 
A.8.4.1. Comparación con líneas decrecientes 
 
En la Figura A.159 vemos que la utilización máxima del algoritmo IGPWO es 
bastante menor que la utilización máxima del algoritmo CSPFInvFreeBw. 
Además, el gráfico del algoritmo IGPWO tiene una pendiente menos 
pronunciada y mayor utilización en gran parte de los enlaces. Esto quiere decir 
que IGPWO distribuye mejor la carga de tráfico a través de los enlaces de la 
red, ofreciendo una implementación mejor que CPSFInvFreeBw. 
 
 
Figura A.159. Representación con líneas decrecientes IGPWO y CSPFInvFreeBw. 
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A.8.4.2. Comparación con barras en intervalos 
 
Observamos que el algoritmo IGPWO tiene menos enlaces en los intervalos de 
utilización 0-20%,>100% y más enlaces en los demás intervalos, por lo que 
ofrece una mejor distribución del tráfico de la red. 
 
 
 
 
Figura A.160. Representación con barras en intervalos IGPWO y CSPFInvFreeBw. 
 
 
A.8.4.3. Comparación con barras, todos los enlaces 
 
En este caso también podemos observar que IGPWO ofrece una utilización 
máxima menor y una mejor distribución del tráfico. 
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Figura A.161. Representación con barras, todos los enlaces, IGPWO y CSPFInvFreeBw. 
 
A.8.5. OptDivideTM 
 
Este caso no es posible realizarlo con escenarios, así que hemos obtenido los 
gráficos manualmente con el interfaz gráfico de usuario. Usando el algoritmo 
OptDivideTM, hemos obtenido los gráficos correspondientes a la utilización de 
red que ofrecen las cinco posibles métricas: WMeanDelay, InvCap, MeanDelay, 
MinHop y NonLinearFortz. 
 
A.8.5.1. Comparación con líneas decrecientes 
 
En la Figura A.162 vemos que la métrica NonLinearFortz tiene una utilización 
máxima que es prácticamente el doble que con las otras métricas. Además, 
tiene una utilización superior a las otras métricas durante todo el gráfico, lo que 
demuestra que es la peor opción.  
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Figura A.162. Representación decreciente de la utilización con OptDivideTM. 
 
Las otras métricas tienen una utilización parecida, alrededor del 175%, siendo 
la menor utilización la de la métrica WMeanDelay. En el resto del gráfico, 
vemos que la métrica InvCap es la que mantiene la utilización de la mayoría de 
los enlaces por debajo de la utilización del resto de métricas. Esto quiere decir 
que para igual tráfico de red ofrece en general una utilización menor de los 
enlaces, y por tanto ofrece mejor rendimiento que las otras métricas. 
 
A.8.5.2. Comparación con barras en intervalos 
 
Observamos en la Figura A.163 que la métrica InvCap es la que tiene un 
menor número de enlaces saturados, ofreciendo así una optimización de red 
mejor que las otras métricas. 
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Figura A.163. Representación con barras en intervalos de OptDivideTM. 
A.8.5.3. Comparación con barras, todos los enlaces 
 
En la Figura A.164 vemos la utilización de los enlaces, de menor a mayor, 
representado con barras para las diferentes métricas. 
 
 
 
Figura A.164. Representación con barras, todos los enlaces, de OptDivideTM. 
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A.8.6. SAMCRA 
 
Utilizamos el escenario “XAMCRAchart.xml”, con el que comparamos el 
algoritmo en 4 supuestos: usando sólo el retraso, sólo la métrica IGP, sólo la 
métrica IGPWO y por último usando las tres restricciones. Este algoritmo 
funciona estableciendo LSPs para los flujos demandados, por lo que la 
utilización nunca superará el 100%. 
A.8.6.1. Comparación con líneas decrecientes 
 
Observamos en la Figura A.165 que tenemos un menor número de enlaces 
congestionados cuándo aplicamos solo la restricción de  métrica 60000. 
También obtenemos muy buenos resultados aplicando sólo la restricción de 
4000 para la métrica TE establecida por el algoritmo IGPWO. Vemos que para 
un mayor número de enlaces tiene una utilización más alta, lo que significa que 
ha redistribuido el tráfico mejor que el resto de métricas. La que debería ser la 
mejor opción, cuando aplicamos las tres restricciones 70/60000/4000, no es la 
solución más acertada puesto que tiene un comportamiento muy parecido a 
cuándo aplicamos sólo la restricción de 70ms. 
 
 
 
Figura A.165. Representación de creciente de la utilización con SAMCRA. 
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A.8.6.2. Comparación con barras en intervalos 
 
Podemos ver que la restricción de métrica 60000 es la que tiene menos 
enlaces en el intervalo 90-100% y más enlaces en el intervalo 0-10%, 
distribuyendo mejor el tráfico de la red. La restricción de métrica TE-IGPWO 
4000 obtiene unas estadísticas cercanas a la restricción de métrica 60000. En 
cambio, las restricciones de métrica de retraso 70 ms y aplicando las tres 
métricas conjuntamente 70/60000/4000 muestran unos resultados menos 
favorables. 
 
 
 
Figura A.166. Representación con barras en intervalos de SAMCRA. 
 
A.8.6.3. Comparación con barras, todos los enlaces 
 
En la Figura A.167 vemos la utilización de los enlaces, de menor a mayor, 
representado con barras para las diferentes métricas. 
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Figura A.167. Representación con barras, todos los enlaces, de SAMCRA. 
 
