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Abstract
In this paper, we study a chromatic aspect for the class of P6-free graphs. Here, the focus
of our interest are graph classes (de0ned in terms of forbidden induced subgraphs) for which
the question of 3-colorability can be decided in polynomial time and, if so, a proper 3-coloring
can be determined also in polynomial time. Note that the 3-colorability decision problem is a
well-known NP-complete problem, even for special graph classes, e.g. for triangle- and K1;5-free
graphs (Discrete Math. 162 (1–3) (1996) 313–317). Therefore, it is unlikely that there exists
a polynomial algorithm deciding whether there exists a 3-coloring of a given graph in general.
Our approach is based on an encoding of the problem with Boolean formulas making use of the
existence of bounded dominating subgraphs. Together with a structural analysis of the non-perfect
K4-free members of the graph class in consideration we obtain our main result that 3-colorability
can be decided in polynomial time for the class of P6-free graphs.
? 2003 Elsevier B.V. All rights reserved.
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1. Introduction and motivation
We consider 0nite, undirected, and simple graphs G with vertex set V (G) and edge
set E(G). For A ⊆ V (G) let G[A] be the subgraph induced by A. N (x) = NG(x)
denotes the set of vertices adjacent to the vertex x and N [x] = NG[x] = N (x) ∪ {x}.
More generally, we de0ne N (X )=NG(X )=
⋃
x∈X N (x) and N [X ]=NG[X ]=N (X )∪X
for a subset X of V (G). For terminology and notation not de0ned here we refer to [25].
Our research was motivated by the question whether 3-colorability can be decided
in polynomial time on graph classes de0ned in terms of forbidden induced subgraphs.
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The 3-colorability decision problem is a well-known NP-complete problem, even for
special graph classes, e.g. for the class of simple, triangle and K1;5-free graphs [11]
or for the class of simple, 4-regular, 2-connected claw-free graphs as outlined in [19].
Therefore, it is unlikely that there exists a polynomial algorithm deciding this question
in general. The research on graph classes for which 3-colorability can be decided in
polynomial time was initiated in [8,19] in order to extend the understanding of the
3-colorability decision problem. Our aim is to 0nd graph classes, whose members can
be recognized eHciently and for which 3-colorability can be decided in polynomial
time. Related work can be found in [9,10,13–18,20].
Obviously, the clique number !(G)6 (G) is a lower bound for the chromatic
number of a graph G. A graph G is called perfect, if the chromatic number (H) equals
the clique number !(H) for every induced subgraph H of G. According to the Strong
Perfect Graph Conjecture due to Berge, perfect graphs are characterized by two in0nite
families of forbidden induced subgraphs: G is a perfect graph if and only if G does
not contain an odd hole (i.e. induced cycle) of length at least 5 nor its complement–an
odd antihole of length at least 5–as an induced subgraph. Very recently, Chudnovsky
et al. [2] presented a proof of this conjecture. A classical result of Erdo˝s [5] implies that
there are triangle-free graphs with arbitrarily large girth and chromatic number. It is due
to Sumner [21] that triangle- and P5-free graphs are 3-colorable. Likewise, he proved
that triangle-, P6- and C6-free graphs are 3-colorable. However, not every triangle-
and P6-free graphs is 3-colorable, e.g. two exceptions are the well-known 4-chromatic
Mycielski–GrKotzsch graph MG and the Clebsch graph PMG (cf. the 0gure below).
As introduced by GyLarfLas [6], a family G of graphs is called -bound with -binding
function f, if (G′)6f(!(G′)) holds whenever G′ is an induced subgraph of G ∈G.
Note that this is a relaxation of the concept of perfection. In 1987, GyLarfLas [7] proved
that the family of induced Pn-free graphs has the -binding function f(!(G)) = (n−
1)!(G)−1. It is noteworthy that slight modi0cations of GyLarfLas proof of the latter re-
sult yields the -binding function f(2) = n − 2 for the family of induced Pn-free
and triangle-free graphs. This guarantees that every triangle- and P6-free graph is
4-colorable. In [19], we extended the theorem of GyLarfLas in this special case and
also extended the already-mentioned 3-colorability results due to Sumner.
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Two vertices u and v of a graph G are called similar, if NG(u) ⊆ NG(v) or NG(v) ⊆
NG(u) holds.
Theorem 1 (Randerath et al. [19]). Let G be a connected triangle- and P6-free graph
containing no similar vertices, which is not 3-colorable. Then G contains the
Mycielski–Grotzsch graph MG as induced subgraph and is an induced subgraph of
the 16-vertex Clebsch-graph PMG.
In [19], we also examined further subclasses of P6-free graphs concerning the
3-colorability decision problem. Obviously, the K4-freeness of a graph is a neces-
sary condition for a graph to be 3-colorable. The above-mentioned -binding function
for P6-free graphs f(!(G)) = 5!(G)−1 guarantees that every K4- and P6-free graph is
25-colorable. Moreover, a necessary condition for a graph G to be 3-colorable is the
absence of a 5-wheel W5 (cf. the 0gure below). More generally, a necessary condition
for a graph G to be 3-colorable is that for every vertex of G its neighborhood induces
a bipartite graph.
The proof of the main result in this paper is based on a polynomial time algorithm
of Tucker and structural properties of non-perfect K4-free graphs. In 1987, Tucker
[23,24] revealed a combinatorial polynomial time algorithm for coloring every K4-free
perfect graph G with (G) colors in time O(|V |3); Hence, it remains to investigate the
non-perfect K4-free graphs G. By the validity of the Strong Perfect Graph Conjecture
for K4-free graphs [22], G has to contain an odd hole or an odd antihole. Note that
if G contains an antihole, then the K4-freeness forces that G contains a 7-antihole.
Furthermore, the 7-antihole and, therefore, G is a non-3-colorable graph. Hence, all
remaining 3-colorable members have to contain an odd hole and since the graphs in
consideration are P6-free, they have to contain a 5-hole.
2. Programming 3-col(P6) in propositional logic
Here, 3-col(F) is a shorthand for the 3-colorability decision problem restricted to
the class of all graphs containing no induced subgraph F . The question whether a
given graph G = (V; E) is 3-colorable can be reformulated as an instance of the
special satis0ability problem 3-SAT, which was proved to be NP-complete by
Cook [3].
3-SAT. Let C be a collection of m clauses over the set V of n Boolean variables
such that every clause has exactly three literals. Is there a truth assignment for C
that satis9es all clauses?
Let V = {1; : : : ; n} be the vertex set of G and eij, which corresponds to the edge
incident with the vertices i and j. Now we introduce 3n Boolean variables: x(l)i for every
i∈{1; : : : ; n} and l∈{1; : : : ; 3} with x(l)i = true corresponding to the statement that the
vertex i receives the color l. Now each edge eij of G is represented by three clauses:
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( Nx(l)i ∨ Nx(l)j ) for l∈{1; : : : ; 3} and each vertex xi of G is represented by 0ve clauses:
(x(1)i ∨x(2)i ∨x(3)i ); ( Nx(1)i ∨ Nx(2)i ∨ Nx(3)i ); (x(1)i ∨ Nx(2)i ∨ Nx(3)i ); ( Nx(1)i ∨x(2)i ∨ Nx(3)i ); ( Nx(1)i ∨ Nx(2)i ∨x(3)i ).
Now it is not very diHcult to check that a satisfying truth assignment of this 3-SAT
instance corresponds to a 3-coloring of G.
Our interest on this reformulation is justi0ed by its 2-SAT impact, if we consider
a 3-precolored dominating set of the graph. Here, a subset D ⊆ V (G) of a graph G
is called a dominating set, if every vertex x∈V (G) − D is adjacent to at least one
vertex in D. The following approach for 3-colorability was used in [19] (see also [4]).
The approach states the following: Let D be a dominating set in a graph G = (V; E).
Then, we can test whether a 3-coloring of D can be extended to a 3-coloring of G by
constructing a corresponding 2-satis0ability formula with at most 3|V | variables and
3|E|+5|V | clauses. Since 2-satis0ability is solvable in linear time O(3|E|+5|V |), we
deduce the next result.
Corollary 2 (Randerath et al. [19]). For a graph G=(V; E) with a dominating set D,
we can decide 3-colorability and determine a proper 3-coloring in time O(3|D| ∗ |E|).
A complete subgraph of G is called a dominating clique if the vertices comprise a
dominating set. In [1], BacsLo and Tuza showed that in every connected graph with no
induced P5 there exists a dominating clique or a dominating P3 (that is, a dominating
set inducing a P3). Having tested a (connected) P5-free graph G for K4-freeness, the
BacsLo and Tuza result then guarantees the existence of a domination set of G of size
at most three, and together with Corollary 2 we obtained the following.
Proposition 3 (Randerath et al. [19]). 3-Colorability can be decided and, if so, a
proper 3-coloring can be determined in polynomial time for P5-free graphs.
Mellin [12] together with the 0rst author implemented an O(|V |!)-time algorithm for
3−col(P5). Here, 2¡!¡ 2; 36 is the exponent given by the fast matrix multiplication.
In [19], we considered further subclasses of P6-free (and K4-free) graphs for which
there exists a 0xed constant k such that every member has a dominating set of size
at most k. The results on subclasses of P6-free graphs obtained in [19] support an
aHrmative answer to the following question:
Is 3− col(P6) solvable in polynomial time?
The main result of our paper is an aHrmative answer to this question. Since we are
basically interested on the question whether 3-col(P6)∈P is valid, we just briePy men-
tion running times of procedures in the algorithmic proof and omit the accompanying
running time analysis.
Theorem 4. Let G be a P6-free graph. Then the 3-colorability of G can be decided
and, if so, a proper 3-coloring can be determined in polynomial time.
Proof. Let G = (V; E) be a connected, P6-free graph. Since G is P6-free there exists
no hole of length ¿ 7 in G. Thus, if G contains an odd hole C, then C must be a
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5-hole. We distinguish two diQerent cases according to the existence of a 5-hole in
G. To check whether a given graph G = (V; E) contains a 5-hole can be performed
in O(|E| ∗ |V |!) time. Since this will be the most expensive part of our algorithm, we
will sometimes roughly estimate running times of subprocedures if they fall below this
value. If the running time of a subprocedure obviously will not exceed this value, we
will often not mention the running time. The next simple observation will be important
for the proof.
Claim 1. If G contains four vertices a1; a2; a3; a4 inducing a diamond K4 − e such
that a1 is not adjacent to a4, then in every 3-coloring the vertices a1 and a4 have to
receive the same color. For convenience, we call the vertices a1 and a4 of a K4 − e
diamond twins.
A 3-colorable graph G satis0es the property that for every vertex v of G the neigh-
borhood NG(v) induces a bipartite graph. A subprocedure checking this necessary con-
dition for 3-colorability requires O(|V | ∗ |E|) running time. If G passes this procedures,
then G contains neither a K4 nor a 5-wheel W5 as (induced) subgraph.
Case A: G contains a 5-hole C=v0v1v2v3v4v0. Now we will analyze the structure of
G. We will extend the approach based on Corollary 2 and consider a 0xed precoloring
of C with three colors, say v1 and v3 with color 1, v2 and v4 with color 2, and v0 with
color 3. Further on, we extend this precoloring of C until no uncolored vertex of G
is adjacent to two diQerently precolored vertices and (with respect to Claim 1) until
there exists no diamond twin such that one of its vertices is a precolored vertex and
the other vertex is uncolored. The running time amount for this iterative procedure is
negligible compared to O(|E| ∗ |V |!). If there occurs a color conPict, then G is not
3-colorable. If there occurs no color conPict, then let PC denote the set of precolored
vertices of G. If PC is a dominating set, then we can apply Corollary 2 in order to
test in running time O(|E|), whether the remaining graph is 3-colorable. Therefore,
assume that PC is not a dominating set of G. Hence, there exist vertices of G not
being dominated by vertices of PC. Thus, the encoding of the question whether our
given graph G=(V; E) is 3-colorable as an instance of the special satis0ability problem
3-SAT does not reduce to a special satis0ability problem 2-SAT by the precoloring
of PC. Especially, the vertices not dominated by PC correspond to the remaining
3-clauses.
In the following, let Ni for i = 1; 2; 3 denote the set of vertices having distance
i to C. Note that the connectivity of G, the W5- and P6-freeness of G forces that
every vertex of G has distance of at most 3 to C, i.e. V (G) = {v∈V (G)|∃ Nv∈V (C) :
dist(v; Nv)6 3}. Let Q be the set V−NG[PC] of vertices not dominated by a precolored
vertex. Obviously, Q ⊂ N2 ∪ N3.
Claim 2. Let H be the vertex set of a non-trivial component of G[N3]. Let x∈NG
(H)− H , then x is adjacent to every vertex of H . Moreover, the set NG(H)− H of
vertices being adjacent to H -vertices forms an independent set and H is bipartite. In
every extension of the precoloring to a proper 3-coloring the set NG(H)− H has to
be colored monochromatic.
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Otherwise, suppose there exists a vertex x∈NG(H) − H and an edge yz ∈E(H)
such that y is adjacent to x and z is not adjacent to x. Since x∈N2, then there exists
a vertex p2 ∈N1 adjacent to x and p1 ∈V (C) being adjacent to p2 and p0 ∈V (C)
adjacent to p1 and not adjacent to p2 (since G is W5-free). But then the vertices
z; y; x; p2; p1; p0 induce a P6, a contradiction. Hence, every vertex x∈NG(H) − H is
adjacent to every vertex of H . Since G is K4-free and H is a non-trivial component
of G[N3], the set NG(H) − H forms an independent set. With H ⊂ NG(x) we also
obtain that H induces a bipartite graph. Because every pair of vertices of NG(H)−H
forms a diamond twin we obtain with Claim 1 that the vertices of NG(H) − H have
to receive the same color for every extension of the precoloring to a proper 3-coloring
of G.
Note that the property for the vertices of NG(H) − H to receive the same color
is a necessary and suHcient condition for the existence of an extension of the pre-
coloring to a proper 3-coloring of G. More precisely, if and only if all vertices of
NG(H) − H receive the same color then the vertices of H receive (with respect to
the partition of H into two independent sets) one of the remaining two colors not
used to color NG(H) − H . Therefore, our approach can be extended in the following
manner.
Claim 3. Let H be the vertex set of a non-trivial component of G[N3]. Then we
can extend the encoding of our precoloring extension problem with 2-clauses by the
addition of the obvious 2-clauses forcing that all vertices of NG(H) − H have to
receive the same color.
If we have added the 2-clauses according to Claim 3, then we can reduce G and we
can consider G − H . Applying this procedure recursively we obtain a reduced graph
without non-trivial components in the corresponding set N3. For convenience G will
always denote the actual (reduced) graph. Again the running time amount for this
iterative procedure is negligible compared to O(|E| ∗ |V |!).
Claim 4. Let z be the vertex of a trivial component of G[N3]. Then NG(z) induces a
complete bipartite graph with two partite sets or forms an independent set and there
exists a vertex x∈N1 such that NG(z) ⊂ NG(x).
Since we have passed successfully at this stage the 0rst subprocedure of this proof,
we already know that NG(z) ⊂ N2 induces a bipartite graph. First, assume that NG(z)
forms an independent set. Let y∈N2 ∩ NG(z), then there has to exist x∈N1 ∩ NG(y).
Suppose now there exists Ny∈NG(z) − NG(x). Then we can easily extend the path
induced by { Ny; z; y; x} with two consecutive vertices of C to an induced P6, a contra-
diction. Thus we have NG(z) ⊂ NG(x). Secondly, suppose NG(z) is not an independent
set, i.e. NG(z) induces a connected, bipartite graph with two partite sets. For the proof
of Claim 4 we need two arguments. First, observe that there exists no vertex x∈N1
s.t. x is adjacent to adjacent vertices y1; y2 ∈NG(z). Otherwise, x and z are diamond
twins of the diamond induced by {x; y1; y2; z} and according to Claim 1 both vertices
have to receive the same color in any 3-coloring of G. Since z is an uncolored vertex,
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therefore likewise x is an uncolored vertex. On the other hand x∈N1 is dominated by
precolored vertices of C. Therefore, x is only adjacent to precolored vertices sharing
the same color. But then it is not very diHcult to extend the path induced by {z; y; x}
with three consecutive vertices of C in order to obtain an induced P6, a contradic-
tion. Thus, we have proved that every vertex x∈N1 satis0es NG(x)∩NG(z) (⊂ N2) is
independent. Moreover, for every x∈N1 with Nxz := NG(x) ∩ NG(z) = ∅ the set Nxz
is a maximal independent set of the graph Gz induced by NG(z) and furthermore, for
every vertex y∈Nxz and every independent set S of Gz containing y we have S ⊂ Nxz.
Otherwise, assume there exists y∈Nxz and Ny∈NG(z) being not adjacent to y and with
Ny ∈ Nxz. Then it is not very diHcult to extend the path induced by { Ny; z; y; x} with
two consecutive vertices of C in order to obtain an induced P6, a contradiction. By
the validity of the last argument it is not diHcult to deduce that NG(z) has to be a
complete bipartite graph with two partite sets.
Claim 4 reveals in case that for an isolated vertex z of G[N3] the set NG(z) is
independent, then there exists a vertex x∈N1 such that x and z are similar vertices.
But then every 3-coloring of G − z can be extended to a 3-coloring of G by assign-
ing to z the color of x. If we preprocess our instance graph G with a subprocedure
“reduce-similar-vertices” (of negligible running time compared to O(|E| ∗ |V |!)), then
this would have the advantage that this case cannot occur at this stage.
Therefore, due to Claim 4 it remains to consider the isolated vertices z ∈N3 such
that NG(z) induces a complete bipartite graph Gz. But then the vertices of each partite
set of Gz are pairwise diamond twins. Thus, for every legal 3-coloring of G all vertices
of each partite set have to receive the same color. On the other hand every 3-coloring
of G − z with the additional property that all vertices of each partite set of Gz have
the same color can obviously be extended to a 3-coloring of G, i.e. this condition is
necessary and suHcient for an extension of a 3-coloring of G − z to a 3-coloring of
G. Therefore, our approach can be extended.
Claim 5. Let z be an isolated vertex of G[N3]. Further on Az and Bz denote the
partite sets of the complete bipartite graph induced by NG(z). Then we can extend
the encoding of our precoloring extension problem with 2-clauses by the addition of
the obvious 2-clauses forcing that all vertices of Az and Bz, respectively, receive the
same color.
Again the subprocedure in order to obtain these additional 2-clauses consumes a
running time negligible compared to O(|E| ∗ |V |!). In summary, it remains to consider
vertices of Q, which are contained in N2. Since every member x of Q ∩ N2 is neither
precolored nor dominated by a precolored vertex all neighbors of x in N1 have to
be adjacent to monochromatic precolored vertices of C. Moreover, since the set {x; y}
with y∈N1∩NG(x) cannot be extended with four consecutive vertices of C in order to
induce a P6, each vertex of N1∩NG(x) has to be adjacent to exactly two monochromatic
precolored vertices of C. Therefore Q ∩ N2 is the union of two subsets I1 and I2 such
that every vertex x∈ Ij is adjacent to vertices y∈N1 which are adjacent to v0+j and
v2+j for j = 1; 2. For simplicity for i = 1; 2 the set J i will denote all vertices y of N1
with NG(y) ∩ V (C) = {v0+i ; v2+i}.
306 B. Randerath, I. Schiermeyer /Discrete Applied Mathematics 136 (2004) 299–313
Claim 6. Let H be the vertex set of a non-trivial component of G[N2] such that
H ⊂ Q. Let x∈NG(H)− H , then x is adjacent to every vertex of H . Moreover, the
set NG(H)−H of vertices being adjacent to H -vertices forms an independent set and
H is bipartite. In every extension of the precoloring to a proper 3-coloring the set
NG(H)− H has to be colored monochromatic.
Otherwise, suppose there exists a vertex x∈NG(H)−H and an edge yz ∈E(H) such
that y is adjacent to x and z is not adjacent to x. Observe that x has to be contained in
N1. Moreover, since y is not dominated by a precolored vertex and x∈N1 is dominated
by a precolored vertex of C, we deduce that all precolored neighbors of x have to share
the same color. Therefore, there exist consecutive vertices p2; p1; p0 of C such that x
is adjacent to p2 but not adjacent to p1 and p0. But then the vertices z; y; x; p2; p1; p0
induce a P6, a contradiction. In summary, every vertex x∈NG(H)− H is adjacent to
every vertex of H . Since G is K4-free and H is a non-trivial component of G[N2],
the set NG(H) − H forms an independent set. With H ⊂ NG(x) we also obtain that
H induces a bipartite graph. Because every pair of vertices of NG(H) − H forms a
diamond twin we obtain with Claim 1 that the vertices of NG(H)−H have to receive
the same color for every extension of the precoloring to a proper 3-coloring of G.
Analogous to Claim 3 we deduce the following from Claim 6.
Claim 7. Let H be the vertex set of a non-trivial component of G[N2] such that
H ⊂ Q. Then we can extend the encoding of our precoloring extension problem
with 2-clauses by the addition of the obvious 2-clauses forcing that all vertices of
NG(H)− H have to receive the same color.
If we have added the 2-clauses according to Claim 7, then we can reduce G re-
cursively. Again the running time amount for this iterative procedure is negligible
compared to O(|E| ∗ |V |!).
Now, let us drop the condition that every vertex of a non-trivial component H of
G[N2] is neither precolored nor dominated by a precolored vertex, i.e. there exists
a non-empty set R = V (H) ∩ (I1 ∪ I2) of vertices which are neither dominated nor
precolored and V (H) − R = ∅. Now let x∈ J 1 ∪ J 2 being adjacent to a vertex of
H . Then x must be adjacent to every vertex of H . Otherwise, there exists adjacent
vertices y; z of H such that x is adjacent to y but not adjacent to z. Then we can
easily extend the set {z; y; x} with three consecutive vertices of C such that these
vertices induce a P6, a contradiction. Analogous to previous considerations we then
deduce that H is a bipartite graph, NR1 := N (R) ∩ (J 1 ∪ J 2) is independent, every
vertex of NR1 is adjacent to every vertex of H and all vertices of the independent set
have to share the same color in any 3-coloring of G. Now since V (H)−R = ∅ and H
is a non-trivial component of G[N2], there has to exist a vertex y of H being adjacent
to a precolored vertex x of N1 and a vertex z ∈ I1 ∪ I2 being adjacent to y and not
adjacent to x. Because of G’s P6-freeness, the precolored vertex x has to satisfy the
property that V (C)−NG(x) is an independent set. More precisely, x has to be adjacent
to the C-vertices v1; v2; v3; v4 or to the C-vertices v1; v2; v4 or to the C-vertices v1; v3; v4.
Anyway, x received in the precoloring phase color 3. Observe that x is not adjacent to
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any vertex of N (R)∩ (J 1 ∪ J 2), since these vertices are not precolored. Note that x is
not adjacent to any vertex of I1∪ I2. Moreover, if x is adjacent to a vertex z of H , then
x is adjacent to any vertex of an independent set of H containing z. Otherwise, there
exists Nz of H non-adjacent to z and y∈NR1 . With y∈NR1 being adjacent to z and Nz we
deduce that the set { Nz; y; z; x} together with two consecutive vertices of C (either v0; v1
or v0; v4) induces a P6, a contradiction. Now it is not very diHcult to obtain analogous
to previous considerations that H induces a complete bipartite graph with partite sets
R and V (H)−R. Especially, V (H)−R contains all vertices dominated by a precolored
vertex. Moreover, all vertices of the independent set V (H)−R have to share the same
color in any 3-coloring of G. In summary we deduced the following claim.
Claim 8. Let H be a non-trivial component of G[N2], which contains vertices of
I1 ∪ I2, i.e. R = V (H) ∩ (I1 ∪ I2) = ∅. Moreover, suppose we have V (H) − R = ∅.
Then H is a complete bipartite graph with partite sets R and V (H)−R. Furthermore,
NR1 := N (R)∩ (J 1∪J 2) is independent, every vertex of NR1 is adjacent to every vertex
of H and all vertices of the independent set have to share the same color in any
3-coloring of G. Likewise all vertices of the partite set V (H) − R have to share
the same color in any 3-coloring of G. Then we can extend the encoding of our
precoloring extension problem with 2-clauses by the addition of the obvious 2-clauses
forcing that all vertices of V (H)− R (NR1 resp.) have to receive the same color.
If we have added the 2-clauses according to Claim 8, then we can reduce G re-
cursively. Again the running time amount for this iterative procedure is negligible
compared to O(|E| ∗ |V |!).
It remains to consider the set Q1 of Q of undominated and not precolored vertices
inducing isolated vertices in N2. Note that a vertex z ∈Q1 is only adjacent to vertices of
J 1∪J 2. Since z is not precolored we deduce U1(z) := NG(z)∩J 1 and likewise U2(z) :=
NG(z) ∩ J 2 form independent sets. Otherwise, if say U1(z) contains adjacent vertices
y1 and y2, then {z; y1; y2; v1} would induce a diamond and since v1 is precolored its
diamond twin z would also be precolored, a contradiction. Furthermore, we consider
the sets W1(z) := J 1 − U1(z) and W2(z) := J 2 − U2(z).
An important structural property to handle this subcase is the property that:
Claim 9. Every vertex of Ui(z) is adjacent to every vertex of W3−i(z) for i=1; 2 and
z ∈Q1. Moreover, if z ∈Q1, then neither U1(z) nor U2(z) is an empty set.
Otherwise, suppose there exists a vertex w from, say W1(z) being not adjacent to
a vertex u∈U2(z) for some z ∈Q1. Then the set {z; u; v4; v0; v1; w} induces a P6, a
contradiction. Moreover, if say U2(z) = ∅, then NG(z) ⊂ J 1 ⊂ NG(v1). This is a
contradiction since G contains no similar vertices.
The remaining part of the proof has a diQerent Pavor. If Q1 = ∅ and we have already
determined a 2-SAT formulation of the 3-colorability problem for G − Q1, then there
exists no suHcient and necessary condition for extending the 2-SAT formulation of
G − Q1 to G as we had detected conditions in the previous parts of the proof. We
explore the landscape of possible solutions starting with the inspection of pathological
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cases. These branches of the search tree represent the leaves of the tree. Only one
branch (of each iteration) is no leaf and will be branched in the next iteration step.
Since we have a degenerated search tree and the number of vertices of Q1 decreases
in each iteration step we get no “combinatorial explosion”.
Now we will describe one iteration step. Let z1 ∈Q1. Furthermore, let F0 be the
re0ned encoding of the 3-colorability problem of G by clauses of length at most 3, s.t.
the vertices of C are precolored in the already mentioned manner and the restriction
of this formula concerning the variables representing the vertices of G − Q1 contains
no clauses of length 3. (Recall that every vertex y∈ J 1 (J 2) has to receive color 2 or
3 (1 or 3) in a legal 3-coloring.)
Branch 1. Add the clauses of length 1 to F0 forcing that all vertices of W1(z1) receive
color 2 and all vertices of W2(z1) receive color 1.
Observe that since G contains no similar vertices every vertex of Q1 − {z1} is
adjacent to at least one vertex of W1(z1) ∪ W2(z1). Hence, all vertices of Q1 − {z1}
are dominated. Thus, the new formula Fa0 contains at most 0ve clauses of length 3
(representing the vertex z1). The satis0ability problem for this type of formula can
be solved eHciently. A satisfying truth assignment of this formula corresponds to a
3-coloring of G.
In the following suppose that Fa0 is unsatis0able.
Branch 2. Add the clauses of length 1 to F0 forcing that all vertices of W1(z1) receive
color 2.
Since Branch 1 contributed no solution, we obtain that there has to exist a vertex of
W2(z1) which has to receive color 3. Now Claim 9 ensures that every vertex of W2(z1)
is adjacent to every vertex of U1(z1). Hence, every vertex of U1(z1) has to receive
color 2 in any legal 3-coloring for this branch. Altogether we get that every vertex of
J 1 has to receive color 2, i.e. we have to add clauses of length 1 to F0 forcing that
all vertices of J 1 receive color 2. Moreover, since by Claim 9 every vertex of Q1 is
adjacent to at least one vertex of J 1 we obtain that in this branch every vertex of Q1
is dominated. Thus, the resulting formula Fb0 contains no clauses of length 3 anymore.
Consequently, the satis0ability problem for this type of formula can also be solved
eHciently.
Branch 3. Add the clauses of length one to F0 forcing that all vertices of W2(z1)
receive color 1.
This branch is symmetric to the previous one and can be handled analogously. Thus,
the resulting formula Fc0 contains no clauses of length 3 anymore and the corresponding
satis0ability problem can also be solved eHciently.
Hence, we can assume in the following that the formulas Fa0, F
b
0 and F
c
0 are unsatis-
0able. Observe that the remaining branch will be the only one to be considered in the
next iteration step.
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Branch 4. Add the clause of length 1 to F0 forcing that the vertex z1 ∈Q1 receives
color 3.
Since Branches 1–3 have contributed no solution, we obtain that there has to exist a
vertex of W1(z1) and a vertex of W2(z1) which have to receive color 3. Now, Claim 9
ensures that every vertex of W1(z1) is adjacent to every vertex of U2(z1) and likewise
every vertex of W2(z1) is adjacent to every vertex of U1(z1). Hence, every vertex of
U1(z1) has to receive color 2 and every vertex of U2(z1) has to receive color 1 in any
legal 3-coloring for this branch. This forces the vertex z1 to receive color 3 in any
legal 3-coloring. Note that all vertices of Q1 − {z1} which are adjacent to a vertex of
NG(z1), i.e. to a vertex of U1(z1) or U2(z1), are dominated. So let us denote with Q2
the subset of Q1 − {z1} containing all remaining undominated vertices. Furthermore,
F1 denotes the reduced formula corresponding this branch. Note that F1 still contains
5|Q2| clauses of length 3.
We proceed with the next iteration step according to Q2 instead of Q1 and F1 instead
of F0. The iteration process terminates, since the number of undominated/precolored
vertices decreases. Again the running time amount for this iterative procedure is neg-
ligible compared to O(|E| ∗ |V |!). This settles Case A.
Case B: G contains no 5-hole. As previously mentioned G is a K4- and C5-free
graph. By the validity of the Strong Perfect Graph Conjecture for K4-free graphs [22],
G has to contain an odd antihole, if G is not perfect, otherwise G is perfect. Note
that if G contains an antihole, then the K4- and C5-freeness forces that G contains a
7-antihole. Recall that the 7-antihole and therefore also G, if G contains a 7-antihole,
is not 3-colorable. In summary perfectness of G can be tested in polynomial time. If
G is perfect, we obtain a 3-coloring with Tucker’s already mentioned combinatorial
polynomial time algorithm with a total running time O(|V |3). After testing whether G
contains no 7-antihole, we can in case we pass this test successfully apply Tucker’s
algorithm. Altogether, we can settle Case B in polynomial time.
Since the running time of the recognition procedure to detect a 7-antihole is probably
too expensive compared to O(|E| ∗ |V |!) and the running time O(|V |3) for Tucker’s
algorithm claimed in [23,24] might be exceeded in case of a careful analysis, we will
briePy describe a slightly diQerent approach consuming a running time bounded by
O(|E| ∗ |V |2).
First, we extend the statement of Claim 1. In the following a connected induced
subgraph C of G is called a triangle-component of a graph G, if C is a triangle
or if for every two vertices u; v of C there exists a (u; v)-connecting path Pu;v such
that every pair of subsequent edges of Pu;v are contained in at least one diamond of
G. For convenience, a triangle-component will always mean a maximal connected in-
duced subgraph satisfying the above property. Observe that if a triangle-component
of a graph G is 3-colorable, then this 3-coloring is a unique 3-coloring (modulo
relabeling).
Claim 10. Let G = (V; E) be a P6-free and C5-free graph. Then G is 3-colorable if
and only if every triangle-component H of G is 3-colorable. Moreover, G contains
at most |V |2=4 di;erent triangle-components.
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The upper bound on the number of triangle-components in a graph can easily be ob-
tained by induction on |V |. If G is 3-colorable, then obviously every triangle-component
of G is 3-colorable. Obviously, every K4 and 7-antihole NC7 of a graph G is completely
contained in one triangle-component of G. Thus, if every triangle-component H of
G is 3-colorable, then G has to be K4- and NC7-free. Since the Strong Perfect Graph
Conjecture is true for K4-free graphs, we then deduce that G is perfect. This implies
that G is 3-colorable.
Let G be a 3-colored graph such that a vertex v received color i and one of its
neighbors color j. Further on, Hvi; j denotes the (bipartite) connected subgraph of G
containing v induced by vertices colored with color i or j. Then a (i; j)-recoloring
with respect to v is an exchange of the colors i and j in Hvi; j. The resulting 3-coloring
is still a 3-coloring of G. In order to obtain a 3-coloring of G, if G is 3-colorable, we
need the following statement.
Claim 11. Let G be a K4-free graph without odd holes and let G′ be the subgraph
of G obtained by deleting all vertices and edges, which are not contained in at least
one triangle. Then G′ likewise contains no odd holes. Further on each 3-coloring of
G′ can be extended by usage of (i; j)-recolorings to a 3-coloring of G.
Suppose there exists an edge e= uv∈E(G) not contained in any triangle of G such
that the deletion of e leads to the existence of an odd hole C= v0v1 : : : vkv0 with u= v0
and v = vj. Because e is not contained in any triangle, we have 2¡j¡k − 1. If j
is even, then C′ = v0v1 : : : vjv0 is an odd hole, a contradiction. Otherwise, if j is odd,
then C′′ = v0vjvj+1 : : : vkv0 is an odd hole, a contradiction. Therefore, G′ likewise to G
contains no odd hole.
Let G′ be 3-colored and we want to add the edge e=uv∈E(G) with u; v∈V (G′). If
u and v received diQerent colors, then the addition of e causes no conPict. If u and v
received the same color, say i, in a 3-coloring of G′, then we will use a (i; j)-recoloring
with respect to u in G′. Observe that v ∈ Hui; j. Otherwise a path of Hui; j connecting u and
v could be extended with e to an odd hole, a contradiction. After the (i; j)-recoloring
with respect to u, the color assignment of u is j and of v is i. Therefore we can add
the edge e.
Now, we briePy describe the procedures implementing the last considerations: For
every edge uv of our (K4-free and C5-free) graph G we determine all common neigh-
bors w of u and v. Together with an eHcient Union-Find data structure we then build up
all triangle-components of G. Vertices and edges not contained in a triangle-component
of G will be stored in additional lists and will be deleted from G at this stage. This
0rst procedure can be done in O(|V |2 ∗ |E|). For every triangle-component C of G
we try to 3-color C (uniquely!). Here we make use of Claim 1, i.e. in any 3-coloring
diamond twins have to receive the same color. If there occurs a color conPict, then the
corresponding triangle-component C is not 3-colorable and due to Claim 10 likewise
G is not 3-colorable. If there occur no color conPicts in any triangle-component, then
again due to Claim 10 our graph G is 3-colorable. The latter 3-coloring procedure
can be done in O(|E|) running time. Now recursively we put back the deleted ver-
tices and edges of G. We start with all deleted vertices recursively and then with all
B. Randerath, I. Schiermeyer /Discrete Applied Mathematics 136 (2004) 299–313 311
deleted edges. According to Claim 11 we can legally extend the 3-coloring of G′ to
the new (intermediate) graph. Finally, we obtain our graph G. According to Claim 11
(i; j)-recolorings might be necessary to adapt the colorings. Each (i; j)-recoloring with
respect to a vertex can be obtained in O(|E|) running time. Since we have to add at
most O(|E|) edges and at most O(|V |) vertices in order to obtain G from G′, the total
amount for this last procedure is O(|E|2). This 0nally settles Case B and proves our
theorem.
Note that the proof of our result provides a polynomial algorithm to decide 3-colora-
bility for P6-free graphs and if possible determines a 3-coloring of the graphs in con-
sideration. The total running time of the algorithm will be O(|E| ∗ |V |!).
3. Concluding remarks
In this paper, we have investigated the chromatic number for graphs with forbidden
induced subgraphs with emphasis on the question of 3-colorability. We have established
results of the type “3-colorability can be decided and, if so, a proper 3-coloring can
be determined in polynomial time for A-free graphs”. We have also outlined related
graph classes for which the 3-colorability decision problem is NP-complete. Especially,
Corollary 2 motivates the search for other graph classes with bounded dominating
sets. An interesting problem is to examine the class of Pk -free graphs for a 0xed k
concerning the 3-colorability decision problem, in particular for the class of P7-free
graphs.
Problem 5. Is 3-col(P7) solvable in polynomial time?
An intriguing problem is to establish for a non-trivial k (maybe a function of the
order of the graphs in consideration, e.g. a sublinear bound log(n)) that 3-col(Pk)
remains NP-complete.
Problem 6. Find an integer k¿ 7 such that 3-col(Pk) remains NP-complete?
Very recently Sgall and Woeginger [20] also studied chromatic aspects of graphs
without long induced paths. They were able to prove that the 4-colorability decision
Table 1
l \ k 3 4 5 6 7 8 9 10 11 12 : : :
3 O(m) O(m) O(n!) O(mn!) ? ? ? ? ? ? : : :
4 O(m) O(m) ? ? ? ? ? ? ? NPc : : :
5 O(m) O(m) ? ? ? NPc NPc NPc NPc NPc : : :
...
...
...
...
...
...
...
...
...
...
...
...
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problem is NP-complete for P12-free graphs and the 5-colorability decision problem is
NP-complete for P8-free graphs. Mellin [12] together with the 0rst author described by
usage of the Cotree representation of P4-free graphs a linear time algorithm to solve
the l-colorability problem for P4-free graphs. Finally, we summarize the results and
open cases in Table 1.
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