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Abstract
Multi-template based brain morphometric pattern analysis using magnetic resonance imaging 
(MRI) has been recently proposed for automatic diagnosis of Alzheimer’s disease (AD) and its 
prodromal stage (i.e., mild cognitive impairment or MCI). In such methods, multi-view 
morphological patterns generated from multiple templates are used as feature representation for 
brain images. However, existing multi-template based methods often simply assume that each 
class is represented by a specific type of data distribution (i.e., a single cluster), while in reality the 
underlying data distribution is actually not pre-known. In this paper, we propose an inherent 
structure based multi-view leaning (ISML) method using multiple templates for AD/MCI 
classification. Specifically, we first extract multi-view feature representations for subjects using 
multiple selected templates, and then cluster subjects within a specific class into several sub-
classes (i.e., clusters) in each view space. Then, we encode those sub-classes with unique codes by 
considering both their original class information and their own distribution information, followed 
by a multi-task feature selection model. Finally, we learn an ensemble of view-specific support 
vector machine (SVM) classifiers based on their respectively selected features in each view, and 
fuse their results to draw the final decision. Experimental results on the Alzheimer’s Disease 
Neuroimaging Initiative (ADNI) database demonstrate that our method achieves promising results 
for AD/MCI classification, compared to the state-of-the-art multi-template based methods.
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 I. Introduction
Alzheimer’s Disease (AD), characterized by progressive impairment of cognitive and 
memory function, is the sixth leading cause of death in the United States for Americans aged 
65 years or older. According to a recent report from Alzheimer’s Association [1], the total 
estimated prevalence of AD is expected to be 13.8 million in the United States by 2050. As 
there is no cure for AD to reverse its progression, it is of vital importance for early diagnosis 
and monitoring of AD at its early prodromal stage, i.e., mild cognitive impairment (MCI).
In the literature, many brain morphometric pattern analysis methods have been developed 
for computer-aided AD/MCI diagnosis, by identifying differences in shape and 
neuroanatomical configuration of different brains provided by magnetic resonance imaging 
(MRI) [2-10]. Most of early works use regional measurement of anatomical volumes in pre-
defined regions of interest (ROIs) (e.g., hippocampus, entorhinal cortex, or neocortex) to 
investigate abnormal tissue structure caused by AD or MCI. However, it is difficult to 
accurately label those ROIs, since the prior knowledge about abnormal regions is not always 
available in practice. More recently, with the development of deformable image registration 
techniques, automatic spatial normalization proves to be a fundamental procedure in brain 
morphometric pattern analysis, which allows quantitative comparisons among different 
subjects in a common space. Within the spatial normalization framework, a large number of 
brain morphometric analysis methods are developed for automatic AD/MCI diagnosis, e.g., 
deformation-based morphometry (DBM) [4, 11-14], tensor-based morphometry (TBM) [6, 
15-20], and voxel-based morphometry (VBM) [21-26]. Particularly, DBM uses deformation 
fields to identify relative shape differences between groups of individual brains; TBM 
measures the Jacobian of deformation fields to localize local differences of brain structures, 
whereas VBM compares brain images on a voxel basis, after deformable registration of 
individual brain images. For instance, Teipel et al. [13] develop a multivariate DBM method 
to predict Alzheimer’s disease in mild cognitive impairment, while Lau et al. [27] propose to 
use DBM method to determine longitudinal neuroanatomical changes in AD. Hua et al. [20] 
develop several TBM methods to characterize brain atrophy in AD and MCI, which shows 
high statistical power to track brain changes in large neuroimaging studies. Shen et al. [28] 
propose a high-resolution VBM method by using a mass-preserving deformation mechanism 
and an automatic spatial normalization approach, achieving a high accuracy of registration. 
Fan et al. [29] design a COMPARE (Classification Of Morphological Patterns using 
Adaptive Regional Elements) algorithm to extract volumetric features from spatially 
adaptive local regions, which overcomes the limitation of traditional voxel-based methods 
often with very high feature dimensionality and noisy features, and has been successfully 
applied to several MRI-based applications (e.g., AD classification and gender classification 
[29, 30]).
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In general, existing brain morphometric studies usually focus on using only one template as 
the benchmark space to compare anatomic differences among different brains. Actually, 
using only a single template may cause a bias in registration, as the template may have shape 
and intensity distributions that are closer to some subjects, but not close to other subjects. 
For instance, it is reported that the statistical power of TBM using only a single template 
depends on the particular template selected [18, 20]. To address this issue, several multi-
template based brain morphometric methods have been recently proposed [17, 19, 31-33], 
where all studied MR images are non-linearly registered onto multiple pre-defined 
templates. Compared with single-template based methods, multi-template based methods 
could achieve overall lower registration error, which leads to less noisy feature 
representation for subjects [33]. Also, with each template as a specific view, multi-view 
feature representation generated from different templates for a brain image can better 
represent each subject, and could promote the performance of the subsequent learning 
models. For instance, Leporé et al. [17] develop a multi-template based approach for AD 
classification, and achieve better results than single-template based methods. Koikkalainen 
et al. [19] and Min et al. [31, 34] propose to extract multi-view features from multiple 
templates for all studied subjects, where features are averaged and concatenated for 
AD/MCI classification, respectively. To better use multi-view features, Liu et al. [32] 
develop a view-centralized multi-template classification method by focusing on features 
from a specific view (i.e., template) with the guidance information from features of other 
views, and achieve promising results for AD/MCI classification.
However, most of existing multi-template based methods simply assume that each class is 
represented by a specific type of data distribution (e.g., Gaussian distribution) [17, 19, 31, 
32]. Although such assumption may simplify the problem at hand, it will definitely degrade 
the learning performance, because the underlying distribution structure of data is actually 
not pre-known. In practice, the potentially complicated distribution structure of 
neuroimaging data within a specific class could result from several facts [35], e.g., 1) 
different sub-types of a specific disease, and 2) inaccurate clinical diagnosis. Intuitively, 
modeling the inherent distribution structure information of data can bring more prior 
information to the learning process, and, thus, could further promote the diagnosis 
performance. To the best of our knowledge, no previous multi-template based methods 
employ such distribution structure information of data in their learning models.
To this end, in this paper, we propose an inherent structure based multi-view learning 
(ISML) method for AD/MCI classification. Specifically, we first non-linearly register each 
brain MR image onto multiple selected templates, through which multi-view feature 
representation for each subject can be obtained from different templates. To uncover the 
inherent distribution structure of data, we partition subjects in each original class into several 
sub-classes (i.e., clusters) by using a clustering algorithm. Then, we re-label each sub-class 
with a unique code vector by considering both its original class label and its distribution 
information. Afterwards, we adopt a multi-task feature selection method to select 
informative features in each view space. Based on those selected features, we then learn 
multiple support vector machine (SVM) classifiers, with each SVM corresponding to a 
specific view space. Finally, we fuse these SVMs by an ensemble classification method with 
a simple majority voting strategy. Experiments on the ADNI database demonstrate that our 
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method outperforms the state-of-the-art multi-template based methods for AD/MCI 
classification. The major contributions of this paper are two-fold. First, we propose to mine 
the underlying distribution structure information of data for multi-template based methods, 
by using a sub-class clustering algorithm. Second, we develop an ensemble classification 
method to better take advantage of multi-view feature representation generated from 
multiple templates.
It is worth indicating the difference between this work and our previous study [32]. First, the 
method proposed in [32] focuses on using the representation from the main view (i.e., 
template) with extra guidance from other views, where the inherent data structure of multi-
view data is not considered. In contrast, this study focuses on exploiting the data distribution 
structure information within each view space, where a clustering based algorithm is adopted 
to partition the original data into several sub-classes. In addition, feature selection in [32] is 
performed in each individual view space, where the inherent relationships among different 
views are not considered. Different from [32], feature selection in this work is under a multi-
task learning framework, where the relationships among different tasks (with each task 
corresponding to a specific view) can be modeled implicitly.
The rest of the paper is organized as follows. We first present the details of our proposed 
approach in the Method section. Then, we describe the experiments and comparative results 
in the Results section. In the Discussion section, we investigate the influence of parameters, 
analyze the diversity of classifiers, and discuss the limitations of our method. Finally, we 
conclude this paper in the Conclusion section.
 II. Method
Figure 1 shows the flowchart of our proposed inherent structure based multi-view learning 
(ISML) method for AD/MCI classification. From Fig. 1, we can observe that there are three 
main steps in ISML, including 1) multi-view feature extraction, 2) sub-class clustering based 
feature selection, and 3) SVM-based ensemble classification. In what follows, we will 
elaborate each step in details.
 A. Multi-view Feature Extraction
In this study, we develop a multi-view feature extraction method using multiple templates, 
with each template regarded as a specific view representation. In brief, we first develop a 
study-specific template selection strategy to obtain multiple templates from data, and then 
extract multi-view regional feature representation for each subject from multiple template 
spaces.
 1) Template Selection—In multi-template based methods, each brain MR image is 
usually first non-linearly registered onto multiple selected templates, through which multi-
view feature representation can be extracted by regarding each template as a specific view. 
In the literature, existing multi-template based studies either employ templates in a pre-
defined template library [17], or select templates randomly from all studied subjects [19]. 
However, due to differences between populations (e.g., age, disease, etc.) or changes in 
scanner and imaging technology, MR images in two different studies might be significantly 
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different [19, 35]. Thus, pre-defined templates and those obtained by random selection 
strategy may be not representative enough for the whole population in a specific study, 
which may induce large registration errors and reduce the discriminative ability of the 
features. Different from previous template selection strategies, we now develop a study-
specific template selection approach that can capture population variability as much as 
possible. In brief, we adopt an affinity propagation (AP) clustering algorithm [36] to 
partition the studied subjects into several clusters. Thereupon, the corresponding cluster 
centers (i.e., exemplars) are called and used as templates.
AP starts with a similarity matrix with each element defining the similarity between a pair of 
data points, and keeps passing real-valued messages between data points until a high-quality 
set of representative points (i.e., exemplars) and corresponding clusters are found [36]. The 
advantage of the AP algorithm over traditional clustering algorithms (e.g., k-means [37]) is 
that AP is independent of the quality of initial sets of cluster centers by considering all data 
points as cluster centers, simultaneously. In AP clustering process, we apply a bi-section 
method to find an appropriate preference value [36], while the similarity between two data 
points are computed as the negative normalized mutual information. In this work, there are a 
total of 10 templates selected from AD and normal controls (NC) subjects (shown in Fig. 2). 
Although it is possible to select more templates from data, those additional templates could 
bring more computation burden in image registration process. On the other hand, the number 
of our selected templates is similar to existing multi-template based studies [17, 19].
 2) Feature Extraction—Following [22], we adopt a mass-preserving shape 
transformation framework to capture the morphometric patterns of all studied subjects using 
multiple templates, by first performing segmentation and registration to extract volumetric 
features, then adaptively clustering voxels into regions of interest (ROIs) in each specific 
template space, and finally extracting features from each ROI. Specifically, we first adopt a 
brain tissue segmentation method [38] to segment each skull-stripped MR brain image into 
three tissues, i.e., gray matter (GM), while matter (WM), and cerebrospinal fluid (CSF). 
Since GM is most affected by AD [39, 40], we only use GM tissues for feature extraction 
and classification in this study. Afterwards, the tissue-segmented brain image (i.e., GM) is 
spatially normalized onto each of multiple template spaces, by using a high-dimensional 
image warping method called HAMMER [41]. Given K templates, a total of K GM tissue 
density maps, each reflecting the local volumetric measurement, are generated from multi-
template spaces for each subject.
The above mass-preserving transformation procedure generates millions of volumetric 
features for each brain that could be redundant and noisy for subsequent learning model, 
especially for only a relatively small number of training samples [29, 31, 42]. At the same 
time, traditional methods for obtaining regional features using pre-defined ROIs are not 
suitable for multi-template based methods, because different templates may provide 
complementary representation for a brain image from different views. Following [29], we 
adopt a watershed segmentation algorithm [43] to obtain a regional grouping of volumetric 
features in each of multiple template spaces, individually. In this way, different templates 
will yield different ROI partitions, due to the fact that different tissue density maps of the 
same subject are generated in different template spaces. Furthermore, other than using all 
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voxels in each region for total regional volumetric measurement, we adopt a regional feature 
aggregation method to aggregate only a sub-region in each region to further optimize the 
discriminative power of the obtained regional features, by using an iterative voxel selection 
algorithm proposed in [29]. Finally, in each template space, D regional features are extracted 
for each subject. Using K templates, we can obtain K sets of D-dimensional features for 
each studied subject, while each set of features represent a subject from a specific view (i.e., 
template). It is worth noting that, compared with the single-view feature extraction method, 
our multi-view feature extraction method has relatively higher computational cost. That is 
mainly because of using multiple templates for image registration using HAMMER [41]. 
But this is reasonable, since we are incorporating more information and potentially selecting 
better and more relevant features. Thus, there is a trade-off between the quality of feature 
representation and the computational cost. One possible solution in the future is to 
parallelize the image registration process by using multiple CPUs, which will speed up 
multi-view feature extraction process.
 B. Sub-class Clustering Based Feature Selection
Although we perform voxel selection in the feature extraction stage to improve the 
discriminative power of features, many regional features could be still redundant or noisy for 
subsequent classification models because of the limited number of training subjects. Hence, 
feature selection is an essential step to eliminate those redundant or noisy features. On the 
other hand, since the data distribution structure of a particular class may be complicated, we 
believe that mining and utilizing such structure information in the feature selection stage can 
help find informative features. Accordingly, we first propose to mine the inherent structure 
of data in each template space, by employing a sub-class clustering algorithm. Based on the 
clustering results, we then encode those sub-classes with unique codes by considering both 
their original class information and their own distribution information, with a popular one-
versus-all (OVA) encoding strategy [44]. Afterwards, we utilize a multi-task feature 
selection model to select the most informative features, through which the structure 
information of data is used to guide the feature selection process.
To uncover the underlying structure of a specific class, we exploit the affinity propagation 
(AP) algorithm [36] again to partition the subjects within this class into several sub-classes 
(i.e., clusters) in each of multi-view spaces. As an example, Fig. 3 shows the sub-class 
clustering results with subjects belonging to two original classes (i.e., Class 1 and Class 2). 
Using the AP algorithm, we partition the subjects in Class 1 into two sub-classes, while 
divide subjects in Class 2 into three sub-classes (see Fig. 3). Then, we re-label all sub-
classes with unique codes by encoding the original classes and those sub-classes using the 
OVA encoding strategy, respectively. As illustrated in Fig. 3, each original class is now 
represented by a unique OVA coding vector (i.e., [1 0] for Class 1 and [0 1] for Class 2). For 
those five sub-classes in both Class 1 and Class 2, we encode them with similar OVA 
encoding strategy. Specifically, sub-class 1 and sub-class 2 in Class 1 are encoded as [1 0 0 0 
0] and [0 1 0 0 0], respectively, while those three sub-classes in Class 2 are encoded as [0 0 1 
0 0], [0 0 0 1 0], and [0 0 0 0 1], respectively. In this way, subjects in sub-class 1 of Class 1 
are finally labeled as [1 0 1 0 0 0 0], where the first two bits denote the OVA coding for its 
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original class (i.e., Class 1), and the last five bits represent its unique OVA coding among 
five sub-classes of all original classes.
Throughout the paper, we denote matrices as boldface uppercase letters, vectors as boldface 
lowercase letters, and scalars as normal italic letters. Denote  as the data matrix 
with N subjects and D-dimensional features in a specific view space. Let 
represent the new class label matrix for N subjects by employing the above sub-class 
clustering based encoding strategy, where each subject is labeled by a C-bit row vector, and 
C is the sum of the number of original classes and the number of sub-classes of all original 
classes. Since each column of Y partitions all studied subjects into two categories in a new 
label space, the original problem can be transformed into C binary sub-problems, where 
subjects labeled as 1 are treated as positive samples, and those labeled as 0 are used as 
negative samples. Therefore, we can transform the original problem into a multi-task 
learning problem (e.g., 7 tasks in Fig. 3) with each task corresponding to a specific column 
of Y.
After the sub-class clustering and the encoding process, we then adopt a multi-task feature 
selection model to select informative features in each view space individually. Let ai and aj 
represent the ith row and the jth column of a matrix A, respectively. We further denote the 
Frobenius norm and the l2,1 norm of A as  and , 
respectively. Also, let  represent the weight for C 
learning tasks, and wc is a column weight vector corresponding to the c-th task. To jointly 
select common features among different tasks, we adopt a multi-task feature selection model 
[45], which is defined as
(1)
where the first term is the empirical loss on the training data, the second term is a group 
sparsity regularizer, and λ is a parameter used to trade off the balance between the two terms 
in (1). Due to the group sparsity nature of l2,1 norm [45], the estimated optimal coefficient 
matrix  will have some zero-value row vectors, implying that the corresponding features 
are not informative in predicting any of the class labels of the training data. Unlike 
conventional methods that only learn a single mapping function between the input data and 
corresponding class labels, our sub-class clustering based multi-task learning aims to learn 
multiple mapping vectors (i.e., {w1,w2,⋯,wc⋯,wC}) jointly, which allows us to explicitly 
take advantage of the distribution structure of original classes in the feature selection 
process. In this study, we used the SLEP toolbox [46] for solving the proposed problem in 
(1).
 C. SVM-based Ensemble Classification
To better take advantage of multi-view feature representation generated from different 
templates, we further propose an SVM-based ensemble classification approach. Specifically, 
we first learn a view-specific linear SVM classifier based on the selected features in each 
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view space. Due to the max-margin classification characteristic, the SVM has good 
generalization capability across different training data (e.g., produced in each 10-fold cross-
validation case in our experiments), as extensively shown in existing AD diagnosis studies 
[10, 32, 47]. Given K different views (i.e., templates), we therefore obtain K different 
SVMs. Note that those SVMs for K views are trained individually, with each one learned by 
using all studied subjects with feature representation from a specific view space and their 
original class labels. Then, a majority voting strategy [48], a simple but effective classifier 
fusion method, is employed to combine the outputs of those view-specific SVMs. Given a 
new test sample, its class label is determined through the same majority voting of the outputs 
of K SVM classifiers.
 III. Experimental Results
 A. Subjects and Image Pre-processing
 1) Subjects—In this study, we evaluate the efficiency of our proposed method on the 
Alzheimer’s Disease Neuroimaging Initiative (ADNI) database available at http://
adni.loni.usc.edu/. We only consider the T1-weighted MRI baseline data in ADNI-1 
database, acquired from 97 AD, 128 NC, and 234 MCI subjects. For those MCI subjects, 
they were further clinically divided into 117 progressive MCI (pMCI) subjects who 
progressed to AD in 18 months, and 117 stable MCI (sMCI) subjects who did not progress 
to AD in 18 months. In Table I, we show the demographic and clinical information of the 
studied subjects.
In the ADNI database, subjects were 55-90 years old with a study partner who can provide 
an independent evaluation of functioning. General inclusion/exclusion criteria are briefly 
listed as follows (see http://www.adni-info.org/Home.aspx). (1) Normal control subjects: 
Mini-Mental State Examination (MMSE) scores between 24 and 30 (inclusive), a Clinical 
Dementia Rating (CDR) of 0, non-depressed, non-MCI, and non-demented; (2) MCI 
subjects: MMSE scores between 24 and 30 (inclusive), a memory complaint, objective 
memory loss measured by education adjusted scores on Wechsler Memory Scale Logical 
Memory II, a CDR of 0.5, absence of significant levels of impairment in other cognitive 
domains, essentially preserved activities of daily living, and an absence of dementia; and (3) 
AD subjects: MMSE scores between 20 and 26 (inclusive), CDR of 0.5 or 1.0, and meets the 
National Institute of Neurological and Communicative Disorders and Stroke and the 
Alzheimer’s Disease and Related Disorders Association (NINCDS/ADRDA) criteria for 
probable AD.
The MR images for all studied subjects were pre-processed by a standard procedure. 
Specifically, to correct intensity inhomogeneity, we first perform a non-parametric non-
uniform bias correction proposed in [49] for each MR image. Then, skull stripping [3] and 
manual review or correction are performed to remove both skull and dura, followed by 
cerebellum removal. Next, each brain image is segmented into three tissues (i.e., GM, WM, 
and CSF) by using FAST [38]. Finally, all brain images are affine aligned by FLIRT [50, 
51].
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 2) Experimental Setting—The evaluation of our method is conducted on three binary 
classification problems, including AD vs. NC classification, pMCI vs. NC classification, and 
pMCI vs. sMCI classification. In the experiments, we use a 10-fold cross-validation strategy 
to evaluate the performance of our method and those compared methods. We randomly 
partition the studied subjects in each class into 10 sub-sets with approximately equal size 
without replacement. Afterwards, one sub-set is used as testing data, while the others are 
employed as training data. We then report the performances of different methods by 
averaging the results of those 10 folds in cross-validation.
We compare the proposed sub-class clustering feature selection method with six well-known 
feature selection methods, including t-test [52], Laplacian Score (LS) [53], Fisher Score 
(FS), Pearson Correlation (PC) [54], COMPARE [29], and LASSO [55]. For LS/FS/PC 
methods, we first select the first d features from the ranking list of features generated by the 
corresponding algorithms on the training set, where d is the desired number of selected 
features specified as d={1, 2, …, D} in the experiments. Then, we report the highest 
classification accuracy achieved by LS/FS/PC on the testing set. For t-test, COMPARE, 
LASSO, and our method, the optimal feature subset is determined through corresponding 
algorithms on the training set via inner cross validation, and the classification results on the 
testing set are reported using such fixed feature subset. In this study, K=10 templates are 
selected from AD and NC subjects using the AP clustering algorithm, and each subject is 
represented by a D-dimensional (D=1500 in this study) feature vector in each of templates 
(i.e., views). For fair comparison, all competing methods share the same multi-view feature 
representation for each training (or testing) subject.
In addition, we deal with multi-view features generated from different templates via three 
different ways. First, we employ single-view features in the first group of experiments. That 
is, we first perform feature selection in a specific view space (i.e., only features from this 
view are used), and construct a view-specific SVM classifier using those selected features. 
We then average the results among multiple single-views achieved by different methods. 
Second, we simply concatenate multi-view features generated from multiple templates as a 
long feature vector, and then use different feature selection algorithms to perform feature 
selection, followed by a SVM classifier. Finally, we make use of multi-view features through 
the proposed SVM-based ensemble classification strategy, where we perform feature 
selection in each of multi-view spaces individually, and construct multiple SVMs (each 
SVM corresponding to a specific view). This would be followed by a majority voting 
strategy to combine the outputs of those SVMs for making a final decision.
Following [56], the sub-class number of positive classes, i.e., (1) AD in AD vs. NC 
classification, (2) pMCI in pMCI vs. NC classification, and (3) pMCI in pMCI vs. sMCI 
classification, in our method is empirically set as 2, while that for negative classes is set as 3. 
In Section 4, we further investigate the influence of sub-class numbers on the learning 
performance of our method. For model selection, the regularization parameter (i.e., λ) in our 
sub-class clustering based feature selection model as defined in (1), as well as the parameter 
for l1-norm regularizer in LASSO, are both chosen from the range {2−10, 2−9, ⋯, 20} 
through inner 10-fold cross validation on the training data. Specifically, the training data are 
further divided into 10 subsets, with one subset for testing and the other nine subsets for 
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training. Finally, we select the parameter values with which the learning method can achieve 
the best average validation classification accuracy among 10 folds. For the t-test method, the 
p-value is chosen from {0.05, 0.08, 0.10, 0.12, 0.15} via inner cross validation on training 
data. Also, the soft margin parameter of linear SVM is chosen from the range {2−10, 2−9, ⋯, 
25}. Here, we resort to the LIBSVM toolbox [57] for SVM classifier learning, and the SLEP 
toolbox [46] for multi-task feature learning.
We evaluate the performance of different methods via seven evaluation metrics: 
classification accuracy (ACC), sensitivity (SEN), specificity (SPE), balanced accuracy 
(BAC), positive predictive value (PPV), negative predictive value (NPV) [58], and the area 
under the receiver operating characteristic curve (AUC). Denote TP, TN, FP and FN as True 
Positive, True Negative, False Positive, and False Negative, respectively. Those evaluation 
metrics are defined as: (1) ACC=(TP+TN)/(TP+TN+FP+FN); (2) SEN=TP/(TP+FN); (3) 
SPE=TN/(TN+FP); (4) BAC=(SEN+SPE)/2; (5) PPV=TP/(TP+FP); (6) NPV=TN/(TN+FN). 
In addition, the receiver operating characteristic (ROC) curve, a plot of true positive rate vs. 
false positive rate, is also used to evaluate the performance of brain disease diagnosis, while 
the area under the ROC Curve (AUC) that is a metric for measuring the overall performance 
of a diagnostic test.
 3) Results using Single-view Features—To demonstrate the superiority of our 
proposed sub-class clustering based feature selection method, we first perform experiments 
by using single-view feature representation. Specifically, we first select features in a specific 
view space using a feature selection algorithm, and then construct an SVM classifier with 
those selected features. Given K sets of single-view features, we report the averaged 
classification results among K views achieved by different methods in three classification 
tasks in Fig. 4.
From Fig. 4, one can observe that, in most cases, our method achieves better performance 
than the compared methods in terms of seven evaluation metrics in three classification 
problems. Specifically, our ISML method consistently outperforms the compared methods in 
both the AD vs. NC and the pMCI vs. NC classification. In pMCI vs. sMCI classification, 
our method is superior to the compared methods in six out of seven evaluation metrics. This 
indicates that, compared with methods performing direct feature selection according to the 
original labels, our sub-class clustering based feature selection method helps promote the 
performance of AD classification. The advantage of our method could be due to the fact that 
our method utilizes the structure information of data.
 4) Results using Multi-view Features via Feature Concatenation—In the 
second group of experiments, we employ multi-view features and feature concatenation 
strategy to preform classification. That is, we first concatenate multi-view features generated 
from different templates as a long feature vector for each subject, and then perform feature 
selection using different algorithms, followed by a SVM classifier. Figure 5 shows the 
classification results of different methods using multi-view features and the feature 
concatenation strategy.
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As could be seen in Fig. 5, the proposed ISML method outperforms all competing methods, 
in most cases. For instance, in terms of the classification accuracy, ISML achieves an 
improvement of 1.44% compared with the second best method (LASSO) in AD vs. NC 
classification, an improvement of 2.03% compared with the second best method (LASSO) in 
pMCI vs. NC classification, and an improvement of 2.78% compared with the second best 
method (COMPARE) in pMCI vs. sMCI classification. On the other hand, from Fig. 4 and 
Fig. 5, one can see that methods using multi-view features usually outperform their 
counterparts using single-view features. This implies that, compared with single-view 
features, multi-view feature representation can facilitate subsequent classification tasks by 
comprehensively representing each subject.
 5) Results using Multi-view Features via Ensemble Classification—In the third 
group of experiments, we make use of multi-view features via our proposed SVM-based 
ensemble classification strategy. Briefly, we first perform feature selection using a specific 
feature selection algorithm in each of multi-view (i.e., multi-template) spaces, and then 
construct multiple view-specific SVMs (with each one corresponding to a specific view), 
followed by a majority voting strategy to combine the outputs of those SVMs for making a 
final decision. We report the experimental results achieved by different methods in three 
classification tasks in Fig. 6, and further plot the corresponding ROC curves in Fig. 7.
As shown in both Fig. 6 and Fig. 7, our ISML method achieves significantly better 
performance than other methods in three classification tasks, especially in terms of ACC, 
SEN, SPE, BAC, PPV and AUC. In particular, ISML obtains the best sensitivity in AD vs. 
NC classification (7.34% higher than the second best sensitivity achieved by LASSO), 
indicating that our method can effectively identifies AD (or pMCI) patients. Higher 
sensitivity values indicate high confidence in disease diagnosis, which is potentially very 
useful in real-world applications. Thus, from a clinical point of view, ISML is less likely to 
misdiagnose subjects with diseases, in comparison to those compared methods. In terms of 
AUC (as shown in Fig. 6 and Fig. 7), ISML is apparently superior to all other methods in 
three classification tasks. In addition, it can be seen from Fig. 5 and Fig. 6 that methods 
using our ensemble classification method generally achieve more promising results, 
compared with their counterparts using feature concatenation strategy. It implies that the 
ensemble-based method provides a better way to make use of multi-view feature 
representation, compared with the feature concatenation strategy. Better performance of our 
ensemble-based method is mainly due to the fact that the rich anatomical structures of multi-
templates that are treated as specific views individually, while such structure information 
could be lost in the feature concatenation method.
 6) Comparison with State-of-the-art Methods—Furthermore, we compare the 
results achieved by our ISML method (using multi-view features and ensemble classification 
strategy) with those of the state-of-the-art methods that use MRI data of ADNI subjects. 
Since very limited studies report the pMCI vs. NC classification results, we only report the 
results of AD vs. NC classification and pMCI vs. sMCI classification in Table II, 
respectively. Also, we further list the details of each method in Table II, including the type of 
features and classifiers. It is worth noting that 30 templates are randomly selected from all 
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studied subjects in [8, 19], while 10 templates are determined by the AP clustering algorithm 
from AD and NC subjects in [31, 32, 34] and our method.
It can be seen from Table II that our ISML method generally outperforms the compared 
methods in AD vs. NC classification. More specifically, ISML achieves much higher 
accuracy (i.e., 93.83%) and much better specificity (i.e., 95.69%) compared with the other 
methods, and obtains a comparable sensitivity (i.e., 92.78%) compared with the second best 
method proposed by Liu et al. in [32]. From Table II, one can also observe that, in pMCI vs. 
sMCI classification, ISML achieves an accuracy of 80.90%, a sensitivity of 85.95%, and a 
specificity of 78.41%, while the best accuracy, the best sensitivity, and the best specificity 
obtained by the compared methods are only 78.88%, 85.45%, and 76.06%, respectively. 
Note that our method is the first one to mine and utilize the underlying complex data 
distribution structure for feature selection in multi-template based methods, while the 
conventional methods simply assume that data is represented by a specific type of 
distribution (e.g., Gaussian distribution) [8, 19, 31, 32, 34].
 IV. Discussion
Since there are two key stages (i.e., sub-class clustering based feature selection and SVM-
based ensemble classification) in our ISML method, we further investigate the influence of 
sub-class number on the learning performance, and analyze the diversity of classifiers in the 
classifier ensemble.
 1) Influence of Sub-class Number
First, we evaluate the influence of different sub-class numbers on the learning performance 
of our ISML method in three classification tasks using multi-view feature representation. 
Following [56], the sub-class number for a specific original class (e.g., AD, NC, pMCI, or 
sMCI) varies from 1 to 5 in our experiments, and the corresponding AP clustering algorithm 
is performed to partition the subjects within each class into a specific number of clusters. In 
Fig. 8 and Fig. 9, we plot the classification accuracies achieved by ISML with different sub-
class numbers, using the feature concatenation and the ensemble classification strategies, 
respectively.
From Fig. 8 (a) and Fig. 9 (a), we can draw the conclusion that ISML achieves the best 
performance when the sub-class number is 2 or 3 for AD, and 3 or 4 for NC. When the sub-
class number is smaller than 2 or larger than 4, the performance of ISML is not so satisfying. 
Similar trend can be found in pMCI vs. NC classification as shown in Fig. 8 (b) and Fig. 9 
(b), and also in pMCI vs. sMCI classification as shown in Fig. 8 (c) and Fig. 9 (c). The 
underlying reason for those results could be that the inherent structure of an original class 
(e.g., AD, pMCI, sMCI, and NC) is not very complex; also, our experimental results are 
consistent with the results reported in [56] for AD/MCI classification. On the other hand, we 
can clearly see from Fig. 8 and Fig. 9 that the underlying data distribution may be not simple 
Gaussian distribution, as assumed by the conventional multi-template based methods, which 
justifies the proposed method.
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 2) Analysis of Classifier Diversity
In this study, we propose an SVM-based ensemble classification method to better use multi-
view feature representation generated from multiple templates. To understand how the 
ensemble classification approach works, we now quantitatively measure the diversity and the 
mean classification error between any two different SVM classifiers, where each SVM is 
learned in a specific view space. Here, we use Kappa index to measure the diversity [59] of 
two classifiers, where a small Kappa value indicates a better diversity of two classifiers. 
Also, small mean classification errors imply better accuracies achieved by a pair of 
classifiers. In Fig. 10, we plot the Kappa-error diagrams and the corresponding centroids of 
point clouds achieved by seven ensemble-based methods in three classification tasks, where 
the most desired points lie on the bottom left of the Kappa-error diagram [59].
It can be seen from Fig. 10 that our ISML method consistently outperforms the compared 
methods in terms of the mean classification error in AD vs. NC, pMCI vs. NC, and pMCI vs. 
sMCI classification tasks. Although LS, PC and COMPARE usually achieve smaller Kappa 
values compared with ISML, their classification errors are much higher than those of ISML. 
These results indicate that the proposed ISML method makes a better trade-off between the 
diversity and the classification error for achieving a better classification performance, 
compared with the other methods.
 3) Limitations
In this study, we validate the efficacy of the proposed method via three groups of 
experiments and three binary classification tasks (i.e., the classifications of AD vs. NC, 
pMCI vs. NC, and pMCI vs. sMCI). However, there are several limitations in our method.
First, using the proposed sub-class clustering based encoding method, we transform the 
original binary learning problem into a multi-task learning problem. Here, we employ the 
one-versus-all (OVA) encoding strategy to re-label subjects, while there are still many other 
types of efficient encoding strategies for dealing with multi-class learning problems in 
machine learning domain (e.g., ternary encoding method and data-driven encoding strategy 
[60]). It is interesting to investigate whether other complex sub-class encoding strategies can 
further boost the performance of AD/MCI classification.
Second, in the feature selection stage, we only use the naïve multi-task sparse feature 
selection method with a l2,1 norm based regularizer, where relationships among subjects are 
not considered at all. As one type of prior information, the relationship information among 
subjects in each of multiple tasks can also be used to guide the feature selection procedure. 
For instance, it is possible to adopt the manifold regularized multi-task feature selection 
model [47] to identify informative features, which is expected to further promote the 
performance of AD/MCI classification.
Third, we currently extract regional features in multiple template spaces, where the 
partitions of ROIs in different templates may be different from each other. The advantage of 
such feature extraction method is that the unique characteristics of different templates can be 
preserved naturally. However, at the same time, it is also difficult to directly compare 
subjects in two template spaces because of anatomical structure differences among 
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templates. To facilitate direct comparison between subjects in two different template spaces, 
it could be interesting to further register those selected templates into a common space, and 
then perform ROI partition jointly.
 V. Conclusion
In this paper, we propose an inherent structure based multi-view leaning (ISML) method 
with feature representation generated from multiple templates for AD/MCI classification. 
Specifically, we first select multiple templates from data, and then extract multi-view feature 
representation for subjects using those templates, where each template is treated as a specific 
view. Afterwards, we cluster subjects within each class into several sub-classes in each view 
space, and encode those sub-classes with unique codes by considering both their original 
class information and their own distribution information, followed by a multi-task feature 
selection procedure. Finally, we learn a view-specific SVM classifier using selected features 
in each view space, and fuse results of multiple SVMs together by a majority voting strategy. 
We evaluate the efficacy of the proposed method on 459 subjects with MRI baseline data 
from the ADNI database, and obtain the accuracies of 93.83%, 89.09%, and 80.90% for AD 
vs. NC, pMCI vs. NC, and pMCI vs. sMCI classification tasks, respectively.
 Acknowledgments
This work was supported in part by NIH grants EB006733, EB008374, EB009634, MH100217, AG041721, and 
AG042599, and by the National Natural Science Foundation of China (Nos. 61473190, 61422204, 61473149), the 
Jiangsu Natural Science Foundation for Distinguished Young Scholar (No. BK20130034), the Specialized Research 
Fund for the Doctoral Program of Higher Education (No. 20123218110009), and the NUAA Fundamental Research 
Funds (No. NE2013105).
References
[1]. Association, A. s. Alzheimer’s disease facts and figures. Alzheimers Dementia. 2013; 9:208–245. 
2013. 
[2]. Fox N, Warrington E, Freeborough P, Hartikainen P, Kennedy A, Stevens J, Rossor MN. 
Presymptomatic hippocampal atrophy in Alzheimer’s disease A longitudinal MRI study. Brain. 
1996; 119:2001–2007. [PubMed: 9010004] 
[3]. Sled JG, Zijdenbos AP, Evans AC. A nonparametric method for automatic correction of intensity 
nonuniformity in MRI data. IEEE Trans Med Imaging. 1998; 17:87–97. [PubMed: 9617910] 
[4]. Gaser C, Nenadic I, Buchsbaum BR, Hazlett EA, Buchsbaum MS. Deformation-based 
morphometry and its relation to conventional volumetry of brain lateral ventricles in MRI. 
NeuroImage. 2001; 13:1140–1145. [PubMed: 11352619] 
[5]. Dickerson BC, Goncharova I, Sullivan M, Forchetti C, Wilson R, Bennett D, Beckett L, deToledo-
Morrell L. MRI-derived entorhinal and hippocampal atrophy in incipient and very mild 
Alzheimer’s disease. Neurobiol Aging. 2001; 22:747–754. [PubMed: 11705634] 
[6]. Leow AD, Klunder AD, Jack CR Jr, Toga AW, Dale AM, Bernstein MA, Britson PJ, Gunter JL, 
Ward CP, Whitwell JL. Longitudinal stability of MRI for mapping brain change using tensor-
based morphometry. NeuroImage. 2006; 31:627–640. [PubMed: 16480900] 
[7]. Cuingnet R, Gerardin E, Tessieras J, Auzias G, Lehéricy S, Habert M-O, Chupin M, Benali H, 
Colliot O. Automatic classification of patients with Alzheimer’s disease from structural MRI: A 
comparison of ten methods using the ADNI database. NeuroImage. 2011; 56:766–781. [PubMed: 
20542124] 
[8]. Wolz R, Julkunen V, Koikkalainen J, Niskanen E, Zhang DP, Rueckert D, Soininen H, Lötjönen J, 
A. s. D. N. Initiative. Multi-method analysis of MRI images in early diagnostics of Alzheimer’s 
disease. PloS one. 2011; 6:e25446. [PubMed: 22022397] 
Liu et al. Page 14
IEEE Trans Biomed Eng. Author manuscript; available in PMC 2016 July 01.
A
uthor M
an
u
script
A
uthor M
an
u
script
A
uthor M
an
u
script
A
uthor M
an
u
script
[9]. Wang Y, Nie J, Yap P-T, Li G, Shi F, Geng X, Guo L, Shen D, A. s. D. N. Initiative. Knowledge-
guided robust MRI brain extraction for diverse large-scale neuroimaging studies on humans and 
non-human primates. PloS one. 2014; 9:e77810. [PubMed: 24489639] 
[10]. Zhang D, Shen D. Multi-modal multi-task learning for joint prediction of multiple regression and 
classification variables in Alzheimer’s disease. NeuroImage. 2012; 59:895–907. [PubMed: 
21992749] 
[11]. Ashburner J, Hutton C, Frackowiak R, Johnsrude I, Price C, Friston K. Identifying global 
anatomical differences: Deformation-based morphometry. Hum Brain Mapp. 1998; 6:348–357. 
[PubMed: 9788071] 
[12]. Chung M, Worsley K, Paus T, Cherif C, Collins D, Giedd J, Rapoport J, Evans A. A unified 
statistical approach to deformation-based morphometry. NeuroImage. 2001; 14:595–606. 
[PubMed: 11506533] 
[13]. Teipel SJ, Born C, Ewers M, Bokde AL, Reiser MF, Möller H-J, Hampel H. Multivariate 
deformation-based analysis of brain atrophy to predict Alzheimer’s disease in mild cognitive 
impairment. NeuroImage. 2007; 38:13–24. [PubMed: 17827035] 
[14]. Joseph J, Warton C, Jacobson SW, Jacobson JL, Molteno CD, Eicher A, Marais P, Phillips OR, 
Narr KL, Meintjes EM. Three-dimensional surface deformation-based shape analysis of 
hippocampus and caudate nucleus in children with fetal alcohol spectrum disorders. Hum Brain 
Mapp. 2014; 35:659–672. [PubMed: 23124690] 
[15]. Kipps C, Duggins A, Mahant N, Gomes L, Ashburner J, McCusker E. Progression of structural 
neuropathology in preclinical Huntington’s disease: A tensor based morphometry study. J Neurol 
Neurosur Ps. 2005; 76:650–655.
[16]. Whitford TJ, Grieve SM, Farrow TF, Gomes L, Brennan J, Harris AW, Gordon E, Williams LM. 
Progressive grey matter atrophy over the first 2-3 years of illness in first-episode schizophrenia: 
A tensor-based morphometry study. NeuroImage. 2006; 32:511–519. [PubMed: 16677830] 
[17]. Leporé, N.; Brun, C.; Chou, Y-Y.; Lee, A.; Barysheva, M.; De Zubicaray, GI.; Meredith, M.; 
Macmahon, K.; Wright, M.; Toga, AW. Multi-atlas tensor-based morphometry and its application 
to a genetic study of 92 twins. Medical Image Computing and Computer-Assisted Intervention 
Workshop on Mathematical Foundations of Computational Anatomy; New York, USA. 2008. p. 
48-55.
[18]. Hua X, Leow AD, Lee S, Klunder AD, Toga AW, Lepore N, Chou Y-Y, Brun C, Chiang M-C, 
Barysheva M, Jack CR Jr. Bernstein MA, Britson PJ, Ward CP, Whitwell JL, Borowski B, 
Fleisher AS, Fox NC, Boyes RG, Barnes J, Harvey D, Kornak J, Schuff N, Boreta L, Alexander 
GE, Weiner MW, Thompson PM. 3D characterization of brain atrophy in Alzheimer’s disease 
and mild cognitive impairment using tensor-based morphometry. NeuroImage. 2008; 41:19–34. 
[PubMed: 18378167] 
[19]. Koikkalainen J, Lötjönen J, Thurfjell L, Rueckert D, Waldemar G, Soininen H. Multi-template 
tensor-based morphometry: Application to analysis of Alzheimer’s disease. NeuroImage. 2011; 
56:1134–1144. [PubMed: 21419228] 
[20]. Hua X, Hibar DP, Ching CR, Boyle CP, Rajagopalan P, Gutman BA, Leow AD, Toga AW, Jack 
CR Jr, Harvey D, Weiner MW, Thompson PM. Unbiased tensor-based morphometry: Improved 
robustness and sample size estimates for Alzheimer’s disease clinical trials. NeuroImage. 2013; 
66:648–661. [PubMed: 23153970] 
[21]. Ashburner J, Friston KJ. Voxel-based morphometry-the methods. NeuroImage. 2000; 11:805–
821. [PubMed: 10860804] 
[22]. Davatzikos C, Genc A, Xu D, Resnick SM. Voxel-based morphometry using the RAVENS maps: 
Methods and validation using simulated longitudinal atrophy. NeuroImage. 2001; 14:1361–1369. 
[PubMed: 11707092] 
[23]. Frisoni G, Testa C, Zorzan A, Sabattoli F, Beltramello A, Soininen H, Laakso M. Detection of 
grey matter loss in mild Alzheimer’s disease with voxel based morphometry. J Neurol Neurosur 
Ps. 2002; 73:657–664.
[24]. Chetelat G, Desgranges B, De La Sayette V, Viader F, Eustache F, Baron J-C. Mapping gray 
matter loss with voxel-based morphometry in mild cognitive impairment. Neuroreport. 2002; 
13:1939–1943. [PubMed: 12395096] 
Liu et al. Page 15
IEEE Trans Biomed Eng. Author manuscript; available in PMC 2016 July 01.
A
uthor M
an
u
script
A
uthor M
an
u
script
A
uthor M
an
u
script
A
uthor M
an
u
script
[25]. Bozzali M, Filippi M, Magnani G, Cercignani M, Franceschi M, Schiatti E, Castiglioni S, 
Mossini R, Falautano M, Scotti G, Comi G, Falini A. The contribution of voxel-based 
morphometry in staging patients with mild cognitive impairment. Neurology. 2006; 67:453–460. 
[PubMed: 16894107] 
[26]. Hämäläinen A, Tervo S, Grau-Olivares M, Niskanen E, Pennanen C, Huuskonen J, Kivipelto M, 
Hänninen T, Tapiola M, Vanhanen M. Voxel-based morphometry to detect brain atrophy in 
progressive mild cognitive impairment. NeuroImage. 2007; 37:1122–1131. [PubMed: 17683950] 
[27]. Lau JC, Lerch JP, Sled JG, Henkelman RM, Evans AC, Bedell BJ. Longitudinal neuroanatomical 
changes determined by deformation-based morphometry in a mouse model of Alzheimer’s 
disease. NeuroImage. 2008; 42:19–27. [PubMed: 18547819] 
[28]. Shen D, Davatzikos C. Very high-resolution morphometry using mass-preserving deformations 
and HAMMER elastic registration. NeuroImage. 2003; 18:28–41. [PubMed: 12507441] 
[29]. Fan Y, Shen D, Gur RC, Gur RE, Davatzikos C. COMPARE: Classification of morphological 
patterns using adaptive regional elements. IEEE Trans Med Imaging. 2007; 26:93–105. 
[PubMed: 17243588] 
[30]. Fan Y, Resnick SM, Wu X, Davatzikos C. Structural and functional biomarkers of prodromal 
Alzheimer’s disease: A high-dimensional pattern classification study. NeuroImage. 2008; 
41:277–285. [PubMed: 18400519] 
[31]. Min R, Wu G, Cheng J, Wang Q, Shen D. Multi-atlas based representations for Alzheimer’s 
disease diagnosis. Hum Brain Mapp. 2014; 35:5052–5070. [PubMed: 24753060] 
[32]. Liu M, Zhang D, Shen D. View-centralized multi-atlas classification for Alzheimer’s disease 
diagnosis. Hum Brain Mapp. 2015; 36:1847–1865. [PubMed: 25624081] 
[33]. Lepore, F.; Brun, C.; Chou, Y-Y.; Lee, AD.; Barysheva, M.; Pennec, X.; McMahon, KL.; 
Meredith, M.; De Zubicaray, GI.; Wright, MJ. Best individual template selection from 
deformation tensor minimization. IEEE International Symposium on Biomedical Imaging: From 
Nano to Macro; 2008. p. 460-463.
[34]. Min, R.; Wu, G.; Shen, D. Maximum-margin based representation learning from multiple atlases 
for Alzheimer’s disease classication. presented at the Medical Image Computing and Computer-
Assisted Intervention; Boston, USA. 2014. 
[35]. Noppeney U, Penny WD, Price CJ, Flandin G, Friston KJ. Identification of degenerate neuronal 
systems based on intersubject variability. NeuroImage. 2006; 30:885–890. [PubMed: 16300969] 
[36]. Frey BJ, Dueck D. Clustering by passing messages between data points. Science. 2007; 315:972–
976. [PubMed: 17218491] 
[37]. Kanungo T, Mount DM, Netanyahu NS, Piatko CD, Silverman R, Wu AY. An efficient k-means 
clustering algorithm: Analysis and implementation. IEEE Trans Pattern Anal Mach Intell. 2002; 
24:881–892.
[38]. Zhang Y, Brady M, Smith S. Segmentation of brain MR images through a hidden Markov random 
field model and the expectation-maximization algorithm. IEEE Trans Med Imaging. 2001; 
20:45–57. [PubMed: 11293691] 
[39]. Liu M, Zhang D, Shen D. Ensemble sparse classification of Alzheimer’s disease. NeuroImage. 
2012; 60:1106–1116. [PubMed: 22270352] 
[40]. Zhang D, Wang Y, Zhou L, Yuan H, Shen D. Multimodal classification of Alzheimer’s disease 
and mild cognitive impairment. NeuroImage. 2011; 55:856–867. [PubMed: 21236349] 
[41]. Shen D, Davatzikos C. HAMMER: Hierarchical attribute matching mechanism for elastic 
registration. IEEE Trans Med Imaging. 2002; 21:1421–1439. [PubMed: 12575879] 
[42]. Liu M, Zhang D, Shen D. Hierarchical fusion of features and classifier decisions for Alzheimer’s 
disease diagnosis. Hum Brain Mapp. 2014; 35:1305–1319. [PubMed: 23417832] 
[43]. Shafarenko L, Petrou M, Kittler J. Automatic watershed segmentation of randomly textured color 
images. IEEE Trans Image Process. 1997; 6:1530–1544. [PubMed: 18282911] 
[44]. Nilsson, NJ. Learning machines. 1965. 
[45]. Nie F, Huang H, Cai X, Ding CH. Efficient and robust feature selection via joint l2,1-norms 
minimization. Advances in Neural Information Processing Systems. 2010:1813–1821.
[46]. Liu, J.; Ji, S.; Ye, J. SLEP: Sparse learning with efficient projections. 2009. 
Liu et al. Page 16
IEEE Trans Biomed Eng. Author manuscript; available in PMC 2016 July 01.
A
uthor M
an
u
script
A
uthor M
an
u
script
A
uthor M
an
u
script
A
uthor M
an
u
script
[47]. Jie B, Zhang D, Wee CY, Shen D. Topological graph kernel on multiple thresholded functional 
connectivity networks for mild cognitive impairment classification. Hum Brain Mapp. 2014; 
35:2876–2897. [PubMed: 24038749] 
[48]. Lam L, Suen CY. Application of majority voting to pattern recognition: An analysis of its 
behavior and performance. IEEE Trans. Systems, Man and Cybernetics, Part A: Systems and 
Humans. 1997; 27:553–568.
[49]. Jack CR, Bernstein MA, Fox NC, Thompson P, Alexander G, Harvey D, Borowski B, Britson PJ, 
Whitwell JL, Ward C, Dale AM, Felmlee JP, Gunter JL, Hill DLG, Killiany R, Schuff N, Fox-
Bosetti S, Lin C, Studholme C, DeCarli CS, Krueger G, Ward HA, Metzger GJ, Scott KT, 
Mallozzi R, Blezek D, Levy J, Debbins JP, Fleisher AS, Albert M, Green R, Bartzokis G, Glover 
G, Mugler J, Weiner MW. The Alzheimer’s disease neuroimaging initiative (ADNI): MRI 
methods. J Magn Reson Imaging. 2008; 27:685–691. [PubMed: 18302232] 
[50]. Jenkinson M, Smith S. A global optimisation method for robust affine registration of brain 
images. Med Image Anal. 2001; 5:143–156. [PubMed: 11516708] 
[51]. Jenkinson M, Bannister P, Brady M, Smith S. Improved optimization for the robust and accurate 
linear registration and motion correction of brain images. NeuroImage. 2002; 17:825–841. 
[PubMed: 12377157] 
[52]. Guyon I, Weston J, Barnhill S, Vapnik V. Gene selection for cancer classification using support 
vector machines. Mach Learn. 2002; 46:389–422.
[53]. He X, Cai D, Niyogi P. Laplacian score for feature selection. Advances in Neural Information 
Processing Systems. 2005:507–514.
[54]. Bishop, CM. Neural networks for pattern recognition. Oxford University Press; 1995. 
[55]. Tibshirani R. Regression shrinkage and selection via the Lasso. J Roy Stat Soc B. 1996:267–288.
[56]. Suk H-I, Shen D. Subclass-based multi-task learning for Alzheimer’s disease diagnosis. Fron 
Aging Neurosci. Aug 7.2014 6:1–12. 2014. 
[57]. Chang C-C, Lin C-J. LIBSVM: A library for support vector machines. ACM Trans Intel Syst Tec. 
2011; 2:27.
[58]. Fletcher, RH.; Fletcher, SW.; Fletcher, GS. Clinical epidemiology: The essentials. Lippincott 
Williams & Wilkins; 2012. 
[59]. Rodriguez JJ, Kuncheva LI, Alonso CJ. Rotation forest: A new classifier ensemble method. IEEE 
Trans Pattern Anal Mach Intell. 2006; 28:1619–1630. [PubMed: 16986543] 
[60]. Pujol O, Radeva P, Vitria J. Discriminant ECOC: A heuristic method for application dependent 
design of error correcting output codes. IEEE Trans Pattern Anal Mach Intell. 2006; 28:1007–
1012. [PubMed: 16724594] 
Liu et al. Page 17
IEEE Trans Biomed Eng. Author manuscript; available in PMC 2016 July 01.
A
uthor M
an
u
script
A
uthor M
an
u
script
A
uthor M
an
u
script
A
uthor M
an
u
script
Fig. 1. 
The flowchart of our proposed method, including three main steps: 1) multi-view feature 
extraction, 2) sub-class clustering based feature selection, and 3) SVM-based ensemble 
classification.
Liu et al. Page 18
IEEE Trans Biomed Eng. Author manuscript; available in PMC 2016 July 01.
A
uthor M
an
u
script
A
uthor M
an
u
script
A
uthor M
an
u
script
A
uthor M
an
u
script
Fig. 2. 
Selected templates (i.e., exemplars) achieved by affinity propagation algorithm.
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Fig. 3. 
An example illustration of our proposed sub-class clustering based encoding method in a 
specific view space, where subjects in Class 1 are partitioned into two sub-classes, while 
subjects in Class 2 are divided into three sub-classes.
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Fig. 4. 
Averaged classification results achieved by different methods using different single-view 
features in (a) AD vs. NC, (b) pMCI vs. NC, and (c) pMCI vs. sMCI classification tasks.
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Fig. 5. 
Classification results achieved by different methods using multi-view features and feature 
concatenation strategy in (a) AD vs. NC, (b) pMCI vs. NC, and (c) pMCI vs. sMCI 
classification tasks.
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Fig. 6. 
Classification results achieved by different methods using multi-view features and ensemble 
classification strategy in (a) AD vs. NC, (b) pMCI vs. NC, and (c) pMCI vs. sMCI 
classification tasks.
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Fig. 7. 
ROC curves achieved by different methods using the proposed ensemble classification 
strategy in (a) AD vs. NC, (b) pMCI vs. NC, and (c) pMCI vs. sMCI classification tasks.
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Fig. 8. 
Classification accuracy vs. sub-class number, achieved by our ISML method using feature 
concatenation strategy in (a) AD vs. NC, (b) pMCI vs. NC, and (c) pMCI vs. sMCI 
classification tasks.
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Fig. 9. 
Classification accuracy vs. sub-class number, achieved by our ISML method using ensemble 
classification strategy in (a) AD vs. NC, (b) pMCI vs. NC, and (c) pMCI vs. sMCI 
classification tasks.
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Fig. 10. 
Diversities and mean classification errors achieved by seven ensemble-based methods in (a) 
AD vs. NC, (b) pMCI vs. NC, and (c) pMCI vs. sMCI classification tasks.
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TABLE I
Demographic information of 459 studied subjects from the ADNI database
Diagnosis AD pMCI sMCI NC
Subject number 97 117 117 128
Male/Female 48/49 67/50 79/38 63/65
Age (Mean±SD) 75.90±6.84 75.18±6.97 75.09±7.65 76.11±5.10
MMSE (Mean±SD) 23.37±1.84 26.45±1.66 27.42±1.78 29.13±0.96
Note: Values are denoted as mean ± deviation; MMSE means mini-mental state examination; M and F represent male and female, respectively.
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TABLE II
Comparison with state-of-the-art methods using multiple templates in AD vs. NC and pMCI vs. sMCI 
classification
Method Feature Type Classifier
AD vs. NC pMCI vs. sMCI
ACC
(%)
SEN
(%)
SPE
(%)
ACC
(%)
SEN
(%)
SPE
(%)
Koikkalainen et al. [19] TBM Linear regression 86.00 81.00 91.00 72.10 77.00 71.00
Wolz et al. [8] TBM Linear discriminant analysis 87.00 84.00 90.00 64.00 65.00 62.00
Min et al. [31] Data-Driven ROI GM SVM 91.64 88.56 93.85 72.41 72.12 72.58
Min et al. [34] Data-Driven ROI GM SVM 90.69 87.56 93.01 73.69 76.44 70.76
Liu et al. [32] Data-Driven ROI GM SVM ensemble 92.51 92.89 88.33 78.88 85.45 76.06
ISML (ours) Data-Driven ROI GM SVM ensemble 93.83 92.78 95.69 80.90 85.95 78.41
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