This paper investigates the issue of real-world identification to fulfill better species protection. We focus on plant species identification as it is a classic and hot issue. In tradition plant species identification the samples are scanned specimen and the background is simple. However, real-world species recognition is more challenging. We first systematically investigate what is realistic species recognition and the difference from tradition plant species recognition. To deal with the challenging task, an interdisciplinary collaboration is presented based on the latest advances in computer science and technology. We propose a novel framework and an effective data augmentation method for deep learning in this paper. We first crop the image in terms with visual attention before general recognition. Besides, we apply it as a data augmentation method. We call the novel data augmentation approach attention cropping (AC). Deep convolutional neural networks are trained to predict species from a large amount of data. Extensive experiments on traditional dataset and specific dataset for real-world recognition are conducted to evaluate the performance of our approach. Ex- * Corresponding author.
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Introduction
Plants play an irreplaceable role in our world and they have direct effect in many domains such as agriculture, climate, ecological system and so on. Besides, they are the main source of food for human survival and development. Many problems such as habitat degradation, global warming, ecosystems destruction, 5 environment worsen, species extinction, and so on have something to do with plant protection. Plant species identification is the prerequisite for protection.
There have been many research related to the issue. Method based on image classification is now considered to help improve the plant taxonomy. It is one of the most promising solutions among those related research work, as discussed 10 in [1] . And it has been a long term hot research issue.
Considering flowers and fruits of plants are seasonal, some researchers believe that leaves are more suitable for identification. In the early time, leaves are frequently used for computer-aided plant species classification. Most imagebased identification methods and evaluation data proposed were based on leaf 15 images [2, 3, 4] . However, most leaf images are specimen or scanned at that 2 time. The way to acquire samples is also strict. Afterwards, flowers begin to be employed [5, 6, 7] .
Obviously, approaches only with leaves or flowers are insufficient considering realistic plant identification and protection. More diverse parts of plants have 20 to be considered for accurate identification, especially because it is not possible for plants to see their leaves all over the year. Compared with the photos token by realistic ways, the background in those datasets where the camera are closely to targets when people take pictures is simple. We believe that those are not real-world identification task. In this paper, we focus on plant species identifi-25 cation especially realistic recognition. For a real-world plant identification task, plant image samples should include many parts such as fruits, branches, entire, apart from leaves and flowers. At the same time, the way to create and acquire plant images should not be strict. They can be snapshotted by different users and at different time and users can be at their own will. Image samples can be 30 with complicated background. Besides, the scene includes not only indoor but also field. We believe that these indeed belong to real-world plant identification. The task of the identification is more challenging compared with tradition species identification while it is more valuable at the same time. And only real-world species recognition can realize better, convenient,and comprehensive 35 plant protection.
In the last few years, a number of projects and organizations such as iNaturalist, Botanica can generate large amounts of biodiversity data. Big biodiversity data can be available easier compared with the past [8] . As it is convenient for a In this paper, we first review the related work about plant species recognition issue. We discuss commonly used approaches using leaf and flowers for tradition 45 species identification. We then propose a novel framework and an effective data augmentation method to address the task of realistic recognition. As deep convolutional neural networks (CNNs) provide us an useful tool for large-scale image classification, we conduct our work basing on deep learning. As stated in [9, 10] , the salient objects which are to be recognized in an image are focused on 50 in terms of our human visual attention . We crop the image in terms of our visual attention and name the operation attention cropping (AC). AC is accomplished with the generated saliency map using saliency detection approach. As we all known, data augmentation is an important operation in deep learning. Here, we apply AC as a data augmentation method for deep learning. The schematic 55 diagram of our framework is shown in Figure 1 . We validate our proposed approach through a series of comparisons and results show that superior results are achieved.
Related work
There are amounts of plant identification approaches that use digital im-60 ages. As stated above, early algorithms are mainly with leaves. Flavia [11] and Swedish leaf database Afterwards, flower image samples begin to be employed. Oxford flower is applied in many related researches [7, 21, 5, 22] . [7] developped a visual vocab- the dataset are shown in Figure 3 . The schematic diagram of our proposed method is shown in Figure 1 . We will describe our approach and work in detail in the next. 
Approach

Attention cropping
The background of images taken in real-world ways is usually complicated.
A real-world plant image contains more than one object, i.e. target plants and background objects(small stones, ruderals, branches, non-target leaves and 95 other interferents). Moreover, target plants are possibly touching or covering the background objects. However, the salient objects what we pay attention to are to be recognized in an image. For an image, visual attention facilitates our ability to rapidly locate the most important information in a scene [9] and the most useful point are focused on with our attention at first sight for an given 100 object [10] . As demonstrated in Figure 4 (a), the centered object indicated with a red box is our real interesting target and to be recognized. The left bottom one boxed with a black rectangle is not an object for recognition and it should be neglected. In addition to the interference of the non-target, there are also interferents and non-valuable redundance as demonstrated in Figure 4 Here, salient regions where we attend are got with saliency detection ways.
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Using the approach described in [23] , we obtained the image saliency map. [23] shows that the convolution of an image amplitude spectrum with a low-pass 8 Gaussian kernel is equivalent to an image saliency detector.
where P is the original phase spectrum, A S is the resulting smoothed amplitude.
A S is as follows:
The saliency map is obtained by reconstructing the 2D signal using the original phase and the amplitude spectrum. The low-pass Gaussian kernel scale
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h is filtered at a scale selected by minimizing saliency map entropy. After the proper scale is specific, the resulting smoothed amplitude A S will be computed according to the formula (2). And Hypercomplex Fourier Transform (HFT) is employed to replace standard Fourier Transform (FT) to performs the analysis in the frequency domain. After phase spectrum P and the resulting smoothed 120 amplitude A S are computed, then the saliency map is got in terms of the formula (1). The low-pass Gaussian kernel scale h can be also set by hand. To get a better saliency map, it is got based on spectrum scale-space analysis to find a proper scale. Then the got saliency map will be used for segmentation.
After that, image segmentation is carried out for generating the regions of interest (ROI) for recognition. K-means is used to perform the segmentation. Given a set of observations (x 1 , x 2 , ..., x n ) , where each observation is a d-dimensional real vector, k-means clustering aims to partition the n observations into k(k ≤ n) sets S = S 1 , S 2 , ..., S k so as to minimize the within-cluster sum of squares (WCSS) (i.e. variance). Formally, the objective is to find:
where u i is the mean of points in S i . The operation of cropping is then imple-125 mented in terms of the segmentation results. It is defined as:
where I seg is the segmentation result vector, th is a threshold which can control the degree of cropping, b s is the start position of the target area and b e is the end position. th is got by multiplying the cluster number N by parameter λ, which is the ratio of the clusters what we want to crop out to the total clusters.
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The cluster number N and parameter λ are set empirically in this paper.
For other methods, these can be adaptive values. We get the corresponding coordinates of the ROI in accordance with the above computed results b s and b e . In the end, the original image is cropped in terms of the generated corresponding coordinates to obtain the attended image regions. Non-salient parts 
Convolutional Neural Network
Convolutional neural networks (CNNs) demonstrate impressive results in image classification. In this paper, the approach of CNN is adopted to facilitate the classification. CNNs directly use raw image as an input and image category as an output so that forms an end-to-end system. They learn image features from training of network. A CNN network consists of three types of layers, including convolutional layers, pooling layers, and at least one final fully connected layer. The outputs are generally normalized with a Softmax activation function and therefore approximate posterior class probabilities. For a given output feature map x ij , the activation of Softmax is as follows:
p ij denote the probability of map i mapping to class j and subject to the constraints that i p ij = 1 and 0 ≤ p ij ≤ 1.
Experiments and analysis
We first evaluate the performance of our method on PlantCLEF. The em- 
Experiments setup
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We then perform our proposed novel framework and data augmentation method of attention cropping (AC). The experiments are conducted with two NVDIA Geforce GTX-1080 GPUs. The deep learning software tool is Pytorch.
MATLAB is also used in our experiments. The preprocessing which is attention cropping is fulfilled with MATLAB. For simplicity, we set the total cluster The loss function is cross-entropy loss. It is formulated as follows:
where p(k) ∈ [0, 1] is the predicted probability of the input belonging to class k, q(k) is the ground truth distribution.
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The learning method is stochastic gradient descent (SGD). And it is kept same for all the two employed deep learning networks. Considering the problem of minimizing an objective function that has the form of a sum:
where the parameter w which minimizes Q(w) is to be estimated. Q(w) is the loss or cost function. Each summand function Q i is typically associated with the i − th observation in the data set (used for training). Gradient descent method would perform the following iterations:
where η is a step size (sometimes called the learning rate in machine learning).
In stochastic (or "on-line") gradient descent, the true gradient of Q(w) is approximated by a gradient at a single example in each iteration and the sample 15 is selected randomly (or shuffled) instead of as a single group (as in standard gradient descent) or in the order they appear in the training set. Table 1 . Attention cropping is abbreviated as "AC". is easy and the accuracy can be high even using common methods. The results makes "hard" samples in real-world recognition "easy" while those samples in conventional recognition are "easy" originally.
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Conclusion
In this paper, we address real-world species recognition task which is more challenging and makes more sense. Based on deep learning and visual atten- obtained by using AC. And the performance is quit significant especially in realistic identification. What is worth mentioning is that AC can be applied to other recognition tasks and application scenes in the vision community although we mainly focus on real-world plant species recognition in this paper.
In addition, with regard to future work, it would be interesting to investi-275 gate a problem that the recognition system has the ability to conduct unknown and never seen categories. And new technologies of machine learning keep future potential role for the interdisciplinary research field of species recognition including real-world species identification for the next few years.
