Rational growth and degree of commutativity of graph products by Valiunas, Motiejus
ar
X
iv
:1
70
1.
04
37
4v
5 
 [m
ath
.G
R]
  1
7 J
an
 20
19
RATIONAL GROWTH AND DEGREE OF COMMUTATIVITY
OF GRAPH PRODUCTS
MOTIEJUS VALIUNAS
Abstract. Let G be an infinite group and let X be a finite generating set for G such that
the growth series of G with respect to X is a rational function; in this case G is said to have
rational growth with respect to X. In this paper a result on sizes of spheres (or balls) in the
Cayley graph Γ(G,X) is obtained: namely, the size of the sphere of radius n is bounded above
and below by positive constant multiples of nαλn for some integer α ≥ 0 and some λ ≥ 1.
As an application of this result, a calculation of degree of commutativity (d. c.) is provided:
for a finite group F , its d. c. is defined as the probability that two randomly chosen elements
in F commute, and Antol´ın, Martino and Ventura have recently generalised this concept to all
finitely generated groups. It has been conjectured that the d. c. of a group G of exponential
growth is zero. This paper verifies the conjecture (for certain generating sets) when G is a
right-angled Artin group or, more generally, a graph product of groups of rational growth in
which centralisers of non-trivial elements are “uniformly small”.
1. Introduction
Let G be a group which has a finite generating set X. For any element g ∈ G, let |g| = |g|X be
the word length of g with respect to X. For any n ∈ Z≥0, let
BG,X(n) := {g ∈ G | |g|X ≤ n}
be the ball in G with respect to X of radius n, and let
SG,X(n) := {g ∈ G | |g|X = n}
be the sphere in G with respect to X of radius n. One writes BG(n) or B(n) for the ball (and
SG(n) or S(n) for the sphere) if the generating set or the group itself is clear. A group G is
said to have exponential growth if
(1) lim inf
n→∞
log |BG,X(n)|
n
> 0
and subexponential growth otherwise; note that as there are at most (2|X|)n words over X±1 of
length n, the limit in (1) is finite, so the group cannot have ‘superexponential’ growth. A group
G is said to have polynomial growth of degree d if
d := lim sup
n→∞
log |BG,X(n)|
log n
<∞
and superpolynomial growth otherwise. It is well-known that having exponential growth or
polynomial growth of degree d is independent of the generating set X.
The pairs (G,X) as above considered in this paper will have some special properties. In partic-
ular, consider the (spherical) growth series sG,X(t) of a finitely generated group G with a finite
generating set X, defined by
sG,X(t) =
∑
g∈G
t|g|X =
∞∑
n=0
|SG,X(n)|tn.
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Cases of particular interest includes pairs (G,X) for which sG,X(t) is a rational function, i.e.
a ratio two polynomials; in this case G is said to have rational growth with respect to X. In
general, this property depends on the chosen generating set: for instance, the higher Heisenberg
group G = H2(Z) has two finite generating sets X1, X2 such that sG,X1(t) is rational but
sG,X2(t) is not [19].
Rational growth series implies some nice properties on the growth of a group. In particular,
one can obtain the first main result of this paper:
Theorem 1. Let G be an infinite group with a finite generating set X such that sG,X(t) is a
rational function. Then there exist constants α ∈ Z≥0, λ ∈ [1,∞) and D > C > 0 such that
Cnαλn ≤ |SG,X(n)| ≤ Dnαλn
for all n ≥ 1.
Some of the ideas that go into the proof of Theorem 1 appear in the work of Stoll [19], where
asymptotics of ball sizes are used to show that the higher Heisenberg group G = H2(Z) has a
finite generating set X such that the series sG,X(t) is transcendental.
Remark 2. It is clear that, with the assumptions and notation as above, Theorem 1 implies
lim inf
n→∞
|SG,X(n)|
nαλn
≥ C > 0 and lim sup
n→∞
|SG,X(n)|
nαλn
≤ D <∞.
It is easy to check that the converse implication is also true. In particular, the conclusion of
Theorem 1 is equivalent to the statement that there exist α ∈ Z≥0 and λ ∈ [1,∞) such that
lim inf
n→∞
|SG,X(n)|
nαλn
> 0 and lim sup
n→∞
|SG,X(n)|
nαλn
<∞.
Theorem 1 agrees with the result for hyperbolic groups. Indeed, it is known that if G is a
hyperbolic group and X is a finite generating set, then sG,X(t) is rational [14, Theorem 8.5.N].
In this case the Theorem gives a weaker version of [8, The´ore`me 7.2], which states that the
conclusion of Theorem 1 holds with α = 0.
As an application of Theorem 1 a calculation of degree of commutativity is provided. For a
finite group F , the degree of commutativity of F was defined by Erdo˝s and Tura´n [10] and
Gustafson [15] as
(2) dc(F ) :=
|{(x, y) ∈ F 2 | [x, y] = 1}|
|F |2 ,
i.e. the probability that two elements of F chosen uniformly at random commute. In [1], Antol´ın,
Martino and Ventura generalise this definition to infinite finitely generated groups:
Definition 3. Let G be a finitely generated group and let X be a finite generating set for G.
The degree of commutativity for G with respect to X is
dcX(G) := lim sup
n→∞
|{(x, y) ∈ BG,X(n)2 | [x, y] = 1}|
|BG,X(n)|2
= lim sup
n→∞
∑
x∈BG,X(n) |CG(x) ∩BG,X(n)|
|BG,X(n)|2 ,
where CG(x) is the centraliser of x in G.
Note that if G is finite then for any generating set X one has BG,X(N) = G for all sufficiently
large N , so this definition agrees with (2).
It is known that dcX(G) = 0 when G is either a non-virtually-abelian residually finite group
of subexponential growth [1, Theorem 1.3] or a non-elementary hyperbolic group [1, Theorem
1.7], independently of the generating set X. It has been conjectured that indeed dcX(G) = 0
whenever G has superpolynomial growth [1, Conjecture 1.6].
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The interest of this paper is the degree of commutativity of graph products of groups.
Definition 4. Let Γ be a finite simple (undirected) graph, and let H : V (Γ)→ G be a map from
the vertex set of Γ to the category G of groups; suppose that H(v) ≇ {1} for each v ∈ V (Γ).
Let
G˜(Γ,H) := ∗v∈V (Γ)H(v)
be a free product of groups, and let
R(Γ,H) := {[g, h] | g ∈ H(v), h ∈H(w), {v,w} ∈ E(Γ)}.
Then the graph product associated with Γ and H is defined to be the group
G(Γ,H) := G˜(Γ,H)/〈〈R(Γ,H)〉〉G˜(Γ,H).
In particular, this is the construction of right-angled Artin (respectively Coxeter) groups if
H(v) ∼= Z (respectively H(v) ∼= C2) for all v ∈ Γ.
This paper considers groups G which, together with their finite generating sets X, belong to a
certain class, defined as follows.
Definition 5. Say a pair (G,X) with a group G and a finite generating set X of G is a rational
pair with small centralisers if the following two conditions hold:
(i) sG,X(t) is a rational;
(ii) there exist constants P, β ∈ Z≥1 such that |CG(g) ∩BG,X(n)| ≤ Pnβ for all n ≥ 1 and all
non-trivial elements g ∈ G.
Note that condition (ii) is independent of the choice of a generating set X: indeed, as any
word metrics on G associated with generating sets X and Xˆ are bi-Lipschitz equivalent, the
inequality |CG(g) ∩ BG,X(n)| ≤ Pnβ implies the inequality |CG(g) ∩ BG,Xˆ(n)| ≤ Pˆ nβ for some
Pˆ ∈ Z≥1 depending only on Xˆ and P .
It was shown in [7] that, given a finite simple graph Γ with a group H(v) and a finite generating
set X(v) ⊆ H(v) associated to every vertex v ∈ V (Γ), if sH(v),X(v)(t) is rational for each
v ∈ V (Γ) then so is sG(Γ,H),X(Γ,H)(t), where X(Γ,H) =
⊔
v∈V (Γ)X(v).
If G(Γ,H) has exponential growth, then, together with an explicit form of centralisers in
G(Γ,H), described in [2], Theorem 1 can be used to compute the degree of commutativity
of G(Γ,H):
Theorem 6. Let Γ be a finite simple graph, and for each vertex v ∈ V (Γ), let (H(v),X(v)) be
a rational pair with small centralisers. Suppose that G(Γ,H) has exponential growth, and let
X =
⊔
v∈V (Γ)X(v). Then
dcX(G(Γ,H)) = 0.
Remark 7. Theorem 6 is enough to confirm [1, Conjecture 1.6] in this setting: that is, either
G = G(Γ,H) is virtually abelian, or dcX(G) = 0. Indeed, G(Γ,H) has subexponential growth
if and only if all the H(v) have subexponential growth, the complement ΓC of Γ contains no
length 2 paths, and H(v) ∼= C2 for every non-isolated vertex v of ΓC . In this case, rationality
of sH(v),X(v)(t) implies that the H(v) all have polynomial growth (by Theorem 1, for instance).
Thus G(Γ,H) is a direct product of groups of polynomial growth: namely, the group H(v) for
each isolated vertex v of ΓC , and an infinite dihedral group for each edge in ΓC . Consequently,
G(Γ,H) itself has polynomial growth, and so [1, Corollary 1.5] implies that either G(Γ,H) is
virtually abelian, or dcX(G(Γ,H)) = 0.
Cases of particular interest of Theorem 6 include right-angled Artin groups and graph products
of finite groups. More generally, let us note two special cases of pairs of (G,X) satisfying
Definition 5:
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(i) Let G be virtually nilpotent, and X be a finite generating set with sG,X(t) rational: in
particular, this holds whenever G is virtually abelian [3] and for G = H1, the integral
Heisenberg group [9]. It was shown that by Wolf [20] that if G is virtually nilpotent then
it has polynomial growth (by Gromov’s Theorem [13], the converse is also true), and so
part (ii) of Definition 5 holds trivially by bounding growth of centralisers by the growth
of G itself.
(ii) Let G be a torsion-free hyperbolic group, and X be any finite generating set. Cannon [6]
and Gromov [14, Theorem 8.5.N] have shown that hyperbolic groups have rational growth
with respect to any generating set, and all infinite-order elements have virtually cyclic
centralisers. Moreover, for any torsion-free hyperbolic group G with a finite generating
set X, there is a constant P > 0 such that |CG(g) ∩ BG,X(n)| ≤ Pn for all n ≥ 1 and all
non-trivial g ∈ G: see the proof of Theorem 1.7 in [1] for details and references.
The paper is structured as follows. Section 2 applies to all infinite groups with rational spherical
growth series and is dedicated to a proof of Theorem 1. Section 3 is used to prove Theorem 6.
Acknowledgements. The author would like to give special thanks to his Ph.D. supervisor,
Armando Martino, without whose help and guidance this paper would not have been possible. He
would also like to thank Yago Antol´ın, Charles Cox and Enric Ventura for valuable discussions
and advice, as well as Ashot Minasyan and anonymous referees for their comments on this
manuscript. Finally, the author would like to give credit to Gerald Williams for a question
which led to generalising a previous version of Theorem 6. The author was funded by EPSRC
Studentship 1807335.
2. Groups with rational growth series
This section provides a proof of Theorem 1. Let G be an infinite group, and suppose that the
growth series of G with respect to a finite generating set X is a rational function. In particular,
the spherical growth series is
s(t) = sG,X(t) =
∞∑
n=0
S(n)tn =
p(t)
q(t)
where S(n) = SG(n) = SG,X(n) := |SG,X(n)|, and
q(t) = q0t
c
r∏
i=1
(1− λit)αi+1 and p(t) = p0tc˜
r˜∏
i=1
(1− λ˜it)α˜i+1
are non-zero polynomials with no common roots (and so either c = 0 or c˜ = 0), with αi, α˜i ∈ Z≥0
for all i. Since the series (S(n))∞n=0 grows at most exponentially, s(t) is analytic (and so
continuous) at 0, hence one has
1 = S(0) = lim
t→0
s(t) =
p0
q0
lim
t→0
tc˜−c
and so c = c˜ and p0 = q0. Thus c = c˜ = 0 and, without loss of generality, q0 = p0 = 1.
Coefficients of such a series are described in [16, Lemma 1]; in particular, it follows that
(3) S(n) =
r∑
i=1
αi∑
j=0
bi,jn
jλni
for n large enough, with bi,αi 6= 0 for all i.
Now consider the terms of (3) that give a non-negligible contribution to S(n) for large n. In
particular, one may assume without loss of generality that
λ := |λ1| = |λ2| = · · · = |λk˜| > |λk˜+1| ≥ |λk˜+2| ≥ · · · ≥ |λr|
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for some k˜ ≤ r and that
α := α1 = α2 = · · · = αk > αk+1 ≥ αk+2 ≥ · · · ≥ αk˜
for some k ≤ k˜. Note that one must have λ ≥ 1: otherwise the radius of convergence of s(t) is
λ−1 > 1 and so the series
∑
nS(n) converges, contradicting the fact that G is infinite.
For n ∈ Z≥0, define
cn =
k∑
j=1
bj,α exp(iϕjn)
where λj = λ exp(iϕj) for some ϕj ∈ (−π, π], for 1 ≤ j ≤ k. It follows that
(4) S(n) = nαλn(cn + o(1))
as n→∞. In particular, since S(n) ∈ (0,∞) ⊆ R for all n, it follows that
(5) lim inf
n→∞ Re(cn) ≥ 0 and limn→∞ Im(cn) = 0.
It is clear that
lim sup
n→∞
S(n)
nαλn
≤
k∑
j=1
|bj,α|,
which shows existence of the constant D in Theorem 1; in order to prove the Proposition, it is
enough to show that lim infn→∞S(n)/(nαλn) > 0. However, this bound does not follow solely
from the fact that s(t) is a rational function: see Example 12 (i) at the end of this section.
Remark 8. Clearly, for any n1, n2 ≥ 0, if g ∈ G has |g|X = n1+n2 (respectively |g|X ≤ n1+n2),
then one can write g = g1g2 where |gj |X = nj (respectively |gj |X ≤ nj) for j ∈ {1, 2}. This
gives injections S(n1 + n2) → S(n1) × S(n2) and B(n1 + n2) → B(n1) × B(n2) by mapping
g 7→ (g1, g2). In particular, it follows that
S(n1 + n2) ≤ S(n1)S(n2) and B(n1 + n2) ≤ B(n1)B(n2)
for any n1, n2 ∈ Z≥0. This property is called submultiplicativity of sphere and ball sizes in G.
The aim is now to show that submultiplicativity of the sequence (S(n))∞n=0, together with
rationality of s(t), implies the conclusion of Theorem 1. As the bj,α are non-zero and the ϕj are
distinct, given (5) the following result seems highly likely:
Lemma 9. The numbers cn are real, and for some constant δ > 0, the set
Eδ := {n ∈ Z≥0 | cn ≥ δ}
is relatively dense in [0,∞), i.e. the inclusion Eδ →֒ [0,∞) is a (1,K)-quasi-isometry for some
K ≥ 0.
However, the author has been unable to come up with a straightforward proof of Lemma 9
without using some additional theory on ‘quasi-periodicity’ of the sequence (cn)
∞
n=0. Before
giving a proof, let us deduce Theorem 1 from Lemma 9.
Assuming Lemma 9, one can findN ∈ Z≥1 such that for all n, there exists a β = βn ∈ {0, . . . , N}
with cn+β ≥ δ. Define
R := max{λ−βS(β) | 0 ≤ β ≤ N},
and let M ∈ Z≥1 be such that for all n ≥M , one has
S(n) ≥ nαλn
(
cn − δ
2
)
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(such an M exists by (4)). Then submultiplicativity of sphere sizes implies that for all n ≥M ,
δ
2
(n+ βn)
αλn+βn ≤
(
cn+βn −
δ
2
)
(n+ βn)
αλn+βn
≤ S(n+ βn) ≤ S(n)S(βn) ≤ S(n)Rλβn .
It follows that
S(n) ≥ δ
2R
(n + βn)
αλn ≥ δ
2R
nαλn
for n ≥M , showing that
lim inf
n→∞
S(n)
nαλn
≥ δ
2R
> 0,
which shows existence of the constant C > 0 in Theorem 1. Thus in order to prove Theorem 1
it is now enough to prove Lemma 9.
Proof of Lemma 9. To prove the Lemma, one may employ a digression into a certain class
of functions from R to C, called ‘uniformly almost periodic functions’. The theory for these
functions is presented in a book by Besicovitch [5].
Let f : R → C be a function. Given ε > 0, define the set E(f, ε) ⊆ R to be the set of all
numbers τ ∈ R (called the translation numbers for f belonging to ε) such that
sup
x∈R
|f(x+ τ)− f(x)| ≤ ε.
The function f is said to be uniformly almost periodic (u. a. p.) if, for any ε > 0, the set
E(f, ε) is relatively dense in R, i.e. the inclusion E(f, ε) →֒ R is a (1,K)-quasi-isometry for
some K ≥ 0. It is easy to see that any periodic function is u. a. p., and that every continuous
u. a. p. function is bounded.
Now note that the function
c : R→ C
t 7→
k∑
j=1
bj,α exp(iϕjt)
is a sum of continuous periodic functions, and so is a continuous u. a. p. function by [5, Section
1.1, Theorem 12]. By definition, cn = c(n) for any n ∈ Z≥0.
The aim is to show that the function c¯ : t 7→ c(⌊t⌋) is also u. a. p. For this, note that c is
everywhere differentiable and the derivative c′(t) is a sum of continuous periodic functions, so is
continuous and u. a. p. – in particular, it is bounded, by some R > 0, say. For a given ε ∈ (0, R),
set a constant M := ε/
(
2 sin
(
piε
2R
))
and define f : R → R by f(t) = M sin(πt). It is easy to
check that
(6) E
(
f,
ε
2
)
⊆
⋃
n∈Z
[
n− ε
2R
,n+
ε
2R
]
.
For any τ ∈ R, define nτ =
⌊
τ + 12
⌋ ∈ Z to be the nearest integer to τ . Pick τ ∈ E (f, ε2)∩E (c, ε2)
– then |c(x + τ) − c(x)| ≤ ε2 for all x ∈ R, and, by (6), |τ − nτ | ≤ ε2R , so in particular|c(x + τ)− c(x+ nτ )| ≤ ε2 for all x ∈ R by the choice of R. Thus |c(x + nτ )− c(x)| ≤ ε for all
x ∈ R, i.e. nτ ∈ E(c, ε).
But by [5, Section 1.1, Theorem 11], the set E
(
f, ε2
)∩E (c, ε2) is relatively dense, hence (by the
previous paragraph) so is the set E(c, ε) ∩ Z. However, for any n ∈ E(c, ε) ∩ Z and any x ∈ R
one has
|c¯(x+ n)− c¯(x)| = |c(⌊x + n⌋)− c(⌊x⌋)| = |c(⌊x⌋ + n)− c(⌊x⌋)| ≤ ε
and so E(c, ε) ∩ Z ⊆ E(c¯, ε) ∩ Z. It follows that E(c¯, ε) ∩ Z is relatively dense (and so the
function c¯ : t 7→ c(⌊t⌋) is u. a. p.).
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Now recall that (5) provides constraints for limits of sequences (Re(cn)) and (Im(cn)): namely,
(7) lim inf
n→∞ Re(cn) ≥ 0 and limn→∞ Im(cn) = 0.
It is easy to see that cn ∈ R≥0 for all n: indeed, if either Re(cn) = −δ < 0 or | Im(cn)| = δ > 0
for some n then the fact that the set E(c¯, δ/2) ∩Z is relatively dense contradicts (7). Similarly,
if cN > 0 for some N then the set E(c¯, δ) ∩ Z is a relatively dense set contained in the set
{n ∈ Z | c(n) ≥ δ}, where δ = cN/2. To prove Lemma 9 it is therefore enough to show that the
sequence (cn)
∞
n=0 is not identically zero.
Now recall that the sequence (cn) is defined by
cn =
k∑
j=1
bj,α exp(iϕjn),
and suppose for contradiction that cn = 0 for all n ∈ Z≥0, and in particular for 0 ≤ n ≤ k − 1.
This is the same as saying that Mv = 0, where
M =

1 1 · · · 1
exp(iϕ1) exp(iϕ2) · · · exp(iϕk)
...
...
. . .
...
exp(iϕ1)
k−1 exp(iϕ2)k−1 · · · exp(iϕk)k−1

and
v =

b1,α−1
b2,α−1
...
bk,α−1
 .
Thus M has a zero eigenvalue and so detM = 0. But M t is a Vandermonde matrix with
pairwise distinct rows, so detM 6= 0. This gives a contradiction which completes the proof. 
Remark 10. A stronger conclusion of Theorem 1 holds if in addition sG,X(t) is a positive
rational function, i.e. it is contained in the smallest sub-semiring of C(t) containing the semiring
Z≥0[t] and closed under quasi-inversion, f(t) 7→ (1 − f(t))−1 (for f(t) ∈ C(t) with f(0) = 0).
This is the case in particular if there exists a language L in (X ∪ X−1)∗ that is regular (i.e.
recognised by a finite state automaton), the monoid homomorphism Φ : L → G extending the
inclusion X∪X−1 →֒ G is a bijection, and L consists only of geodesic words in the Cayley graph
of G with respect to X, i.e. the length of any word l ∈ L is |Φ(l)|X . If sG,X(t) is a positive
rational function, then the numbers ϕj above are in fact rational multiples of π [4], and as a
consequence the sequence (cn) is periodic.
However, the author has not been able to find a reason why the function sG,X(t), in case it is
rational, must also be positive. In particular, one can find pairs (G,X) such that sG,X(t) is
rational but there are no regular languages L as above, and one can even find groups G such
that this holds for (G,X) for any generating set X. For instance, it can be shown that growth
of the 2-step nilpotent Heisenberg group
G = H3 = 〈a, b, c | [a, b] = c, [a, c] = [b, c] = 1〉
is rational with respect to any generating set [9, Theorem 1], but there are no languages L as
above when G is a 2-step nilpotent group that is not virtually abelian [18, Corollary 3].
It is easy to check that the conclusion of Theorem 1 implies that
(8) lim inf
n→∞
|BG,X(n)|
nαˆλn
> 0 and lim sup
n→∞
|BG,X(n)|
nαˆλn
<∞,
where αˆ = α+1 if λ = 1 and αˆ = α otherwise. Asymptotics similar to these have been obtained
for nilpotent groups, even without the condition on rational growth. In particular, in [17] Pansu
showed that given a nilpotent group G with a finite generating set X, there exists αˆ ∈ Z≥0 such
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that
|BG,X (n)|
nαˆ
→ C as n → ∞ for some C > 0. Moreover, in [19] Stoll calculates the constant
C for certain 2-step nilpotent groups G explicitly to show that the corresponding growth series
sG,X(t) cannot be rational. However, in general – for groups that are not virtually nilpotent –
one cannot expect lim sup and lim inf in (8) to be equal, as the hyperbolic group C2 ∗C3 shows:
see [12, §3].
Finally, note that the same proof indeed shows a more general result:
Theorem 11. Let (an)
∞
n=0 be a submultiplicative sequence of numbers in Z≥1 such that s(t) =∑
ant
n is a rational function. Then there exist constants α ∈ Z≥0, λ ∈ [1,∞) and D > C > 0
such that for all n ≥ 1,
Cnαλn ≤ an ≤ Dnαλn.
The example below shows that both submultiplicativity and rationality are necessary require-
ments.
Example 12. (i) Let
p(t) = 1 + 12t2 − 16t3
and
q(t) = (1− t)(1− 2t)(1− 2ωt)(1 − 2ω¯t),
where ω is a 6th primitive root of unity. Let s(t), (an), λ, α and (cn) be as above. Then
λ = 2 and α = 0, and [16, Lemma 1] can be used to calculate
an = cn2
n + 1
where
cn = 4− 2ωn − 2ω¯n =

0, n ≡ 0 (mod 6),
2, n ≡ ±1 (mod 6),
6, n ≡ ±2 (mod 6),
8, n ≡ 3 (mod 6).
But as cn = 0 for infinitely many values of n, one has
lim inf
n→∞ an/(n
αλn) = 0.
Note that in this case a7 = 257 > 5 = a1a6, so the sequence (an) is not submultiplicative.
(ii) For n ≥ 0, let an = 2b(n), where b(n) is the sum of digits in the binary representation of
n. Then (an) is a submultiplicative sequence, but
∑
ant
n is not a rational function. For
each n ≥ 0, one has a2n−1 = 2n and a2n = 2. Thus
lim inf
n→∞
an
n
≤ lim inf
n→∞
2
2n
= 0
and
lim sup
n→∞
an ≥ lim sup
n→∞
2n =∞,
so (an) does not satisfy the conclusion of Theorem 11 for any λ ≥ 1 and α ∈ Z≥0.
3. Degree of commutativity
The aim of this section is to prove Theorem 6. For this, let Γ be a finite simple graph and
for each v ∈ V (Γ), let (H(v),X(v)) be a rational pair with small centralisers (see Definition
5). To simplify notation, suppose in addition that the sets X(v) are symmetric and do not
contain the identity 1 ∈ H(v): clearly this does not affect the results. Suppose in addition that
G = G(Γ,H) is a group of exponential growth. One thus aims to show that dcX(G) = 0, where
X =
⊔
v∈V (Γ)X(v).
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3.1. Preliminaries. This subsection collects the terminology and preliminary results used in
the proof of Theorem 6.
Let ℓn : X
∗ → Z≥0 be the normal form length function (n in ℓn stands for ‘normal’): for w ∈ X∗,
set ℓn(w) := m where m is the minimal integer for which w ≡ w1w2 · · ·wm as words, where
wi ∈ X(vi)∗ for some vi ∈ V (Γ). Moreover, let ℓw : X∗ → Z≥0 be the word length function (w
in ℓw stands for ‘word’), i.e. let ℓw(w) be the number of letters in w ∈ X∗.
The following result says that given any word w ∈ X∗ representing g ∈ G, there is a simple
algorithm to transform it into a word wˆ representing g with ℓn(wˆ) or ℓw(wˆ) small. This follows
quite easily from a result of Green [11].
Proposition 13. Let ℓ : X∗ → Z≥0 be either ℓ = ℓn or ℓ = ℓw. Let w ∈ X∗ be a word
representing an element g ∈ G, and let wˆ be a word representing g with (ℓ(wˆ), ℓw(wˆ)) minimal
(in the lexicographical ordering) among such words. Then wˆ can be obtained from w by applying
a sequence of moves of two types:
(i) for some wu ∈ X(u)∗ and wv ∈ X(v)∗ with {u, v} ∈ E(Γ), replacing a subword wuwv with
wvwu;
(ii) for some v ∈ V (Γ) and some subword w1 ∈ X(v)∗, replacing the subword w1 with a word
w0 ∈ X(v)∗ representing the same element in H(v), such that ℓw(w0) ≤ ℓw(w1).
Proof. Suppose first that ℓ = ℓn, and let wˆ ≡ w1 · · ·wm, where wi ∈ X(vi)∗ for some vi ∈ V (Γ)
and m = ℓn(w). In [11, Theorem 3.9], Green showed that by using moves (i) and (ii) we can
transform w into a word wˆ′ ≡ w′1 · · ·w′m where w′i ∈ X(vi)∗ and wi, w′i represent the same
element of H(v). Notice that we have ℓw(wi) ≤ ℓw(w′i) for each i: otherwise, existence of the
word w1 · · ·wi−1w′iwi+1 · · ·wm would contradict the minimality of wˆ. Thus a sequence of moves
(ii) allows us to transform wˆ′ into wˆ, as required.
Suppose now that ℓ = ℓw. Let wˆn ∈ X∗ be a word representing g with (ℓn(wˆn), ℓw(wˆn)) minimal
among all such words. Then the result for ℓ = ℓn says that wˆ can be transformed into wˆn by
using the moves (i)–(ii). Notice that if w′ ∈ X∗ is obtained from w ∈ X∗ by applying move (i)
or (ii), then ℓw(w
′) ≤ ℓw(w), and if the equality holds then there exists a move that transforms
w′ back into w. By definition of wˆ, no moves strictly decreasing the word length are used
when transforming wˆ to wˆn, and so there exists a sequence of moves transforming wˆn into wˆ as
well. Thus we may apply moves (i)–(ii) to obtain wˆn from w and subsequently wˆ from wˆn, as
required. 
Note that it follows from the proof of Proposition 13 that minimal values of ℓn(w) and ℓw(w)
can be obtained simultaneously. This justifies the following:
Definition 14. For g ∈ G, define a normal form of g to be a word w ∈ X∗ with both ℓn(w)
and ℓw(w) minimal (so that ℓw(w) = |g|X). Write w = w1w2 · · ·wn for wi ∈ X, and define the
support of g as
supp(g) := {v ∈ V (Γ) | wi ∈ X(v) for some i};
by Proposition 13 this does not depend on the choice of w.
Now suppose for contradiction that dcX(G) > 0. That means that for some constant ε > 0,
one has
(9)
∑
g∈B(n)
|CG(g) ∩B(n)|
B(n)2
≥ ε
for infinitely many values of n, where CG(g) denotes the centraliser of an element g ∈ G, and
B(n) = BG(n) = BG,X(n) := |BG,X(n)|.
In the proof certain conjugates of elements in G will be considered. In particular, let g ∈ G,
and pick a conjugate g˜ ∈ G of g such that g = p−1g g˜pg with |g| = 2|pg| + |g˜| and such that |g˜|
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is minimal subject to this. If pg = 1, then g is called cyclically reduced ; hence g˜ is cyclically
reduced. Note that being cyclically reduced is a weaker condition than being cyclically normal
in the sense of [2].
For any subset A ⊆ V (Γ), let GA denote G(Γ(A),H|A), where Γ(A) is the full subgraph of Γ
spanned by A. These will be viewed as subgroups (called the special subgroups) of G. One may
also define the link of A to be
linkA = {u ∈ V (Γ) | (u, v) ∈ E(Γ) for all v ∈ A}.
Before carrying on with the proof, consider the sequence (dn)
∞
n=0 where
dn :=
|{(x, y) ∈ BG,X(n)2 | [x, y] = 1}|
BG,X(n)2
.
One aims to show that dn → 0 as n → ∞. Note that for many groups of exponential growth,
including all the non-elementary hyperbolic groups [1], the sequence (dn)
∞
n=0 converges to zero
exponentially fast. However, the following example shows that this is not always the case for
graph products. The result of Theorem 6 may be therefore more delicate than one might think.
Example 15. Suppose Γ is a complete bipartite graph Kk,k, i.e. Γ has vertex set
V (Γ) = {u1, . . . , uk, v1, . . . , vk}
and edge set
E(Γ) = {{ui, vj} | 1 ≤ i, j ≤ k},
and let H(u) ∼= Z with generators X(u) = {xu, x−1u } for each u ∈ V (Γ). In this case one has
G(Γ,H) ∼= Fk×Fk (direct product of two free groups of rank k) and so one can calculate sphere
sizes in G(Γ,H) and its special subgroups easily. Note that clearly (by the definition of link)
every element of GA ≤ G commutes with every element of GlinkA ≤ G. Now consider the case
where A = {u1, . . . , uk} and so linkA = {v1, . . . , vk}. It follows that
{(x, y) ∈ B(n)2 | [x, y] = 1} ⊇ BGA(n)×BGlinkA(n).
An explicit computation shows that
BGA(n) = BGlinkA(n) =
k(2k − 1)n − 1
k − 1
and
BG(n) =
2k2n(2k − 1)n
(k − 1)(2k − 1) + e1(2k − 1)
n + e2
where e1 = e1(k) and e2 = e2(k) are some constants. It follows that
dn ≥ BGA(n)BGlinkA(n)
BG(n)2
∼
(
2k − 1
2kn
)2
as n →∞. In particular, the sequence (dn)∞n=0 converges to zero only at a polynomial rate for
G = G(Γ,H).
The proof of Theorem 6 is based on the fact that if (9) held for infinitely many n then there
would exist a subset A ⊆ V (Γ) such that the growth of both GA andGlinkA would be comparable
to that of G. More precisely, the outline of the proof is as follows:
(i) finding such a subset A ⊆ V (Γ) and showing that GA is not negligible in G, i.e. BGA(n)BG(n) 9 0
as n→∞ (subsection 3.2);
(ii) finding a collection H of subgroups of G having (uniformly) polynomial growth such that,
for all H ∈ H, GlinkA×H is a subgroup of G and |(GlinkA×H)∩BG(n)|BG(n) is uniformly bounded
below as n→∞ (subsection 3.3);
(iii) using the embeddingGA×GlinkA ⊆ G and Theorem 1 to obtain a contradiction (subsection
3.4).
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3.2. A non-negligible special subgroup. Note that (9) can be rewritten as
(10)
∑
A⊆V (Γ)
∑
g∈B(n)
supp(g˜)=A
|CG(g) ∩B(n)|
B(n)2
≥ ε
and so (10) holds for infinitely many n. But as Γ is finite, there are only 2|V (Γ)| <∞ subsets of
V (Γ), thus in particular there exists a subset A ⊆ V (Γ) such that
(11)
∑
g∈B(n)
supp(g˜)=A
|CG(g) ∩B(n)|
B(n)2
≥ 2−|V (Γ)|ε
holds for infinitely many n. One may restrict the subset of elements g ∈ G considered even
further:
Lemma 16. There exist constants ε˜ > 0 and s ∈ Z≥0 such that∑
g∈B(n)
supp(g˜)=A
|pg|≤s
|CG(g) ∩B(n)|
B(n)2
≥ ε˜
for infinitely many n.
Proof. AsG has rational spherical growth series by [7], Theorem 1 says that there exist constants
α ∈ Z≥0, λ ≥ 1, C = CG > 0 and D = DG > C such that
(12) Cnαλn ≤ S(n) ≤ Dnαλn
for all n ≥ 1. As it is also assumed that G has exponential growth, one has λ > 1. It is easy to
show that in this case
(13) Cnαλn < B(n) <
Dλ
λ− 1n
αλn
for all n ≥ 1.
Now one can bound the number of terms in (11) corresponding to elements g ∈ G with |pg|
large (even without requiring supp(g˜) = A). Indeed, as any g ∈ G can be written as g = p−1g g˜pg
with |g| = 2|pg|+ |g˜|, (12) and (13) imply
1
B(n)
∑
g∈B(n)
|pg|>s
|CG(g) ∩B(n)|
B(n)
≤ |{g ∈ B(n) | |pg| > s}|
B(n)
≤
⌊n
2
⌋∑
i=s+1
S(i)B(n − 2i)
B(n)
≤ D
C
(
1
2
)α
λ−
n
2 +
D2λ
C(λ− 1)
⌊n−1
2
⌋∑
i=s+1
(
i(n − 2i)
n
)α
λ−i.
(14)
The first term of the sum above clearly tends to zero as n→∞, and the second term is bounded
above by the infinite sum
∑∞
i=s+1 i
αλ−i, which tends to zero as s→∞ since the series∑i iαλ−i
converges. Hence there exists a value of s ∈ Z≥0 which ensures that the right hand side in (14)
is less than 2−|V (Γ)|−1ε for n large enough. This means that∑
g∈B(n)
supp(g˜)=A
|pg|≤s
|CG(g) ∩B(n)|
B(n)2
≥ 2−|V (Γ)|−1ε
for infinitely many n, so setting ε˜ := 2−|V (Γ)|−1ε completes the proof. 
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Now note that one may write∑
g∈B(n)
supp(g˜)=A
|pg|≤s
|CG(g) ∩B(n)|
B(n)2
≤ |{g ∈ B(n) | supp(g˜) = A, |pg| ≤ s}|
B(n)
×max
{ |CG(g) ∩B(n)|
B(n)
∣∣∣∣ g ∈ B(n), supp(g˜) = A, |pg| ≤ s}
where both terms in the product are bounded above by 1. It follows by Lemma 16 that both
(∗) |{g ∈ B(n) | supp(g˜) = A, |pg| ≤ s}|
B(n)
≥ ε˜
and
(†) max
{ |CG(g) ∩B(n)|
B(n)
∣∣∣∣ g ∈ B(n), supp(g˜) = A, |pg| ≤ s} ≥ ε˜
hold for infinitely many n.
The aim is now to show that (∗) and (†) imply that the special subgroups GA and GlinkA (re-
spectively) are non-negligible in G. For the latter, one may consider explicit forms of centralisers
of G: see the next subsection. For the former, note that the set in the numerator consists of
elements g ∈ BG(n) which have an expression g = p−1g g˜pg with pg ∈ BG(s) and g˜ ∈ BGA(n). It
follows that
|{g ∈ B(n) | supp(g˜) = A, |pg| ≤ s}| ≤ BG(s)BGA(n)
and so (∗) implies that
(∗∗) ε˜
BG(s)
≤ BGA(n)
BG(n)
≤ 1
for infinitely many n, where the second inequality comes from the fact that BGA(n) ⊆ BG(n).
3.3. Centralisers in G. In order to use (†), one needs to consider forms of centralisers of
elements g ∈ G with supp(g˜) = A. Fix an element g ∈ G with supp(g˜) = A and note that one
clearly has CG(g) = p
−1
g CG(g˜)pg, so if |pg| ≤ s then one has
(15) |CG(g) ∩B(n)| ≤ |CG(g˜) ∩B(n+ 2s)|.
In particular, it follows from (†) that for infinitely many n, there exists an element g ∈ B(n)
with supp(g˜) = A and |pg| ≤ s such that
(††) ε˜ ≤ |CG(g˜) ∩BG(n+ 2s)|
BG(n)
≤ BG(2s);
here the second inequality comes from the fact that |CG(g˜) ∩ B(n + 2s)| ≤ B(n + 2s) ≤
B(n)B(2s).
Now define an element g ∈ G to be cyclically normal (in the sense of [2]) if either ℓn(g) ≤ 1, or
n := ℓn(g) ≥ 2 and for any normal form w = w1 · · ·wn ∈ X∗ of g, where wi ∈ X(vi)∗ for some
vi ∈ V (Γ), one has v1 6= vn. Then one has
Lemma 17. For any g ∈ G with supp(g˜) = A, there exists an element p˜g ∈ GA such that
gˆ := p˜gg˜p˜
−1
g is cyclically normal and supp(gˆ) = A.
Proof. If ℓn(g˜) ≤ 1 then p˜g = 1 does the job. Thus suppose that n := ℓn(g˜) ≥ 2. Let
E(g˜) := {g0 | w = w1 · · ·wn ∈ X∗ is a normal form for g˜ where
wi ∈ X(vi)∗ for some vi ∈ V (Γ), and wn represents g0}
be a finite subset of GA. By Proposition 13, any two elements in E(g˜) commute, and so, for
any two distinct elements g1 ∈ H(v1) and g2 ∈ H(v2) of E(g˜), one has v1 6= v2. Now define
p˜g :=
∏
gn∈E(g˜) gn. Then p˜g ∈ GA, and following the proof of [2, Lemma 23] one can see
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that gˆ := p˜gg˜p˜
−1
g is cyclically normal. Since supp(p˜g) ⊆ A and supp(g˜) = A, it is clear that
supp(gˆ) ⊆ A. It also follows by [2, Lemma 18] that supp(gˆ) ∪ supp(p˜g) ⊇ A. Thus one only
needs to check that supp(p˜g) ⊆ supp(gˆ).
Suppose for contradiction that there exists some v ∈ supp(p˜g)\supp(gˆ), and let gv ∈ E(g˜)∩H(v)
be the (unique) element. It is easy to see that v /∈ link(A \ {v}): otherwise any normal form
of gˆ would contain a subword in X(v)∗ representing gv and so v ∈ supp(gˆ). Then, following
again the proof of [2, Lemma 23], one has n˜ := ℓn(gv g˜g
−1
v ) ≤ n − 1, with n˜ = n − 1 if and
only if g˜ has no normal form w1 · · ·wn, where wi ∈ X(vi)∗ for some vi ∈ V (Γ), with w1 and wn
representing g−1v and gv, respectively. Thus, by minimality of |g˜|, clearly n˜ = n − 1; but this
cannot happen by [2, Lemma 18], since by assumption v /∈ supp(gˆ). Hence supp(p˜g) ⊆ supp(gˆ),
as required. 
The following Proposition describes growth of centralisers in G.
Proposition 18. Let g, g˜ ∈ G and A ⊆ V (Γ) be as above. Then
CG(g˜) = H1 × · · · ×Hk ×GlinkA
for some subgroups H1, . . . ,Hk ≤ G, and the following hold:
(i) for any h1 ∈ H1, . . . , hk ∈ Hk and c ∈ GlinkA,
|h1 · · · hkc|X = |h1|X + · · ·+ |hk|X + |c|X ;
(ii) there exist constants D1, . . . ,Dk, α1, . . . , αk ∈ Z≥1 such that
|Hi ∩BG,X(n)| ≤ Dinαi
for all n ≥ 1.
Furthermore, the number k ∈ Z≥1, the Di and the αi only depend on A and not on g.
Proof. Let A1, . . . , Ak ⊆ A form a partition of A such that the graphs Γ(Ai)C are precisely the
connected components of the graph Γ(A)C , where ∆C denotes the complement of a graph ∆.
Let p˜g, gˆ ∈ GA be as in Lemma 17. Then supp(gˆ) = A and so gˆ can be expressed as
gˆ = gˆ1 · · · gˆk
where supp(gˆi) = Ai.
Now suppose without loss of generality that for some m, the sets Ai = {vi} are singletons for
1 ≤ i ≤ m, and |Ai| ≥ 2 for m+ 1 ≤ i ≤ k. Then Proposition 25, Theorem 32 and Theorem 52
in [2] state that the centraliser of gˆ in G is
CG(gˆ) = CH(v1)(gˆ1)× · · · × CH(vm)(gˆm)× 〈hm+1〉 × · · · × 〈hk〉 ×GlinkA
where hm+1, . . . , hk ∈ G are some infinite order elements with supp(hi) = Ai (in fact, one has
gˆi = h
βi
i for some βi ∈ Z \ {0}).
In particular, since p˜g ∈ GA, one has p˜g = p1 · · · pk for some pi ∈ GAi . Thus p˜−1g qip˜g = p−1i qipi
for any qi ∈ GAi , and p˜−1g (GlinkA)p˜g = GlinkA, hence
CG(g˜) = p˜
−1
g CG(gˆ)p˜g = CH(v1)(g˜1)× · · · × CH(vm)(g˜m)
× 〈g˜m+1〉 × · · · × 〈g˜k〉 ×GlinkA
where g˜i := p
−1
i gˆipi for 1 ≤ i ≤ m, and g˜i := p−1i hipi for m + 1 ≤ i ≤ k. Hence, by setting
Hi := CH(vi)(g˜i) for 1 ≤ i ≤ m and Hi := 〈g˜i〉 ∼= Z for m+ 1 ≤ i ≤ k one obtains the required
expression. By construction, k depends only on A (and not on g).
To show (i), it is enough to note that Hi ≤ GAi for each i, and that by construction the subsets
Ai are pairwise disjoint and disjoint from linkA. Indeed, then it follows from Proposition 13
that if wi (respectively u) is a normal form for an element hi ∈ GAi (respectively c ∈ GlinkA),
then w1 · · ·wku is a normal form for the element h1 · · · hkc. This implies (i).
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To show (ii) and the last part of the Proposition, one may consider cases 1 ≤ i ≤ m and
m + 1 ≤ i ≤ k separately. For 1 ≤ i ≤ m, note that, as a consequence of Proposition 13,
|h|X = |h|X(vi) for all h ∈ Hi, and therefore |Hi∩BG,X(n)| = |Hi∩BH(vi),X(vi)(n)| for all n ≥ 1.
Thus, (ii) follows from the facts that g˜i 6= 1 and that (H(vi),X(vi)) is a rational pair with small
centralisers; it also follows that Di, αi do not depend on g. For m+ 1 ≤ i ≤ k, it follows from
the proof of [2, Lemma 37] that since gˆi is cyclically normal and since Γ(supp(gˆi))
C = Γ(Ai)
C is
connected, one has ℓn(g˜
γ
i ) ≥ ℓn(gˆγi ) = |γ|ℓn(gˆi) for all γ ∈ Z. In particular, |g˜γi |X ≥ ℓn(g˜γi ) ≥ |γ|
for any γ ∈ Z and so |Hi ∩ BG,X(n)| ≤ 2n + 1 ≤ 3n for all n ≥ 1. Thus taking Di = 3 and
αi = 1 shows (ii); independence from g is clear. 
3.4. Products of special subgroups. To finalise the proof, one employs the following general
result:
Lemma 19. Let G be a group with a finite generating set X. Let H,K ≤ G be subgroups such
that H × K is also a subgroup of G, i.e. the map H × K → G, (h, k) 7→ hk is an injective
group homomorphism. Suppose that there exist constants αH , αK ∈ Z≥0, λH , λK ∈ [1,∞) and
D > C ≥ 0 such that
CnαHλnH ≤ |H ∩ SG,X(n)| ≤ DnαHλnH
and CnαKλnK ≤ |K ∩ SG,X(n)| ≤ DnαKλnK
for all n ≥ 1. Furthermore, suppose that |hk|X = |h|X + |k|X for all h ∈ H(n), k ∈ K(n), and
that λH ≥ λK . If λH > λK , then there exists constant D˜ = D˜(D,αH , αK , λH , λK) > 0, which
does not depend on H or K, such that
|(H ×K) ∩ SG,X(n)| ≤ D˜nαHλnH
for all n ≥ 1. Furthermore, if λH = λK and C > 0, then no such constant D˜ exists.
Proof. Suppose first that λH > λK . Clearly it is enough to show that
lim sup
n→∞
|(H ×K) ∩ SG,X(n)|
nαHλnH
<∞.
Fix n ≥ 1. As |hk|X = |h|X + |k|X for any h ∈ H, k ∈ K, one has
|(H ×K) ∩ SG,X(n)|
nαHλnH
=
1
nαHλnH
n∑
i=0
|H ∩ SG,X(n− i)| × |K ∩ SG,X(i)|
≤ D2
(
1 +
n−1∑
i=1
(
λK
λH
)i(n− i
n
)αH
iαK +
(
λK
λH
)n
nαK−αH
)
.
As λK/λH < 1, limits of the first and third term above as n → ∞ are D2 and 0, respectively.
The second term can be bounded above by an upper bound for the series D2
∑
i(λK/λH)
iiαK ,
which converges by the ratio test. Hence indeed lim supn→∞ |(H×K)∩SG,X(n)|/(nαHλnH) <∞,
which implies the result. It is also clear from the inequality above that D˜ depends only on D,
αH , αK , λH and λK .
Conversely, suppose that C > 0 and λH = λK =: λ. Let n ≥ 20, so that ⌈
√
n⌉ ≤ n/4. Then
|(H ×K) ∩ SG,X(n)|
nαHλn
=
1
nαHλn
n∑
i=0
|H ∩ SG,X(n− i)| × |K ∩ SG,X(i)|
≥ C2
n−1∑
i=1
(
n− i
n
)αH
iαK ≥ C2
⌊n/2⌋∑
i=⌈√n⌉
(
1
2
)αH
(
√
n)αK
≥ C22−(αH+2)nαK2 +1.
In particular, one has |(H ×K) ∩ SG,X(n)|/(nαHλnH)→∞ as n→∞, implying the result. 
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Given this Lemma, the proof can be finalised as follows. Recall (see (12) and (13)) that one has
constants α ∈ Z≥0, λ > 1 and DV (Γ) > CV (Γ) > 0 such that
CV (Γ)n
αλn ≤ SG(n) ≤ DV (Γ)nαλn
and CV (Γ)n
αλn < BG(n) <
DV (Γ)λ
λ− 1 n
αλn
(16)
for all n ≥ 1. Now (∗∗) implies that, for infinitely many n,
(17) C˜An
αλn ≤ BGA(n) ≤ D˜Anαλn
for some D˜A > C˜A > 0. But as GA has rational growth with respect to
⊔
v∈AX(v), it follows
from Theorem 1 that in fact, after modifying the constants D˜A and C˜A if necessary, (17) holds
for all n ≥ 1, and since λ > 1, after further modifying C˜A, one has
(∗∗∗) C˜Anαλn ≤ SGA(n) ≤ D˜Anαλn
for all n ≥ 1.
Moreover, (††) implies that for infinitely many n ≥ 2s+ 1 there exists g ∈ B(n) such that
C˜ ′(n− 2s)αλn−2s ≤ |CG(g˜) ∩BG,X(n)| ≤ D˜′(n− 2s)αλn−2s
for some D˜′ > C˜ ′ > 0. After decreasing the constant C˜ ′ > 0 if necessary, one may therefore
assume that, for infinitely many n,
(18) C˜ ′nαλn ≤ |CG(g˜) ∩BG,X(n)| ≤ D˜′nαλn
for some g ∈ B(n) with supp(g˜) = A and |pg| ≤ s.
Note that GlinkA has rational growth with respect to
⊔
v∈linkAX(v) as it is a special subgroup
of G, and so by Theorem 1 it follows that, for all n ≥ 1,
(19) C˜linkAn
α0λn0 ≤ SGlinkA(n) ≤ D˜linkAnα0λn0
for some D˜linkA > C˜linkA > 0 and some α0 ∈ Z≥0, λ0 ≥ 1.
One may now show that (λ0, α0) = (λ, α). Indeed, as SGlinkA(n) ⊆ SG(n), it follows from (16)
that either λ0 < λ or λ0 = λ and α0 ≤ α. Let g ∈ G be such that supp(g˜) = A for all n. By
Proposition 18, one has an expression
CG(g˜) = H1 × · · · ×Hk ×GlinkA.
One now applies Lemma 19 k times. In particular, for each i = k, k−1, . . . , 1 in order, it follows
from Proposition 18 that Lemma 19 can be applied for
H := Hi+1 × · · · ×Hk ×GlinkA,
K := Hi
(αH , λH) :=
{
(α0, λ0) if λ0 > 1,
(0, λ+12 ) if λ0 = 1,
(αK , λK) :=
(
0,
λH + 1
2
)
,
C := 0,
and D = Di := max{D˜i, D˜′i}.
Here D˜′i > 0 is such that Din
αi ≤ D˜′iλnK for each n ≥ 1, where Di and αi are as in Proposition
18, D˜k is such that SGlinkA(n) ≤ D˜knαHλnH for all n ≥ 1, and, for each i = k − 1, k − 2, . . . , 1,
D˜i = D˜(Di+1, αH , αK , λH , λK) is the constant given by Lemma 19.
It then follows that, for all g ∈ G with supp(g˜) = A and |pg| ≤ s,
(20) |CG(g˜) ∩ SG,X(n)| ≤ D˜nαHλnH
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for all n ≥ 1, where D˜ = D˜(D1, αH , αK , λH , λK) is the constant, independent from g, given by
Lemma 19. Since λH > 1, by further increasing D˜ we may replace SG,X(n) with BG,X(n) in (20).
But by construction, one has either λH < λ or λH = λ and αH ≤ α, and so together with (18)
this implies that (λH , αH) = (λ, α). Thus, by the choice of (λH , αH), one has (λ0, α0) = (λ, α),
as claimed. In particular, (19) can be rewritten as
(†††) C˜linkAnαλn ≤ SGlinkA(n) ≤ D˜linkAnαλn.
Finally, note that the group GA∪linkA = GA ×GlinkA is a special subgroup of G and so one has
SGA∪linkA(n) ⊆ SG(n). It then follows from (∗∗∗), (†††) and Lemma 19 that for any D˜ > 0 one
has
SG(n) ≥ SGA∪linkA(n) > D˜nαλn
for some n, which contradicts (16). This completes the proof of Theorem 6.
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