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Abstract
The resistance matrix of a simple connected graph G is denoted by R, and is defined by
R = (rij), where rij is the resistance distance between the vertices i and j of G. In this pa-
per, we consider the resistance matrix of weighted graph with edge weights being positive definite
matrices of same size. We derive a formula for the determinant and the inverse of the resistance
matrix. Then, we establish an interlacing inequality for the eigenvalues of resistance and Laplacian
matrices. Using this interlacing inequality, we obtain the inertia of the resistance matrix.
Keywords. Resistance matrix, Laplacian matrix, Matrix weighted graph, Inverse, Inertia, Moore-
Penrose inverse.
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1 Introduction
Consider an n-vertex connected graph G = (V,E), where V = {1, 2, . . . , n} is the vertex set and
E = {e1, e2, . . . , em} is the edge set. If two vertices i and j of G are adjacent, we denote it by i ∼ j. A
(positive scalar) weighted graph is graph in which every edge is assigned a weight which is a positive
number. If weight of the each edge is 1, the graph is called an unweighted graph. The weight of a
path is the sum of the weights of the edges lies in the path. The distance matrix D(G) of a weighted
graph G is an n × n matrix (dij), where dij is the minimum of weights of all paths from the vertex i
to the vertex j. The Laplacian matrix L of a weighted graph G is an n× n matrix defined as follows:
For i, j ∈ [n] = {1, . . . , n}, i 6= j, the (i, j)th-element of L is − 1
wij
if the vertices i and j are adjacent,
where wij denotes the weight of the edge joining the vertices i and j, and it is zero, otherwise. For
i ∈ [n], the (i, i)th-entry of the matrix L is ∑j∼i 1wij . Let eij denote the n× 1 vector with 1 at the ith
place, −1 at the jth place, and zero elsewhere. A matrix H is called a generalized inverse, or g-inverse
of L if LHL = L. It is known [4] that for a graph with positive edge weights, the scalar e′ijHeij is
same for any g-inverse H of L where e′ij is the transpose of eij . The resistance distance between the
vertices i and j, denoted by r(i, j), defined as r(i, j) = e′ijHeij = hii + hjj − hij − hji, where H is a
g-inverse of L. In particular, if L† = (kij) is the Moore-Penrose inverse(defined in Section 2) of L, then
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r(i, j) = kii+kjj −2kij . The resistance matrix R of a graph is an n×n matrix defined as follows: For
i, j ∈ [n], the (i, j)th-entry of R is defined as rij = r(i, j). For a tree, the resistance distance coincides
with the classical distance.
The distance matrix of a connected graph, in particular of a tree, has been studied by researchers
for many years. One of the remarkable result about the distance matrix of a tree states that, if T
is a tree on n vertices, then the determinant of the distance matrix D of T is (−1)n−1(n − 1)2n−2,
which is independent of the structure of the underlying tree [7]. In [6], a formula for the inverse of
the distance matrix of a tree is obtained. An extension of these results for the weighted trees, where
the weights are positive scalars, were considered in [5]. In [3], formulae for determinant and inertia
of the distance matrix of a weighted tree with edge weights being square matrices of same order.
Resistance distance matrices are one of the important classes of matrices, associated with graphs,
considered in the chemical literature. The notion of Wiener index based on the resistance distance has
proposed in [9]. The formulae for the determinant and the inverse of the resistance matrix of scalar
weighted graph are obtained in [2]. Some inequalities for the eigenvalues of the distance matrix of a
tree and the eigenvalues of the resistance matrix of any connected graph are established in [12] and
[13], respectively. We refer to [10, 11, 15, 14, 16] for more information on the resistance distance.
In this paper, we consider the resistance matrix of any weighted graph whose edge weights are
positive definite matrices of same size. We derive a formula for the determinant(Theorem 4.1) and
the inverse(Theorem 4.2) of the resistance matrix. We establish an interlacing inequality for the
eigenvalues of resistance and Laplacian matrices(Theorem 4.3). Using this, we obtain the inertia of
the resistance matrix(Theorem 4.4).
This article is organized as follows: In section 2, we first recall some of the definitions and results,
which will be used in the subsequent part of the paper. Then we establish two important properties,
one of them related to the principal submatrix of Moore-Penrose inverse of a positive semidefinite
matrix(Lemma 2.1) and another is about the cofactor of block matrices(Lemma 2.2). In section 3,
we derive some of the properties of the resistance matrix with positive definite matrix edge weights.
Using these properties, in section 4, we obtain formulae for the determinant, inverse and inertia of the
resistance matrix with positive definite matrix edge weights.
2 Some useful results
Let B be an n×n matrix and let S,K ⊆ [n]. We denote by B[S,K], the matrix obtained by selecting
the rows of B indexed by S, and the columns of B indexed by K. On the other hand, B(S,K) is
the matrix obtained by deleting the rows of B indexed by S, and the columns of B indexed by K.
Similarly, if x is an n × 1 vector, then x[S] will denote the subvector of x indexed by indices in S.
The Kronecker product of matrices A = (aij) of size m × n and B of size p × q, denoted by A ⊗ B,
is defined to be the mp × nq block matrix (aijB). It is known that for matrices M , N , P and Q of
suitable sizes, MN ⊗ PQ = (M ⊗ P )(N ⊗Q)[8].
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Let A be an n× n matrix partitioned as
A =
[
A1,1 A1,2
A2,1 A2,2
]
(1)
such that the diagonal blocks A1,1 and A2,2 are square matrices and the matrix A1,1 is invertible.
Then the Schur complement of A1,1 in A is defined to be the matrix A2,2 − A2,1A−11,1A1,2. The de-
terminant of the matrix A and determinant of the Schur complement of A1,1 in A has the following
interesting relationship: detA = det(A1,1)(detA2,2−A2,1A−11,1A1,2). This is called the Schur formula for
the determinant.
Let B
′
denote the transpose of the matrix B. Let A be an m × n matrix. A matrix G of order
n × m is said to be a generalized inverse (or a g-inverse) of A if AGA = A. A matrix G of order
n ×m is said to be the Moore-Penrose inverse of A if it satisfies (i) AGA = A, (ii) GAG = G, (iii)
(AG)′ = AG and (iv) (GA)′ = GA. We denote the Moore-Penrose inverse of the matrix A by A†.
In the next lemma, we prove that if a principal submatrix A[S, S] of a positive semidefinite matrix
A is invertible, then the principal submatrix of A† corresponds to the same index set S is also invertible.
i.e., A†[S, S] is invertible.
Lemma 2.1. Let A be an n×n positive semidefinite matrix, whose rows and columns are indexed by
[n]. For S ⊆ [n], if A[S, S] is nonsingular then A†[S, S] is also nonsingular.
Proof. Let A be of rank r(≤ n). For i = 1, 2, · · · , r, let λi be the nonzero eigenvalues of A with
corresponding eigenvectors xi. Then the spectral decomposition of A is given by
A = λ1x1x
′
1 + λ2x2x
′
2 + · · ·+ λrxrx′r. (2)
Let S ⊆ [n] with |S|= p (≤ r) and A[S, S] is nonsingular. Then
A[S, S] = λ1x1[S]x
′
1[S] + λ2x2[S]x
′
2[S] + · · · + λrxr[S]x′r[S]
=
[√
λ1x1[S]
√
λ2x2[S] · · ·
√
λrxr[S]
] 
√
λ1x
′
1[S]√
λ2x
′
2[S]
· · ·√
λrx
′
r[S]

 .
Since the rank of the matrix A[S, S] is p, the rank of
[√
λ1x1[S]
√
λ2x2[S] · · ·
√
λrxr[S]
]
is also p.
Again
[√
λ1x1[S]
√
λ2x2[S] · · ·
√
λrxr[S]
]
= [x1[S] x2[S] · · · xr[S]]


√
λ1 0 · · · 0
0
√
λ2 · · · 0
· · · · · · . . . · · ·
0 0 · · · √λr

 .
Thus we get rank of [x1[S] x2[S] · · · xr[S]] is p. Then rank of
[x1[S] x2[S] · · · xr[S]]


1√
λ1
0 · · · 0
0 1√
λ2
· · · 0
· · · · · · . . . · · ·
0 0 · · · 1√
λr

 =
[
1√
λ1
x1[S]
1√
λ2
x2[S] · · · 1√
λr
xr[S]
]
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is also p. We note that the spectral decomposition of A+ is
A† =
1
λ1
x1x
′
1 +
1
λ2
x2x
′
2 + · · · +
1
λr
xrx
′
r.
Thus
A†[S, S] =
1
λ1
x1[S, S]x
′
1[S, S] +
1
λ2
x2[S, S]x
′
2[S, S] + · · ·+
1
λr
xr[S, S]x
′
r[S, S]
is of rank p and hence A†[S, S] is also nonsingular.
Next we define the cofactor of a submatrix. Let S = {i1, i2, · · · , ik} and K = {j1, j2, · · · , jk} be
subsets of [n]. For a matrix A of order n× n, cofactor of the submatrix A[S,K] in A is
ASK = (−1)i1+i2+···+ik+j1+j2+···+jk detA(S,K).
Consider a square matrix A whose rows and columns are indexed by elements in X = {1, 2, · · · , ns}
and a partition pi = {X1,X2, · · · ,Xn} of X where |Xi|= s for all i = 1, 2, · · · , n. We partition the
matrix A according to pi as
A =


A1,1 A1,2 · · · A1,n
A2,1 A2,2 · · · A2,n
· · · · · · · · · · · ·
An,1 An,2 · · · An,n

 , (3)
where each Ai,j = A[Xi,Xj ] is a submatrix (block) of A whose rows and columns are indexed by
elements of Xi and Xj , respectively.
Lemma 2.2. Let A be an ns × ns square matrix and it is partitioned as in (3). Let ∑nj=1Ai,j = 0
and
∑n
i=1Ai,j = 0 for all i, j ∈ {1, 2, · · · , n}. Then the cofactor of any two blocks Ai,j and Ak,l in A
are equal.
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Proof. We have
Cofactor of A1,1 = (−1)1+2+···+s+1+2+···+s det


A2,2 A2,3 · · · A2,n
A3,2 A3,3 · · · A3,n
· · · · · · · · · · · ·
An,2 An,3 · · · An,n


= det


∑n
j=2A2,j A2,3 · · · A2,n∑n
j=2A3,j A3,3 · · · A3,n
· · · · · · · · · · · ·∑n
j=2An,j An,3 · · · An,n


= det


−A2,1 A2,3 · · · A2,n
−A3,1 A3,3 · · · A3,n
· · · · · · · · · · · ·
−An,1 An,3 · · · An,n

 [As ∑nj=1Ai,j = 0]
= (−1)s det


A2,1 A2,3 · · · A2,n
A3,1 A3,3 · · · A3,n
· · · · · · · · · · · ·
An,1 An,3 · · · An,n


= (−1)(1+2+···+s)+(s+1+s+2+···+s+s) det


A2,1 A2,3 · · · A2,n
A3,1 A3,3 · · · A3,n
· · · · · · · · · · · ·
An,1 An,3 · · · An,n


= Cofactor of A1,2.
Similarly, we can prove that cofactor of Ai,j is equal to cofactor of Ai,k, for any i, j, k. By using the
assumption
∑n
i=1Ai,j = 0 and applying the above steps to the rows of A, we get the cofactor of Ai,j
equals to cofactor of Ak,j, for any i, j, k.
3 Resistance matrix with matrix weights
Let G be a connected weighted graph with n vertices, m edges and all the edge weights of G are
positive definite matrices of order s × s. For a positive definite matrix A, let √A denote the unique
positive definite square root of A. The Laplacian matrix L of the graph G is the ns×ns block matrix
whose row and column blocks are index by the vertices of G and (i, j)th block of L equals to the sum
of the inverse of weight matrices of the edges incident with the vertex i if i = j, and is equals to
−W−1 if there is an edge between the vertices i and j, where W is the weight of the edge, and zero
matrix otherwise. We assign an orientation to each edge of G. Then the vertex edge incidence matrix
Q of G is the ns ×ms block matrix whose row and column blocks are index by the vertices and the
edges of G, respectively. The (i, j)th block of Q is zero matrix if the ith vertex and the jth edge are
not incident and it is
√
Wj
−1
(respectively, −√Wj−1) if the ith vertex and the jth edge are incident,
and the edge originates (respectively, terminates) at the ith vertex, where Wj is the weight of the j
th
edge. In this case, it is easy to see that, the Laplacian matrix L can be written as L = QQ
′
.
Let L† be the Moore-Penrose inverse of the Laplacian matrix L of a graph G, and let Ki,j, i, j =
5
1, 2, · · · , n, be the s× s blocks of L†. For the graph G, we define the resistance matrix R by an n× n
block matrix whose (i, j)th block Ri,j is defined by
Ri,j = Ki,i +Kj,j − 2Ki,j , i, j = 1, 2, · · · , n. (4)
Since the Moore-Penrose inverse of a matrix always exists and it is unique, so the definition of resistance
matrix is well defined. Also, if s = 1, then the above definition of resistance matrix coincides with the
definition of resistance matrix of positive scalar weighted graphs.
In the next theorem, we prove the matrix L+ 1
n
J ⊗ Is is nonsingular.
Theorem 3.1. Let G be a connected graph on n vertices such that the edge weights are s× s positive
definite matrices. Then L+ 1
n
J ⊗ Is is nonsingular.
Proof. Since each weight matrix is positive definite, we get L is positive semidefinite and rank of L
is ns − s [1]. Let the eigenvalues of L be λ1, λ2, · · · , λns−s, 0, 0, · · · , 0, where multiplicity of 0 is s.
Now according to the construction of L, we have L(1 ⊗ Is) = 0. Thus each of the column vector of
1 ⊗ Is, is an eigenvector of L corresponding to the eigenvalue 0. Note that column vectors of 1 ⊗ Is
are linearly independent. Let xi be an eigenvector of L corresponding to the eigenvalue λi 6= 0 for
i = 1, 2, · · · , ns− s. As L is symmetric,
x′i(1⊗ Is) = 0
⇒ (1′ ⊗ Is)xi = 0
⇒ (11′ ⊗ Is)xi = 0
⇒ (J ⊗ Is)xi = 0.
Then
(L+
1
n
J ⊗ Is)(1 ⊗ Is) = L(1⊗ Is) + 1
n
(J ⊗ Is)(1⊗ Is)
=
1
n
(J1⊗ Is)
= (1⊗ Is).
Thus each of the column vector of 1 ⊗ Is, is an eigenvector of L + 1nJ ⊗ Is corresponding to the
eigenvalue 1. Now, for each i = 1, 2, · · · , ns− s,
(L+
1
n
J ⊗ Is)xi = Lxi + 1
n
(J ⊗ Is)xi
= Lxi
= λixi.
Thus xi is also an eigenvector of L+
1
n
J⊗ Is corresponding to the eigenvalue λi for i = 1, 2, · · · , ns−s.
Hence the eigenvalues of L+ 1
n
J⊗Is are λ1, λ2, · · · , λns−s, 1, 1, · · · , 1, where multiplicity of 1 is s. Thus
L+ 1
n
J ⊗ Is is invertible.
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In the previous theorem, we have seen that L+ 1
n
J⊗Is is nonsingular. Now set X = (L+ 1nJ⊗Is)−1.
Since L(J ⊗ Is) = (J ⊗ Is)L = 0, we have
(L+
1
n
J ⊗ Is)L = L(L+ 1
n
J ⊗ Is)
⇒ X(L+ 1
n
J ⊗ Is)LX = XL(L+ 1
n
J ⊗ Is)X
⇒ LX = XL. (5)
Using this observation, in the next theorem, we derive a formula for the Moore-Penrose inverse of the
Laplacian matrix associated with the graph.
Theorem 3.2. Let G be a connected graph on n vertices such that the edge weights are s× s positive
definite matrices and let L be the Laplacian matrix associated with G. Then L† = X − 1
n
J ⊗ Is.
Proof.
L(X − 1
n
J ⊗ Is)L = LXL
= L[Ins − 1
n
X(J ⊗ Is)]
= L− 1
n
LX(J ⊗ Is)
= L− 1
n
XL(J ⊗ Is) [By (5)]
= L. (6)
Again applying (5), we get
X(J ⊗ Is) = (J ⊗ Is)X
⇒ X(J ⊗ Is)(L+ 1
n
J ⊗ Is) = (J ⊗ Is)X(L+ 1
n
J ⊗ Is)
⇒ X[ 1
n
(J ⊗ Is)(J ⊗ Is)] = (J ⊗ Is)
⇒ X(J ⊗ Is) = (J ⊗ Is). (7)
Similarly, we get
(J ⊗ Is)X = (J ⊗ Is). (8)
Now,
(X − 1
n
J ⊗ Is)L(X − 1
n
J ⊗ Is) = XLX
= (Ins − 1
n
XJ ⊗ Is)X
= X − 1
n
X(J ⊗ Is)X
= X − 1
n
J ⊗ Is [By (7) and (8)]. (9)
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Again,
[(X − 1
n
J ⊗ Is)L]′ = L′(X − 1
n
J ⊗ Is)′
= L(X − 1
n
J ⊗ Is)
= LX
= XL
= (X − 1
n
J ⊗ Is)L (10)
Similarly,
[L(X − 1
n
J ⊗ Is)]′ = L(X − 1
n
J ⊗ Is) (11)
By combining (6), (9), (10) and (11), we get the result.
Now, using Theorem 3.2 and equation (4), for i, j = 1, 2, · · · , n, we have
Ri,j = Xi,i +Xj,j − 2Xi,j (12)
Let X¯ denote the diagonal block matrix whose diagonal blocks are X1,1,X2,2, · · · ,Xn,n. Then, by
using the previous equation we get,
R = X¯(J ⊗ Is) + (J ⊗ Is)X¯ − 2X (13)
For i, j = 1, 2, · · · , n, we define the s× s matrices τi and the ns× s matrix τ as follows:
τi = 2Is −
∑
j∼i
W−1i,j Rj,i,
τ = [τ1, τ2, · · · , τn]′
Theorem 3.3. Let G be a connected graph on n vertices such that the edge weights are s× s positive
definite matrices and L be the Laplacian matrix associated with G. If the matrices X¯ and τ are defined
as above, then LX¯(1⊗ Is) + 2n(1 ⊗ Is) = τ.
Proof. We have
(L+
1
n
J ⊗ Is)X = Ins
Equating the (i, i)th block in both sides, we get
∑
j∼i
W−1i,j Xi,i −
∑
j∼i
W−1i,j Xj,i +
1
n
n∑
j=1
IsXj,i = Is
⇒

∑
j∼i
W−1i,j

Xi,i −∑
j∼i
W−1i,j Xj,i +
1
n
n∑
j=1
Xj,i = Is. (14)
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Now,
(L+
1
n
J ⊗ Is)(1⊗ Is) = 1⊗ Is
⇒ X(L+ 1
n
J ⊗ Is)(1 ⊗ Is) = X(1 ⊗ Is)
⇒ (1⊗ Is) = X(1 ⊗ Is)
⇒ (1′ ⊗ Is) = (1′ ⊗ Is)X
⇒
n∑
j=1
Xj,i = Is for i = 1, 2, · · · , n
From (14), we get 
∑
j∼i
W−1i,j

Xi,i −∑
j∼i
W−1i,j Xj,i = (1−
1
n
)Is. (15)
Now, for i = 1, 2, · · · , n,
τi = 2Is −
∑
j∼i
W−1i,j Rj,i
= 2Is −
∑
j∼i
W−1i,j (Xi,i +Xj,j − 2Xj,i)
= (1 +
1
n
)Is −
∑
j∼i
W−1i,j Xj,j +
∑
j∼i
W−1i,j Xj,i. [By (15)]
Let γi be the i
th block of LX¯(1⊗ Is) + 2n(1⊗ Is). Then, for i = 1, 2, · · · , n,
γi =
n∑
k=1
(LX¯)i,kIs +
2
n
Is
=
n∑
k=1

 n∑
j=1
Li,jX¯j,k

+ 2
n
Is
=
n∑
k=1
Li,kX¯k,k +
2
n
Is
= Li,iX¯i,i +
∑
k∼i
Li,kX¯k,k +
2
n
Is
=

∑
j∼i
W−1i,j

 X¯i,i −∑
j∼i
W−1i,j X¯j,j +
2
n
Is
= (1 +
1
n
)Is −
∑
j∼i
W−1i,j Xj,j +
∑
j∼i
W−1i,j Xj,i [By (15)]
= τi.
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Remark 3.1. Using the previous theorem, we get the following identities:
(1′ ⊗ Is)τ = (1′ ⊗ Is)[LX¯(1 ⊗ Is) + 2
n
(1 ⊗ Is)]
=
2
n
(1′ ⊗ Is)(1 ⊗ Is)
= 2Is
⇒ τ ′(1 ⊗ Is) = 2Is.
Theorem 3.4. Let G be a connected graph on n vertices such that the edge weights are s× s positive
definite matrices and R be the resistance matrix of G. Then
n∑
i=1
∑
j∼i
W−1i,j Rj,i = 2(n− 1)Is.
Proof. From Theorem 3.2, we have L† = (X − 1
n
J ⊗ Is). Now,
LL† = L(X − 1
n
J ⊗ Is) = LX = Ins − 1
n
(J ⊗ Is)X = Ins − 1
n
J ⊗ Is.
From equation (13), we have
R = X¯(J ⊗ Is) + (J ⊗ Is)X¯ − 2X.
Thus
LR = LX¯(J ⊗ Is)− 2LX (16)
= LX¯(J ⊗ Is)− 2Ins + 2
n
(J ⊗ Is). (17)
Equating the (i, i)th block in both sides of (17) we get
n∑
j=1
Li,jRj,i =
n∑
j=1
(LX¯)i,j(J ⊗ Is)j,i − 2Is + 2
n
Is
⇒ Li,iRi,i −
∑
j∼i
W−1i,j Rj,i =
n∑
j=1
(LX¯)i,jIs − (2− 2
n
)Is
⇒ −
∑
j∼i
W−1i,j Rj,i =
n∑
j=1
n∑
k=1
Li,kX¯k,j − (2− 2
n
)Is
=
n∑
j=1
Li,jX¯j,j − (2− 2
n
)Is.
Now,
n∑
i=1
∑
j∼i
W−1i,j Rj,i = −
n∑
i=1
n∑
j=1
Li,jX¯j,j +
n∑
i=1
(2− 2
n
)Is
= −
n∑
j=1
X¯j,j
n∑
i=1
Li,j + 2(n − 1)Is.
= 2(n − 1)Is.
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Using Theorem 3.2, we have the following identity
LRL = L(X¯(J ⊗ Is) + (J ⊗ Is)X¯ − 2X)L
= −2LXL
= −2L(L† + 1
n
(J ⊗ Is))L
= −2LL†L = −2L. (18)
In the next theorem, we establish the matrix τ ′Rτ is positive definite and derive a formula for it.
Theorem 3.5. Let G be a connected graph on n vertices such that the edge weights are s× s positive
definite matrices, and let L and R be the Laplacian matrix and the resistance matrix of G, respectively.
If the matrices X¯ and τ are defined as in Theorem 3.3, then the matrix τ ′Rτ is positive definite and
is equal to 2x¯′Lx¯+ 8
n
[
∑n
i=1Xii − Is], where x¯ = X¯(1⊗ Is).
Proof. We have,
τ ′Rτ = [(1′ ⊗ Is)X¯L+ 2
n
(1′ ⊗ Is)]R[LX¯(1⊗ Is) + 2
n
(1⊗ Is)]
= (1′ ⊗ Is)X¯LRLX¯(1⊗ Is) + 2
n
(1′ ⊗ Is)RLX¯(1⊗ Is)
+
2
n
(1′ ⊗ Is)X¯LR(1⊗ Is) + 4
n2
(1′ ⊗ Is)R(1⊗ Is). (19)
Now,
(1′ ⊗ Is)X¯LRLX¯(1⊗ Is) = (1′ ⊗ Is)X¯(−2L)X¯(1⊗ Is)
= −2x¯′Lx¯,
and
2
n
(1′ ⊗ Is)X¯LR(1⊗ Is) = 2
n
(1′ ⊗ Is)X¯(LX¯(J ⊗ Is)− 2Ins + 2
n
(J ⊗ Is))(1 ⊗ Is) [By (17)]
= 2x¯′Lx¯.
Similarly, we can derive the following
2
n
(1′ ⊗ Is)RLX¯(1⊗ Is) = 2x¯′Lx¯.
Finally,
4
n2
(1′ ⊗ Is)R(1⊗ Is) = 4
n2
(1′ ⊗ Is)(X¯(J ⊗ Is) + (J ⊗ Is)X¯ − 2X)(1 ⊗ Is)
=
4
n2
[n(1′ ⊗ Is)X¯(1⊗ Is) + n(1′ ⊗ Is)X¯(1⊗ Is)− 2(1′ ⊗ Is)X(1 ⊗ Is))]
=
8
n
[
n∑
i=1
Xii − Is
]
.
11
Then from (19) we get
τ ′Rτ = 2x¯′Lx¯+
8
n
[
n∑
i=1
Xii − Is
]
. (20)
For i = 1, 2, · · · , n, the matrices Xii − 1nIs are the diagonal blocks of the matrix L†. Since
∑n
i=1Xii −
Is =
∑n
i=1(Xii − 1nIs), by applying Lemma 2.1, we get the matrices Xii − 1nIs are positive definite for
i = 1, 2, · · · , n. Again, x¯′Lx¯ = x¯′QQ′x¯ is also positive semi definite matrix. Hence, from (20), we get
τ ′Rτ is a positive definite matrix.
4 Determinant, inverse and inertia of the resistance matrix
In this section, we derive formulae for determinant, inverse and inertia of the resistance matrix.
Consider the partition of the Laplacian matrix L as in (3)
L =


L11 L12 · · · L1n
L21 L22 · · · L2n
· · · · · · · · · · · ·
Ln1 Ln2 · · · Lnn

 . (21)
Then, by definition, we have
∑n
j=1 Lij = 0 and
∑n
i=1 Lij = 0 for all i, j ∈ {1, 2, · · · , n}. By applying
Lemma 2.2, we get the cofactors of any two blocks Lij and Lkl in L are equal. Using this fact, first
we derive a formula for the determinant of the resistance matrix.
Theorem 4.1. Let G be a connected graph on n vertices such that the edge weights are s× s positive
definite matrices, and let L and R be the Laplacian matrix and the resistance matrix of G, respectively.
Then detR = (−1)(n−1)s2(n−3)s det(τ ′Rτ)
χ(G) , where χ(G) is the cofactor of any block of L.
Proof. By Theorem 3.5, we have τ ′Rτ is a nonsingular matrix. Using the Schur formula for the
determinant, we have
det
[ −12L τ
τ ′ −τ ′Rτ
]
= det(−τ ′Rτ) det(−1
2
L+ τ(τ ′Rτ)−1τ ′)
= det(−τ ′Rτ) detR−1
= (−1)s det(τ ′Rτ) detR−1. (22)
Using Remark 3.1, adding all the column blocks except the last column block to the first column
block and adding all the row blocks except the last row block to the first row block of the matrix
12
[ −12L τ
τ ′ −τ ′Rτ
]
, we get
det
[ −12L τ
τ ′ −τ ′Rτ
]
= det


0s×s 0s×(n−1)s 2Is
0(n−1)s×s −12L(1, 1) ∗
2Is ∗ −τ ′Rτ

 ,
where L(1, 1) is the cofactor of L1,1 in L.
= (−1)(1+2+···+s)+(ns+1+ns+2+···+ns+s) det(2Is) det

 0(n−1)s×s −12L(1, 1)
2Is ∗

 ,
by expanding Laplace expansion.
= (−1)ns22s det

 0(n−1)s×s −12L(1, 1)
2Is ∗


= (−1)ns22s(−1)(n−1)s2 det(2Is) det(−1
2
L(1, 1))
=
(−1)ns
2(n−3)s
detL(1, 1)
=
(−1)ns
2(n−3)s
χ(G).
Using this in (22) we get
detR = (−1)(n−1)s2(n−3)s det(τ
′Rτ)
χ(G)
.
In the next theorem, we establish that the resistance matrices are nonsingular and derive a formula
for the inverse of them.
Theorem 4.2. Let G be a connected graph on n vertices such that the edge weights are s× s positive
definite matrices, and let L and R be the Laplacian matrix and the resistance matrix of G, respectively.
Then R is nonsingular and R−1 = −12L+ τ(τ ′Rτ)−1τ ′.
Proof. From equation (17), we have
LR = LX¯(J ⊗ Is)− 2Ins + 2
n
J ⊗ Is
⇒ LR+ 2Ins = [LX¯(1 ⊗ Is) + 2
n
(1⊗ Is)](1′ ⊗ Is)
= τ(1′ ⊗ Is) [By Lemma 3.3] (23)
⇒ (LR + 2Ins)τ = τ(1′ ⊗ Is)τ
= 2τ [By Remark 3.1]
⇒ LRτ = 0. (24)
From Theorem 3.5, we have τ
′
Rτ is a positive definite matrix, so Rτ is nonzero. Since L has exactly
s number of zero eigenvalues and L(1⊗ Is) = 0, the column space of Rτ is a subspace of column space
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of (1⊗ Is). Thus, there exist a matrix C such that
Rτ = (1⊗ Is)C
⇒ τ ′Rτ = τ ′(1⊗ Is)C
= 2C [By Remark 3.1]
⇒ C = 1
2
τ ′Rτ.
Now,
Rτ =
1
2
(1⊗ Is)τ ′Rτ
⇒ τ ′R = 1
2
τ ′Rτ(1′ ⊗ Is), (25)
and
(−1
2
L+ τ(τ ′Rτ)−1τ ′)R = −1
2
LR+ τ(τ ′Rτ)−1τ ′R
= −1
2
LR+
1
2
τ(τ ′Rτ)−1τ ′Rτ(1′ ⊗ Is) [By (25)]
= −1
2
LR+
1
2
τ(1′ ⊗ Is)
= Ins. [By (23)]
Thus, the matrix R is nonsingular, and R−1 = −12L+ τ(τ ′Rτ)−1τ ′.
Remark 4.1. Using (23) we get
LR = τ(1′ ⊗ Is)− 2Ins
⇒ LRQ = τ(1′ ⊗ Is)Q− 2Q
⇒ QQ′RQ = −2Q [As (1′ ⊗ Is)Q = 0]
⇒ Q′RQ = −2I(n−1)s. [As Q has full column rank]
Interlacing inequality for the eigenvalues of distance and Laplace matrices of a matrix weighted
tree is given in [1]. Using the fact Q′RQ = −2I(n−1)s we can similarly prove the following:
Theorem 4.3. Let G be a weighted graph on n vertices, where each weight is a positive definite
matrix of order s. Let R be the resistance matrix of G and L denote the Laplacian matrix of G. Let
µ1 ≥ µ2 ≥ · · · ≥ µns be the eigenvalues of R and λ1 ≥ λ2 ≥ · · · ≥ λns−s > λns−s+1 = · · · = λns = 0 be
the eigenvalues of L. Then
µs+i ≤ − 2
λi
≤ µi for i = 1, 2, · · · , ns− s.
For an n × n symmetric matrix A, let p+(A), p−(A) and p0(A) denote the number of positive,
negative and zero eigenvalues of A, respectively. Then 3-tuple (p+(A), p−(A), p0(A)) is called the
inertia of the matrix A.
Next we derive the formula for the inertia of the resistance matrix of a graph with matrix weights.
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Theorem 4.4. Let G be a weighted graph on n vertices, where each weight is a positive definite matrix
of order s and R be the resistance matrix of G. Then inertia of R is (s, ns− s, 0).
Proof. Let µ1 ≥ µ2 ≥ · · · ≥ µns be the eigenvalues of R. Using the previous theorem we have
µs+i ≤ 0, for all i = 1, 2, · · · , (n − 1)s. Again in the matrix R, 0s×s is a principal submatrix. Since R
is nonsingular, using interlacing theorem, we have µi ≥ 0, for all i = 1, 2, · · · , s. Hence the inertia of
R is (s, ns− s, 0).
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