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Ai miel genitori

Considerate la vostra semenza: 
fatti non foste a viver come bruti, 
ma per seguir virtute e canoscenza”.
Dante Alighieri, Divina Commedia 
Inferno, Canto XXVI 
Versi 118-120

Sum m ary
Emerging multimedia applications and services require efficient and flexible coding 
(MPEG-4) and description (MPEG-7) of visual information. Object-based representa­
tions of visual information obtained by scene segmentation are particularly well-suited 
to this purpose. In this work, the segmentation of video sequences is addressed using a 
combination of features, such as motion, texture and colour. F irst, the Recursive Short­
est Spanning Tree (RSST) is considered as a baseline segmentation tool and is adapted 
to perform single-feature segmentation using different visual cues. A novel motion- 
based RSST segmentation algorithm that incorporates multiple motion features into a 
single cost function is presented. Effective texture segmentation is achieved by a novel 
scheme relying on m athem atical morphology operators. This approach is further ex­
tended to become applicable to colour texture segmentation. Second, multiple-feature 
segmentation of video sequences emerges as a major focus of this work. The RSST has 
been employed in order to perform simultaneous multiple-feature segmentation of video 
sequences in a hierarchical fashion. The presented work demonstrates that the perfor­
mance of this approach rapidly degrades as the dimensionality of the feature space 
increases. To overcome this problem, a novel two-stage architecture for object-based 
segmentation is presented. The first stage locates perceptually meaningful objects us­
ing a hierarchy of single-feature segmentation processes. The second stage refines the 
boundaries of located objects using a suitable combination of features and a set of 
appropriate rules. This model is further simplified by minimizing the number of re­
quired sequence-dependent param eters and also by minimizing the number of inputs 
to the rule-based part of the algorithm. A comparative evaluation with state-of-the- 
art competing algorithms is favourable, dem onstrating that the proposed architecture 
is capable of achieving accurate, meaningful and consistent segmentations which are 
intuitively correct and have good correspondence with a human viewer’s notion of the 
decomposition of a natural scene to its constituent objects.
K e y  w ords: Image Segmentation, Video Segmentation, Spatio-tem poral Segmenta­
tion, Object-based Segmentation, M ultiple-feature segmentation. Dynamic Scene Anal­
ysis, Graph-based Representations, Motion Estim ation, Texture Analysis, Multiple- 
feature Fusion, Psychovisual Perception, Video Coding
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Introduction
“The m atrix is everywhere; it is all around us.”
This is a key point in the analysis of the content of reality which surrounds the char­
acters of the influential film The Matrix., by the Wackowski brothers (1999). Lawrence 
Fishburne’s persona, Morpheus is indicating a veil of virtual reality created by a digital 
architect th a t perm eates every aspect of the human activities.
The M atrix has been defined the first film to truly represent the twenty-first century. 
Perhaps most of its influence is due to the force with which the film plot instigates 
in the viewer’s m ind the suspicion th a t the pervasiveness and ubiquity of the digital 
reality is something th a t we are already witnessing in our days. It is a phenomenon 
called Digital convergence and its revolution is changing the way we learn, work, play, 
communicate and entertain  ourselves.
1.1 D ig ita l C onvergence and Em erging M u ltim ed ia  A p ­
p lication s
The phenomenon of the convergence of digital telecommunications, digital computing 
and digital media is called Digital Convergence [15]. During the last ten years, one has 
witnessed the development and m utual influence of these digital technologies and the 
growth of shared contents.
1
Chapter 1. Introduction
Historically, the first m anifestation of digital convergence has been the World Wide 
Web, a t the beginning of the nineties. The Web brought together telecommunications 
(the physical network), digital computing (servers and browsing software) and digital 
media (simple text and images).
We are now already at the second phase of the digital convergence: thanks to the 
improvements in the telecommunication technologies and infrastructure, it is possible 
to deliver rich media (like audio, video and anim ation) on the Web, on the PC and 
on the TV set. This is also the age of the mobile Internet service and the growth of 
wireless technology.
Prom a more limited point of view, digital convergence is indicated as the merging 
of entertainm ent sources like television, sound systems and photography to a digital 
format or the transmission of data, audio and video over the same telecommunication 
channels [15]. Even from this more limited definition, it is clear that digital convergence 
is about interaction, common interface and sharing of information.
Video is one of the rich media th a t characterises the second phase of the digital con­
vergence and it is possibly the most challenging medium to integrate, because of the 
sheer amount of information to communicate and process.
Digital video comes in four big categories: broadcast video, digital video in sharing 
format (e.g. DVD), stream ing video and video-conferencing. All these manifestations 
of video have their particular content, quality associated and target users.
Cable and satellite broadcasters already are trying to offer a digital service which over­
comes the shortcomings of conventional television. In general a conventional television 
service presents a fixed schedule th a t cannot accommodate individual schedules and in­
terests, the content of the offer is fixed for all the audience. There is little interactivity 
with the audience, no integration with other services like e-mailing or web-browsing. 
Now it is possible to acquire digital set-top boxes where it is possible to browse a menu 
of different service via remote control, order video-on demand, and switch to alterna­
tive services. High Definition Television (HDTV) offers a high quality digital video, 
although uptake has been slow. There are also ways to provide more flexibility in the 
fruition of the service with Personal Video Recorders, which can be accessed through
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a user-friendly menu (e.g. TiVo).
Film production is very quickly going from the analogue into the digital realm, w ith 
digital recording and editing. Also of great interest is the creation of digital archives 
to preserve the cultural film heritage. Not to mention the possibility of having digital 
video libraries which in tu rn  need facilities for easy and effective browsing, indexing 
and retrieval.
Digital Versatile Disk (DVD) is another very popular format of digital video media, 
which can be used on a PC: in contrast to broadcast video, it provides a more indi­
vidual experience. It has some in-built interactivity in the presence of a menu and 
different options of browsing the content and added features by the producers. The 
most interesting and creative frontiers for the DVD users are related to software th a t 
enables DVD to be treated  like other files on the PC: software for ripping, creating and 
editing DVDs are examples.
Streaming video offers a totally different fruition experience from the broadcast televi­
sion. The quality is lower, but it is fully integrated into the Internet and can be used 
on demand to suit individual or niche exigencies.
Video-conferencing is another technology that has attracted  interest. It is mainly of 
interest for business and performed with dedicated ISDN phone lines. One of the m ajor 
complaints regarding this technology is the relative complexity of operating the software 
needed.
From the examples of emerging services and applications it is possible to see th a t the 
proliferation of digital format of media and new multimedia applications requires a 
flexible, user-friendly representation, description and coding of visual information. As 
it is possible to see from the examples of application technologies and services already 
available or in the process of development, the emphasis is focused onto getting more 
individual access and control over the content.
If one sees digital convergence merely as a technical phenomenon of integration of 
different instrum ents and media, it is easy to see tha t a generic platform  is needed 
for the use and sharing and communication of information through telecommunication 
infrastructures, computers and media instruments (like digital cameras or digital video
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cameras for example). This is the realm  for the development of common formats, 
interfaces and ultim ately a common representation of the information.
If, on the other hand, one sees the digital convergence from a more hum anistic point of 
view, as a  phenomenon of empowerment of the user/viewer, who assumes more control 
over the instrum ent, then it is possible to generalise all the requirements highlighted 
above in the need of interactivity, sim plicity of use of the media, form at and interface, 
the development of a new language to  express video in term s in which a hum an can 
relate to.
This is a fundam ental turning point: not ju st new integrated technologies change our 
world and our perception of it. This is also a two-way process: the way in which the 
human user /  practitioner /technologist relates to digital video m aterial also is changing. 
The way the digital media are expected to he experienced is changing. It is not acceptable 
to represent videos as a  set of binary num bers coded according to a certain format. If 
the content of the video has to be addressed, summ arised and modified, then the video 
must contain a  description of its meaningful components, from a hum an point of view. 
In [16] this process is described in comparison with text editing: one would like to use 
video m aterial w ith the same ease one uses text. W ith  text it is possible to write words 
from primitives (the alphanum eric symbols), from the words one extracts concepts. It 
is possible to change the position of words, edit them , erase and replace them  to create 
a totally new composition and comm unicate new ideas.
The challenge to video technology nowadays is to generate appropriate words to describe 
the content.
An example of the evolution in the needs and the treatm ent of the multimedia signal is 
given by the evolution of the 0 activities of the Moving P icture Experts Group (M PEG).
The M PEG standardisation work dealt, a t least a t the beginning, with issues related 
to coding of audio, video and joint audio-video compression [17].
Digital broadcasters experience problems with video compression, since some content 
of video (like sports) can be particularly  difficult to code. Therefore, it is difficult to 
assure the same quality of experience throughout the range of content offer. This is 
not acceptable for paying viewers.
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assure the same quality of experience throughout the range of content offer. This is 
not acceptable for paying viewers.
The first two products of the M PEG group, MPEG-1 standardisation [18], which is 
the standard tha t supports Video CD and MP3 (audio), and M PEG-2 [19], which 
supports Digital television set-top boxes and DVD, were hugely successful and are 
de-facto standards.
Following the activities of the M PEG standardisation effort, it is possible to acquire 
an idea of the evolution in terms of complexity of integration of technologies and the 
evolution of features and coordination required by new m ultim edia services. Basically, 
it gives an idea of how the expectations of digital technology delivery have changed for 
practitioners, producers and users.
MPEG-1 [18] and MPEG-2 [19] systems dealt with issues of overall architecture, m ulti­
plexing and synchronisation. In addition to this, MPEG-4 [20] encompassed interactive 
scene description, content description and programmability. Before MPEG-4, audio­
visual data  was mainly a series of bits. Only the decoding of these bits would give some 
information about what the data was and what the user could do with it. M PEG-4 
introduces the idea of multimedia objects and defines how to represent, compress, trans­
mit and m anipulate them. The emphasis on the access and meaningful description of 
multimedia content is accentuated on MPEG-7.
In MPEG-7 [21] the emphasis on the content of the m aterial is even stronger, bringing 
new challenges of definition of languages for the description of the content, the binary 
representation of the content and the means of delivery of the content in visual for­
m at or joint audio-visual format [22, 23]. W ith MPEG-7 descriptors and description 
schemes, it is possible to extract the information about the da ta  without the need of 
actually performing the decoding of the data  [22]. A Descriptor defines the syntax 
and the semantics of an elementary feature. It can deal with low-level features such as 
colour, texture, shape, motion, audio energy and spectrum  as well as high-level features 
such as the title or the author. The Descriptors are structured and related within a 
common framework based on Description Schemes (DSs). The Description Schemes are 
organised into different functional areas; basic elements, content management, content
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description, navigation and access, content organisation and user interaction [23].
However, the handling of video content would not be possible without the definition 
and extraction of the component objects.
1.2 O bject-based  S egm en tation  o f V isu al Inform ation
Video objects have been introduced by M PEG-4 [20]. In the general description of the 
principal features of M PEG-4 standard , the general characteristics desired for satisfying 
the exigencies posed by new rich media and their integration into a varied technological 
network are also presented. The standard  aims a t addressing the needs of evolving 
digital television, interactive graphics applications (synthetic content) and interactive 
multimedia (e.g. World W ide Web) [20]. M PEG-4 aims at providing answers and tools 
for authors of m ultim edia content, m ultim edia service providers and users alike. For 
authors, it enables the production of content th a t, thanks to standardised description, 
can have more re-usability and flexibility in management, sharing and editing. For 
the service providers it grants unified representation of the information, definition of 
interface, ways of transm itting  and synchronising da ta  and a descriptor of quality of 
service. For the users it focuses on providing more interactivity and w ith effective 
compression delivers m ultim edia contents at low bit-rates and on mobile networks.
Object-based representation and description of visual information is particularly suited 
for all these purposes, since it endeavours to describe a dynamic scene in terms of 
its semantic components, the so-called objects, instead of low-level visual primitives, 
such as intensity, colour, texture, motion, depth, shape. M ultim edia objects have been 
defined by M PEG-4 as atomic units of audio-visual content, each carrying individual 
and autonomous meaning (e.g. a  still image of a background, a  talking head without 
background, a voice associated to a  person, a  music background). The objects can be 
organised in a hierarchical way described by a scene graph in such a way so they form 
compound objects and the whole scene as the root of the graph. M PEG-4 describes the 
typology of objects, the way to represent their features (spatial, tem poral and spatio- 
temporal), to modify them  (by moving them, scaling them  ro tating  them ), to compress 
them  and to transm it them.
1.2. Object-based Segmentation o f Visual Information
The potential advantages of object-based video descriptions have attracted  the a tten­
tion of a wider audience, especially from the IT  and m ultim edia industries and this 
explains the interest in the development of MPEG-4 as m ajor international standardi­
sation effort for m ultimedia coding. This put the basis for MPEG-7, a  standardisation 
proposal for m ultimedia object description.
It is not difficult to imagine a future in which multimedia m aterial will be accessed 
on the basis of its content and described in terms of semantic objects composing the 
scene. Object-based descriptions of natural scenes are becoming increasingly im portant 
in multimedia applications [16], in fact they allow the authoring, manipulation, editing 
and coding of digital video m aterial in a far more creative, intuitive, efficient and user- 
friendly manner.
Content-based representation of visual information is therefore increasingly attracting 
plenty of attention in numerous other applications. Citing ju st a  few: tracking, robot 
vision and database browsing.
Although MPEG-4 places a  lot of emphasis on audio-visual objects, it does not provide 
a way to generate them  from generic audio-visual material.
To date object-based description of multimedia material is obtained in a controlled 
environment, such as a studio, or is generated with the aid of a computer. For a more 
general and useful use, object-based description needs to be extended to frame-based 
videos of generic origin and content. Such descriptions are achieved primarily by means 
of video scene segmentation.
In the language of image and video processing, segmentation is the process of transla­
tion from low-level visual primitives to semantically meaningful objects for the human 
viewer. To date it remains the most fundamental step of the analysis of a dynamic 
scene and also the most elusive and difficult to achieve, since for general applications 
it is an ill-posed problem that cannot rely on prior knowledge or high-level modelling.
Object based segmentation is the first and most im portant step towards object-based 
representation of the information. It is a challenging task because objects are not 
made of homogeneous regions; therefore different sources of information are to be fused 
together.
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Segmentation for object-based applications has to be performed in a  spatial and tem ­
poral domain taking into account motion information on a diversity of spatial features 
like grey-level intensity, colour, texture and edge information.
Segmentation can be performed in a supervised and unsupervised way. In the context 
of new m ultim edia applications it is desirable that a certain level of autom ation is 
guaranteed as default and the flexibility of user interaction has also to be allowed and 
it is indeed a desirable feature in the interactive applications.
This constitutes an elusive problem, to which no current system or algorithm  can 
provide a satisfactory solution.
The importance of segmentation is reinforced in recent coding scheme attem pts. Seg­
m entation is fundam ental to the content description in MPEG-7. Content description 
refers to information tha t can be perceived in the content. Two different aspects are 
analysed in M PEG-7 DS: the structural and the conceptual aspects, which deal with 
the semantics. Prom the point of view of the structure of the content, the organisation 
of the data  relies on the concept of segment. The segment DS describes the result of 
a  spatial, tem poral or spatio-tem poral partitioning of the data. It can describe a hier­
archical decomposition resulting in a segment tree. The segriient relation DS describes 
additional relationships among segments and allows the creation of graphs [23].
The segment DS forms the base type of different specialised segment types such as audio 
segments, video segments, audio-visual segments, moving regions and still regions. The 
segment DS can be used to describe segments that are not necessarily connected, but 
composed of several non connected components. Connectivity refers to both spatial 
and tem poral domains [23].
The segment DS may be subdivided into sub-segments and thus may form a hierarchy 
or a tree. The hierarchy decomposition is useful to design efficient search strategies. It 
also allows the description to be scalable [23].
In MPEG-7, certain features like the definition of a feature, are fairly standardised and 
therefore they will not offer any scope for further research. There are other aspects 
that are only specified a t the interface and in their normative aspect. These will be
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more challenging and offer opportunities for research. Among these, most of the de­
scriptors corresponding to low-level features can be autom atically extracted from the 
original content. Most of the time the main issue is to define the tem poral interval or 
the region of interest th a t has to be characterised by the descriptor. This is a classical 
segmentation problem. It can be viewed as a hierarchical segmentation problem where 
elementary entities (regions) have to be defined and structured by inclusion relation­
ships within a tree [23].
1.3 A im s o f T h is P roject
This project deals with object-based representation of visual information from generic 
content video sequences. It aims at developing an effective and accurate method to 
extract meaningful video objects by means of segmentation of video sequences. Since 
segmentation is a  low-level operation, the sources of information useful for the identifica­
tion and used for segmentation are to be low level features like luminance, chrominance, 
texture, shape, edges and motion.
Single-feature segmentation methods, th a t is to say segmentation m ethods based on 
only one of the features (e.g. colour segmentation and motion segmentation) are well- 
known operations of low-level image processing and still remain an open problem for 
the research community, since a generic m ethod able to perform well in a variety of 
situations has not been developed yet. Moreover, the use of only one source of infor­
mation does not help towards the generation of a meaningful video object, which will 
be a complex entity made up of different a ttribu tes coherently related to each other. 
This is where multiple feature segmentation is required.
The main focus of the project is therefore to explore the dynamic relationship between 
different features, cues, or sources of information, to establish a hierarchy between 
them, to seek how they influence each other. Perceptually plausible ways of combining 
cues are explored and incorporated in an overall system of hierarchical description and 
autom atic segmentation of arbitrary  content sequences.
The goal of the research is to exploit a combination of significant perceptual features
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in order to extract objects from segmented frames or groups of frames. Therefore 
the intention is not to provide any fundamental improvement to  individual feature 
identification techniques, but to exploit the best current practice. The emphasis is 
therefore placed on determining useful combinations of different features.
However, since digital video content is a challenging medium to compress and integrate 
due to the sheer volume of information contained in a generic scene, it is of m ain 
importance to devise methods to achieve extraction of features and meaningful single 
and multiple feature segmentation in a  simple and effective way.
Moreover, this project focuses on video sequences of generic content. Most of the avail­
able m ethods are developed taking into consideration a specific application. However, 
the amount of digital material available and the interest of practitioners and users in 
addressing their content and manipulation, means that a  generic procedure to extract 
objects with reasonable accuracy and easiness for a general-purpose objective is needed. 
In this project, the autom atic segmentation of video objects is addressed, as well as 
a method of rendering the flexibility and interactivity of the use of the segmentation 
tool.
1.4 O verview  of T his T hesis
This thesis is structured as follows.
In Chapter 2, Object-based segmentation is presented as a particular case of segmen­
tation as well as the need for multiple-feature segmentation. A literature review of 
available object-based segmentation methods is presented.
In Chapter 3, the baseline segmentation technique of choice for this project, the Recur­
sive Shortest Spanning Tree (RSST) is presented. Moreover some elements of psycho­
visual perception are presented as they are of interest in the design of a  procedure for 
fusion of different features.
In Chapter 4, multiple features, such as motion, texture, and colour information are 
taken into consideration. For each of them, a criterion to extract useful information 
for segmentation and highlight its relation with the other cues is specified. Moreover
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the adaptation  of the RSST in order to perform single-feature segmentation with each 
of these features is presented.
In C hapter 5, bo th  hierarchical and parallel criteria for combination of features are 
explored. Hierarchical combination of cues is presented, evaluated and refined for 
RSST. Then a hybrid procedure for segmentation which bears links w ith psycho-visual 
perception is presented. This technique is then developed into a parallel, autom atic, 
rule-based framework for object based segmentation.
In C hapter 6, the overall evaluation of the system is performed with comparisons with 
state-of-the-art object-based segmentation techniques and with the use of objective and 
subjective performance evaluation criteria.
Conclusions follow in C hapter 7.
1.5 A ch ievem en ts
In order to achieve a segm entation (or decomposition) of a moving scene several aspects 
have to be addressed simultaneously.
• Mathematical modelling: A m athem atical model to guide the process of the seg­
m entation has to be defined. In this work an approach to dynamic scene segmen­
tation  based on the graph-theoretical concept of Recursive Shortest Spanning 
Tree (RSST) has been presented. In the past, RSST has been used as a tool for 
effective video coding for its capability to describe the image in a  hierarchical 
framework, which is able to capture image details at various semantic levels and 
is well tuned to the characteristics of human vision. Exploiting the flexibility and 
ductility of this tool, I extended its area of application from grey-level intensity 
static  image segm entation to motion segmentation, colour segmentation and tex­
tu re  segm entation, as well as edge-detection and employed it for multiple-feature 
segmentation.
• Feature combination: The autom atic definition of visual objects relies mainly 
on motion features. However the introduction of numerous other visual cues
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(such as colour, texture, shape, depth) is required for an accurate and meaningful 
extraction of such objects. The combination of such diverse and heterogeneous 
sources of information is an open issue for research, giving the intrinsic difficulty in 
the appraisal of relative m erit of different features and their dynamic relationship. 
This issue has been investigated in this thesis, leading to the formulation of a novel 
architecture for feature combination and segmentation.
• Integrated approach: The need to take into consideration different visual features 
and their diversity in dynamic range, statistical distribution and overall appear­
ance in the image or sequence of images suggests th a t a more integrated approach 
to segmentation is needed. Extensive review of segmentation techniques is needed 
in order to appreciate which segmentation tool is more suitable for segmentation 
of each visual feature. However, it is clear th a t only one segmentation model 
will not suffice in the quest for a definition of a meaningful object, which is com­
posed by a set of inhomogeneous single feature components (or segments). The 
challenge in this work has been to implement efficient ways of performing seg­
m entation for different features and developing an integrated set of segmentation 
techniques, their hierarchy of interaction and their location in a m odular scheme 
of behaviour.
• Psycho-visual perception modelling: The design of a global architecture can take 
enormous advantage from the latest psycho-visual perception findings and from 
inspiration provided by the psychology and brain research community. Although 
the level of complexity and sophistication expressed by the hum an visual system 
cannot be emulated, the im plem entation of general biological ideas can be an 
effective guideline in the design of algorithms for the decomposition of a scene in 
semantically meaningful component for the hum an viewer.
Finally, one note about the citation from The Matrix th a t opens this introduction. It 
can be seen as a  negative slant towards the excessive power of technology perm eating 
our lives. However, the message from the film is the necessity of acquiring control 
over the digital content provided by modern technology and this is definitely one of 
the ultim ate reasons th a t support the development of object-based representation of
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digital information.
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C hapter 2
O bject-based Segm entation  of 
D ynam ic Sequences
2.1 In trod u ction
In this chapter, a review of state-of-the-art object-based segm entation techniques is 
given. Object-based segmentation requires an integrated architecture for segmentation 
in order to deal with different sources of information and integrate them.
In ordei to present the fundam ental issues related to this problem, a gradual approach 
is followed. First, a  review of still-image segm entation techniques is given. These tech­
niques are the building blocks to integrated object-based segm entation architectures. 
However, the straightforw ard extension of these techniques is unsatisfactory.
Second, a review of object-based segmentation techniques (also frequently indicated 
as moving-object segmentation) is presented, differentiating them  on the basis of two 
different characteristics: the structure of the architecture, which depends on the seg­
mentation criteria used to determine the segmentation, and the num ber of sources of 
information, which are also called features or cues, used to define the segments.
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Figure 2.1: Simplified representation of steps required to achieve segmentation (adapted 
from [1]) .
2.2 D efin ition  o f Segm en tation
Image segmentation is the basic low level process tha t poses the basis for any image 
analysis and scene understanding. It is defined as the operation of decomposition of 
an image into a  set of disjoint (non-overlapping) and comprehensive (complete) regions 
(or partitions or segments). Pixels belonging to the same region or segment are similar 
according to a given criterion of homogeneity (or similarity). The simplest example of 
image segmentation is given by grey-level image segmentation, but homogeneity criteria 
can be defined for a variety of features, like colour, texture, motion, shape, histogram, 
and so on. Given a specific feature, several algorithms (baseline segmentation tech­
niques) can be used in order to decide how to partition the image. Therefore, segmen­
tation algorithm s can be classified taking into consideration the feature on which they 
are operating. According to the feature space in which the segmentation is performed, 
a segmentation m ethod is chosen to perform the segmentation (which is equivalent to 
a decision taken according to given criteria). This is summarised in Figure 2.1.
In the case of digital video the decision about the way of partitioning the scene can 
be taken in 1-D tem poral space, 2-D spatial space or 3-D spatio-tem poral space. The
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1-D tem poral video segm entation is often referred to as video segmentation or shot 
segmentation. The aim  of th is segm entation is to divide a long sequence into its com­
posing scenes, detecting the different shots. Each video can be seen as the union of 
different scenes th a t are homogeneous in content and represented objects. The 2-D 
spatial segmentation is the segmentation of each frame as an image on its own. This is 
analogous to still image segmentation. In the case of videos, still image segmentation is 
not useful, if not used in conjunction w ith some tem poral information. Therefore 3-D 
spatio-tem poral segmentation of videos combines spatial inform ation related to a single 
frame in the video (intra-fram e information) w ith tem poral inform ation related to the 
relative motion between the current frame and its neighbours (inter-frame information). 
3-D spatio-tem poral segmentation is performed on homogeneous video scenes, tha t is 
to say th a t the tem poral video segmentation into homogeneous scenes has been already 
performed or it is taken as a prerequisite. The 3-D spatio-tem poral decision domain 
is the domain of object-based segmentation. O bject-based segmentation aims to de­
compose a scene into its semantically meaningful components. For example in a scene 
from a football match, object-based segm entation would decompose into a (stationary) 
background of the pitch and into moving objects like the footballers and ball. Since 
object-based segmentation aims to decompose the scene into a set of non-overlapping 
and complete objects, it is related to canonical image or scene segmentation. However, 
the latter segmentation m ethods divide the image into regions th a t are homogeneous 
according to a  selected feature (grey-level intensity, colour, texture, motion and so on). 
In object-based segmentation, objects are composed of a set of regions or segments 
tha t are inhomogeneous. An object may be composed of regions of different colours or 
textures, therefore the challenge is in the definition of a meaningful semantic object in 
terms of low-level primitives (motion, colour, texture) and their dynamic interrelation­
ship. W hen talking about relationships, it is necessary to note th a t not all the low-level 
features have the same im portance in the definition of an object, bu t some combination 
of them  reinforces the consistency of others.
There is no baseline segmentation technique th a t is able to deal w ith all kinds of image 
and feature space. On the contrary, the baseline segm entation technique has to be 
chosen taking into account the specificity of the feature space th a t is being dealt with
18 Chapter 2. Object-based Segmentation o f  Dynamic Sequences
Im a g e  Segm entation
Discontinuity Continuity
Local G lobol Tthresholding Region B ased  Clustering
Hough
Trasform Pixel A ggregation
Region tvlerging
^  Split a n d  M ergeE d g e  D e t.--  -  E dge  Linking
G radient L aplacion
Figure 2.2: Classification of still image segmentation methods, 
and the kind of application tha t is targeted.
For m ultim edia services, specific characteristics have to be taken into account. Digital 
video data  are very large. Therefore, the algorithms should be efficient in term s of 
com putational complexity and storage requirements. The algorithms need to be able 
to cope with generic scenes. This means tha t the amount of information available is 
limited to low-level features, like intensity, colour, texture, shape, size or motion. There 
is no a priori knowledge th a t can be exploited in order to build higher level models of 
behaviour because the content of the scene and the composition of the objects in the 
scene in not known in advance.
2.3 B aselin e S egm en tation  Techniques
Segmentation is the process by which an image is subdivided into homogeneous and 
disjoint regions representing the objects composing a scene. A num ber of algorithms 
have been developed especially for the simplest case, tha t of a monochrome image, 
where the only available information is grey level intensity and spatial relationships. 
All these baseline techniques can be exploited to perform segmentation on different 
features and at the decision level in object-based segmentation techniques. Avail­
able techniques either rely on detection of discontinuity or on continuity of grey level
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intensities. Baseline segmentation techniques are normally grouped into three cate­
gories [24, 25, 26, 27, 28, 29]: Discontinuity-based techniques or Edge-based techniques, 
Continuity-based techniques or Region-based techniques and Classification-based tech­
niques.
A schematic classification of still image segmentation methods is presented in Figure 
2 .2 .
2 .3 .1  D isco n tin u ity -b a sed  T echniques
Edges characterise object boundaries and they are points on the image plane, where 
the gradient is maximum. Therefore these methods rely on the com putation of the 
gradient of the intensity or the second order derivative [24, 26]. M ethods based on 
gradients work best when the grey-level transition is quite abrupt. If the transition 
regions becomes wider, it is more advantageous to apply a second order derivative, 
implemented as a Laplacian operator. This operator is very sensitive to noise therefore 
it is better to use its zero-crossings to locate the edges. Boundaries can be found by 
tracing connected edges. Contour following algorithms trace boundaries by ordering 
successive edge points. In edge relaxation techniques, edge properties are considered 
in the context of their neighbourhood: if sufficient evidence of a border is provided, 
local edge strength increases and vice-versa [6]. Whenever any additional information is 
available, it can be used to define an optimality criterion to use for border detection by 
means of graph-searching or dynamic programming. In this way, the border detection 
problem is transformed into the search for the optimal path  in a weighted graph. Global 
processing in order to find directions of boundaries can be obtained by the Hough 
Transform [25]. The Hough Tiansfbrm can be used if the image consists of objects of 
known shape and size. It can detect lines or .curves. If the analytic expression of objects 
is not known, than the generalised Hough transform can be used using a param etric 
definition of the objects. Another approach to border detection is represented by the 
use of active contour models (snakes) [30].
Edge-based techniques, depending on edge detectors, are usually sensitive to noise, spu­
rious intensities or non uniform illumination. Edge-linking operations do not ensure
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complete boundaries for a  given region and region determ ination from partial bound­
aries is very complex. Moreover, they are not suitable for multidimensional analysis.
2.3 .2  C o n tin u ity -b a sed  T ech n iq u es
Region-based segmentation techniques realise a complete segm entation of the image 
into a set of non-overlapping segments [24]. The segments are obtained using a specific 
homogeneity criterion in the selected feature space. The homogeneity criterion is eval­
uated on a local basis. The segments are built by means of region merging, splitting 
or a  combination of both. In the region growing technique the image is divided into 
atomic regions of constant grey level. The growth of a region Ri s ta rts  from a seed 
hi. Neighbouring pixels p  are then sequentially considered to be merged into Ri on 
the basis of a  homogeneity criterion  for the growing region Ri. Region growing [31] 
techniques are further divided into three groups. Single linkage region-growing is very 
sensitive to noise as one pixel leakage causes unwanted merging of regions. In hybrid- 
linkage region-growing, the homogeneity function is calculated using the properties of a 
small neighbourhood. In centroid-linkage region-growing, each margin is decided upon 
by comparing each pixel w ith its neighbouring regions [28],
The main disadvantage of region growing is the dependence on the selection of seeds.
Single linkage image segm entation schemes are attractive for their simplicity. They do, 
however, have a problem with leakage^ because it takes one erroneous element leaking 
from one region to a  neighbouring one to cause the regions to merge. Hybrid linkage 
techniques seek to assign a property vector to each pixel where the property vector de­
pends on the K x K  neighbourhood of the pixel. In the centroid linkage techniques, the 
image is scanned in some predeterm ined way. The value of the pixel is compared with 
the mean of an already existing but not necessarily completed neighbouring segment. 
If its value and the mean value of the segment are close enough, then the pixel is added 
and the mean of the segment is updated. The centroid and the hybrid linkage schemes 
can be used together to take advantage of their strengths. The strength  of the hybrid 
linkage is that boundaries are placed in a spatially accurate way. The strength  of the 
centroid linkage is its ability to place boundaries in weak gradient areas.
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Another popular technique is split and merge. The split m ethod for the segmentation 
begins with the entire image as the initial segment. They typically use pyram id rep­
resentations of the image and a popular approach is the quad-tree segmentation. In 
the pyramid each segment successively splits each current segment into quarters, if the 
segment is not homogeneous enough. When adjacent segments are similar enough, they 
are merged. Because segments are successively divided into quarters, the boundaries 
produced by this technique tend to be blocky and /or artificial.
The watershed technique finds inspiration from the concept of a catchment basin [32]. 
Catchment basins represent the regions of segmented image. The first watershed seg­
m entation approach starts  with finding the downstream path  from each pixel of the 
image to local minima of the image surface altitude. A basin is defined as the set 
of pixels from which the respective downstream paths end up in the same altitude 
minimum. Second, each grey level minimum represents one catchments basin and the 
strategy is to start filling the basin from the bottom. The watershed technique takes 
advantage of the gradient m agnitude information. In fact the edges of the regions 
should be the points of local maximal gradient magnitude. These points can be seen as 
the boundaries of watershed regions: everything on one side of the boundary belongs to 
one region and everything on the other side to a different one, forming different pools 
contained between watersheds. One way to find the regions is filling the pools from the 
bottom . On a grey-level image composed of 255 levels, one starts w ith the pixels of in­
tensity 0. These form the basis for the segmentation. Then one adds the pixels labelled 
with 1. If they are next to an existing region they are labelled with the same label, 
otherwise they start a  new region. The process repeats for every level of intensity [32]. 
In practical terms, the gradient magnitude information is used. The watershed tech­
nique is very computationally expensive and sensitive to noise as it employs gradient 
information. Moreover it is difficult to generalise for multiple cue segmentation.
S tructural models using homogeneity criteria rely on the idea of subdividing the image 
into pieces that can be described by parameters. These param eters can be part of a 
regression plane or a higher order approximating surface, param eters of a grey-level 
function or representing the description of a texture by means of com puter graph­
ics methods. The portion of the image can be regular and then there are methods
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like piecewise approxim ation, pyram ids and quad-trees. S tructural models can also be 
content-adapted and then there are methods like facet-model, region-growing, split and 
merge. Piecewise image approxim ation subdivides the image dom ain into zones, then 
tries to approxim ate the grey value function in th a t zone w ith the analytical function of 
a  spatial surface. Param eters of these functions are determ ined with least square error. 
As models, planes or higher order surfaces are often used. Another class of structural 
techniques is represented by surface approxim ating techniques. These are techniques 
close to region growing which try  to approxim ate a  region of given or arb itrary  shape 
with a plane or another higher order plane. These techniques rely on graph-based rep­
resentations like region adjacency graphs (RAGs) and build a hierarchical description 
of the information by means of regular or irregular pyramids.
Pyramids are data  structures which can be used as a  tools for image analysis and there­
fore segmentation. A pyram idal representation of an image is a sequence of replicas 
of the original image [33]. In an adaptive pyram id [33], which can be useful for seg­
mentation, the surviving cell from one level to another is not chosen regularly, bu t on 
the intensity of interesting features. Moreover, while in a regular pyram id the num ­
ber of children for each parent node are the same, in an adaptive one this num ber 
changes. One representative technique for segmentation included in this group is Re­
cursive Shortest Spanning Tree algorithm  [34]. In this algorithm  the image is m apped 
into a RAG and a homogeneity criterion is defined. At each iteration the two most 
similar regions are merged together and the subsequent region is approxim ated by a 
plane or plateau of average values. Then the RAG is updated  to take into account this 
change and the procedure is iterated  until the shortest spanning tree of the image is 
built. This technique is close to single linkage region growing with the advantage of 
not requiring any seed pixels to start. Moreover it allows the form ation of regions of 
arbitrary shape as opposed to split and merge techniques.
2.3 .3  C la ssifica tion -b ased  T ech n iq u es
Classification-based segmentation techniques are derived from statistical p a tte rn  recog­
nition. Grey level values of pixels or other a ttribu tes like texture features or motion
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can be regarded as features in a feature vector. Each vector representing a pixel or 
a  region has to be assigned to a specific class. Thresholding can be seen as a special 
case of classification-based technique in which the pixels are classified into two classes: 
objects and background. Subsequently, classification-based methods can be divided 
into supervised and unsupervised m ethods [35].
Thresholding
Thresholding exploits global information about an image or its parts [25]. This in­
form ation is represented by a histogram of image features. In the case of grey-level 
thresholding, a brightness constant or threshold is determined in order to segment ob­
jects and background. Only under rare circumstances thresholding can be successfully 
employed using one threshold for the whole image (global thresholding). Alternatively, 
segmentation using variable thresholds (adaptive thresholding), chosen in order to re­
flect some local property of the images, can be achieved. The effectiveness of this 
technique is related to an appropriate choice of threshold. If some property of the im­
age is known a priori, the task of threshold selection is simplified. Autom atic threshold 
selection methods rely on the analysis of the shape of the histogram in order to detect 
the valleys of the histogram. Histogram mode seeking and optim al thresholding are 
popular methods. A survey of other threshold detection techniques can be found in 
[25]. Thresholding can also be extended to colour or m ulti-band images (multi-spectral 
thresholding) and on hierarchical da ta  structures. Thresholding has the advantage of 
being simple and fast to implement. However, it ignores spatial relationships between 
features, its effectiveness is limited to simple shapes and well-separated objects.
Supervised Classification
If supervised methods are used for classification, a priori knowledge is necessary in order 
to build a training set from which the classifier can learn how to assign labels to pixels, 
i.e. to decide which classes a pixel belongs to. Thus, the segmentation process divides 
the image into regions corresponding to known classes. Human interaction is needed 
in supervised classification in the form of a  training set. It is possible to use trained
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classification methods if the num ber of classes (regions) Ri for (i = 1 , . . .  ,n ) and the 
statistical features are known a priori. Each pixel is classified as an element of one of 
the known Ri depending on where it is m apped in a suitably chosen m  — dim ensional 
feature space. This technique for image segmentation uses the measurement space 
clustering process to define a partition  in the measurement space. Then each pixel is 
assigned the label of the cell in the measurement space partition to which it belongs. 
The image segments are defined as the connected components of the pixels having 
the same label. The decision about the assignment of pixels or objects to a class 
is taken by a machine called a classifier. The classifier can be a deterministic or a 
probabilistic machine. It is determ inistic if a discrimination function exists to define 
the discrim ination hypersurface. However most classifiers are probabilistic machines. 
If it is possible to model the probability of one pixel or object to belong to a certain 
class depending on characteristic features, then the decision is taken on a minimum 
error criterion.
Cluster Analysis
On the contrary, in unsupervised classification there is no need for a training set but 
the pixels are clustered with no reference to labels [36]. Unsupervised classification is 
also termed as cluster analysis. W hen the location in the feature space and the number 
71 of the classes (regions) are not known a-priori cluster analysis should be used. A 
popular algorithm is the K-means algorithm [37]. Usually, a sequential cluster analysis 
is performed: k  initial seeds are chosen, each representing a region. The distances are 
computed between the elements of the feature vector associated with each pixel and 
the k  seeds. If the minimum of these distances is bigger than a given threshold, a 
new region is initialised. Otherwise the pixel is classified as belonging to one of the 
current regions. Critical points are the choice of the number of seeds and the choice of 
features. Statistical analysis is usually developed alongside the algorithm to determine 
the intrinsic number of clusters in the data. Additionally, a reliable and unambiguous 
stopping criterion is required.
The accuracy of the image segmentation process depends directly on how well the
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objects of interest in the image separate into distinct measurement space clusters. 
More information about unsupervised as well as supervised learning can be found in 
[35].
R elaxation
Relaxation segmentation techniques derive from the relaxation labelling procedures. 
Relaxation labelling techniques incorporate semantic information in the form of mod­
els of interrelationships between objects composing a scene. Object properties are 
described by unary relations and object interrelationships are described by n-ary rela­
tions. The final scene must be consistent and favour the more probable interpretation of 
the scene. Relaxation techniques can be classified into probabilistic or fuzzy relaxation. 
Here, a description of probabilistic relaxation is given. The fuzzy relaxation is similar. 
In order to use relaxation for segmentation, the scene must be specified by a set of n  
objects or pixels, / i ,  / 2, ■ • •, /n , to be classified into a set of m  classes Ci, C g ,. . . ,  Cm> 
For each pair of class assignments / /  e  Cj  and //^ 6 C/c, a quantitative measure of 
compatibility C{ i , j , h , k )  of these assignments is specified, i.e. the objects have re­
lationships between each other. For example, a positive value of C{i,  j, /i, k) means 
th a t the assignment is compatible (it therefore leads to a coherent interpretation of the 
scene), a negative value means incompatibility and a null value indicates indifference. 
Indicating with p i j  the probability of f i  G Cj, iîph,k is high and C{i , j ,  h, k)  is positive, 
then p i j  will increase, but, if h, k) is negative, will decrease. The relaxation
technique aims to find the configuration of labels assigned to an object th a t maximises 
the overall probability of a  certain label configuration.
Relaxation techniques have the advantage of taking into consideration contextual in­
form ation in the form of compatibility conditions and are well suited for parallel im­
plem entation. Relaxation labelling (probabilistic relaxation) allows only transitions to 
states of lower energy (and therefore higher confidence of the configuration). These 
often result in the optim isation process getting stuck in local minima. Relaxation la­
belling is used in the extension of segmentation techniques like region growing in order 
to allow higher-level knowledge to be incorporated for scene understanding. Semantic
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region growing techniques [6] incorporate context into region merging using a priori 
knowledge about relations amongst adjacent regions.
Markov R andom  Field based Approaches
The use of Markov Random Fields (MRFs) for modelling purposes is also very frequent 
[38]. This is a branch of probability theory which is exploited because it allows the 
description of spatial neighbourhood or contextual information. This enables the model 
to incorporate a priori probability of the occurrence of a particular pattern. MRFs 
theory provides a basis for modelling contextual constraints in visual processing and 
interpretation. W hen used with optimisation principles, it enables the development of 
optim al vision algorithms. M RFs provide a convenient and consistent way of modelling 
context of spatially correlated features. MRF theory indicates how to model the a priori 
probability of context dependent patterns, such as a class of textures or an arrangement 
of object features.
MRFs are used for labelling tasks in computer vision. In probability terms, contextual 
constraints may be expressed in terms of probabilities. In the presence of context, 
labels are mutually dependent. How to make a global inference using local information 
becomes a non-trivial task and this is where MRFs provide a m athematical foundation.
MRF models offer a  solution to the problem of representing local information and 
relationships which are not taken into account by the statistical techniques presented 
in Section 2.3.3. However, they are computationally involved and practically tractable 
for segmentation only if the number of labels (segments) is known in advance and is 
small [39].
N eural N etwork based Approaches
Pattern  recognition is an application area of neural networks [6]. A neural network is 
a combination of elementary processors, called neurons. Neurons take n  inputs and 
produce one output, as a function of the weighted sum of inputs. Associated to each 
neuron is a transfer function, which practically generates the output. Each neuron
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is wired to other neurons, the structure of the wiring is said to reproduce the neural 
connections in the hum an brain. The simplest neural network has only one layer of 
neurons. Most neural networks are composed of a num ber of layers and the connections 
between layers are established by paradigms such as feed-forward. Such networks need 
a phase of training of the network, obtained using a training set from which the network 
learns which are the right outputs for a given set of inputs. Self-organising networks 
avoid the use of training sets.
Fuzzy Sets
In all the techniques th a t have been presented in this section, the classifier needs a 
crisp boundary to decide whether to assign a pixel or object to one class rather than 
another. But most problems related to vision are affected by uncertainty regarding 
the interpretation of an object (Where does a boundary really lie? How round is a 
round object?). Fuzzy sets have been introduced to handle decisions in the case of 
imprecise knowledge of an event [40]. A fuzzy set A  is defined as: A  = fiA{xi)\xi , i  = 
1, 2 , . . .  ,n,  where gives a measure of confidence of the belonging of element Xi
to the set A. The shape of the fuzzy membership can be changed by fuzzy hedges. 
A hedge and its fuzzy set constitute a single semantic entity called linguistic variable. 
In an application like segmentation, the question regards the definition of a region to 
extract, since its boundaries are ill defined. In this situation, it seems advisable not 
to commit the decision to any hard criterion of decision, but to allow the segment 
to be a fuzzy subset of an image. The subsets are characterised by the degree of 
possibility of belonging to a certain class. In this case, the segm entation process is seen 
as the process of optim isation of an objective function expressed by weighted similarity 
measures between fuzzy features. This is the structure of c-means clustering algorithms, 
the most popular application to fuzzy logic to image segmentation.
2.4 O bject-based  S egm en tation  T echniques
Object-based segmentation techniques can benefit from diflterent segm entation ap­
proaches, but the ones th a t seem most interesting for m ultim edia services are the
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region-based segmentation techniques [1, 2]. In fact, edge-based segmentation tech­
niques do not provide a segmentation of the image into regions and therefore objects. 
Classification-based techniques are not used because they rely on a higher-level of in­
form ation which is generally difficult to model for generic sequences. Moreover, some 
paradigms on which they rely, like optim isation or MRFs, are computationally very 
expensive. Object-based segmentation techniques differ in the features th a t are ex­
ploited for the segmentation, and their number and the way they are combined. It is 
therefore possible to distinguish three categories of techniques: motion-only segmenta­
tion techniques, spatio-tem poral segmentation techniques and multiple-feature (or cue) 
segmentation techniques.
O bject-based segm entation was first driven by the so-called second generation cod­
ing techniques [41], which incorporate some aspects of the hum an visual system and 
therefore aim  at the segm entation of the scene into meaningful objects. In regard 
to this application the objects present in the scene are the objects which share the 
same motion. This is the reason why the first classifications of object based segmen­
tation techniques by [42] take into consideration only motion-based techniques. The 
classification is divided into motion estimation, segmentation and simultaneous motion 
estim ation and segmentation. Also in [9] only motion-based segmentation techniques 
are taken into account and are classified on the basis of the structure of the algorithms 
into top-down and bottom  up approaches. In [2] object-based segmentation techniques 
are classified into motion-based segmentation techniques and spatio-tem poral segmen­
tation techniques, which combine spatial features like intensity or colour with motion 
information. More recently, a number of methods have been developed, tha t incor­
porate a num ber of different spatial and temporal features or cues and adopt a more 
integrated approach to object segmentation. On the basis of the feature space adopted 
to perform the segm entation in this work the approaches to object-based segmentation 
are classified into motion-based segmentation techniques, spatio-temporal segmentation 
techniques and multiple-feature (or multiple-cue) segmentation techniques.
A schematic diagram  of possible object-based segmentation techniques is presented in 
Figure 2.3.
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Figure 2.3: State-of-the-art object-based segmentation techniques (simplified from [2]),
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2 .4 .1  M o tio n -b a sed  A p p ro a ch es
Objects of interests in scenes are moving objects, which bear information about the 
content of the scene. It is therefore understandable that earlier object-based segmenta­
tion m ethods focused on m otion as the only cue of interest. There are different kinds of 
classification of m otion-based methods. In [2] motion-based methods are classified on 
the basis of the motion model used. Thus, motion-based methods can be distinguished 
between m ethods th a t employ two dimensional or three dimensional motion models. 
Among the two-dimensional m otion models, there are techniques th a t employ optic flow 
or change detection information. Among the three-dimensional models, the order of 
the param eter model makes a difference. Therefore, it is possible to have six-param eter 
models, eight-param eter models or twelve-parameter models.
In [42], motion based m ethods are classified into ones that utilise intensity information, 
in the form of spatio-tem poral gradient information. These methods are called direct 
methods. O ther m ethods use motion information provided by optic flow and they try  
to fit it into a param etric model. These approaches are called optic fiow approaches. 
Finally a th ird  category attem pts to address the problem of motion segmentation and 
estim ation simultaneously.
In [9], motion-based segm entation techniques are divided into top-down and bottom-up 
approaches. Top-down approaches exploit global information and iteratively subdivide 
the sequence into its components, while bottom -up approaches exploit local information 
and build the components from the lowest level up exploiting local similarity.
In the continuation, motion segmentation techniques are broadly classified into top- 
down and bottom -up.
Top- Down Approaches
The top-down approaches rely on the outlier detection-rejection paradigm  [43]. Top- 
down approaches iteratively extract a  dom inant motion. Pixels tha t do not comply with 
this motion are then selected for further segmentation. The m ajor advantages of top- 
down techniques are the exploitation of global information and the low com putational
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complexity. These methods approximately identify the objects of interest in a scene 
avoiding over-segmentation, but the extracted objects are inaccurate, especially at the 
boundaries. In [12], the outliers are defined as points of violation of the assumptions 
of constancy of brightness or the smoothness constraint of motion, which cause gross 
measurement errors in the optic flow. These outlier points are detected for further 
processing.
The objects are sequentially extracted by iteratively determining the successive dom­
inant motion characteristics. Pixels complying with the current dominant motion are 
assumed to comprise one object. The other pixels are seen as outliers. This is the 
approach proposed in [44]. One problem with this approach is the difficulty to com­
pute a dominant motion in the presence of multiple motions, known as the generalised 
aperture problem. In [44, 45], this problem is tackled using a pyramid approach: mo­
tion analysis begins at a low resolution level of the pyramid. This allows larger image 
velocities to be estimated. At each successive iteration, the estimated step is performed 
on the next higher resolution level of the pyramid. The other problem arises from the 
outliers influence on the com putation of the motion characteristics. In this case, the 
results can be improved with the use of robust estimators [12]. Top-down techniques 
are characterised by simplicity and low computational cost.
In [44], the dom inant motion model is computed taking into account the error between 
the intensity difference between frames and a param etric motion model. The param ­
eters that minimise the error are taken as the dominant motion. Once the dominant 
motion is computed, all the pixels tha t comply with this motion are segmented in or­
der to eliminate them  and to iteratively proceed in the motion analysis. Once the two 
frames are registered according to the computed motion param eters, the segmentation 
is simplified in the identification of the regions tha t are stationary or nearly stationary 
according to a given param eter tha t accounts for noise. This analysis is done in a 
multi-resolution way.
In [46], the graph theoretical framework of Normalized Cuts is used for top-down seg­
mentation using a motion similarity metric. The Normalized Cuts criterion selects the 
two most dissimilar partitions of a set of data  represented in a RAG. By applying this
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criterion recursively, it is possible to find an N  region moving object segmentation. 
B o tto m -U p  A p p ro a c h e s
Bottom -up approaches rely on a region-merging procedure to identify meaningful re­
gions. After a set of initial regions is defined, these are merged on the basis of some 
spatio-tem poral similarity measure. The three basic steps are: the creation of the initial 
regions, the definition of a similarity measure and the application of this measure. This 
is the approach followed in [9|. The spatio-temporal similarity between the regions is 
expressed as a hypothesis test. The assumption to be tested regards the sim ilarity of 
neighbouring regions. The merging strategy is one of graph clustering.
Different techniques can be used to generate a set of initial regions. Some authors use 
each pixel as an initial region. These are guaranteed to be spatio-tem porally coherent, 
but they may be not meaningful nor the motion estim ation based on single pixels 
reliable. The choice of a single pixel as an initial region is followed in [47], where 
spatio-tem poral segmentation based on MRFs is proposed. A relaxation technique is 
used to minimise an energy function which depends upon the motion estim ate and the 
number of regions in the segmentation. One-pixel regions are also the initialisation set 
considered in [48]. In this approach, the flow field is partitioned into connected segments 
of flow vectors. Each segment is consistent with a rigid motion of a  roughly planar 
surface. At a  further stage, the segments are merged together testing the hypothesis 
tha t they belong to the same rigid object.
O ther approaches suggest that simple quad-tree segmentation can be used to generate 
the first regions. The spatial delimitation of such regions does not reflect the true 
spatial structures present in the scene. This disadvantage is overcome by using arb itrary  
shaped initial regions tha t are spatio-temporally homogeneous. One example of this 
approach is given by [49] where the evaluation of the optic flow is based on recursively 
subdividing the image into squared patches of different size. The size is adjusted 
adaptively and in such a way to preserve the continuity of the motion between different 
patches. This is done using quad-tree splines on an adaptive square grid. The splines 
are designed on a hierarchical basis obtained by a pyramidal decomposition: this allows
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a coarse-to-fine motion estimation.
The similarity information is based mainly on the tem poral information and is given in 
a param etric way. An eight param eter model is the one chosen in [50], where a MRF 
approach is proposed and followed by a Bayesian optimisation, as a criterion to find the 
best segmentation based on motion. Clustering is extensively used in the literature for 
this kind of segmentation, bu t it has the disadvantage not to take spatial relationships 
into account.
In [51], a layered representation of the objects composing the scene is proposed. Such 
a representation is useful for video coding applications. The aim is a representation of 
video information th a t incorporates depth structure of the scene and accumulates the 
information throughout the sequence, so tha t occluded segments belonging to the same 
object can be recognised as part of the same layer. Each layer [52] is formed by three 
maps: an intensity and texture map, an alpha map containing the information about 
the relationship with the other layers and a param etric map describing the motion of 
the region. In order to obtain such a layered description, a framework is proposed that 
generates hypotheses of tem poral coherence, reinforced by constraints on connectivity 
and size of the regions. In order to achieve this, an iterative framework generates a set 
of most likely motion param eters, which are pruned by k-means clustering. Regions 
are assigned one of the available motion labels by hypothesis testing which aims at 
minimising the overall distortion. Until the term ination criterion is met, the regions 
are updated by spitting  the ones that do not meet a certain threshold and a region 
filter generates new ones to test and assign.
In [53], the motion estim ation is achieved using a robust estim ator of the Displaced 
Frame Difference. The motion model employed for the motion segmentation is a 2-D 
affine model. The aim of the segmentation is to minimise the difference between the 
param etric and the true optic flow to a minimum fixed threshold. This is achieved by 
a MRF framework, which requires the minimisation of a potential function which takes 
into consideration the displaced frame difference and the gradient of intensity as an 
indication of the goodness of the motion estimates.
In [54], simultaneous motion estimation and segmentation is achieved by optimisation.
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The expression for the probability is reduced to a potential function th a t has to be 
minimised. The potential function is composed of three terms: one term  expresses the 
accuracy of the estimates and therefore the goodness of the model fitting the data. The 
second term  aims at minimising the divergence of the param etric model to the optic 
flow. The third term  is related to the goodness of the segmentation
The definition of region similarity is a challenging issue, especially due to  the need to 
incorporate more than  tem poral information into a  sim ilarity measure. One possible 
approach is the one proposed in [55]. Another M RF technique is proposed. It takes into 
consideration the motion estimates and the model of the neighbourhood provided by 
the MRFs. The assumption is tha t a pixel having the same intensity as its neighbours 
is likely to belong to that region. A more complex approach is proposed in [56]. In the 
framework of MRF, maximisation is defined as a series of constraints relating intensity, 
boundaries and time. In the intensity constraint, information about smoothness of 
the change of intensity and tem poral coherence is included. The boundary constraints 
regard the neighbourhood to be modelled by M RF, while the time constraints include a 
spatial coherence term  as well. Similarly in [57], constraints are based on the gradient 
of the intensity and the distribution of edges alongside the motion information, in this 
MRF approach. In [58], intensity and motion information are fused into a  sim ilarity 
measure used to perform region merging. In contrast, in [59], a graph theoretical 
clustering scheme is used. This involves colour information together w ith motion in 
order to segment a scene.
It is also possible to use a graph theoretical approach to perform spatio-tem poral seg­
mentation, as in [60]. Here, a weighted graph on the image plane connects pixels th a t 
are in the spatio-temporal neighbourhood. For each pixel, motion profile vectors are 
defined to express the probability distribution of the image velocity. The distance be­
tween motion profiles is used to assign a weight on the graph edges. Normalized cuts 
are used to obtain the partitions of the spatio-tem poral graph.
Bottom-up approaches [9, 53, 14, 61] rely on region-merging paradigms which employ 
suitable similarity functions. These approaches exploit spatio-tem poral coherence of 
data at a local neighbourhood level. While a  better definition of object boundaries is
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achieved, errors in the evaluation of features on a local basis are not uncommon.
In [62] a  graph-based region merging technique is presented in order to group regions 
th a t present similar motion. This is a bottom -up approach to motion-based segmenta­
tion based on the utilisation of the Recursive Shortest Spanning Tree (RSST) and of a 
six-param eter affine motion model.
In [63], the change detection problem, which labels pixels into two categories, back­
ground and foreground, is analysed. The inter-frame difference is modelled by a mixture 
of two zero-mean Laplacian distributions. At first statistical tests to label pixels with 
negligible error are used. Then, these labelled pixels are used as starting  seeds for a 
fast m arching algorithm  where the labels are propagated with different velocities. The 
novelty of the approach resides in the stopping criterion tha t avoids two overlapping 
fronts to form.
In [64], another change detection approach is presented. The inter-frame difference is 
modelled by a m ixture of two zero-mean Gaussian distributions. Then, the labelling 
problem is form ulated as a  RM F problem where the potential function has to be min­
imised. The potential function is composed by a spatial homogeneity term, a motion 
likelihood term  and a tem poral coherence term.
2 .4 .2  S p a tio -tem p o ra l S eg m en ta tio n
Object segm entation techniques may operate in the spatial (intra-frame) and /o r tem ­
poral (inter-frame) domain. M ethods that address the problem of segmentation in both 
inter and in tra  frame domains are called spatio-temporal segmentation techniques. The 
feature spaces used are intensity or colour information at intra-frame level and motion 
information at inter frame level.
In [1] these m ethods can be classified into hierarchical and parallel methods, according 
to the dynamic interrelationship established between the spatial and the tem poral in­
formation. Hierarchical m ethods build the object from pixel or coarse regions up to the 
object level, using a combination of motion and spatial information simultaneously or 
changing the features and the criteria for information fusion during the process. Paral­
lel m ethods process spatial and tem poral information separately and build alternative
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Figure 2.4: Difference in the structure of the architecture between (a) hierarchical and 
(b) parallel spatio-tem poral methods.
representations of the objects using either colour or motion and only at the end of the 
segmentation process are the two kinds of information fused.
The different architecture presented by hierarchical and parallel spatio-tem poral m eth­
ods is presented in Figure 2.4.
As pointed out in [2], spatio-tem poral methods consist of a  spatial and tem poral part. 
The tem poral part is strictly  related to the motion-based techniques presented in the 
section above, while the spatial part is related to the baseline still image techniques. It 
is possible to anticipate [1] th a t region based techniques are the most used techniques 
for object-based segmentation in comparison to classification or discontinuity-based 
techniques.
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H ie ra rc h ic a l  S p a t io - te m p o ra l  S e g m e n ta tio n  T ech n iq u es
Hierarchical segmentation techniques build a representation of an image into meaning­
ful objects from the bottom -up. They start at pixel level or using an initial coarse 
partition  of the image (usually using spatial information) and then employ a spatio- 
tem poral (or only tem poral) homogeneity criterion in order to merge similar regions 
and progressively build meaningful objects th a t share coherent spatial and tem poral 
information. Two main points of interest of this class of approaches are: homogeneity 
criteria and the creation of an initial partition. The sim ilarity criteria can be proba­
bilistic or deterministic, and according to [1] both  approaches yield comparable results. 
W hen the sim ilarity (or homogeneity) criteria take into account both spatial and tem ­
poral information, the task is more complex due to the need to assign different relative 
im portance to features of different nature. The balance has to be found with some 
weighting criteria. In most cases, the weighing strategy has to be defined ad hoc or 
supervised. The initial partitions are usually created on the basis of intensity or colour 
information and generally based on region-growing baseline segmentation techniques.
These m ethods are usually computationally expensive, when they make use of s ta tis­
tical methods, and have difficulties coping with highly textured scenes. Additionally, 
objects are over-segmented and therefore supplementary processing, such as tracking, 
is required for object identification purposes. Another difficulty lies in the need to 
use weighting functions. These functions are usually developed ad hoc, are content 
dependent or rely on param eters, which are user-defined. In order to overcome these 
problems, a number of parallel rule-based approaches have been proposed recently [13].
In [56], motion and intensity information are fused and used for segmentation using a 
M RF approach. A set of cliques is defined in such a way tha t the information related to a 
pixel is connected to the information of its four-neighbours. The energy terms are a sum 
of three terms, the intensity model, the motion model and the boundary model. The 
energy is minimised using simulated annealing. Since the simulated annealing is a very 
com putationally expensive optim isation method, the particularity of this m ethod is that 
the m inimisation is achieved incrementally over a long sequence, accumulating evidence 
from subsequent frames. This method has the advantage of robustly and dynamically
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producing a segmentation which has a  lower computational cost than  other analogous 
statistical methods. However, it requires a long sequence and the same quality of 
segmentation is not available for each and every frame in the sequence.
In [65], a split and merge spatio-tem poral segmentation is proposed. The segmentation 
s tarts  with static segmentation based on intensity or colour using k-means clustering. 
Each of these regions is assigned a param etric affine model found with a matching 
technique. If the prediction error is lower than a certain threshold the regions are 
merged on the basis of their motion similarity otherwise they are split.
A similar structure of the algorithm  is presented in [66]. The segmentation starts  with 
static  segmentation based on intensity or colour and then the static segments are merged 
on the basis of motion similarity using an affine motion model. The characteristic of 
this approach is tha t the labels are assigned upon a region adjacency graph. The 
similarity function incorporates motion and geometric constraints and it is minimised 
with simulated annealing. This technique is a region merging only technique.
In [67], an iterative clustering procedure based on affine param etric motion models and 
region based colour segmentation is presented. The algorithm presents three similar 
parts. In each part an initial partition  is iteratively refined with the use of a  cost 
function indicating the sim ilarity between the da ta  and the model. The algorithm 
sta rts  with the motion estim ation by block matching. Then, the image is divided 
into K  parts (for example if AT =  4 the image is divided into four quadrants). Each 
quadrant is assigned a motion label from the ones available from the motion estimation. 
These param eters are iteratively updated by assigning every pixel the exact vectors and 
changing the label according to the real value of the pixels belonging to tha t region. 
Then colour segmentation is performed. The motion segmentation map is calculated 
by affine param eter clustering using colour region-based motion vector matching. Each 
colour region is assigned a label from the K  available classes. The affine param eters are 
iteratively updated using the squared difference between the affine param eters and the 
exact motion vectors in the regions. This step can also be repeated using the squared 
difference between the real intensity and the motion compensated intensity.
In [68], the graph theoretic framework of RSST is used to obtain a colour segmentation.
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Then the initial colour segmentation is used in order to build a  hierarchical represen­
tation and segmentation of the video inform ation using m otion similarity. This is done 
in a user supervised way.
In [69], the m ethod s ta rts  with a colour segmentation to be refined by motion in­
formation. After an initial coarse segmentation, obtained by k-means clustering, the 
colour segmentation is refined by M RF modelling represented by cliques in a RAG. 
The minimisation of the potential function aims at minimising an error in the Gaus­
sian modelling of colour information in the sta tic  regions. This colour segmentation is 
used to initialise a  motion segmentation th a t is done with the framework of MRF as 
presented in [53], but lim ited to only two labels, foreground and background.
In [14], a  joint spatial and tem poral sim ilarity function is used as a merging criterion in 
a watershed framework. The critical part of every watershed segmentation algorithm  
is the determ ination of the markers, which work as seed regions for the segmentation 
process. In this approach the markers are extracted first in the spatial domain and then 
coherent markers from the tem poral point of view are chosen as seeds for the watershed 
segmentation. The image profiles for the watershed application are derived by a joint 
spatial and tem poral sim ilarity function. The spatial sim ilarity is given by the intensity 
difference and the motion sim ilarity is given by the motion vector difference. The two 
terms are composed in a weighted sum m odulated by the weight a  and (1 -  a ). Since 
the segmentation obtained in such a way is fragmented, coherent segments are merged 
using motion information, in the shape of a change detection mask.
The same concept of segmentation is presented in [70], where a joint spatio-tem poral 
merging criterion is embedded into a hierarchical segmentation paradigm  using the 
giaph-theoretical da ta  structure of a tree. This approach also gives emphasis to the 
maintenance of a good object shape using m athem atical morphology filtering tools foi- 
simplification of the partition.
In [71], motion and spatial segmentation are performed in parallel, w ith the particu- 
laiity tha t the motion segmentation is refined by the information provided by multiple 
frames, which give details about the regions uncovered by motion in the image. Once 
such a motion mask is built, the colour segmentation is m apped onto the mask and
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the object boundaries are built including the colour regions whose m ajority of pixels 
belong to the motion mask.
In [72], a tem poral memory is introduced in the scheme to enforce tem poral consistency. 
Each frame is initially over-segmented using watershed. Each spatial segment obtained 
by watershed is then assigned an average motion feature and represented as a vertex 
in a  RAG. The object segmentation is then obtained by a labelling scheme, where the 
regions are classified into two groups (foreground or background) on the basis of a 
likelihood which is based on the colour and motion similarity and the consistency of 
the tem poral memory.
In [73], an initial partition  is created by morphological filtering (basically colour wa­
tershed), performed on an initialisation frame, and then projected on the others. This 
initial partition  represents the universe of possible regions. In order to obtain a video 
object, a  decision has to be made using an optim isation scheme. This is achieved by 
the minimisation of the following cost function C(pi, Bi) of assigning the element pi to 
the region Ri'.
C(pi, Ri) = a id is tiip i, Rt) + a2distc{pi, Rd) +  a^distdipi, Ri) (2.1)
where d is ti is a  measure of the similarity in intensity, distc  is a  measure of contour com­
plexity and distd  is a measure of deformation of the region from the projected/tracked 
object. The structure of this cost function is very similar to the one proposed in [14], 
only the emphasis is placed on the minimisation of the cost of coding the information, 
with the a tten tion  given to contour complexity and region deformation. The motion, 
on the other hand, is not well exploited, if not for the projection. The three param eters 
are user-dependent. This approach has been generalised in [74].
Emphasis on allowing user interaction is also placed in [75], where the user can in­
teract specifying features of interest, contours of the objects or object masks. The 
segmentation is refined with the use of m athem atical morphology, while tracking is 
done automatically.
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P a ra l le l  S p a t io - te m p o ra l  S e g m e n ta tio n  T ech n iq u e s
Parallel spatio-tem poral m ethods keep the tem poral and spatial part of the segmen­
tation  separated, performing them  in parallel. R o m  both  parts of the segmentation 
process, they derive a hypothesis of an object. The check for consensus of two alter­
native representations of the object is derived usually by a set of rules or tests. In 
this way, the problem related to the  weighting of different spatio-tem poral features is 
avoided.
In [13], an integrated parallel spatio-tem poral segmentation is presented in the context 
of the analysis model of the  European project COST 211. Motion and colour segmen­
tation are performed separately and in parallel. Colour segmentation is obtained by a 
graph theoretical m ethod called RSST. Motion segmentation is also obtained by RSST, 
using the motion information obtained by estim ation with Block Matching. Auxiliary 
motion information is obtained by the com putation of the change detection mask and 
by a memory mechanism storing the motion segmentation obtained in previous frames 
from the one currently analysed. The inform ation is then fused by a rule processor 
which can be used in two modalities. The first modality refines the boundaries of the 
change detection mask by projecting the segments obtained by colour segmentation 
onto it and deciding by m ajority  voting if the segment belongs to the background or 
to a moving object. In the second modality, the boundaries of different moving objects 
are obtained with a similar rule applied to each motion segment and then the objects 
are tracked with the use of the motion information stored in the memory system.
In [76], an integrated region merging system  for object based segmentation and repre­
sentation is presented with the use of low level features like colour textures and motion. 
The segmentation and tracking is obtained in a sequence of N  frames. The first frame 
is segmented spatially using colour and texture features. This segmentation is then ex­
tended in time for N  — 1 frames by affine m atching the spatial segments in the successive 
frames. In this fashion, tracking is also performed.
In [77], a semi-automatic segm entation and tracking technique is proposed in the com­
pressed domain. The user specifies in the I-Prame the approxim ated contours of the 
object of interest. Given this indication, a search zone is defined and the boundaries of
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the object are refined using m athem atical morphology. Using this initial segmentation, 
the object is projected onto the following P-R am es using motion information and the 
boundaries updated by morphological operations like before. The object is tracked 
until the next I-frame.
In [78], a semi-automatic segmentation and tracking technique is proposed. The object 
of interest is selected by the user and the object boundaries are found by a watershed 
segmentation using a joint sim ilarity measure in a predefined uncertainty region.
In [79], the problem of inter-frame and intra-fram e is separated. The intra-fram e seg­
m entation is achieved in a  semi-automatic way. The user roughly specifies a swath 
around the object of interest, whose refined boundaries are obtained superimposing 
an over-segmented version of the frame obtained by a watershed segmentation. The 
process can be iterated until a satisfactory segmentation is obtained. The tracking is 
then done automatically. The same concept is used in [80], only this time the user 
also specifies the relative depth of the objects, so tha t multiple objects can be easily 
tracked, and the intra-frame segmentation is obtained by seeded region growing.
In [81], the object mask is obtained from the change detection mask on the thresholding 
of motion vectors. This mask is refined taking into consideration the contrast at the 
boundaries of the objects with the use of a rule. The adopted rule sets some threshold 
for acceptance on the basis of the global variance present inside the change detected 
object.
Edge-based Approaches
Although not very frequent, it is interesting to note some approaches to spatio-tem poral 
segmentation which rely mainly on edge information.
Perhaps the most interesting approach, also from an historical point of view, is th a t of 
[82]. This work has been developed for a  static background. The edges of the moving 
objects are extracted using the Canny edge detector, then closed and simplified using 
binary morphological filters. Once this tem plate of the moving object is extracted, 
it is tracked by object m atching from frame to frame and updated at each frame to
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accommodate changes in scale and shape. The video object plane is obtained by raster 
scan uniting the first and the last edge pixels in the same row. This can actually create 
large inaccuracies in the extraction of the video object, as it is evident in the published 
results.
In [83], the problem is to restrict computation and resources only to the part of the 
frame which offers ambiguous interpretation, at the boundary of the moving object. 
The approach is to select interesting points in an initialisation frame. These are cor­
ners which show a contrast above a certain threshold. A triangular mesh is then fitted 
onto the frame. Nodes of the triangles are classified into two categories: moving (fore­
ground) and static (background). Triangles whose nodes belong to different categories 
are selected for further analysis. The analysis consists of the search for the path  of m ax­
imum contrast between edges which are fitted to the sides of the closest triangles. Once 
the object is found, it is projected onto the following frames until a new initialisation 
frame occurs, in this way tracking of the object is achieved.
In [84], edges are extracted in the three separate channels. Edge differences from two 
consecutive frames are used to classify edges as moving or background. Moving edges 
are then merged together and dilated in order to form the moving object plane.
2.4 .3  M u ltip le -fea tu re  S egm en ta tion
There is evidence that simultaneous consideration of a num ber of features, such as 
intensity, motion, texture, colour, depth, and so on, is useful towards reinforcing the 
spatio-temporal coherence of objects. Several approaches have been developed for the 
fusion of colour and texture for still images [85, 46, 86, 87]. U nfortunately these can be 
time consuming and /or tractable only if the number of segmentation labels is limited 
and known in advance. Most recent attem pts resort to simple rules and supervised user 
intervention [88, 89] instead.
In [85], a region growing segmentation method called JSEG is presented. The spatial 
segmentation is performed directly on images called J-images th a t altogether represent 
colour textures, instead of single pixel colours and param etric texture descriptors. The 
segmentation criterion is based on the minimisation of a variance measure of the colour
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textures presented in the image. Once a spatial segmentation of a frame is obtained, this 
segmentation is projected to the next frame in order to perform some more merging on 
the basis of colour and motion similarity, as explained in [76]. Tracking is also obtained 
by projecting the spatial segments forward and checking the super-im position between 
two segments in successive frames. If the m ajority of pixels of two segments in two 
successive frames coincide, then  the segments are said to be tracked.
In [90], a  segm entation scheme which makes use of intensity, motion, edge and texture 
features is proposed as a  clustering m ethod which makes use of self-organising feature 
maps. These are trained with examples of different video topics (head and shoulders, 
natural scenes, and so on). Features are normalised and motion and intensity are 
combined in a  unique sim ilarity measure where the motion reliability is weighted against 
the textural measurements like in [88]. The output of the neural network is rather 
patchy and over segmented, so these preliminary segments are fused using intensity 
sim ilarity in a region merging fashion. Additionally, an edge linking procedure is also 
performed. Given all these additional operations to obtain the final segmentation, the 
overall process appears to be ra ther cumbersome.
In [89] m ultidimensional features are used in a supervised clustering m ethod for seg­
m entation. Features used are motion (optic flow), colour triplets, position and texture. 
The user indicates the desired segmentation of an initial frame. This frame is then used 
for training and the clustering follows.
In [91], the use of m ultiple-features is extended from low-level to high-level semantics. 
This algorithm  makes use of low-level information coded into intensity and motion 
similarity. The num ber of labels to  assign is also known. Each image is divided into 
blocks and each block is assigned a random  label. The problem is therefore to assign 
the correct configuration of labels. This is done by m apping the image blocks onto 
a RAG, so th a t only neighbours can interact. The labelling is an optim isation of the 
cost function which is represented by the weighted sum of similarities. The weights 
represent the confidence of each low level cue and they are obtained by high level 
semantic represented by a priori knowledge of the objects present in the scene.
Semantics are introduced also in [92]. Here, a very interesting hierarchical multiple-
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feature technique is proposed. The hierarchy adopted is related to features more than  
to image partitions. At the bottom  of the hierarchy are grey-level partitions, then 
a higher level is represented by motion partitions, followed by depth  partitions and 
then semantics. The moving object is defined a t the sem antic level. Bach level of 
the hierarchy is called a layer. D epth partitions are made up of one or more motion 
partitions and motion partitions are made up of one or more grey-level partitions. Each 
partition at a higher level must respect the boundaries established at a  lower level of 
the hierarchy.
2.5 C onclusions
Fiom the excursion into the literature of this chapter, the following issues have emerged:
• The literature is quite rich of spatio-tem poral methods of object-based segmen­
tation. Most of these methods claim to be flexible enough to accommodate a 
number of features, but in practical cases only intensity (and more rarely colour) 
and motion are considered as sources of information. There are, therefore, very 
few methods designed to act on a multiplicity of features.
• Although the problem is the segmentation of a video object plane, the segmen­
tation obtained at a frame level is quite poor. O bject-based segm entation is 
reduced to over-segmentation on the basis of intra-fram e features, therefore a 
practical simplification of the spatial content of the frame, delegating the task of 
the production of a video object to motion tracking.
• The definition of a multiple-feature merging criterion is ham pered by the presence 
of too many user-defined param eters. This is resolved by the claim th a t fully 
autom atic segmentation of a  moving sequence is prem ature and therefore resorting 
to user-defined param eters or object planes and /o r contours.
Although user-interoperability is one of the main features of emerging m ultim edia ap­
plications, the need is to be able to associate two operational functions: a fully au to ­
matic and a semi-automatic one. The fully autom atic m odality is necessary to process
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large-scale inform ation very quickly. It should be based on low-level features and be of 
generic applicability, which can be very useful for post-production, archiving and index­
ing. The sem i-autom atic one should be more user-friendly and oriented to creativity. 
It is needed for non real-tim e editing of smaller scale material.
C hapter 3
M ethodology
3.1 M u ltip le-featu re C om bination
Segmentation of still images is a low-level processing task that has been long inves­
tigated [25, 24, 26]. However an acceptable general purpose solution has not been 
achieved yet [29].
Moreover, the straightforward extension of still image segmentation techniques to video 
sequences of arbitrary  content has proven to be unsatisfactory, due to the necessity of 
incorporating low-level features, or cues, of different nature, such as position, colour, 
texture, shape and motion [93].
There is evidence tha t simultaneous consideration of a number of features (so-called 
multiple-feature or multiple-cue segmentation), such as intensity, motion, texture, colour, 
depth, and so on, is useful towards reinforcing the spatio-temporal coherence of objects. 
Most recent attem pts to perform multiple-feature segmentation resort to clustering, 
neural networks or supervised user intervention [88, 77, 90]. These approaches result in 
a hierarchical use of features and present the same difficulties envisaged in the hierar­
chical spatio-temporal techniques, such as over-segmentation, difficulty in the definition 
of weighting strategies and computational complexity.
A parallel use of features as presented in parallel spatio-temporal segmentation tech­
niques has, on the other hand, shown to simplify these issues. On the other hand,
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strictly speaking, parallel paradigms have not been used for m ultiple-feature segmen­
tation, but only for spatio-tem poral segmentation, i.e. for the integration of only two 
features or cues [2].
In the quest for developing an autom atic multiple cue scene segm entation algorithm , 
two kinds of issues have to be addressed [1].
The first issue is represented by the choice of the segmentation algorithm. This choice 
in tu rn  determines the kind of representation of the da ta  and influences the design of a 
model to describe the m utual interrelationship between cues and the relative im portance 
attached to each of them.
The second challenge is represented by the establishment of a hierarchy in one of two 
possible ways. It is possible to think of a hierarchy of features, or cues, where differ­
ent relative strength is a ttribu ted  to each feature to highlight the different perceptual 
importance. This is the case of hierarchical segmentation techniques. A nother way 
of thinking of hierarchies is in functional terms, th a t is to say to take into consider­
ation the order in which low-level tasks have to be performed in order to sim ulate a 
higher-level process carried out by the hum an visual system [6].
Proximity to perceptual tasks performed by the hum an visual system is an im portant 
perspective, that is not often taken into consideration in the design of paradigm s for 
object-based segmentation. However, object-based segmentation has as the u ltim ate 
goal the extraction of meaningful objects as perceived by the end-users.
In this chapter, the baseline segmentation technique of choice for this work is presented. 
The extension of this technique to the realm  of multiple feature segm entation is pro­
posed. The closeness of the chosen segmentation algorithm  to hum an visual perception 
is also investigated, by presenting a simplified model of the working of the visual cortex 
as far as feature analysis and functional processing is concerned.
3.2 B aseline Segm en tation  Technique
Pi’om the literature review presented in Chapter 2, it is possible to notice th a t region- 
based segmentation techniques are recognised to be the most useful techniques to  per­
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form object-based segmentation [1],
The most widely used region-based segmentation techniques for this purpose are two: 
region growing and watershed segmentation techniques [1, 2]. W atershed segmentation 
requires the definition of markers, which is problematic in a multi-dimensional feature 
space. Such techniques are also prone to noise, tha t is the reason why they are im­
plemented in a multi-resolution fashion, making the process more complicated. Often 
watershed segmentation is used as means to simplify the image and initialise a  set of 
homogeneous regions th a t is then incorporated into a hierarchical description of the 
frame [61, 94].
The representation of the information is also of primary importance and a lot of work 
has been dedicated to it. The most suitable representation of visual information with 
regards to object-based segmentation techniques appears to be the one of a hierarchical 
structure like a tree [I, 95]. In fact this is the terminology used also in the MPEG-4 
and M PEG-7 description of composite objects [20, 21].
In this work, a graph-based segmentation technique called the Recursive Shortest Span­
ning Tree (RSST) has been chosen as the baseline segmentation technique. It is a 
region-growing approach first proposed by [34] that does not need initial seeds to per­
form the segmentation. It works on the basis of specified homogeneity criteria, in a 
step-wise optim al fashion which allows only the two most similar regions to be merged 
at each iteration of the process. During the segmentation process a da ta  structure 
called a Shortest Spanning Tree (SST) is also built: this is a big advantage of this 
technique. Not only is the segmentation in an arbitrary number of regions performed, 
but also a hierarchical description of the information at an arbitrary  granularity is also 
provided [68].
These reasons render the RSST technique a very promising one to be investigated in 
the field of object-based segmentation,
3.2 .1  G raph -b ased  S eg m en ta tio n  T echniques
G raph theory has been used for cluster analysis [96], in order to produce connected 
groups of vertices and the concept of Shortest Spanning Tree (SST) introduced to min­
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imise the distance between vertices. There are boundary-following techniques [97] for 
joining edge points based on graph theory. G raph theory is also used in segmentation 
in the form of quad-trees [98]. Graph-based image analysis techniques represent hier­
archically the image at different degrees of resolution and granularity. This provides 
the basis for the so-called pyram idal representations [99]. The pyram ids can be regu­
lar, and in this case the hierarchy structure is bounded in advance, or irregular, for a 
more flexible decomposition of the  information. Irregular pyram id representations are 
achieved by bottom -up clustering th a t a t each stage merges two neighbouring regions 
according to a given similarity criterion [33].
Graph-based representations of the information are also becoming im portan t in the 
content-based representation of visual information, where it is necessary to hierarchi­
cally describe a structure of the information at various levels of sem antic interpretation. 
The spatio-temporal consistent information has been represented by binary  trees in [95] 
and recursive shortest spanning trees have been used for colour segm entation of videos 
in [68], in conjunction with binary trees and for motion segm entation in [62] and in the 
European framework GOST 211 in [13].
This m ethod relies on the baseline segmentation technique provided by the Recursive 
Shortest Spanning Tree (RSST) algorithm  [34].
The RSST algorithm presents several advantageous features th a t make it preferable to 
many segmentation techniques available in the literature [28]. As a graph-theoretical 
tool, it incorporates local relational information between elements. Furtherm ore it 
exploits global image information and it allows a hierarchical description of the scene. 
It has a higher degree of autonomy compared with other m ethods as it does not require 
initialisation steps such as markers, as in the case of watershed, or seeds, as in the case 
of region-growing techniques. Additionally, it does not impose external constraints on 
the structure of the region boundaries, like in the quad-tree methods.
3.2 .2  R ecu rsive  S h ortest S p an n in g  T ree
This segmentation algorithm is based on the graph-theoretic concept of shortest span­
ning tree (SST) [34].
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Figure 3.1: Schematic representation of the elements of a graph Q = (y, E). 
E le m e n ts  o f G ra p h  T h e o ry
A graph G =  (V, E ), see Figure 3.1 is composed of a set of vertices Vi connected to each 
other by links where Vi and Vj are the term inal vertices tha t the links connect. 
In a weighted graph the vertices and links have weights associated with them, say Vi, 
Vj and E i j  respectively. If each vertex is linked to every other, the graph is said to be 
complete. A partial graph has the same number of vertices but only a subset of links 
of the original graph.
A chain is a list of successive vertices in which each vertex is connected to the next by 
a link in the graph. A cycle is a chain whose end links meet the same vertex. A tree is 
a connected set of chains such tha t there are no cycles.
A spanning tree is a tree which is also a partial graph. A shortest spanning tree of a 
weighted graph is a spanning tree such tha t the sum of its link weights, or some other 
monotonie function of its link weights, is a minimum for any other possible spanning 
tree. A forest is a set of trees and a spanning forest is a forest which is also a partial 
graph. A graph is planar if it can be drawn on a plane without any links crossing.
3 .2 .3  A p p lica tio n  o f  S h o rtest S pann ing  Tree to  Im age A n alysis
In order to use a graph model to perform the image analysis, the first step to take is 
to map the image into a  planar graph. This mapping is shown in Figure 3.2. Each 
pixel belonging to the original image is represented by a vertex, which is linked to its
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Image
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2
N pixels
Graph
0 0 
N vertices
Figure 3.2: Example of one-to-one mapping of an intensity image onto a planar weighted 
graph. Each pixel in an image is mapped onto a vertex in the graph and links are 
established between 4-neighbour pixels. The vertex weight is the intensity of each 
pixel. The link weight is a similarity measure between linked vertices (in this example 
the absolute difference of the intensity of each pixel/vertex).
4-connected neighbours. If the only cue to be taken into consideration is intensity, then 
the weight of the each vertex is VJ =  7x,y, where 7x,y is the intensity of the pixel of 
coordinates {x,y).  Assuming the image has Nx rows and Ny columns, each pixel is 
mapped on i, for i =  1 , . . . ,  x Ay, on a one-to-one mapping. If Vi and Vj are two 
neighbours, then the link between them can be described as the absolute difference of 
their intensities: = | % — kj |. The second step, after having mapped the image onto
a graph, is to obtain a shortest spanning tree for it. A popular algorithm is presented 
in [100]. According to this, the graph of the image is thought of as a forest of single 
vertices. Then, for any tree in the forest, if the link with the lowest weight which 
connects tha t tree to another is added and, if it does not form a cycle, then the link 
will be in the shortest spanning tree. Construction of a SST is shown in Figure 3.3.
3 .2 .4  S h o rtest S p ann ing  T ree S egm en tation
Finally, the information contained in the shortest spanning tree of the graph is used to 
form partitions of the graph, which are labelled as regions of the segmented image. A 
spanning tree can produce these partitions by cutting its links. The forest produced
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SST complete
Figure 3.3: Building a SST from a graph. In an image of N  pixels, its SST can be built 
in (N-1) iterations. At each iteration, the two most similar vertices (that do not form 
a circle) are joined. The links belonging to the SST are shown as full lines. The links 
tha t do not qualify for the SST are shown as dotted lines.
by this operation is a set of disjoint trees. The set of vertices in the forest still span all 
the image so that no vertex is left out. If T  is a tree in a forest, a partition Pi{T) is;
Pi{T) = 1 i i V i £ T  
0 otherwise
(3.1)
Once a partition of a graph has been obtained, the set of partitions has to be mapped 
back onto the image, in order to form the regions. One way to do this is to generate the 
segmentation image such th a t each pixel in one region is assigned a constant intensity 
value. This value is the mean of all the pixels in the region. Therefore, in order to form 
R  regions, the SST algorithm  can be described as follows:
• Map the image onto a weighted graph.
• Find a SST of the graph.
• Cut the SST at the R — 1 most costly links.
• Map the forest onto a segmentation image.
3.3 C haracteristics o f SST
The SST algorithm has some interesting features tha t are worth highlighting. Unlike 
some other global methods, e.g. thresholding, the spatial information about the neigh­
bourhood of each pixel or each region is used, therefore all the regions produced are
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made of connected components. The edges of the regions produced are well defined and 
are not jagged like the ones produced by split-and-merge procedures, for example. The 
regions produced are closed so there is no need for edge linking. Additionally, the edges 
are one-pixel-wide so there is no need for thinning. The segmentation tree contains all 
the information needed to segment the image in a  hierarchical order. This allows the 
user to choose the level of detail needed for the particular application. W hen a new 
region is added, only tha t specific region which is split in two is modified. This means 
that established boundaries do not change as finer details are included. It allows both  
region-based and edge-based segmentation to be performed.
The most evident drawback of the method is also common to other single linkage m eth­
ods. If regions are very different, but they are connected by a set of pixels th a t are 
slowly degrading from one grade of intensity to another, they will be merged, even 
though they have a large overall difference. Moreover, no global information is ex­
ploited. This is particularly inefficient in the presence of noise, where there are spurious 
spikes of intensities tha t are identified as single regions because of their difference with 
their neighbours. These two characteristics together cause the algorithm  to produce 
a large number of small, insignificant regions while merging the fundam ental objects 
together.
A num ber of improvements to the basic formulation of the algorithm  have been pro­
posed in [34], especially in order to overcome the shortcomings of not using any global 
information. The most interesting variation is called Recursive Shortest Spanning Tree 
(RSST) algorithm.
The flowchart of the algorithm is given in Figure 3.4.
3.4 G eneral Form ulation of R SST  and A pplication  to  M ultiple- 
feature S egm entation
The RSST m ethod allows both the weights of the vertices and the weights of the links 
between vertices to contain any kind of information that the user might see fit to exploit 
[101]. It is possible to shape the weight of each vertex in such a way th a t it contains
3.4. General Formulation o f  R S S T  and Application to M ultiple-feature Segmentation
55
IMAGE
image to graph
Store information
,1s the tree compteîe't.
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Find smallest link 
m erge two vertices
(n-1 ) times
Recalculateweights
R em ove  
d u p lica te  links
Edit information
Yes
i
Stop
Figure 3.4: Flowchart of RSST algorithm.
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a combination of features related to the visual information of interest. The weighting 
function between links can be designed as a cost function which represents similarities 
between regions, or equivalently as a distance measure between feature vectors. In
the development of this project, the way to define both weights in order to reflect
the dynamic interrelationship between cues from a perceptual point of view will be 
investigated. This will constitute a new way to express similarities between regions, 
which is to date an open issue.
A spatially digitised image I  can be specified as a two dimensional field of M  x  N  
elements defined on an m-dimensional representation space. Any particular ranking in 
the element space, i.e. raster scan, allows a single-valued indexing of image elements, 
which can be expressed as:
J  =  [ /(O )f( l) . . .  I { M N  -  1)] (3.2)
In general we define an element I(p)  as a  m-dimensional vector:
/(p ) =  [ /o (p )/i(p ) .../m -i(p )]  (3.3)
where Ii(p) is the am plitude of the cue of the p^^ image element. Examples of 
cues are grey-level intensities, colour triplets, motion vectors and so on. Cues such as 
colour are readily available from the image acquisition process while cues like motion 
vectors require additional com putation; typically the application of a motion estimation 
algorithm is needed.
Initially, an image I  is m apped onto a graph
(3.4)
A graph =  {U^L}  is a  collection of vertices U — and a collection of links
L  =  which join all or some of these vertices. The graph is four-way connected
and hence planar. Furthermore, it is weighted by assigning appropriate weights to each 
link. Finally, the graph evolves w ith tim e to allow for a description of the recursion 
which is central to the segmentation algorithm  and this is denoted by ^^(f).
3.4. General Formulation o f  R S S T  and Application to M ultiple-feature Segmentation
57
The algorithm  establishes a correspondence between vertices and regions of the seg­
mented image. Consequently, the complete specification of a vertex needs to contain 
both  the description of cues of interest and the spatial description (i.e. the pixel co­
ordinates) of a  region. For this purpose two auxiliary quantities, Vk (i.e. the vector of 
the cues of interest) and Ek (i.e. the set of pixel co-ordinates), corresponding to ver­
tex £4, are introduced. The graph can now be expressed in the following form which 
explicitly contains a  tim e dependence:
5’ = {£/«, = (3-5)
=  (3.6)
The initial conditions are such tha t each vertex bears a one-to-one correspondence with 
a  pixel in the original image:
% (0) =  I (k )  = [ h ( k ) h ( k ) . . .  I „ . - i ( k ) f  (3.7)
-E'fe(O) — k\ A: =  0 ,1 , . . . ,  M N  — 1 (3.8)
To complete the set of initial conditions, link weights are assigned according to a 
specified cost function. The evolution of the graph in time depends prim arily upon the 
identification of the link with the minimum weight:
Tmin{i) — ^iïi{^/c,z(f)} — Pk x^{ )^ (3.9)
The minimum-weight link connects the pair of vertices ( t^ (f) , Ua(' )^)- The correspond­
ing regions will consequently be merged:
E ^ { t - h l )  = E ^{ t)U E x{ t)  (3.10)
The new region will be reconfigured in space and assigned a new representative value 
for each of the cues considered. If the average is used, for instance, then:
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where ||i?|j is the cardinality of set E.
Vertices not connected with the minimum weight link are not modified:
all k  ^  K, X : Vk{t -}-1) =  Vk{t) (3.12)
all k ^  X : Efc{t +  1) =  Ek{t) (3.13)
Once a new region is formed, link weights need to be recalculated where appropriate. 
Links not connected with the vertex, which corresponds to the newly formed region 
need not be updated:
all {k,l) : {A; 7^  A ^  A} : Lk^i{t + 1) = Lk^i{t) (3.14)
The weights of the links connected to the newly formed region are updated according 
to the corresponding cost function. It should be noted that up to this point no choice 
of cost function has been specified. At the next iteration of the algorithm the weights 
of all the links th a t are connected to the new region are recomputed before the new
minimum-weight link is selected. The links chosen in this way define a spanning tree
on the original graph and the order in which links are chosen defines a hierarchy of 
image representations.
3.4 .1  R S S T  P erform an ce Issu es
The RSST framework provides an autom atic way of obtaining a hierarchical description 
of the picture for an arb itrary  number of regions, exploiting both local and global 
information. It can be flexibly adapted to perform segmentation with the use of different 
features and the joint-use of features. An example of a hierarchical description obtained 
with the RSST is given in Figure 3.5. The results have been produced using only
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intensity Ix,y as a cue for segmentation, as in the original m ethod proposed by [34], the 
notation of which has been reported in Section 3.2.4. The vertex Vi representing the 
region V(a;, y) has weight:
Vi
2 ^ x , y  P x , y { ^ )
(3.15)
At the beginning each pixel is considered to be a separate region and at each stage of 
the iteration the recursion merges two regions together. At each stage the most similar 
vertices, Vi and Vj are merged together and the new vertex Vk representing the new 
region V{x,y)  has weight:
T /  ^ x , y P x , y { i ) f x , y - f P x , y U ) I x , y  m  i n \
E.,yP.Ji)+P..yU) ’
The new partition is Px,y{k) is Px,y{k) =  Px,y{i) + Px,y{j)‘ The link th a t joined vertices 
Vi and Vj is removed and saved.
The test image used here is a frame from test sequence Renata. In this work, three 
test sequences have been chosen to represent general results. Information about this 
m aterial can be found in Appendix A.
As observed in [102], this m ethod tends to be robust to noise, since noisy pixels are 
reduced to single leaves in the tree and they therefore do not influence the growth of 
main regions. This however produces a num ber of small unnecessary regions that have 
to be cancelled by means of post-processing. It can also cause over-segmentation in the 
presence of finer textures th a t tend to have the characteristics of noise.
The use of global information notwithstanding, this method is particularly sensitive to 
the presence of weak boundaries between regions. However, this is a global disadvantage 
of region growing methods.
In this section, the characterisation of the RSST is addressed with emphasis on the com­
plexity, the performance under noisy conditions and the avoidance of over-segmentation 
without recourse to post-processing.
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Figure 3.5: Hierarchical representation of the information. The RSST algorithm allows 
the user to choose the detail of the segmentation. In this case, the sequence is repre­
sented with the respective edge maps at 10000 regions in (a) and (b), 5000 regions in 
(c) and (d) and 1500 regions in (e) and (f).
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C om plexity Issues
The RSST algorithm employed for baseline segmentation is a stepwise optimal algo­
rithm  [103], The link weight function reflecting similarity between regions is a measure 
of the error committed a t each merging step as the region growing evolves. By min­
imising the error at each iteration of the  algorithm, stepwise optim ality is guaranteed.
The algorithm has a nominal com putational complexity of approximately o(n^) for 
an image of n  pixels [104], Optimising algorithm performance with respect to speed 
has not been a priority issue for this investigation. Nevertheless fast versions have 
been proposed in the literature [105]. A non-optimised implementation of the baseline 
algorithm running on a 400 MHz U ltra Sparc 4 CPU server takes approximately 30 
seconds for a ITU Rec.601 frame (i.e. 720 x 576 pixels). For a detailed analysis of the 
complexity of RSST, the reader may refer to [104, 102].
Perform ance in the Presence of N oise
As a test of efficiency of the algorithm, a testing procedure has been designed. The 
test image is a checkerboard (therefore the number of regions in known in advance and 
equal to the number of squares), corrupted by two sources tha t occur quite often in 
real pictures: noise (Gaussian additive noise) and blurring. The effect of the changing 
of the number of segmentation regions, on the segmentation results, has been tested, 
addressing the cases of over-segmentation and under-segmentation. The evaluation has 
been carried out by comparing the amount of noise which is given as an input to the 
segmentation tool and the segmentation error. The noise has been calculated as Peak- 
Signal-to-Noise-Ratio (PSNR), the definition of which is given in Appendix B. Figure 
3.6 summarises the results of this experimentation. In the axis labelled err. in the 
amount of noise given as input is shown as PSNR, measured in dB. The same applies 
for the segmentation error, err. ou t  In the regions axis, the number 0 indicates that 
the segmentation provides the num ber of regions equals to the regions contained in the 
input image, the negative values indicate under-segmentation. The regions are one less 
and two less than the natural number of regions. The same applies to the positive
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Figure 3.6: Assessment of algorithmic performance: response of the algorithm (noise 
produced as output, computed as PSNR in dB) when different levels of (a) Gaussian 
additive noise, (b) blurring or (c) the two sources combined are corrupting the image. 
It is possible to notice a critical level of noise beyond which the algorithm breaks down.
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range in the case of over-segnientation. Fiom the diagram, it is possible to notice that 
there is a critical level of noise in which the algorithms breaks down.
3.5 R elationsh ip  to  H um an V isual P erception
The principal problem affecting existing segmentation algorithms is that the segmented 
regions aie usually not perceptually meaningful. This represents a particularly critical 
difficulty when the segmentation has to be used as a basis for object-oriented video 
coding.
In this section, a necessarily brief overview of the functional structure of the visual cor­
tex is given. The purpose is to provide a simplified model of the Human Visual System 
(HVS) and to verify the correlation of the chosen mathematical model to the process­
ing of a biological viewer. The m athematical details of the visual signal processing are 
omitted since, except for the first region of the visual cortex, the mathematical model is 
not available yet [106]. However, some of the task division attained in the visual cortex 
and the functionalities of some areas are well-known in the psycho-visual community 
and yet not taken into account in the elaboration of new strategies for image processing 
or computer vision.
In this work, it is im portant to take into consideration what is to date known of the 
HVS at least as a useful reference, since the main goal of object-based segmentation is 
to extract meaningful objects for the end-user.
3.5.1 P sych o-v isu a l P er sp ec tiv e
Much of the prim ate cortex is devoted to visual processing.
The visual stimulus is received by photoreceptors in the retina of the eye and transm it­
ted through the optic nerves to one of the lateral geniculate nucleus (LGN), see Figure 
3.7. LGN functions as a connection between the biological imaging device (the eye) 
and the biological visual signal centre, the visual cortex, depicted in Figure 3.8. All 
the information collected by the retina enters the visual cortex from an area called V 1 
or the striate cortex, so called because of its striped appearance.
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Optical chiasm
LGN
t  tPrimary visual cortex
Figure 3.7: LGN acts as a bridge between the eyes and the visual cortex. Simplified 
diagram from [3].
The Visual Cortex
Figure 3.8: Location of functional areas of the visual cortex. Adapted from http  
/ / W W W . hiols.susx.ac.uk/home/George M ather  /.
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Figure 3.9: Schematic structure of functional areas of the visual cortex and their con­
nections.
Hubei and Wiesel [107] were the first to study this area and to publish a detailed 
description in 1962. The striate cortex acts as a hierarchical array of feature detector 
cells. These cells have a structure varying from simple to complex and hyper-complex. 
They are receptive to edges and bars. The structure of VI is a  layered one, with layers 
responding selectively to particular orientations and a hierarchy of feature detectors 
that progressively respond to more and more complex stimuli.
Hubei and Wiesel’s theory was that this hierarchy of feature detectors progressively 
provides a description that spans from the simple to the complicated object, from edges, 
to corners, to surfaces, to more symbolic and abstract objects, such as a Volkswagen or 
a grandmother. This theory contains some flaws that have been exposed. In particular, 
the hierarchy of the processing does not appear to be a simple one, but there is evidence 
of feedback from higher centres of elaboration (feature detectors) to lower ones, i.e. the 
outputs of lower feature detectors can be progressively refined by some higher level of 
processing (Ferster and Lindstoem, 1983 [107]). So there is evidence of the presence 
of feature detectors that collect information from different visual features or cues. The
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question now is in which kind of pathways the information is actually processed and 
is this processing really a hierarchical one? To find the answers to these questions 
psycho-visual scientists turned their interest beyond the striate  cortex towards the 
extrastriate cortex, so called because it does not contain striped cells, like the striate 
cortex. The extrastiate cortex contains a  set of visual areas, which contain retinotopic 
maps of particular visual features or cues as they manifest themselves in the pattern  
of neuronal activity initiated by light response. Some visual areas are straightforward 
to locate and identify, some others are more problematic, therefore the actual number, 
location and function of all visual areas is not yet known. However, a  study of the 
extrastriate cortex of the macaque monkey by Maunsell and Newsome, 1987 [107], 
revealed 19 visual areas. The map of the visual areas and connection are shown in 
Figure 3.9. The cascade of connections is not one of a simple hierarchical chain of 
processing, each area sends outputs to several others and all connections from visual 
areas are matched by reciprocal ones running in the opposite direction. Van Essen 
(1985), [107] introducing a very detailed description of visual pathways, counted at 
least 92 regions. Each pathway can be classified according to the cortical layer where 
they originate or term inate as ascending (from V I) or descending (towards VI). The 
processing made by this connection presents a clear hierarchical organisation through 
different layers. Therefore the ex trastriate cortex seems to have a hierarchical structure, 
but an unusual one, with different centres of elaboration at each layer (or level) and 
extensive feedback for refinement of outputs. W hat kind of functions and structure 
of processing can be envisaged in the layered structure of the hierarchical pathways? 
Maunsell and Newsome 1987 and Van Essen 1985 [107] have carried out extensive 
research.
It leads to functional distinction between visual areas. VI and V2 are areas of simple 
representation. E xtrastriate  pathways are divided into two main directions that operate 
in parallel and are related to motion analysis on one side and spatial layout analysis 
on the other side with colour, shape and object recognition, see Figure 3.10. The 
motion pathway, also called dorsal pathway because it is located in the upper part of 
the visual cortex, runs from VI to medial tem poral (MT) and finally to and medial 
superior tem poral area (MST) and 7a in the parietal lobe. The pathway concerned
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Ventral pathway
Figure 3.10: Dorsal and ventral pathways stem from areas VI and V2. They have 
complementary functionalities. Simplified diagram from [4].
with colour and form, also called ventral pathway because it is located in the lower part 
of the visual cortex, goes from VI to V4 and then to posterior inferotemporal (PIT) 
and finally anterior inferotemporal (AIT). The definition of these areas depends on 
their location: the temporal area of the brain is at the side of the forehead, while the 
parietal area is at each side of the head. The temporal and parietal areas are connected 
to the occipital area in the back of the head, where the prim ary visual cortex resides. 
Anterior indicates the frontal part of an area, posterior indicates the back of an area, 
superior indicates the upper part of an area, medial indicates the middle part of an 
area and inferior indicates the lower pai t of an area. The segregation between these 
layers is not clear cut and there are communications and overlapping, see Figure 3.11.
To summarise, the signal travels from the eye, through the optic nerve, to a LGN. The 
VI aiea (striate cortex) receives the information from the LGN. It roughly analyses 
region by region the retinal contours and is connected to V2, where the extrastriate 
cortex begins. VI acts as a bank of edge detector filters and it is organised in a 
hierarchical way. Some of the cells in VI show a very high selectivity to orientation, 
others have a rather more concentric receptive fields, which appear like blobs and are 
more sensitive to opponent-colour [108]. These cells provide a rather patchy input 
to the following area in the extrastiate cortex indicated as V2 [109]. V2 contains an
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Parietal lobe
Junction between: 
temporal (T) 
partietal (P) 
and Occipital (O)
Superior
temporal
area
Figure 3.11: Temporal (T), parietal (P) and occipital (O) lobes locations. The lobes 
are interconnected. Simplified diagram, originally found in [5].
approximate retinotopic map of the features presented in VI. From V2 two pathways 
arise: the ventral pathway and the dorsal pathway [110]. The ventral pathway consists 
of V3, V4 and the infero-temporal cortex. V3 is concerned with the perception and 
localisation of textures [111]. V4 performs colour processing, enforcing colour constancy 
in the opponent-colour domain [112]. The infero-temporal cortex is involved in object 
recognition and visual memory. The dorsal pathway is constituted by V5 (also called 
MT), MST and 7a [112]. V5 and MST are instrumental to motion detection, the MST 
being more sensitive to angular motion. The ventral intraparietal (VIP) and 7a regions 
are involved in visual attention and 7a also provides an attention mechanism to motion 
detection.
Is the elaboration carried out by each of the parallel pathways hierarchical? Accord­
ing to Zeki (1980) the pathway concerned with form and colour analysis ranges from 
very selective towards small differences in wavelength to less selective and a degree of 
colour constancy is shown. So there is a separation between luminance and chromi­
nance components. The theory which has more respect to date is that the processing 
of information is carried out in a parallel way in separated pathways {primal visual
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pathway theory). In each area of layer of processing the information is processed in 
a hierarchical way. Additionally, the parallel pathways are not to be considered sepa­
rately because there are extensive connections between areas, w ith feedback to lower 
areas of processing, that presumably help in refining the elaboration [107].
All the elaboration carried out by these visual areas is also influenced by memory a t­
tention and organisation of the behaviour. So that psychologists suggest that there 
are actually two kinds of segmentations, one is an attentive and the other is non a t­
tentive [113]. However, we are interested in non-attentive processing, as also among 
psychologists there is agreement th a t early vision is more concerned with non-attentive 
segmentation [114, 107]. This should also be the realm of a general-purpose object 
segmentation algorithm.
The problem of the combination of the outputs of different visual areas is still an open 
one in the psycho-visual community. It is often referred to as the binding problem. 
In [115] an attem pt of an answer is provided: the way of combining outputs from 
different visual areas would be the result of a set of rules learned through experience 
and evolution and wired in the folds of connections between different visual areas.
All these concepts are represented in Figure 3.9, where the structure of the visual cortex 
has been simplified to include only the areas th a t have been more widely studied and 
the path  of connection has been pruned to include only the connections between these 
latter areas. As far as a non-attentive segmentation mechanism is concerned, the areas 
of interest end with V4 and V5.
From this description, it is perhaps possible to appreciate the complexity of the struc­
ture of the visual cortex. Modelling of the HVS for reverse engineering purposes is 
attracting  increasing interest from the image processing community. However, much 
work needs to be devoted to:
• The identification of the functions of each of approximately 92 visual areas.
• The identification of the network of connections between visual areas and their 
m utual influence.
• The mathematical modelling needed for description, engineering and simulation.
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In this work, a limited number of visual areas have been taken into consideration for 
analysis, since their function seems understood. A limited number of connections is 
taken into account. No mathematical modelling is considered, since no m athematical 
framework is available after the area VI. Only areas concerned with pre-attentive 
segmentation are of interest for this work, since no a priori information should be 
incorporated in a generic model. The work will be therefore based on concepts gathered 
from psycho-visual perception.
These concepts can be summarised as follows, for the structure of the early human 
visual system:
• Spatial and tem poral processing are carried out in a separate and parallel fashion.
• There are different visual areas, each of them concerned with the elaboration of 
different features. In particular, motion information is processed in parallel to 1 
and texture information.
• There is a layered structure with hierarchical processing of the features inside 
visual areas and visual pathways.
• There is feed-back between different layers and different visual areas.
Parallel methods for object based segmentation of the information seem more motivated 
from the psycho-visual perception point of view. Hierarchical methods of segmentation 
can bee seen as perceptually motivated but only in the case of single-feature segmenta­
tion: in fact single visual areas and pathways have a hierarchical structure. However, 
as far as the processing of multiple-features is concerned, the prevailing psycho-visual 
theory is the one of parallel independent processing of spatial information, i.e. texture 
and colour, and tem poral information, i.e. motion, although there is extensive interac­
tion between the two pathways. It is also useful to remember that the two pathways 
act on common information which is supplied by VI in terms of edges and V2 in terms 
of colour patches.
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3.6 C onclusions
In this section, the RSST framework has been reviewed as an effective m ethod to obtain 
segmentation and representation of video information.
The RSST framework has been presented in [34] and then further adapted as a tool to 
perform region-based coding in [116], colour segmentation in [117], motion information 
in [62] and texture segmentation in [118].
In this section, an extension of the RSST framework has been presented in order to 
achieve multiple-feature segmentation by means of the association of a feature vector 
to each vertex of the graph and the use of a multi-dimensional cost function. The 
novelty of this approach is related to the extension of the RSST framework to the 
multiple-feature segmentation application [93, 101].
The correlation of the RSST framework to the HVS has been investigated by present­
ing a simplified model of the HVS functionalities, based on well-accepted evidence of 
psycho-visual studies into mammalian visual perception. From the comparison of these 
two models, it looks evident that, while a graph-based segmentation m ethod is well- 
timed with current state-of-the art endeavours to develop a hierarchical object-based 
representation, this m ethod does not share any similarity with biological processes of 
obtaining meaningful objects.
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C hapter 4
Feature E xtraction and 
Segm entation
4.1 In trodu ction
Object-based segmentation of video objects is effectively segmentation of moving ob­
jects for this application, since it is difficult to identify still meaningful objects without 
the use of higher level semantics.
While motion is a fundam ental source of information, in multiple feature segmentation, 
motion, which prescribes a  global property of the object, has to be fused with local 
properties like colour or texture.
This chapter discusses how to extract features of interest and how to obtain meaningful 
segmentations of video sequences using single features. The requirements needed for 
feature extraction and segmentation are:
• generality
• simplicity
• robustness
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4.2 M otion  Segm entation
Motion is a cue of fundam ental importance both for the definition and the localisation of 
objects. It has been pointed out that, for video content extraction, it is very difficult to 
define a meaningful object without a priori knowledge of the application and the scene 
itself, unless motion is present. Moving objects are meaningful entities, articulated 
in different parts. Motion information gives also a clear indication of the position of 
such objects in the scene, restricting the area of search for entities tha t share common 
meaning and properties.
In this section, the problems of motion estimation and motion segmentation are ad­
dressed. Particular emphasis is directed at labelling under very broad assumptions, 
therefore enforcing the segmentation with some information about the meaning of the 
objects themselves. The verification of the consistence of such labelling and a novel use 
of the information provided by model outliers have also been addressed.
4.2 .1  R o le  o f  M otion
Motion is a powerful cue used by viewers to extract objects of interest from irrelevant 
details. In this sense, a sequence of images is more meaningful than  a still image 
because motion strongly indicates the presence of a meaningful object. An indication 
of the importance of motion, as a source of information about the objects present in 
a  sequence, is the fact that the first object-based segmentation techniques rely on the 
motion information only.
In imaging, motion arises from relative displacement between the sensing system and 
the view that is being observed.
A classification of methods used for motion estimation can be achieved on the basis of 
motion models, estimation criteria, and search strategies [106, 119].
Some preliminary notation is needed. It is possible to refer to both continuous and 
discrete representations of motion and images, with bold characters denoting vectors. 
Let X =  (x, y)'^ be a spatial position of a pixel in continuous coordinates, i.e. x  £ 
within image limits. Let R  denote the image intensity at time t. Before the images can
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be digitally m anipulated they have to be sampled and quantised. Let n  =  (711, 722)^ 
be the discretised spatial position of the image corresponding to x. Similarly let k 
be a discretised position in time, denoted The trip let (n i,r i2, /c)^ belongs to a 3-D 
sampling grid, for example a 3-D lattice. Motion in continuous images can be described 
by a velocity vector v =  {v\,V2Ÿ ' , where v(x) denotes the velocity field or motion field. 
The computation of this dense field is often substitu ted  by the com putation of a small 
number of motion param eters ht, by means of a known transform ation. For discrete 
images, the notion of velocity can be substituted by displacement d , given that the 
sampling period is constant and known a priori.
M o tio n  M o d e ls
The goal of motion estimation is to estimate the motion of image points, tha t is to say 
2-D motion or apparent motion. Such a motion is due to the 3-D motion of a camera 
arid/or the motion of 3-D objects in a scene.
Two simple models are successfully used.
• The velocity can be expressed by two param eters as:
v(x) = (4.1)
y h  j
This is a  2-D translational model where param eters b  =
This model can approximate very closely the motion field in most natural images 
and it is widely used for compression.
The velocity can be expressed by six param eters as:
v(x) =
\
61 
h  j
-I- (4.2)
This is known as affine motion model.
The translational model in Equation 4.1 is a particular case of the Equation 4.2.
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Tem poral M otion M odels
Temporal motion models aim to model the trajectory followed by a point x  =  {x,y)  
through time. The simplest model is to assume that the trajectory is linear and the 
point X =  {x,y) is moving with constant velocity between the times t  and r { r  > t). 
Therefore, the position of a point at time r  can be expressed according to Equation 
4.3:
x(r) =  x(i) 4- vt(x){r - t )  = x{t) +  di,7-(x) (4.3)
W here df^r(x) is a  displacement vector measured in the positive direction of time. 
The use of a linear trajectory, which embeds the 2-D translational model presented in 
Equation 4.1, is used very effectively in practice for motion estimation. In this case, the 
goal is achieved estim ating the two parameters of the velocity b =  (61, 62)^  =  (ni,U2)^.
R egion of Support
The set of points x  to which a spatial or temporal model is applied is called the region 
of support, 7Z. Typically, four kinds of region of support are considered:
1. 77. =  whole image. This is suitable for the camera motion analysis.
2. 7Z =  one pixel. Typically, for this region of support, the 2-D translational model 
represented by Equation 4.1 is used together with the temporal model expressed 
by Equation 4.3.
3. 71 = rectangular block of pixels. Typically, for this region of support, the 2- 
D translational model represented by Equation 4.1 is used together with the 
tem poral model expressed by Equation 4.3. This has been successfully applied 
for all digital compression standards.
4. 77. =  irregularly shaped region. Regions 77. are expected to be object projections. 
Typically, for this region of support, the 2-D translational model represented by 
Equation 4.2 is used together with the temporal model expressed by Equation 
4.3.
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O b se rv a tio n  M o d e ls
Motion arising in a sequence of images is perceived by the hum an viewer as a variation 
in intensity or colour. Therefore, the relationship between the variation in intensity and 
trajectory of a point in an image carries information for the estim ation of the motion. 
The general assum ption is that the intensity of a point remains constant along the 
motion trajectory. For tem porally and spatially sampled images, this means:
4 ( n )  =  /(A;_i)(n -  d) (4.4)
where If:{x{tk)) = /jt(n), t  =  and r  =  according to the notation used for 
Equation 4.3.
In Section 4.2.2, the intensity constancy constraint will be expanded and analysed in 
more detail. It is however interesting to notice th a t the intensity constancy constraint 
does not hold in the case of variation of illumination of the scene. In this case, con­
straints based on the constancy of the spatial gradient in the direction of the motion 
can be formulated.
E s tim a tio n  C r i te r ia
The goal of motion estim ation is to fit the observed data  to a model tha t approximates
the real motion field as accurately as possible, according to the specifications of a
particular application. The models presented have to be described through an objective 
function, representing the error made in the approxim ation or the closeness of the 
approximation to the real solution. The estim ation criteria have then to be optimised.
Since a dense motion field has been used in this work, let us review the pixel-domain 
estimation criteria. They are usually produced by the intensity constancy criteria seen 
in Equation 4.4. These criteria aim to minimise an error function, for example the one 
expressed by Equation 4.5:
€fc(n) =  4 .(11) -  4 ( n )  (4.5)
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Where £A:(n) is the error made approximating the observed data  4 ( n )  with the model 
Ik(n).  The error made in the approximation is derived from the intensity constancy 
and the smoothness constraints. This will be discussed in the Section 4.2.2, together 
with the choice of the estim ation criterion, which can be made robust to errors arising 
from the choice of the model.
Search Strategies
Once the models have been fitted to the estimation criterion, it is necessary to compute 
the estimates of the motion param eters by means of a search strategy. Instead of giving 
a list of search strategies, which would be long and incomplete, two of the most widely 
used strategies, which are of interest for this work, are mentioned here:
• Matching is a way of minimising the approximation error where motion candidates 
are compared with the original observation within a certain region of support. The 
best match becomes the optimal approximation.
• Gradient-based techniques are developed into Taylor expansions of the image func­
tions 4 - 1  (n  -  d (n )). It is necessary to take into account th a t the Taylor series 
expansion is valid only in the immediate vicinity of the initial d.
4 .2 .2  R o b u st O p tic  F low  E stim a tio n
In [120], com putation of correspondences between points of interest and computation 
of optic flow are presented as complementary approaches to dynamic image analysis.
Optic flow com putation requires a  small time difference and no significant changes 
between consecutive frames. It produces a vector indicating motion direction and 
velocity for possibly all image points (dense optic flow) using the minimum amount of 
information regarding the objects of interest (it is suitable for object model-independent 
analysis). It is therefore a technique well suited to produce the motion information 
required for the specifications of this project.
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Optic flow reflects the changes occurring in an image due to the motion in a  interval of 
time dt. It produces a motion field as a two dimensional projection across the image of 
a  three dimensional motion [6].
Optic flow com putation is based on the following two assumptions:
• The observed intensity of any object point is constant in time (intensity constancy 
constraint).
• Nearby points in the image plane move in a similar manner (velocity smoothness 
assumption).
The intensity constancy constraint is represented by the Equation 4.4. Let s be a 
variable along the motion trajectory. The intensity constancy constraint can be re­
w ritten in the continuous case as expressed by Equation 4.6:
ds — 0 (4.6)
Therefore, the intensity constancy constraint requires the directional derivative in the 
direction of the motion to be zero. Since I  =  this equation can be expanded,
using Taylor expansion truncated at terms higher than the first, as in Equation 4 .7 :
d l  , d l  d l  d l
(4 7)
Where V =  {dfdx,  dJdyŸ '  is the spatial gradient and v  =  (ui,U2)^. Equation 4.7 can 
be used to compute the velocity v. One wants to find the param eters of the model of 
V, in such a way tha t fitting the model of the velocity to the da ta  available (in this 
case the intensity gradients) approximates Equation 4.7 best. This means that the 
error £d(v) caused by the approximation of the optic flow with the use of the intensity 
constancy constraint should be minimised. Therefore, Equation 4.7, in the continuous 
and discrete form, is called the data conservation constraint :
£d (v ) =  ^V ^ /(x )v (x ) -i- (4.8)
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Equation 4.8 does not specify the optic flow completely, so the smoothness constraint 
is introduced. Full details can be found in [42], The idea of the smoothness constraint 
is that the velocity should change slowly in a given neighbourhood, tha t is to say, 
neighbour pixels should share the same or very similar velocity. The variation of the 
velocity, 6g(v) can be expressed by the squared gradients in the x  and y  of the horizontal 
and vertical components of the velocity, here indicated as v\ and V2’.
^s(v) =  (l|V (u i(x ))||2  +  ||V (î;2(x ))||2) (4.9)
The variation of the velocity sg(v) should be as small as possible. This consideration
gives the idea of minimising an objective function representing the error made by the
approximations introduced by the intensity and smoothness constraints. The objective 
function to be minimised can be w ritten as Equation 4.10;
e(v ) =  £d (v ) -1- Aeg(v) (4.10)
This is a formulation which seeks to minimise the weighted error of the optic flow equa­
tion and the pixel-to-pixel variation of the velocity field. The brightness constraint can 
be violated by motion boundaries, shadows, reflections or changes in illumination. The 
smoothness constraint forces the local flow to be close to that of its neighbour. W hen a 
motion discontinuity occurs, a  smoothing along the boundary is present. This reduces 
the accuracy of the information obtained by the motion estimator at the boundary. 
The violation of the constraints results in gross measurement errors that are referred 
as outliers. There is a need for techniques tha t are robust to outliers and can therefore 
cope with violation of the model chosen to represent the problem. Robust estimation is 
designed to decrease the sensitivity of the measurement to violation of the model [121]. 
This is achieved by means of robust statistics, whose goals are [12]:
• To describe a model th a t fits the data  better,
• To select da ta  points tha t violate such a model for further processing, if needed.
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Figure 4.1: Differences in the influence of non-robust (first row) and robust (second 
row) estimators.
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The problem of fitting a certain model to the data is approached by minimising a 
function of the error made when approximating the observed data  with a  set of given 
assumptions- If e is the error function presented in Section 4.2.1, the minimisation 
criterion can be summarised as in Expression 4.11:
min ^  0(6(n)) (4.11)
n6%
Where 0  is the estimator. W hen the errors are normally distributed, the optim al es­
tim ator is a quadratic one, which corresponds to the maximum likelihood estimation 
criterion. This formulation gives rise to the standard least-squares estimation problem. 
Defining as outliers the points that do not fit to the actual model and therefore generate 
a  large error in the approximation, the quadratic estimator is not robust to the presence 
of outliers. This can be shown by an influence function W, which is the derivative of 
# , as shown in Figure 4.1. A robust estimator is an estimator which is insensitive to 
small deviations from the assumptions on which the minimisation is based [122] (what 
is usually indicated by small deviation is that a small number of data exhibit a large 
deviation) [122]. Intuitively then, the function as a derivative of the estim ator 0  
according to the estimation error e, shows the sensitivity of the estimator to increasing 
values of error, hence the influence of the outliers [123]. Mathematically speaking (the 
interested reader is referred to [124] among other texts for the complete mathematical 
treatm ent), the function # i s a  weight factor of the function, dependent on the estima­
tion error, which needs to be minimised. If ^  increases with an increase in the error, 
then the influence of outliers becomes notable. For a robust estimation, the influence 
function Ÿ has to remain constant or decrease for large values of the error.
This behaviour is illustrated in Figure 4,1. In the case of the quadratic (least-squares) 
estimator, the influence of the outliers increases linearly without bound. In contrast to 
this, in the case of the Lorentzian estimator, the influence of outliers increases only up 
to a fixed threshold and then the influence goes to zero. Such estimators are presented 
as robust estimators.
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Motion Model Affine (Equation 4.2)
Temporal model Linear (Equation 4.3)
Estim ator Quadratic
N 9
0 1
Table 4.1: Param eters for the LS experiment.
Experim ent: Least Squares versus R obust Estim ation
In this project, the dense optic flow field has been estimated using a least-squares (LS) 
estimation formulation as in [125] and a robust estimation (RE) formulation with a 
Lorentzian kernel as in [12].
In [125], a gradient-based technique is applied. The data  constraint of Equation 4.8 is 
applied to a patch of an image of dimension N x N .  An affine model is fitted to the data  
using a quadratic estim ator. Each measurement is assumed to carry errors distributed 
according to a Gaussian of given a. The parameters used for the LS experiment are 
summarised in Table 4.1.
In [12], a gradient-based technique is applied. In contrast to [125], both data  and 
smoothness constraints (Equation 4.8 and Equation 4.9 respectively) are used to find 
the estim ator error e. A robust Lorentzian estimator $  =  log ^1 + ^  j  is used. This 
approach is a multi-resolution approach. The following is a description of the multires­
olution m ethod proposed in [12], the software of which has been used to obtain a dense 
optic flow in this work. However, the reader should be aware of a theoretical approach 
to multiresolution analysis, called the Renormalization Group Transform [126], where 
a model needs to be defined only for one level of the pyramid, since this is sufficient 
to define the 2 at each other level. In [12], a t first a Gaussian pyramid consisting of 
L  levels is built. At the coarsest level of the pyramid, the motion model param eters 
are set equal to zero. At finer levels of the pyramid the estimated motion param eters 
are propagated. This m ethod requires the determination of three parameters, oi, 02 
and (J3, for each level of the pyramid. Param eter oi is related to the estimator of the 
da ta  constraint and param eters erg and 0-3 are related to the smoothness constraint for
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Motion Model Affine (Equation 4.2)
Temporal model Linear (Equation 4.3)
Estim ator Lorentzian
L 5
Si 10.0
S 2 1.0
S3 1.0
Si 10.0
S2 0.05
S3 0.05
/ 0.5
Table 4.2: Param eters for the RE experiment.
the horizontal and vertical components of the optic flow. Let 5 i, S2 and S3 indicate 
param eter values for the first level of the pyramid and s i, S2 and S3 param eter val­
ues corresponding to the last level of the pyramid. At each level of the pyramid, the 
parameters a  are decreased by a factor / .  This method outputs a map of outliers to 
the data  and the smoothness constraint [43]. The definition of outliers depends on the 
values of s i, sg and S3. The param eters used for the RE experiment are summarised 
in Table 4.2. This algorithm can also be used for top-down motion segmentation of 
multiple moving objects [43]. At each level of the pyramid, it outputs the dominant 
motion and selects the outliers for further analysis.
The results obtained are shown in Figure 4.2. In this Figure, the horizontal component 
of the displacement field for a couple of adjacent frames of the test sequence Renata is 
shown in shades of grey.
It is possible to see that the motion boundaries are rendered more accurately by the RE 
method. The LS method suffers from over-smoothing at the motion boundaries. The 
robust method shows sharp motion boundaries, while being smoother in the interior of 
the object.
Therefore, the robust formulation has a  higher potential for accurate motion segmen-
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Figure 4.2: Example of horizontal optic flow component. The translational motion flow 
is obtained in (a) using LS method and in (b) using RE method. Segmentation using 
the RSST framework for 500 regions in (c) in the case of LS method and in (d) in the 
case of RE method.
tation, as will be shown in the next section.
4 .2 .3  M o tio n  S eg m en ta tio n  using th e  R SST
The dense optic flow produced by a motion estim ator can be used for motion segmen­
tation within the framework of the RSST. As an initialisation step, RSST requires a 
one-to-one mapping between any image pixel I and a feature vector V)^^(O), describing 
various attribu tes of the pixel at the iteration 0 of the process.
For motion-based segmentation, every pixel I is assigned horizontal and vertical com­
ponents, respectively u/(0 ) and u/(0 ), of the dense optic flow [101], as expressed in 
Equation 4.12:
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V ,^{0) = h (0 )t'i(0 )] (4.12)
It is worth noticing that, assuming I = n  = { n i ,n 2), U((0) =  di{l) and u/(0) =  d,2{l), 
according to the notation used in Section 4.2.1. The reason for this change of notation 
is the need to incorporate indices for the different iterations of the algorithm.
Each link between two generic vertices I a n d & a ta  generic iteration t, is given by 
and defined according to Equation 4.13:
Lkllii) =  Wk{t) -  ui{t)\ +  lujfcW -  vi{t)\ (4.13)
Where | • | is the L i norm. As indicated before, and relate to single feature
or cue segmentation using motion measurements. Horizontal and vertical components of 
the optic flow fleld u{t) and u(() have been normalised in order to have the same dynamic 
range. Choice of cost functions to represent link-weights and feature normalisation will 
be discussed in more detail in Sections 5.2.1 and 5.2.2 respectively.
Motion segmentation with the RSST framework is achieved as a  bottom -up iterative 
process. At each iteration, the two most similar vertices in the graph Q{t) are merged. 
This is achieved minimising the cost function representing the link between vertices:
minL]tf/(t) V(/c,/) G P(f), (A: ^  /) (4.14){h,i)
The vertices {k , A) corresponding to arg(miujk,() are merged and vertex values are up­
dated as in Equation 3.11. The links to the vertices adjacent to the newly formed 
vertex are also updated and circles within G{t) are deleted.
Experiments have been carried out within the RSST framework using a dense motion 
field from a least-squares motion estim ator [125] and a robust motion estim ator [12]. In 
Figure 4.3 the results of the segmentation performed on the test sequence Renata are
shown. In Figure 4.3 (a) the result of the segmentation obtained using the RSST and
a LS estimator is presented. In Figure 4.3 (b) the result of the segmentation obtained 
using the RSST and a RE technique is presented. As it is possible to notice from the
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(b)
Figure 4.3: Segmentation of dense motion field in (a) using a LS method and in (b) 
using a RE method. Both segmentations contain 100 segments.
inspection of Figure 4.3, more meaningful results are obtained with the use of a robust 
motion estimator.
In Figure 4.4, the moving object segmentations obtained for different frames of test 
sequences Renata^ Mobile and Calendar and Garden are shown. These segmentations 
have been obtained using a robust motion estim ator. The segmentations are generally 
meaningful and consistent, especially the segmentations of the garden sequence, since 
the only motion is a translational motion of the camera. In the Mobile and Calendar 
sequence, different motions are present. Together with translational camera motion, 
the train is translating horizontally and the calendar is translating vertically. The ball 
is translating horizontally and rotating and, at around frame 40, it stops and it is moved 
by the train. All these objects are located by the segmentation.
More challenging for the analysis of motion is the test sequence Renata. There is only 
one foreground object in the scene, but its motion changes from purely translational
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at a  constant velocity to decelerating, stopping and then moving at almost the same 
speed as the camera. There is also rotational movement of parts of the object. This 
sequence proved to segment. The difficulty appears at around frame 40, where the 
object is rotating and translating at almost the same speed as the camera and where 
there is a  global zoom of the camera.
The diagrams in Figure 4.5 show the error made during the segmentation of different 
frames belonging to the described test sequences. The performance is evaluated with 
the use of the Mean Squared Error (MSB) metric (see Appendix B, Definition B .l). 
The diagrams dem onstrate th a t the performance decays as the number of regions ap­
proximating the scene decreases. They also provide a way of estimating the complexity 
of the sequence in term s of motion segmentation. In fact, they highlight the frames 
where the segmentation becomes problematic, therefore signalling when the assump­
tions encoded in the segmentation criteria are insufficient. This is particularly evident 
in Figure 4.5 (a), where the error made around frame 40 of the test sequence Renata 
is much higher than in the other frames of the same sequence.
From Equation 4.13, it can be seen that the segmentations presented within this frame­
work are a piecewise optimal solution to motion segmentation. In this case, the motion 
model is represented by Equation 4.1. This assumption holds true in many practical 
situations. However, this model will not perform very well for object rotation or accel­
eration. The latter happens around frame 40 of the sequence Renata in Figure 4.4, for 
example. This problem could be addressed by using a more complex motion model as 
reported by [62]. In the cited work, motion segmentation is addressed within the RSST 
framework. During each iteration, a  function representing a 2-D affine model, like in 
Equation 4.2, is minimised.
The relationship between these two different approaches to motion segmentation with 
RSST is to be found in the nature of RSST as a  framework for producing piecewise 
approximations of the image attributes. In the approach presented by [62], the search 
is for an optim al piecewise-smooth approximation of the motion field, which is obtained 
by a higher order model such as the 2-D affine model. In the proposed approach, the 
search is for an optim al piecewise-constant approximation of the motion field, which is
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Figure 4.4: Results of the segmentation using RSST on the basis of translational com­
ponents of optic flow for test sequences Renata (first column), Mobile and Calendar 
(second column) and Garden (third column).
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Figure 4.5: MSE of segmented motion fields for test sequences: (a) Renata^ (b) Mobile 
and Calendar and (c) Garden.
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consistent with the assumption of a 2-D translational motion (compare with Equation 
4.1).
4 .2 .4  D eriva tion  o f  M otion  F eatures from  T ïa n sla tio n a l O p tic  F low  
C om p on en ts
In Section 4.2.3, it has been highlighted how more complex models are to be used for 
covering the occurrence of motions tha t are not described completely by the 2-D trans­
lational model. The common approach to solving this problem is to use higher order 
param etric models. These have also been employed with the RSST framework. The 
main drawbacks of these models are two. They require a larger region of support 71 
than  a single pixel, as used in the initialisation grid for segmentation. The com puta­
tional complexity of updating the model at every interaction of the RSST procedure 
increases with the number of parameters in the motion model. For this application, it 
is necessary to describe more complex motions. It is required to have a dense field of 
motion features, so that the RSST can be initialised at the finest level. For computa­
tional reasons, the motion features should be calculated beforehand and then included 
in a simple optim isation criterion.
In [127], the use of features derived by translational components of the optic flow and 
describing rotation, translation and zoom in the compressed domain are reported. The 
features have been applied to the problem global motion compensation. In that work, 
the translational components of the optic flow are used to derive a descriptor of global 
rotation and zoom. In the present work, the same principles are applied to obtain a 
dense indicator of rotation. Let us take into consideration the rotation of an object in 
the 2-D plane of the image.
W ith reference to Figures 4.2.4 and 4.7, if a point belongs to an object undergoing 
rotation, it will follow a circular trajectory dependent on the distance of the point from 
the centre of rotation. The vector v  =  [%%, Vy] representing the velocity of the point will 
be tangent to the trajectory. Let us consider two points Pi and P 2 that are neighbours 
in a regular 2-D image grid and aligned in the horizontal direction. Let I be the distance 
between two adjacent pixels (in the vertical and horizontal direction) and let nl be the
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Figure 4.6: Optic flow of a rotating object, taken from [6].
Figure 4.7: Schematic representation of rigid 2-D rotation of points P\ and P2 aligned 
horizontally.
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distance of point Pi from the origin of the reference system, so that n  is the abscissa 
of pixel P i . Using <p as the angle of rotation:
v i =  nZtan(0) (4.15)
and
V2 =  (n +  1)1 tan(0) (4.16)
Thus,
v i -  V2 =  / tan(<j6) (4.17)
and
0 =  arctan (4.18)I
T hat is to say, in continuous terms and with sampling step I in the image grid:
(/) = arctan ( ^ )  (4.19)
In the case of neighbours aligned in the vertical direction:
(f) =  arctan (4.20)
This leads to the physical measure of the curl of a vector field. It characterises the 
amount of rotation th a t the field is undergoing and it can therefore be exploited as a 
measure of rotation for the purposes of this application. For a field F  corresponding to 
a uniform rotation in the 2-D plane of the image as in Figure 4.8, the curl is expressed 
by Equation 4.21:
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Figure 4.8: Optic flow generated by uniform rotation.
Figure 4.9: Optic flow generated by uniform divergence.
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where ^  and Fy are the components of the field in the horizontal and vertical direction 
and k  is the direction perpendicular to the plane of the image.
The use of gradients (like curl and divergence) of the optic flow has been advocated to 
interpret three dimensional modelling of the scene by the HVS [128, 129].
In computer vision, first-order gradients of the optic flow have been employed for motion 
analysis [130]. In [127], the translational components of the optic flow are used to 
calculate the global camera zoom parameter. A field like the one occurring in the case of 
a global zoom (see Figure 4.9) occurs for an object moving in a direction perpendicular 
to the one of the image plane or for an object rotating about an axis lying on the image 
plane. It is therefore useful to obtain a quantity describing the occurrence of this effect 
locally in the flow, in order to characterise the object motion better. This is equivalent 
to computing the divergence of a field F  (a scalar quantity), which is expressed, for a 
two dimensional field, by Equation 4.22:
=  ( - )
In addition to these motion features that broadly represent rotation and are computed 
on the optic flow associated to a single frame, it is possible to define a feature represent­
ing acceleration. Acceleration computed on an inter-frame basis according to Equation 
4.23:
Inter-frame and intra-frame motion features will be used in conjunction with the trans­
lational components of the optic flow to complete the criteria for the segmentation 
within the RSST framework. The following notation will be used. Feature c is the 
curl, computed using Equation 4.21 applied to the discrete image domain at a location 
n. Feature d is the divergence calculated using Equation 4.22. Feature üu is the hor­
izontal component of the acceleration and feature a„ is the vertical component of the 
acceleration as defined by Equation 4.23. The subscripts k and I refer to two generic 
image pixels or image regions, as vertices in a graph. All the motion features have
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been normalised so tha t they have the same dynamic range. In the definition of the 
cost function, the argument i, indicating the iteration, is om itted for brevity. The cost 
function representing the combination of different motion features is now expressed by 
Equation 4.24:
= kt -  Ui\ + \vk -  Vi\ + \ck -  Ci\ + \dk -  di \ + \üuk -  flu, I -b l^vk -  ^vi I (4.24)
The cost function of Equation 4.24 has been used to perform a series of experiments 
to evaluate the information gained using rotational intra-frame and acceleration inter­
frame motion features in addition to the usual translational components of the optic 
flow. The experiments presented in Section 4.2.3 have been repeated using the cost 
function of Equation 4.24. The results obtained have been compared with the ones 
obtained using cost function of Equation 4.13.
In the discussion, Equation 4.13 will be indicated as Equation A and Equation 4.24 
will be indicated as Equation B. The results relative to Equation A will be indicated as 
obtained in the presence of translational motion features only. The results relative to 
Equation B will be indicated as obtained in the presence of multiple motion features.
The performance evaluation obtained for test sequences Renata, Mobile and Calendar 
and Garden is reported below. Figure 4.10 shows the comparison of the MSE obtained 
from the difference between the original dense optic flow and the segmented optic flow, 
indicated by E t . E t  is the error made approximating the translational components of 
the optic flow. It can be seen that the performances obtained from the use of Equation 
A and Equation B are quite similar. However, Equation A yields better approximations 
of the translational components of the optic flow.
Let us globally indicate curl and divergence of the optic flow as rotational features 
of the optic flow. Let us indicate with E r  the MSE obtained from the difference 
between the original rotational features of the dense optic flow and the segmented 
rotational features of the optic flow. Let us indicate with E a the MSE obtained from 
the difference between the original acceleration calculated from the dense optic flow 
and the segmented acceleration.
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Renata Mobile and Calendar Garden
M S E Equation A Equation B Equation A Equation B Equation A Equation B
E t 229.73 275.32 47.09 51.61 1025.8 829.63
E r 183.92 68.10 109.26 42.61 550.03 206.15
E a 317.31 130.97 104.81 63.76 699.02 206.94
T E 750.96 473.97 294.17 157.99 2274.6 1242.7
Table 4.3: MSE of the segmentation using motion features for test sequences Renata, 
Mobile and Calendar and Garden.
Figure 4.11 shows a comparison of the MSE relative to E r  and E ^  in the case of 
segmentations obtained from the use of Equation A and B. In both  cases, the use of 
the cost function expressed by Equation B yields a more accurate segmentation of the 
original motion features.
Therefore, taking into account the overall error T E  obtained from the sum of errors 
E a , E r  and E a , the use of multiple motion features results more advantageous than  
the sole use of the translational components of the optic flow. This is summarised in 
Table 4.3.
Finally, in Figure 4.12, the moving object segmentation of frames 34 — 38 of the test 
sequence Renata is presented. In  the column on the left, the segmentation obtained 
with the use the cost function of Equation A is presented. In  the column on the right, 
the segmentation obtained with the use the cost function of Equation B is presented. 
In this section of the sequence, the moving object presents a complex non-rigid rota­
tional motion along an axis lying roughly in the vertical direction of the image plane. 
This movement is very gradual. It can be seen fi*om inspection of Figure 4.12 how the 
segmentation with the use of the translational components only loses accuracy grad­
ually. This is apparent a t the boundaries on the right hand side of the object (from 
the observer point of view). W ith  the use of the cost function of Equation B, the 
determination of the left hand side boundaries of the object improves notably.
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Figure 4.10: MSE of translational optic flow components: comparison of performance 
of the cost function of Equation A (translational features) and of the cost function of 
Equation B (multiple motion features). Test sequences: in (a) Renata, in (b) Mobile 
and Calendar and in (c) Garden.
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Figure 4.11; Comparison of performance of the cost function of Equation A (transla­
tional features) and of the cost function of Equation B (multiple motion features). E/f. 
in (a) Renata , in (c) Mobile and Calendar and in (e) Garden. E^- in (b) Renata., in 
(d) Mobile and Calendar and in (f) Garden.
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Figure 4.12: Moving object segmentation obtained with the use of RSST: using the 
cost function of Equation A (translational features only) and using the cost function 
of Equation B (multiple motion features).
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4 .2 .5  E s t im a t io n  o f  N u m b e r  o f  M o v in g  O b je c ts
A crucial decision relating to every segmentation procedure is the determination of the 
number of segments tha t the final segmentation will generate. In the case of segmenta­
tion within the RSST framework, this decision needs not to be taken in advance to the 
segmentation process. The rep?'esentation provided by the SST contains all the data  
necessary to produce all possible segmentations for the given image, from the coarsest, 
at image level, to the finest, at pixel level.
The decision regarding the number of segments produced is not easy to define and 
is dependent on the target application. In many applications, like compression, the 
decision is related to the requirement of a minimum overall bit rate  or a minimum 
acceptable distortion. The RSST ofters a  very flexible tool in this regard, because 
whatever level of distortion or bit rate required, the framework can provide the required 
segmentation, w ithout any need to re-run the overall process.
In Figure 4.10, it is possible to see tha t a certain level of distortion is reached by different 
sequences and different frames in a sequence at different levels of segmentation (number 
of regions), as conditions can change with time. One possible approach is to fix the 
minimum error allowable by the segmentation and determine the granularity of the 
segmentation (number of regions) on th a t basis. This is a consideration tha t makes 
RSST highly advantageous for either unsupervised applications, where the specification 
is a given maximum distortion, or for supervised applications, where the user can specify 
the granularity of the segmentation according to his particular needs.
However, for object-based segmentation or for content-based applications, it is impor­
tan t to estimate the number of meaningful objects composing the scene, not the number 
of segments. This is a challenging task, as it is dependent on the definition of an object. 
An approach, that has been followed dining this work, is to  determine the number of 
objects by means of histogram, mode seeking. In Figure 4.13, the histograms of the 
horizontal and vertical components of the displacement field (d], c?2) are plotted. They 
show that the estimation of the number of objects, on the basis of histogram informa­
tion, can be quite difficult. This technique suffers from various well known drawbacks. 
For example, the peaks corresponding to objects must be well separated or very small
1 0 2 Chapter 4. Feature Extraction
Hoitronal «fesplacamani (pixate) V anical d isp lac am a n t <pixals)
(a)
H o n z o r td  <*«p^acamara I phi a#*) Variicai cfeaptocamava (pixalal
(»>)
Hon z o n m  (fcaptoc a m a rt  (p ixah ) Vertical cfesplacamarV (p iia ts)
(c)
Figure 4.13: 2-D histograms calculated on the basis of translational optic flow com­
ponents (horizontal and vertical displacements). Test sequences: in (a) Renata, in (b) 
Mobile and Calendar and in (c) Garden.
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objects become confused with the overall noise. For objects that are characterised by a 
rotational motion, the histograms of the optic flow will not offer any information. Even 
supposing that the peaks of the histograms are well defined, there is no one-to-one 
correspondence between the number of peaks detected and the number of regions to be 
specified in the segmentation process. For example, in the case of Garden, the number 
of dominant pealcs is two. This is because the moving object divides the background 
in approximately two halves. The number of regions that needs to be specified to the 
program to obtain the segmentation into background and tree is therefore three.
The number of moving objects can also vary during a sequence, e.g. in the case where a 
moving object stops or one starts to move. This is exemplified in Mobile and Calendar, 
where on frame 40 the ball stops and then starts again, being moved by the train  at 
the end of the sequence.
These examples show that, in order to determine the number of meaningful objects, it 
is practically very difficult not to resort to user interaction.
4 .2 .6  B ack grou n d /foregrou n d  L abelling  and O b ject C h aracterisa tion
A minimum requirement for dynamic sequence analysis is the detection of background 
and foreground objects, which often amount to classifying pixels as stationary or be­
longing to a moving object. The most common approach to obtaining such information 
is to derive a change detection mask from thresholding of frame differences [13, 81].
To achieve this, background pixels should be stationaiy in the absence of camera mo­
tion. Camera motion, however, frequently occurs, e.g. global translation, rotation or 
zoom [127]. I t  is possible to compensate for the global camera motion. In this project, 
an extension of the m ethod proposed in [127], for the estimation of global camera mo­
tion param eters using a block-based motion estimator, is applied to a dense optic flow 
field. The global rotation angle is computed from the curl of the optic flow, while the 
global zooming factor is computed from the divergence of the optic flow. The global 
translation is apparent from the translational flow itself. The analysis of the histograms 
of translational flows, as well as curl and divergence fields, leads to a pealî in the his­
togram corresponding to the global camera parameters. This is shown in Figure 4.14,
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Figure 4.14: Typical histogram of (a) curl and (b) divergence calculated from transla­
tional components of optic flow for the test sequence Mobile and Calendar.
where a very clear peak corresponding to curl and divergence values of the background 
is i)resent. In Figure 4.13. it is possible to see very clear peaks corresponding to the 
background translational movement. From the knowledge of the global camera param ­
eters it is possible to compensate for the camera motion and therefore obtain a change 
detection mask by means of thresholding.
The approach followed in this work is to take into consideration the peak obtained 
from the 2-D histograms corresponding to: (a) the translational components of the 
optic flow, (b) the rotational features of the optic flow (calculated on the basis of curl 
and divergence) and (c) horizontal and vertical components of the acceleration. In 
the above examples, the histograms exhibit a clear peak P  in a 1-D domain. Let us 
assume the peak P(xp,yp)  corresponds to the horizontal and vertical components of 
values (xp,yp) in a 2-D domain (the case for the 1-D domain is similar and simpler). 
Let us define a rectangular domain D 6 so that:
V  = {x, y) G : 1^  -  Xp\ < Tj,,, \y -  yp\ < Ty (4.25)
Let Ml l)e the partition of the image into N  segments, obtained by motion segmentation 
of a frame P). where t indicates the position in time of the frame F. It is therefore Mt — 
Uj^ Li ^ i . i '  where Mt^i are the segments constituting the segmentation, for i =  I , . .. , N
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and Mt^i f] M tj  = 0 .  Let A{Mt,i) be the area of a generic segment Mt^{. It is possible to 
label each segment Mt^i as belonging to the background or to the foreground, following 
the rule;
^  sA{Mt^i) -> Mt^i 6 13 (4.26)
where s is a  constant percentage th a t indicates a fractional part of the total area
In other words, if the size of the intersection of the segment Mt i^ with the domain V  
is bigger that a percentage s of the to tal area of the segment Mt^i, then the segment is 
said to belong to the background B. The background B is given by the union of all the 
segments that are ruled to be in it by Equation 4.26. Therefore, the background 
B results to be P  =  U
Thresholding is not a very accurate method on its own. In fact, it has to be linked 
to other refinement techniques to obtain an accurate mask. On the other hand, the 
approach used here is a projection of the change detection mask onto a given motion 
segmentation for labelling purposes. This means that the mask does not have to be 
particularly accurate. It only needs to locate the objects, whose boundaries will be 
found accurately using the correspondent motion segmentation.
In Figure 4.15, the application of Equation 4.26 for labelling background and foreground 
is explained for test sequence Garden. The labelling is obtained in this case using only 
the 2-D histogram of the translational components of the optic flow. Moreover, the 
labelling has been iterated for different, gradually widening values of the thresholds Tx 
and Ty. This provides a layered segmentation of the sequence, where difierent labels 
correspond to different layers. The darker the label, the closer the motion of the layer 
to tha t of the background (shown in black). The boundaries between different layers 
are presented in black. It can be seen th a t by using segments for the labelling instead 
of acting directly on the domain V, noisy, irrelevant segments that are frequent in 
thresholding-based labelling are avoided.
Equation 4.26 can be used for labelling of objects that present a rotation or acceleration 
different to th a t shown by the background. This application is shown in Figure 4.16.
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Figure 4.15: Layered representation of test sequence Garden with labels for different 
layers (first row) and borders of layers superimposed on original frames (second row).
Figure 4.16(a) shows the labelling obtained with the use of translational components of 
the optic flow for the test sequence Mobile and calendar. Figure 4.16(b) shows the la­
belling obtained with the use of acceleration for the test sequence Mobile and Calendar. 
Figure 4.16(c) refers to a later stage in the sequence, where another object, a mobile 
rotating on an axis positioned horizontally on the image plane appears at the left side 
of the frame. This object is localised accurately by the divergence feature, while the 
shape of the ball is also determined accurately, especially in the lower part. The differ­
ence in localisation accuracy between the upper and lower parts of the ball are due to 
the illumination of the scene.The information retrieved by the background/ foreground 
labelling using multiple motion features can contribute to a broader characterisation 
of the motion of the objects. This is shown in Figure 4.17. Having three binary masks 
corresponding to the labelling according to three categories of motion (i.e. translation, 
rotation and acceleration), each object in the scene can have one of 2^ = 8 possible 
labels, which characterise the motion. In Figure 4.17, black represents the background. 
The other labels correspond to either translation, rotation and acceleration or any 
mixture of these motions. From Figure 4.17, it is possible to gather, for example, tha t 
the train is translating and accelerating and the ball is translating, accelerating and
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rotating.
4 .2 .7  C on sisten cy  C heck
Until now, the only temporal information th a t has been exploited to obtain a mov­
ing object segmentation is the one produced by two consecutive frames. There can 
be instances in which this information is not reliable or becomes corrupted during the 
sequence. An example of this is given by the analysis of Figure 4.10(a), where it is pos­
sible to see that for the test sequence Renata, for frames 40 — 45, the error made during 
the segmentation increases notably and more rapidly than in the previous frames. This 
behaviour can be considered an indication of motion estimation unreliability.
One way to improve the consistency of the motion segmentation is to resort to the 
previous history of the segmentation, i.e. to store the results of the segmentation in a 
memory. This is the procedure adopted in [13] among others, where only pixels tha t 
were found to belong to the moving object in a fixed number of frames n  are labelled 
as belonging to the change detection mask. The use of a fixed length memory can be 
cumbersome, especially if the segmentation is reliable, and can only occasionally cause 
mistakes.
In the presented approach, the memory from a previous frame is used only when the 
segmentation error exceeds a user-dependent threshold. The memory consists of the 
projection of the frame at time t onto the frame at the i +  1, assuming th a t the 
projection is a reliable approximation of object motion. The projection is compared 
with the actual segmentation at time t  + 1. If the projection is more accurate than  
the actual segmentation, according to a certain error measure, then the projection is 
used to improve the segmentation. The projection is also used to generate another 
projection at the time t  + 2 to iterate the process.
Let Mt be the partition of the image of N  segments, obtained by motion segmentation 
of a frame Ft, where t indicates the time reference of frame F. It is therefore M t = 
U jli  Mt,i, where Mt^i are the segments constituting the segmentation, for i ~  1 , . . . ,  N  
and Mt,i fl M tj = 0 .
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(a) frame 10
(b) frame 9
(c) frame 29
Figure 4.16: Background/ foreground labelling using: (a) translational optic flow com­
ponents, (b) acceleration and (c) rotational features of the optic flow.
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Figure 4.17: Characterisation of moving objects using multiple motion features.
Let be a binary mask, which reliably labels stationary and moving pixels. Since 
is a labelling descriptor, its pixels can be defined as triplets n(Z) =  (n i,n 2 ,/)î 
where / G (0,1}.
If L is a generic binary mask, then L = L \ U-Lq, where L\ = U ’^ (l) and L q = |J n(0).
Let us also define a generic segmentation R  = UjLi where Xg is one of the G 
segments composing the partition R. Let us define an area operator a(-), which returns 
the number of pixels belonging to a given set, segment or partition.
Let us also define a projection operation V{L,  R)  between a generic binary mask L and 
a generic segmentation R,  such that:
-  r PV [ L , R)  = L (4.27)
and
L Ç  —  I J g  X g  : a ( A g f j L i ) > a ( A p f j L q )
io’ = UoA'5 : o(Apnio)>a(A-jriii) (4.28)
Let us suppose that the labels of are reliable and that the objects move from t to 
 ^+  1 with the same velocity they moved between t —1 and t. It is possible to predict a 
labelling for the frame Ft+\, indicated as Pixel n of is then obtained ais:
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nt+i G nt G : nt+i =  +  d* (4.29)
where dt is the displacement corresponding to pixel a t time t.
This prediction relies on two assumptions:
1, The temporal model describing the trajectory is the linear model described by 
Equation 4.3.
2. The velocity of the moving object does not change substantially between sets of 
adjacent frames.
Using the predicted mask a hypothetical labelling of the frame Ft+i can be
obtained, namely = P { M t^ ,M t+ i) .
It is possible to use the information contained in evaluate the relia­
bility of the labelling provided by Let us calculate the error of the approxim ation
of with This error is indicated as M ^ ^ ) .  If T  is a  given threshold
of the admissible error, the decision rule can be defined as:
i f  1 =  iWg.? (4.30)
and
i f  £ (A 4,°î,JW ^â?)> T  =  (4.31)
If the objects in a scene change their motion smoothly, then  the current motion segmen­
tation is consistent and it is possible to exploit the previous frame labelling in order to 
generate a new labelling for the current frame. In case the difference between the pre­
dicted and hypothetical mask is above a given threshold, i.e. an indication of a  sudden 
failure of the motion estim ator, it is advisable to use the predicted (and presum ably 
reliable) labelling.
These rules compensate for large failures of the motion estim ator. If errors occur locally, 
especially along the motion boundaries, the consistency of the trajectory followed by
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the object can be analysed. Given a set of three consecutive frames F t-i, Ft and Ef-f-i, 
the minimum requirement for a consistent trajectory involves the conditions:
= 1) @ n t+ i{n i,n 2 ,l = 1) ^ t{n i,n 2 ,l  = I) (4.32)
and
iif_ i(n i,n 2 ,L =  0) © n £ + i(m ,n 2 ,/=  0) -4 n t(m ,n2 ,^  =  0) (4.33)
According to Rules in 4.32 and in 4.33, if a label I G {0,1} is assigned consistently to 
a pixel at times £ -  1 and £ +  1, then these pixels will keep the same label at time £.
Let us take as an example the test sequence Renata, which exhibits a sudden increase 
of the motion segmentation error during frames 40 -  45. This is due to the complex 
motion and the changes in scene illumination, which render the motion estimation 
unreliable. This is shown by the peak of the error, in Figure 4.10(a). In Figure 4.18(a), 
the same effect is shown, this time in terms of the degradation of the properties of 
the moving object. In this figure, the size of the moving object, in pixels, is plotted 
against time or frame number. The average size of the object is calculated, taking 
into consideration all the frames except those in the interval 40 — 45. In fact, from 
inspection of the variation of the MSE, this section of the sequence is characterised by 
an unreliable motion field and the corresponding segmented objects would corrupt the 
overall estimate of the object size. The average object size is represented by the plain 
magenta line in Figure 4.18. Again, in this plot, it can be seen quite clearly that a 
large deviation of the object size from the average occurs. Let us therefore see whether 
checking for the consistency of the segmented object can be of help. In Figure 4.18 (b), 
the size of the projected objects is represented with a green line. It is possible to see 
that the approximation in size given by the projected objects is closer to the average 
object size than that of the segmented objects themselves. The approximation given 
by the projected object degrades over time. When the segmented object provides a 
closer fit to the average object size than  the projected object, it is used as a reference 
for the motion segmentation again.
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frame o(P) a{P) es ep
40 48872 42657 5894 -321
41 51744 41406 8766 -1572
42 34576 40143 -8402 -2835
43 36160 38783 -6818 -4195
44 44088 37276 1110 -5702
45 44272 35890 1294 -7088
average size = 42978 pixels
Table 4.4: Size and error displayed by segmented and projected moving objects relative 
to the frames 40 — 45 of test sequence Renata.
This is summarised in Table 4.4, where sizes of the segmented and the projected objects 
are shown against the error made in the approximation of the object. This error is 
represented by the difference es ~  o(-) — ô, where a{S)  is the size (in pixels) of the area 
of the segmented object, a (P ) is the size of the area of the projected object, a is the 
average size of the segmented object calculated in all frames but 40 — 45, es  is the error 
made using the segmented object mask and ep is the error made using the projected 
motion mask.
A qualitative view of the gain achieved by switching from segmented to projected 
objects, for the problematic interval of frames, is shown in Figure 4.19, In the first 
column, the motion segmentation masks obtained with RSST segmentation using the 
cost function of Equation 4.24 are shown. It is possible to see that not even the use of a 
more complex motion model helps in such situations. The object actually stops moving 
or it moves a t roughly the speed of the camera, so the motion estim ator is unable to 
produce information. In the second column of Figure 4.24, the motion masks obtained 
by projection of a previous frame in the related frame interval is shown. Visually, the 
latter masks seem more accurate in the description of the object.
To summarise, in this approach it is suggested that the projection of the segmentation 
can provide more accurate information than  the segmentation itself. There is no need 
to introduce a perm anent memory in the system. The need for a consistency check is
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Figure 4.18: Size of the segmented moving object against the average size for frames 
18 to 48 (a) and zoom of size of segmented and projected moving object against the 
average object size (b).
signalled by a change in the measure of the error. Using the error, it is also possible 
to judge if the projection is more accurate of the segmentation and vice versa. In this 
discussion, only two very simple measures of error have been considered, namely the 
MSE and the size of the object. However, more research should be directed towards 
the design of an effective measure of global properties of an object.
4 .2 .8  R o le  o f O utliers
As seen in Section 4.2.2, one by-product of using a robust motion estimation method 
is the map of outliers. In the case of the robust motion estimation method used in this 
work (in [12]), the outliers are data  which violate brightness and smoothness constraints. 
In [12], a Lorentzian robust kernel is used. If a/j and as  are the scale param eters 
associated with the brightness and the the smoothness constraints errors respectively, 
brightness and smoothness outliers are data  with error exceeding t r  =  \/2an  and 
Ts =  \/2(75 respectively [43]. In a multi-resolution top-down approach like the one 
in [12], where a dominant motion is selected at each level of the pyramid, brightness 
outliers are data  which do not conform to the dominant motion model and are therefore 
selected for analysis in the next level of the pyramid. Brightness outliers can occur in
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Figure 4.19: Moving object segmentation obtained with conventional labelling (first 
column) and using the projections (second column).
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the presence of a scene illumination change or in the case of a rapid motion (since the 
brightness constraint is derived by a Taylor expansion of the intensity function which 
presumes tha t the ^  and are small). More interesting for the accurate definition 
of motion boundaries are the smoothness outliers. The smoothness constraint forces 
each data  point to have a similar motion to the average motion of its neighbourhood 
of a  given size. Clearly, this constraint is violated at the boundaries of differently 
moving objects. Therefore, motion discontinuities are treated as smoothness outliers 
by robust methods. This kind of outliers can therefore be exploited in order to increase 
the accuracy of the definition of moving objects at their boundaries.
In the experiments carried out in this work with motion estim ation process, outliers oc­
cur along motion boundaries and particularly along boundaries tha t are perpendicular 
to the motion.
Another useful characteristic of the outliers is that they represent a  map of the occlusion 
and uncovering taking place during the motion of the objects.
Figure 4.20 exemplifies these concepts. In Figure 4.20 (a), the map of data  outliers is 
presented, with the outliers in black. In Figure 4.20 (b), the position of the same outliers 
is presented in white and superimposed onto the original Renata sequence frame. It 
is possible to see th a t these outliers occur along the boundaries in the direction of the 
normal to the motion and that they show regions that have been uncovered or occluded 
by motion. It is also worth mentioning that outliers occur in textured regions of the 
image. Similar observations have also been made using the other test sequences.
Once a reliable labelling of the motion changes is available, as in Section 4.2.7, it is 
possible to use the knowledge of the location, the direction and the orientation of the 
motion boundaries to refine the binary masks corresponding to the labelling.
The concept used to refine the mask bears resemblance to the one explained in [7]. In 
this method, two adjacent frames Ft and Ft+\ at times t and £ +  1 and the corresponding 
dense optic flow between them is considered. The change detection mask corresponds to 
the area of uncovered background and moving object in Ff+i, while it also corresponds 
to the area of occluded background and moving object in Ft. Fi'om the knowledge of 
the optic flow and the direction of the motion of the object, it is possible to label the
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m myt
(c) ( d )
Figure 4.20: Example of the influence of outliers on the segmentation. In (a) map of 
outliers (in black) and in (b) their position in relation to the original frame (in white). 
In (c) moving object segmentation without taking into consideration the motion outliers
(c) and in (d) with the use of a rule for the inclusion and /o r discarding of outliers.
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Figure 4.21: Technique for labelling uncovered and occluded areas, according to [7],
areas of uncovered and occluded background. Start and end points of the displacement 
vectors at the boundaries, along the direction of motion, identify the uncovered area 
from Ft to Ft+i and the occluded area from Ft+i to Ft, as shown in Figure 4.21.
In the proposed work, uncovering and occluding areas in the labelled motion masks 
i^re localised using this method. They are not, however, immediately discarded. They 
are considered as search areas, i.e. areas in which outlier information should be taken 
into account in order to refine the segmentation. The robust motion estimator gives 
a strong indication of the reliability of the estimates in these search areas. The pixels 
that are classified as outliers are labelled outside the object area when they fall into 
the uncovering search area or inside the object area if they fall into an occlusion search 
area.
Let be the oriented boundary of the moving region or regions of the current frame.
The members of the boundary are pixels that belong to the foreground object but 
which share a 4-connected neighbourhood with one or more background pixels. They 
are considered to be vectors whose normals point from the object to the background. 
Let d±{nij) be the component of the displacement vector d(iii) perpendicular to
For each pixel belonging to the boundary, the extension of a search area is indicated
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Figure 4.22: Definition of areas of search (occlusion and uncovering areas) (a) and rule 
for inclusion and exclusion of connected components of outliers (b).
by d±{nh) +  e, where e is a constant that allows for a small error in the displacement 
vector. The area will be an occluding area if d i.(n t) ■ iif, >  0 and an uncovering area 
otherwise, where the operator • indicates the inner product of two vectors.
Figures 4.20 (c) and 4.20 (d) show the improvement in the object/background mask 
obtained with the rejection of outliers, using the procedure described above. In Figure 
4.20 (c), the segmentation of the moving object is presented with the boundaries of 
the motion mask superimposed on the original frame. In Figure 4.20 (d), the same 
segmentation is presented, taking into account the outliers that are added or subtracted 
to the object segmentation, according to the procedure explained above. It is possible 
to see the improvement in the accuracy of the definition of the boundaries that lie on 
the direction perpendicular to the motion of the object. Here, areas that have been 
uncovered by the object motion have been eliminated from the segmentation, while 
areas that have been newly occluded by motion have been recovered and added to the 
segmentation, which is now much more refined overall. The same pattern  of influence 
of outliers has been noticed in other test sequences.
All the possibilities of outlier occurrences and their location in relation to a moving 
object are shown in Figure 4.22. Outliers can be considered as connected components 
and only the ones that overlap with the object boundary are taken into account. There 
are four positions tha t the outliers can occupy in relation to the motion of the object,
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represented in the Figure 4.22 (b) with labels A, (7 and D. T he case of outliers at 
positions A and D  have already been discussed. This represents over ninety percent 
of outliers. In the case of the outlier at location B , these are locations that have 
been newly uncovered by the motion of the object and they do not belong to the 
segmentation of the object. They are therefore not taken into account. The case of 
location C  represents an error in the segmentation, where the area has been included 
in the segmentation where it should not have been. Therefore, these outliers, i.e. the 
connected components th a t touch on the boundaries of the object and lie for more than 
a given percentage of their area inside the object segmentation, are to be subtracted 
from the segmentation. These cases represent less than 10 percent of the occurrences 
of outliers, but they are mentioned for generality.
4.2 .9  C onclu sion s on  M o tio n
In this section, a method for motion estimation, segmentation and labelling has been 
presented. It has been shown how the use of robust estimation can be more advanta­
geous than the classic least-squares formulation for obtaining more accurately defined 
moving object boundaries. A method to exploit further information obtained from 
motion outliers has also been presented. Moreover, the information provided by the 
motion segmentation is enriched with some labelling, which allows for checking the 
consistency of the segmentation itself.
One interesting element emerged from the experimental work carried out on the analysis 
of motion. The use of motion not only provides the location of objects, but also 
reliable motion boundaries in the case where the region of support is, in qualitative 
terms, textured. This is due to the fact the motion estim ation used here is a  gradient- 
based method, so it cannot extract information from homogeneous regions, where the 
gradient is null. This fact has to be taken into account when quantitatively analysing 
the textural content of the sequence, which is the subject of the next section.
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4.3 T exture Segm entation
Texture is a collective property of an image which has occasionally been modelled as a 
periodic repetition of elementary structural elements in the 2D lattice.
In the case of moving scene segmentation, in Section 4.2.1 it has been shown how 
motion estimation produces more accurate results on a textured region of support. In 
fact, textural measurements can be used to evaluate the reliability of motion estimates 
[88]. In the case of still picture segmentation, the presence of texture can cause over­
segmentation of the pictures. This problem can be seen in various spatio-tem poral 
segmentation approaches which do not rely on textural segmentation. The results 
are often inconsistent from a perceptual point of view. In fact, the human viewer 
perceives a textured region as a meaningful and homogeneous entity [113]. According 
to psychological studies and their application in the field of computer vision [114], 
there are two kinds of meaningful perceptual boundaries located in the scene, if only 
pre-attentive mechanisms are taken into account. These are the boundaries between 
perceived uniform and perceived textured regions, and boundaries between perceived 
different textures.
4.3 .1  R o le  o f  T exture
This section introduces some concepts relating to textural feature extraction.
Texture is composed of elements which can be regarded as texture primitives (texels). 
A texel is viewed as a visual primitive with certain invariant properties. The main work 
related to texture analysis is to extract the relationship between primitives in order to 
recognise and classify texture. There are two broad classes of techniques dealing w ith 
these requirements. There is the structuring approach, which sees primitives as forming 
a regular pattern  and therefore describing the pattern  in terms of rules used to generate 
it. Alternatively, there is the statistical approach that describes texture with statistical 
rules governing the distribution and the relationship between grey-levels. The first 
approach works well with texture that exhibits much regularity and it is mostly used 
for synthesis in computer graphic. The second works better for natural scenes.
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Many textures in nature do not have a defined regularity, so they can be better described 
in statistical terms. Statistical pattern  recognition is a paradigm to classify statistical 
variations in patterns. The pattern  recognition approach is to classify instances of 
texture into a set of classes. Commonly used features for this purpose are: energy, 
entropy, correlation, inertia and local homogeneity. In [131], the use of fourteen different 
textural features is discussed.
The accurate location of textured areas of an image plays a fundam ental role in sup­
porting object-based segmentation for two main reasons. In the tem poral part of the 
segmentation, the reliability of the motion information is estimated on the basis of 
textural content of the region of support [90]. In the spatial part of the segmentation, 
the extraction of areas presenting the same spatial pattern  as a whole avoids over­
segmentation and improves the effectiveness of the segmentation from a perceptual 
point of view.
Texture-based segmentation for video processing has specifications that set it apart from 
the conventional texture analysis for still image segmentation. Due to the volume of the 
data  to be analysed in a relatively short amount of time, the technique must be fast. 
Therefore, classification-based techniques [86] present a computational disadvantage. 
Second, the accuracy of the location of the spatial region of support is more im portant 
than  the classification of different spatial patterns.
State-of-the-art techniques for texture analysis use edge density information, co-occurrence 
matrices or wavelet filters to extract textural features. The features are estim ated using 
a given window which causes spectral mixing of the textural patterns [6]. Alternatively, 
an approach based on mathematical morphology [132] is presented in this work. This 
approach offers the advantage to locate extremely accurately textured area boundaries, 
while being extremely fast and easy to implement.
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4 . 3 . 2  S ta tis t ic a l T ex tu re  D escr ip tio n  
Texture Feature Extraction
Textural features are computed using a window of observation in an image. Statistical 
approaches calculate statistical information about the distribution of grey-levels in 
the image in order to calculate a feature vector tha t can be processed with pattern  
recognition methods.
Co-occurrence matrices [28] describe the frequency of appearance of a  pattern. They 
work well for a  large variety of textures and describe spatial relationships between grey- 
levels. Co-occurrence matrices provide a quantitative description of the frequency of 
occurrence 6) of a certain pattern  (a, b) in the direction of the angle ^  and at
a distance d [6]. Let us suppose th a t the texture has to be analysed in a rectangular 
portion of dimensions N  x M.  Let (fc, I) and (m, n)  be two sets of coordinates belonging 
to the rectangular portion of the image. Let j • | denote a distance. Non-normalised 
frequencies of co-occurrence, as a  function of angle and distance, are described in [6].
Po,d = \ {[{hj ) , {m,n)]  : k -  m  -  0,\l -  n\ = d, = a, f { m , n )  = b}\ (4.34)
P45,d = \ {[{hj ) , {m,n)]  ; {k -  m  = d,l  -  n  = -d)ov
{k - m  = - d ,  I -  n  — d) , f {k ,  I) = n, / (m , n) = b}\
(4.35)
P90,d = ; \k ~  m\ = d j  -  n  = 0 , f {k , l )  = a , f { m , n ) - b } \  (4.36)
Pi3b,d = \{[{h,l),{7Ti,n)] : [ k - m  = d , l - n  = d) or
{ k - m =  - d j  - n  = - d ) ,  f {k ,  I) = a, f { m ,  u) =  6}|
(4.37)
Among the features derived in [28] from the co-occurrence m atrix are;
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Energy (or angular second m oment), a measure of homogeneity:
(4.38)
0,6
Contrast, a measure of local variation:
(4.39)
0,6
• Correlation, a measure of linearity. Linear directional structures in the direction 
(j) result in a large value
^o,6(®> (4.40)'x'^y
where px and py are means and (t^ and Oy are standard deviations.
Px — ^  (4.41)
a b
fly — P(j) d^{o>ib) (4.42)
6 o
— 5^(® l-^ x) P-Ptdi^ib) (4.43)
a 6
~  ^  ^) (4.44)
6 a
Alternatively to spatial frequencies, edge frequencies can also be compared. In order 
to compute edges, standard edge detection masks or measures of gradient can be used. 
In [6], the following gradient measure is suggested for a distance d in a neighbourhood 
of an image / :
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g{d) = \ f { i J ) ~ f { i + d J ) \ 4 - \ f { i , j ) - f { i - d , j ) \  + \ f { i , j ) ~ f { i J + d ) \ - { - \ f { i J ) - f { i J - d ) \
(4.45)
Several texture features can be computed from the first and second order statistics 
of the edge distributions. Examples are coarseness (measured by the edge density), 
contrast and linearity. For a  thorough description, the interested reader is referred to 
[61-
Texture Segm entation using the RSST
In order to exploit textural features for the application of texture segmentation with 
the RSST, it is necessary to define a feature vector and a cost function, or similarity 
measure, between features. The generic feature vector corresponding to a graph vertex 
k a t the iteration t is described by Equations 3.3, 3.7 and 3.11. Let /é,Ar(t), i = 1 , . . . ,  N  
be one of the N  textural features constituting the description of vertex k at iteration t. 
The textural features are calculated using a window of observation centred on a given 
pixel of coordinates (re, y) and then assigning the value of the textural feature to that 
pixel. In this way the m apping of the image onto a dense graph is achieved. Each 
vertex of the graph corresponds to a set of textural features.
The literature of pattern  recognition is particularly rich in distance measures to evaluate 
similarity between feature vectors and clusters. A full investigation into the different 
similarity figures is beyond the scope of this dissertation. The Minkowsky distance 
measure has been used to build the cost function between different links.
Let the cost function expressing the link weight between vertex k and vertex I at time 
t  depend only on the textural features fi^k and f i / .
L h ( t )
1/r
(4.46)
The experiments have used the Minkowski distance with r = 1, so that the same 
cost function used for texture could be easily compared or combined with those used in
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(a) (b)
Figure 4.23: Segmentation with the RSST of test sequence Renata. In (a) using variance 
as the only textural feature and in (b) combining variance and grey-level intensity.
Section 4.2.3 on motion. The features fi^k representing different textural measurements 
of the vertex k have been normalised to the same dynamic range of excursion.
The first series of experiments has exploited grey-level variance and a combination 
between the variance and grey-level value itself. Variance is a widely used measure 
of texture, most commonly used in video segmentation research [88]. The results of 
segmentation using the RSST framework with variance as the only feature are shown 
in Figure 4.23 (a). The results of the segmentation using the RSST framework with 
the combination of grey-level intensity and variance are shown in Figure 4.23 (b).
It is possible to see that the segmentation in Figure 4.23 (b) is better defined than 
that in (a). Therefore, the combination of intensity and variance is to be preferred. 
However, the boundaries are still rather inaccurate, due to the fact that the textural 
feature of variance is computed in a window. At the boundaries this causes blurring of 
the edges.
Another series of experiments has used co-occurrence features such as homogeneity, con­
trast and correlation. In Figure 4.24 (a), the co-occurrence features map for contrast is 
presented. In Figure 4.24 (b) the segmentation obtained with the use of contrast as only 
textural feature is given. O ther experiments have been performed using homogeneity, 
contrast and correlation separately. For each of these features, four different directions 
at a distance d are considered. The example in Figure 4.24 refers to a segmentation that
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(a) (b)
Figure 4.24: Use of co-occurrence matrices: in (a) contrast feature map and in (b) 
segmentation obtained with the RSST and using contrast as textural feature.
uses the features of contrast in the four different directions for a distance d = I. Other 
segmentations, obtained with the use of intensity and correlation, yield similar results. 
The segmentation is qualitatively quite similar to the one obtained with the exclusive 
use of variance, for the same number of regions. Experiments using a combination of 
more textural features (variance, contrast, homogeneity, correlation) and grey-level in­
tensity yield also similar results. In all attem pted segmentations, blurring at the edges 
occurs. Additionally, a com putational problem arises from having to consider, for the 
co-occurrence matrices, numerous features calculated for different distances and angles. 
This can make the cost function very complex and the amount of com putation required 
for each iteration considerable.
Another series of experiments regarded the use of features related to the frequency of 
edges as opposed to the frequency of spatial patterns. A measure of the gradient was 
calculated using Equation 4.45 and used as a textural feature in the cost function 4.46 
to provide an adaptive way of calculating edge density in a region. At the beginning, 
vertices which exhibit the same edge strength will be favoured to merge. However, as 
regions grow bigger, the value of the edge strength is averaged in the region, giving a 
measure of the density or local strength of the edges. The results obtained with such a 
cost function were not satisfactory. The results obtained by calculating the average of 
the feature in Equation 4.45 over a fixed size rectangular window centred in the current
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(c) (d)
Figure 4.25: Use of edge density. In (a) example edge gradient feature map and in (b) 
segmentation obtained with the RSST and using edge gradient as textural feature. In
(c) edge density feature map and in (d) segmentation obtained with RSST using edge 
density as textural feature.
pixel (and using it in the cost function) were not satisfactory either. The results of 
these experiments are visualised in Figure 4.25. Edge localisation is still a problem in 
common with the experiments based on co-occurrence features.
The use of edge density proved unsuccessful. However, edges and their density give an 
immediate qualitative assessment of the amount of texture. Let us consider the edge 
map in Figure 4.27, obtained with the used of the Sobel filter. Here, the density of 
edges clearly indicates the presence of texture. Since more computationally expensive 
methods do not dram atically improve the definition of region boundaries, a quick way 
of localising the textured areas of the image would be to compute the density of these
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Figure 4.26: Mask for detection of edges between different homogeneous regions and /or 
between textured and homogeneous regions.
edges. This is simply the sum of edge pixels as highlighted in black in the map in 
Figure 4.27 over a window of a certain size. Obviously, the problem of the blurring 
at the edges of textured regions remains as well as the problem posed by areas of 
high contrast between plain homogeneous areas. One solution to these problems would 
be to define a second filter tha t locates and eliminates from the edge m ap the edges 
between high contrast homogeneous areas and between textured and plain areas. This 
can be done by defining a mask, as in Figure 4.26, which will be placed in the direction 
perpendicular to the edge and centred on the edge pixel. If the number of edge pixels 
inside the mask is lower than a certain threshold T\  on both sides of the mask, than the 
edge pixel is part of an edge between two homogeneous regions and has to be eliminated. 
If the number of edge pixels inside the mask is lower than  a certain threshold T\ on only 
one of the sides of the mask and higher than another threshold T2 on the other side, 
than the edge pixel is part of an edge between a homogeneous and a textured region and 
has to be eliminated. The edges located as high contrast edges or boundaries between 
textured and untextured areas are shown in Figure 4.27 (a) with a lighter shade of grey 
and the resulting edge map obtained eliminating such edge pixels is shown in Figure 
4.27 (b).
Considering an edge map like the one visualised in Figure 4.27 (b), it is possible to 
localise regions of higher textural activity as the ones having a larger number of edge 
pixels than a certain threshold T3 in a window of a given shape and size. This results 
in a binary mask, with the pixels belonging to a textured area highlighted in black 
in Figure 4.28 (a) and the boundaries of such regions corresponding to more highly 
textured areas shown superimposed in black in Figure 4.28 (b). The boundaries of 
such areas are not accurately defined. However, such a method localises the areas 
characterised by higher textural activity. This method is very simple and therefore is a
4.3. Texture Segmentation 129
(a) (b)
Figure 4.27: Map of edges calculated using the Sobel filter: in (a) with the edges 
representing high contrast between homogeneous regions and between homogeneous and 
textured regions (in lighter grey) and in (b) the same mask where the edges representing 
higher contrast have been omitted.
reasonable alternative to more complicated schemes tha t have been presented before.
4.3 .3  C on clu sion s on S ta tis t ica l T ex tu re  S eg m en ta tio n
Texture in video processing is used as an indicator of the reliability of the motion 
estimate within a certain region of support. Therefore, the main objective that has to 
be met by the texture analysis, in the case of video processing, is to separate accurately 
textured and homogeneous areas of the image.
Statistical textural features, like the ones obtained using co-occurrence matrices, are 
needed in high numbers in order to provide a good characterisation of texture. This 
makes the task of combining textural and grey-level intensity features in the RSST 
framework computationally expensive.
Statistical features do not seem to provide a particularly accurate characterisation of 
the regions in terms of definition of boundaries. This is a well know problem, due to 
the fact that the features are calculated in a window and mixing occurs in the windows 
at the boundaries between different regions.
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(a) (b)
Figure 4.28: Texture segmentation obtained in (a) using an edge density measure inside 
a given window. In (b) boundaries of textured regions superimposed onto the original 
frame.
In this case, an easier solution to the problem of localisation of textured areas is given 
by the calculation of the density of edges given by an edge detector. It has been shown 
that good localisation of textured regions can be achieved, albeit the accuracy of such 
boundaries is quite poor.
4 .3 .4  M orphologica l T extu re D escrip tion
Mathematical morphology (MM) has been used for texture description in the case of bi­
nary images, while extensions of the method to grey-level images exist. The structuring 
elements can be a single pixel or more complex shapes like squares or lines. The applica­
tion of morphological operations to images emphasises correlations between repetitive 
elements [6].
MM has been successfully employed for image simplification on the basis of the size 
of regions and local contrast [133], by using filters that preserve the geometry of per­
ceptually im portant spatial features. It has also been advocated for region-based video 
coding [134]. Morphological transforms like watershed are indeed widely used for image 
and video segmentation [75, 74]. For a wider look at possible applications of MM, the 
interested reader is referred to [135].
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Here, a totally new application of MM is proposed, namely the use of MM operators 
on binary images for the purpose of texture segmentation, which accurately preserves 
the boundaries of the textured regions. This approach is inspired by granulometry and 
sieving analysis. Granulometry was first developed for the analysis of porous material, 
whose size characteristics were calculated using a sequence of opening operations [132]. 
It is still used as a tool to classify objects by size, especially in fields like materials 
engineering [136] and geology [137]. As observed in [6], MM-based approaches (that 
in the past were considered computationally expensive) can now be computed quickly 
and effectively, representing an implementation advantage for video applications.
M otivation
The approach proposed here takes into account an application of texture segmentation 
which tries to locate boundaries between textured and homogeneous regions in the
image. Piom the psycho-visual point of view, two categories of boundaries are of
importance in the pre-attentive stage of the segmentation, namely boundaries between 
textured and homogeneous regions and boundaries between different textures [113,114]. 
The distinction between homogeneous and textured regions is sufficient for the video 
applications. The main purposes of texture in this analysis are:
• to locate the areas in which the motion estimates are reliable.
• to locate the areas th a t present higher textural activity.
The regions, which present higher textural activity, are the ones that will be problematic 
to segment using conventional grey-level segmentation techniques.
Prom this analysis, it is clear that texture analysis should produce a binary labelling 
into two classes of regions, namely the ones tha t show uniformity and the ones which 
show high textural activity. However, an essential requirement is to detect precisely 
the boundaries between these two classes of regions.
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M orphological O perations
This section illustrates some concepts of MM useful in the progression of the explanation 
of the method [6].
A morphological transform ation ^  is given by the relationship between an image (set 
X )  and smaller set B , called the structuring element. B  is expressed with respect to 
another point O called the representative point. W hen the transform ation ^ (X )  is
applied to X ,  the structuring element B  is moved exhaustively along the image. The
position of the origin of the structuring element into the image is called the current 
pixel. The result of the application of the relation to the current pixel can be either 
zero or one.
The morphological transform ation dilation 0  combines two sets using vector addition 
( e.g. (a, b) + (c,d) = (a-f-c,b + d) ). The dilation X  © 5  is the set of all possible vector 
additions of pairs of elements, one from each of the sets, namely:
X  & B  = {p : p = X + b, X € X , b  E B }  (4.47)
In the case where the structuring  element behaves the same way in all directions, 
dilation is equivalent to an isotropic expansion.
Erosion 0  combines two sets by vector subtraction of set elements:
X  Q B  = {p : p-h b E X  for every b E B }  (4.48)
Erosion followed by dilation creates a  transform ation called opening, namely:
X o B  =  ( X 6 B ) 0 B  (4.49)
Dilation followed by erosion creates a transform ation called closing.
X * B  = ( X e B ) e B  (4.50)
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Opening and closing with the same structuring element are used to eliminate smaller in­
significant details in the image while the global shape of the object remains unchanged. 
The closing operation, in particular, connects objects th a t are close together, filling 
holes and gaps and smoothing the object outlines.
Texture Segm entation by M athem atical Morphology
In order to use MM, the image needs to be binarised. In Section 4.3.2, the importance of 
edges in the characterisation of textural activities has been discussed. In this approach, 
edge pixels are set to 1 and all the other pixels to 0, thus forming a binary representation 
of the edge mask. Canny edge detection is particularly robust to noise and is therefore a 
good choice for this application [138]. Moreover, thanks to the mechanism of hysteresis 
thresholding [6], weak edges connected with strong ones are selected, improving the 
localisation of continuous and closed object boundaries.
The textural analysis starts with the extraction of edges in an image frame, using 
the Canny edge detector [6], using the same parameters for all test sequences and 
experiments. The param eters used have been a = 1 for the Gaussian filter and size of 
filter 5  =  7. In Figure 4.29, the edges extracted using this method are pictured.
The regions tha t would be intuitively defined as textured, as opposed to homogeneous 
or uniform or /Zai, are the areas of greatest edge density. The edge density can be 
defined as the number of edges in a defined area of the image. However, exploiting this 
definition to locate textured areas would require setting up a suitable window in size 
and shape and, more importantly, a threshold representing a divide between textured 
and homogeneous regions. This would re-create the problems already highlighted in 
Section 4.3.2.
An alternative method, in comparison to these classical approaches to the calcula­
tion of textural features, is needed. A high density of edges implies that the distance 
between edges is relatively small. Therefore, a dilation operation would extend the 
support of isolated edges until they merge with adjacent edges. This would produce a 
region of support for locating a textured area. At the same time, two effects should be 
avoided. First, the transformation of isolated edges into textured regions and second
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*
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Figure 4.29: Results of Canny edge detection for sequences: (a) Renata, (b) Mobile and 
Calendar and (c) Garden.
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the extension of the support of the textured regions beyond their external boundaries. 
This is achieved by following the dilation operation with an erosion operation using 
the same structuring element. In MM, the sequence of dilation-erosion using the same 
structuring element is known as closing.
In Figure 4.30, the result of the morphological closing, using a disk of 3 pixels radius 
as a structuring element, is shown. In Figures 4.30 (a), (c) and (e), the result of the 
morphological operation corresponds accurately to the more texturally active areas 
of the images. Some holes inside such textured areas remain. Therefore, connected 
components, contained inside textured areas and not exceeding a maximum size fixed 
by a given threshold T  (in the case of these experiments T  =  100 pixels), are labelled as 
textured and incorporated in the corresponding textured connected component. This 
operation has been indicated as filling in Figure 4.30 and is shown in Figures 4.30 (b),
(d) and (f). In Figure 4.31, the boundaries of the textured areas obtained as a  results of 
the morphological analysis are superimposed to the original frame to show the accuracy 
of textured area boundaries. The definition is extremely precise, as it is possible to see 
in Figures 4.31 (a), (c) and (e). In Figures 4.31 (b), (d) and (f), the textured areas 
have been masked to show the resulting homogeneous connected components. These 
areas correspond to intuitive homogeneous areas and are precisely defined.
M ulti-scale M orphological Texture Analysis
In the Section 4.3.4, MM and edge detection have been used for effective and sim­
ple location of textured regions. This is suitable for the purpose of moving object 
segmentation.
The results shown have been obtained using a structuring element constant in shape 
and size. Indeed, in the experiments made, for a given resolution of images, a fixed 
shape and size of the structuring element has yielded perceptually plausible results in 
the location of textured regions.
However, it is possible to vary the shape and size of the structuring element and obtain 
a description of the texture present in the scene. Let us first take into account a 
structuring element of a  given shape, e.g. a disk, whose radius varies. Let 0 =  ro <
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Figure 4.30: Results of morphological closing before and after the filling of the holes 
(the holes are indicated in light grey) respectively for (a) and (b) Renata, (c) and 
(d) Mobile and Calendar and (e) and (f) Garden.
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Figure 4.31: Outlines and spatial support for textured areas of the image frames re­
spectively for: (a) and (b) Renata, (c) and (d) Mobile and Calendar and (e) and (f) 
Garden. Outlines and spatial support are indicated either in black or white for visual­
isation purposes.
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r i  < 7*2 < . . .  < 7’„ be a set of radius dimensions. The corresponding set of structuring 
elements is 5q < 5 i <82  < .. < Sn. Fi'om the application of each structuring
element, it is possible to obtain n  binary masks. Each binary mask describes a  texture 
at a different scale, obtaining a multi-scale description, from the finest granularity, 
to the coarsest one, using structuring elements of increasing radius. The multi-scale 
description can be summarised by a set of 71 -1- 1 different labels.
It is possible to use different shapes as well as different sizes of the structuring element. 
The following set of experiments has been performed using a set of different shapes, 
namely disks and lines a t different orientations. A set of disks of different radii Vi for 
i — 1 , . . . ,  12 and a set of lines of different lengths li for 7 =  1 , . . . ,  12 and different 
orientations (pi for i =  1, . . .  ,4, =  0, (pi =  45, =  90 and (pi — 135) have been
used in the experiments. The idea is to extract the structuring elements composing the 
texture in a multi-scale form. The experiments have been performed on texture samples 
from the Brodatz collection [139] and on synthetic pictures obtained by combining 
samples from the Brodatz collection.
This technique, despite its simplicity, is particularly effective in the segmentation of 
the repetitive elements, highlighting the structure of the texture.
The findings of the experiments are summarised below.
• Multi-scale analysis: In the case of textures composed of ensembles of elements 
characterised by similar shapes but different scales, an effective multi-scale seg­
m entation can be obtained by using a bank of structuring elements. The shape 
of the filters is kept constant, while the size varies. An example is given in Figure 
4.32.
• Directional analysis: As well as the use of MM for multi-scale analysis, directional 
analysis has also been investigated. Directional analysis can be performed by 
using structuring elements which share the same shape (e.g. a line of a  given 
length), but have differing orientations in the 2D space. Directional analysis can 
be combined with multi-scale analysis. Examples of this application are shown 
in Figure 4.33.
4.3. Texture Segmentation 139
• Analysis of regular textures: Segmentation of textures composed of a regular 
repetition of elements characterised by a simple geometric shape is one of the 
applications that have been pursued more often in the past. MM analysis is 
particularly suited for this purpose, as is shown by the results reported in Figure 
4.34.
• Analysis of irregular textures: Segmentation of textures composed of irregular 
elements is more challenging. Therefore, this application has not been explored 
in much detail in the present work. However, it is also possible to separate 
elements which exhibit roughly same shape and size, but are characterised by an 
irregular distribution of different textures, as shown in Figure 4.35.
• Application: Video Processing: The main purpose of the use of texture analysis 
for video object segmentation is to discern between textured and homogeneous 
areas. This is an application in which MM excels, as amply discussed earlier in 
this Section. Another such example is given in Figure 4.36.
• Application: Texture Classification: The main application of textural analysis for 
segmentation is regarding the separation of textures belonging to different tex tu­
ral classes. Efficient segmentation of multiple textures is required. In order to test 
the performance of the proposed method, the MM analysis has been applied to 
synthetic pictures resulting from the composition of differently textured samples. 
The results shown in Figure 4.37 demonstrate the possibility of applying MM to 
this problem with some success.
U tilisation of M orphological Signatures w ith the RSST
The possibility of associating different signatures to different textures by a combination 
of morphological masks and of accurately defining texture boundaries, suggests a modi­
fication of the merging strategy in the RSST framework. The region growing techniques 
have often been criticised because they do not offer flexibility in the merging criteria. In 
the presence of texture, one would like to segment the pixels using grey-level similarity 
in the regions that have low textural content, while grouping pixels th a t belong to the
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Figure 4.32: Examples of the use of morphological filters in order to segment structuring 
textural elements of same shape but different size.
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Figure 4.33: Examples of the use of morphological filters 
turing elements.
(line: I = 20, a =  90) 
to segment directional struc-
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Figure 4.34: Examples of the use of morphological filters to segment structuring textural 
elements in regular textures.
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(original) (disk: r  =  6)
Figure 4.35: Examples of the use of morphological filters to segment structuring textural 
elements in irregular textures.
E
(original) (disk: r = 7)
Figure 4.36: Examples of the use of morphological filters to separate homogeneous and 
textured regions in an image.
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Figure 4.37: Examples of the use of morphological filters to segment different texture 
samples.
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same texture classes. Moreover, one wants to avoid over-segmentation due to textural 
content and lealcage due to similarity in grey-levels between small regions belonging to 
different texture classes.
In order to fulfil these requirements, the criteria for merging according to the texture 
signature associated with each pixel have been modified.
Pixels characterised by a different texture signature are kept separated, such th a t merg­
ing between members of the different textures takes place according to different criteria. 
The similarity between grey-level values of pixels is not as im portant in highly textured 
regions as it is in homogeneous ones. It is necessary, then, to decrease the im portance 
of grey-level similarity in highly textured regions and to favour the merging of pixels 
belonging to regions characterised by the same textural signature.
First, to keep the pixels belonging to different textural classes separated, an identifier is 
associated with each different class. Merging is allowed only between pixels or regions 
belonging to the same textural classes or to regions and pixels belonging to classes th a t 
have neighbouring signatures, if no other merging inside the same classes is possible.
Two merging strategies have been considered.
Strategy 1
Since similarity between grey-level is im portant only among homogeneous regions, the 
first strategy implemented is to use a weighted cost function between regions. The 
grey-level dissimilarity is diminished by a quantity which is dependent on the activity 
described by the textural signature.
Every node in a textural class described by the signature Si is weighted by a quantity 
IF(si), so that the cost function between vertices k and I characterised by the same 
signature Si is:
(4.51)
PF(si) increases with the increase of the textural signature, diminishing the im portance 
of contrast in highly textured regions.
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For vertices k and I belonging to adjacent textural classes:
Let us suppose that the regions I and k  are characterised by the same giey-level average 
II. Using the conventional cost function, the two regions would have the same average 
and would be merged immediately. Using the new weighting system, the cost function 
is proportional to the difference in the textural weighting.
Strategy 2
Another consideration to take into account is that textural regions are made up of a 
repetition of regions of constant size that can have large differences in grey-level, hence 
the high density of edges. This means that the size of the regions is an increasingly 
im portant criterion for merging as the textural content of the region increases. Another 
strategy (strategy 2) is tha t of merging according to grey-level similarity until a certain 
level of similarity A7, then merging according to the size difference of the regions, 
i.e. favouring the creation of regions that have similar sizes. The threshold A I  varies 
according to the textural signature. It is set to 255 for homogeneous regions, so that 
homogeneous regions are merged according to the conventional criterion. However, 
making A I  = A /(si), it will decrease as the signature S{ increases, so that for highly 
textured regions the constituent elements can be very small and size is a more im portant 
criterion for merging:
Where A  is the area of a  region and min^t,; is the minimum of the two areas correspond­
ing to regions k  and 1.
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E xperim ents w ith  the R SST and Strategies 1 and 2
The results of the application of the two strategies presented above are summarised in 
Figures 4.38 and 4.39. In Figure 4.38, the diagrams of the performance of the two al­
ternative strategies are compared with the conventional cost function in terms of Peak 
Signal-to-Noise Ratio (PSNR, defined in Appendix B). It must be emphasised that 
the PSN R is not an ideal measure to evaluate performance in this case, since the con­
ventional cost function should always produce a better result in terms of PSNR. The 
alternative strategies proposed are effectively a violation of the criterion of minimisa­
tion of SNR. However, the second strategy performs better in two of the three cases 
proposed. In other series of experiments, the analysis of the performance shows that 
the higher the textural activity of the scene, the better the performance of the second 
strategy proposed. This is because this strategy avoids the leakage phenomenon, which 
is a well known problem of the region growing methods. If a link between two regions 
is noisy or erroneous, i.e. there is a small but very similar bridge between two regions 
which are otherwise different, the two regions are merged regardless. This results in a 
large error in performance. This is particularly evident in the sequence Garden, where 
the tree is easily merged with the flower-bed because of small elements in the texture 
of the flower-bed itself. The merging of these two big regions creates a large overall 
error in the performance. This error is avoided by using the proposed strategies.
Figure 4.39 shows th a t the employment of the two alternative strategies avoids the 
formation of small insignificant regions which exhibit high contrast. The two stra te­
gies allow the conservation of meaningful entities in the image. Examples are; the 
flower-bed, now separated from the tree, and the tree, separated from the sky, in Gar­
den, the arm, separated from the calendar, in Renata, the calendar, separated from 
the background, and the train, separated from the calendar, in Mobile and Calendar. 
Additionally, the segmented images obtained by these strategies are more pleasing to 
a  hum an observer.
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Figure 4.38: Comparison of performance between the conventional RSST segmentation 
and the modified segmentation using strategies 1 and 2. Test sequences: (a) Renata, 
(b) Mobile and Calendar and (c) Garden.
4.3. Texture Segmentation 149
I# m  V - . v . ) .
■“'’iv .M rt' :
i l s î i m - : U r mw m  m
(a) (b) (c)
Figure 4.39: Comparison of performance between (a) the conventional RSST segmen­
tation and the modified segmentation using (b) strategy 1 and (c) strategy 2. All the 
segmentations contain 4000 segments.
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4 .3 .5  C onclu sion s on M orp h olog ica l T extu re S eg m en ta tio n
This section has explored the possibility of characterising the textural content of the 
image in a simple way which has the advantage of preserving the boundary information. 
This is a  novel method which makes use of mathematical morphology. The application 
of the morphological closure of an edge map is a powerful and simple technique to 
obtain a binary separation between perceptually plausible textured and homogeneous 
regions of the image. The result is a region of support which is particularly accurate. 
This region can be used for further elaboration as a region of support for adaptive 
extraction of features of interest, like variance.
In the experimental section, the application of masks of different shapes a t different 
scales allows the association of textural signatures with texture classes. The use of these 
textural signatures associated has been incorporated in flexible and adaptive merging 
criteria to use within the RSST framework. These criteria have proved effective in 
avoiding the leakage phenomenon, a drawback of region merging techniques.
4.4 C olour Segm entation
The original formulation of the RSST has been expressed with regard to grey-level 
segmentation of still images. In [117], the application of the RSST had been extended 
to the realm of colour images. In this section, extension of RSST to colour segmentation 
is discussed, with emphasis on colour spaces useful for digital video technology.
Let us summarise some useful notions about colour theory [8]. W hen addressing the 
segmentation using grey-level intensity and colour attributes, it is necessary to relate 
them  to luminance. Luminance is often referred to as grey-level intensity in the 8-bit 
representation of images. Luminance (Y) is directly proportional to the intensity, but 
weighted by the spectral sensitivity of human lightness perception. Intensity refers to 
the power flow in a specified region of the electromagnetic spectrum. The m agnitude 
of luminance is proportional to physical power, therefore it is like intensity, but the 
spectral composition of the luminance is related to the lightness sensitivity of the human
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vision. Luminance can be computed as a properly weighted sum  of red, green and blue 
linear tristimulus components.
The Commission Internationale de l’Eclairage (OIE) standardised L* to approxim ate 
the lightness response of the human visual system. L* is a  power of luminance with 
a linear segment close to black. L* is defined as one component of a uniform colour 
space. Perceptually uniform colour spaces indicate the fact that, if a small perturbation 
to a component of the colour value occurs, this is approximately perceptible across the 
dynamic range of th a t value in the same way. Perceptually uniform colour spaces have 
not been taken into account in this work. However, the lightness sensation of vision is 
to be taken into account, if an image has to be coded so as to maximise the perceptual 
quality of the displayed image. The non-linearity of a cathode ray tube (CRT) display is 
very similar to the inverse of the lightness sensitivity of the HVS. Therefore, applying 
the gamma correction to the intensity signal is a  good way of taking into account 
perceptual characteristics of the signal (refer also to Appendix A). For a CRT display 
the following relationship holds:
I  = V'^ (4.54)
where I  is the intensity and V  is the voltage and 7  is a constant. In practical terms:
I  = (4.65)
In order to recover from this effect of non-linearity, which is incidentally consistent with 
the human visual system sensitivity to lightness contrast, the following correction has 
to be applied:
5  =  J t , (4.56)
where S  is the corrected signal.
Colour is the perceptual result of light having wavelengths from 400 nm to 700 nm 
being incident upon the retina. The hum an retina has three kinds of colour photo­
receptor, called cones. Therefore, three numerical components are enough to describe
colour, provided that appropriate spectral weighting are applied. The CIE has defined
several systems to map the spectral power distribution (SPD) to a  trip let of numerical 
components that are the m athematical coordinates of a colour space.
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The systems useful for colour specification are all based on CIE XYZ. Y indicates lu­
minance and X and Z are chrominance components. The XYZ tristimulus is calculated 
from the integral of the spectral power distribution of a source, therefore their spectral 
distribution corresponds to colour matching by HVS [8]. The useful systems, from the 
image coding point of view, are linear R G B  and non linear (gamma corrected) R 'G 'B ' . 
For the definition of R 'G 'B ' , the interested reader is referred to Appendix A.
In the following sections, the term  luma and the symbol Y '  will refer to the gamma 
corrected (non-linear) luminance information, according to human contrast sensitivity.
4.4 .1  C olour S eg m en ta tio n  w ith  th e  R SS T
When choosing the colour space to code the information, the distance metric th a t is 
going to be used in order to express the link weight between different vertices must 
also be considered. The vertex information can be expressed in the form of a vector 
containing a colour triplet.
As link weight, the Euclidean distance (a special case of the Minkowsky distance) 
between colour vectors is widely used in works on colour segmentation [117]. Therefore 
indicating two adjacent vertices in a graph as k and I and the colour triplet associated 
to each vertex at the time (iteration) t as c{t) = (ci(£), C2(i), Cs(i)) , the generic link 
weight used to apply the RSST framework is expressed as:
=  y  (ci,a:(£) -  ci^i{tŸj +  (c2,k{i) -  C2,/(£)) +  -  C3,;(£)j| (4.57)
4 .4 .2  C olour Spaces
Colour spaces that are useful for colour coding according to the definition given in [8] 
will be taken into account.
In Section 4.57, the Euclidean distance has been indicated as a  useful objective colour 
metric. In this work, the Euclidean distance has been used with two colour spaces: the 
RGB and the V' Cb  C r .
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Figure 4.40: Relationship between RGB and Y 'C b C r colour spaces (adapted from [8]).
The RGB colour space is very useful and used in computing [27].
The Y '  C b C r space is also of practical interest in the context of this work since it is 
used for digital television [8]. This coding space is motivated by the observation that 
most luminance Y  information consists of green stimuli (between 60 and 70 percent [8]). 
Therefore, it is possible to base the chrominance coding on the other two primaries, blue 
(B) and red (R). One wants to remove the B and R information from the Y and this is 
done simply by subtraction. The C b and C r components are related to the differences 
{B — Y ')  and (R' — F  ) respectively. The reason for the use of gamma corrected 
{B — Y  ) and {R — F  ) is that Y 'C r C r is a coding space for digital compression and 
television. For television applications, gamma correction is applied autom atically at 
the camera end [8] (while at the display end, the gamma correction should be set up 
and performed by the user).
In Figure 4.40, the excursions of the chrominances of Y 'C b C r colour space are rep­
resented in relation to the corresponding values of R, G, B and cyan (Gy), Magenta 
(Mg) and Yellow (Yl). Only the chrominances are represented. According to Rec. 601 
(see Appendix A), the excursion for C b and C r is from 16 to 240, for the differences 
[B — Y  ) and {R — F  ) in the range [ 0 , . . . ,  1]. For the reference white, where R \  B '  
and Y '  are equal to 1, C b and C r are equal to 128. For the reference black, where R ', 
B'  and F ' are equal to 0, C b and C r are equal to 128. If B' = 1, then C r = 240. If
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Colour space Renata Mobile and Calendar Garden
é g ' b '
25.198 dB 
21.983 dB
26.311 dB 
18.930 dB
22.873 dB 
22.577 dB
Table 4.5: PSNR for different colour spaces using the Euclidean distance on RSST 
framework. The segmentations consist of 4000 segments.
R' = I, then C r  = 240. The excursion minimum for Cb  is value 16 and corresponds 
to Yl. The excursion minimum for C r  is value 16 and corresponds to Cy.
The amount of gamma correction applied at the display end is 2.5 as suggested in [8] 
and prescribed in recommendation ITU .601.
4 .4 .3  E xp erim en ts
Here, a set of experiments performed on the test sequences Renata, Mobile and Calendar 
and Garden is presented, using, as colour spaces, the R 'C 'B '  (with gamma correction) 
and the Y ' C r C r  (with gamma correction). The Euclidean distance is used as cost 
function in the RSST framework.
The results of the experiments are summarised in Table 4.5. The results are expressed 
using PSNR. As explained in Appendix B, it is straightforward to extend the definition 
of PSNR from a ID vector to a vector corresponding to colour triplets. The PSNR is 
expressed as a  function of MSE and the MSE uses the square of a  distance between 
original and segmented image, e.g. Euclidean distance. The Euclidean distance is 
defined for a n,—dimensional vector. Better results are obtained by using the Y '  C r C r  
space.
The idea of texture characterisation based on morphological operations using struc­
turing elements of differing sizes has been further extended to the analysis of colour 
textures.
In order to make the analysis as presented in Section 4.3.4 feasible, it is necessary to 
extract colour edges. This has been done applying the Canny edge detector to the three 
colour components constituting a colour image.
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Colour space Renata Mobile and Calendar Garden
Y ' C b C r
r 'g ' b '
25.8616 dB 
22.9502 dB
23.0647 dB 
19.2116 dB
24.674 dB 
23.1807 dB
Table 4.6: PSNR using colour texture characterisation on RSST framework. The seg­
mentations consist of 4000 segments.
It is possible to apply n  different structuring elements to the three colour edge maps, 
indicated as A, B  and C. Fi'om the application of each structuring element, a binary 
mask is obtained. Each mask contains two labels, which can assume values (0,1). It 
is possible to obtain a set of 3 x 5 ^  colour edge labels, that are indicated as Ai, Bi 
and Ci maps for i = 1 , . . .  ,n .  Indicating with L  the number of labels obtained from 
the application of the different structuring elements to each map, these maps can be 
combined to obtain (L /2)  ^ texture labels, each label indicating a particular mixture of 
colour textures and therefore a particular class of colour textures.
In Figure 4.41, the labelled maps obtained with the combination of one binary mask 
(and therefore two labels) for each colour component are shown. The results are pre­
sented for two colour spaces, the i t o ' B '  and Y ' Cr Gr . In fact, different edge maps are 
obtained for different colour spaces. Some edges are more relevant in one colour space 
than  the other and therefore different types of characterisation are possible. Fi'om vi­
sual inspection of the colour texture labels for the two spaces, colour textures are more 
differentiated in the Y 'C b Cr  than  in the É O ' B'  space. For the interpretation of the 
colour codes used in Figure 4.41, a summary of the colour labels, combinations and 
corresponding codes is presented in Table 4.7.
This characterisation of the colour textures is used for segmentation purposes. Let us 
take into consideration the simplest case of analysis, which is the one of the combi­
nation of labels shown in Figure 4.41. In total, 2  ^ different colour texture classes are 
present. The Euclidean distance is used, but with one rule. To avoid pixels or regions 
belonging to different colour texture classes from merging, despite the individual colour 
similarity, every vertex is assigned a label identifying the colour texture class to which 
it belongs. The segmentation is carried out with the normal framework, except that
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Label Cl C2 C3 Code in Figure 4.41
1 0 0 0 Black
2 0 0 1 Blue
3 0 1 0 Green
4 0 1 1 Yellow
5 1 0 0 Red
6 1 0 1 Magenta
7 1 1 0 Cyan
8 1 1 1 W hite
Table 4.7: Colour codes for texture description using n  = I maps for each colour 
component, like in Figure 4.41. For experiments with R 'G 'B ' ,  C \  corresponds to R, 
Cg corresponds to C and C3 corresponds to B. For experiments with Y 'C b C r ,  C\ 
corresponds to O r , C2 corresponds to Y '  and C3 corresponds to Cg.
only elements belonging to the same colour texture are allowed to merge. Using this 
rule, the segmentation results obtained using the Euclidean distance for the Y 'C b Cr  
and fI g 'b ' colour spaces are summarised on Table 4.6.
The comparative evaluation of the use of the RSST framework for colour texture seg­
m entation is presented in Figure 4.42. The use of colour texture labels, obtained with 
the use of MM, ensures that the segmentation is particularly accurate in the boundary 
definition, without being over-segmented. The visual inspection of the results obtained 
with the use of R ' G ' B '  and Y ' C b C r  shows once again that the latter colour space al­
lows perceptually meaningful colour segments to be differentiated successfully. For this 
reason, in this work, experiments regarding colour segmentation have been performed 
using Y ' C b C r .
4 .4 .4  C onclu sion s on  C olour
Pi’orn the results of the experiments presented in Section 4.4.3, the use of the Y ' C r C r  
colour space yields better performance both with the use the conventional RSST frame­
work and with the use of colour texture rules within the RSST framework.
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(a) (»>]
Figure 4.41: Colour texture maps for test sequences Renata, Mobile and Calendar 
and Garden using (a) R 'G 'B '  and (b) Y ' C b C r  colour spaces. Refer to Table 4.7 for 
interpretation of the colour codes corresponding to colour texture mixtures.
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Figure 4.42: Results of colour segmentation using colour texture description for test 
sequences, Mobile and Calendar and Garden using (a) R'G 'B '  and (b) Y 'C r C r colour 
spaces. The segmentations contain 4000 segments.
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The extension of the texture analysis method proposed in Section 4.4.3 has been demon­
strated. The m ethod of generating a classification into a  number of texture classes by 
morphological operators is simple yet very effective. The analysis can be extended to 
a great num ber of tex ture classes generated for each sequence. However, even when 
restricting the colour texture classes to the minimum for three colour components, 
the comparative evaluation with the classical RSST segmentation formulation shows a 
remarkable improvement.
In the continuation of the work presented here, the colour segmentation is performed 
on the Y  Cb Cr  colour space with gamma correction, as it yields better results.
4.5 C onclusions
In this chapter, the effective extraction and segmentation of image features useful for 
video object segmentation have been investigated. Moreover, the performance of the 
RSST framework regarding single-feature segmentation with a variety of features has 
been explored. In particular, it has been shown how this framework can be adapted 
for segmentation purposes using motion, texture and colour.
Regarding the use of motion, advantages arising from the inclusion of novel motion fea­
tures like curl, divergence and acceleration in the RSST framework have been demon­
strated. The motion segmentation procedure has been complemented by a consistency 
check procedure, the aim  of which is to ensure tem poral consistency of the motion seg­
m entation and rectify erroneous or unreliable segmentation with the use of a memory 
of the segmentation derived from previous frame segmentations. The outliers resulting 
from a robust motion estim ation procedure have also been harnessed for the purpose 
of improving motion segmentation accuracy at the motion boundaries.
R.egarding the use of texture, a novel texture signature approach based on the appli­
cation of morphological filters has been formulated. The results of the segmentation 
using RSST and m athem atical morphology have been compared with textural mea­
surements obtained by conventional statistical methods. The im portant advantage of 
the proposed approach is the capability of preserving the boundaries and shape of tex-
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tured objects. The characterisation of textures using a bank of morphological filters 
has been used to differentiate and render more flexible the merging criterion of RSST 
in the presence of texture. Improvements in the segmentation of meaningful regions 
have been dem onstrated as well as an effective treatm ent for the problem  of leakage.
The use of textural signatures has been extended to take into account colour textures 
and utilise edge information obtained from the three different colour channels for further 
differentiation and characterisation of the texture. Improved segmentation results using 
the RSST and the colour textures have been obtained both  in R 'G 'B '  and Y 'C b C r  
colour spaces.
C hapter 5
Feature Integration
5.1 In troduction
In Chapter 4, key features for object-based segmentation have been identified and 
the RSST framework has been employed to obtain segmentation using single features 
appropriately.
The next step towards scene segmentation into meaningful objects is the investigation of 
possible feature combinations in such a way tha t the segmentation highlights im portant 
characteristics of the object.
In video segmentation, motion is the prim ary source of information. However, since 
motion boundaries are not accurate, so in order to extract them, it is necessary to resort 
to spatial information, such as intensity or colour, to extract them. Texture provides an 
indication of the reliability of the motion information, but at the same time renders the 
intensity or colour segmentation more difficult since intensity or colour homogeneity 
properties are violated in textured areas belonging to the same object.
In order to extract accurate boundaries, motion, intensity (and/or colour) and texture 
have to be integrated in the segmentation. There are broadly two ways of achieving 
this.
The first way is the so-called hierarchical feature integration, where all the features 
are taken into consideration simultaneously, using a cost function which contains all
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the features of interest. This cost function has to be minimised and each step of the 
minimisation corresponds to a description of the scene. All the representations form a 
hierarchy of possible segmentations for the considered scene.
The second way is the so called parallel feature integration, where single features of 
interest are segmented separately and in a parallel fashion. Only when all the single­
feature segmentations are available, can they be fused.
The RSST framework is well adapted to use a complex cost function to perform a 
hierarchical segmentation. As the number of iterations increases, the description of 
the scene evolves from very detailed to more generalised. The problem is how to 
combine features which are very different in nature. Motion provides a global object 
description, while colour and intensity are local properties and texture is a collective 
property evaluated over large areas. This is the kind of investigation described in the 
next section.
5.2 H ierarchical M ultip le-feature Segm entation
In order to obtain a hierarchical, multiple-feature segmentation with the RSST frame­
work, each vertex in the graph must be associated with a feature vector (containing 
a ttribu tes related to multiple features). This differentiates the multiple-feature seg­
mentation from the single feature segmentation, where the vertices represent only one 
feature.
The crucial decision to take is the definition of the cost function, which establishes 
a homogeneity criterion between regions and therefore the hierarchical representation 
of the scene itself. The cost function is expressed as the link between vertices. At 
each recursion of the algorithm, the smallest link is removed and the two most similar 
regions are merged. However the definition of homogeneity is not trivial to determine 
for multiple-feature segmentation, since an object consists of inhomogeneous regions, 
each homogeneous with respect to at least one feature.
The problem of segmentation becomes one of determining how different features relate 
to and influence each other. It is desirable that this relationship is expressed by a single
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cost function.
The way the problem has been approached is to attach different scalar weights to 
inter-frame (optic flow) and intra-frame (colour and /or intensity) features, according 
to priority, in [14, 9, 88, 89]. The novelty of the proposed approach lies in the fact 
that while the above methods consist of numerous segmentation algorithms, here, an 
integrated approach on the sole basis of the RSST framework is attem pted.
5.2 .1  Link W eight O p tion s
In the experiments presented in Chapter 4, the link weight was often expressed in terms 
of the absolute value of the difference of features. Each link between two adjacent 
vertices k and I is therefore defined as:
=  I 4 ( i )  -  -TiWI (5.1)
However, other expressions of the cost reflecting the error made by merging two vertices 
(regions) k and I have been investigated. The findings are reported briefly below.
In Figure 5.1, the different distances used for experiments on the grey-level intensity 
have been summarised. The variable x  is equal to the expression of the error \Ik{t) — 
i((£)|. The results of the use of the RSST framework with such cost functions are 
summarised in Figure 5 .2 . The performance of the segmentation does not differ very 
much, as shown in Figure 5.3. Experiments with optic flow and colour triplets have 
provided similar results.
5 .2 .2  M u ltip le-fea tu re  C om b in ation
In Chapter 4, single feature segmentation using a variety of features was addressed. In 
order to perform multiple-feature segmentation, the obvious first step is to investigate 
the fusion of two features at a time. Potentially, the most interesting combination of 
two cues is tha t of intensity and motion, not least because they capture fundamentally 
different properties of a scene. As previously stated, motion estimates were obtained 
using the algorithm in [12].
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Figure 5.1: Distance metrics used as cost function (associated to links in the graph) 
for preliminary experiments with grey-level intensity.
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Figure 5.2: Results obtained for different distance metrics used as the cost function 
(associated to links in the graph) for experiments with grey-level intensity.
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Figure 5.3: Qualitative comparison of performance using distance metrics in (a) |z |, in 
(b) , in (c) and in (d) expl^L The variable a: is a measure of error.
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In this case, the features of interest are, therefore, the grey-level intensity a t each pixel 
position and the horizontal and vertical components of the dense optic flow at the same 
position. The feature vector associated with a vertex (region) I is expressed as:
7(0  =  [7o(/)7i(072(/)] =  [7o(0«'^(0«"(01 (5.2)
where u^{l)  and v^{ l)  are the horizontal and vertical elements of the optical flow for 
each pixel appropriately normalised so that their dynamic range spans the same interval 
of values (i.e. 0 — 255). Therefore, each link Lk^i can be defined as [101]:
Lk,i{t) =  \h { i)  — h{i)\ +  (^) ”  (Z)l "b I'^ 'k W “  (Z)| (5.3)
in a linear fashion or;
-  « r w i  +  -  «"W l) (5.4)
in a non-linear fashion. The cost function of Equation 5.4 is better suited to reflect the 
fact that perceived contrast sensitivity of the HVS is proportional to the logarithm  of the 
intensity of the physical luminance signal [8]. In Equation 5.4, the motion component 
is modulated by the intensity of the spatial signal, as perceived by the hum an viewer.
Linear and non-linear cost function surfaces are shown in Figure 5.4.
In Figure 5.5, the results of the use of linear (in (a)) and non-linear (in (b)) cost 
functions are shown. The difference in performance is not relevant. However, the 
boundaries of the moving objects are preserved better by the linear cost function than 
by the non-linear combination.
Moreover, when the results of the application of multiple-feature homogeneity criteria 
were compared with the ones obtained by the use of grey-level intensity alone (using 
PSNR as the evaluation metric) the introduction of multiple features did not improve 
the performance of the segmentation, as shown in Figure 5.6. In this figure, the diagram 
represents the difference in performance between the use of intensity alone and the use 
of the linear combination of intensity and motion.
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Figure 5.4: Combination of intensity and motion features in (a) linear and (b) non­
linear (b) fashion.
P
(a) ( b )
Figure 5.5; Qualitative compar ison of performance using (a) linear and and (b) non­
linear combination of intensity and motion.
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Figure 5.6: The introduction of multiple features does not improve the PSNR of the 
segmentation. Here, the comparison is between using intensity only and using intensity 
and motion.
This is possibly due to the fact that PSNR is not an adequate performance metric for 
object-based segmentation. However, it can also be seen from a qualitative inspection 
that the segmentation is suffering from inaccurate motion boundaries and leakage.
A final note about normalisation is necessary. In this set of experiments, in the exper­
iments in Chapter 4 and in the following experiments in Chapter 5, normalisation of 
features with regards to range is used. This is not the only normalisation employed in 
this work. Another popular normalisation technique, used in [88 , 89] to name but a few, 
is done with regards to variance. It consists of the ratio of the quadratic difference of a 
certain feature and the corresponding variance calculated for the whole image. Experi­
ments conducted with this normalisation technique have generally yielded very similar 
results from a qualitative point of view. From a quantitative point of while yielding 
numerically close, but slightly worse results compared with the range normalisation. 
An example is given in Figure 5.7, where segmentations employing intensity and optic 
flow components are compared.
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Figure 5.7: Comparison between normalisation strategies. Example of test sequence 
Renata., with 2ÜÜÜ regions segmentation.
5.2 .3  L inear W eigh tin g  o f  In ten sity  and M otion
A crucial issue to be investigated is the one of the relative importance to attach to 
different features. Limiting the influence of a feature in relation to another can improve 
the results of the segmentation. This aspect has been investigated with the use of 
appropriate weights.
In previous publications on the subject the use of weights to modulate the influence 
of different features has been expressed as a linear homogeneity criterion, e.g. in [14]. 
Following this example, the investigation in this work has also concentrated on linear 
criteria for the experiments using different weights.
The incorporation of the use of weights in the RSST framework has been done using 
the linear criterion, suggested in [14] and expressed as:
(5.5)
where vector v  is the velocity associated with a generic vertex (or region) and D(-) 
indicates a generic distance between image features. In order to make the specifica­
tion of the distance £>(•) explicit, the norm L\ has been used in this implementation. 
Therefore, the homogeneity criterion has been expressed as:
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Figure 5.8: Comparison of performance between the use of cost function 5.6 and of the 
set of param eters (0.5,0.5,0.5) and set of param eters (0.5,0.25,0.25). Test sequences:
(a) Renata, (b) Mobile and Calendar and (c) Garden.
l^k.l = «Kl -  41 +  Kl«l -  Uk\ +  l \v i  - (5.6)
where u and v are respectively the horizontal and vertical components of the velocity 
vector V and a, P, and 7 are constants representing feature weights. All the features 
have been normalised to the same dynamic range, i.e. 0 — 255.
The cost function used in Equation 5.3, can be assumed as having param eters (1,1,1). 
However the problem with this weighting is that the sum of the weights associated 
with the motion features is double the weight associated with the intensity. This can 
be rectified by using this set of param eters (0.5,0.25,0.25). Results of the experiments 
using these two sets of param eters are shown in Figure 5.8, to verify how much this 
imbalance between features influences the final result. Following this idea and the work 
in [14], where the sum of the weights is taken as 1, the experiments have been performed 
with the use of the sets of parameters shown in the following corresponding figures.
In Figure 5.8, the performance of the segmentation using the sum of all weights equal 
to 1 is compared with the case where the influence of the motion features is doubled.
In Figure 5.9, a general comparison between segmentation performances is presented, 
taking the sum of weights as 1.
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Figure 5.9: Comparison of performance with different weights for intensity and motion 
features. Test sequences: Renata (a), Mobile and Calendar (b) and Garden (c).
In Figures 5.10 and 5.11, it is possible to evaluate qualitatively the results of the 
segmentations obtained using different weights for the same number of regions. No 
combination of weights provided satisfactory results.
Using Outlier Maps w ith a Linear Combination of Features
A seen in Figures 5.10 and 5.11, if the influence of the motion feature is high, then 
the erroneous motion boundaries are projected onto the final segmentation, defying 
the purpose of the use of multiple-features to improve the accuracy of the motion 
segmentation. It is reasonable to try to counteract this by using a measure of reliability 
of the motion estimates used as motion features. The influence of the motion feature 
must diminish, where the features do not cairy reliable information.
The way this has been implemented is with the introduction of a weight w related 
to the reliability of motion estimates. The output of the robust motion estimation 
algorithm also provides the location of the motion outliers, as a binary map [12]. If 
the motion estimate is an outlier, the value of the weight w is set to a suitable scalar 
w > 1. Otherwise it is set w — 1. Considering a set of weights {a{w),/3{w),'y{w)) which 
are dependent on the reliability of the motion estimate, the modified cost function is 
expressed as:
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Figure 5.10: Qualitative comparison of performance with different weights for intensity 
and motion features. Settings: (1, 1, 1) (in (a), (b) and (c)), (0 .8 ,0.1,0.1) (in (d), 
(e) and (f)), (0.0,0.2,0.2) (in (g), (h) and (i)), (0.4,0.3,0.3) (in (j), (k) and (1)) and 
(0.2,0.4,0.4) (m,n and o). The number of regions is 1000.
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Figure 5.11: Qualitative comparison of performance with different weights for intensity 
and motion features. Settings: (0.5,0.25,0.25) (in (a), (b) and (c)), (0.8,0.2,0.2) (in 
(d), (e) and (f)), (0.6, 0.4,0.4) (in (g), (h) and (i)), (0.4,0.6,0.6) (in (j), (k) and (1)) 
and (0.2,0.8.0.8) (in (rn), (n) and (o)). The number of regions is 1000.
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Lk^i =  cl{w ) \ I i -  Ik\ +  P{w) (5.7)
The weights associated with the intensity and motion are not fixed but depend on 
the reliability of the motion estimate. In order to calculate this influence of motion 
vector reliability, a  set of weights {a{w), ^{w),'y{w)) is associated with any vertex I and 
initialised as follows:
(a, 8. j )  if I is not an outlier' « (5.8)
(1 - 2 ^ . ^ .  I )  otherwise
Experiments have been performed using different parameters (a, 7 ) and varying the
param eter of influence of the outlier w. The values of param eters used are presented 
in Figure 5.12.
Fiom the performance evaluation with PSNR (see Figure 5.12) it appears that the 
introduction of the outlier weight improves the results for large numbers of regions and 
where the weight attached to the intensity is larger than the weight attached to the 
motion. Better results are achieved for higher values of weight w.
The opposite effect is observed for weights attached to intensity lower than  the weights 
attached to motion, it is necessary to take into account that the PSNR evaluates the 
fidelity of the segmentation to the original image in terms of intensity/colour. However, 
by visual inspection of Figure 5.13, it can be appreciated that the definition of the 
boundaries of the moving objects is more accurate and leakage is reduced, for higher 
values of motion weights.
Overall this kind of measure encourages a  good object-based segmentation. On the 
other hand, the experimental results show th a t the performance of the segmentation 
degrades very quickly and it is not possible to obtain meaningful segmentations which 
contain few regions. In this case, the introduction of the weight in terms of a binary 
value linked to the positions of the outliers renders the segmentation very noisy.
However, as seen in Chapter 4, location of motion outliers provides some information 
in the case of textured regions, but not in the case of homogeneous regions. Therefore
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Figure 5.12: Compaiisoii of performance for different values of the param eter of influ­
ence of outliers w (it varies from 2 to 8 ) and different settings of param eters 
The test sequence is Renata.
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Figure 5.13: Qualitative comparison of performance for {a,/3,'y) =  (1,1,1) (in all four 
examples) and w = 2 (in (b) and (d)). In (b), an effective improvement in the accuracy 
of the motion object boundaries is achieved. The opposite is true for case (d). The 
segmentations consist of 4000 segments. Images have been equalised for better visibility 
of region boundaries.
5.2. Hierarchical M uîtiple-ieature Segmentation 177
the use of such a reliability weight is of limited help in correcting the erroneous motion 
boundaries.
Using Acceleration w ith  a Linear Combination o f Features
Another eventuality is where in areas of low intensity contrast and low textural activity, 
both grey-level intensity and motion do not provide suflhcient information to discrim­
inate boundaries between moving objects. The experiments in Chapter 4 show that 
acceleration features generally give a good indication of the localisation of the motion 
boundary. The acceleration features defined there could then be used to avoid lealcage, 
acting as a reinforcement of the motion feature in the determination of the boundaides. 
This is especially im portant if another frequent phenomenon of multiple-feature seg­
m entation is observed. It is possible that even with the weighting scheme, motion and 
intensity features are combined in such a way th a t the sum of a high motion contrast 
and a low intensity contrast is lower than  tha t of a medium motion contrast and a 
medium intensity contrast. If this happens, then leakage and the merging of two difter- 
ent moving objects occur. In order to prevent this, a weight linked to the acceleration 
can be associated with the intensity difference, to enhance a low or medium contrast in 
the presence of a motion boundary. Of course, this could damage the accurate locali­
sation of the boundaries, but also prevent a  much larger error in the global localisation 
of the object.
This correction can be expressed as:
Lk,i = a\A iIi -  -t- p\ui -  (5.9)
where Ai for a generic vertex I is defined as:
[ 1 if - à u < T u  or a f - O v < T y
—  \
[ “  ^ 1  +  otherwise
(5.10)
where and are the acceleration components associated with the vertex I and 
normalised to have the same dynamic range, and and âv are the averages of the 
respective acceleration components.
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Figure 5.14: Performance evaluation of weighting when taking acceleration into ac­
count, compared with the worst case settings for the param eters {a,P,'y) in Equation 
5.G. Test sequence: Garden.
The experiments have been performed using the same set of param eters (a ,/? ,7 ) used 
in the case the evaluation of cost function of Equation 5.6.
The evaluation with the PSNR (see Figure 5.14) does not compare positively with 
the worst possible combination of parameters in Equation 5.6 taken as a reference. 
Inspection of Figure 5.15 offers the possibility of evaluating the results qualitatively.
The use of this multiplicative weight, in addition to the one attached to the intensity, 
forces the objec'ts that belong to the background to merge. The resulting segmentation 
is comparable to one archived with motion features alone. However, there is a buffer 
zone where the boundary between moving object and background is highlighted and 
preserved. However, the segmentation is very noisy and the boundaries are located but 
not segmented correctly.
5.2 .4  U sin g  T extu re as a R elia b ility  M easure
In Section 5.2.3, the importance of attaching a reliability measure to a motion feature 
has been discussed. For this purpose. Equation 5.7 is not satisfactory for two reasons.
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(a)
Î Ë
(c ) (d)
Figure 5.15: Qualitative comparison of performance for (a,y3,7 ) =  (0.8,0 .2 , 0 .2), using 
outlier information (left column) and using acceleration (right column). In (b), an 
effective improvement in the accuracy of the motion object boundaries is achieved. 
The opposite is true for case (d). The number of regions is 500 in (a) and (b) and 
16000 in (c) and (d).
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Figure 5.16: Qualitative representation of the kind of profile used by [9].
The first is that it uses a binary map of outlier locations to guide the weighting. A 
binary system of weights produces abrupt transitions in the segmentation. It is desirable 
to have a smooth transition between motion boundaries which are characterised by 
different reliability. The second reason is tha t the location of the outliers gives an 
incomplete picture of the reliability of the estimates themselves. Outliers tend to be 
localised in textured areas. In more homogeneous areas, there is no indication of the 
reliability of the motion features. Indeed, it is in homogeneous areas tha t boundary 
errors are more likely to occur. For this reason, the approaches tha t aim  to estimate the 
reliability of the motion features, achieved this by linking it to the quantity of textural 
activity involved, on the basis tha t motion measures are more reliable on textured areas 
than on the homogeneous ones. Therefore, colour or intensity should be the prim ary 
sources of information in the homogeneous regions.
One of the most interesting criteria for changing the reciprocal influence of intensity 
and motion on the basis of the textural content of the support, is the one discussed 
in [88]. Here, the criterion is to merge the regions according to colour similarity if 
the region of support is homogeneous in colour, or grey-level or merging according to 
motion if otherwise. The weight associated with motion and grey-level is not static 
as in Equation 5.5 but has a variable profile calculated on the basis of the variance of 
the support and modelled as the profiles shown in Figure 5.16 for the purpose of fuzzy 
clustering.
In this work, this profile has been used as a cost function and incorporated into the
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Figure 5.17: Schematic of textured area, transition area and homogeneous area as 
defined by masks Mi and M2.
RSST framework. However in the work reported in [88] and the following approaches, 
the measure used to identify textured regions was statistical, i.e. the variance. This 
approach has all the drawbacks derived from feature mixing which blurs the boundaries 
between textures. In the decision about the level of textural content, a novel criterion 
based on the use of multiple scale morphological masks was developed.
The idea is to use two different masks obtained by the same structuring element at two 
different sizes si > 62- The corresponding masks are Mi and M^. The areas selected 
as homogeneous by the mask Mi aie the most homogeneous. The areas selected as 
textured by the mask M2 are the most highly textured. The areas in between the two 
masks are the ones for which the decision about the textural content is more difficult. 
For a graphical visualisation, refer to Figure 5.17.
The areas that aie selected as textured by the wider mask Mi but not by M2 are the 
areas of gradual transition in textural content. We define dj as the Euclidean distance 
of a point on the image plane from the homogeneous area labelled in Mi and ^2 as 
the Euclidean distance of a point from the textured area labelled in M2, as shown in 
Figure 5.2Ü. The maps of the distances di and ^2 aie shown in Figure 5.18. The two 
distances are combined in a distance D = The plot of this is shown in Figure
5.19.
Between the region selected as textured by M2 and as homogeneous by M] there will be
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(cl) (e ) (f)
Figure 5.18: Map of distances d] (in (a), (b) and (c)) and dg (in (d), (e) and (f)). The 
mask M] is obtained using a disk structuring element of radius rj =  7 pixels and the 
mask M2 is obtained using a disk structuring element of radius r2 = 3 pixels. Test 
sequences: in (a) and (d) Renata, in (b) and (e) Mobile and Calendar, in (c) and (f) 
Garden.
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0 0
Figure 5.19: Diagram of the weighting profile D = D = I where the mask
M 2 shows the textured areas of support and =  0 where the mask M] shows the 
homogeneous areas of support. This function is used as a weight to modulate the 
influence of motion and intensity features.
d ,  =  0
P o in ts
dx — d^
Figure 5.20: Definition of distances d\ and ^2.
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an uncertainty region, which will typically have a configuration like the one in Figure 
5.17.
In the region that is maximally textured, the profile D  will have value of 1, while, 
in the region which is maximally homogeneous, the profile D  will have value 0. The 
profile degrades more or less smoothly from 1 to 0 according to the width of the region 
of uncertainty, while it assumes an intermediate value in the centre of the uncertainty 
region, as shown in Figure 5.20.
The advantage of defining the profile with the use of morphological filters lies in the fact 
that the morphological filters preserve the shape of the textured regions, as discussed 
in Section 4.3.4. Therefore, the use of two filters based on different filter apertures 
•si and S2 will discriminate between the density of the texture, but avoid blurring of 
the boundary between textured areas and homogeneous ones. Transition areas will be 
areas where the textural content is diminishing. Moreover, the profile D  adapts to the 
width of the transition areas, ensuring that its shape follows closely the distribution 
of the texture. A short distance between textured and homogeneous areas will be 
accompanied by a more rapid transition in the profile D , while a larger distance will 
be characterised by a smoother profile.
Let us define C = 1 — D as the complementary profile to D. Let us also indicate as Di 
and Cl the value of the texture profiles corresponding to the generic vertex I. The cost 
function used for experiments is derived from the linear weighting in Equation 5.6 and 
it is expressed as:
=  o ^ \C iI i  — Cfclfel +  P \ D i U i  — D k U k l  +  j l D i V i  — D f - v ^ l  (6-11)
where a , P and 7  are constants. Profile C  modulates spatial features and D  tem poral 
features. As in [88], the influence of the spatial features decreases w ith an increase in 
textural content and vice versa for the temporal features. A weighting of the temporal 
and spatial features is also applied using param eters a , P and 7 .
A performance evaluation of this weighting approach is shown in Figures 5.21 and 5.22. 
In Figure 5.21, the performance obtained by the baseline linear weighting function (pa­
rameters o: =  1, /? — 1 and 7  =  1) in Equation 5.6 is compared with the approach
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based on textural profiles D  and C, for various settings of param eters a , P and 7 . The 
performance (see Figure 5.21) obtained with the use of textural information is worse 
than  the one obtained using the simple linear combination, which does not talce into 
consideration texture, when the number of regions is large. This is because, for highly 
textured regions, the vertices are merged using only motion information and this causes 
loss of detail. For lower numbers of regions however, the performance is much better. 
W hen there are fewer regions in the segmentation, the creation of tem porally homoge­
neous segments, using reliable motion information weighted by texture, improves the 
accuracy of the segmentation. To highlight this fact, the experiment was repeated with 
a reference method obtained with the use of textural j>rofiles C  and D  (weighted by the 
param eters a  = 0.8, P = 1 and 7  =  1, which produced the highest PSNR for a lower 
numbers of regions). This has been compared with a range of param eter settings for 
Equation 5.6 that have yielded be tte r results in the case of segmentations consisting 
of a low number of regions. The results of this experiment are shown in Figure 5.22. 
The use of textural profiles still provides better results than any of the simpler linear 
combinations. This segmentation procedure produces a better overall segmentation by 
avoiding over-segmentation and preventing lealcage. This is clearly shown in Figure 
5.23.
However, even with this cost function, it has been impossible to obtain a truly satis­
factory moving object segmentation.
5.2 .5  C om m en ts on  H ierarch ical M u ltip le-fea tu re  S egm en ta tion
In this section, various methods for combining different features into a  single cost 
function have been implemented using the RSST framework. It has been shown how 
RSST can be flexibly adapted for this task, providing hierarchical segmentation that is 
perceptually plausible and comparing favourably with other more complex and costly 
state-of-the art methods, like the ones presented in [14, 9]. Improvements on the cost 
functions used in [14] have been presented with the consideration of motion outliers 
and acceleration measures. Improvements on the m ethod in [9] have been proposed 
w ith regard to texture characterisation and the texture related weighting strategy, as
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Figure 5.21: Comparison between the cost function of Equation 5.6 (o! =  1, /? =  1 and 
7 = 1) and different sets of parameters for the profile of motion D  and intensity C. 
Test sequences: in (a) Renata, in (b) Mobile and Calendar and in (c) Garden.
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Figure 5.22: Comparison between the use of the cost function of Equation 5.11 (a  =  Ü.8 , 
/S = 1 and 7 = 1) and that of Equation 5.6. Test sequences: in (a) Renata, in (b) Mobile 
and Calendar and in (c) Garden.
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J
(c ) (cl)
Figure 5.23; Effect of introducing a textural profile function with (a ,P ,'y) = (1,1,1). 
Comparison between cost functions expressed by Equations 5.6 (left column) and 5.11 
(right column). The use of texture yields an improvement in the case of (a) and (b), 
l)ut the results are not always acceptal)Ie, as shown in (c) and (d). The number of 
regions is 350 for (a) and (b) and 500 for (c) and (d).
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well as the incorporation of a corresponding cost function into the iterative structure 
of RSST.
However, the experiments have shown that the hierarchical approach which incorporates 
all the features into a unique cost function is not of practical use for object-based 
segmentation. The use of multiple features does not usually return  the moving object 
for a small number of regions. This is also the reason why methods using this kind of 
approach must often resort to tracking or additional motion segmentation to identify a 
moving object. The param eters are difficult to set. There is no set of param eters that 
can provide both a robust motion segmentation and at the same time accurate motion 
boundaries, like the ones provided by colour and /o r intensity. But improvement on the 
accuracy of the motion boundaries is the reason why multiple features are employed 
in the first place. A modification of the merging criteria seems more appropriate, as 
shown in the experiments. However, it would be very difficult to derive the exact point 
at which the criteria have to change.
While experiments have only been carried out with linearly weighted combination of 
features, from the limited experience gained from the non-linear cost functions, it seems 
that a non-linear cost function would be more difficult to appraise in relation to the 
contribution of each constituent feature.
Given all these difficulties, it was decided not to try  to further incorporate colour, as 
it would have made the weighting scheme more complicated. On the other hand, most 
studies have concluded tha t, colour does not give much of an advantage compared to 
the intensity alone, from the perceptual point of view.
5.3 H ybrid H ierarchical A rchitecture for M oving O bject 
Segm entation
In order to obtain an accurate definition of meaningful object boundaries, spatio- 
tem poral segmentation techniques operate in the spatial (inter-frame) and temporal 
(intra-frame) domain, using intensity/colour and motion information. In Chapter 2, it 
has been shown how these methods can be classified into two different categories accord­
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ing to the strategy employed to fuse spatial and tem poral information, namely hierarchi­
cal spatio-temporal segmentation methods and parallel spatio-temporal segmentation 
methods. Hierarchical methods rely on the definition of joint spatio-tem poral similar­
ity (or homogeneity) criteria. On the basis of these criteria, they proceed in a region 
merging fashion. The definition of a joint spatio-temporal similarity function presents 
numerous diflSculties due to the necessity of defining weights which are generally se­
quence dependent and based on heuristics. They often result in over-segmentation and 
they are computationally expensive. On the other hand, parallel methods perform 
single-feature spatial and tem poral segmentations separately and successively integrate 
the information by employing an appropriate set of rules. These m ethods manage to 
overcome the over-segmentation problem shown by the hierarchical techniques, achieve 
good accuracy in the location of object boundaries and are simpler to implement. 
However, intensity/colour and motion alone do not allow for the complete extraction of 
meaningful objects. In particular, this class of methods is unable to cope with textured 
sequences, which represent most of natural scenes.
In Section 5.2, an extension of the RSST framework applied to the problem of perform­
ing multiple-feature segmentation has been presented. This is a hierarchical approach 
and it suffers from the same drawbacks of other state-of-the-art approaches of the same 
kind. In particular, the use of a local multiple-feature homogeneity criterion for merging 
regions is disadvantageous since unreliable local estimates of the features can produce 
global effects. Moving objects are global entities of the scene, while the spatial infor­
mation is necessarily local. The presence of a weak boundary can lead to the erroneous 
merging of two or more regions that are globally very different and this problem is not 
easily solved by weighting schemes, as it has been possible to see in the experiments in 
Section 5.2 as well as in the current literature. Keeping tem poral (global) segmentation 
and spatial (local) segmentation separated seems to lead to a better localisation of the 
object.
The hierarchical approach to the processing of multiple features is not supported by 
psycho-visual evidence. As discussed in Chapter 3, processing of motion information 
occurs in parallel to the processing of the spatial information. A functional separation 
of visual tasks is present in the form of distinct visual areas devoted predom inantly to
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the processing of single features. There is, however, an element of hierarchical organi­
sation inside visual areas and visual pathways: the detected features are progressively 
organised in a more complex structure, contributing to the perception of more complex 
objects.
The parallel structure described in the primal visual pathways theory is not a  simple 
one either. W ith reference to Chapter 3, there is extensive feedback from higher visual 
areas (like V3 and V4 or V5) to lower visual areas (like VI). This mechanism helps 
refine the outputs of the lower visual areas [107]. There is also communication between 
visual areas situated in separated pathways.
The idea of a hierarchical segmentation on the basis of a unique and static cost function 
is not perceptually motivated and it does not provide a reasonable improvement in the 
segmentation, unless it is coupled with tracking. However, tracking is inherently a 
temporal processing step. There is obviously a scale of importance of features: motion 
is the most im portant feature in object segmentation. It is then possible to think then 
of a hierarchy of features th a t descends from the more global one, motion, to a  more 
localised one, texture, which still requires a wide area of support to be evaluated, to a 
local one, colour or intensity. Parallelism, separation and feedback are useful concepts 
provided by the biological model. The reasonable hypothesis on which to ground the 
segmentation, is th a t the moving objects are globally correct, and need refinement 
only locally on the motion boundaries, where motion estim ators are more likely to be 
erroneous. The spatial information contained in each moving object detected by motion 
alone can be processed in parallel and the grouping of tex tural and colour features 
inside these objects can be kept separated {single-feature segmentation). A refinement 
{multiple-feature segmentation) is possible once more global evidence of regions has 
been acquired. This is performed once again hierarchically, first by comparing segments 
obtained by spatial features and corresponding to the same motion segment and then 
comparing spatial segments only on the boundaries between different motion segments.
In this section, we present a  novel architecture for object-based segmentation of moving 
sequences, based on the concepts explained above [140]. This architecture comprises 
two stages. In the first stage, objects of interest are located using a top-down approach
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that uses single features and exploits global information to avoid over-segmentation. 
The features used are motion, intensity and texture. In the second stage, a  bottom -up 
(region-merging) rule-based approach is used, employing multiple features and exploit­
ing local information across object boundaries. The proposed architecture does not 
depend on any particular method for feature extraction or segmentation, while most of 
the required stages can be performed in parallel.
This architecture can be considered a hybrid hierarchical architecture, where the hierar­
chy is built according to the order in which the single feature segmentation is performed. 
The baseline segmentation technique used here is RSST. Each step requiring a different 
cost function and feature (or combination of features) is indicated as layer, to stress 
the resemblance to the layered structure of the visual cortex. The results obtained 
from a previous layer of segmentation are used in the subsequent one and there is ex­
tensive feedback from the multiple-feature segmentation to the outputs of the single 
feature segmentation layers. In this way, a pyramid of different feature segmentation 
is constructed. At the vertex of the pyramid, in a top down fashion, is the motion 
segmentation, because this can avoid damaging the moving object boundaries because 
of leakage or weak intensity/colour boundaries. Once this distinction is made, the scene 
is further decomposed.
In a second stage of elaboration, a proper multiple-feature stage, the different features 
are fused together, in two different steps, first with the use of RSST and second with a 
rule-based approach for the final definition of the object.
In comparison with a purely hierarchical bottom-up strategy, this architecture does 
not present the difficulties and ambiguities linked to the use of a multiple-feature cost 
function. In comparison with a purely parallel moving object segmentation, where 
colour/intensity and motion segmentation are performed in parallel and then fused 
by the use of rules, this approach is more robust to erroneous segmentation in the 
colour/intensity domain, while preserving the ability to refine the motion boundaries 
with the colour/intensity information.
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5.3 .1  P rop osed  A rch itec tu re
The proposed architecture, which is shown in Figure 5.24, comprises two stages. In the 
first stage the image is segmented in a top-down fashion, using a hierarchy of features, 
namely motion, texture and grey-level intensity. Global motion information is used to 
locate moving objects approximately, followed by texture analysis and intensity-based 
segmentation.
In the second stage, the segments are refined using a bottom -up strategy that employs 
a combination of features and a set of appropriate rules. As a result, local errors 
which previously occurred in the description of boundaries are rectified. The proposed 
architecture combines the best features from the top-down approach (avoidance of over­
segmentation and use of global information) and the bottom -up approach (accurate 
location of boundaries).
5.3 .2  B u ild in g  a F eature H ierarchy
The first stage comprises three layers described in detail below.
Motion segmentation layer (M-layer): Image Ft (a frame of the moving sequence at time 
t) is segmented into several non-overlapping and collectively exhaustive motion seg­
ments Mt^i so that Ft — U £ i  Mt^i and Mi^i — f] -  0, when i /  j ,  for i =  1 , . . . ,  AT, 
N  being the total number of motion segments. Motion segmentation is obtained by 
using the RSST, as in Chapter 4.
In this case of motion segmentation, the feature vector initially assigned to a vertex 
consists of the horizontal and vertical components [w(p)?^(p)] of a previously computed 
dense optic flow field [12].
The cost function between two regions pi and pj used in this case is:
CmiPhPj) = |K*=(Pi) -  V^{Pj)\ (5.12)
where | • | is the Li norm. The output of this layer is a picture segmented in a top-down 
fashion into regions each corresponding to a dominant motion.
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Figure 5.24: Diagram of proposed architecture and outputs of layers of processing of a 
dynamic scene.
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Texture segmentation layer (T-layer): Each motion segment Mt^i is further segmented 
using textural activity criteria. Segments of high textural activity corresponding to 
motion segment Mt,i will be indicated as where T / • Ç Mt^i for  ^ =  1, • • . ,  L, 
while segments of low textural activity will be indicated as where Ç Mt i for 
TO =  1, , . . ,  M  and { U t i  U{Um=i The textured segments have been
obtained from the connected components of the labelled areas obtained by morpho­
logical filtering (see Chapter 4) on the edges computed on the grey-level image using 
Canny edge detector. Each textured segment can be more finely segmented using a 
cost function such as the one in Equation 5.13. This choice does not affect the effec­
tiveness of the m ethod in its generality. In this layer, each motion segment can be 
processed independently, thus facilitating parallel processing.
Intensity segmentation layer (I-layer): Each low-texture segment is subject to 
grey-level segmentation, using the RSST algorithm. In this case, the feature vector 
after k iterations is the mean grey-level intensity i{p) computed over a  region p. The 
cost function used is;
CiiPuPj) = \i(Pi) -  i{pj)\ (5.13)
The set of segments produced by this segmentation is indicated as , so it holds th a t
U U  C /  = and { U U  T l à  U{U,1f=i U /=i =  M y .
5 .3 .3  B ou n d ary  R efin em en t
As has already been stated, the first stage produces rather inaccurate boundaries which 
need improvement. This is accomplished at this stage, where processing is restricted 
to the neighbourhood of the boundaries, thereby reducing the am ount of information 
to be processed. The second stage comprises two layers.
Intra-M -frame boundary refinement
Intensity and Texture fusion (IT-layer)'. W^itliin the boundaries of the same motion 
segment Mt,u segments C Mt,i and Ç are merged using the RSST algo­
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Figure 5.25: Schematic description of the notation for the definition of opposite segment.
rithm. For this purpose each segment is specified by its average intensity. The cost 
function used in this case is given by Equation 5.13. A segment obtained as above will 
be denoted as for r  — 1, . . . ,J%.
Inter-M -frame boundary refinement
Grey-level intensity, texture and motion fusion (ITM-layer)\ We define B i j  the com­
mon boundary between two motion segments Mt^i and M tj,  as shown in Figure 5.25.
We define S^j) as a  pair of segments tha t touch a common boundary and lie on 
different motion segments so th a t Ç Mt,i and C M tj. This is illustrated in 
Figure 5.25. According to this topology, M tj  is the opposite motion segment for 
and Mi^i is the opposite motion segment for Each segment is now specified by 
four features: average optic flow in the horizontal Uli and vertical direction average 
gradient of intensity i (obtained by a Sobel operator) and average intensity I^^ . We 
denote the average horizontal and vertical optic flow of each motion segment Mt^i as 
Ut^ i and Vt i^ respectively. If the area of a  segment is we define min(5[^^, S l  f) =
min(A[^, A^ f). We also define the operation of merging a segment with its opposite 
motion segment M fj as merge{Sy^i). The refinement of common boundaries between 
two motion segments is carried out using a set of rules.
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The motivation for this rule-based approach is that optic flow is more reliable if the 
regions have a high textural activity, otherwise it is more reliable to use motion informa­
tion only. Moreover, small segments are merged with larger segments if the difference 
in intensity is not very high. The application of the above rules requires thresholds as 
follows: Ti, against which the intensity difference between two segments is compared, 
Tg, against which region size is compared and T<, against which the average gradient 
value is compared. The above rules can be described by the following pseudo-code:
• else
-  if ( ( % < ? } )  A
* m ergeim in ( ,  Sj^ ))
-  else
* if((l% -  U t , j \  4-1% -  1^4j I) < (1% -  U t A  + -  V t A ) )
• rnerge(Sli)
* if((l%  -  UtA + -  VtA) < (1% -  Ut,A -f 1% -  14jD)
• ‘>^^rge{Slj)
If segment has neighbours belonging to more than one motion segment Mt^i, it is 
always possible to reduce this case to the case of two neighbouring objects, setting all 
the objects other than the one taken into consideration as background. This means 
considering the static background and other differently moving objects as the same 
object.
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5 .3 .4  E x p er im en ts  w ith  H yb rid  H ierarch ica l A rch itec tu re
Experimental results using the test sequences Renata, Mobile and Calendar and Garden 
are presented. Three thresholds need to be specified. Tg is expressed as a percentage 
of the largest segment in the image. Ti is a measure of the intensity difference or 
contrast, between different segments. It is chosen in such a way tha t Ti < C[, where 
Cl is the average intensity difference according to Equation 5.13 among all adjacent 
segments composing the ITM-layer. Finally, Tt is a  measure of the intensity difference, 
or contrast, between pixels belonging to the same segment. Therefore, following [39], 
we define a segment as non-textured if C s j  < T t < T i < C j, i.e. if the average contrast 
between elements of the same segment S, indicated as is smaller than  the average 
contrast between different segments. The param eters used to produce the results in 
this section are summarised in Table 5.1. T, is insensitive to the sequence content, 
while Ti depends on the intensity distribution of the scene and T^ is linked to Tj.
In Figure 5.24, outputs of each layer of the proposed architecture are given with ref­
erence to test sequence Renata, indicating the boundaries of constituting segments in 
red. In the first row of Figure 5.24, the output of the M-layer is shown, with region 
boundaries superimposed on the original image. The second, third, fourth and fifth 
rows show the outputs of the T-layer, I-layer, IT-layer and ITM-layer respectively. 
From the comparison between the outputs of the first and the fifth rows, it is possible 
to see the improvement obtained in the definition of the boundaries with respect to the 
motion segmentation, especially in regions w ith low texture (like the wall or the lower 
part of the calendar) where the motion information is not very reliable. The algorithm 
avoids over-segmentation of the image. This is particularly evident in the segmentation 
of highly textured objects (like the upper part of the calendar and the tapestry). The 
progressive refinement achieved a t different layers leads to a  hierarchical description 
of the input scene, which can be very useful for progressive coding applications. The 
outputs obtained from different layers of the architecture with the use of test sequences 
Mobile and Calendar and Garden are presented in Figure 5.26.
The performance of the segmentation achieved for a  longer sequence is presented with 
reference to the test sequences Mobile and Calendar and Garden in Figure 5.27. Object
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Test sequence Ts Ti Tt
Renata 5 % 32 4
Mobile and Calendar 5 % 24 3
Carden 5 % 50 5
Table 5.1: Param eter setting for experim entation w ith Renata, Mobile and Calendar 
and Carden.
boundaries are located consistently from frame to frame, without explicit need for 
segment tracking.
Overall, the results dem onstrate th a t the proposed algorithm  yields intuitively cor­
rect segmentations corresponding to actual scene objects whose boundaries have been 
extracted with a substantial degree of accuracy [141].
5.3 .5  C onclu sion s on  th e  H yb rid  H ierarch ica l A rch itec tu re
In summary, the proposed architecture comprises two stages of processing. The first 
produces a hierarchy of segments th a t are extracted using single features, namely mo­
tion, texture and intensity. The second stage fuses multiple features to reinforce effec­
tively the spatio-temporal coherence of the segments obtained in the first stage. We 
have adopted an effective morphological texture segmentation technique which allows 
for the accurate definition of region boundaries and requires low-complexity.
The proposed technique represents a significant improvement in the field of object- 
oriented segmentation as it avoids over-segmentation caused by bottom -up approaches, 
whilst improving the accuracy of the definition of object boundaries [141, 140, 142]. 
A further useful feature is the capability of this architecture to achieve a hierarchical 
decomposition of a scene into perceptually significant objects. Not only does it locates 
moving objects accurately, bu t it also provides a separation between textured and un- 
textured regions. This hierarchical representation of the moving scene can be exploited 
for object-based analysis and coding of video.
The technique is attractive from an im plem entation point of view, in the sense that 
it avoids computationally expensive homogeneity criteria and weighting functions tha t
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Figure 5.26: O utputs of each layer of the hybrid hierarchical architecture, using test 
sequences Garden and Mobile and Calendar. The segments are indicated by the corre­
sponding highlighted boundaries.
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Figure 5.27: Results obtained with the hybrid hierarchical architecture are consistent 
through time. Here are examples of Garden and Mobile and Calendar at frames 10, 
20, 30, 40 and 49.
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competing methods require, while most processing stages can be carried out in parallel. 
The architecture is generic, in the sense tha t no particular restrictions are imposed in 
the choice of segmentation tools.
5.4 Incorporating Further A sp ects of P sycho-visual P er­
ception
In Section 5.3, it has been seen how paradigms derived from psycho-visual perception 
of the HVS, such as parallelism, functional separation and feedback, can be successfully 
implemented into a hybrid hierarchical architecture for performing multiple-feature 
segmentation.
Experimental results show the effectiveness of the approach and the accuracy of the 
segmentation obtained. In particular, the parallel processing of the spatial information 
from different motion segments has proven particularly advantageous in avoiding gross 
segmentation errors. In fact, this reduces the influence of noisy or ambiguous esti­
mates by delaying the decision about the merging of two regions. This responsibility 
is delegated to the final rule-based layer of the processing, where the properties of the 
segments which are candidates for merging have acquired more global consensus from 
the previous spatial layers. This separation of spatial and tem poral processing must be 
kept in the model. However, the hybrid method presented above suffers from a number 
of drawbacks.
The flow of processing does not correspond to the one performed by human visual 
perception, where the processing of colour and texture are kept separated by the pro­
cessing of motion and only at a later stage is the information fused together. The 
number of stages involved in the overall process also increases notably the complexity 
of the segmentation.
A number of perceptually im portant features have been omitted. Colour information 
has not been taken into account and the same applies to colour texture and edge 
information. The latter is a  particularly critical omission due to the fact that, while 
pure region-based segmentation techniques do not rely heavily on edges, the perception
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of edges is of fundam ental importance in the HVS and is the basis of all other visual 
processing in VI.
From the com putational point of view and with regard to multimedia applications, 
it requires a num ber of user-defined param eters, such as the number of parameters 
relating to the minimum size of the regions, the indicator of homogeneity of the region 
and texture activity of the regions. These parameters are also sequence-dependent. 
Ideally, for autom atic generation of a semantic description of a sequence, one would 
like to have a tool tha t can generate autom atically the parameters required with the 
possibility of intervention as necessary.
The notion and localisation of opposite segments presents difficulties. In general, one 
segment will have more than  one opposite segment. In this case, the choice of opposite 
segment must be done on the basis of similarity in intensity but this could lead to 
erroneous identification of the segments, for weak intensity boundaries. This is the same 
problem previously referred to as leakage. I t is also possible to take into consideration 
the length of the common boundary, bu t this would introduce another user-defined 
param eter and the need to balance arbitrarily  the influence of intensity similarity with 
boundary length.
Experim ents performed using luminance and texture definition based on the luminance 
gradient showed that, as far as object-based segmentation is concerned, the fourth 
layer of segmentation does not improve the definition of the object boundaries. The 
same segmentation can be achieved by classifying the regions into homogeneous and 
textured on the basis of the morphological signature, and then applying the rules of 
the rule-based processor directly to textured regions.
It is necessary to address these drawbacks. Since the parallelism is perceptually mo­
tivated, more robust to noise and computationally advantageous, it is reasonable to 
exploit it, furthering the similarities of the architecture to the HVS biological model. 
We want to keep the rule-based approach which allows one to fuse the information when 
all the evidence has been gathered and it is geared to being extended when needed. 
We want to keep the functional subdivision of tasks, lowering the number of layers 
necessary to obtain a segmentation.
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The following is a proposed model that resembles more closely the functional structure 
of the visual cortex and integrates the positive elements of the hybrid hierarchical 
architecture in a simpler way with regard to the necessary processing layers, while 
using a more complete set of features.
5.4.1 P ercep tu a l P ara lle l P arad igm
Details of the parallel architecture for moving object segmentation are presented in 
Figure 5.28. The most im portant characteristic, of the architecture is the parallel pro­
cessing of temporal and spatial information to mimic the two visual pathways in the 
visual cortex. Therefore, motion segmentation is kept separate from the colour and 
texture segmentation and performed in parallel.
Temporal processing is enriched by new stages of processing presented in Sections
4.2.4, 4.2.7, 4.2.8. In particular, motion segmentation using m ultiple motion features is 
used, while outliers and consistency checks refine the segmentation. Labelling of motion 
segments follows. These segments will be refined at the rule-processor stage with spatial 
information. The output of the motion pathway is a set of motion segments =  Mi 
so that Ft — U £ i  Mt^i and Mt,i fl = 0, when i ^  j ,  for i = 1 , . . .  N  being the 
total number of motion segments.
Colour and texture segmentation is performed in parallel w ith motion segmentation. 
The discrimination between homogeneous and textured areas is done with the mor­
phological segmentation technique explained in Section 4.4.3. This step allows one to 
discriminate textured and homogeneous areas without the use of the param eter Tt and 
avoiding texture segmentation as presented in the T-layer.
Edges are calculated separately on three colour components using the Canny edge 
detector (cr =  1, filter size s =  7). Morphological closing is performed on each of the 
three colour edge components, obtained using the Y ' Cb Cr  colour space. The result 
of the morphological operation is a binary mask, indicating the presence of texture 
in a given colour space. The possible combinations of labels are 2^. Homogeneous 
areas of support will be defined as those tha t do not contain texture in any colour 
plane, indicated globally as H . In total the textured regions are defined as connected
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Figure 5.28: Flowchart of parallel architecture for object-based segmentation which 
mimics the human perceptual visual pathways.
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components whose individual labels can be any one of the remaining (2^ — 1) possible 
labels. Therefore, the only parameter needed to obtain the colour texture segmentation 
is the size of the structural element used to define the textured regions. The number 
of textured regions is determined automatically by the connected components obtained 
by morphological operations. In this work, such textured connected components are 
also referred to as colour blobs to emphasise the similarity with the input received from 
V2 to V3. From the texture segmentation part, it is possible to obtain a set of textured 
segments Tt i^ = Ti so that Ft =  U ^ i  +  H  and T  = UTt.i? so tha t T  -{■ H  = Ft and 
T Ç \ H  =  0, for i =  1 , . . . ,  L, where L  is the total number of textured segments.
From this step, which mimics the functionality of the VS,  it is possible to obtain the 
areas of support of the homogeneous regions. The homogeneous segmentation is done 
with the use of a fourth source of information, namely the edges. It is useful to remember 
tha t in the hybrid approach, catastrophic errors in the luminance or colour segmentation 
were avoided by the first layer of the segmentation. There, motion segmentation was 
performed and kept in place as a separation th a t would avoid erroneous merging from 
the motion point of view. The separation was kept until all the information available 
would have been gathered. This was the main advantage arising from the use of motion 
segmentation at the top of the processing hierarchy. On the other hand, the number of 
homogeneous regions would have to be determined by the user and the use of a user- 
defined param eter is necessary to specify the level of homogeneity for the rule-based 
approach. In the current parallel paradigm, the information provided by edges is used.
Edges are identified in each of the three colour planes. Then, a dilating operation is 
performed with the same structural element used for the textural segmentation. The 
morphological processing helps the definition of a continuous boundary, as suggested 
in [143] and by the Gestalt law of good continuity [107]. Edges are defined by the 
union of all areas belonging to the three colour components th a t have been dilated. 
Homogeneous segments Ht^m — Hm are defined as connected components which define 
close areas and are separated from each other by closed edges (boundaries). Therefore 
=  IJ Ht,mi so that T  + H  — Ft and T  f] 77 =  0, for i =  1 , . . . ,  iW, M  being the to tal 
number of homogeneous segments. This represents the term ination criterion so there 
is no need for the user to define a final number of regions. There is also no need for
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the user to specify the parameter Ti, that indicates the level of homogeneity.
Once the colour texture and colour homogeneous segmentations are obtained, the rules 
explained in Section 5.3 with reference to the hybrid method are applied to textured or 
homogeneous regions whose area of support belongs to more than  one motion segment. 
This renders the segments available for immediate rule processing. All motion segments 
can compete simultaneously for the assignment of a textured or homogeneous region.
The fusion of the information is performed by a rule-based processor. The rules are 
applied only to segments which are either textured or homogeneous, as explained in 
Figure 5.29 and 5.30. Following the findings of the experiments reported in Section
5.3.4, parts of a textured segment that belong to different objects are analysed sepa­
rately, i.e. a segment, pixels of which belong to different motion segments, is separated 
into a number of sub-segments. Bach sub-segment contains pixels belonging to only 
one motion segment. Every textured sub-segment is assigned an average horizontal 
and vertical flow, and these are compared with all the average horizontal and vertical 
flows of the motion segment, as seen in the rule-based approach explained in Section 
5.3.3. For the computation of the average flows of a sub-segment of textured segment, 
the outlier pixels are excluded. If a textured sub-segment is made up of more than 
T%  of outlier pixels, it is not taken into consideration and it will be assigned to the 
motion segment later. Here, the majority of the sub-segments belonging to the same 
textured segment have been assigned. Homogeneous segments, which overlap a motion 
boundary, are entirely assigned to the moving object with which they have maximum 
overlap.
It is also useful to notice that the user can always influence the segmentation and tune it 
for specific purposes or applications. A number of textured and homogeneous segments 
arises automatically as connected components of the morphological filtering. Each 
of these segments (connected components) can be further divided, obtaining a finer 
description of the spatial information. In fact, the RSST can still be used in a parallel 
fashion on textured and homogeneous areas of support, which are processed as separate 
forests of vertices. The pixels or vertices corresponding to edges are subtracted from the 
initial forest in the case of colour segmentation to force the merging of those connected
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Figure 5.29: Simplified schematic of homogeneous segment overlapping multiple motion 
object boundaries.
components first. The subtraction of edge pixels from the RSST graphs assures that 
continuous boundaries of objects will not suffer from leakage. The segmentation can 
proceed in each separate connected component of textured or homogeneous regions with 
the preferred criteria, e.g. colour similarity. In this way, it is possible to segment into 
more regions than the ones set autom atically for the object based segmentation. For 
fewer regions, it is always possible to continue segmenting with the RSST, where each 
connected component identified in the previous autom atic procedure will be merged 
according to a  similarity criterion, e.g. using colour.
5 .4 .2  E x p er im en ta l R e su lts  and C om parison
Experim ental results for the la tte r refined and simplified version of the segmentation 
algorithm  are presented using the standard  test sequences Renata, Mobile and Calendar 
and Garden. A comparison with corresponding results obtained using the previous 
version of the algorithm  (Section 5.3) is also presented in Figure 5.31.
Motion segmentation is obtained for results obtained from the hierarchical architecture 
using the RSST with only translational motion features. For results obtained with the 
parallel architecture, the motion segmentation has been obtained with multiple motion
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Figure 5.30: Simplified schematic of textured segment overlapping multiple motion 
object boundaries. Average motion features for each part of the segment belonging to 
different moving objects are calculated without taking outliers into consideration.
features, refined by the use of motion outliers and consistency checks. This results in 
a more complete labelling of the moving objects as is clear in the example of Figure 
5.32 (c). In this case, labels obtained for the objects in the foreground correspond to 
a number of objects: the tree trunk, the tree branches and two layers of the flower­
bed which have different depths. In the case of the motion segmentation using only 
translational features the object labelled is only the tree trunk.
For the three colour planes, the edges were calculated using the Canny edge detector 
(cr =  1 and s = 7) before a closing operation was performed. The choice of structural 
element was motivated from the work of in [108] where it is shown how the luminance 
texture is perceptually more relevant than  the red-green and blue-yellow textures. The 
structural element is a 3 x 3 square mask. In the case of luminance Y" the textured areas 
are further dilated in order to increase the emphasis on this texture. Again according 
to [108] the textures in the blue-yellow plane are less relevant than  those in the red- 
green plane. Therefore the textured areas obtained from the blue-yellow-ish signatures 
C b are eroded, always using the same structural element. This specifies the texture 
signature and the number of textured regions is determined autom atically as the result 
of the definition of the connected components that share the same textural signatures.
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The segmentation into homogeneous segments is obtained by taking the connected com­
ponents, whose area of support is not textured, into consideration. The colour texture 
and colour homogeneous segmentation provide a set of segments and a classification 
into textured and homogeneous. The segments, which overlap on a motion boundary, 
are then processed according to the rules set in Section 5.4.1. These rules require that 
textured segments be split according to motion (as shown in Figure 5.30) and assigned 
to the motion object most similar to them  using the horizontal and vertical flow for 
similarity purposes. W ith reference to Figure 5.30, this rule means that sub-segments 
and Tg  ^ obtained from textured segment 2] are processed separately for the 
evaluation of their motion similarity against neighbouring moving objects M i, M q and 
Mg. The assignment of homogeneous regions is performed on the basis of the largest 
area belonging to a single motion segment, as shown in Figure 5.29. In this figure, the 
area A\^rn > > M .mi therefore the whole segment Hm  is assigned to the moving
object M l.
Results of the segmentation obtained with this version and the previous version (in Sec­
tion 5.3) are presented in Figure 5.31. For an objective comparison, the segmentation 
obtained in the I-layer was performed using colour triplets instead of intensity only, so 
it was the segmentation obtained in the IT-layer. Textured areas were determined using 
binary masks obtained by morphological segmentation, instead of using the param eter 
Tt [142].
In test sequence Renata (see Figure 5.31), it is possible to see the improved accuracy ob­
tained in both a homogeneous area which has a smooth gradient in intensity (the shirt) 
and in a  moving textured segment (the scarf) which has a very similar average colour 
to the background. The improvement in the segmentation of the textured segments is 
a  common characteristic throughout this whole sequence. It can be a ttribu ted  to the 
inclusion of multiple-motion features, the use of motion outliers in the presence of a 
textured area of support and the better discrimination of textured segments due to the 
use of colour edges. In the case of the homogeneous segment, the presence of a  smooth 
gradient can lead to ambiguous segmentation with region-merging techniques and the 
result depends on the user-defined number of regions where the segmentation has been 
stopped. In the case of the parallel architecture, the number of regions is defined by
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the strongest edge identified by the edge detector and consolidated by morphological 
filtering.
In test sequence Mobile and Galendar{see Figure 5.31), the key aspects of successful 
segmentation are colour texture discrimination and continuity of edges. In the case of 
segmentation using the hierarchical architecture, the segmentation has some leakage in 
the region between the tra in  tracks and the surface. The edges are weak in places and 
the texture of the surface is quite smooth. The hierarchical segmentation using colour 
is prone to failure and the accuracy is obtained only by over-segmentation because the 
contrast in that region is quite small. On the contrary, the continuity of the edge of the 
tracks is ensured by using the par allel architecture, regardless of the number of regions 
chosen. If the reliability of the motion were given only by the density of edges, such as 
in the case of the hierarchical architecture, then the motion segmentation would hardly 
be improved, because most of the support for the frame is textured. W ith the use 
of colour textures, however, there is better discrimination and the principle of motion 
similarity can be applied to segments of identically coloured texture. The advantages 
are clear in Figure 5.31.
In the case of test sequence Garden (see Figure 5.31), a better segmentation of similarly 
textured areas was achieved. Two contributing factors are the better definition of 
the edges that separate the homogeneous regions and the reliability of the texture 
characterisation. Using the Canny edge detector followed by dilation, the continuity 
of edges is strengthened, even in the cases of lower contrast, because the dilation with 
a 3 X 3 mask allows holes in the boundaries that cause leakage in the case of the 
segmentation with the RSST to be bridged. While a similar criterion was proposed 
in [143], similar performance is achieved in the current work using a much simpler 
method. Texture characterisation on the basis of separate colour edges contributes 
to the detection of differences that would have been missed with the method used in 
Section 5.3.4, which was based on luminance contrast alone, even under the influence 
of user intervention.
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Figure 5.31: Comparison of the foregmund-background object-based segmentation ob­
tained with the use of the hybrid hierarchical architecture and the parallel architecture. 
For multiple moving object segmentation, the interested reader is referred to Figures 
G.7, G.8 and G.9.
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Figure 5.32: Labels corresponding to the foreground objects shown in Figure 5.31. 
Boundaries between different labelled regions are superimposed to facilitate visual in­
spection. For the corresponding multiple moving object segmentation, the interested 
reader is referred to Figures 6.7, 6.8 and 6.9.
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5.5 C onclusions on M ultip le-feature Segm entation
In this chapter, two different approaches to feature combination for the purpose of 
object-based segmentation have been investigated.
In tile hierarchical approach, achievements have been the extension of the use of the 
RSST technique for a combination of different features simultaneously, while on pre­
vious works, the emphasis has been placed on single-feature segmentation. The hier­
archical segmentation technique offers flexibility in the choice of segmentation criteria, 
but does not correspond well with actual objects.
In the hybrid hierarchical approach, a  novel single-feature architecture has been pro­
posed. This architecture shows increased accuracy in the determination of object 
boundaries and robustness to single feature segmentation errors. This can be attribu ted  
to the feed-back pa th  that progressively refines the segmentation.
This model still requires the determination of numerous param eters. A less param eter- 
dependent scheme employing parallel processing has been developed. In this scheme, 
motion segmentation is performed in parallel w ith colour and texture segmentation. It 
requires the use of a single param eter such as the size of a morphological mask. The 
number of regions is autom atically chosen and regions are autom atically divided into 
textured and homogeneous and fed to the rule-based processor.
This m ethod requires no manual intervention and produces meaningful and consistent 
segmentations. Moreover, it can produce any number of regions. The segmentation 
can be performed with RSST onto forests of vertices based on the classification into 
textured and homogeneous areas obtained by morphological filtering and incorporating 
spatio-temporal merging criteria, such as the ones seen for hierarchical segmentation.
Chapter 6
Perform ance Evaluation
6.1 Introduction
This chapter addresses an open issue in image and video processing: the performance 
evaluation of segmentation algorithms.
If still image segmentation is a well-researched field, which has found no satisfactory 
general purpose solution yet, the same is true for the problem of objective performance 
evaluation of still image segmentation. Despite numerous attem pts both in the case 
of grey-level [144] and colour [145] image segmentation, a unique procedure for per­
formance evaluation has not emerged. Researchers have turned to the analysis of the 
Human Visual System in order to find a quantitative metric able to represent the sub­
jective perception of image distortions [146], especially in the field of image compression 
[147]. But this research is not in an advanced stage, and so far no satisfactory correla­
tion exists between Human Visual System perception and such objective performance 
metrics.
On the other hand, it has been shown [148] tha t none of the more complicated distance 
metrics show a clear advantage in comparison to the Mean Squared Error (MSB) (and 
therefore the Peak Signal-to-Noise Ratio (PSNR), which is related to it). For this 
reason such evaluation metrics have been widely used in this work for the purpose 
of evaluating single-feature segmentation and multiple-feature segmentation. However
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the straightforward application of these metrics to the evaluation of multiple-feature 
segmentation is problematic, as previously commented in Section 5.2. Such metrics are 
in fact well-apt to describe similarity or dissimilarity between homogeneous quantities, 
while multiple-feature segmentation is aimed at combining inhomogeneous features. 
This is one characteristic which renders the performance evaluation of video object 
segmentation even more difficult than the one of still image segmentation.
Video objects are inhomogeneous entities as they are the result of a combination of 
multiple features and /o r the final output in a multi-stage process tha t handles sin­
gle features separately. The main criterion to judge the effectiveness of the object- 
segmentation depends on the meaningfulness of the object by the human user point of 
view. This is still out of grasp.
Common methods for performance evaluation of object-based segmentation rely on 
the use of ground tru th  moving objects of interest, segmented manually by a hum an 
operator [149]. This procedure is cumbersome and time consuming for the human 
operator, therefore only a limited amount of frames are usually available for comparison 
and relatively few sequences are manually segmented and available. Moreover, this 
process can yield unpredictable mistakes due to the tiredness of the human operator, 
h is/her experience and attention granted to the task.
It is clear that an objective and autom atic (which does not depend on human interac­
tion) spatio-tem poral segmentation measure would be a very useful basis for comparison 
of algorithmic performance. It could moreover lead to a useful assessment for practi­
cal applications, such as video coding or editing. Literature is not vast with regard 
to the problem of object-based segmentation evaluation. However, an interesting ap­
proach is the one of proceeding with the definition of the characteristics possessed by 
a meaningful object [11] and tuning the metrics to reflect such characteristics.
In this work, object-based segmentation performance is evaluated by using both ground 
tru th  and without using ground tru th  sequences. A procedure to improve the sensitiv­
ity of the objective (without the use of ground truth) performance metrics based on 
the work in [11] is also presented. The results of the segmentation approach presented 
in Section 5.4 are compared with three state-of-the-art spatio-temporal segmentation
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techniques. The performance evaluation shows that the method proposed here com­
pares favourably with the addressed state-of-the-art techniques.
6.2 C hoice of B enchm ark A lgorithm s
To date there is no universally accepted benchmark algorithm, therefore in this work a 
num ber of different approaches have been implemented for comparison. It is interesting 
in the first instance to compare the segmentation obtained using multiple-features with 
a  segmentation based on motion alone.
The first m ethod considered is a top-down approach to motion-only segmentation [12].
A dense optic flow field is evaluated using a robust multi-resolution motion estima­
tion method. Then the global motion components are extracted in order to obtain 
a change detection mask by manual thresholding, which is applied separately to each 
frame of interest. This method of motion estimation seems effective towards locating 
semantically meaningful objects and the results are consistent during a long sequence. 
However, the inaccuracy in the determ ination of real boundaries, makes it less suitable 
for content-driven analysis.
Then, spatio-tem poral methods have been implemented for comparison purposes. Multiple- 
feature methods are not frequently encountered in the literature [2] and usually depend 
heavily on a number of user-tuned param eters or require user interaction [88]. There­
fore, methods based on colour and motion features alone, that depend on a relative low 
num ber of param eters, have been considered here.
The first of these methods is a  hierarchical spatio-temporal technique where tem po­
ral and spatial information is integrated into a single similarity function [14]. Motion 
and intensity similarity contribute to this function using a weighting scheme presented 
already by Equation 5.5. Iterative region merging is achieved by evaluating the joint 
sim ilarity of neighbouring regions using the watershed segmentation technique. This 
m ethod suffers from a degree of spatial over-segmentation. Moreover, due to the sen­
sitivity of the watershed transform  to noise, the tracked boundaries are often not con­
sistent throughout a long sequence.
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The second of these methods is a  parallel spatio-temporal segm entation technique which 
uses single-feature tem poral and spatial segmentation in order to obtain spatial and 
temporal masks and then combines the results obtained using a set of appropriate rules 
[13].
The motion segmentation part of all the above methods was based on the m ethod in 
[12], as in the motion-only segmentation technique described at the beginning of this 
Section, in order to make the comparison between different techniques fair.
6.3 E valuation using Ground Truth
Performance evaluation metrics using ground tru th  have been proposed in [149]. They 
define the ground tru th  for an image sequence as the support of the object (s) in the 
subsequent frames of the sequence. W hen this ground tru th  is available, they propose 
different distance measures between the ground tru th  and the segmented video object 
planes. They assume th a t the frames contain N  pixels and M  objects.
In this work three evaluation metrics which use ground tru th  are used: the misclas- 
sification penalty, the shape penalty and the motion penalty. The misclassification 
penalty quantifies the number of pixels that have been misclassified, weighting them  
by their distance from the boundary of the ground tru th . The shape penalty  quantifies 
the difference in shape between the ground tru th  and the segmented object, taking 
into account the difference in a descriptor of curvature at the boundaries. The motion 
penalty quantifies the difference in the value of the motion (param eters) between the 
ground tru th  and the segmented object.
Let us review in detail the performance metrics proposed by [149].
6.3 .1  T h e  M isc la ssifica tion  P en a lty  (D P )
Misclassified pixels between ground tru th  objects and segmented objects can be pe­
nalised according to their distance from the ground tru th  boundary.
Let the object collections from the ground tru th  and segmented frames be denoted as 
G =  {gi^i = 1 ; . . . ,  M }  and S  = { si,i =  1 , . . . ,  M ]  respectively, where gi is a generic
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object corresponding to the ground tru th  and Si is a generic object of the segmented 
frame.
Let the label functions LQ{k,l)  6 M} and Z) G { 1 , . . . , M }  denote the
objects to which the pixel at location {k,l) belongs at frame t, in the ground tru th  
and in the segmented frames, respectively. They are related via the indicator function 
I^{kJ)  a t pixel location {k,l) a t frame t as:
0 i /  L‘a{h ,i)  = L 's[k,t)
The discrepancy between two objects gi and S{ due to misclassified pixels can be cal­
culated as shown by Equation 6.2.
n < n ‘ -  r(k,l)wg,(k,l)
W here Wg^{k, I) is the Euclidean distance of the pixel [k, I) from the boundary of object 
gi [149].
The segmentation error averaged over all objects, is given by Equation 6.3:
= k  E Ot (6 .3)
The spatio-temporal distortion reflecting the misclassification penalty (DP) over T  
frames can be calculated as shown in Equation 6.4:
O P = ^ j 2 f ( D ‘) (6 .4)
i=l
W here / (D^)  is some error function, e.g. the square error, as expressed by Equation
6.5.
/(£>') =  { D Y  (6.5)
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Figure 6.1: Definition of turning angle function (TAF), adapted from [10].
6.3 .2  Shape P en a lty  (D S)
A discriminative shape metric is the turning angle function (TAF) of the object bound­
aries [10]. The distance between the M  object shapes a t time t can be calculated using 
Equation 6.6:
M  ^  \  P  x 2it J   ^ ^
Where 0g.(-) and 8g.(-) denote the turning angle function (TAF) of the ground tru th  
object i at time t  and the corresponding segmented video object plane (VOP) respec­
tively. P  denotes the number of contour elements used for the calculation of the TAF. 
The TAF is defined for a given polygon, as shown in Figure 6.1. Let us consider a 
reference point O on the polygon boundary, and a reference axis through O. Let us 
indicate by s the generic position of a point on the polygon boundary in reference to 
0 .  The TAF u of the point it a function of its position, i.e. y = y{s) the (counter 
clockwise) angle between the tangent to the boundary in s and the reference axis.
The definition of TAF can be extended for an object of arb itrary  shape as suggested 
in [149]. Let us suppose that the shapes of the objects examined are convex and the 
boundary pixels of the objects are assigned a signature as a  pair of coordinates in the 
(r,#) domain. The signatures of the shapes to be compared are re-sampled so th a t 
equal numbers of samples are obtained at uniformly spaced and identical 9 values, as 
shown in Figure 6.2, for 9 sampled every 45 degrees. The pointing vectors which point 
from one boundary pixel to the next pixel are calculated. These vectors approximate
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Figure 6.2; Definition of boundary coordinates (r, 6) and regular sub-sampling of ground 
tru th  Qi object boundary and segmented Si object boundary.
2 /  Rotation 
W angle
Figure 6.3: Definition of rotation angle between two successive pointing vectors on the 
newly sub-sampled object boundary.
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the tangents to the object boundary, in the sampling points considered. The rotation 
angle between each successive pointing vector is added up to find the TAF of the object 
shape, as shown in Figure 6.3.
If the shapes are not convex, the re-sampling of the boundary is done by fitting a 
continuous curve to the boundary pixels and taking samples a t equal intervals on this 
curve.
The discrepancy between two objects can be weighted by the object Area, before aver­
aging. The shape distortion of a  sequence can be computed as a weighted average over 
interval T  (where T  is the length of the sequence examined), as shown in Equation 6-7:
D S = ^ j 2 f { D S ‘) (6.7)
t=l
6.3 ,3  M o tio n  P e n a lty  (D M )
Let Mg. and Mj. denote the motion information at time t for the ground tru th  and 
the segmented object. M  can be param etric or it may represent the motion field at 
each pixel or neighbourhood of pixels. For video objects, it is useful to compare the 
trajectories of the segmented objects and the ground tru th  objects. Therefore it is
necessary to define some distance D  between motion planes represented by Mg. and
Ml-.
Di = D { M l , M l )  (6.8)
The following Di distance measure is proposed in [149], as shown by Equation 6.9:
The discrepancy A  is averaged over all objects, giving the final motion penalty D M ,  
as expressed by Equation 6.10:
1 MDM = -rjY,f<.Oi) (6.10)
1= 1
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Finally, it is possible to define a combined penalty th a t sums the different measures of 
penalty with some appropriate weight.
6.4 E valuation w ith ou t G round Truth
The performance evaluation metrics described in Section 6.3 are useful when ground 
tru th  maps are available. However, ground tru th  maps are of limited availability for 
arbitrary scenes, therefore some objective criteria to evaluate the performance of the 
object-based segmentation are of interest. In [11] intra-frame and inter-frame colour 
and motion metrics are presented with the objective of evaluation of segmented video 
planes without the use of ground tru th .
The idea of these metrics is that, not having any ground tru th  information, boundaries 
tha t present high contrast in the spatial and tem poral domain are more likely to be 
the correct ones. Therefore, taking into account one frame, the colour and motion 
contrast is calculated along the boundaries of a  segmented object. A high value of 
contrast in colour or in motion (parameters) indicates a good segmentation. This idea 
is exploited in the intra-fram e colour metric and in the motion metric used in this 
work. Additionally, a measure of consistency of the segmentation is also defined by the 
inter-frame colour metrics, let us consider a global descriptor of a segmented object 
at time £, such as the colour histogram  of the object. If a  segmentation is consistent, 
the difference between the histogram  of an object at time t  and an averaged histogram 
calculated on the basis of the tem poral neighbours of the same object is small. This 
tem poral difference is calculated in this work using four metrics to compare histograms. 
A small difference in histograms indicates a good segmentation.
Let us now see with more detail the metrics proposed in [11].
6.4 .1  Intra-fram e C olour M etr ics
The 1 performance metrics presented in [11] are based on the following assumption:
• Object boundaries coincide with colour boundaries.
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O u ts id e  o b je c t In s id e  o b je c t O u ts id e  o b je c t In s id e  o b je c t
^  =  P ix e l o n  th e  
b o u n d a r y
( 7 )  *  P ix e l o n  th e
— h n u n H a r u
O b je c t  b o u n d a r y O b je c t  b o u n d a r y
(b)(a)
Figure 6.4: Definition of ju st inside and just outside areas as appears in [11] (a) and 
definition of the areas to evaluate the contrast a t the object boundary in the work here 
presented (b),
In order to evaluate the performance on the basis of the above assumption, the colour 
of the pixels just inside and just outside of the estimated object boundary can be 
compared. In order to define the just outside and just inside^ normal lines of length 
L  are drawn from the object boundary at equal intervals towards the outside and the 
inside of the object as shown in Figure 6.4 (a). The end points are marked as Pq and 
p). The colour difference metric dcB{t)  is defined by Equations 6.11 and 6.12:
Kt
(6 .11)
i=l
(6 .12)
W here K t is the to tal number of normal lines drawn to the boundary of the object in 
frame t and C'o(i) is the average colour calculated in the M  x. M  neighbourhood of the 
pixel pQ(rc, 7/, t). C'}(i) is defined similarly.
The colour metric for the whole sequence is:
0 < D q b  — / { d c B (2),2 — I) ' T) (6.13)
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Figure 6.5: Diagram of the weighting function f {r)  used to compute contrast on the 
object boundary whicli depends on the distance r from the boundary.
Following the philosophy of this evaluation metric, a different method is developed 
to evaluate the average in colour in the areas just inside and just outside the object 
boundaries. For each pixel belonging to the boundary a circular area is defined. In this 
area, the region of support that belongs to the object A i  and the region of support that 
belongs to the foreground A q are considered, as shown in Figure 6.4 (b). A weighted 
average is calculated using function f{r):
f {r)  =  < r  ) if r  < Ty
0 otherwise
(6.14)
Where r = \/x ^  + denotes the distance from the neighbourhood centre and a  and ^  
are positive integers. A graphical representation of one of these filters is given in Figure
6.5, for a: =  3 and /? =  0, which are the parameter values used for experimentation in 
this work. The influence of function / ( r )  decreases with the distance to the boundary 
pixel that is the centre of the area (as shown in Figure 6.5) and is then normalised by 
the area of the region of support.
The average is calculated according to Equation 6.15:
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Oir)  =  (6.15)
l ^ i e A  J V i )
Where c indicates any of the three colour components taken into account, in this case 
using the Y 'C b C r  colour space, and ri is the Euclidean distance between pixel pi and 
the object boundary. The average of the three colour components is taken into account. 
The contrast and the relative metric are calculated as above. This modification in the 
calculation of the average allows the metric to be more sensitive to errors committed 
along the boundaries.
The difference in the approach followed by [11] and the approach proposed in this work 
is shown in Figure 6.4. It is possible to see th a t in (a) there is an error Eb introduced 
by the choice of the distance L  of the centroid of the square windows used to calculate 
the averages of the colour components and the dimensions of the windows themselves. 
In the case presented in (b), the areas A j and A o  used to calculate the averages of the 
colour components follow accurately the boundaries of the object.
An example of performance of this metric is shown in Figure 6.6. Given the incorrect 
segmentation in Figure 6.6 (b), the evaluation of the contrast as given by metric 6.15 
is shown in (c), where lighter values of the image correspond to higher contrast. It is 
possible to notice th a t in points where the segmentation is incorrect, the metric value is 
close to zero. This fact can be used not just as an overall indication of the performance 
of the segmentation, bu t also to determine locally which regions of the boundary need 
refinement.
6 .4 .2  In ter-fram e C olour M etr ics
The inter-frame colour metrics are intended to verify the consistency of the segmenta­
tion through the sequence. The way to achieve this purpose is to verify the constancy 
of the colour histogram  corresponding to the same moving objects in different frames 
[11]. This method can be therefore used as a metric for tracking performance.
For a  given frame, this m etric is based on a num ber of comparisons between the colour 
histogram of the current frame at time t and a comparative averaged frame. In this
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(a) (b) (c)
Figure 6.6: Original frame of test sequence (a), possible segmented object (b) and 
evaluation of contrast at the boundaries of the segmented object (c).
work, the comparative averaged frame is obtained from the average of the contributions 
of frames at time {t — \) and at time {t + 1). The histograms are calculated in the 
Y ' C b C r space. Let us define Ht{j)  as the histogram corresponding to the current frame 
at time for j  = 1 , . . . ,4?,  where B  is the number of bins used for the histogram. Let 
us also indicate by Ht^av the averaged comparative frame, as given by Equation 6.16:
fo, j  =  i  B (6.16)
For convenience, a single one dimensional histogram has been calculated for each frame, 
appending all three colour component contributions. For each colour plane 256 bins 
have been used, therefore each histogram is constituted by Ü =  3 x 256 bins.
Let us consider the following definitions.
N ft t,at’ ft. (0 .17)
1=1
(6.18)
^ f f t , a v  =  E  ^ t , a v { j )  
1=1
(6.19)
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B
=  (0.20)
J = 1
argml?) (6.21)
1=1
Four metrics have been taken into account.
L] m e tric : The L\ metric is defined according to Equation 6.22:
‘^ y / N H ^ N H t , a v
L ‘2 m e tric : The L2 metric is defined according to Equation 6.23:
(6 .22)
< 1 (6.23)NSlfi +^RlIl,av 
m etric : The metric is defined according to Equation 6.24:
y^B {Rim(p~R2tft.av(j)F
0 <  x H H i , fh.av) =  nr ■ -  <  1 (0.24)
H is to g ra m  in te rse c tio n  (H I)  m e tr ic : The histogram intersection metric is defined 
according to Equation 6.25 and 6.26:
0 <  dnriHt ,  Ht,av) = 1 -  Ht,av) < 1 (6.25)
Where
(6.26)
and H I  is the histogram intersection.
The d/ ,^ and d^^ are the city block and the Euclidean distances respectively, applied 
to the measure of distances between corresponding bins and normalised to be in the 
range between [0,1].
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The metric measures the magnitude of difference in sample percentage. In statistics, 
it is used to compare if two bins are drawn from the same probability function [124]. 
This metric is normalised.
Measuring the intersection between two histograms means measuring the minimum 
error probability (in Bayes’ sense), which is obtained as the overlap between two prob­
ability distributions [150]. To use it as a distance metric, it has to be converted to a 
non-intersection measure. This has been done defining d u i — I -  H I .  This metric is 
normalised.
6.4 .3  M otion  M etric
The motion metric used in [11] is conceptually and practically similar to the colour 
intra-frame colour metric presented in Section 6.4.1. The assum ption about the motion 
of the segmented object is the following:
• Motion vectors of the object just inside and just outside of the object boundary 
are different.
According to [11], the motion metric can be estimated according to Equations 6.27, 
6.28 and 6.29:
0 < dM{i) =  1 -  < 1
E i= i wi (6.27)
dM{t, i) = d{v}yit),v}{t)) ■ Wi (6.28)
0 <Wi  = Rivoi t ) )  * R{v}{t)) < 1 (6.29)
Where v}){t) and v}{t) denote the average motion vectors calculated in the M  x M  
neighboui hood of the pixel p^(.'c, 7/,i) and p|(æ,7/, i), in an analogous way to the cal­
culation of the colour averages as seen in Section 6.4.1. The distance d{vi,{t),v}{t))
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denotes the distance between the two average motion vectors. It is calculated according 
to Equation 6.30:
0 < d(vh{t ) , v}(t)) = +  ||'i(ij|| (6-30)
R(')  denotes the reliability of the motion vectors. Therefore the overall motion metric 
is obtained as the sum of the differences in corresponding motion vectors just 
inside and just outside the motion boundary (a sort of motion contrast) weighted by 
the reliability of the same motion vectors and normalised by the sum of all the weights.
In this work, two modifications to the calculation of the motion metric have been made. 
The first difference is represented by the different way of calculating the averages of 
the motion vectors ju st inside and just outside as it has been presented in Section 6.4.1 
with regard to colour averages (Equations 6.14 and 6.15).
The second modification regards the com putation of the reliability of the motion vec­
tors. In the work presented in [11], motion vector reliability is calculated using , the 
backwards projection calculated on the basis of the available motion vectors of the 
current frame t onto frame i — 1 and then calculating the difference in colour compo­
nents between corresponding pixels of the frame t  (projected onto t  — 1) and frame 
i — 1. This m ethod is unable to provide any indication about the reliability of the 
vectors in case the error is com m itted in a  relatively homogeneous region of the image 
where the motion boundary falls. On the other hand, in this work and in the literature 
available, texture measurements have been usefully used as reliability measures [88]. 
Therefore, in this approach the amount of texture contained in the region of support is 
used as a reliability criterion and the associated weight is the one described in Chapter 
4 in Section 5.2.4. Moreover, the vectors classified as outliers do not take part in the 
calculation of the average, as anyway they would not provide useful information.
6.5 Q u an tita tive  E valuation
In this section, quantitative evaluation of object-based segmentations obtained with 
the use of the m ethod of Section 6.3 and Section 6.4 is carried out and compared with
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the state-of-the-art techniques discussed in Section 6.2. Results with and without the 
use of ground tru th  aie given.
For test sequence Renata, only one object is present. Therefore the results are related to 
the quality of background-foreground segmentation, with the object being the human 
moving figure.
For test sequence Mobile and Calendar, three main objects are moving and have been 
evaluated separately. The tra in  has a mainly translational horizontal motion, the bail 
has a translational and 2D rotational motion, with deceleration and acceleration, and 
the calendar has a mainly translational vertical motion.
For test sequence Garden, given that the motion is apparent and depends on the relative 
depth of the objects composing the scene, the object tree which exhibits the main 
motion has been evaluated.
The ground tru th  information has been obtained by manual segmentation of single 
frames of the sequence by non-expert individuals. A group of 3 people, with no back­
ground in image and video processing (or to the problem of segm entation), have been 
shown the test sequences for a number of times. They have been given the individual 
frames of each test sequence as images and with the support of a  picture editing pro­
gram (Coiel Draw 8) instructed to cut out the shapes of the single objects moving in 
different ways in the scene, paying particular attention to the boundaries of the moving 
objects and filling in different objects with different colours (labels). In the case of test 
sequence garden, where the motion is apparent, they were instructed to cut out the 
tree. The masks used for the final evaluation have been obtained by m ajority voting. If 
a pixel has been deemed as belonging to the object by the m ajority of the 3 individuals, 
the pixel was accepted as belonging to the object mask. Examples of ground tru th  are 
presented in Appendix C.
Whenever in the evaluation tracking of a  given object over a number of frames is 
required (that is to say, the correspondence between an object Ot in frame a t time t 
and the same object a t time t -j- i has to be established), this has been done by 
forward or backward (in the case of t~ i )  projection, using the motion vectors associated 
with the pixels belonging to object Ot-
232 Chapter 6. Performance Evaluation
6 .5 .1  E v a lu a t io n  w i th  G r o u n d  T r u th
Results of the comparative evaluation with the use of ground tru th  are presented in 
Table 6.1 for test sequence Renata, Table 6.2 for test sequence Mobile and Calendar 
and Table 6.3 for test sequence Garden.
The misclassification penalty D P  indicates the area of an object tha t has been incor­
rectly segmented in comparison with the ground tru th . Either the object has been 
over-segmented or under-segmented. In this case, the lower the number the closer the 
segmentation to the actual object. The proposed m ethod outperforms all the other 
methods, with the exception of the object ball in the Mobile and Calendar sequence. 
Overall it yields more consistent results for all objects and all sequences tested.
The shape penalty D S  can be considered a refinement of the misclassification penalty. 
It reflects the accuracy of the segmentation in the reproduction of the overall shape of 
the object. Here, the lower the figure, the better the segmentation in representing the 
overall shape. The proposed method outperforms all the other methods and overall, it 
yields more consistent results for all objects and all sequences tested.
The motion penalty D M  reflects the accuracy of the segmentation in the reproduction 
of the motion of the object. In this case the motion features taken into account are 
the horizontal and vertical components of the optical flow, so this measure reflects the 
accuracy of the representation of the 2D translational motion of the objects. Also in 
this case, the lower the figure, the better the segmentation. The performance of the 
proposed m ethod is better than  the others, including motion-based segmentation. This 
is because the motion-only segmentation can split objects tha t do not move rigidly. 
Therefore the average of the optic flow calculated inside the object can contain con­
tributions from different motions. The use of more features increases the accuracy of 
the segmentation. However, the proposed method is more accurate than  the other 
two spatio-temporal methods. This is because the use of information about edges and 
colour-textures renders it more robust to leakage and to the presence of boundaries of 
weak contrast. Additionally, the consistency check of the motion in adjacent frames 
renders it more robust to errors in the estimation of motion features. This method 
is overall more spatio-tem porally consistent then the other spatio-temporal methods
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Metric Proposed Method Black [12] Alatan [13] Choi [14]
D P
D S
D M
2.4973e“ ^
0.0130
0.0170
0,0015
0.0201
0.0393
0.0030
0.0248
0.0310
0.0284
0.0364
0.0793
Table 6.1: Results of evaluation with the use of ground tru th  for test sequence Renata.
Metric Proposed Method Black [12] Alatan [13] Choi [14]
train
D P 4.2002e-4 0.0029 0.0206 0.0035
D S 0.0398 0.0532 0.2389 0.0649
D M 0.0389 0.0543 0.2471 0.1034
ball
D P 0.0034 2.8949e~^ 0.8000 6.1496e-4
D S 0.0110 0.0113 0.8032 0.0240
D M 0.0624 0.1062 0.8479 0.2085
calendar
D P 3.1500e-^ 0.0011 3.2870e-4 0.0120
D S 0.0051 0.0088 0.0052 0.0244
D M 0.0227 0.0238 0.0065 0.1616
Table 6.2: Results of evaluation with the use of ground tru th  for test sequence Mobile 
and Calendar.
here compared. This element can be especially appreciated in the segmentation of the 
Mobile and Calendar sequence. In this seqnence, some objects are segmented better 
and some objects worse than the other methods, but the performance obtained over all 
the objects is consistent. This is an im portant advantage for general purpose object 
segmentation.
6 .5 .2  E valuation  ^vithout G round  T ruth
The intra-frame colour metric dcB  represents the strength of colour contrast along 
the object boundaries. Therefore, the higher the figure, the better the segmentation.
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M etric Proposed M ethod Black [12] Alatan [13] Choi [14]
D P
D S
D M
4.7138e~^
0.0324
0.0211
0.0327
0.0464
0.1793
0.0309
0.0653
0.1363
0.0015
0.0382
0.0573
Table 6.3: Results of evaluation with the use of ground tru th  for test sequence Garden.
This relies on the assumption that the object boundaries correspond to the strongest 
colour edges locally. This assumption is reasonable in the absence of ground tru th  
but misleading. In fact, the object boundaries which represent the biggest obstacle 
to accurate segmentation are usually the ones that exhibit lower colour or texture 
contrast. This is the reason why an element of edge continuity over local weak contrast 
was introduced in the proposed algorithm. According to the criterion described by d e s ,  
spatio-tem poral methods [13,14] are expected to perform better. Results here presented 
show that the proposed m ethod does not yield the highest contrast of all. For most 
of the objects taken into account, the spatio-temporal segmentation methods [13, 14] 
perform better. However, there is a considerable variation of results obtained by these 
methods, including the total merging of the object ball for method [13] in most of the 
frames. Spatio-tem poral methods, like the ones in [14, 13], are likely to set the object 
boundary to the strongest local edge in terms of colour or motion or a combination of 
the two features. This is because the methods rely on the maximisation of the contrast 
either in colour or in motion, or colour and motion at the same time. Therefore, a 
region edge th a t exhibits a strong contrast will be selected as object edge, because no 
element of edge continuity or complexity has been considered in the cited methods and 
in the evaluation metric used. All these considerations apply to the analysis of the first 
row of data, referring to D c b -, in Table 6.5 for test sequence Renata., Table 6.6 for test 
sequence Mobile and Calendar and Table 6.7 for test sequence Garden.
The inter-frame colour metrics cJli» d&g, and d n i  (histogram intersection), compare 
object histograms over a three-frame time interval in order to verify the constancy 
and coherence of the segmentation over multiple frames. In this case, the lower the 
figure, the better the segmentation. Higher figures indicate higher dissimilarity between 
histograms taken at different times in the sequence. The da ta  relative to these four
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Sequence Proposed Method Black [12] Alatan [13] Choi [14]
Renata 0.3641 0.3770 0.4548 0.3157
Mobile and Calendar 0.3749 0.4362 0.7312 0.5197
Garden 0.4141 0.5383 0.3964 0.5305
Table 6.4: Summarised results of performance evaluation gathered from intra-frame 
colour dissimilarity metrics.
metrics can be found detailed in data  columns 2 to 5 of Table 6.5 for test sequence 
Renata, Table 6.6 for test sequence Mobile and Calendar and Table 6.7 for test sequence 
Garden.
On Table 6.4, the to tal score of the four colour metrics is summarised. The data is 
obtained from the averaged summ ation of the four metrics d ^ ,  and dffi over
the number of frames and objects in test sequences. The results on Table 6.4 show 
th a t the figures associated with the proposed algorithm  are generally lower than  all the 
other ones, with the exception of [14] for test sequence Renata and [13] for test sequence 
Garden. Moreover, the figure shows quite a constant value over the different sequences, 
while the other techniques show much higher valuations. This means tha t the proposed 
technique is consistent over time and the results can be consistently reproduced over a 
number of different sequences. From the inspection of the results referring to the single 
intra-fram e colour dissimilarity metrics in Tables 6.5, 6.6 and 6.7 it is also possible to 
notice th a t the figures associated with this m ethod are usually close to, but lower than, 
the ones associated with the motion-only m ethod considered [12]. This reflects the fact 
th a t the consistency of this m ethod is dependent upon the consistency of the motion 
information, as it has been explained in Section 4.2.7.
The motion metric d u  represents the strength of motion features contrast along the 
object boundaries. Therefore, the higher the figure, the better the segmentation. This 
criterion can be quite misleading, since the accurate boundaries of the optic flow are 
generally difficult to estim ate and correspond to both the uncovered and the occluded 
part of background/foreground in the direction of the motion. This has been partially 
taken into account by the reliability weighting system. However, this can be a criterion 
for comparing different approaches, when the ground tru th  is not available. In this
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Metric Proposed Method Black [12] Alatan [13] Choi [14]
D cb 0.0292 0.0243 0.0442 0.0413
dhi 0.3449 0.3688 0.4476 0.2938
db2 0.5332 0.5630 0.6544 0.5190
0.2360 0.2509 0.3328 0.1802
d n i 0.3384 0.3254 0.3874 0.2699
dM 0.0014 0.0026 0.0018 0.0012
Table 6.5: Results of evaluation without the use of ground tru th  for test sequence 
Renata.
case, the higher the figure, the better the segmentation, since the contrast in the motion 
features is higher. From the inspection of the data  reported in the last row of Table 6.5 
for test sequence Renata, Table 6.6 for test sequence Mobile and Calendar and Table 
6.7 for test sequence Garden, the following observations can be made. Not surprisingly, 
the m ethod that performs better in this case is the one that exploits motion only as 
the source of information. The proposed m ethod presents an average performance 
compared with spatio-temporal methods [13, 14]. There is no indication th a t any of 
the other spatio-temporal methods ([13, 14]) performs better, from the perspective of 
the maximisation of the motion difference along boundaries.
6.6 Q ualitative E valuation
Finally, the segmentation results obtained using the proposed method are presented in 
Figure 6.7 for Renata, Figure 6.8 for Mobile and Calendar and Figure 6.9 for Garden, 
for the purpose of qualitative evaluation. The proposed m ethod (shown in Figure 6.7 
(m), (n), (o) and (p) for test sequence Renata, in Figure 6.8 (m), (n), (o) and (p) for 
test sequence Mobile and Calendar and in Figure 6.9 (m), (n), (o) and (p) for test 
sequence Garden) is compared against the results obtained my a motion-based method
[12] and two spatio-temporal methods [13] and [14].
Let us first compare the proposed method with the motion-based m ethod in [12], shown 
by Figure 6.7 (a), (b), (c) and (d) for test sequence Renata, by Figure 6.8 (a), (b), (c)
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Metric Proposed Method Black [12] Alatan [13] Choi [14]
train
D c b 0.0753 0.0664 0.0830 0.0667
Li 0.2079 0.2953 0.8407 0.3121
L2 0.4702 0.6144 0.9661 0.5733
0.1105 0.1813 0.7402 0.1770
H I 0.1860 0.2263 0.1508 0.2035
d-M ■ 0.0041 0.0045 0.0014 0.0028
ball
D c b 0.0738 0.0599 merged 0.0622
dhi 0.3679 0.4406 merged 0.8012
db2 0.5514 0.8066 merged 0.9281
0.2610 0.3221 merged 0.7585
d n i 0.3586 0.4009 merged 0.2922
dM 0.0020 0.0014 merged 7.9625e-4
calendar
D c b 0.0519 0.0452 0.0786 0.0659
dbi 0.4282 0.4203 0.4137 0.5286
db2 0.8039 0.8127 0,7572 0.9255
X^ 0.3305 0.3223 0.3074 0.3976
d m 0.4141 0.3919 0.3983 0.2392
dM 5.5625e-^ 0.0011 0.0014 7.7499e-4
Table 6.6: Results of evaluation without the use of ground tru th  for test sequence 
Mobile and Calendar.
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Metric Proposed Method Black [12] Alatan [13] Choi [14]
D cb 0.0495 0.0377 0.0631 0.0444
dbi 0.3879 0.5566 0.4119 0.4985
db2 0.6418 0.7780 0.5945 0.8102
x ' 0.2710 0.4327 0.2764 0.3976
d n i 0.3557 0.3858 0.3027 0.4156
dM 0.0010 0.0018 0.0012 0.0011
Table 6.7: Results of evaluation without the use of ground tru th  for test sequence 
Garden.
and (d) for test sequence Mobile and Calendar and by Figure 6.9 (a), (b), (c) and (d) 
for test sequence Garden, In the proposed method, the boundaries follow more closely 
the actual contours of the object. This is to be expected since the purpose of using 
more features is precisely to improve boundary definition using local spatial information 
provided by colour and texture. However, this improvement is not guaranteed as it is 
possible to notice in the examples from the other two spatio-temporal segmentations
[13] and [14]. In fact, the location of boundaries that fall in low contrast regions are 
problem atic for these methods. In such low contrast areas, motion-based methods, like 
the one in [12], yield more accurate results.
Let us compare now the proposed m ethod with the spatio-temporal methods in [13] 
and [14], shown by Figure 6.7 (e), (f), (g) and (h) for [13] and (i), (j), (k) and (1) for
[14] for test sequence Renata, by Figure 6.8 (e), (f), (g) and (h) for [13] and (i), (j), (k) 
and (1) for [14] for test sequence Mobile and Calendar and by Figure 6.9 (e), (f), (g) 
and (h) for [13] and (i), (j), (k) and (1) for [14] for test sequence Garden.
It is possible to notice th a t the overall accuracy of the boundaries, obtained by both 
spatio-tem poral m ethods [13] and [14] considered, is comparable. The proposed method 
provides a  more coherent and perceptually meaningful representation, especially regard­
ing its capability of generating consistent object boundaries from frame to frame. The 
inconsistencies in the segmentations are particularly evident in the Mobile and Calendar 
sequence, where consistent errors are present in the two spatio-temporal segmentations 
as over-merging in case of low contrast or loss of parts of the moving objects.
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The key capability of the proposed m ethod seems to lie in the production of accurate 
boundaries, even in regions of low contrast. This represents a notable improvement with 
respect to the motion-based m ethod [12] and the two spatio-temporal methods [13] and
[14]. Failure to locate low contrast object boundaries in [13] and [14] is particularly 
evident in test sequences Renata and Mobile and Calendar. In Renata and Mobile and 
Calendar, the boundaries located are effectively the ones that present the highest local 
contrasts. However, these boundaries do not belong to the moving object, but to the 
nearest still object exhibiting high contrast boundaries. The reason for this behaviour 
is due to the lack of information about the continuity of the edges in the presence of 
noise or low contrast.
Another im portant issue related to the performance of every segmentation method is 
the choice of the number of regions th a t compose the final segmentation. A similar 
aspect has been already discussed in Section 4.2.5, with regal'd to the choice of the 
num ber of moving objects composing the sequence. The considerations discussed in 
Section 4.2.5 apply to the motion-based method [12] presented here for evaluation 
purposes. The number of objects in this case have been chosen by human interaction, 
since no autom atic selection method was available in that framework. However, in the 
case of spatio-tem poral and multiple-feature video object segmentation are composed 
by a spatial segmentation stage as well as a motion segmentation step. Therefore in 
the spatial segmentation stage of the segmentation, the necessity of evaluation of the 
num ber of regions composing the segmentation arises again, although differences arise 
according to the architecture, in case of parallel or hierarchical structure.
In the case of the parallel method in [13] motion and spatial (colour) segmentation are 
performed separately. There are two param eters involved in the choice of granularity 
of the segmentation: the number of moving objects, which is taken with regards to 
the tem poral segmentation and the number of colour segments composing the spatial 
segmentation.
In the case of the hierarchical method in [14], motion and spatial (colour) segmentation 
are combined through the use of a joint spatio-temporal weight. In this m ethod [14], 
areas of support of moving objects have to be determined, even if approximately. The
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Sequence Number of homogeneous regions Number of textured regions
Renata 126 691
Mobile and Calendar 126 725
Garden 60 406
Table 6.8: Number of homogeneous and textured regions autom atically selected by the 
parallel method.
method is based on the watershed segmentation algorithm, so it requires first the lo­
calisation of markers. The number of markers selected for the watershed segmentation 
influences the number of regions produced by the segmentation. The markers th a t fall 
between areas of support of two different moving objects are discarded, since they are 
not temporally homogeneous. The watershed segmentation is then performed on the 
basis of a similarity function expressed by Equation 5.5. In general, watershed segmen­
tations consist of numerous segments. In the case of this method, the over-segmentation 
obtained using the joint spatio-temporal merging criterion is reduced by resorting to 
the motion information once more. Again, segments belonging to the area of support 
corresponding to the same moving object are labelled accordingly.
In the case of the proposed method, the number of regions composing the texture and 
colour segmentation is determined automatically. For the tex ture segmentation, this 
is determined by the connected components of pixels sharing the same colour texture 
label. For the colour segmentation, the number of segments is determ ined by the 
connected components created by the partitioning of the homogeneous areas obtained 
superimposing the morphologically filtered edge pixels. Since the proposed m ethod 
determines autom atically the number of textured and homogeneous regions composing 
the scene, in Table 6.8 these numbers are summarised for the results shown in Figures 
6.7, 6.8 and 6.9. The data  relate to number of regions averaged over the length of the 
sequence and rounded to the next integer towards positive infinity.
In the case of the results shown by Figure 6.7, by Figure 6.8 and by Figure 6.9, the 
segments related to the spatial part of the segmentation are summ arised in Table 6.9. 
The da ta  relate to number of regions averaged over the length of the sequence, except 
for [13], where the number of regions can be determined by the user, and rounded to
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Sequence Proposed Method Alatan [13] Choi [14]
Reriata 817 5000 3709
Mobile and Calendar 841 12000 5913
Garden 466 9000 4883
Table 6.9: Number of segments composing spatial part of segmentation in the compared 
methods.
the next integer towards positive infinity.
It is possible to see th a t the number of component segments is much lower than in 
the other compared methods. This indicates tha t the problem of over-segmentation is 
overcome without loss of perceptually im portant details. The autom atic detection of 
the number of colour/texture segments is also a useful feature. This method does not 
require extensive user interaction to yield reasonable and consistent segmentations.
Overall, our results dem onstrate th a t the proposed algorithm yields intuitively cor­
rect segmentations corresponding to actual scene objects whose boundaries have been 
extracted with a substantial degree of accuracy. Furthermore, our comparative assess­
ment suggests that our segmentation method compares favourably with established 
state-of-the-art moving sequence segmentation algorithms.
6.7 C onclusions
In this chapter, a performance evaluation of the overall system for object-based segmen­
tation has been presented in comparison with state-of-the-art segmentation methods 
th a t employ single or multiple-features.
The comparison has been based on both  objective and subjective assessment. The 
objective metrics have employed ground tru th  information using local colour and motion 
contrast and colour consistency criteria. Performance evaluation without ground tru th  
employed a novel contribution th a t improves the sensitivity of contrast criteria in both 
colour and motion.
The evaluation shows that the proposed m ethod compares favourably against state-of-
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Figure 6.7: Comparison of the segmentation of frames 10, 20, 30 and 40 in test sequence 
Renata for the segmentations obtained with the use of [12] in (a), (b), (c) and (d); with 
the use of [13] in (e), (f), (g) and (h); with the use of [14] in (i), (j), (k) and (I) and 
with the use of the method here proposed in (m), (n), (o) and (p).
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(m) (n) (o) (p)
Figure 6.8: Compai ison of the segmentation of frames 10, 20, 30 and 40 in test sequence 
Mobile and Calendar for the segmentations obtained with the use of [12] in (a), (b), 
(c) and (d); with the use of [13] in (e), (f), (g) and (h); with the use of [14] in (i), (j), 
(k) and (1) and with the use of the method here proposed in (m), (n), (o) and (p).
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(m) (n) (o ) (P)
Figure 6.9: Comparison of the segmentation of frames 10, 20, 30 and 40 in test sequence 
Garden for the segmentations obtained with the use of [12] in (a), (b), (c) and (d); with 
the use of [13] in (e), (f), (g) and (h); with the use of [14] in (i), (j), (k) and (1) and 
with the use of the method here proposed in (m), (n), (o) and (p).
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tlie-art methods employing motion and colour as segmentation features. The results 
are accurate and consistent and, most im portantly of all, the segmentation does not 
depend on user selected parameters, such as the number of regions composing the 
segmentation.
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Chapter 7
Conclusions
This chapter provides a summary of the motivations, main issues addressed and achieve­
ments of this thesis.
7.1 Sum m ary
In recent years, the evolution of telecommunications and the increasing expectations of 
users have led to an unprecedented demand for access to video content. An elementary 
way of accessing video content is at a low level, for example at a level of visual primitives, 
by means of video object (also indicated as moving object) segmentation. This accounts 
for the decomposition of video into meaningful components th a t are characterised by 
different motion parameters. A higher-level representation of content can be achieved 
by enriching the process with semantic descriptors which may support further analysis. 
This can only be done for specific applications, where the context is known, and /or 
resorting to user interaction.
The main objective of this work has been to design a strategy to achieve a generic 
object-based segmentation. Only low-level attributes contributed the segmentation, no 
user interaction or a priori knowledge was required. However, the defining characteristic 
of the approach has been the utilisation of a multiplicity of low-level features for the 
description of a scene. In this work, colour, texture, motion and edges have been
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employed as features of interest. The segmentation obtained in such a way is used 
for the analysis of arbitrary-content visual material. The m ain issues addressed in the 
design of object-based segmentation methods for new m ultimedia services were the 
following, according to [1]:
• Flexibility of segmentation criteria: the framework should be able to provide 
segmentation using different features.
• Simplicity  of the processes employed: the complexity has to be kept low in order 
to allow for real-time or near real-time processing.
• Generality: the procedures must be able to provide a reasonable result in an 
autom ated way in a variety of real life footage, since the m aterial can be varied 
and no a priori assum ptions can be exploited.
• User interaction: the user m ust be allowed to change the criteria of the segmen­
tation to suit specific needs.
• Accuracy and Meaningfulness: the objects extracted must respond to perceptu­
ally significant criteria, m ust be reasonably accurate and must have good corre­
spondence with constituent scene components, within a small error limit.
In relation to the above objectives, this thesis had the following structure.
In Chapter 2, a review of state-of-the-art object-based segmentation techniques was 
presented. Not all low-level features available for description have been employed. Mo­
tion grants a  global high level description of the object, which can be inhomogeneous 
in terms of colour and /o r texture. The initial approach to object-based segmentation 
was therefore based on the use of motion information only. In order to increase the 
accuracy of the segmentation, spatio-tem poral techniques were developed. Here, mo­
tion, while remaining the principal source of information, has been coupled with spatial 
intra-frame information like colour, texture and edges. Although numerous approaches 
exist, which achieve object-based segmentation by combination of motion and colour 
information (spatio-tem poral m ethods), only a few methods use a higher number of
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features. Such multiple-feature m ethods are usually extremely complex from a com­
putational point of view and they are mostly semi-automatic, requiring user input in 
defining a (usually high) number of param eters and continued supervision.
In Chapter 3, the main segmentation tools used were described. The RSST segmenta­
tion framework has been chosen as the baseline segmentation strategy, as it allows for 
fiexibility in the merging criteria. W hile being essentially a region growing approach, 
it requires no seeds or markers to initiate the segmentation. Additionally, it provides a 
complete and hierarchical description of an input frame, which is stored in a da ta  struc­
ture called the Shortest Spanning Tree (SST). In the choice of segmentation strategy, 
an im portant consideration has been the relationship between the chosen method and 
the Human Visual System (HVS). A simplified model of the functional organisation of 
the visual cortex was considered towards influencing the system architecture presented 
in Chapter 5.
In Chapter 4, methods of extracting and segmenting features like motion, texture and 
colour were discussed. The first step was the selection of extractors and descriptors of 
single features and the study.of single-feature segmentation. This chapter was roughly 
divided into three parts: one concerned w ith motion segmentation, one concerned with 
texture segmentation and a th ird  concerned with colour segmentation. The RSST 
framework was used for the purpose of motion segmentation, first on the basis of the 
translational optic flow field obtained by a robust estim ator and second combining the 
optic flow field with multiple motion features obtained from the curl and the divergence 
of the optic flow field. The issue of the tem poral consistency of the motion segmenta­
tion was also addressed developing a global object descriptor against which the frame to 
frame segmentation error could be quantified and rectified. Textural feature extraction 
and texture-based segmentation was addressed in the second part of the chapter. The 
RSST was used for the purpose of texture segmentation using various features obtained 
from the co-occurrence m atrix. This approach proved unsatisfactory due to mixing ef­
fects of different textural classes at region boundaries. An im portant contribution was 
the utilisation of m athem atical morphology in order to extract textured regions with 
accurate boundaries and eliminate the problem of mixing between differently textured 
regions. Further progress was achieved by generating textural feature descriptors th a t
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were incorporated in the RSST. The third part of the chapter discussed colour seg­
mentation. RSST was used for colour segmentation using RGB and Y 'C b Cr  colour 
primaries. Furthermore, the textural description were extended to colour textures.
In Chapter 5, the problem of multiple-feature segmentation was addressed. This chapter 
W£LS divided into two parts. In the first part, a hierarchical approach to multiple-feature 
segmentation was performed with the use of the RSST. In the second part, two ap­
proaches, inspired by parallel paradigms to multiple-feature object-based segmentation, 
were developed.
Exploiting the fiexibility of the RSST framework, various methods of combining mo­
tion, colour and texture have been investigated, especially in relation to the adaptation 
of current state-of-the-art weighting strategies [14, 88] to the RSST framework. The 
results obtained were comparable with those of other methods, with the added ad­
vantage of having a complete and flexible description of the scene as provided by the 
Shortest Spanning Tree. However, the performance of this approach (and others similar 
to it) proved unsatisfactory. It was observed th a t output segments did not have good 
correspondence with the intuitive notion of a scene object. Often, the output needed 
to be over-segmented in order to be accurate, so the advantage of using a multiplicity 
of features was not evident.
Therefore, an alternative approach to the problem, shifting from hierarchical to parallel 
methods, was undertaken. Keeping the RSST as the baseline segmentation strategy, 
a modular, hybrid hierarchical architecture was developed. In such an architecture, 
motion maintained a position of dominant importance and the segmentations of texture 
and colour were performed separately in a  single-feature fashion. Separate modules 
performed single-feature segmentation,using motion, texture and colour, and then the 
combination of sub-sets of features. A feedback mechanism allowed the single-feature 
segmentations to be refined with the progressive incorporation of other features. The 
final moving object was obtained by fusion of all available features with the use of a  set of 
rules. The architecture could be defined as hierarchical, since it established a hierarchy 
of features and segmentations in each module are performed with the use of RSST, 
which is a  hierarchical segmentation method. The architecture could also be defined
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as hybrid, since elements of parallelism were present, such as the parallel processing of 
spatial features relating to different moving objects. This architecture bore a degree 
of similarity with models approximating information processing by the HVS, especially 
with regard to modularity and feedback. It yielded accurate and consistent results in 
the experiments carried out. It was generic and it facilitated user-interaction. However, 
it still depended considerably on user-defined parameters.
The ultimate aim was to devise an autom ated way of extracting a generic moving object, 
with reasonable accuracy and with the possibility of user interaction. This was achieved 
ill the last part of Chapter 5, with a  modification of the hybrid hierarchical architecture. 
The elements of parallelism present in the hybrid hierarchical method evolved into a 
fully parallel paradigm. A good correspondence between HVS functional units and 
the proposed architecture consisting of single-feature processing units was achieved. 
Additionally, edge continuity was exploited as an additional feature. This architecture 
yielded results comparable with those of the hybrid/parallel architecture in a  far simpler 
and autom ated way, since it did not employ sequence-dependent parameters.
In Chapter 6, the comparative evaluation of the parallel architecture was carried out 
taking into consideration three state-of-the-art moving object segmentation methods. 
Objective and subjective (qualitative) evaluation criteria were employed. The objective 
performance evaluation criteria were further investigated and modified to ensure more 
responsiveness of the metrics used along object boundaries. Using these evaluation cri­
teria, the proposed parallel architecture performed favourably in comparison with other 
motion-based and spatio-temporal segmentations in terms of accuracy and consistency.
7.2 C ontributions
The pm pose of this work was to perform object-based segmentation which is general 
in the sense that can be applied to a variety of scenes, without relying on a priori 
information.
A major focus of this work was to formulate strategies achieving meaningful segmenta­
tion using different image features in an accurate but relatively simple way, therefore
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fulfilling the need for simplicity and generality.
Limiting complexity has been a feature throughout the work, in the choice of motion 
model, moving object descriptors, textural descriptors and colour spaces.
Obtaining meaningful objects for the human viewer was achieved incorporating ele­
ments of the functional modelling of the HVS. A simplified description of functionalities 
of the visual cortex has been developed in Section 3.5.1.
Aspects of the HVS considered were the hierarchical organisation of functional areas, 
the presence of feedback from higher to lower levels (so called layers) in the hierarchy 
and a limited element of parallelism between temporal and spatial processing. This 
allowed for the formulation of the hybrid hierarchical model in Section 5.3. Given the 
satisfactory results obtained with this model, the similarity with the perceptual model 
has been extended to a  fully parallel paradigm in Section 5.4.
In both the hybrid hierarchical model and the fully parallel model, single-feature seg­
mentations were performed independently by dedicated processing modules. These were 
organised in a  hierarchy so that outputs of a processing module constituted inputs for 
a successive module. The multiple-feature integration was performed using a set of 
appropriate rules. A high degree of modularity and flexibility in the choice of feature 
descriptors and segmentation strategies were achieved, leaving room for further devel­
opment and fine-tuning. Inputs and outputs to single-feature processing areas could 
be substitu ted  by user-dependent param eters or user-selected intermediate segmenta­
tions: this allows for much-needed (in the field of multimedia) user interaction and 
the possibility of introducing higher level semantics without compromising generality. 
Moreover, in the case of the fully parallel model, the granularity of the segmentation 
was determ ined automatically. This functionality is extremely im portant in the case of 
post-production applications, where a notable amount of da ta  must be browsed quickly 
and analysed reproducibly for the purpose of editing, indexing or archiving.
Specific contributions of this thesis were the following:
• The development of a  simplified model capturing the functionalities and organisa­
tion of the visual cortex, and extending beyond the processing which characterises
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VI (Section 3.5.1).
• The consideration of higher-level motion features and their incorporation in the 
RSST framework (Section 4.2.4).
• The development of a strategy to check the temporal consistency of motion seg­
m entation in time. This strategy employed global moving object descriptors and 
the resulting error as an indicator of tem poral consistency (Section 4.2.7).
• The development of a  simple and effective method for texture analysis based on 
edge detection and m athem atical morphology which allowed for the detection of 
textured areas while retaining accurate boundaries (Section 4.3.4).
• The extension of the above m ethod of texture analysis to colour texture (Section
4.4.3).
• The utilisation of the RSST framework for the purpose of multiple-feature seg­
m entation. The RSST has been used in the past for the purpose of single feature 
segmentation with the use of intensity, colour, motion and texture. The appli­
cation of RSST to the multiple-feature problem is novel, requiring the design 
of appropriate cost functions and relative weighting schemes. The performance 
of such a segmentation m ethod was comparable with the ones presented in the 
literature and showed a greater level of flexibility (Section 5.2).
• The development of a  m odular architecture for object-based segmentation based 
on single-feature and multiple-feature segmentations, using colour, texture and 
motion. This scheme is effective in the accurate segmentation of objects, pro­
ducing consistent results. It is general and allows for user interaction (Section
5.3)
• The development of a fully parallel m ethod for object-based segmentation. It fol­
lows the perceptual model of organisation presented in Section 3.5.1. It provides 
an autom atic, generic segmentation of moving objects, using fewer parameters 
than  the hybrid hierarchical model, while still allowing for user interaction. It is 
also more comprehensive than the hybrid hierarchical paradigm, since it employs 
four features; motion, colour, texture and edges (Section 5.4).
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• The improvement of the performance evaluation criterion in [11] in order to in­
crease the sensitivity of objective evaluation metrics to errors made along moving 
object boundaries (Section 6.4.1).
7.3 Future W ork
In this section, possible developments to the thesis described are listed. The list is 
obviously not exhaustive, the reason being that object-based (multiple-feature) seg­
mentation methods are complex paradigms which involve different algorithms for dif­
ferent features. This is particularly evident in parallel paradigms like the one presented 
in Section 5.4. Even hierarchical methods, which use a joint spatio-tem poral similar­
ity criterion for segmentation, rarely consist of only the region growing part. In fact, 
moving objects have to be located and roughly segmented to extract motion features. 
Tracking of homogeneous regions may follow, in order to provide tem poral consistency 
towards object definition.
This work has included topics related to feature extraction and segmentation for motion, 
colour, texture and edges. In regard to complex object-based segmentation architec­
tures, both hierarchical and parallel architectures have been investigated. All aspects 
of the vision research this project has been dealing with represent a  topic of ongoing 
research and can be further improved.
Some ideas, tha t might be interesting to pursue and derive directly from the results of 
the investigation carried out in this work, are the following:
• Implementation of the perceptual parallel model within the R S S T  framework: The 
model presented in this work in Section 5.4 is parallel in terms of the separation of 
tem poral and spatial processing, but can also be parallelised by means of separate 
processing of textured and homogeneous regions. In this regard, the work pre­
sented in [104], where a parallel version of RSST m ethod has been presented, could 
be used. In [105], fixed size geometrical partitions have been used to parallelise 
RSST. Using the parallel paradigm, partitions would be created autom atically
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and would correspond to perceptually meaningful texture classes and homoge­
neous regions, separated by continuous edges. Using the RSST, the granularity 
of the segmentation could be controlled by the user, while the parallel segmenta­
tion algorithm proposed in Section 5.4 autom atically provides param eter settings 
for a good general-purpose segmentation.
• Adaptive selection and tuning of hierarchical segmentation parameters: Hierar­
chical multiple-feature segmentation was addressed within the RSST framework. 
The results were not satisfactory, because of the difficulty in finding the right 
combination of weights for a given frame in a given sequence of arbitrary  content. 
However, the weighting scheme employed was a static one. One could a ttem pt to 
use a dynamic weighting scheme and minimise the set of weights against a mea­
sure of degradation using standard minimisation techniques. This strategy was 
not considered in this work because of the additional complexity th a t would have 
introduced in the overall scheme. Therefore, this should be combined with efforts 
towards a faster implementation of the RSST and the minimisation scheme. In 
the motion segmentation obtained with the RSST and the use of multiple motion 
features presented in Section 4.2.4, all the motion features have been a ttribu ted  
the same weight and therefore the same importance towards guiding the correct 
segmentation. However, not all the motion features have the same importance 
at the same time, i.e., in terms of segmentation, at the same iteration. It would 
be useful to devise a method to select features of interest a t a particular stage of 
the segmentation and discard other features th a t may have been useful towards 
the definition of the segment for a  range of iterations, but outside th a t particular 
interval bring no contribution to the segmentation. This could also be of general 
interest for hierarchical segmentation schemes.
• Utilisation of perceptual colour space and perceptual colour texture filtering: The 
experiments were conducted using the Y 'C b Gr  and RGB colour spaces. A better 
choice for the purpose of modelling of the HVS would be a perceptually uniform 
colour space like La*h* [108, 8], which would be consistent with colour filtering 
properties of the HVS [108], Perceptual colour texture filtering has been pre-
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sented in [86], where a tower (as opposed to pyramid) of filtered colour textures, 
representing textures at different scales, was used. In Section 4.3.4, a  multi-scale 
approach to texture characterisation was presented by using banks of structural 
elements within the framework of mathematical morphology. Perceptual filtering 
could be used as a  pre-processing step, prior to morphological filtering, in order 
to obtain perceptually meaningful texture labelling. Calculation of edges could 
be done in perceptual colour components as well.
• Interactivity in hybrid hierarchical and parallel methods: User interaction is al­
lowed in principle by the hybrid hierarchical and parallel methods proposed. To 
realise it to its full potential, the proper interface between each module and the 
user should be designed and implemented into a system. The system should 
comprise two modalities: automatic and semi-automatic (user supervised) seg­
mentation. The semi-automatic modality should allow for easy m anipulation of 
param eters such as granularity or number of objects, the selection of object, areas 
and /o r features of interest and especially the smooth transition from autom atic 
and semi-automatic modes.
• Definition of additional and/or semantic rules: The set of rules employed by the 
rule processor was very simple, since the basic motivation of the project was to 
obtain a segmentation independent from a priori knowledge. However, it would 
be desirable to expand the set of rules according to a definition of an object which 
takes into consideration temporal consistency, smoothness of trajectory, size and 
shape deformation and memory of feature statistics to name but a  few. An object 
might also be defined by the user, incorporating higher level semantics into the 
rule processor.
• Incorporation of explicit tracking of object: In this project segmentation was dis­
cussed. Some elements of object tracking have been used in order to obtain 
temporally consistent objects and labelling of objects present in the same se­
quence. The motivation for not considering tracking directly was the tendency of 
certain spatio-temporal approaches, e.g. in [14, 88, 61], to use tracking in order 
to escape from the difficulties of obtaining an accurate stand-alone segmentation.
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However, once a reasonable segmentation is obtained, tracking contributes to the 
completeness of the description of the scene.
• Development of object descriptors for tracking and performance evaluation pur­
poses: In Section 4.2.7, simple global object descriptors were used for the evalua­
tion of motion segmentation. In Section 6.4, object definition criteria were used to 
implement performance evaluation metrics. In both cases, limited, albeit reason­
able, definitions of a video object have been employed. Much research should be 
devoted to the listing of characteristics of video objects and their mathematical 
modeling.
As a final note, this segmentation system could be built into numerous applications 
for the purpose of video editing and browsing, educational resources, traffic monitoring 
and video surveillance. These are all exciting developments to be investigated.
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A ppendix A
Test Sequences
Throughout this dissertation, results were obtained using three test sequences: Renata, 
Mobile and Calendar and Garden. In this appendix, some technical details and generic 
description of these sequences are given.
The sequence format is a 4 : 2 : 2 format: the chrominance components are half the 
sampling rate of the luminance Y. The sampling pattern  is represented in Figure A .l, 
where the squares indicate either the luminance or the chrominance components of 
each pixel. A chrominance component is present every luminance component. The 
colour space used is Y 'C b Gr  according to Recommendation (Rec.) ITU-R BT.601. 
Rec. ITU-R BT.601 is the international standard for studio-quality digital video [8]. 
Luminance is coded in 8 bits and it has an excursion of 219 and an offset of -1-16, so 
black is a t 16 and white is at 235 [8]. The chrominances C b  and Cr  are coded in 8 
bits, with excursion of ±112 and offset of +128 resulting in a range from 16 to 240.
W hen using the R G B  colour da ta  are coded at 8 bits, w ith no head-room and foot- 
room. This means black is a t 0 and white is at 255. According to Rec. ITU -R BT.601 
the conversion m atrix from Y 'C r Cr  to R G B  is the following [8].
601
Cb
\ y
 ^ 16  ^
128 
128
+ 256
 ^ 65.738 129.057 25.064
-37.945 -74.494 112.439
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S equence Renata
Source video, 25 Hz
R e so lu tio n 720 pixels line, 576 lines
F o rm a t 4:2:2
C o lo u r sp ace Y ' C b C r
L e n g th 50 frames
In te r la c in g yes
M ain  fe a tu re s sharp edges, artificial texture
C a m e ra  M o tio n pan, zoom
Table A .l: Technical information about test sequence Renata.
S equence Mobile and Calendar
S ource video, 25 Hz
R e so lu tio n 720 pixels line, 576 lines
F o rm a t 4:2:2
C o lo u r space Y ' C b C r
L e n g th 50 frames
In te r la c in g yes
M ain  fe a tu re s sharp edges, saturated colours
C a m e ra  M o tio n pan
Table A.2; Technical information about test sequence Mobile and Calendar.
S equence Garden
S ource video, 25 Hz
R e so lu tio n 720 pixels line, 576 lines
F o rm a t 4:2:2
C o lo u r space Y ' C b C r
L e n g th 50 frames
In te r la c in g yes
M ain  fe a tu re s weak edges, similar colours, natural texture, details
C a m e ra  M o tio n pan
Table A.3: Technical information about test sequence Garden.
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i  Y sample
I  C sample
i  C sample
line
Figure A .l: 4:2:2 sampling pattern, 
line
Figure A.2: Interlaced scanning method [8].
Where the use of (•) indicates components which had been gamma corrected. The 
gamma correction has already been discussed in Section 4.4 with reference to CRTs. 
Gamma correction is also applied at the acquisition, for example at the video camera 
end. In a television delivery chain, gamma correction needs to be applied with a value 
of the exponent of 0.45, as specified in Rec. 709, to achieve near-unity end-to-end gain.
Interlacing is a scanning pattern, according to which each video frame is scanned during 
two successive passes, from left to right and from top to bottom , producing two fields. 
The lines of the two fields interlace to produce the whole frame, hence the name. In 
Figure A.2, this scanning system is represented graphically. The scanning lines are not 
perfectly horizontal in order to facilitate the sweep back to the start of the following 
line. Each field is composed of either odd or even lines of the total frame. The second
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field is temporally delayed from the first field of half the frame time.
In this work, the experiments have been conducted taking into account fields rather 
than frames, Co-sized fields (e.g. the first field of each frame) have been used. In order 
to restore the original resolution of the frame, vertical up-sampling has been carried 
out using bilinear interpolation.
The test sequences used for experiments are briefly described below.
Renata is a head-and-shoulders sequence, showing a person moving in front of a complex 
textured background. The background consists of synthetic textures both  in luminance 
and colour. The motion of the foreground object (person) is rendered more complicated 
by the fact the the object undergoes sudden deceleration and 3-D rotational movement 
along an axis parallel to that of the image plane. The sequence has very low contrast 
and contains very similarly textured areas between background and foreground in some 
frames. There is also camera panning and zooming. Fields from test sequence Renata 
are shown in Figure A.3.
Mobile and Calendar is a  synthetic sequence rich in colours and textures. It presents 
three main objects moving. The ball is rotating along an axis perpendicular to that 
of the image. At a later stage it stops and then it starts moving again, pushed by the 
toy train. The toy train  is moving in a roughly horizontal direction and uncovers the 
wall and part of the calendar. The calendar is moving behind the train  and in the 
upper part of the frame, following a roughly vertical direction. There is slight camera 
panning. Fields from test sequence Mobile and Calendar are shown in Figure A.4.
Carden (flower garden) is an outdoors scene rich in texture. There is no major object 
in motion, the movement is apparent and depends on the panning of the camera and 
scene depth, which is considerable. A tree appears to move from the right to the left 
at a higher speed than the objects further away from the observer. The lawn behind 
the tree also appears to move, so that the foreground part of the lawn seems to move 
faster and it appears as a separate object from the farther layers of the lawn. This 
sequence does not have a high contrast and has very similar textures in parts of the 
tree trunk and parts of the wooden fences of the surrounding gardens. The motion of 
the branches and single leaves of the tree(s) is also quite complex (non-rigid). Fields
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(field 1) (field 4) (field 7)
Figure A.3: Example of original fields for test sequence Renata.
(field 1) (field 4) (field 7)
Figure A.4: Example of original fields for test sequence Mobile and Calendar.
from test sequence Carden are shown in Figure A.5.
(field 1) (field 4) (field 7)
Figure A.5: Example of original fields for test sequence Carden.
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A ppendix B
Perform ance Evaluation M etrics
Throughout this work, two kinds of commonly used performance evaluation metrics 
have been used: the Mean Squared Error (MSB) and the Peak Signal-to-Noise Ratio 
(PSNR). The two metrics are related as it is possible to notice from the definition given 
in the following. The PSNR is widely used for compression applications.
Let f {n)  be an 8 bit image, so tha t possible values for pixel n  range from 0 to 255. 
Let N  be the number of pixels constituting the image f {n) .  Let f {n)  indicate an 
approximation of the image / (n ) .  The error committed by approxim ating the function 
f {n)  with f {n)  can be measured using the MSB metric as expressed by Equation B .l.
M8Æ = i  E  (/(n) -  f ( n ) f  (B.l)
n = l
The Definition B .l can be extended easily to a sequence of M  frames, by adding a 
factor representing the average over the entire sequence. The same definition can also 
be extended if function /  is a vector.
The PSNR is the inverse of the MSB, measured in dB. The definition of PSN R is given 
by Equation B.2.
255^PSJViî =  1 0 1 o g i o |^  (B.2)
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These metrics do not correlate with HVS perception as observed by [43] among others. 
Therefore, it is useful to couple them  with a subjective evaluation of the quality of 
the segmented image. On the other hand, given the lack of a metric representing 
perceived quality of the segmented image, the MSB (and PSNR as a  related metric) are 
accepted as good numerical references [148] for performance evaluation of still image 
segmentation and hierarchical spatio-temporal video image segmentation.
They are not however representatives of the properties of video objects, as explained in 
Chapter 6. Therefore, in the mentioned Chapter 6, specific object-based performance 
evaluation metrics are discussed.
A ppendix  C
Ground Truth Sequences
In Figure C.I examples of the ground tru th  fields used for objective performance eval­
uation of test sequences presented in Chapter 6 are given.
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(field 10)
(field 20)
(field 30)
y
(field 40)
y
(field 49)
Figure C .I: Example of ground tru th  for test sequences Renata, Mobile and Calendar 
and Carden.
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