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Introduction
Let T: N+N be the function defined by T(n)= (3n+ I)/2 if n is odd, i n/2 if n is even, where N denotes the set of positive integers 1,2,. . . For every HEN, we will denote by T (') the kth iterate of the function T. A wellknown conjecture, the 3x + 1 problem, states that, given any starting value no N, there is a positive integer k such that TCk'(n)= 1. See [3] for a complete survey on this problem. As stated in [3] , the conjecture has been verified with a computer up to n=240N 1.1 x 10" by N. Yoneda. (And later on, up to 3.10" by K. Ishihata [S] .)
Given ngN, we will call trajectory of n the set of iterates
Q(n)= {n, T(n), Tt2)(n), . ..}.
A trajectory Q will be called a cycle (of length k) if Tck)(x)=x for all XESZ, where k = Card Q. For example, Q( 1) = { 1,2} 1s a cycle of length 2, called the trivial cycle. The 3x + 1 conjecture (1 ~S2(n) for all nE N) implies in particular that .Q( 1) should be the only cycle of T. Various authors have observed that nontrivial cycles of T (if any) must be very big. For example, a result of Crandall [Z] leads to the estimate Card Q 3 275 000 if Q is a nontrivial cycle of T, provided min s2 > 240 [3] . In this paper, we obtain a somewhat stronger result. 
Constraints on cycle lengths
The present paper is based on the following observation, which shows that the inverse proportion of odd elements in a cycle is very close to lag, (3) , in a precise sense. if m = min Q > 1, as observed by Roland Bather after reading a preliminary version of this paper. Indeed, it is easy to see that if nEQl and n <Sm, then T(n)EQl and T(n)>Sm, so that at least half of sZ1 lies in the interval [3 m, CO In Section 4, we will see that K(240) = 17 087 9 15, implying (together with Yoneda's computer result) that no nontrivial cycle of T can have elements fewer than this.
Remark. Some authors consider, instead of T, a slightly different function, namely
where 2'(") is the highest power of 2 dividing 3n + 1. It is clear that the trajectory of an odd m under T' coincides exactly with Q,(m), the subset of odd elements in the T-trajectory Q(m). Thus, the statement about card R, in Corollary 2.3 yields a lower bound for the lengths of T'-cycles, as well. Now, given rn~N, how do we determine K(m) and L(m)? A complete answer can be given in terms of the continued fraction expansion of lag, (3) . This is explained in the next section, in a more general context.
Continued fractions and rational approximations
Prompted by Theorem 2.1 and its corollary, we problem.
will examine here the following The numerator version of the problem does not seem to be explicitly mentioned in the literature, but, of course, it is equivalent to the classical denominator version. A complete answer, which goes back to Wallis (1685), can be given in terms of the continued fraction expansion of 9. See [ 1, Ch. 321, from which our presentation below is (loosely) inspired. We start with a key notion in the theory. Denoting by [a,,, aI More precisely, Pn4n+1-PPn+14"=(--l)n+1; (3.3) PO<!9 <p"<...<g+<p'<p"<fi. Note that the numerator sequence pnr p,,, 1, . . . , pn+-1, pn+ 2 is strictly increasing, and the same is true of the denominator sequence. We agree to start the sequence of upper convergents with p_l,l/q_l,l=(uo+l)/l.
Definition. Two fractions
We are now ready to solve the problem stated at the beginning of this section. The tools in Section 3 enable us to determine K(m) and L(m) for any given m&J. What we need are the continued fraction expansion of tJ=log, (3), and the integers pn,qn defined recursively by (3.2) . In Table 1 , we list a",p,,,q,, and (p,,/q,,) -O for all n=O, 1, . . . ,35. Finally, for the problem at hand, it will be convenient to determine the transition points of the function K, namely, those rare integers m for which K(m)>K(m-1).
(Indeed, the function K tends to be constant on long intervals; for example, K(m) = 301994 for all 233 <m < 239.) By Theorem 3.2, the range of the function K is exactly the set of numerators of upper convergents to 0, namely, the set { p,,, iI n 3 -1 odd, O<i<a,+,-1). Thus, there is one transition point of K per relevant pair (n,i) and so we define tr(n, i)=the least integer m such that K(m) equals P,,~.
(n odd, O<i<u,+,-1.)
How do we determine these transition points? Well, let us define
By definition, tr(n, i) is the least integer m for which d (m) < 6(n, i). Now, given 6 = d(m), we can recover m by the formula 1 m=@q Setting 6 = 6(n, i), it follows from the above that (nodd,0<ida,+2-1.) The transition points of K are listed in Table 2 , whose content is as follows. First, we list all pairs (n, i) with n odd, 9 < n < 27, and i = 0, 1, . . . , a,,+ 2 -1, plus the pair (29,O). Then, we list p,,, i, q.,i, and approximate values of 6(n, i) and tr(n, i).
Note that the list of tr(n, i) in the range considered gives the complete set of transition points of K in the interval [228, 297] .
To show how to use the tables, let us take m=240. Looking at The fact that K(239)= 301994 is rather striking, because it means that, had Yoneda verified the conjecture only up to 239, we could only have claimed 301994 as a lower bound for Card Q! The fact that the next transition point occurs near 248 means that we have to push the computer verification up to 2 49 if we want to improve, by the same arguments, the lower bound 17087915. If we can push the verification up to 249, then the lower bound on cycle lengths will jump to 102 225 496. Up to 252, the lower bound jumps to 1X7 363 077. And so on.
It remains to prove the more precise statement of Theorem 1.1, namely, Tables 1 and 2, we observe the following situation:
and, of course, by Theorem 2.1, k iE[log, (3) :log,(3+2-40)].
