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a b s t r a c t
We study the best possible constants c(n) in the Brezis–Marcus inequalities
Bn
|∇u|2 dx ≥ 1
4

Bn
|u|2
(ρ − |x− x0|)2 dx+
c(n)
ρ2

Bn
|u|2 dx
for u ∈ H10 (Bn) in balls Bn = {x ∈ Rn : |x − x0| < ρ}. The quantity c(1) is known by
our paper [F.G. Avkhadiev, K.-J. Wirths, Unified Poincaré and Hardy inequalities with sharp
constants for convex domains, ZAMM Z. Angew. Math. Mech. 87 (8–9) 26 (2007) 632–642].
In the present paper we prove the estimate c(2) ≥ 2 and the assertion
lim
n→∞
c(n)
n2
= 1
4
,
which gives that the known lower estimates in [G. Barbatis, S. Filippas, and A. Tertikas in
Comm. Cont. Math. 5 (2003), no. 6, 869–881] for c(n), n ≥ 3, are asymptotically sharp
as n → ∞. Also, for the 3-dimensional ball B03 = {x ∈ R3 : |x| < 1} we obtain a new
Brezis–Marcus type inequality which contains two parameters m ∈ (0,∞), ν ∈ (0, 1/m)
and has the following form
B03
|∇u(x)|2 dx ≥ 1
4

B03

1− ν2m2
(1− |x|)2 +
m2j2ν
(1− |x|)2−m

|u(x)|2 dx,
where jν is the first zero of the Bessel function Jν of order ν and the constants
1− ν2m2
4
and
m2j2ν
4
are sharp for all admissible values of parametersm and ν.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Consider first the Hardy inequality for n-dimensional convex domainsΩ
Ω
|∇u|2 dx ≥ 1
4

Ω
|u|2
δ2
dx, ∀u ∈ H10 (Ω),
where δ = dist(x, ∂Ω), and the space H10 (Ω) is the closure of the family C10 (Ω) of smooth functions u : Ω → R with
finite Dirichlet integral and supported inΩ . Although there is no function u ≢ 0, u ∈ H10 (Ω), for which the equality in the
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Hardy inequality is actually attained (see [1] for n = 1 and [2,3], and [4] for n ≥ 2), the constant 1/4 is sharp for any convex
subdomain of Rn. This fact is seen explicitly, at least for bounded convex domains, by the following theorem of Brezis and
Marcus [5].
Let Ω be a convex domain in Rn. If λ = (1/4)/ (diam (Ω))2, then
Ω
|∇u|2 dx ≥ 1
4

Ω
|u|2
δ2
dx+ λ

Ω
|u|2 dx, ∀u ∈ H10 (Ω), (1)
(see also [6,2,7–13] for inequalities of this type).
Consider the sharp value of λ in (1) defined by
λ(Ω) = inf
u∈H10 (Ω)

Ω
|∇u|2 dx− (1/4) 
Ω
|u|2δ−2 dx
Ω
|u|2 dx
for n-dimensional convex domains. In our paper [11] it has been proved that
j2n/2−1 − 1/4
δ20(Ω)
≥ λ(Ω) ≥ λ
2
0
δ20(Ω)
, (2)
where jν is the first zero of the Bessel function Jν of order ν, λ0 = 0.940 . . . is Lamb’s constant defined as the first zero in
(0,+∞) of the function J0(x)− 2xJ1(x) ≡ J0(x)+ 2xJ ′0(x) and δ0 = δ0(Ω) is the inradius ofΩ defined as
δ0 = δ0(Ω) = sup
x∈Ω
dist(x, ∂Ω).
Moreover, in [11] it is shown that the lower bound in (2) with the Lamb constant is sharp for any dimension n ≥ 1. Extremal
domains for which λ(Ω) = λ20/δ20 are linear transformations of the convex domain (0, 1) × Rn−1 ⊂ Rn. In general, it is
easily seen that the quantity
c(Ω) = λ(Ω) δ20(Ω)
is invariant under linear transformation of domains, that is c(Ω) = c(aΩ + b), where a ∈ R, a ≠ 0, b ∈ Rn and
aΩ + b = {x′ ∈ Rn : x′ = ax+ b, x ∈ Ω}. In particular, for balls
Bn = {x ∈ Rn : |x− x0| < ρ}, ρ > 0,
one has δ0 = δ0(Bn) = ρ and the quantity
c(n) := c(Bn)
is a constant for any fixed dimension n ∈ N. From [11] it follows that c(1) = λ20 = (0.940 . . .)2. In the present paper we will
prove that c(2) ≥ 2, and that the upper estimate in (2) is asymptotically accurate as n →∞, i.e. c(n) = O(n2) as n →∞.
Also, in the case n ≥ 3 we will give a new proof of explicit lower estimates for c(n) established in [14], Theorem 1.2.
Notice that the upper estimate in (2) is fulfilled not only for convex but for all n-dimensional domains. As a consequence
of our estimates for c(n) in the case n ≥ 4 we obtain the equation
lim
n→∞
c(n)
j2n/2−1 − 1/4
= 1,
which may be considered as a first step to confirm the following isoperimetric conjecture.
Conjecture 1. Among all n-dimensional domains with given inradius δ0 the maximum of the best Brezis–Marcus constants λ(Ω)
is presented by λ(Bn), where Bn is an n-dimensional ball of radius δ0.
Acknowledgement and Remark. At this place, we express our thanks to the referee of the present paper for the hint that
the sharp value of c(3) and the lower estimates for c(n), n ≥ 3, have been proved already in [14], Theorem 1.2, by using
different types of arguments. In spite of this fact, we want to publish all assertions of Theorem 1, below, with proofs since
they contain some additional material and since we hope that a comparison of the two methods may serve to get further
progress in the Brezis–Marcus inequalities.
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2. Main results
We study the best possible constants c(n) in the Brezis–Marcus inequalities
Bn
|∇u|2 dx ≥ 1
4

Bn
|u|2
(ρ − |x− x0|)2 dx+
c(n)
ρ2

Bn
|u|2 dx, ∀u ∈ H10 (Bn),
for n-dimensional balls Bn = {x ∈ Rn : |x − x0| < ρ}, where x0 ∈ Rn, ρ > 0. Since c(n) does not depend on linear
transformations, it suffices to consider the case x0 = 0, ρ = 1, only, i.e. consider the constant c(n) defined by
c(n) = inf
u∈H10 (B0n)

B0n
|∇u|2 dx− (1/4) B0n |u|2(1− |x|)−2 dx
B0n
|u|2 dx , (3)
where B0n = {x ∈ Rn : |x| < 1}, n ∈ N.
Our main result is the following theorem about the constant c(n).
Theorem 1 (Compare [14], Theorem 1.2). The following assertions hold:
(i) c(1) = λ20, where λ0 = 0.940 . . . is the Lamb constant defined as the first positive zero of the function J0(t)+ 2tJ ′0(t);
(ii) c(2) ≥ 2;
(iii) c(3) = j20, where j0 = 2.4048 . . . is the first positive zero of the Bessel function J0(t) of order 0;
(iv) for any n ≥ 4 (n ∈ N)
c(n) ≥ j20 +
(n− 1)(n− 3)
4
and lim
n→∞
c(n)
n2
= 1
4
.
Proof of Theorem 1. Since B01 is the interval (−1, 1), the assertion (i) follows from Theorem 1 in [11], p. 634. To prove
(ii)–(iv) we need the following lemma. 
Lemma 1. Suppose that y ∈ C2(0, 1), y(t) > 0 in (0, 1), and
µn(t) := (1− t)n−1 y
′(t)
y(t)
+ n− 1
2
(1− t)n−2, Kn(t) := (n− 1)(n− 3)4(1− t)2 −
y′′(t)
y(t)
.
Then for any n ∈ N and any f ∈ C1(0, 1) (f : (0, 1)→ R) 1
0
f ′2(t)(1− t)n−1 dt ≥
 1
0
f 2(t)Kn(t)(1− t)n−1 dt, (4)
whenever
lim
t→1−
f 2(t)µn(t)− lim
t→0+
f 2(t)µn(t) ≥ 0. (5)
Equality in (4) for a function f with finite integral
 1
0 f
′2(t)(1− t)n−1 dt occurs if and only if
f (t) = Cf0(t), for C = const, f0(t) = y(t)
(1− t)n−1 ,
whenever 1
0
d(f 20 (t)µn(t)) = 0,
 1
0
f ′20 (t)(1− t)n−1 dt <∞.
Proof of Lemma 1. Let f : (0, 1)→ R be a function such that f ∈ C1(0, 1) and the condition (5) is fulfilled. We introduce
the functions
f0(t) = y(t)/

σ(t) for σ(t) = (1− t)n−1
and consider the integral
A(f ) :=
 1
0
σ(t)

f ′(t)− f
′
0(t)
f0(t)
f (t)
2
dt ≥ 0.
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Straightforward computations using integration by parts give
A(f ) =
 1
0
σ(t)f ′2(t)dt −
 1
0
σ(t)
f ′0(t)
f0(t)
df 2(t)+
 1
0
σ(t)
f ′20 (t)
f 20 (t)
f 2(t)dt
= −B(f )+
 1
0
σ(t)f ′2(t)dt +
 1
0
f 2(t)

σ(t)
f ′0(t)
f0(t)
′
+ σ(t) f
′2
0 (t)
f 20 (t)

dt,
where
B(f ) =
 1
0
d

f 2(t)σ (t)
f ′0(t)
f0(t)

dt =
 1
0
d

f 2(t)µn(t)

dt ≥ 0
because of the inequality (5).
Using the identities
σ(t)
f ′0(t)
f0(t)
′
= (σ (t)f
′
0(t))
′
f0(t)
− σ(t) f
′2
0 (t)
f 20 (t)
and
− (σ (t)f
′
0(t))
′
σ(t)f0(t)
= σ
′′(t)
2σ(t)
− σ
′2(t)
4σ 2(t)
− y
′′(t)
y(t)
= (n− 1)(n− 3)
4(1− t)2 −
y′′(t)
y(t)
≡ Kn(t),
one immediately obtains 1
0
f ′2(t)σ (t) dt = A(f )+ B(f )+
 1
0
f 2(t)Kn(t)σ (t) dt. (6)
This gives the inequality (4) to prove, since A(f ) ≥ 0, B(f ) ≥ 0 and σ(t) = (1− t)n−1.
Now, suppose that one has equality in (4) for a function f ∈ C1(0, 1) such that the integral I(f ) :=  10 f ′2(t)(1− t)n−1 dt
is finite. By virtue of (6) it is clear that equality in (4) is possible if and only if A(f ) = B(f ) = 0. The equality A(f ) = 0 is
equivalent to the equation
f ′(t)− f
′
0(t)
f0(t)
f (t) = 0, t ∈ (0, 1).
From this it follows that f (t) = Cf0(t), C = const .
This completes the proof of Lemma 1. 
Notice that the function f = Cf0 with C ≠ 0 is an extremal function if and only if B(f0) = 0 and the integral
I(f0) :=
 1
0 f
′2
0 (t)(1− t)n−1 dt is finite. Clearly, this is not always the case.
Proof of (ii). It suffices to prove that for any u ∈ C10 (B02)
B02
|∇u|2 dx ≥ 1
4

B02
|u|2
(1− |x|)2 dx+ 2

B02
|u|2 dx,
which is equivalent to the inequality 2π
0
dθ
 1
0

|∇u(r, θ)|2 − |u(r, θ)|
2
4(1− r)2 − 2|u(r, θ)|
2

rdr ≥ 0 (7)
in the polar system of coordinates. Since
|∇u(r, θ)| ≥
∂u(r, θ)∂r
 ,
the inequality (7) follows from the one dimensional inequality 1
0
f ′2(t)(1− t) dt ≥
 1
0

1
4t2
+ 2

f 2(t)(1− t) dt, (8)
for functions f ∈ C1[0, 1] satisfying the condition f (0) = 0 and defined by the equation
f (t) = u(1− t, θ)
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for any fixed θ ∈ [0, 2π ]. To get (8) we apply Lemma 1 in the case n = 2 and y(t) = y2(t) = √t(1− t). One has B(f ) = 0,
since µ2(t) = (1− t)/(2t) and f 2(t) = O(t2) as t → 0+. Straightforward computations give
K2(t) = − 14(1− t)2 −
y′′(t)
y(t)
= 1
4t2
+ 1
2t(1− t) ≥
1
4t2
+ 2, t ∈ (0, 1).
Consequently, the inequality 1
0
f ′2(t)(1− t) dt ≥
 1
0
f 2(t)K2(t)(1− t) dt
of Lemma 1 implies (8). This completes the proof of (ii). 
Proof of (iii). First we prove that c(3) ≥ j20, i.e. for any f ∈ C10 (B03)
B03
|∇u(x)|2 dx ≥ 1
4

B03
|u(x)|2
(1− |x|)2 dx+ j
2
0

B03
|u(x)|2 dx. (9)
We will use the spherical coordinates with x = rω, |x| = r and the differential element dx = r2drdω. For any fixed ω the
function f : [0, 1] → R defined by the equation
f (t) = u((1− t)ω)
satisfies the conditions: f ∈ C1[0, 1], f (0) = 0. We apply Lemma 1 to this function f choosing n = 3, y = y3(t) =
√
tJ0(j0t),
where J0 is the Bessel function of order 0 and j0 is the first positive zero of J0(t). One has B(f ) = 0 because of the equation
µ3(t) = (1− t)2 f
′
0(t)
f0(t)
= (1− t)
2
2t
+ j0(1− t)2 J
′
0(j0t)
J0(j0t)
+ 1− t.
Moreover, the function y3 satisfies the Bessel equation (see, for instance, [15], p.440, Eq. (1a) for c = 1/4, b = j20, a = ν = 0,
m = 2)
y′′ +

j20 +
1
4t2

y = 0.
Hence, the function K3 in Lemma 1 is given by the formula K3(t) = j20 + 1/(4t2) and (4) becomes 1
0
f ′2(t)(1− t)2 dt ≥
 1
0

1
4t2
+ j20

f 2(t)(1− t)2 dt,
or, equivalently, 1
0

∂u(rω)
∂r
2
r2 dr ≥
 1
0

1
4(1− r)2 + j
2
0

|u(rω)|2r2 dr.
Integrating the latter inequality over the unit sphere and taking into account the equations
dx = r2drdω, |∇u| ≥
∂u∂r
 ,
one immediately obtains (9).
Now, we will prove that the constant j20 is the best possible, i.e. c(3) ≤ j20. To this end it is sufficient to prove that for any
ε0 > 0 there exists a function uε : B03 → R such that uε ∈ C1(B03) ∩ C(B03), uε(x) = 0 for |x| = 1 and
B03
|∇uε|2 dx < 14

B03
|uε|2
(1− |x|)2 dx+ (j
2
0 + ε0)

B03
|uε|2 dx. (10)
As uε we take radial functions, namely, uε(x) = uε(|x|) defined by
uε(1− t) = fε(t) := t1/2+ε J0(j0t)1− t .
These functions satisfy (10) for sufficiently small ε > 0. Indeed, for these radial functions (10) is equivalent to the inequality 1
0
f ′2ε (t)(1− t)2 dt <
 1
0

1
4t2
+ j20 + ε0

f 2ε (t)(1− t)2 dt. (11)
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Using Eq. (6) in the case
n = 3, σ (t) = (1− t)2, f = fε
and
f0(t) =
√
t
J0(j0t)
1− t , K3(t) =
1
4t2
+ j20,
one obtains
A(fε)+ B(fε) =
 1
0

f ′2ε (t)− K3(t)f 2ε (t)

(1− t)2 dt.
Consequently, we can write (11) in the form
A(fε)+ B(fε) < ε0
 1
0
f 2ε (t)(1− t)2 dt. (12)
It is easy to get that B(fε) = 0. Indeed, one has
µ3(t) = (1− t)
2
2t
+ j0(1− t)2 J
′
0(j0t)
J0(j0t)
+ 1− t
and µ3(t) = O(1 − t) as t → 1−, and f 2ε (t)µ3(t) = O(t2ε) as t → 0+. Moreover, by straightforward computations we
obtain that A(fε) = O(ε) as ε→ 0+ because of the equation
A(fε) = ε2
 1
0
t−1+2εJ20 (j0t) dt =
ε
2
 1
0
J20 (j0τ
1/(2ε)) dτ .
These together with the equations
lim
ε→0+
 1
0
f 2ε (t)(1− t)2 dt = lim
ε→0+
 1
0
t1+2εJ20 (j0t) dt =
 1
0
tJ20 (j0t) dt > 0
show that (12) is satisfied for sufficiently small ε > 0.
Hence, one has (10) for small ε > 0 which completes the proof of (iii). 
Proof of (iv). Let u ∈ C10 (B0n), n ≥ 4, and let x = rω, where r = |x|. We apply Lemma 1 to the function f (t) = u((1− t)ω)
for any fixed ω choosing y(t) = √tJ0(j0t). Since f ∈ C1[0, 1], f (0) = 0, and
µn(t) = (1− t)
n−1
2t
+ j0(1− t)n−1 J
′
0(j0t)
J0(j0t)
+ n− 1
2
(1− t)n−2,
the function f 2(t)µn(t) is continuous in [0, 1] and vanishes at the points t = 0 and t = 1 because of the equations f (0) = 0
and n ≥ 4. Therefore, the function f satisfies the inequality (4) for
Kn(t) = (n− 1)(n− 3)4(1− t)2 +
1
4t2
+ j20
≥ 1
4t2
+ j20 +
(n− 1)(n− 3)
4
for t ∈ (0, 1).
The change r = 1− t of variables in the corresponding case of (4) gives 1
0

∂u(rω)
∂r
2
rn−1 dr ≥
 1
0

1
4(1− r)2 + pn

|u(rω)|2rn−1 dr
where pn = j20 + (n− 1)(n− 3)/4. From the last inequality it follows that
B0n
|∇u(x)|2 dx ≥ 1
4

B0n
|u(x)|2
(1− |x|)2 dx+ pn

B0n
|u(x)|2 dx.
Using this estimate together with (2) one obtains
j2n/2−1 − 1/4 ≥ c(n) ≥ pn = j20 +
(n− 1)(n− 3)
4
. (13)
Since
lim
ν→∞
jν
ν
= 1 (14)
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(see, for instance, [16], formula 9.5.14), it is evident that
lim
n→∞
j2n/2−1 − 1/4
n2
= 1
4
= lim
n→∞
j20 + (n− 1)(n− 3)/4
n2
.
Hence, (13) implies that
lim
n→∞
c(n)
n2
= 1
4
.
The proof of Theorem 1 is complete.
Using (13) and (14) one immediately obtains the following assertion.
Corollary 1. The best Brezis–Marcus constants c(n) for balls have the following properties:
c(n) = O(n2) as n →∞, and lim
n→∞
c(n)
j2n/2−1 − 1/4
= 1.
3. A new Brezis–Marcus type inequality for the three-dimensional ball
We will obtain a new Brezis–Marcus type inequality with two sharp constants which contain two parametersm and ν.
Theorem 2. Let m and ν be parameters such that 0 < m <∞ and 0 ≤ ν ≤ 1/m. Then for any u ∈ H10 (B03)
B03
|∇u(x)|2 dx ≥ 1− ν
2m2
4

B03
|u(x)|2
(1− |x|)2 dx+
m2j2ν
4

B03
|u(x)|2
(1− |x|)2−m dx.
The constants
1− ν2m2
4
and
m2j2ν
4
are sharp for all admissible values of parameters m and ν . Moreover, in the case ν > 0 equality occurs for functions um,ν ∈ H10 (B03)
defined by
um,ν(x) = C
√
1− |x|
|x| Jν

jν(1− |x|)m/2

, C = const.
Proof of Theorem 2. We obtain the inequality of Theorem 2 by a similar consideration as above, namely, as in case (iii) of
Theorem 1. For u ∈ C10 (B03)we consider functions f defined by
f (t) = u((1− t)ω), 0 ≤ t ≤ 1
and apply Lemma 1 choosing
n = 3, y(t) = √t Jν

jν tm/2

.
Since f0(t) = y(t)/(1− t) and
µ3(t) = (1− t)2 f
′
0(t)
f0(t)
= (1− t)
2
2t
+ m
2
tm/2−1jν(1− t)2 J
′
ν

jν tm/2

Jν

jν tm/2
 + 1− t
and f (t) = O(t2) as t → 0+, one gets that B(f ) = 0. Using the Bessel equation (see, for instance, [15] or [17])
y′′ +

1− ν2m2
4t2
+ m
2j2ν
4t2−m

y = 0
to compute K3(t) in Lemma 1 we obtain
K3(t) =

1− ν2m2
4t2
+ m
2j2ν
4t2−m

.
Applying Lemma 1 to functions f (t) = u((1 − t)ω) and integrating over the unit sphere as in the proof of case (iii) of
Theorem 1 we easily get the inequality of Theorem 2. 
480 F.G. Avkhadiev, K.-J. Wirths / J. Math. Anal. Appl. 396 (2012) 473–480
The sharpness of constants in the case ν = 0 is given by the same consideration as in the proof of (iii), Theorem 1. If
ν > 0, then
f0(t) =
√
t
1− t Jν(jν t
m/2) =
√
t
1− t
∞
k=0
(−1)kj2k+νν t(2k+ν)m/2
22k+ν k!Γ (k+ 1+ ν) .
Therefore, f0 ∈ C1(0, 1] and the integral I(f0) =
 1
0 f
′2
0 (t)(1 − t)2 dt is finite because of the equation f ′20 (t) = O(t−1+mν)
near t = 0. It is clear that um,ν ∈ H10 (B03) in the case ν > 0.
Since A(f0) = 0 and B(f0) = 0 in the case ν > 0, for the functions fm,ν = Cf0 we have the equality 1
0
f ′2m,ν(t)(1− t)2 dt =
 1
0

1− ν2m2
4t2
+ m
2j2ν
4t2−m

f 2m,ν(t)(1− t)2 dt.
Integrating over the sphere one gets
B03
|∇um,ν(x)|2 dx = 1− ν
2m2
4

B03
|um,ν(x)|2
(1− |x|)2 dx+
m2j2ν
4

B03
|um,ν(x)|2
(1− |x|)2−m dx.
The proof of Theorem 2 is complete.
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