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ABSTRACT 
We investigate conditions on a square matrix M for which every LCP(M, y 1 (with 
q arbitrary) has a connected solution set. We show that a matrix with this property is 
necessarily fully semimonotone. Using degree theory, we show that the solution set of 
LCP(M, q) corresponding to a P,-matrix is connected if there is a bounded connected 
component in the solution set. 0 1998 Elsevier Science Inc. 
1. INTRODUCTION 
Given a matrix M E Rnx” and a vector 9 E R’“, the linear complemen- 
tarity problem, LCP( M, y) [2] is to find a vector x E R” such that 
I > 0, A4x + y > 0, and x“( A4x f 9) = 0. (1) 
This problem has become fundamental in optimization, game theory, eco- 
nomics, and engineering; see [lo] and [2]. 
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In the LCP theory one studies various classes of matrices such as the class 
of P-matrices, Q- (Q,-Imatrices, R,-matrices, column-sufficient matrices, etc. 
Many of these classes are introduced by a specific LCP property shared by all 
the members of that class. In many interesting cases, the defining LCP 
property is characterized by an algebraic or a determinantal property. For 
example, a matrix M is in the class P if for every 9 E R”, LCP(M, 4) has a 
unique solution. It turns out that this property is equivalent to the algebraic 
property that x: *(Mx) < 0 = x = 0, and to the determinantal property 
that every principal minor of M is positive. [Here, x *(Mx) denotes the 
componentwise product of x and MIT]. As another example, consider the 
class of column-sufficient matrices, where we say that a matrix M is column- 
sufficient if for every q E R”, the solution set of LCP( M, q) (which may be 
empty) is convex. This column sufficiency property has an algebraic formula- 
tion x * (Mx) < 0 * x * (Mx) = 0, but no known determinantal characteri- 
zation. Also, the class Q (defined by the condition that for every q E 
R", LCP( M,q) h as a solution) has no known algebraic or determinantal 
characterization. Relaxing the convexity condition, we wish to know when the 
solution set SOL( M, q) of LCP( M, q) is (topologically) connected for each q. 
[The solution set of any LCP is always a finite union of (closed, convex) 
polyhedral sets; hence, connectedness is equivalent to polygonal path-con- 
nectedness.] We shall call a matrix LCP-connected (or connected for short) if 
this property holds. This paper focuses on finding necessary and sufficient 
conditions for a matrix to be connected. Although we do not have a complete 
answer, we give a necessary condition and some sufficient conditions. 
To date there are two papers dealing with this issue. In [13], Rapcsak 
gives a sufficient condition for the connectedness of certain subsets of the 
solution set of an LCP corresponding to a symmetric matrix. The conditions 
given in that paper appear to be stringent, and it is not clear how to verify 
them. Cao and Ferris [3] were the first to consider, explicitly, the class of 
connected matrices. Calling them P,-matrices, they showed that 
(a) matrices in PC n Q. are processed by Lemke’s algorithm [8], 
(b) PO G PC c E, for 2 X 2 matrices, and 
cc> for M E PO, and for all q except those in a set of measure zero (which 
depends on M), LCP(M, q) has connected solution set. 
They also conjectured that the inclusions in (b) hold for all n X n matrices. 
An example due to Stone [16] ( see Section 3) shows that the first inclusion in 
(b) is false. We prove the second inclusion in Section 3. These results 
motivate us to use a different symbol to denote the class of connected 
matrices. Writing E, to denote the class of connected matrices, we show in 
Section 3 that 
(i) E, c Ei, and 
(ii) PO n R, 5 E,. 
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The proof of the second item follows from the result (see Theorem :3) that 
the solution set of LCP(M, y) corresponding to a P,,-matrix is connected if it 
contains a bounded connected component. Going in the opposite direction, 
we show that a connected R,,-matrix is necessarily a P,,-matrix. These results 
are based on the piecewise affine formulations of the LCP and on degrees 
theon.. 
2. PRELIMINARIES 
The book [2] is our primary source for various matrix classes discussed iu 
this paper. Previously we defined the classes of P-matrices, Q-matrices, and 
column-sufficient matrices. Some more are defined below. Given a matrix 
M E Rnx”, we say that M is 
(a) an E,,-matrix (or a semimonotone matrix) if SOL(;U, q> = (0) for all 
q > 0; 
(b) a Pa-matrix if all principal minors of ~1 are nonnegative; 
(c) an R,-matrix if SOL(M, 0) = (0). 
(d) a Q,,-matrix if for every q with {x:~~O..~~~+~~~0)#0. 
LCP(M, y> has a solution. 
We shall use the same letter to denote the corresponding class of matrices. 
We note that 
(8 M is a Pa-matrix if and only if for every E > 0, &I + ~1 is a P-matrix: 
(ii) M is an R,,-matrix if and only if SOL(lW, y ) ‘. is uniformly bormded as 
q varies over any (arbitrary) bounded set in K”. 
We shall say that a matrix M is fully semimonotone and write M E Ei( it 
every principal pivotal transform (PPT) of M (see Section 2.3 in [2]) belongs 
to E,,. It is well known that P,, c Ej; [2, Corollary 6.6.7]. 
We briefly discuss piecewise affine functions; for detailed analysis we 
refer to [IS] or [4]. A continuous function f : R” -+ H”’ is called piecezbsu 
@he if there exists a set of triples (((I,, A.,, a,) (j = 1,2. . . . , K) such that 
each flni is a polyhedral set in R” with nonempty interior, A, E R”lX ‘I, 
ui E R”‘, and: 
(a> R” = l-i,“_, fii, 
(b) For i # j, fli n Rj is either empty or a proper common face of R, 
and blj. In particular, int Ri n int a, = 0 for i f j, 
cc> f<~> = A,x + ni for x E fli, i = 1,2, . . , K. 
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We shall refer to Ai (i = 1,2,. . . , K) as the matrices of f (or matrices 
defining f ). The collection {ai, i = 1,2, . . . , K} is said to be a poEyhedraZ 
subdivision of R” corresponding to f. 
Piecewise affine functions can also be described equivalently [15] as 
follows. A continuous function f : R” + R” is piecewise affine if there exist 
affine functions fi, fi , . . . , fJ from R” to R”” such that 
fW E {fi(~>~f2(X),...,f](X)} for all x E R”. 
We denote the zero set of a piecewise affine function f by X(f) or by 
f-‘(O). More generally, the solution set of the equation f(x) = p is denoted 
by Z(f - p) or by f-l(p). Our primary examples of piecewise affine 
functions are 
F(x) :=xA(Mx+y) 
and 
q x) := Mx+- x-, 
where A denotes the componentwise minimum of vectors, x+= max(x, 01, 
and x-=x+- x. Note that for @, the Ri’s are nothing but the orthants of 
R”. Recall that SOL(M, 4) d enotes the solution set of LCP( M, 9). Connec- 
tions between this set and the zero sets of F and @ are given below; we omit 
the easy details. 
PROPOSTION 1. Given the pair (M, y), deJ;:ne F and @ as above. Then 
the following hold: 
(a) SOL(M, 9) =X(F). 
(b) (0 + +1(O) = Q-+4) = {x - (Mx + 4): x E SOL(M, q)}. 
(c) SOL(M, q) = {x’ : x E @-l(y)), 
For the benefit of readers not familiar with degree theory, we list below 
properties that are relevant to our discussion. For complete details, see [9] or 
ml. 
Given a bounded open set R in R” and a continuous function f : a + R”, 
a vector p E R” such that p E f(dfi) ( w h ere dR denotes the boundary of 
a>, the degree off at p relative to R is defined (see [9]>; it will be denoted by 
deg(f, fl, p). 
CONNECTED SOLUTION SETS OF LCP S 37 
2.1. Properks of the Degree 
1. The degree is an integer. 
2. Existence. If deg(f, R, p) # 0, then the equation f(x) = p has 21 
solution in 0. That is, there exists an X” E R such that f(x*) = I). 
3. Nearness. Suppose that deg(f, R, p) is defined. If g is a continuous 
function on ;Z such that 
““pIlg(4 -f(x)II <d+p,f(afl)), 
Ttri 
then deg(g, R, p) is defined and deg(g, R, p) = degif, 0, p). 
4. Hornotopy invariance. Suppose that f is homotopic to g on a, that 
is, there exists a continuous function H(t, x): [0, I] X fi + R” such that 
H(0, 32) = f(x) and H(l, x) = g(x) for all x E fi. If p E H(t, da) for all 
t E 10, 11, then deg (g, fl, p) = dedf, R, p>. 
5. Excision. Suppose that deg(f, 0, 0) is defined. Let K be a compact 
subset of fi such that there are no solutions of f(x) = p in K. Then 
cleg( f, 0 \ K, p) is defined and is equal to tfedf. Cl; ,I’). 
6. Suppose that f(x) = p h as a finite number of solutions, X: E Q, i = 
1, . . , k, and at each x:, f is continuously differentiable with a nonsinglilar 
Jacobian matrix f ‘( XT ). Then 
deg(f,R, p) = i sgndetf’(s~). 
I=1 
2.2. The Degree of nn R,-Mattir 
Consider a matrix A4 in the class R,,. Then the equation F,,( x) = 0. 
where F,,(s) = x A Mx, has only one solution, namely, zero. Hence for an). 
bounded open set D containing the origin, deg (F,,, D, 0) is defined. We call 
this number the LCP degree of Ai arid denote it by LCP-deg M. From the 
R,,-property of A4 it can be easily shown that SOL( M, y) is uniforml) 
bounded as y varies over any bounded set. It can be shown, using the 
homotopv invariance and the excision properties of the degree (see [5]) that 
for any y and any bounded open set R containing SOL(M, cl>, deg(F, 0.0) 
= LCP-deg h4 where F(x) = I A (Mx + cl). 
We shall record the following result from [5] for later use. 
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THEOREM 2. Zf M is a P-matrix, then LCP-deg M = 1. 
3. CONNECTED MATRICES 
Recall that a matrix M E R”‘” is said to be connected if for every 
q E R”, the solution set of LCP(M, q) . 1s connected. In this section, we shall 
give a necessary condition and some sufficient conditions for a matrix to be 
connected. 
3.1. A Necessary Condition 
We begin by considering a simple example of a connected matrix. It can 
be easily verified (see [3]) that the matrix 
is connected. It is important to note here that not all principal minors of M 
are nonnegative, i.e., M is not a P,- matrix. However, it is an E,-matrix. As 
mentioned in the Introduction, Cao and Ferris [3] proved that every 2 X 2 
connected matrix is in E, and conjectured that the same is true in general. 
The following result answers this conjecture in the affirmative and gives a 
necessary condition for a matrix to be connected. 
THEOREM 3. Let M E Rnx” be a connected matrix. Then M E Ei. 
Proof. First we show that M E E,. Given an arbitrary q > 0, we need 
to show that SOL( M, q) = (O}. F or such a q, we always have 0 E SOL(M, q). 
Assume, if possible, that SOL( M, q) # (0). Since the solution set SOL( M, q) 
(which is a finite union of polyhedral sets) is assumed to be connected, i.e., 
polygonally path-connected, we can find a nonzero vector z E SOL(M, q) 
such that the line segment joining 0 and x lies in SOL( M, q). Then for all t 
in the interval (0, 1) we have tx E SOL(M, q). Writing Q for the nonempty 
set {i : xi # 0}, we have, by complementarity, (Mtx + q), = 0. Letting t + 0, 
we get qa = 0, which is a contradiction. Hence SOL( M, q) = {0}, i.e., 
M E Ea. 
We now show that M E Eb. Let M,, be a nonsingular principal subma- 
trix of M, where CY is a subset of {1,2,. . . , n}. Let /3 denote the complement 
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?? of cx in{1,2,..., n} and without loss of generali9. 
M %, Mzaa . 
[ I MD, %w 
By pivoting on M,,, the system 
can be transformed into the system G = A& + 9, where 
The equality 
shows that SOL($, 4) . 1s a continuous image of SOL( M, 9) and hence 
connecJed. Finally, any p E R” can be written as y^ for some 9 E R”. Hence 
S_OL(M, p) is connected for any p E R”. By the first part of the proof, 
M E E,. Hence M E Ek. ??
Since P,, c Ek, it is natural to ask whether every P,,-matrix is connected. 
In [3], Cao and Ferris show that this is the case for 2 X 2 matrices and 
conjecture that the same holds in general. The following simple example due 
to Stone [16] shows that it is not. 
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EXAMPLE (Stone). Let 
M:= [! i a] and q:= [ -iI. 
Since all the principal minors of M are zero, M is a P,,-matrix. However, 
SOL(M, 91, being the union of the sets 
is clearly not connected. 
REMARK. Since connected matrices belong to E, and Pa-matrices are in 
general not connected, we prefer to denote the set of all connected matrices 
by E, instead of PC. 
3.2. Sufficient Conditions 
Even though PO is not contained in E,, we shall show that certain 
subclasses of PO are contained in E,. Clearly P-matrices are connected. In 
fact, a nondegenerate matrix (which is one all of whose principal minors are 
nonzero) is connected if and only if it is a P-matrix. This can be seen by 
noting that a matrix is nondegenerate if and only if for every 9, SOL(M, 9) 
has a finite number of solutions. 
Before starting the next result, we recall that SOL( M, 9) is a finite union 
of (closed convex) polyhedral sets. For such a set, there are only a finite 
number of connected components and each such component is closed. 
THEOREM 4. Let M E PO and 9 E R”. Zf SOL( M, 9) has a bounded 
connected component, then SOL( M, 9) is connected. 
Proof. Assuming SOL( M, 9) is nonempty, let E denote a nonempty 
bounded connected component of SOL( M, 9). If SOL( M, 9) = E, then we 
are done. Assume E # SOL(M, 9), and let x* E SOL(M, 9) \ E. Since E 
is closed and bounded and is disjoint from the (closed) union of other 
connected components of SOL(M, q), we can find a bounded open set R 
containing E such that fi does not intersect any other connected component 
of SOL( M, 9). In particular, x* @ 1R and aR n SOL(M, 9) = 0. Let X E 
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E, and define for E > 0 
F(x) =x A (Mx + y), 
G(x) =x A [(M + EZ)X + (y - a*)], 
H(x) =x A [(M + EZ)X + (y - E?)]. 
We have F(x) = 0 = G(x*) = H(X). Also, for small E, we have 
deg(G, Q, 0) = deg(F, R, 0) = deg(H, 0, O), by the nearness property of the 
degree. Now, A4 + EZ is a P-matrix, and E is the unique solution to 
H(x) = 0. This implies that deg(H, Q,O) = 1 by Theorem 2. Now, since 
deg( H, R, 0) = deg(G, R, O), it follows that deg(G, R, 0) = 1. This implies 
(by property 2 of the degree) that LCP(M + EZ, (Z - EX*) must also have a 
solution in 1R. But M + EZ is a P-matrix, and the unique solution I* of 
LCP(M + EZ, q - EX*) is not in R. Thus we have a contradiction. There- 
fore, SOL(M, 4) = E, and the proof is complete. ??
The following consequences are immediate: 
C~H~LLAHY 5. Let M be a P,-matrix. Then for any y, LCP(M, (1) ZWS (I 
unique solution if and only if it has a locally unique solution. 
Note that this corollary proves the following result [5] (originally due to 
Cottle and Guu [I]). 
C~ROLLARV~. Let M E P,, and y E R”. Then the number of solutions qf 
LCP( M, 4) is either zero, one, or infinity. 
COROLLARY 7. Let M E P,. Zff or some prticular cector cl, SOL( XI. (1) 
is bounokd, then it is connected. 
Corollary 7 leads us to our next result, which gives both necessay and 
sufficient conditions for an R,-matrix to be connected. 
THEOREM 8. The following are eyuiualent for an R,, matrix ,21: 
(a) M E P,. 
(b) M is connected. 
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Proof. The implication (a) * (b) follows from Corollary 7, since for an 
I&-matrix M, every SOL(M, 4) is bounded [2, Proposition 3.9.231. To see 
(b) * (a), assume that M ‘is connected and consider a(x) = Mx+ - x-. 
Then from Proposition 1, a’-l(-q), being the continuous image of 
SOL(M, q), is connected for every 4. Suppose, if possible, that M is not a 
Pa-matrix, so that some M,, has a negative determinant. Then the nonsingu- 
lar matrix 
where /3 = Z, also has a negative determinant. Now on 
we have Q(X) = M, x. Pick x * E int fi, and let 4 = - @(x *). Since M, is 
nonsingular, -9 = a(x) h as exactly one solution in R, and thus the solution 
X* is isolated. Since W1( -4) is connected, it must be equal to this single 
point; thus for any bounded open set s1 containing x*, 
deg(@ + q,fl,O) = sgndet 
Km 0 
i 1 = %a ZPP -1. 
Next, consider the vector e which has all entries equal to one. On the 
negative orthant, Q, is the identity map; so with X = -e, we have @(X) = -e. 
Arguing as before, we see that for any bounded open set D containing 
X, deg(@ + e, D, 0) = 1. Now consider the homotopy H(t, X) = Q(x) + tq 
+ (1 - t>e. Since M is an R,-matrix, SOL,(M, tq + (1 - t)e> is uniformly 
bounded for t E [0, 11. By Proposition 1, the zeros of H (for various t) are 
uniformly bounded. By the homotopy invariance and the excision properties 
of the degree, we conclude that - 1 = deg(@ + q, R, 0) = deg(@ + e, D, 0) 
= 1, which is a contradiction. This proves that M is a P,,-matrix and thus we 
have (a). ??
REMARKS. 
(i) The implication (b) 3 (a) of the above theorem can also be deduced 
by combining Theorem 3 with a result of Murthy (Theorem 5.2.24 in [ll], 
whose proof is based on pivotal transformations) that Ei f~ R, c P,. The 
above proof of Theorem 8 has an advantage in that it can be modified to get a 
generalization of Theorem 8 for piecewise affine equations. 
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(ii) It follows from Theorem 8 that no matrix in R, n (E,, \ PO) can be 
connected. As an example, the matrix 
is not connected. 
4. CONCLUDING REMARKS 
In this paper, we have considered the problem of characterizing matrices 
M for which the solution set of every LCP( M, 4) is connected. Although we 
did not give a complete characterization, we gave one necessary condition 
and some sufficient conditions. The analysis presented in this paper can be 
generalized to the context of piecewise affine equations; in a separate study, 
we consider necessary and sufficient conditions for an affine function f from 
R” into itself to have every inverse image f-‘(y) connected. 
We conclude this paper by posing some open problems. 
PROBLEM 1. Find a necessary and sufficient condition for connectedness 
of a matrix. 
PHOBLEM 2. Is it true that P,, n Q. = E,. n Qo? Cao and Ferris prove 
this for 2 X 2 matrices. Note that Stone’s matrix (given in Section 3) is in P,, 
but not in QO. This problem may be related to Stone’s conjecture that 
E : c-- Qo c P,, . 
PKORLEM 3. Is it true that P,, n Q = E, n Q? Or equivalently. is it trur 
that E,. n Q G R,,? 
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