How an image is represented as the input of a convolutional neural network (CNN) is important because this input directly influences the performance of the CNN. In this paper, we investigate the representation of spherical images by focusing on the inclination estimation of a spherical camera. Unlike other approaches to CNN-based inclination estimation, a spherical image is represented as a geodesicdivision-based discrete spherical image (DSI) that is obtained by sampling a sphere as uniformly as possible. The input of the CNN is a single image that consists of five parallelograms flattened from a regular icosahedron. To demonstrate the advantage of the proposed method, comparative experiments are conducted with two other spherical image representations, namely, equirectangular projection (ERP) and cubemap projection (CMP). The experimental results show that the proposed method using a geodesic-division-based discrete spherical image as the CNN input obtains the best performance-better than that of the cubemap and far superior to that of the equirectangular image. The effect of the image representations used becomes more significant as the relative inclination decreases. Moreover, comparative experiments are conducted using the state-of-the-art methods for spherical camera inclination compensation to further illustrate the superiority of the DSI representation. Consequently, the proposed method provides an important reference for the development of CNNs intended for spherical images.
I. INTRODUCTION
A. BACKGROUND 1) PIN-HOLE CAMERA MODEL VS. SPHERICAL CAMERA MODEL A spherical camera is a camera having the entire field-ofview (FOV). While a conventional camera that captures perspective images originates from the pin-hole camera model, a spherical camera that captures spherical images is represented by the spherical camera model. Spherical images are widely used and have been studied in the fields of medical science, such as representation of the retinal images of the eyes of humans [22] , [49] , geography, such as representation of the earth [43] , meteorology, such as computation of atmospheric motion [42] , and computer vision, such as immersive virtual reality [20] , [26] , [27] , visual surveillance [29] , augmented reality [25] and robotics [23] , [24] , [28] .
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A spherical image has specific attributes that are different from those of a perspective image [44] , [45] . For example, while an optical axis exists in the pin-hole camera model, there is no unique optical axis in the spherical camera model because a spherical image is isotropic, that is, the shape of an object on a spherical image is invariant with the location of the object on the spherical image (imagine you observe the image of the surrounding scene on a spherical glass ball while rotating the ball). This attribute is called rotational invariance in computer vision.
In the processing of perspective images, developing a feature descriptor with rotational invariance, that is, a feature descriptor that can cope with the rotation of feature patterns, has been an important topic. Many methods have been proposed, such as scale-invariant feature transform (SIFT) [46] , oriented FAST and rotated BRIEF (ORB) [47] and KAZE [48] . However, as mentioned above, if we use a spherical image that is uniformly sampled on a sphere, theoretically, the spherical image itself preserves the rotational invariance. FIGURE 1. Three common approaches for spherical image processing, in which a spherical image is represented as an equirectangular image, multiple perspective image, and a discrete spherical image. (b) Right images result from an inclination of the left ones. The enlarged part is a corner of the room, and the values are angles subtended by three mutually perpendicular lines intersecting at the corner at different representations of spherical images. It can be seen that the geodesic-division-based discrete spherical image has the minimum rotation deformation.
2) SPHERICAL IMAGE REPRESENTATIONS
In most CNN-based computer vision tasks, the input of CNN is two-dimensional image. Therefore, the first problem for processing a spherical image is how to represent the image on the sphere in a two-dimensional representation. Meanwhile, we expect that the features in the spherical image under the two-dimensional representation can still maintain rotational invariance, because the distortion of the features in the image caused by the representation itself will make the visual perception task much more difficult [50] , such as feature matching and camera motion estimation.
Hitherto, many spherical-image representations have been proposed, including an equirectangular image, a cubemap, and a discrete spherical image (see Fig. 1 ). The most popular representation of a spherical image is an equirectangular image, which is obtained by projecting a sphere onto a plane by equicylindrical projection, as shown in the upper image in Fig. 1(a) . The advantage of this representation is that we can see all the information from a spherical image on a plane; however, the shape of a feature varies with the position of the feature in the spherical image; thus, features may be severely deformed when there is a camera rotation, as shown in the upper image in Fig. 1(b) . Namely, this representation does not have rotational invariance.
Another popular representation of a spherical image is a cubemap, which is obtained by projecting a sphere onto the surface of a circumscribed cubic box; thus, a spherical image is represented by six perspective images, as shown in the middle image of Fig. 1(a) . The advantage of this representation is that each image is perspective; therefore, CNN models trained by traditional perspective image datasets can be easily applied to this representation. However, along with the discontinuity that exists at the boundaries of six faces, small deformations of features still appear due to camera rotation, as shown in the middle image in Fig. 1(b) . This effect means that by using perspective images to represent a spherical image, rotational invariance cannot be achieved.
On the other hand, rotational invariance is a distinguished attribute of a sphere, as mentioned above. Therefore, if a sphere could be uniformly sampled, the problem of feature distortion depending on the positions of the features in an image could be completely eliminated for a uniformly sampled discrete spherical image. However, theoretically, a regular polyhedron that has more than twenty regular faces cannot be obtained. A spherical image can only be sampled as uniformly as possible. Consequently, a particular discrete spherical image has been used in many studies on spherical image processing; this image is the lower image in Fig. 1(a) . The geodesic-division-based discrete spherical image is the most popular data structure for a discrete spherical image and starts from an icosahedron; a spherical image is represented as a spherical array data structure composed of five connected parallelograms obtained by flattening an icosahedron, as shown in the lower image in Fig. 1(b) . In particular, the enlarged part of Fig. 1 is a corner of a room, and the values are angles subtended by three mutually perpendicular lines intersecting at the corner in different representations of spherical images. Comparing the angle values before and after the rotation of the three different representations of spherical images shows that the geodesic-division-based discrete spherical image has the minimum rotation deformation. Since a quasi-uniform discrete spherical image has the best rotational invariance, and rotational invariance plays an important role in many computer vision tasks, such as feature matching and camera motion estimation, reasonably, a quasi-uniform discrete spherical image (DSI) can be the best representation of a spherical image.
3) CNN-BASED INCLINATION ESTIMATION TASK
In this paper, we investigate the above three typical representations of spherical images by focusing on the CNN-based inclination estimation task of a spherical camera.
Displaying images in the correct orientation is necessary for various image processing applications, such as object detection, image stitching, and document analysis [30] - [33] . When a spherical camera is used to collect information, as shown in Fig. 2 , to comfortably view the captured spherical images, it is necessary to estimate the canonical orientation of the snapshot to compensate the inclination of the camera.
A CNN can be used to effectively deal with this problem for perspective images [17] - [19] . However, the most important factor in the estimation of the inclination of a spherical image is determining which representation of the spherical image is the most suitable to be used as the CNN input.
Based on the above analysis of the characteristics of the three most common representations of spherical images, we investigate the representation of spherical images by focusing on the problem of the CNN-based inclination estimation of a spherical camera. Unlike other approaches of CNN-based inclination estimation, the spherical image is represented as a geodesic-division-based discrete spherical image (DSI) in our method, obtained by sampling a sphere as uniformly as possible. The input of a CNN is a single image that consists of five parallelograms flattened from a regular icosahedron. To demonstrate the advantages of the proposed method, comparative experiments are carried out with two other common spherical representations, namely, an equirectangular image and a cubemap. The experimental results show that the proposed method using a geodesicdivision-based discrete spherical image as CNN input obtains the best performance, better than that of the cubemap and far superior to that of the equirectangular image. The effect of the spherical image representations becomes more significant as the relative inclination decreases. We compare our method with the state-of-the-art methods, and the results of the comparative experiments show the superiority of DSI representation.
B. CHARACTERISTICS OF THIS PAPER
The characteristics of this paper are as follows.
• To the knowledge of the authors, this is the first work on CNNs to compare spherical image representations. In contrast to the relevant studies [17] - [19] , where conventional CNNs were trained using perspective images, this research copes with representing a spherical image in the task of estimating inclination based on a spherical camera.
• A quasi-uniformly sampled geodesic-division-based discrete spherical image that approximately preserves the rotational invariance of spherical images is used as the input of a CNN to estimate the image inclination. However, our task is different from those in relevant studies [8] , [16] . Moreover, although in [16] , a geodesic-division-based discrete spherical image was used, the feature descriptors were generated on each parallelogram. Additionally, in [8] , a sphere was sampled along a spiral, and the neighboring relationships between pixels were not preserved; thus, it was necessary to use a look-up table to perform the kernel convolutions. Additionally, a geodesic-division-based discrete spherical image is a well-known concise model in which the neighboring relationships between pixels can be preserved in the five parallelograms except for the boundary pixels; thus, no look-up table is needed if the boundary pixels are considered outliers, which is the case in our work. The proposed method results in a simple and straightforward estimation approach for the inclination of spherical images.
• To quantitatively demonstrate the advantages of the proposed method, comparative experiments are carried out with two other spherical representations, an equirectangular image and a cubemap. The experimental results show that the proposed method using a geodesicdivision-based discrete spherical image as the input of a CNN yields the best performance. We compare our approach to a state-of-the-art method for the spherical image inclination correction task. The experimental results show that the proposed method has better generalization ability.
• We consider the image inclination estimation as a classification problem rather than a regression problem because the regression approach does not always yield excellent estimation results [17] , [19] in addition to requiring larger datasets. Just as a person can correct the inclination of an image by manually rotating the image in increments, the proposed coarse-to-fine classification approach estimates the inclination by first determining a large interval and then a smaller interval.
• The focus of this paper is on the inclination estimation of spherical images, but we believe that the proposed method represents an important reference for developing CNNs intended for spherical images. The rest of this paper is organized as follows. The related works are introduced in Section II. The specific implementation method of the inclination estimation task using three typical representations of a spherical image, namely, an equirectangular image, a cubemap image, and a geodesicdivision-based discrete spherical image, is described in Section III. The comparative experiments of the three image representations and comparative experiments with the stateof-the-art methods are provided in Section IV. Finally, the conclusions and the guidelines for our future work are given in Section V.
II. RELATED WORKS
In this section, we introduce the related works, including common representation of spherical images, spherical image processing using CNNs and the existing research related to the inclination estimation of spherical images.
A. REPRESENTATION OF SPHERICAL IMAGES
The representation of spherical images is a common problem in computer vision, computer graphics, robotics, and meteorology. Since a unit sphere can be represented by two spherical polar coordinates, namely, a polar angle and an azimuth angle, a simple way to represent a sphere is to divide the sphere equally along the latitude and longitude and flatten the sphere on a plane; in this way, an equiretangular image of a sphere is obtained. However, since an equiretangular image is severely oversampled around the poles, the sampling rates in different directions differ, which can result in heavy distortion in the vicinity of the two poles, as shown in the upper images in Figs. 2(a) and 2(b). Therefore, this representation has very poor rotational invariance. In computer graphics, this representation is called a latitude-longitude map [1] .
Another representation of a spherical image is a cubic map, which is widely used and is one of the most popular image representations in computer graphics [2] . The cubic environment map consists of six perspective images that correspond to the six planes of a cube with the viewpoint at the center of the cube. Although the pixels are uniformly sampled in perspective images, the pixels are not uniformly sampled on a sphere. Therefore, a cubic map does not have rotational invariance, as shown in the middle images in Figs. 2(a) and 2(b).
To preserve the rotational invariance of a sphere, a sphere should be sampled as uniformly as possible, that is, represented as a discrete spherical image. One of the most popular discrete spherical image representations is a geodesic-division-based spherical image, which is obtained by repeatedly dividing the triangles of an icosahedron. Three data structures have been proposed to represent geodesicdivision-based spherical images: (1) a hierarchical tree structure [3] , [5] , (2) a spherical array data structure composed of five connected parallelograms, obtained by flattening an icosahedron (see lower images in Figs. 2(a) and 2(b), and (3) a compact 2D array data structure [9] . Because the fiveparallelogram data structure makes it easier and more efficient to find the corresponding cell for a given view direction and the neighboring cells for a given cell on a tessellated sphere, the spherical array data structure is often used in discrete spherical image processing [4] . In this paper, we use this data structure to represent a discrete spherical image. Since a sphere is quasi-uniformly sampled, the rotational invariance of a sphere is approximately preserved.
B. SPHERICAL IMAGE PROCESSING BY CNNS
The use of CNNs to process spherical images is a hot topic, and many studies have been reported on this topic. This research can be divided into three categories according to the spherical image representations used, as shown in Fig. 3 . These studies are presented in the following according to the spherical image representations used.
• Single plane image representation -equirectangular image A simple method is the projection of a spherical image onto a plane obtaining an equirectangular image, and the subsequent application of a CNN to the planar image. Since the projected planar image contains distortion, in theory, high accuracy cannot be achieved using this method [10] , [11] . To overcome this drawback, a spherical convolutional network is proposed, in which a planar CNN learns to process a full-view image directly from the equirectangular projection of the image. This approach provides flat filter outputs for the full-view image data to cope with the varying distortion effects in equirectangular images [12] .
• Multiple perspective image representation To exploit CNNs trained on perspective images, an alternative method is the generation of perspective images from full-view images and the subsequent application of a CNN to the perspective images generated for each conversion. Obviously, this approach has a high computational cost [13] - [15] .
• Discrete spherical image representation Recently, several studies on applying CNNs to the processing of quasi-uniformly sampled discrete spherical images have been reported. In [16] , a CNN was applied to a discrete spherical image to generate the feature descriptor.
In [8] , a CNN called SphereNet was presented in which a sphere is sampled along a spiral, and the filters of the CNN are wrapped around the sphere; object detection and classification are performed using SphereNet. Both of the aforementioned studies used quasi-uniformly sampled discrete spherical images. It is crucial to determine which of the three conventional spherical-image representations is the best for CNNs. Additionally, it is important to study the influence of image representations on CNN performance, considering the imagerepresentation learning capability of the CNN.
C. INCLINATION ESTIMATION OF SPHERICAL IMAGES
In this paper, we divide the estimation methods for image inclination into two categories, traditional feature-based methods [21] , [34] - [38] and deep-learning-based methods [17] , [19] , [20] , [33] , [39] - [41] . Since the traditional feature-based methods analyze the vanishing structures of scenes, certain assumptions are always needed, such as Manhattan and Atlanta world assumptions.
On the other hand, deep-learning-based methods do not require such assumptions. For the deep-learning-based spherical image inclination estimation methods, there are two works that are similar to our work. Jeon et al. [41] proposed a method that estimates the rotation by analyzing the projected 2D rotations of multiple images sampled from a panorama image and then exploiting the geometric relationships between the 3D rotation and projected 2D rotation to obtain the rotation of the panorama image. Since the input of the CNN network is a set of perspective images sampled from the spherical image, the network model cannot learn the features from spherical images. The work of Jung et al. [20] is the research that is the most similar to our work. In [20] , the input of the CNN model is an equirectangular image, and the output is the azimuth and elevation angles relative to the upright image. In Section IV, a comparative experiment of our method and this method is presented.
III. IMPLEMENTATION METHOD OF SPHERICAL CAMERA'S INCLINATION ESTIMATION
In this section, we present the details of the two degrees of freedom inclination estimation of a spherical image. Since the inclination of a camera has two degrees of freedom that can be described as two rotations along two axes, the task to be solved is the estimation of two rotational angles; for instance, along the x-and y-axes, as shown in Fig. 2 .
When a human corrects an inclined image, usually, he/she first roughly rotates the image in large rotational angles and then finely adjusts the image in small rotational angles. In this paper, we use the same strategy to cope with the inclination estimation problem and call this strategy the coarseto-fine approach. First, large intervals, a 120-degree range (±60) of rotation angles, are divided by 10 degrees and then, the small intervals obtained, a 20-degree range (±10) of rotation angles, are further divided by 5, 4, 3, 2, and 1 degree. Here, the degree range of [−60, +60] is chosen because in practice, a camera is usually not tilted beyond this range, as shown in Fig. 2 . During this inclination estimation task, we use AlexNet [7] to quantitatively evaluate the three kinds of spherical representations. The procedure is basically the same as that shown in Fig. 3 , except that AlexNet is used for all three CNN models.
By performing this inclination estimation task, we want to answer the following three questions: (1) can the inclination of a spherical camera be estimated by a coarse-to-fine classification approach, (2) which spherical-image representation is the most suitable for CNNs, and (3) how accurate are the results that each of the representations provide in this task?
The inclination of a picture depends on the posture of the camera during the shooting process, and the posture of the camera is determined by three rotation angles: pitch, roll, and yaw. In the right-hand coordinate system, pitch represents the angle of rotation around the x-axis, yaw represents the angle of rotation around the y-axis, and roll represents the angle of rotation around the z-axis. The inclination of a photo is determined by the pitch and roll angles of the posture of the camera.
We first selected 1050 basic images from the spherical image data set SUN360 [13] ; all three rotation angles of the camera corresponding to each basic picture were equal to zero by default. Certain basic images are shown in Fig. 4 . Next, we projected each of the basic images onto the sphere, then we changed the values of the pitch and roll angles of the basic image to the changes in the posture of an analog camera and generated the required categories.
The basic images selected contained 500 indoor images and 550 outdoor images. The representation format of these basic images was an equirectangular projection sized 1280 × 640. The coarse training datasets and fine training datasets were generated based on these basic images. In addition to the training datasets, we built a test dataset that was used to verify the generalization ability of the trained neural network model. The characteristics of the datasets used in this paper are shown in Table 1 .
1) COARSE-TRAINING DATASET
As for the two rotation angles, pitch and roll, the images in this dataset covered a wide range of angle variations and a wide range of variation intervals. Both the pitch and roll angles ranged from −60 degrees to 60 degrees, and the interval was 10 degrees. This dataset was used to train a coarse classification model for two purposes: to illustrate that the proposed inclination estimation task was feasible and to reduce the range for the determination of two inclination angles for one spherical image to 10 degrees.
The generation of this dataset consisted of three steps. For canonical spherical images without inclination, we first projected these images onto a unit spherical model, and the initial values of pitch and roll angles were set to 0. Then, we rotated the image on the sphere according to the changing values for the pitch and roll angles. Finally, the three image representations studied in this work were generated by the generation method described in Section I. Therefore, the coarse training dataset consists of three parts; each part corresponded to one type of spherical image representation. There were a total of 177,450 images (13 × 13 × 1050) in each part. The number of categories was 169 (13 × 13) . Certain images of these three parts of the coarse training dataset at different rotation angles are shown in Figs. 5-7. 
2) FINE-TRAINING DATASET
According to the classification results of the coarse training, we corrected the two rotation angles of one inclined spherical image to the range of ±10 degrees centered at 0. In the fine training stage, we aimed to obtain finer rotation angles for the roughly corrected spherical image.
For the pitch and roll rotation angles, the images in this dataset covered only a small range of angles from −10 degrees to 10 degrees, and the intervals between adjacent categories were small. Specifically, we gradually reduced the intervals of the pitch and roll angles between adjacent categories from the initial 5 degrees to 1 degree.
Therefore, there were five small datasets in the fine training dataset that correspond to the one-, two-, three-, four-, and five-degree interval changes.
These datasets were used to fine-train the classification models for two purposes: to evaluate the influences of the three representations of spherical images on the classification accuracy and to find the most suitable classification model to determine the exact rotation angles of the roughly corrected spherical image.
For each small dataset, the generation method was the same as that of the coarse training dataset. Each small dataset contained three parts, and the images of each part corresponded to one type of spherical-image representation.
Finally, there were a total of 26,250 images (5 × 5 × 1050) in each part of the small dataset with a five-degree interval, and the number of categories was 25 (5 × 5). There were a total of 37,800 images (6 × 6 × 1050) in each part of the small dataset with a four-degree interval, and the number of categories was 36 (6×6). There were a total of 51,450 images (7 × 7 × 1050) in each part of the small dataset with a three-degree interval, and there were 49 categories (7 × 7). There were a total of 127,050 images (11 × 11 × 1050) in each part of the small dataset with a two-degree interval, and there were 121 categories (11 × 11) . Finally, there were a total of 463,050 images (21 × 21 × 1050) in each part of the small data set with a one-degree interval, and there were 441 categories (21 × 21).
3) TEST DATASET
After the training phase, we obtained a series of models for discriminating the rotation angle that could correct the inclined spherical image from coarse to fine step by step. To verify the feasibility of the proposed method in practical application and the generalization ability of these discriminant models, we built a test dataset.
The images in this dataset were generated from 1800 basic images from the SUN360 database that contained 900 outdoor images and 900 indoor images. To test the generalization ability and robustness of the proposed classification models, all the basic images were selected to be different from those in the training set, and the image scene was chosen to be more challenging for the orientation estimation task. Certain images are shown in Fig. 8 . For all the basic images, we first randomly generated a series of integer angle combinations of pitch angle and roll angle in the range of ±60 degrees (e.g., [−52, 3], [−16, 35]); each set of angle combinations was applied to a basic image. Then, we used the angle combinations generated to generate the images of the test dataset; the generation method was the same as that of the training dataset.
Therefore, this test dataset also contained three parts, and the images of each part corresponded to one of the representations of the spherical image, which was used to evaluate the angle discrimination models.
B. NETWORK MODELS
The main purpose of this work is to investigate the representation of spherical images by focusing on the CNN-based inclination estimation of a spherical camera. We believe that the effect of the image representation can be observed most apparently for a relatively simple CNN. Therefore, in this paper, a simple and classic CNN model, AlexNet, is used.
Concretely, in the AlexNet model, the input image of the first layer was a color image with a size of 227×227×3. This model consisted of five convolutional layers, with 96, 256, 384, 256, and 192 filters, and a fully connected layer with 4,096 neurons. From convolutional layer 1 to convolutional layer 5, the sizes of the convolutional filters were 11×11×3, 5×5×48, 3×3×256, 3×3×192, and 3×3×192, respectively. The detailed structure of this model can be found in the work of Alex Krizhevsky [7] .
In comparison to the standard AlexNet, we modified only the amount of network output and certain hyperparameters in the network training. Specifically, we modified the last layer to the number of categories in each training set, instead of the original 1000 class probabilities. We set the maximum number of iterations corresponding to 300 epochs with minibatch size of 512. The network parameters were trained using the stochastic gradient descent algorithm. We set the initial learning rate to 5e-3 and decreased the learning rate by 0.1 times after 10 epochs. The Softmax classifier and cross entropy loss were used in the network model. In addition, we used different training strategies, which are described in detail in section C.
The CNN models were separately trained by the three representations of spherical images. Thus, the input of the CNNs was the different representations of spherical images, and the output of the CNNs was the category labels corresponding to the combinations of different rotation angles.
C. TRAINING STRATEGY 1) DATASET PREPROCESSING
Before the training, dataset preprocessing was conducted.
First, square images were generated. Since the input of AlexNet was color images with a size of 227 × 227 pixels, to prevent the images from deforming, we first normalized the images in all the datasets to square images. We generated square images according to the long side of the original images. Namely, the original image was at the center of the square image generated, and the pixels in the areas other than that of the original image were filled with 0s. Certain square images generated by the three representations are shown in Fig. 9 . Subsequently, we normalized each square image to a size of 256 × 256 because during the training, we chose to enable the random cropping option for data enhancement. Next, each dataset was divided into a training set and a validation set. From the 1050 images in each category of the datasets, we randomly selected 800 images for model training, and the remaining 250 images were used to verify the trained model performance.
To fairly compare the performances corresponding to the three representations of the spherical images in the inclination estimation task, except for different forms of images, the serial numbers of the images that constituted the training set and the validation set of the three datasets were the same in each comparison.
2) NETWORK TRAINING
On the basis of previous studies, the following assumptions were made before network training: (1) features extracted by the convolution layers of the CNNs for different tasks had similar characteristics, so transferring the pretrained model of other tasks to our task could make the network converge better; (2) the more similar the task was, the better the transfer learning effect was; (3) for the proposed inclination estimation, the finer the classification task was, the worse the classification was but the more apparent the advantage of a good representation was.
The network training process consisted of two phases, initial training and retraining. Through the analysis of the training results in Section IV, the above assumptions were verified.
a: INITIAL TRAINING
For the coarse classification task of determining the two rotation angles of a spherical image in the range of ± 60 degrees with an interval of 10 degrees, we used two methods to train the classification models corresponding to the three representations. One method used the weights and thresholds of the pretrained AlexNet, obtained by Caffe and trained for the ImageNet classification task, as the initial values to train our network, and the other method trained the network from scratch.
For the fine classification tasks of determining the two rotation angles of a spherical image in the range of ±10 degrees with an interval of 5 degrees, we used three methods to train our networks: one method used the parameters of the pretrained AlexNet that was trained for the ImageNet classification task as the initial values for training, one method trained the network from scratch, and the last method used the parameters of the Caffe models pretrained for the coarse classification task as the initial values for training.
For other cases of the fine classification tasks, the training process was divided into two branches; one of the branches was to train all the rest of the networks with the weights and thresholds of the pretrained five-degree interval change classification task Caffe model as the initial values to compare the classification accuracies of the three different representations as the changes in the rotation between classes decreased; the other branch was a gradual refinement of the training process, specifically, the model of the four-degree interval variation classification task was fine-tuned by using a pretrained Caffe model of the five-degree interval variation classification task; then, the model of the three-degree interval variation classification task was fine-tuned by using a pretrained Caffe model of the four-degree interval variation classification task; next, the model of the two-degree interval variation classification task was fine-tuned by using a pretrained Caffe model of the three-degree interval variation classification task; finally, the model of the one-degree interval variation classification task was fine-tuned by using a pretrained Caffe model of the two-degree interval variation classification task to get the best 1-degree interval discriminant model.
Note that the images in the training set of the pretrained Caffe model used had to have the same representation as the images in the training set of the current training task. For instance, when training a network for a four-degree interval classification task by a dataset represented by a discrete spherical image, the pretrained Caffe model for fine-tuning had to be trained by discrete spherical images. The training results are provided in Section IV.
b: RETRAINING
The necessity of the retraining operation mainly depended on two conditions. In one case, the network did not completely converge after the initial training, which was mainly reflected in the high loss and low accuracy; in the other case, in the training progress, a high-precision pretrained model that was closer to the classification task that could not converge completely in the initial training stage appeared. The training details are provided in the next section.
IV. EXPERIMENT AND DISCUSSION
In this section, two comparative experiments are carried out. One experiment compares the three kinds of spherical image representations; the other experiment compares our discrete spherical image representation for CNN-based inclination estimation with the state-of-the-art methods [17] , [20] .
A. COMPARATIVE EXPERIMENTS FOR THREE KINDS OF SPHERICAL IMAGE REPRESENTATIONS
To provide a fair comparison, for each representation of spherical images, the hyperparameter settings of the network training were the same. For each network training, when the value of the loss became stable, the training stopped after the same number of epochs (number of epochs ≥ 50), and then, the performances of the models trained by the three representations were compared. The parameters used for evaluation were the mean of the first five maximum accuracy rates in the validation stage. For convenience, in this section, the discrete spherical image representation, cubemap representation, and equirectangular image representation are denoted the DSI, CMP, and ERP, respectively.
1) INITIAL TRAINING RESULTS a: COARSE-CLASSIFICATION RESULTS (±60 • )
In the initial training phase, for the coarse classification task, we used two training strategies, as shown in Table 2 . The results showed that using the pretrained AlexNet model for the ImageNet classification task to fine-tune our training model made the model converge faster and achieved better results. Thus, since the precisions of both DSI and CMP were above 95%, the CNN-based spherical image inclination estimation task was feasible. The poor performance of the ERP might be due to the severe image distortion. The results showed that the DSI performed the best among the three VOLUME 8, 2020 representations, achieving the highest accuracy and the best convergence.
b: FINE-CLASSIFICATION RESULTS (±10 • )
In the fine-training task, for the training of the 5-degree interval classification model, we used three training strategies, as shown in Table 3 . The results show that the strategy of training from scratch achieved the worst performance, while the fine-tuned networks based on the pretrained models improved the classification accuracy of the current classification tasks. Compared with the ImageNet classification task, the image inclination classification task for the 10-degree interval dataset was more similar to the current training task; therefore, by fine-tuning the current classification model with the pretrained 10-degree interval classification model, the best performance was obtained. The results showed that the DSI performed the best among the three representations. During the training of the 4-, 3-, 2-, and 1-degree interval classification models, to verify the third assumption that we made before the training, that is, the more detailed the classification task was, the worse the classification result was but the more obvious the advantage of good representation was, we first used the pretrained 5-degree classification models with the highest pretraining classification accuracy to finetune the classification models of the 4-, 3-, 2-, and 1-degree intervals. In this way, the only variable was the rotation changes between the categories in different tasks. The results are shown in Table 4 .
As seen in Table 4 , in addition to the classification results of the four-degree interval, the third assumption we made before the training was correct. In addition, this result was consistent with the results of the previous two comparison experiments, namely, the DSI performed the best, followed by the CMP, while the ERP performed the worst.
The results of the 4-degree interval classification task were better than those of the 5-degree interval classification task, possibly because we used the pretrained 10-degree interval model to fine-tune the 5-degree interval classification model. Since the ranges of the rotation angles in the two tasks differed, there was still a large difference between the 10-degree interval classification task and the 5-degree interval classification task. The range of rotation angles of the 5-degree interval classification task denoted only a small part of that of the 10-degree interval classification task. Thus, it was necessary to use the more similar pretrained 4-degree interval classification task models to fine-tune the 5-degree interval classification task models again.
2) RETRAINING RESULTS
We tried to use the pretrained models of the 4-degree interval classification task to fine-tune the 5-degree interval classification model again. Then, we used the new pretrained 5-degree classification models to fine-tune the 4-, 3-, 2-, and 1-degree interval classification models. The new training results are shown in Table 5 ; the classification accuracy of the 5-degree interval classification model after retraining was as good as the results of the 4-degree interval classification model, and the classification results of the 4-, 3-, 2-, and 1-degree interval classification models that are presented in Table 5 are all better than those in Table 4 . According to the experimental results, the closer the tasks were, the better the transfer performance between the tasks was. Therefore, for the 3-, 2-, and 1-degree interval classification tasks, we believe that we could obtain classification models with higher accuracy than those in Table 5 by gradually fine-tuning. The results of the gradual fine-tuning are shown in Table 6 . These results are consistent with our assumptions. Finally, for the 10-degree interval classification task, we had the pretrained 5-degree interval classification models that were closer to this task. Thus, we used the pretrained 5-degree interval models to fine-tune the 10-degree interval models again to obtain the 10-degree interval classification models with higher accuracy. The results are shown in Table 7 . 
3) TEST OF GENERALIZATION PERFORMANCE
After the training stage, we obtained a series of pretrained classification models that were combined to estimate the inclination angle of a spherical image from coarse to fine.
In this section, we present the test set used to verify the generalization performance of the proposed coarse-to-fine correction models in practical application. For each representation, we selected the best 10-degree interval classification model to classify each image into a coarse orientation, which was further used by the best 1-degree interval classification model to achieve a fine adjustment.
In the coarse orientation correction stage, for a spherical image in the test set, if the prediction values for both pitch angle and roll angle were within the range of 10 degrees from the actual value, the prediction was considered correct. When the prediction was correct, the images corrected by the coarse classification model were input into the 1-degree interval model to perform a fine adjustment.
The generalization performance evaluation results of the proposed coarse-to-fine correction models are shown in Table 8 ; the generalization ability of the classification models trained by discrete spherical images was the best, and the models trained by equirectangular images performed the worst. Certain examples of the image calibration results obtained by the proposed coarse-to-fine calibration method are shown in Figs. 10 and 11 . Note that the discriminant models used were trained by the discrete spherical images, and the presentations with the equirectangular images are used only for the convenience of viewing. 
B. COMPARATIVE EXPERIMENTS FOR THE STATE-OF-THE-ART METHODS
For the comparison, in [17] , only the estimation of the roll angle of the perspective images was considered. The results show that the number of images whose angle estimation error was lower than 2 degrees accounted for only 50% of the total number of images in the estimation task with the range of ±45 degrees. Although the task setup in our paper was more difficult, our results were significantly better than the results of [17] , possibly because the spherical images contained more visual information than the perspective images; usually, more visual information produces better results.
We compared our approach to Raehyuk Jung's method [20] , which represents the most recent state-of-the-art deep learning-based method for spherical VR image upright adjustment. In Raehyuk Jung's method, the gravity axis was described by an azimuth angle and an elevation angle, and the spherical input image was represented as an equirectangular image. We compared our best pretrained discriminant model with the best discriminant model of Raehyuk Jung. The comparison consisted of three parts; in the first part, we used our test set; in the second part, we used Raehyuk Jung's test set; and in the third part, we used a third-party public dataset [21] . The performance of our method and that of Raehyuk Jung's method were evaluated by the error between the predicted value and the ground truth of the elevation angles, which describes the angle between the gravity vector and the inclined vector in a spherical image.
1) PERFORMANCE ON OUR TEST SET
The results of the comparison experiment are shown in the third and fourth rows of Table 9 ; Raehyuk Jung's discriminant model performed poorly on our test set, even though this method used a more complex DenseNet121 network structure and a more complex training set that contained more than 4000 basic scenes and used complex data enhancements, including randomly adding Gaussian noise, modifying the brightness and contrast, and image rolling to enhance the robustness of the discriminant model. The comparative experiments are carried out under the condition that the elevation angle error is less than 12 because we want to be consistent with the comparison conditions in Raehyuk's paper [20] . 
2) PERFORMANCE ON RAEHYUK JUNG'S TEST SET
Raehyuk Jung's test set contained 42600 equirectangular images that were generated by randomly rotating over the entire sphere from the upright images. Since our pretrained network model was assumed to correct images that were taken by a spherical camera inclined at ± 60 degrees, we selected 17825 images from Raehyuk Jung's test set that met our requirements. The spherical images were converted into DSI representations and used as the input for our discriminant model. The comparison results are given in the fifth and sixth rows of Table 9 .
The performance of Raehyuk Jung's discriminant model was superior to the best results reported in Raehyuk Jung's article under this test set, because the test set used here was only a subset of Raehyuk Jung's original test set. Although the performance of our discriminant model was inferior to that of Raehyuk Jung's discriminant model, the results were not as bad as the test results of Raehyuk Jung's model under our test set. Note that the training model we used was a simple AlexNet network structure, our pretrained model had seen only 1050 basic scenes, and we did not use any data enhancement measures to improve the network robustness.
3) PERFORMANCE ON THIRD-PARTY PUBLIC DATASET
Jinwoong Jung's dataset was used to further compare our method with Raehyuk Jung's method. This dataset was generated using 14 ground-truth images that were carefully taken with no tilt or roll of the camera using a tripod with a bubble level. Then, Jinwoong applied various rotations to each of the ground-truth images in ten random directions at six different angles, namely, 5, 10, 15, 20, 25, and 30. As a result, there were 14 (images) ×10 (directions) ×6 (angles) = 840 images in the dataset.
The comparison results are shown in the last two rows of Table 9 ; our discriminant model was superior to Raehyuk Jung's discriminant model.
We determined the elevation-angle error distribution of each spherical image in Jinwoong Jung's dataset for our method and Raehyuk Jung's method, and this parameter is shown in Fig. 12 ; Raehyuk Jung's method performed the worst over two intervals: 481-540, 661-720. These two intervals corresponded to two basic scenes in Jinwoong Jung's dataset. We selected two pictures from these two scenes as examples to demonstrate our correction results. We displayed these scenes in the form of equirectangular images for viewing convenience; see Fig. 13 . For the correction results of the two methods, to understand the discrete distribution of the correction elevationangle error of all the images in each basic scene, we drew summarizing box plots for the elevation-angle error distribution of the images in the same basic scenes in Jinwoong Jung's dataset [21] , which are shown in Fig. 14. On each box, the central mark indicates the median, and the bottom and top edges of the box indicate the 25th and 75th percentiles, respectively. The whiskers extend to the most extreme data points not considered outliers, and the outliers are plotted individually using the '+' symbol. Points are considered outliers if greater than q3 + w × (q3−q1) or less than q1 − w × (q3 − q1), where w is the maximum whisker length and q1 and q3 are the 25th and 75th percentiles of the sample data, respectively. As seen, for most basic scenes, the correction errors of our method are smaller and more densely distributed than those of Raehyuk's method, except for a few outliers.
Based on the comparison results, the following conclusions can be drawn. • Generally, the CNN performance depends on the training dataset. If a CNN can achieve good performance on one dataset that does not necessarily mean the CNN performs well on another dataset, which explains the results presented in subsections B 1) and B 2).
• As shown in subsection B 3), for a third-party dataset, the model trained by the DSIs performs better regarding generalization than the model trained by the equirectangular images, even though our model is much simpler, and the training set is much smaller than that of Raehyuk Jung.
V. CONCLUSION AND FUTURE WORK
In this paper, we study three typical representations of spherical images for the inclination estimation of a spherical camera using convolutional neural networks. Specifically, we perform a coarse-to-fine training. Additionally, the feasibility of the proposed method is verified, and the accuracy of each representation is analyzed. The results show that the DSI performs the best among the three image representations, followed by the CMP, while the ERP performs the worst. In addition, the smaller the rotation changes between the classes are, the more obvious the advantage of good representation is. The proposed DSI-based spherical image inclination estimation method has stronger robustness and generalization ability than the two other representations utilized as CNN inputs. The proposed method allows us to take photos more freely without having to adjust our camera posture. We believe that the quantitative evaluation of the three spherical-image representations provides a reference for further research on spherical image processing by CNNs. In our future work, we will consider using a more complex network model and train the model with more complex datasets to further improve the correction capability of the discriminant model and increase the robustness of the pretrained model.
