Abstract. We find nice representatives for the 0-dimensional cusps of the degree n Siegel upper half-space under the action of Γ0(N ). To each of these we attach a Siegel Eisenstein series, and then we make explicit a result of Siegel, realizing any integral weight average Siegel theta series of arbitrary level N and Dirichlet character χL modulo N as a linear combination of Siegel Eisenstein series.
Introduction
In the 1930's Siegel introduced generalized theta series to study quadratic forms and their representation numbers. Given an m × m symmetric matrix Q for a positive definite quadratic form on a Z-lattice L, and given an n × n symmetric matrix T for a positive semi-definite quadratic form, the T th Fourier coefficient of the degree n Siegel theta series θ (n) (L; τ ) tells us the number of dimension n sublattices of L on which the quadratic form Q restricts to T . Siegel showed that θ (n) (L; τ ) is a degree n, weight m/2 Siegel modular form of some level N and character χ L modulo N . Further, in [4] , Siegel showed that upon averaging the theta series over the genus of L, the resulting average theta series θ (n) (gen L; τ ) is a linear combination of Siegel Eisenstein series, and the coefficients in this linear combination are generalized Gauss sums.
Here we consider the case when m = 2k (k ∈ Z + ) and n < k − 1 (the condition n < k − 1 is to ensure the convergence of the Siegel Eisenstein series we define). The elements of Γ ∞ \Sp n (Z)/Γ 0 (N ) are sometimes called the 0-dimensional cusps of the degree n Siegel upper half-space under the action of Γ 0 (N ), and for each Γ ∞ γΓ 0 (N ) ∈ Γ ∞ \Sp n (Z)/Γ 0 (N ), there is a degree n Siegel Eisenstein series E γ transforming under Γ 0 (N ) with weight k and character χ modulo N (defined in Section 3). Varying γ to get a complete set of representatives, we know that those E γ that are nonzero form a basis for the space of Siegel Eisenstein series.
The majority of effort in this paper is spent on finding nice representatives for the 0-dimensional cusps. Writing γ M for the matrix I 0 M I , in Section partially reduced representative modulo 2 e ′ where e ′ ≥ 3. When n = 1 or 8 ∤ N , we find a complete set of representatives {γ M } for Γ ∞ \Sp n (Z)/Γ 0 (N ) so that each γ M is reduced modulo N ; when n > 1 and 8|N , we find a set {γ M } that contains a complete set of representatives so that with e ′ = ord 2 (N ), each γ M is reduced modulo N /2 e ′ and partially reduced modulo 2 e ′ (see Propositions 4.2 and 4.3). Further, given γ M so that γ M is reduced modulo N /2 e ′ and partially reduced modulo 2 e ′ , M is diagonal modulo q ordq(N ) for q an odd prime dividing N , and M is an orthogonal sum of unary and binary blocks modulo 2 e ′ . Using these representatives and the local structure of the lattice L at each prime dividing N , it is fairly straightforward (and amusing) to evaluate the generalized Gauss sums that give us θ (n) (gen L; τ ) as a linear combination of the Siegel Eisenstein series corresponding to these representatives γ M . Consequently we prove the following.
Theorem 1.1. Let L be a rank 2k Z-lattice (k ∈ Z + ), and let Q be a 2k ×2k integral symmetric matrix defining a positive definite quadratic form on L so that Q(x) ∈ 2Z for any x ∈ L. Let N be the level of Q, and set e ′ = ord 2 (N ).
Let {γ M } be a complete set of representatives for Γ ∞ \Sp n (Z)/Γ 0 (N ) so that when e ′ ≤ 2, each γ M is reduced modulo N , and when e ′ ≥ 3 each γ M is reduced modulo N /2 e ′ and partially reduced modulo 2 e ′ . Then for n ∈ Z + with n < k − 1, we have
where κ = 1 if N > 2 and 1 2 otherwise, and a(L, M ) = q|N a q (L, M ) (q prime) with a q (L, M ) defined as follows. For a prime q|N with q e N , we take G ∈ SL 2k (Z q ) so that
with each J c of size r c × r c (some r c ≥ 0) and J c invertible modulo q when r c > 0; we also have
For q odd,
where G 1 (q) is the classical Gauss sum; for q = 2, G Jc,M j (2) is similar (but there are several cases), and the value of this quantity is given explicitly in Proposition 5.5.
This theorem leaves the following questions unanswered: how do we find a basis of Siegel Eisenstein series when n ≥ k − 1, and how do we find a complete set of representatives for Γ ∞ \Sp n (Z)/Γ 0 (N ) when n > 1 and 8|N ?
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Preliminaries
Let L = Zx 1 ⊕ · · · ⊕ Zx m , a Z-lattice of rank m, and let Q be an m × m symmetric matrix with integral entries. Thus Q defines a quadratic form on L, via the rule that for x = a 1 x 1 + · · · + a m x m ∈ L, we have
We assume that Q defines a positive definite quadratic form on L, meaning that for x ∈ L, Q(x) > 0 whenever x ∈ L with x = 0. We also assume that Q is even integral, meaning that Q ∈ Z n,n sym with even diagonal entries (here, for a ring R, R n,n sym denotes the set of n × n symmetric matrices with entries in R). Thus for any x ∈ L, we have Q(x) ∈ 2Z. The level of Q (also called the level of L) is the smallest positive integer N so that N Q −1 is even integral.
For n ∈ Z + , we define the theta series θ (n) (L; τ ) with variable
where Y > 0 means that Y represents a positive definite quadratic form, e{ * } = exp(πiT r( * )), and Q(U ) = t U QU . As mentioned earlier, θ (n) (L; τ ) is a Siegel modular form of degree n, weight m/2, level N and quadratic character χ modulo N , meaning that with
When m is odd, we need to specify how we are taking square-roots; from hereon, we will assume that m = 2k with k ∈ Z. With this assumption, for
Suppose that L ′ is a rank 2k Z-lattice with a positive definite quadratic form given by Q ′ ∈ Z n,n sym (relative to some Z-basis for L ′ ). With L as above, we say that L ′ is in the genus of L if, for every prime q, there is some G ∈ GL 2k (Z q ) so that t GQ ′ G = Q; here Z q denotes the set of q-adic integers. We say that L ′ is in the same isometry class as L if there is some G ∈ GL 2k (Z) so that t GQ ′ G = Q. We define o(L ′ ) to be the order of the orthogonal group of L ′ (being all G ∈ GL 2k (Z) so that t GQ ′ G = Q ′ ), and we set
Besides the subgroup Γ 0 (N ) of Sp n (Z), we also define the subgroups
For later convenience, we set
We repeatedly use that T r(AB) = T r(BA) and hence e{AB} = e{BA}. Also, with A, B denoting square matrices, we write A ⊥ B to denote the block diagonal matrix diag{A, B}, and for ring elements a 1 , . . . , a r , we write a 1 , . . . , a r to denote diag{a 1 , . . . , a r }.
Siegel Eisenstein series
In [5] , we constructed Siegel Eisenstein series of degree n, weight k ∈ Z + , level N and character χ modulo N , presuming we have k > n + 1 (this constraint is for reasons of convergence). Here we review this construction, making a few minor modifications to this construction, resulting in a slight modification to their normalizations; then we evaluate the Eisenstein series at the cusps.
We first define an Eisenstein series for Γ(N ). With δ * chosen so that
Since 1(τ )|β = 1 for β ∈ Γ + ∞ , E * is well-defined; further, it is analytic (in all variables of τ ). Note that for N ≤ 2, we have γ ± ∈ Γ(N ) Γ + ∞ and so E * = 0 unless k is even. Now take γ ∈ Sp n (Z). Set
and Γ
using that Γ(N ) is a normal subgroup of Sp n (Z), we see that
We set
and so E * |γβ = E * |γ; hence E ′ γ is well-defined. Also, for any α ∈ Γ 0 (N ), δα varies over a set of coset representatives for Γ + γ \Γ 0 (N ) as δ does, and so
and thus E ′ γ = 0 unless χ is trivial on Γ + γ . Also notice that with γ, δ ′ , δ as above, we have
So when E γ = 0 and Γ + γ = Γ γ , we have
By our choice of β ′ , we have
and so E γ = 0 unless χ(β ′ ) = χ(−1). Thus regardless of whether Γ + γ = Γ γ , when E γ = 0 we have
As discussed in [5] , as Γ ∞ γΓ 0 (N ) varies over Γ ∞ \Sp n (Z)/Γ 0 (N ), the non-zero E γ form a basis for the space of Siegel Eisenstein series of degree n, weight k, level N , and character χ. Now we evaluate the non-zero E γ at the cusps.
Proof. Since E γ = 0, we have E * = 0 (so if N ≤ 2, k must be even). In [5] , we saw that
Thus lim τ →i∞ E γ |α −1 = 0 unless there is some δ ∈ Γ 0 (N ) so that γδα −1 ∈ Γ ∞ Γ(N ); so this limit is 0 whenever α ∈ Γ ∞ γΓ 0 (N ). Now suppose that α = βγδ ′ for some β ∈ Γ ∞ and some δ ′ ∈ Γ 0 (N ). Thus
(Note that χ is trivial when N ≤ 2.)
Remark. Suppose that E γ = 0. Recall that earlier we noticed that E γ ± γ = (−1) k E γ . Thus with κ = 1/2 when N ≤ 2 and κ = 1 otherwise, by the above proposition we have
Hence when E γ = 0, we have χ(−1) = (−1) k .
Representatives for 0-dimensional cusps
In this section, we assume that N is odd and we determine a set of representatives for the 0-dimensional cusps, each of which corresponds to an element of Γ ∞ \Sp n (Z)/Γ 0 (N ). The representatives we find are of the form I 0 M I .
We write H d to denote the orthogonal sum of d copies of H.
(a) Let q be an odd prime; fix ω so that ω q = −1. For e ∈ Z + , we say that γ M is a reduced representative modulo q e if the following conditions are met.
(
For n = 1 and e ∈ Z + , we say that γ M is a reduced representative modulo 2 e if M ≡ 2 ℓ ε (2 e ) where 1 ≤ ε ≤ 2 min(ℓ,e−ℓ) with 2 ∤ ε. (c) For n > 1, we say that γ M is a reduced representative modulo 2 if for some
For n > 1 and e ≥ 3, we say that γ M is a partially reduced representative modulo 2 e if the following conditions are met.
with a odd and a ′ = 0 or 1. For N ∈ Z + with 8 ∤ N , we say that γ M is a reduced representative modulo N if γ M is a reduced representative modulo q e for each prime q|N with q e N .
We will show that each element of Γ ∞ \Sp n (Z)/Γ 0 (N ) is represented by exactly one reduced representative modulo N . We begin with the following easy proposition.
, there is some M ′′ ∈ Z n,n sym so that (C D) = E(M ′′ I)γ for some E ∈ SL n (Z) and γ ∈ Γ 0 (N ). Hence with
we have β ∈ Γ ∞ and
From this the claim easily follows.
Proof. By Proposition 4.1, there is some
To do this, for each prime q|N with q e N , we find matrices E(q), G(q) ∈ SL n (Z) with E(q)G(q) ≡ I (N /q e ), and α(q)β(q) ∈ Γ 0 (N ) with α(q)β(q) ≡ I (N /q e ), and so that
where γ M is reduced modulo q e (or partially reduced when q = 2 and e ≥ 3).
and so on. Thus we get
We first consider the case that q is odd.
(a) Fix an odd prime q|N and e ∈ Z + so that q e N ; fix ω ∈ Z so that ω q = −1. We know by §91 [3] , or equivalently Corollary 8.2 and Theorem 85 of [2] , that there is some G ′′ ∈ GL n (Z q ) so that
with M ji ′′ of size d j × d j for some d j , and when d j > 0 with j < e, M ′′ j = 1, . . . , 1, η ′′ j where η ′′ j = 1 or ω. Fix ℓ to be minimal with d ℓ > 0. Then right-multiplying G ′′ by a suitable diagonal matrix, we obtain
where M ′ j = 1, . . . , 1, η ′ j , with η ′ j = η ′′ j for ℓ < j < e when d j > 0, and
; then α ∈ Γ 0 (N ) with α ≡ I (N /q e ), and
We now find E = E(q) ∈ SL n (Z) and
First note that for ℓ < j < e we have M ′ j = 1, . . . , 1, η ′ j = ε j where η ′ j = 1 or ω. Suppose that 0 < ℓ < h = e. Take u ∈ Z so that η ′ ℓ u 2 ≡ 1 or ω modulo q e , and take u so that uu ≡ 1 (q e ). Take E ′ = w x y z ∈ SL 2 (Z) so that
We lift E ′ to
with E ≡ I (N /q e ) by taking
where γ M is reduced modulo q e . Now suppose that ℓ ≤ h < e and ℓ ≤ e − h.
We lift β ′ to β = β(q) ∈ Γ 0 (N ) with β ≡ I (N /q e ) by setting β = W X Y Z where
where γ M is reduced modulo q e . We set E(q) = I. Finally, suppose that ℓ ≤ h < e and 0 < e − h < ℓ < e. Choose η ℓ so that 1 ≤ η ℓ ≤ q e−h with η ℓ ≡ η ′ ℓ (q e−h ). As e − h > 0, we know that η ℓ η ′ ℓ q = 1 and so there is some u ∈ Z so that η ′ ℓ u 2 ≡ η ℓ (q e ). Take
where uu ≡ 1 (q e ). Take
We have u 2 ≡ η ′ ℓ η ℓ ≡ 1 (q e−h ), and thus
We lift E ′ to E = E(q) ∈ SL n (Z) with E ≡ I (N /q e ) by setting E ′ = W X Y Z where
and
where γ M is reduced modulo q e . (b) Now suppose that n = 1, and fix a prime q|N with q e N ; take ℓ and η ′ so that M ′′ = q ℓ η ′ , q ∤ η ′ . If ℓ ≥ e then γ M ′′ is a reduced representative modulo q e . So suppose that ℓ < e.
Suppose that e − ℓ ≤ ℓ. Take η so that 1 ≤ η ≤ q e−ℓ with η ≡ η ′ (q e−ℓ ). Then (q ℓ η ′ 1) ≡ (q ℓ η 1) (q e ), and so γ M ′′ is reduced modulo q e . Take E(q), G(q), α(q), β(q) to be identity matrices. Suppose that ℓ < e − ℓ. Choose η so that 1 ≤ η ≤ q ℓ with η ≡ η ′ (q ℓ ). Take u so that u ≡ ηη ′ (q e ) where η ′ η ′ ≡ 1 (q e ). Thus with u so that uu ≡ 1 (q e ), we have u = 1 + q ℓ b ′ for some b ′ . Take b = −η ′ b ′ , and take β = β(q) ∈ SL 2 (Z) so that β ≡ I (N /q e ) and β ≡ u b 0 u (q e ). Thus (M ′′ 1)β = (M 1) where γ M is reduced modulo q e . Take E(q), G(q), α(q) to be identity matrices. (c) Suppose that n > 1 and 2 e N where e > 0. By §93 of [3] , or equivalently Theorem 8.9 of [2] , there is some G ′′ ∈ GL n (Z 2 ) so that case (a), we can take G = G(2) ∈ SL n (Z) so that G ≡ I (N /2 e ) and
where M ′ j = M ′′ j for ℓ < j < e, and
is completely reduced modulo 2 e if e ≤ 2, and partially reduced modulo 2 e if e ≥ 3. So when d 0 = 0 we take E(2) = I and β(2) = I.
Suppose that d 0 > 0. Take v ∈ Z so that v ≡ det M ′ 0 (2 e ) and v ≡ 1 (N /2 e ); take w x y z ∈ SL 2 (Z) so that w x y z ≡ v v (N ) where
So δ ′′ ∈ Γ 0 (N ) and δ ′′ ≡ I (N /2 e ). Set β = β(2) = δ ′ δ ′′ and E = E(2) = I. Then t E t G(M ′′ I)αβ ≡ (M I) (2 e ) where γ M is reduced modulo 2 e if e ≤ 2, and partially reduced modulo 2 e if e ≥ 3.
Proposition 4.3. Take N ∈ Z + and set e ′ = ord 2 (N ). Suppose that γ M ′ ∈ Γ ∞ γ M Γ 0 (N ) where γ M and γ M ′ are reduced representatives modulo N /2 e ′ ; also suppose that γ M and γ M ′ are reduced representatives modulo 2 e ′ when e ′ ≤ 2, and partially reduced representatives modulo 2 e ′ when e ′ ≥ 3. Then
Hence for e ′ ≤ 2, as γ M varies over reduced representatives modulo N , {γ M } is a complete set of representatives for Γ ∞ \Sp n (Z)/Γ 0 (N ); for e ′ ≥ 3, as γ M varies over representatives that are reduced modulo N /2 e ′ and partially reduced modulo 2 e ′ , the set {γ M } contains a set of representatives for Γ ∞ \Sp n (Z)/Γ 0 (N ).
Since M ′ is diagonal modulo N /2 e ′ , we have M ′′ ≡ M ′ (N /2 e ′ ); when e ′ ≤ 2, we have M ′′ ≡ M ′ (2 e ′ ). Thus replacing γ M ′ by γ ± γ M ′ γ ± if necessary, we can assume that E(M I)δ = (M ′ I) with E ∈ SL n (Z). For e ′ ≤ 2, Proposition 3.4 [5] shows that M ′ ≡ M (2 e ′ ).
So suppose that q is an odd prime dividing N with q e N . We have Take r = min(h − ℓ, e − 1 − ℓ). For 0 ≤ i ≤ r, take
So S 0 = I, and
i ES i and A are integral and invertible modulo q, and q −ℓ S
, and U 1 , U ′ 1 are invertible modulo q. So (recalling that EM A ≡ M ′ (q e )), we have
Hence E 1 , A 1 are invertible modulo q and E 3 ≡ 0 (q). Thus with c =
Hence by induction on i, we have that
, the above argument also shows that S r AS −1 r is integral. With renewed notation, write E = (E ij ), A = (A ij ) where
. Since E, A are invertible modulo q and S −1 r ES r , S r AS −1 r are integral, we have E ij , A ij ≡ 0 (q i−j ) whenever j < i < e. Thus E ii and A ii are invertible modulo q for all i. Hence for ℓ ≤ i < e, we have
For j < i < e we have q j E ij M j A ji ≡ 0 (q i−j ), and so
Hence for all i, we have
So now suppose that 0 < ℓ ≤ h < e. Thus with m = min(ℓ, e − h),
We have seen that for ℓ < i ≤ h (with
, and so M ′ ≡ M (q e ). As this holds for all primes q|N with q e N , we have M ′ ≡ M (q e ). Thus
Evaluating average theta series at the cusps
As noted earlier, in [4] Siegel showed that the value of the average theta series at any 0-dimensional cusp is given by a generalized Gauss sum. Here we first review that result, using the representatives for the 0-dimensional cusps that we described earlier. Then we unwind the generalized Gauss sum to realize it explicitly in terms of powers of primes, Legendre symbols, and eighth roots of unity.
sym is the matrix for a positive definite, even integral quadratic form on L relative to the given basis for L; let N be the level of
where, with q prime and q e N ,
Proof. We will use the Inversion Formula (Lemma 1.3.15 [1] ), which says the following. With U 0 ∈ Q m,n and
Then applying the Inversion Formula we have
Applying the Inversion Formula again, we get
We have
Write N = q 
Next we use the local structure of Q over Z q for a prime q|N to simplify the sum defining a q (L, M ), describing it in terms of invariants of Z q L, M modulo q e , and certain generalized Gauss sums, defined as follows. Definition. Suppose that q is prime, and r, d, h ∈ Z + . Take J ′ ∈ Z r,r sym and
sym so that J ′ and M ′ are invertible modulo q, and 2|J ′ when q = 2. Set sym relative to the given basis for L. Let N be the level of Q, and suppose that q is a prime with q e N where e ∈ Z + .
(a) There is some G ∈ SL m (Z q ) so that
where each J c is r c ×r c for some r c . Further, when q = 2 and r c > 0,
with q ∤ ν c ; when q = 2 and r c > 0,
where µ 1 , . . . , µ rc ∈ {1, 3, 5, 7}, H = 0 1 1 0 , and
with a ′ c = 0 or 1, and a c odd. Also, when q = 2 and r 0 > 0, J 0 is even integral. Further, when q = 2, r e > 0; when q = 2, J 0 is even integral, and either r e > 0 and J e is even integral, or r e = 0 and r e−1 > 0 with J e−1 diagonal.
where, for each c so that
Proof. (a) Fix a prime q with q e N . By §93 of [3] , or equivalently Theorems 8.5 and 8.9 of [2] , we know that there is some G ′ ∈ SL m (Z q ) so that
where each J c is as in the statement of the proposition; in particular, each J c is invertible modulo q. Note that since Q is even integral, when q = 2 and r 0 > 0, we have that J 0 is even integral; also, when q = 2 and r e > 0, we have that J e is even integral since N Q −1 is even integral. Taking G ∈ SL m (Z) so that G ≡ G ′ (q e+1 ), we get
e . Take N ′ = N /q e and u ∈ Z q so that
(recall that each J i is invertible over Z q whenever r i > 0). Take E ∈ SL m (Z) so that E ≡ G ′′ (q e ). Thus q e (N ′ ) 2 t EQ −1 E ≡ Q ′ (q e ) where
and, for each c so that r c > 0, either
Since EV varies over Z m,n /q e Z m,n as V does, we have
where, for the last equality, we used that d 0 + · · · + d e = n and r 0 + · · · + r e = m.
We now evaluate the Gauss sums that appear in the above proposition. We first use a standard argument to reduce the modulus of the Gauss sum.
Proof. We have
This last sum on y is a character sum, yielding 0 if q ∤ x and q rd otherwise.
. Repeated applications of this identity yields the result. Now we evaluate the Gauss sums G J ′ ,M ′ (q), separating the cases of q odd and even.
Proposition 5.4. Let q be an odd prime. Suppose that J ′ ∈ Z r,r sym and
where G 1 (q) is the classical Gauss sum. Thus for u ∈ Z with q ∤ u and
Proof. As in the proof of Proposition 5.2, we can find E ∈ SL r (Z) and E ′ ∈ SL d (Z) so that t EJ ′ E ≡ 2 1, . . . , 1, ν (q) and t E ′ M ′ E ′ ≡ 1, . . . , 1, ε (q). As ExE ′ varies over Z r,d /qZ r,d as x does, we can replace x by ExE ′ in the sum defining
Since G a (q) = a q G 1 (q), the result follows.
To help us state the next proposition, we introduce the following terminology. Definition. Suppose that J ′ ∈ Z r,r sym (r > 0) so that 2 ∤ det J ′ and J ′ is even integral. As discussed in the proof of Proposition 5.2, we can find
where H = 0 1 1 0 and A ′ = ±H or ± 2 1 1 2 . When A ′ = ±H then we say that J ′ is hyperbolic modulo 4; note that J ′ is hyperbolic modulo 4 exactly when J ′ is even integral and (−1) r/2 det J ′ ≡ 1 (4). exist E ∈ SL r (Z), E ′ ∈ SL d (Z), r ′ , d ′ ∈ Z so that t EJ ′ E ≡ I r ′ ⊥ 3I r−r ′ (4) and
Then G J ′ ,M ′ (2) = (2i) rd/2 (−i) 2r ′ d ′ −rd ′ −r ′ d . Also, for odd u ∈ Z and
we have G J,M ′ (2) = G J ′ ,M ′ (2).
Proof. As we saw in the proof of Proposition 5.2, we can find E ∈ SL r (Z) so that when J ′ is even integral we have
with A ′ = ±H or ± 2 1 1 2 , and when J ′ is not even integral we have t EJ ′ E ≡ I r ′ ⊥ 3I r−r ′ (4) for some r ′ . Similarly, we can find E ′ ∈ SL d (Z) so that when M ′ is even integral we have
with A ′′ = ±H or ± 2 1 1 2 , and when M ′ is not even integral we have From this the proposition follows.
6. Proof of Theorem 1.1
We have a dimension 2k Z-lattice L equipped with a positive definite, even integral quadratic form represented by Q ∈ Z 2k,2k sym . We let M ∈ Z n,n sym vary so that {E γ M } is a basis for the space of Siegel Eisenstein series of degree n, weight k, level N , and character χ L (where χ L is the character associated to θ (n) (L; τ ), as defined in Section 2). By Proposition 4.2, we where a q (L, M ) is defined in Proposition 5.1.
Fix a prime q|N with q e N . By Proposition 5.2, there is some G ∈ SL m (Z) so that t GQG ≡ J 0 ⊥ qJ 1 ⊥ · · · ⊥ q e J e (q e+2 )
where for 0 ≤ c ≤ e, there is some r c so that J c is r c × r c , integral and symmetric, with q ∤ det J c when r c > 0. Also, by our choices of M ,
where for 0 ≤ j < e, there is some d j so that M j is d j × d j , integral and symmetric, with q ∤ M j when d j > 0. By Propositions 5.2 and 5.3, a q (L, M )
