We discuss an efficient algorithm to solve the elliptic quantum CalogeroSutherland model as a formal power series in the squared nome, q 2 , of the elliptic functions, for arbitrary particle numbers N and coupling parameters. We also present explicit results for the eigenvalues up to order q 8 for N = 2 and order q 4 for arbitrary N . We give evidence that the eigenvalues have a comprehensible structure to all orders in q 2 and announce some further related results.
Introduction
In this paper we present a perturbative algorithm allowing to construct the solution of the elliptic generalization of a 1D quantum many body model which is usually associated with the names of Calogero [C] and Sutherland [Su1] (a short summary of our results appeared in [L1] ). This algorithm can be conveniently implemented in a symbolic computing software like MAPLE. It is based on a remarkable identity of elliptic functions stated in the Fact below. This Fact was announced in [L1] and proven in [L2] using quantum field theory techniques [CL] . To make this paper self-contained we also include an alternative, elementary proof of this Fact which is, however, somewhat cumbersome and not very illuminating. We also present explicit results for lower order terms of the perturbative expansion of the eigenvalues of this model. In the final section we announce some recent results prompted by this work.
Background: The elliptic Calogero-Sutherland (eCS) model is defined by the differential operator
with −π ≤ x j ≤ π coordinates on the circle, N = 2, 3, . . ., λ > 0, and the function
which is equal, up to an additive constant, to the Weierstrass' elliptic function ℘(r) with periods 2π and iβ for β > 0 (see Appendix A.1 for the precise relation between V and ℘). We find it convenient to also introduce the function θ(r) = sin(r/2)
(1 − 2q 2n cos(r) + q 4n ) , q = e 
which is equal, up to a multiplicative constant, to the Jacobi Theta function ϑ 1 (r/2). This allows us to write
(for a proof of this see Appendix A.1). This differential operator H defines a quantum mechanical model of N identical particles moving on a circle of length 2π and interacting with a two body potential proportional to V (r) where λ determines the coupling strength. To be more precise: the model we are interested in corresponds to a particularly 'nice' self-adjoint extension of this differential operator [KT] which, for λ > 1, is the Friedrichs extension [RS] , and we only consider eigenfunctions describing non-distinguishable particles. In the limiting case q = 0 (i.e., β → ∞) we have V (r) = (1/4) sin −2 (r/2), and the differential operator H in Eq.
(1) reduces to the one defining the celebrated Calogero-Sutherland model which was solved a long time ago by Sutherland [Su1] : he found an algorithm to construct a complete set of eigenfunctions and the corresponding eigenvalues of H. We will present an algorithm which allows to solve also the elliptic case as a formal power series in q 2 . It is interesting to note that in the trigonometric limit, q = 0, our algorithm simplifies to one which differs from Sutherland's but is equivalent to it: it yields the same solution and is equally simple. A detailed comparison of these two algorithms for q = 0 was given in [L3] .
We now summarize previous results concerning the solution of the eCS model which we are aware of. For N = 2, the eigenvalue equation of the eCS differential operator is also known as Lamé's equation which was studied extensively at the end of the 19 th century (see [WW] ) and more recently in [EK, R] . Interesting results on the N-particle case and integer values of λ where previously obtained in [DI, I, FV1, FV2, S, T] . Still, much remains to be understood. We should mention results from other perturbative approaches to solve the eCS model as a power series in q in [KT, FGP, T] , but it seems that our approach is rather different.
Summary of results:
The starting point for our algorithm is the following Fact: Let
with θ(r) in Eq. (3) and x = (x 1 , . . . , x N ) ∈ C N and similarly for y. Then the following identity holds true,
with V (r) as in Eq. (4).
Remark 1.1 It is interesting to note that one can write this latter identity as,
where H is the differential operator in Eq.
(1) but acting on different arguments x and y, as indicated.
As already mentioned, this result was obtain in [L2] using quantum field theory techniques. In Appendix A.3 we give an elementary proof which only uses the following functional identity [Su2] 
where
with a constant c 0 given in Eq. (A1) (for the convenience of the reader the proof of Eqs. (8)- (9) is reproduced in Appendix A.2).
Remark 1.2 We recall that the functional equation in Eqs. (8)-(9) for q = 0 implies that
is a ground state of the Sutherland Hamiltonian [Su2] , and this very fact is the starting point for Sutherland's algorithm [Su1] . However, this no longer holds true for q = 0 (see Eqs. (69)- (71) for M = 0), and thus Sutherland's method cannot be generalized to the elliptic case [Su2] . Our result here suggests that it is the remarkable identity in Eqs.
(5)-(6) that makes the eCS models special [rather than the existence of a groundstate of the product form as in Eq. (10)], since it can be used to obtain an algorithm to solve the model in the elliptic case as well.
From this Theorem a straightforward computation leads to the following result which we state as a Theorem since it is the starting point for our algorithmic solution.
with Ψ(x) in Eq. (10) and
Then the eCS differential operator H defined in Eqs. (1)-(2) obeys
and
This Theorem concluded our discussion in [L2] . To keep this paper self-contained we will give an alternative, elementary proof based on the Fact above in Appendix B. Remark 1.3 To see that these functions P(x; n) are well-defined, it is useful to note that they can be written as complex contour integrals,
with
and integration paths
The r.h.s. of Eq. (12) is the limit ε ↓ 0 of the integral on the r.h.s. of Eq. (18). However, since the integrand is analytic for 0 < ε < β/N, the latter integral is actually independent of ε in that regime (Cauchy's theorem), and thus the limit need not be taken.
We now describe our solution algorithm. We obtain eigenfunctions ψ(x; n) of H in Eq. (1) which are labeled by N-tuples n = (n 1 , n 2 , . . . , n N ) with n j integers and such that
and we obtain them as a linear combination of the functionsF (x; n) in Eq. (11),
with E jk defined in Eq. (17). We obtain the coefficients α as series in the nome q of the elliptic functions,
and the α ℓ are determined recursively by a procedure which has triangular structure: There is a natural partial order on the set of pairs (ℓ, µ) [see Eqs. (42)- (43) below], and α ℓ (µ; n) is given as a linear combination of α ℓ ′ (µ ′ ; n) with (ℓ ′ , µ ′ ) < (ℓ, µ). Note that these eigenfunctions are of the form
with Ψ(x) in Eq. (10). 1 Moreover, in the trigonometric limit our solutions coincides with Sutherland's [Su1] : E 0 (n) in Eq. (16) is identical with the eigenvalues of the Sutherland model, and the Φ(x; n) for q = 0 are identical with the Jack polynomials [McD, St] (the interested reader can find a more detailed discussion and proofs of these latter statements in [L3] ). It is also interesting to note that the symmetric functions Φ(x; n) which we obtain have an expansion
where all Φ ℓ (x; n) are finite linear combinations of symmetrized plane waves
(S N is the set of all permutations of {1, 2, . . . , N}).
The eigenvalues of the eCS model can be written in the form
with E 0 (n) as in Eq. (16), and in our algorithm the E ℓ (n) for ℓ ≥ 1 are obtained recursively as finite linear combinations of the E ℓ ′ (n) with ℓ ′ < ℓ and α ℓ ′ (µ ′ ; n) with (ℓ ′ , µ ′ ) < (ℓ, 0). We will present explicit results for the E ℓ (n) up to ℓ = 4 for N = 2 and ℓ = 2 for arbitrary N. Our results suggest that structure of the eigenvalues E(n) is comprehensible and that is it meaningful to search for closed formulas for them.
Plan of the rest of the paper: In Section 2 we elaborate the algorithm outlined above in more detail. Section 3 contains our explicit results. In Section 4 we discuss possible directions of research to find improvements of our algorithms, and we present novel identities generalizing the one in the Fact above and which also can be obtained as corollaries from our results in [L2] . Details of our computations and proofs are deferred to three appendices.
Algorithmic solution

The algorithm
We recall the notation µ = j<k µ jk E jk with integer µ jk and E jk as defined in Eq. (17). Note that the set of all µ can be identified with Z N (N −1)/2 . For fixed n ∈ N N 0 obeying Eq. (21) we now make the ansatz in Eq. (22),
(we suppress the common argument n of ψ, α and E in the following). Inserting this and Eq. (14), the equation which we want to solve,
is obviously implied if we choose the coefficients α(µ) such that
To solve these latter equations we make the ansatz
Expanding 1/(1 − q 2n ) in geometric series and comparing equal powers in q 2 we obtain
We now define the level L(µ) of µ ∈ Z N (N −1)/2 as follows,
To solve Eq. (31) we make the ansatz
It is important to note that C(0) = 0 always and C(ℓ) = ℓ for ℓ = 1, 2, . . . generically,
and only in certain exceptional cases discussed below ("resonances") one needs to increase C(ℓ) by one. In particular, setting ℓ = 0 and µ = 0 := (0, . . . , 0) in Eq. (31) and using Eq. (35) we obtain [E 0 (n) − E 0 ]α 0 (0) = 0, which determines
and allows us to set
(the latter is a convenient choice of normalization). With that we obtain
where we defined b(µ) := [E 0 (n + µ) − E 0 (n)], which, by a simple computation, equals
The equations in (39)- (40) comprise our algorithm: as explained in more details below, they allow to determine the E ℓ and α ℓ (µ) recursively, and this procedure has a triangular structure.
Remark 2.1 The ansatz in Eq. (35) is very helpful in practice since it limits the number of coefficients α ℓ (µ) with µ < 0 which one needs to consider. Our condition in Eqs. (35) and (36) is probably not optimal: many of the α ℓ (µ) which are allowed to be nonzero by this condition are found to be zero in the computation (see Appendix C.2).
Characterization of algorithm
We note that there is a natural partial ordering on the set Z N (N −1)/2 of µ,
which can be naturally extended to a partial order on the set
and this defines an order to work through the Equations in (39) recursively: At each level ℓ = 0, 1, . . . one starts at the 'bottom' µ = (−C(ℓ), . . . , −C(ℓ)) (cf. Eq. (35)) and works one-selves up.
There are three types of equations: in the generic case µ = 0 when b(µ) is nonzero, Eq. (39) determines α ℓ (µ) as a linear combination of the previously determined
The second important cases are for µ = 0, and it occurs once at each level ℓ: since b(0) = 0 and α 0 (0) = 1, Eq. (39) in this case determines E ℓ as a linear combination of
, and α ℓ (0) remains undetermined. The third type of equation is exceptional and corresponds to resonances, i.e., on a certain level ℓ = ℓ 0 > 0 one encounters a non-zero µ = µ 0 = 0 such that b(µ 0 ) = 0. In this case Eq. (39) does not determine α ℓ (µ 0 ) but rather leads to a relation between previously determined α ℓ (µ) and E ℓ which, potentially, leads to a contradition. The remedy of this is straightforward but makes the algorithm somewhat more involved. It will be discussed in the next subsection but otherwise, for simplicity, we will ignore resonances in this paper ("generically" in Eq. (36) and below means "if there is no resonance").
We see that, generically, for each ℓ, E ℓ and all α ℓ (µ = 0) are uniquely determined by Eq. (31), and only the parameters α ℓ (0) remain undetermined. These undetermined parameters precisely corresponds to the freedom of choosing a normalization of the eigenfunction which can be an arbitrary function of q 2 : changing the α ℓ (0) amounts to multiplying the wave function by some q 2 -dependent normalization constant. The simplest choice to fix this ambiguity seems to set all these undetermined parameters to zero.
It is known that in the Sutherland case q = 0 one only needs to consider N-tuples n such that
since these already provide a complete set of eigenfunctions [McD, St] , and we expect this is true also for q = 0.
Remark 2.2 The short discussions of resonances given in [L1] and the first draft of the present paper [L4] was unfortunately incomplete: the treatment of resonances proposed there does not remedy all possible cases. However, as discussed below, resonances can only occur for ℓ > 0, and they are rare (they are possible only for special values of n and/or λ). Moreover, we now believe that they are irrelevant artefacts of the expansion we use, analog to
where the singularities at z = 0 on the l.h.s. disappears when summing up the geometric series. Still, it is of course important to have a correct understanding of the problem of resonances. A possible modification of our algorithm avoiding resonances altogether is discussed in Section 4, Paragraph 2.
Resonances
As mentioned above, resonances make our algorithm somewhat more involved, and it is therefore interesting to mention some cases where they can be ruled out. For example, there is never a resonance for µ > 0 and n as in Eq. (44) [L3] , and therefore resonances do not occur in the Sutherland case q = 0. Moreover, for N = 2, it is easy to see that resonances can only occur if λ is integer. However, for N > 2, there are infinitely many resonances which are independent of λ, e.g. for N = 3 and n such that n 1 −2n 2 +n 3 = 3ν with integer ν, one has a resonances for all µ such that µ 13 = −ν−µ 12 and µ 23 = 2ν+µ 12 (µ 12 arbitrary integer), and for rational values of λ, additional 'coincidental' resonances (i.e., they depend on λ) are to be expected. Thus, for N = 3, resonances can be ruled out for irrational λ and n such that (n 1 − 2n 2 + n 3 )/3 is non-integer. It seems difficult to find a general characterization of resonaces for N > 3.
We now sketch how resonances can be treated. Assume we are working through the algorithm as described above and, on a certain level ℓ = ℓ 0 > 0, we encounter for the first time a non-zero µ = µ 0 such that b(µ 0 ) = 0. A contradition is then avoided by allowing α ℓ 0 −1 (µ 0 ) (on the previous level!) to be nonzero: since L(µ 0 ) = −ℓ 0 (otherwise the same resonance would have already appeared before), this amounts to increasing C(ℓ 0 − 1) defined in Eq. (35) to ℓ 0 . Indeed, b(µ 0 ) = 0 implies that Eq. (31) for ℓ = ℓ 0 − 1 and µ = µ 0 is trivially fulfilled for any value of α ℓ 0 −1 (µ 0 ) (the r.h.s. is identically zero due to Eq. (35)), and Eq. (35) for ℓ = ℓ 0 and µ = µ 0 becomes a relation determining α ℓ 0 −1 (µ 0 ) but leaving α ℓ 0 (µ 0 ) arbitrary. If one proceeds this resonance at µ = µ 0 will reappear on all following levels ℓ > ℓ 0 , and it will determine α ℓ−1 (µ 0 ) but leave α ℓ (µ 0 ) arbitrary to be fixed on the next level ℓ + 1. Note that this resonance implies C(ℓ) = ℓ for ℓ < ℓ 0 − 1 and C(ℓ) = ℓ + 1 for ℓ ≥ ℓ 0 − 1. For N ≤ 3 it is possible that further resonances appear at µ = . . . µ 2 < µ 1 < µ 0 , but one should be able to treat them in a similar manner (we have not investigated that in detail, however).
Explicit results
In this section we present explicit results for low order, ℓ = 1, . . . , 4 for the two-particle case N = 2, and ℓ = 1, 2 for arbitrary N. We restrict ourselves to parameters where no resonances occur, in particular for N = 2 we assume that λ is not an integer.
Two particles
For N = 2 the sums j<k reduce to a single term j = 1, k = 2, and we have µ = µE 12 with µ ≡ µ 12 . The coefficients in Eq. (29) therefore depend only on a single integer µ,
Moreover, E 0 (n) = (n 1 + λ/2) 2 + (n 2 − λ/2) 2 , which can be written as
and thus b(µ) = 2µ(P + µ). Eqs. (39) and (35) therefore simplify to
with α 0 (0) = 1 and α ℓ (µ) = 0 for µ < −ℓ.
It is straightforward to compute from these equations the coefficients α ℓ (µ) and E ℓ . To illustrate this we present in some detail the computations and results for ℓ = 0, 1 and 2 in Appendix C.1. Here we only quote our result for the energy eigenvalues up to order ℓ = 4 as defined in Eq. (28): We get E 0 = E 0 (n) in Eqs. (46) and (47) above and
Remark 3.1 The order q 2 and q 4 contributions to the eigenvalues of the N = 2 eCS model was also obtained in [FGP] , Eqs. (19) and (32). We checked that E 1 and E 2 above agrees with these results. Note that the conventions used in [FGP] differ from ours, in particular, we have a different choice of the zero energy point such that the term linear in γ vanishes for all E ℓ≥1 .
Remark 3.2 In the algorithm above one can choose the coefficients α ℓ≥1 (0) arbitrarily, and E ℓ does not dependent on these coefficients. This is useful to find mistakes in the computations. The results for E ℓ and ℓ = 1, 2 where computed by hand and checked with the help of a computer using MATLAB; the results for ℓ > 2 were obtained with MATLAB.
Conjectures: From the formulas above we conjecture that
where Q ℓ,s is a polynomial of order (ℓ + 2)(ℓ + 1)/2 − (s + 1) in P 2 with rational coefficients, and we believe that the latter coefficients all are of the form integer/2 ℓ+2 .
It is interesting to note that the coefficient E (s) ℓ all have simpler looking decompositions into partial fractions as follows,
with A k,n ℓ,s (rather) simple fractions, and this seems to be a useful representation if one tries to guess general formulas for these coefficients. For example, we found empirically that E
(the sum is over all integer divisors k of ℓ), and
with simple other rational numbers a ℓ,k (the first non-zero a ℓ,k for k = 1, ℓ appears at ℓ = 6, and we write the dots since we are not sure that there are no other kinds of terms for ℓ > 7). Eq. (53) seems to be a consequence of the following simple relation which we observed in our computations,
(e.g., if one replaces in α 0 (n) P by −P one gets α n (−n), etc.) and
following from Eqs. (48) and (49) for µ = 0 if we set α ℓ≥1 (0) = 0.
We checked these conjectures up to ℓ = 7.
Arbitrary particle number
Eq. (39) gives the following formula to compute the eigenvalues of the eCS model as defined in Eq. (28) (we use Eq. (35)),
We see that, for computing E ℓ , we do not need all but only a few of the α ℓ ′ ≤ℓ (µ), namely those with µ = µE jk for −ℓ ≤ µ ≤ ℓ. The formulas determining these are also obtained from Eq. (39),
showing which other coefficients α ℓ ′ ≤ℓ (µ) one needs to compute, etc.
In Appendix C.2 we present in some details the computation for ℓ = 1, 2. We obtain the following results,
with b(µ) given in Eq. (40), and
for integer µ, the the formula for E 1 can be written as follows,
Thus, to first order in q 2 , the energy is a sum of contributions from particle pairs. For E 2 all the terms proportional to γ 2 and γ 3 are still of this form, but some of the γ 4 -terms are more complicated since they involve two distinct particle pairs.
4 Final remarks 1. The eigenfunctions which we get are of the form
where we defined J(x; n|q) ≡ ∞ ℓ=0 J ℓ (x; n) q 2ℓ with
It is interesting to note that the latter sums are always finite, i.e., one can prove highest weight relations for the functions P ℓ which imply that there are only finitely many µ obeying Eq. (35) and such that P ℓ ′ (x; n + µ), 0 ≤ ℓ ′ ≤ ℓ, are different from zero.
3 Moreover, as already mentioned, the J(x; n|q) are uniquely determined up to normalization. In the case q = 0 our algorithm reduces to the one discussed in [L3] , and the results there imply that the J(x; n|q = 0) = J 0 (x; n), n obeying the condition in Eq. (44), are proportional to the Jack polynomials [McD, St] . It is therefore natural to regard the J(x; n|q) as elliptic generalization of the Jack polynomials.
There exists interesting results on the convergence of the formal power series expansion of the eigenfunctions of the eCS model in q 2 [KT] . These results suggest that the formal power series which we obtained actually converge, and in particular, that our elliptic generalizations of the Jack polynomials are well-defined symmetric functions. For q = 0 it is known that they define a complete orthogonal set of eigenfunctions [McD, St] , and we conjecture the same is true also for finite q. Obviously, a more detailed investigation of these functions would be desirable.
2.
4 The Fact above suggest that the function in Eq. (5) has an expansion in eigenfunctions ψ(x; n) of the eCS Hamiltonian as follows,
for some constants κ n and the bar indicating complex conjugation, and our algorithms provides a means to extract from this the eigenfunctions. It is well-known that the eCS model has a family of N independent differential operator H k of order k = 1, 2, . . . N which mutually commute,
and including the total momentum operator
and the eCS Hamiltonian H in Eq. (1), H 1 = P and H 2 = H [OS] . This suggests that the remarkable identity should be generalizable to all these differential operators,
(for k = 1 the proof of this is trivial). It would be interesting to establish this result since it might allow to avoid the problem with resonances (by setting up the algorithm as in this paper but replacing the eCS Hamiltonian H by a suitable linear combination of the H k such that resonances cannot occur).
3. One can also obtain the perturbative solution of the eCS model by other methods, e.g., standard Schrödinger perturbation theory [KT, FGP, T] . Our algorithms seems to be computationally more efficient (which we hope to have convincingly demonstrated by deriving explicit formula for the eigenvalues up to order q 8 for N = 2 and order q 4 for general N). An important feature of our algorithm different from the ones in [KT, FGP, T] is that we construct the eigenfunctions as linear combinations of the peculiar functionsF (x; n) in Eq. (11), rather than the q = 0 eigenfunctions.
4.
Our algorithm was based on the remarkable identity in Eq. (7) which we first obtained using quantum field theory techniques [L1, L2] . While we latter found an elementary proof of this result (presented in Appendix A.3), we feel that the quantum field theory proof is more illuminating since it not only shows that this result it true but also why. To emphasize this we present a generalization of this identity which we found recently using these quantum field theory techniques: Let
be the natural generalization of the function in Eq. (5) where different arguments x and y are allowed, x ∈ C N and y ∈ C M . Then
with H = H N (x) the eCS Hamiltonian in Eq.
(1) and c N,M a constant,
It is interesting to note that that for β = ∞ and M = 0, this identity reduces to the one giving the well-known ground state wave function of the Sutherland model together with its ground state energy. It would be interesting to understand the significance of these relations in general.
5.
Our explicit results in Section 3 suggest that the following expansion of the energy eigenvalues E = E(n) of the eCS model is useful,
5 We plan to present the proof of this elsewhere.
since there might exist simple, analytical formulas for the coefficients E (s) at least for small values of s. For example, for N = 2 the conjecture in Eq. (54) is equivalent to the following formula,
which we find very inspiring.
Note added: The perturbative algorithm studied in this paper was obtained by an obvious strategy to exploit the Theorem in Section 1 to construct eigenfunctions and eigenvalues of the eCS system. However, as discussed in Paragraph 5 above, our results suggest that there is a better strategy: rather than expanding it q 2 , one should try to expand in the coupling constant γ. It seems that we now found a way of doing this, based on results presented in this paper. With that it seems possible to obtain rather explicit formulas for the energy eigenvalue coefficients E (s) defined in Eq. (72), for arbitrary particle number N and to rather high, possibly even all, orders in s. At this point we are confident that the following formal power series are correct,
(note that S −n = n/(1 − q 2n ) for n > 0). These formulas seem to be consistent with all conjectures presented in this paper. We hope to present a detailed account on these results in the not-too-far future. 
Appendix A. Identities of elliptic functions
In this Appendix we give an elementary proof of the Fact Eqs. (5)- (6) in the Introduction on which our algorithm is based. For the convenience of the reader we also include the proofs of some properties of elliptic functions which we need.
A.1. Relation of V and ℘
Here we state and prove the precise relation of the function V defined in Eq. (2) and the Weierstrass elliptic function ℘. We also prove Eq. (4).
From Eq. (2) it is obvious that V (z), z ∈ C, is doubly periodic with periods 2ω 1 = 2π and 2ω 2 = iβ, it has a single pole of order 2 in each period-parallelogram, V (z) − z −2 is analytic in some neighborhood of z = 0 and equal to
in z = 0; we used q = exp(πi ω 2 /ω 1 ) = exp(−β/2).
These facts imply (see e.g. [EMOT] , Sect. 13.12)
To prove Eq. (4) we note that θ(2z) equals, up to a constant, the Jacobi Theta function ϑ 1 (z),
(see e.g. page 470 in [WW] ), and from the relation between ϑ 1 and the Weierstrass elliptic functions σ, ζ and ℘ we conclude (see e.g. page 473 in [WW] )
where η 1 /ω 1 is a constant. To determine the latter constant we use the definition in Eq. (3) and compute
Recalling that ℘(z) − z −2 vanishes for z → 0 one concludes from this and Eq. (A6) that
(A1)). This together with Eqs. (A3) and (A6) proves Eq. (4).
A.2. Proof of Eqs. (8)-(9)
We start with the following identity for the Weierstrass elliptic functions ζ and ℘,
(this identity is given as an exercise on page 446 in [WW] ). From Eq. (A5) we conclude that φ(x) = θ ′ (x)/θ(x) equals ζ(x) up to a term linear in x. Thus the identity in Eq. (A8) remains true if we replace ζ by φ. This together with the trivial identity
implies Eq. (8).
A.3. Proof of Eqs. (5)- (6) Let F ≡ F (x; y) as in Eq. (5). We compute
, and thus
With that we compute straightforwardly
which we write as a sum of four terms, W = W 1 + W 2 + W 3 + W 4 , with
('[x ↔ y]' means the same terms but with the arguments x j and y j interchanged),
We first observe that the first two terms in W 2 are invariant under x ↔ y [note that φ ′ (−x) = φ ′ (x)], and therefore W 2 = 0. We then write W 3 as follows [using φ(−x) = −φ(x)]
and using now the relation in Eq. (8) and f (−x) = f (x) we get
Finally,
where we wrote the same term in two different ways by renaming summation indices.
We can now use the relation in Eq. (8) again, and we obtain
where the terms even under [x ↔ y] canceled. Putting all terms together and using φ ′ (x) = −V (x) and 2f (x) = V (x) − φ(x) 2 + c 0 we get
We thus see that W F is equal to the r.h.s. of Eq. (6).
Appendix B: Proof of the Theorem
We first observe a simple but useful fact: the relation in Eq. (7) remains true if we replace F (x; y) by
for arbitrary constants P ∈ R and c ∈ C.
[To see this, introduce center-of-mass coordinates X = N j=1 x j /N and x ′ j = (x j − x 1 ) for j = 2, . . . , N, and similarly for the y ′ s. Then H(x) = −∂ 2 /∂X 2 + H c (x ′ ), and similarly for H(y). Invariance of Eq. (7) under F → e −iP (X−Y )N F thus follows from (∂/∂X + ∂/∂Y )F (x; y) = 0, and the latter is implied by the obvious invariance of F (x; y) under x j → x j + a, y j → y j + a, a ∈ R. The invariance of Eq. (7) under F → cF is trivial, of course].
Another fact which we will need is that θ(y + iε) for real y and ε > 0, can be written as θ(y + iε) = 1 2 e iπ/2 e −iy/2+ε/2θ (y + iε)
whereθ
is periodic (i.e. invariant under y → y + 2π) and non-vanishing for all y, provided that e −ε < 1 and q 2 e ε < 1, i.e, if 0 < ε < β. This follows Eq. (3) and the obvious identity
We will also need
for real y, where the sums on the r.h.s. converge absolutely provided that 0 < ε < β.
To obtain this latter identity we used the definition in Eq. (2) and inserted the identity
for the terms with m ≥ 0 and its complex conjugate for the terms with m < 0. Interchanging summations yields
Summing up the geometric series and inserting exp(−β) = q 2 yields Eq. (B4).
As mentioned, we intend to perform a Fourier transformation of the identity in Eq. (7), i.e. apply to it (2π)
iP·y with suitable momenta P. We need to do this with care: firstly, the differential operator H(y) has singularities at points y j = y k , and secondly, the function F (x; y) is not periodic in the variables y j but changes by non-trivial phase factors under y j → y j + 2π. We therefore need to specify suitable integration contours for the y j 's avoiding the singular points, and we need to choose the P j so as to compensate the non-periodicity. To do that, we replace the real coordinates y j by
with ε a regularization parameter: this will allow us the determine the P j , to integrate along the straight lines from y j = −π to π, and finally to perform the limit ε ↓ 0. Since for all j < k, z j − z k = y j − y k + iε kj with ε kj = (k − j)ε such that 0 < ε kj < β, we can use Eq. (B2) to compute
with Ψ(x) as in Eq. (10),
a function periodic and non-singular in all y j , and
[we used j<k (y j − y k ) = j (N + 1 − 2j)y j ]. We thus see that we can choose P and c in Eq. (B1) such that
We need to choose the Fourier variables P = (P 1 , . . . , P N ) such that e iP·y F ′ (x; z) is periodic in all y j . This determines the possible P j as follows,
We now can apply (2π)
−N d N y e iP·y to the identity H(x)F ′ (x; z) = H(z)F ′ (x; z), and after taking the limit ε ↓ 0 we obtain Eq. (14): the l.h.s. is obvious (note thatF is the Fourier transform of F ′ ). To compute the r.h.s. we recall
and Eq. (B4). This gives the two terms on the r.h.s. of Eq. (14): The first one is equal to j P 2 jF and comes from the derivative terms in H(z) which we evaluated by partial integration. The second term is obtained from the potential terms in H(z)F ′ which we computed using Eq. (B4) and the fact that the Fourier transform of e ±iν(y j −y k ) F ′ (x; y) isF (x; n ± νE jk ) with E jk as defined in Eq. (17).
We finally note that there is actually no need to perform the limit ε ↓ 0: As pointed out in Remark (1.3), we can introduce complex variables ξ j = exp(iy j + jε) and write the y j -integrals as contour integral in the complex ξ j -plane. By Cauchy's theorem these integrals are independent of ε as long as singularities are avoided, which is the case if 0 < ε < β/N.
Appendix C. More explicit results
For simplicity we only discuss the generic case without resonances, i.e., C(ℓ) = ℓ.
C.1 Two particles
We now describe in more detail how to solve Eq. (48). Note that P is assumed to be non-integer.
For ℓ = 0 we have
and setting α 0 (0) = 1 we can compute from this all α 0 (µ > 0) recursively, α 0 (1) = γ 2(P + 1)
, α 0 (2) = γ 4(P + 2) α 0 (1) + 2 etc.
For ℓ = 1 Eq. (48) reduces to 2µ(P + µ) α 1 (µ) = E 1 α 0 (µ) + γ µ+1 n=1 nα 1 (µ − n) + α 0 (µ − 1) + α 0 (µ + 1) ,
which for µ = −1 and µ = 0 determines
where α 1 (0) remains arbitrary, and for µ ≥ 1 α 1 (1) = 1 2(P + 1) E 1 α 0 (1) + γ[α 1 (0) + 2α 1 (−1) + 1 + α 0 (2)] etc.
Inserting Eqs. (C2) and (C4) in Eq. (C5) we obtain Eq. (50a).
For ℓ = 2 we get from Eq. (48), 2µ(P + µ) α 2 (µ) = E 1 α 1 (µ) + E 2 α 0 (µ) + γ µ+2 n=1 nα 2 (µ − n) + α 1 (µ − 1) +α 1 (µ + 1) + 2α 0 (µ − 2) + 2α 0 (µ + 2) + α 0 (µ − 1) + α 0 (µ + 1) .
For µ = −2, −1 and µ = 0 this implies
α 2 (−1) = 1 −2(P − 1) E 1 α 1 (−1) + γ[α 2 (−2) + α 1 (0) + 2α 0 (1) + 1] ,
and E 2 = −E 1 α 1 (0) − γ[α 2 (−1) + 2α 2 (−2) + α 1 (−1) + α 1 (1) + 2α 0 (2) + α 0 (1)]. (C10)
Inserting the results further above this yields our result in Eq. (50b) which is independent of α 1 (0).
Continuing in this way we also computed E 3 and obtained the result in Eq. (50c), but this computation is already quite cumbersome. Fortunately it is easy to write a MATLAB program (e.g.) implementing this algorithm. It this way we have computed the formulas for E ℓ up to ℓ = 7 (this takes a couple of minutes on our PC). 
C.2 Arbitrary particle number
Setting α 0 (0) = 1 we can compute from this recursively
where we used Eq. (35).
For ℓ = 1 we have
which for µ = 0 gives
From Eq. (C13) we also obtain
and we thus obtain the result given in Eq. (60a) in the main text.
For ℓ = 2 we have b(µ) α 2 (µ) = E 2 α 0 (µ) + E 1 α 1 (µ) + γ j<k µ jk +2 n=1 nα 2 (µ − nE jk ) + α 1 (µ − E jk ) + α 1 (µ + E jk ) + 2α 0 (µ − 2E jk ) +2α 0 (µ + 2E jk ) + α 0 (µ − E jk ) + α 0 (µ + E jk ) ,
which for µ = 0 gives E 2 = −E 1 α 1 (0) + γ j<k α 2 (−E jk ) + 2α 2 (−2E jk ) +α 1 (−E jk ) + α 1 (E jk ) + 2α 0 (2E jk ) + α 0 (E jk ) .
From Eq. (C13) we get α 1 (E jk ) = 1 b(E jk ) E 1 α 0 (E jk ) + γ α 1 (0) + 2α 1 (−E jk ) + 1 +
where we have, for the first time, new kinds of terms not present for N = 2. We thus also need to compute
where we used that Eq. (C13) implies α 1 (E jk − E j 1 k 1 − E j 2 k 2 ) = 0 if (j 1,2 , k 1,2 ) = (j, k).
Moreover,
follows from Eq. (C11). From Eq. (C16) we get
and α 2 (−E jk ) = 1 b(−E jk ) E 1 α 1 (−E jk ) + γ α 2 (−2E jk ) + α 1 (0) + 2α 0 (E jk ) + 1 +
and finally,
Combining equations given above we obtain the result given in Eq. (60b) in the main text.
