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As urban areas around the world continue to grow, many companies have 
set their sights on entering these increasingly important markets with dense and 
diverse customer populations. Unfortunately, the urban environment presents 
many unique challenges not encountered in traditional city-to-city logistics. As 
firms adapt to these unique challenges, differences between cities add further 
complexity. Applying the systems contingency theory perspective (Venkatraman, 
1989), this research examines the differences between U.S. urban areas and the 
logistics strategies that best fit specific combinations of urban environmental 
characteristics. Following a multi-disciplinary literature review, case studies 
conducted in eight U.S. cities confirmed certain environmental characteristics 
and revealed various strategies tailored to individual urban environments. Next, 
an agent-based simulation model tested performance outcomes related to 
multiple environment-strategy combinations. The results highlight the impact of 
urban environment characteristics on logistics performance and the significance 
of urban area differences on logistics strategy. Finally, the dissertation concludes 
with recommendations for future research on integrating additional urban 
environmental characteristics into logistics strategy and the impact of logistics 
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 1 
CHAPTER I - INTRODUCTION AND GENERAL INFORMATION 
Introduction  
The world is urbanizing.  In fact, modern society is now experiencing what 
geographers refer to as the “third revolution of urbanization” (Kourtit, Nijkamp, 
and Arribas, 2012, p. 229). The initial urbanization revolution occurring from 
about 1700-1900 AD, offered humans access to religion, safety, and other basic 
necessities (Park and Peterson, 2010). A second phase that followed coincided 
with the U.S. Industrial Revolution, with masses of skilled and unskilled workers 
coming together in cities in order to leverage large-scale production economies 
(Eriksson Lindgren, and Malmberg, 2008).  In modernity, the urban areas of the 
third revolution exhibit unprecedented creative and innovative potential, attracting 
new groups to city centers seeking what Park and Peterson (2010) call the “good 
urban life” (p.538) characterized by affluence, security, and physical and 
psychological well-being.  
This third revolution is leading to the emergence of large, concentrated 
demand centers where masses of diverse people express a wide variety of wants 
and needs. In response, many business organizations are developing logistics 
strategies for this growing urban component of their supply chains. For example, 
Wal-Mart plans to open more Wal-Mart Express stores (120-150) than 





conducting logistics operations in urban areas is a complex endeavor.  
Diversifying populations yield increasingly diverse demand patterns, while 
simultaneously, these same populations compete with businesses for access to 
the roads and real estate necessary to provide for their demand.  As cities like 
London and Paris become 24-hour cities, with commerce occurring at all hours of 
the day (Browne, Allen, and Attlassy, 2007), strategies such as off-peak delivery 
(Holguin-Veras, Jaller, Van Wassenhove, Perez, and Wachtendor, 2011) have 
been rendered effectively useless. Additionally, the logistics providers charged 
with serving urban customers in these cities are encountering new local 
government restrictions designed to reduce the impact of commercial activity on 
residents and shoppers (Dablanc, 2007). Though the existing logistics operations 
literature relates geographically concentrated demand with lower delivery costs 
(Boyer, Prud’homme, and Chung, 2009), urban areas actually present obstacles 
and constraints that could potentially offset the benefits of customer density. 
The rapid emergence of new and existing urban areas as burgeoning 
supply and demand centers around the globe has led to a need for related 
scholarship. Developing social science literatures focus on a range of specific 
topics related to distribution problems and solutions, and the issues stakeholders 
face when creating and solving them.  For example, urban logistics research 
often focuses on the impacts of a city’s physical characteristics on supply chains, 
with much focus on how traffic delays impact supply chain execution (Fleming, 
Griffis, and Bell, 2013). Large numbers of drivers sharing narrow roads can push 
road infrastructures to capacity, slowing not only product flows (McDermott, 
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1975), but also travel of residents and consumers.  Traffic negatively affects 
quality of life, emergency vehicle response times, and access to places for both 
work and play (Wu, Miller, and Hung, 2001). As a second example, consider that 
urban design also creates accessibility issues for logistics providers. The cores of 
several major cities were built before large delivery vehicles were common, and 
so the buildings and roadways near commercial centers were not engineered to 
accommodate trucks and trailers (Storper and Manville, 2006).  Modern urban 
planners are further restricting transportation through the creation of pedestrian 
only zones (Muñuzuri, Larrañeta, Onieva, and Cortés, 2005) and other features 
implemented to balance economic, social, and environmental goals (Campbell, 
1996).  Therefore, further research is required in order to understand how such 
factors, taken in combination, contribute to urban logistics problems.  
Additionally, research is needed that develops strategies for businesses and 
urban planners to employ when faced with urban scenarios that challenge their 
effectiveness. 
 A city’s physical design reflects the priorities of urban planners and 
business decision makers, but their priorities do not always align perfectly. In 
many urban areas, economic, social, and environmental goals create conflicts of 
interest in what Campbell (1996) terms the “Planner’s Triangle” (p. 297).  In the 
United States, the imbalanced focus of traditional logistics systems on the 
economic aspect detracts from many cities environmental and/or social goals.  
For example, delivery vehicles emit more pollutants per mile than smaller, 
personal vehicles (Anderson, Allen, and Browne, 2005), and the presence of 
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trucks and storage facilities near residential areas generally reduces the quality 
of life of nearby residents and the overall attractiveness of cities (Quak and de 
Koster, 2009). Alternatively, when citizens and lawmakers place a low priority on 
economic issues such as product movement, the imbalances toward 
environmental regulation or social barriers are often overly restrictive and 
become entrenched in policy, leading to logistical inefficiencies (Dablanc, 2007). 
The challenge, then, for urban logistics systems and service providers, becomes 
crafting a strategy that not only reduces the inherent conflicts between the 
economic and social/environmental aspects of the “Planner’s Triangle”, but also 
enables logisticians to navigate and leverage the physical structure of the city to 
deliver products in the most efficient and effective way possible.  
 The limited literature on urban logistics thus far has missed these marks. 
Instead, authors attempt to reduce the impact of the logistics system on the city, 
or simply to mitigate the conflicts between urban priorities such that the urban 
logistics system can function at a fundamental level. Logistics operations both 
contribute to and suffer as a result of heavy urban traffic, and so, for example, 
the consolidation of shipments from multiple suppliers into single truckloads both 
reduces urban traffic, enabling more efficient movement of products and people, 
and yields cost savings (Muñuzuri et al., 2005).  Alternatively, from an urban 
design perspective, once a delivery vehicle reaches its destination, improvement 
of parking and building access could remove slow or stopped vehicles from 
congested roads and allow for more efficient and effective product delivery on 
site (Nemoto, 1997). Still other design researchers recommend businesses work 
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with policy makers to segregate street access for freight and non-freight vehicles 
to unique and specific time windows (Dablanc, 2007).  When restrictions are 
balanced between logistics providers and consumers, both groups should 
encounter less traffic and more efficient urban road networks. Though the 
existing urban logistics research focuses on specific problems and solutions on 
an ad hoc basis, it lacks a holistic, strategic approach for integrating logistics into 
an existing urban system that predates it and is potentially suboptimal.  
Therefore, the purpose of this dissertation is twofold. Research is 
needed to investigate combinations of city characteristics and how they 
impact logistical systems that operate within them; and to identify theory-
based strategies for businesses and planners needed to improve logistics 
operations in urban areas based on those city characteristics.  Accordingly, 
the research will address the following specific research questions: 
• How are combinations of urban area characteristics impacting 
supply chain performance within the areas? 
• What types of urban logistics management strategies currently exist 
and how are they being deployed? 
• Which strategies are best suited to assist companies and cities in 
achieving their joint goal of achieving a demand-satisfied 
population? 
The dissertation considers urban conditions and logistics decisions in 
combination in order to build two typologies: one for specific urban characteristics 
and a second for urban logistics strategies.  It then assesses the efficacy of the 
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identified urban logistics strategies across the developed city types, based on the 
idea that different cities possess different urbanization characteristics, and 
therefore, would require a different logistics strategy.  This may, in turn, create 
the need for an altered supply chain design. We then construct and use an 
analytic (simulation) model with parameters reflecting the different urban area 
characteristics and urban logistics strategies to determine the impacts of different 
combinations on urban logistics performance. Finally, a program for future 
research is developed that proposes future advancement of the research stream 
on urban logistics and related topics.  
   
Overview of Research Approach 
The dissertation consists of two research studies. A qualitative study will 
focus on the first two research questions in order to outline different city types 
and the urban logistics management strategies used in them. The second study 
will employ an analytic modeling approach to examine combinations of city type 




The qualitative portion of the dissertation will use a case study approach 
to answer the first two research questions.  Case study methods allow 
researchers to gain a deep understanding of a single instance or entity and the 
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interactions between its components (Eisenhardt, 1989). To move beyond that 
deep, single case understanding, researchers conduct additional case studies 
much like academics replicate experiments (Yin, 2014). Comparing differences 
and similarities between multiple cases increases the overall validity of the 
research and offers a broader perspective than does a single case. 
To better understand the different city types and associated urban logistics 
strategies, a multiple embedded case study approach will be used. In multiple 
embedded studies, each case is examined at more than one unit of analysis. 
One high-level case, a logistics service provider for the purposes of this 
research, includes multiple subunits (Yin, 2014), each operating in a different 
urban area. In each city and its subunits, the researcher will conduct interviews, 
review literature, and examine archival data sources such as customer demand 
and performance reports. The collected information will then be used to confirm 
and amend a typology of city characteristics and their supply chain performance 
impacts.  
 Along with the city typology, data collected from the case studies will be 
used to craft a typology of urban logistics management strategies and their 
supply chain performance impacts. After completing this second typology, the 
interface between the two will be examined by comparing their urban supply 
chain impacts to build hypotheses associating city types with specific urban 
logistics management strategies. These hypotheses will then be tested using an 




Analytical Modeling Study 
Analytic models are often used to describe real world systems and are 
manipulated in order gain greater understanding about real world phenomena  
For this research, an analytic model is appropriate because it focuses on specific 
cities, particular systems that allow for little to no intervention from the 
researcher. In such situations, McGrath (1982) recommends computer 
simulations and other analytic methods that do not rely on direct observation of 
system behavior. More specifically, with limited data available and multiple city 
types to examine, simulation is the most likely approach to use in order to 
replicate data in an experimental format. A simulation model will allow for 
research covering several scenarios and logistics strategies, testing the interface 
between the two typologies. 
A simulation model is a representation of a real-world system that can be 
used to explore how certain changes affect specified outcomes (Kelton, 
Sadowski, and Sadowski, 2004).  Simulation is often used to answer “what-if” 
questions (Evers and Wan, 2012) through manipulating the different system 
components. Computer simulation programs like Extendsim or Arena (Kelton et 
al, 2004) allow researchers to analyze complex systems without upsetting real 
world operations or making assumptions that simplify the model but reduce 
validity (Evers and Wan, 2012).  
  For this study, Anylogic will be used to create a model of a city, including 
demand and supply points and urban infrastructure components. The city 
characteristics outlined in Study One will then be used as parameters to simulate 
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multiple city types. These city types and urban logistics management strategies 
will then be combined to examine the effect of both on urban supply chain 
performance outcomes.  
 
Contributions of This Research 
Theoretical Contributions 
The dissertation offers further insight into the interactions between firms 
and urban systems.  
Potential contributions include further exploration of systems theory as a 
theoretical lens for logistics researchers studying global macrotrends, as called 
for by Bell, Autry, Mollenkopf, and Thornton (2012). Though systems theory 
originates in the physical sciences, proponents have long called for its use in 
psychological and social sciences as well (von Bertalanffy, 1950). The research 
seeks not only to understand urban logistics strategies, but also how those 
strategies affect the overall balance of larger, dynamic systems such as cities 
and global supply chains (Overton, 2007). This research extends previous 
research that has examined the role of logistics within the supply chain system 
(Larson, Poist, and Halldórsson, 2007; Mentzer et al., 2008) in order to better 
understand the role of logistics in a different, but related, urban system. 
Along with systems theory, this research will also deploy contingency 
theory (Drazin and Van de Ven, 1985) to examine the fit between logistics 
strategies and urban environmental characteristics. Following the logic of Fisher 
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(1997), the research posits certain supply chain management configurations will 
better fit with the different urban area types, a conception of fit called fit as 
gestalts (Venkatraman, 1989; Buttermann, Germain, and Iver, 2008).  Using this 
contingent systems perspective, the research examines the combinations of 
strategic decisions as they align with combinations of urban environmental 
characteristics, and in turn impact the overall equilibrium of the urban system. 
As a contribution to the logistics and supply chain management literature, 
the dissertation seeks to further understand how characteristics of urban areas 
impact firm-level logistics strategies.  Much of the existing urban supply chain 
literature (McDermott, 1975; Muñuzuri et al., 2005; Dablanc 2007; etc.) focuses 
on specific problems and potential solutions in urban supply chains, but fails to 
view the overall impact of the systems in which logistics decisions are made. The 
research fills this gap in the literature by offering a holistic view of urban systems 
and the logistics strategies associated with them. 
Applying systems theory to urban logistics and supply chain management 
problems offers opportunities for future research.  Urban areas and supply chains 
are both subsystems of much larger socio-economic systems. Urban logistics 
systems are components of larger supply chains just as urban social systems are 
subsumed within national and global socio-economic systems. Understanding 
how these specific systems interact with one another will offer insight into the 
interaction of global supply chains with social, governmental, and physical 
structures on a much larger level.     
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Furthermore, by using case studies to understand how urban stakeholders 
work together and simulation modeling to find the more efficient and effective 
combinations of urban stakeholder relationships and resources, this dissertation 
seeks to offer insight to urban supply chain managers, especially firms planning 
their entrances into urban marketplaces and urban planners seeking to integrate 
supply chain considerations into their own designs.   
Dissertation Organization 
This dissertation consists of five-parts.  Chapter One introduces the topic 
and offers an overview of the dissertation.  Chapter Two then offers a literature 
review to provide background information related to the interaction of urban 
structure on supply chains. Next, Chapter Three outlines the methodology 
utilized for both the case and analytical studies. Following the first three chapters, 
Chapters Four and Five will consist of articles, each presenting the background 
information, propositions and hypotheses, research methods, and outcomes of 
the two previously mentioned studies.  Finally, Chapter Six will offer the overall 





CHAPTER II - LITERATURE REVIEW  
Urban Logistics 
Urban Logistics Defined 
Urban logistics differs from typical physical distribution strategies and 
activities that exist wholly outside urban areas. McDermott (1975) highlights this 
distinction by defining two types of logistics flows: interregional flows, which 
involve movement between geographic areas, and intraregional flows, which 
move products between sources and destinations in the same area. Though 
McDermott (1975) uses more general terms than urban logistics, the 
differentiation offers a starting point for understanding logistics activities that 
emanate from or terminate within city boundaries. In subsequent articles, other 
authors define more specific concepts, using terms such as urban logistics, city 
logistics, and urban freight transport.  
 Few authors explicitly define urban logistics, and most of these 
incorporate urban as little more than a context within which logistics activities 
occur. For example, Hicks (1977) defines “urban freight transport” as “all 
journeys into, out of, and within a designated urban area by road vehicles 
specifically engaged in pick-up or delivery of goods (whether the vehicle be 
empty or not), with the exception of shopping trips” (p. 101). A second, broader, 
definition suggests that urban logistics is concerned with “the movement of things 
(as distinct from people) to, from, within, and through urban areas” (Ogden, 1992, 
p. 14). Finally, Muñuzuri, et al. (2005) go further by including the impact of 
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specific urban factors, describing urban logistics as “those movements of goods 
that are affected by the peculiarities associated to urban traffic and morphology” 
(p. 15). These three definitions share certain commonalities, but their differences 
reflect an evolving understanding of urban logistics, as well as the need for a 
deeper understanding of impacts of relevant urban factors on logistics strategy. 
 Each definition explicitly mentions movement of tangible objects, whether 
called “goods” or “things,” in urban areas. The earliest (Hicks, 1977) limits urban 
logistics activities to journeys involving pick-ups and deliveries of goods, 
excluding trips made by end customers. Hicks (1977) also bounds the concept by 
focusing completely on motor transport in urban logistics journeys. This limited 
view of urban logistics excludes multiple available modes of transportation, 
storage facilities, and the interaction between logistics activities and the urban 
environment. Ogden (1992) broadens the scope by including all transportation 
modes and distribution activities into, out of, and within urban areas as well as 
adding passage through the area, further defining urban freight movement as a 
component of both intraregional and interregional flows (McDermott, 1975). 
Again, this definition focuses on activities within a context, but fails to incorporate 
systems and forces present in urban areas.  
On the other hand, Muñuzuri et al. (2005) include not only movements in a 
specific context, but also some urban characteristics that affect transportation. 
This definition claims certain components of the urban context influence the 
logistics system, leading to a need for an urban specific logistics strategy. The 
authors mention urban traffic and morphology, but say little about the forces that 
 
 14 
contribute to congestion and urbanization. This lack of detail reflects the 
complexity of urban logistics along with the systems in which transportation and 
storage operations occur, and perhaps more importantly, the immaturity of the 
research related to urban logistics. Though the balance of forces varies from one 
urban area to another, strategies for urban logistics should respond to these 
forces accordingly. Therefore, for the purposes of the dissertation, urban logistics 
is defined as 
the movement and storage of goods, equipment, and 
personnel influenced by and interacting with forces and 
systems unique to urban areas. 
  
Problems, Costs, and the “Triple Bottom Line” 
Urban areas consist of multiple interacting biological, physical, and 
socioeconomic systems, each requiring resource inputs and creating outputs that 
in turn affect others. Conflicts between these systems result in problems specific 
to urban areas. Existing literature discusses many of these problems, the costs of 
which reflect different components of the “Triple Bottom Line” (Elkington, 1998). 
Table 1 represents a comprehensive literature review of urban logistics issues, 
some of which are highlighted in the following section. 
Economic Issues 
The first set of problems affect the economic bottom line, which is defined 
by Elkington (1998) from an accounting perspective as “the profit figure used as 
the earning figure in the earnings-per-share statement” (p. 74).  The issues  
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Table 1. Problems discussed in urban logistics literature 
Issue Literature 
Competition between business 
and personal functions 
 
McDermott, 1975; Nemoto, 1997; Ljungberg and 
Gebresenbet, 2004; Muñuzuri, Larrañeta, 
Oneiva, and Cortéz, 2005; Browne, Allen, and 
Attlassy, 2007; Quak and de Koster, 2009 
 
General infrastructure issues 
 
Blaine, 1967; McDermott, 1975; Erickson, 2001; 
Dablanc, 2007 
 
Inconsistent metrics and 




Anderson, Allen, and Browne, 2005 
Lack of coordination between 
planning groups 
 
Dablanc and Ross, 2012 
Policy and regulation 
 
McDermott, 1975; Anderson, Allen, and Browne, 
2005; Dablanc, 2007; Browne and Gomez, 2011; 




Anderson, Allen, and Browne, 2005; Yang and 




Blaine, 1967; Hicks, 1977; Nemoto, 1997; van 
Binsbergen and Bovy, 2000; Erickson, 2001; Wu, 
Miller, and Hung, 2001; Giaglis, Minis, Tatarakis, 
and Zeimpekis, 2004; Ljungberg and 
Gebresenbet, 2004; Taniguchi and Shimamoto, 
2004; Anderson, Allen, and Browne, 2005; 
Dablanc, 2007; Gulipalli and Kockelman, 2008; 
Crainic, Ricciardi, and Storchi, 2009; Stanley and 
Hensher, 2009; Browne and Gomez, 2011; 
Figliozzi, 2011; Dablanc and Ross, 2012; 
Ballantyne, Lindholm, and Whiteing, 2013; Ville, 
Gonzalez-Feliu, and Dablanc, 2013; Lindholm 




Nemoto, 1997; Dablanc, 2007 
 







Table 1. Continued 
Issue Literature 
Low priority from planners 
 
Muñuzuri, Larrañeta, Onieva, and Cortés, 2005; 




McDermott, 1975; Hicks, 1977; Ljungberg and 
Gebresenbet, 2004; Anderson and de Palma, 
2007; Ballantyne, Lindholm, and Whiteing, 2013 
 
Reverse logistics issues 
 










Loss of wildlife habitats and 
species 
 
Anderson, Allen, and Browne, 2005 
 
Use of non-renewable 
resources 
 




McDermott, 1975; Nemoto, 1997; van 
Binsbergen and Bovy, 2000; Ljungberg and 
Gebresenbet, 2004; Taniguchi and Shimamoto, 
2004; Anderson, Allen, and Browne, 2005; 
Gulipalli and Kockelman, 2008; Crainic, Ricciardi, 
and Storchi, 2009; Quak and de Koster, 2009; 
Stanely and Hensher, 2009; Browne and Gomez, 
2011; Figliozzi, 2011; Yang and Moodie, 2011; 
Dablanc and Ross, 2012; Ville, Gonzalez-Feliu, 
and Dablanc, 2013; Lindholm and Blinge, 2014 
 
Waste products (e.g. tires and 
oil) 




van Binsbergen and Bovy, 2000; Anderson, 





van Binsbergen and Bovy, 2000; Taniguchi and 
Shimamoto, 2004; Anderson, Allen, and Browne, 
2005; Crainic, Ricciardi, and Storchi, 2009; Quak 
and de Koster, 2009; Browne and Gomez, 2011; 
Ville, Gonzalez-Feliu, and Dablanc, 2013; 
Lindholm and Blinge, 2014 
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Table 1. Continued 
Issue Literature 
Public health issues 
 
Anderson, Allen, and Browne, 2005 
 
Public safety Issues 
 
Taniguchi and Shimamoto, 2004; Kaszubowski, 
2012 
 
Aesthetic impacts of logistics 
facilities and vehicles 




discussed in the literature affect multiple economically focused performance 
measures, including financial measures such as profits, and operational 
measures such as on time deliveries and service levels. Economic problems in 
urban logistics directly affect the efficient and effective fulfillment of customer 
demands.  
Constantly changing demand profiles contribute to economic problems in 
urban logistics. Growing and demographically changing urban populations 
(Lacour and Puissant, 2007) create diversified demand that requires increasingly 
complex distribution systems, leading to smaller, often just-in-time shipments 
(Nemoto, 1997). Larger residential populations and the rise of e-commerce 
further contribute to smaller order sizes by increasing the number of home 
deliveries in urban areas (Dablanc, 2007). Interviews conducted with regional 
vice presidents and directors with a major transportation and delivery company 
have confirmed this increase in residential delivery as well. In urban areas, 
constantly evolving demand characteristics add degrees of uncertainty to routing 
and inventory decisions in an already constrained environment.  
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Along with demand side complexity, the supply of certain urban resources, 
including fuel, land, and community goodwill, constrain the urban logistics 
system. For instance, traffic congestion (van Binsbergen and Bovy, 2000) 
combines with growing numbers of delivery points and smaller order sizes to 
increase the travel time and (sometimes) distance required to deliver the same 
value to the firm, decreasing logistics system efficiency in urban areas (Anderson 
et al., 2005). Specifically, urban logistics costs affect the economic bottom line 
through inefficient use of fuel, driver time, and equipment (Hicks, 1977). 
Unfortunately, increasing urban logistics efficiency, though important to business 
stakeholders, often represents a low priority for planners and government 
officials (Muñuzuri et al., 2005; Dablanc and Ross, 2012). These conflicting 
priorities illustrate varied perspectives of stakeholders with regard to urban 
logistics systems. 
Urban stakeholders, including community members and government 
officials, along with those directly involved with business activities, face diverse 
and complex issues, each of which requires attention and resources. The 
economic bottom line illustrates the competition between urban subsystems for 
these resources. Literature on economic issues in urban logistics focuses heavily 
on the effects of urban forces on the firm, but the other components of the triple 
bottom line look both at the effect of urban forces on the logistics system and that 






Systems in urban areas interact by exchanging certain inputs and outputs. 
For the environmental bottom line, Elkington (1998) calls these inputs and 
outputs “natural capital” (p. 79), a term that encompasses not only those 
resources necessary for sustaining the natural ecosystem, but also those 
available for use by businesses and communities. The environmental bottom line 
in urban logistics focuses on the balance of inputs, or the resources necessary to 
move and store products, and outputs, mostly negative, produced by facilities 
and equipment. In urban locations, large concentrations of vehicles and 
warehouses produce pollutants, noise, and other outputs that disrupt the area’s 
natural systems.  
 Much of the literature focuses on the negative impacts of logistics 
operations on the urban environment. For instance, McDermott (1975) points out 
that when vehicles take more time to reach customers, due to forces including 
traffic congestion and large numbers of small deliveries (Hicks, 1977; van 
Binsbergen and Bovy, 2000; Anderson et al., 2005), they generate more pollutant 
emissions than their city-to-city counterparts. Limited space in loading and 
unloading areas also contributes to pollution, when vehicles “cruise” an area until 
a dock opens (McDermott, 1975) or operate at peak traffic times to meet 
customer imposed delivery windows (Muñuzuriet al., 2005). All logistics systems 
create negative outputs, such as pollution (McDermott, 1975; van Binsbergen 
and Bovy, 2000) and waste products including tires and oil (Anderson et al., 
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2005), but urban forces decrease efficiency in urban operations and increase 
negative outputs. 
 Along with creating the negative outputs, logistics operations compete with 
other systems and activities for limited natural resource inputs. Anderson et al., 
(2005) list fossil fuel and land as non-renewable resources that urban logistics 
systems remove from the available pool. This conflict becomes more intense 
when systems compete for limited “critical natural capital” (Elkington, 1998, p. 
79), which is necessary to sustain both the ecosystem and urban logistics 
operations. Environmental issues in urban areas reflect the influences of different 
systems on the quality and availability of local resources, and logistics systems 
that consume non-renewable resources and create negative outputs decrease 
the natural capital available in urban areas. 
 
Social Issues 
 Along with influencing natural and economic inputs and outputs, the urban 
logistics system also interacts with urban social systems. Attributes such as 
public health and wealth creation potential (Elkington, 1998) as well as safety 
and emotional well-being (Park and Peterson, 2010) contribute to the social 
bottom line in urban areas. Literature on this component of the triple bottom line 
illustrates a balance between factors affected by the logistics system and those 
affecting it.  In fact, many urban social issues negatively impact firm and 
community alike. For instance, traffic accidents and public safety hazards harm 
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community health and emotional well-being, but also introduce delays and risks, 
reducing logistics efficiency and effectiveness.  
 Social issues in urban logistics illustrate the potential for negative 
interaction between business and community. Campbell (1996) calls this 
negative interaction the “Property Conflict” (p. 298), drawing attention to the 
competition between private land used for production and warehousing facilities, 
and land regulated through government intervention, including public housing for 
the customers and workers on whom businesses rely. Unfortunately, even when 
product and passenger transportation systems maintain certain temporal and 
physical boundaries, the effects of accidents and other hazards, including 
infrastructure damage (Lindqvist and Brodin, 1996) and injuries or fatalities 
among community members (Anderson et al., 2005), last beyond the initial event. 
Extreme events carry heavy social costs, but other urban logistics outputs detract 
from urban social sustainability at a lower, but relatively consistent, level. 
 Several authors point to quality of life problems resulting from interaction 
between logistics and social systems. For example, urban facilities and vehicles 
produce noise that diminishes the urban experience of many consumers 
(Lindholm and Blinge, 2014) and become eyesores for residents, workers, and 
consumers alike (Quak and de Koster, 2009). Logistics activities serve the 
restaurants, retailers, and employers that bring people into urban areas, but 
those activities interfere with shopping, dining, working, or simply living. This 
conflict between business and community focused systems results in the social 




While some problems outlined in the literature weigh heavily on a specific 
component of the triple bottom line, others distribute economic, social, and 
environmental costs relatively evenly. In these situations, stakeholders compete 
for public resources, those available to all groups and maintained or regulated by 
government authorities. As the number of users increases, disagreement 
between groups about public resource distribution and use intensifies conflict and 
increases cost. 
The rise of 24-hour cities (Browne, Allen, and Attlassy, 2007) illustrates 
the conflict between urban systems. Some authors (Anderson et al., 2005; 
Muñuzuri et al., 2005) recommend off peak deliveries, when fewer drivers crowd 
roads and shoppers and diners have left restaurants and retail locations. Off 
peak deliveries separate passenger and freight transportation, offering time for 
both social and economic activities to occur without interfering with one another. 
In a 24-hour city, such as London or Paris, this separation proves impossible. 
Shops and restaurants keep later hours or open earlier in the morning. Constant 
activity makes all hours peak hours, forcing freight and social activities to share 
space and resources, including parking lots, highway systems, and even store 
entrances (Browne, Allen, and Attlassy, 2007). 24-hour urban areas force 
interaction between urban entities that had previously been able to avoid contact 
by knowing peak times and planning accordingly. 
When interaction is unavoidable, resource capacity is distributed among 
the many stakeholders, reducing efficiency for all involved. Traffic congestion 
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illustrates this shared inefficiency as personal and freight vehicles, along with 
public transportation providers, all experience delays on congested roadways. As 
early as 1967, Blaine predicted that major cities in the United States would need 
to invest heavily to accommodate increases in traffic that had already become 
“one of the major transportation problems in urban areas” (p. 22). Traffic 
congestion affects all three components of the triple bottom line. Economically, it 
results in longer transit times and delayed or missed deliveries, especially when 
customers impose delivery time windows (Figliozzi, 2011). Socially, congestion 
increases passenger vehicle travel times (Figliozzi, 2011) and decreases access 
to necessary amenities (Storper and Manville, 2006). Finally, environmental 
impacts of traffic congestion include increased chemical emissions, noise 
pollution, and inefficient use of natural resources (van Binsbergen and Bovy, 
2000). Traffic congestion offers one example of the competition between urban 
systems as all vehicles share limited capacity, leading to inefficient resource use 
by every stakeholder group. In fact, the more groups interact on roads and 
highways, the worse traffic becomes, amplifying existing urban logistics 
problems.  
Solutions and Stakeholders 
Urban logistics problems reflect conflicts among stakeholder groups and 
imbalances between systems. Urban area stakeholders include business, 
government, and community stakeholders. Each group adopts a different 
perspective on urban systems with diverse abilities and resources at their 
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disposal. Literature offers several solutions to urban logistics problems, each of 
which relies on a specific urban stakeholder group or interaction among multiple 
groups.  Table 2 lists the solutions found through a comprehensive review of 
urban logistics literature and the stakeholder groups responsible for each.  
 
 
Business Stakeholder Solutions 
 While all stakeholder groups influence the urban logistics system, 
business stakeholders craft logistics strategies and implement decisions on 
facility networks, routing, and equipment. As a result, business stakeholder 
solutions often utilize physical and information resources as well as interaction 
between stakeholders within the firm, or internal stakeholders, and the firm’s 
customers and suppliers, or external stakeholders. Business stakeholders affect 
the triple bottom line directly by influencing urban logistics systems and 
strategies.  
  The literature outlines several strategic solutions to urban logistics 
problems; one of the earliest, and most common, combines inventory and facility 
location decisions. Consolidating shipments at logistics terminals would reduce 
the number of vehicles moving through urban areas and queue lengths at 
customer loading and unloading docks (McDermott, 1975). Consolidation at the 
edge of the urban area decreases the number of smaller shipments and 
unnecessary vehicles so often associated with urban freight transport (Nemoto, 
1997). The reduction of vehicles on urban roads and time waiting at loading 
docks not only increases logistics efficiency, but also reduces the negative social 
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planners, and the public 
 
Blaine, 1967; Muñuzuri, Larrañeta, Onieva, and 








McDermott, 1975; Ljungberg and Gebresenbet, 
2004; Anderson, Allen, and Browne, 2005; 
Muñuzuri, Larrañeta, Onieva, and Cortés, 2005; 












Anderson, Allen, and Browne, 2005; Muñuzuri, 
Larrañeta, Onieva, and Cortés, 2005; Browne, 
Allen, and Attlassy, 2007 
 
Improved loading bays Browne, Allen, and Attlassy, 2007 
Off peak hour deliveries 
 
Anderson, Allen, and Browne, 2005; Muñuzuri, 
Larrañeta, Onieva, and Cortés, 2005 
Routing and scheduling 
solutions 
 
Wu, Miller, and Hung, 2001; Fleischmann, 
Gnutzmann, and Sandvoß, 2004; Taniguchi and 
Shimamoto, 2004; Anderson, Allen, and Browne, 
2005; Crainic, Ricciardi, and Storchi, 2009; 
Browne and Gomez, 2011; Figliozzi, 2011; 
Kaszubowski, 2012; Ville, Gonzalez-Feliu, and 
Dablanc, 2013 
 
Sharing best practices 
information 
 




Muñuzuri, Larrañeta, Onieva, and Cortés, 2005; 
Quak and de Koster, 2009 
 
Use of private parking lots 
 










Anderson, Allen, and Browne, 2005; Muñuzuri, 
Larrañeta, Onieva, and Cortés, 2005; Browne, 
Allen, and Attlassy, 2007; Gulipalli and 
Kockelman, 2008; Stanley and Hensher, 2009 
 
Centralized logistics terminals 
 
McDermott, 1975; Taniguchi and Shimamoto, 
2004; Muñuzuri, Larrañeta, Onieva, and Cortés, 
2005; Browne, Allen, and Attlassy, 2007; Gulipalli 
and Kockelman, 2008; Crainic, Ricciardi, and 
Storchi, 2009; Yang and Moodie, 2011; 
Kaszubowski, 2012 
 
Government support for 
research 




Nemoto, 1997; Muñuzuri, Larrañeta, Onieva, and 






Muñuzuri, Larrañeta, Onieva, and Cortés, 2005; 
Browne, Allen, and Attlassy, 2007; Stanley and 
Hensher, 2009; Dablanc and Ross, 2012; Ville, 








Anderson, Allen, and Browne, 2005; 
Kaszubowski, 2012 
 
Restricting public traffic 
 
Muñuzuri, Larrañeta, Onieva, and Cortés, 2005 
 








Anderson, Allen, and Browne, 2005; Muñuzuri, 
Larrañeta, Onieva, and Cortés, 2005; Browne, 






van Binsbergen and Bovy, 2000; Taniguchi and 








Anderson, Allen, and Browne, 2005; Browne, 
Allen, and Attlassy, 2007 
 
 
and environmental impacts of logistics activities on other urban systems. 
Business stakeholders can also increase urban logistics efficiency with 
routing and equipment solutions. Several authors (Wu et al., 2001; Taniguchi and 
Shimamoto, 2004; Crainic, Ricciardi, and Storchi, 2009) use analytical modeling 
to improve vehicle routing in urban areas. For example, Taniguchi and 
Shimamoto (2004) derive a vehicle routing problem with time windows (VRPTW) 
and find a near optimal solution using genetic algorithms. They then compare 
information sources and show improvement in routes built using dynamically 
updated data instead of a single, daily forecast. Fleischmann, Gnutzmann, and 
Sandvoß (2004) also recommend dynamic routing, reassigning pick-ups and 
deliveries to new drivers and routes based on information gathered throughout 
the day. As with consolidation solutions, vehicle routing and network planning 
reduce economic, environmental, and social costs, but only if the routes built 
account for the impacts on other systems and stakeholders. 
Other solutions effect non-business stakeholders less directly than vehicle 
routing and network design. Improving equipment (Anderson et al., 2005) and 
facilities (Browne, Allen, and Attlassy, 2007), sharing best practices information 
(Browne, Allen, and Attlassy, 2007), and allowing access to private parking 
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(Muñuzuri et al., 2005) require interaction between buyers, suppliers, and 
transportation providers, but little input from community members or government 
entities. On the other hand, community influences and government land use and 




 Government stakeholders influence logistics activities in urban areas, but 
final strategy and operations decisions rest in the hands of business 
stakeholders. Therefore, government stakeholder solutions enhance or impede 
business stakeholder abilities to enact urban logistics strategies. Parking 
regulations illustrate the ability of government stakeholders to influence logistics 
decisions, but neither craft strategies nor manage operations. For example, 
transportation providers may compare the costs of cruising, missing deliveries, or 
paying for parking elsewhere with those of parking illegally and choose the lower 
cost option (Bifulco, 1993). Though government officials may charge fines for 
such activities, those fines only act as incentives to seek alternatives, not the 
explicit removal of parking options. Government stakeholders make decisions 
related to infrastructure and regulation in order to change the costs associated 
with urban logistics options. 
 The government solutions to urban logistics problems either enable or 
restrict urban logistics activities. Enabling practices include building centralized 
logistics terminals to allow for consolidation of inventories (McDermott, 1975).  
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For example, Yang and Moodie (2011) simulate the logistics system of a large 
Chinese city to determine the best locations for city operated logistics terminals. 
The authors find that city terminals reduce transportation costs for logistics 
providers, shopping centers, and consumers. Government stakeholders also 
seek assistance from business firms through public-private partnerships, in which 
multiple parties invest resources into facility and infrastructure improvements 
(Kaszubowski, 2012). In this case, government officials influence logistics 
strategy by attaching incentives to certain practices. 
 Along with enabling or impeding logistics operations, some government 
stakeholder solutions seek to reduce the impact of logistics activities on other 
urban systems. In complex urban environments, government stakeholders 
balance the needs of several subsystems and allocate resources to increase or 
decrease the capabilities and influence of any specific one. One common 
regulation government stakeholders use involves access to parking, highways, 
and arterial roads. For instance, Gulipalli and Kockelman (2008) examine 
charges for access to historically congested roads in order to reduce traffic. 
Stanley and Hensher (2009) discuss similar charges, but based on vehicle 
weight. The fees extend transportation infrastructure lifetime by increasing 
available funds for road maintenance and reducing the damage caused by heavy 
vehicles on already high traffic areas. Other solutions include allowing only 
vehicles that meet specific environmental standards into “low emission zones” 
(Anderson et al., 2005, p. 74). Government restrictions and incentives influence 
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urban logistics strategies in order to reduce the impact of transportation and 
storage activities on other groups and systems.  
Government stakeholders control public goods and resources, such as 
space, in urban areas. They use these resources to balance the interests of 
multiple urban systems. At the same time, community stakeholders, those not 
involved directly in business or government activities, influence other stakeholder 
decisions with purchasing and voting power. 
 
Community Stakeholders 
 Community stakeholders represent consumers, residents, and employees 
that interact with urban systems, but belong to neither business nor government 
stakeholder groups. Though community goals and resources influence the urban 
system, the literature fails to discuss urban logistics solutions explicitly 
attributable to community stakeholders. The role of community stakeholders in 
urban logistics presents a potential area for future research. 
General Solutions 
 A final category of urban logistics solutions integrates multiple stakeholder 
groups, either formally or informally. City logistics forums bring together 
transportation providers, urban planners, government officials, community 
members, and others to discuss the urban logistics system (Muñuzuri et al., 
2005). Though groups may disagree on goals and costs (Campbell, 1996), 





Summary and Gaps   
Urban logistics problems arise from conflicting urban systems and objectives. 
These problems highlight the effects of logistics operations on different urban 
stakeholder groups and those groups on urban systems. Similarly, solutions 
presented in the literature balance the positive and negative impacts of different 
systems on one another. The literature offers a long list of potential issues and 
solutions in urban logistics, but often fails to seek the factors associated with 
these problems and solutions. 
 Forces such as local community influences, government regulations, and 
traffic congestion contribute to urban specific problems specific, highlighting the 
contrast between urban and non-urban logistics. Additionally, the balance of 
these forces may differ from one location to another, resulting in variation 
between urban areas. Firms that ignore distinctions between urban areas risk 
crafting a single, general strategy, which may fit with certain systems, but detract 
from urban logistics performance in others. Alternatively, strategies that account 
for specific urban profiles have the potential to improve urban logistics 
performance in all areas. 
Urbanization and Urban Defined 
Research on moving and storing products in urban and urbanizing areas 
requires the establishment of definitions of the terms urban and urbanization. The 
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terms urban and urbanization combine concepts from the fields of sociology, 
geography, political science, psychology, and several other social science fields 
that focus on how groups interact with each other, their environment, and larger 
systems of people and places. The dissertation contributes to an overall 
understanding of urban and urbanization by integrating the logistics system with 
the other systems currently associated with these terms.  
Scott (2008) defines urbanization as the relocation of people from rural to 
urban locations, but fails to elaborate on a definition of urban locations. 
Therefore, urban must first be defined. Urban areas include those settlements 
with large enough populations to satisfy citizens’ needs (Garcia, Garmestani, and 
Karunanithi, 2011). Glaeser (2012) further breaks down benefits of urban 
concentration into two factors. First, access to resources, including natural 
resources, transportation lanes, and political capital, associated with the location 
serve to motivate urbanization. The second simply comes from the innate human 
desire to be near other human beings. These need-based motivations for 
urbanization offer insight into the original reasons for urban concentration, but as 
these areas evolve, differentiating between rural and urban areas is becoming 
more difficult. Additionally, according to Garcia et al. (2011), urban is, by 
definition, a relative term, leading to further ambiguity in determining the 
differences between urban and non-urban areas.   
Garcia et al. (2011) definition may be used to determine when an area 
shifts from more rural to more urban, but as urban populations grow and become 
increasingly dense, and some areas may be become so saturated that available 
 
 33 
resources no longer support existing populations (Davis, 2005). As a result, 
according to Garcia et al.’s (2011) definition, urban areas may become non-
urban areas when demands for resources like water, real estate, or fuel grow 
beyond the available supply.  
Moving away from the needs-based definition, others (McDermott, 1975; 
Dablanc, 2007; Yang and Moodie, 2011) offer a more legal view of urban areas 
as political or governmental units, often using the terms “urban” and “city” 
interchangeably.  
Though in some situations urban areas and cities share boundaries and 
characteristics, from a logistics perspective, these two terms require different 
definitions. Park and Peterson (2010) use of “the good urban life” instead of “ the 
good city life” illustrates this important point in the urban logistics conversation. 
Their use of this term urban implies a social concept related to the interaction of 
a group of actors within a spatially confined area. Alternatively, the word city 
denotes a physical, political entity or something related to that entity (Harvey, 
1989). Some aspects of the “city as an object” influence urban characteristics 
such as the transportation infrastructure (Handy, Boarnet, Ewing, and 
Killingsworth, 2002), and zoning or land use restrictions (Swan, 1949). As a 
result, the physical and political boundaries of places like New York and Paris 
have remained relatively stable, but have impacted the changes in their urban 
characteristics through the first, second, and third revolutions (Storper and 
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Manville, 2006).1 The dissertation focuses on urban areas and characteristics as 
social and geographical phenomena instead of viewing urban areas as 
geographic locations with political and legal boundaries.  
The urban development of the United States provides many illustrations of 
the difference between a city and an urban area. The country has seen urban 
areas cycle through periods of growth and decline, for example, an urban exodus 
began around 1960, with large groups choosing to leave cities and move to more 
natural areas (Lacour and Puissant, 2007). Between 1975 and 1990, compact 
cities began to spread into the surrounding areas and spill over into the urban 
fringe and suburbs. Recently, this trend has reversed in what Lacour and 
Puissant (2007) call “re-urbanity” (p. 728), which involves not only the movement 
of people into the city, but also the expansion of the city beyond its previously 
defined borders, leading to “metropolitanisation” (p. 728). Metropolitan areas, 
such as the Dallas-Forth Worth “Metroplex” and the New York/New Jersey 
metropolis, combine cities, urban fringe, suburbs, and the periphery into a single 
large urban area (Basten, 2004; Hammond, 2004). These large urban areas may 
contain small cities that, according to the United States Census Bureau, fall 
within “Metropolitan Statistical Areas”, or MSAs, but fail to meet the major 
requirements of urban areas. The U. S. Census Bureau (Department of 
                                            
1 Though many urban geographers, sociologists, and planners use the term urban and city 
(Gieryn, 2000; McCann, 2001; Di Masso, 2012; Dierwechter, 2013) or urban and metropolis 
(Brenner, 2002; Cladera et al., 2009) interchangeably, a distinction between the physical object of 
the city and the social process of urbanization and its outcomes has been outlined by several 
academics, including Wirth (1938), Wilson (1968), Abrahamson (1974), Vance (1978), Harvey 




Commerce, 2011) defines urban areas urban areas as census tracts with 
population over 1,000 people per square mile and hold a population of over 
50,000, while MSAs include the territories surrounding urban areas as well. 
Therefore, for the purposes of the dissertation, urban areas are defined as: 
 
Geographic areas with a population density greater than or 
equal to 1,000 people per square mile. 
 
This definition encompasses geographic areas as opposed to cities, and so 
urban areas may be contained within cities or may encompass multiple 
governmentally defined cities. 
Global urbanization trends follow a much more linear pattern than the 
historical, cyclical population movements in the United States. Kourtit, Nijkamp, 
and Aribas (2012) outline three separate phases of urbanization in the modern 
world. When human populations first concentrated into small communities, over 
6,000 years ago, they sought resources enhanced by, or only available to, larger 
groups of individuals and families. These include safety, religion, and 
government, which urban areas provide even today (Park and Peterson, 2010). 
The first cities, including Uruk in ancient Mesopotamia and Harrappa in the Indus 
valley, grew from these original settlements as people specialized in different 
crafts, trading products and services with one another (Kourtit et al., 2012). The 
first phase of urbanization saw early concentrations of people in relatively close 
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proximity to one another, while in later phases, urbanization changed existing 
urban areas while also creating new ones.  
The second phase of urbanization occurred during the Industrial 
Revolution as large groups moved to manufacturing centers to work in factories 
or industries supporting primary production activities (Scott, 2008). Even in the 
first phase, urban areas connected with one another (Pitts, 1979) and offered 
specialized crafts and resources to a network connecting multiple urban 
populations (Desrochers and Sautet, 2008), but the second phase of 
urbanization saw production centers become heavy output locations, with larger 
populations needed to support not only the community, but also the larger 
network. Early urban areas connected with one another, but much of the 
economic focus remained on the local community. The second phase showed an 
increased focus in the area’s output as a primary activity with community support 
functions serving a secondary role. As nations continued to develop, output 
remained important, but the type of output changed. The third phase of 
urbanization saw the main function of urban areas shift from physical production 
to intangible resource development.  
Cities like New York and Boston illustrate this shift. These two once stood 
as major manufacturing centers, with three times as many industrial workers as 
information processing employees (Kasarda, 1989). By the 1980s, both of these 
cities contained more managers, executives, and other information based jobs 
than those in industrial occupations. More recently, scholars call New York a 
“global city” (Currid, 2006, p. 330), and view the city as a center for financial and 
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management activities, thriving on ideas and creativity more than tangible 
production outputs. 
The third phase of urbanization has seen urban areas evolve from 
residential and manufacturing areas into innovation centers driven by creativity 
and knowledge. Firms and people use intangible resources to enhance the living 
conditions of those in and connected to urban areas (Kourtit, Nijkamp, and 
Aribas, 2012). This third phase reflects an economic shift in developed countries 
from production of physical goods to ideas (Florida, 2002). As urban areas 
cultivate innovation, high technology, financial services and cultural industries 
(Scott, 2006; Larsen, Elle, Hoffman, and Munthe-Kaas, 2011; Kourtit et al., 
2012), new populations cluster around knowledge and creative potential instead 
of water and mineral deposits (Scott, 2008). While the first two phases of 
urbanization revolved around physical resources, like security, raw materials, and 
production capacity, the most recent phase cultivates resource pools that grow 
as they’re shared.  
Each phase of urbanization involves groups of people coming together to 
increase availability of specific resources. These population concentrations, in 
turn, connect with one another in a larger system benefiting from the different 
offerings of each location. Over time, economic networks have grown from single 
centers connecting geographically close neighbors to global webs of diverse 
partners interacting through the trade of products, services, and ideas. The 
interconnectivity fosters greater exchange of ideas and knowledge, expands 
existing markets, and creates new demand centers for previously localized firms. 
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At the same time, this globalization engenders conflict between a firm’s global 
presence and its connection with its own local economy. 
Urbanization Forces 
In an increasingly interconnected global society, urban areas act as hubs 
for progress, innovation, and creativity (Kourtit, Nijkamp, and Arribas, 2012). As a 
result, the internal focus of small, disconnected populations has given way to a 
global community of interacting subgroups concentrated in geographic clusters 
throughout the world. As the global system evolves, successful urban areas 
maintain their contribution to greater society, but also adapt to meet the ever-
changing preferences of their inhabitants (Storper and Manville, 2006). Urban 
structures, cultures, and systems adapt accordingly to these changing 
preferences or suffer economic losses.  
 Even with the changing demands and cultures in urban areas, the forces 
enabling urban development remain stable. Though urban areas represent 
complex cultural, social, and political environments, these characteristics center 
around the primary agglomerative forces that first led to each area’s development 
(Scott, 2008). Frenken, van Oort, and Verburg (2007) define agglomeration 
economies as those “from which a firm can benefit by being located at the same 
place as one or more other firms” (p. 687). In agglomeration economies, multiple 
firms co-locate in certain areas, resulting in increased outputs for most, if not all, 
firms (Garcia-Lopez and Muñiz, 2011). The agglomerative forces of multiple 
urban areas complement one another and create external networks that 
 
 39 
capitalize on the specialized internal networks found in each location. An area’s 
economic output profile highlights the functions driving its growth and 
development (Boix and Trullen, 2007) and, in doing so, offer insight into the 
urbanization forces affecting that specific area. Further investigation of 
agglomeration economies will allow for differentiation between urbanization 
forces and urban areas. 
 Urban economic forces offer several benefits, including economies of 
scale and large labor markets (as well as the aforementioned benefits associated 
with access to resources), but also present negative effects on business and 
society such as traffic (Glaeser, 2012), environmental pollution (Memon, Leung, 
and Chunho, 2008; Fallah, Partridge, and Olfert, 2011) and increased risk of 
crime and mental illness (McKenzie, 2008; D’Alessio and Stolzenberg, 2010; 
Cozens, 2011). These negative externalities affect the area’s demand profile, 
and also impact the business logistics system serving the area. Glaeser (2012) 
views negative externalities as a lack of some public good, such as infrastructure 
access or security, and outlines two types of strategy for dealing with such 
shortfalls.  
The first of Glaeser’s (2012) strategies, an engineering approach, involves 
increasing the amount of a public good available. Alternatively, an economic 
approach increases the price of the public good. In response to traffic 
congestion, the engineering approach increases supply by adding highway lanes 
while the economic approach would reduce demand by using congestion pricing 
to charge drivers for access to roads at peak traffic times. The approaches taken 
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by different groups in different urban areas reflect a diverse set of perspectives, 
which in turn must be balanced when planning, developing, and repairing urban 
systems. Though each perspective combines the same three basic elements, the 
weight given to each element depends on the objectives of decision makers and 
consumers comprising the overall urban system. 
The Planner’s Triangle 
As large concentrations of diverse groups, urban areas represent multiple 
conflicts. Campbell (1996) organizes these conflicts into a model called the 
“Planners Triangle” (p. 297), listing three competing priorities: economy, 
environment, and equity. Each of the goals represents a different view of an 
urban area. Decision makers with an economic focus view cities as production, 
consumption, innovation, and distribution centers. Those with an environmental 
focus see consumption of resources and production of waste as the major urban 
functions. Finally, from an equity perspective urban areas act as centers of 
conflict between social groups. Groups espousing each view compete with one 
another for resources, property, and power. As a result, finding the proper 
balance between these goals helps to resolve the conflicts and create 
sustainable development that Campbell (1996) defines as “green, profitable, and 
fair” (p. 298).  
Campbell’s (1996) ideal city balances the demands and objectives of 
multiple urban subsystems, but maintaining that balance requires social, 
economic, and environmental investment from several interacting groups. 
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Government represents one of the main groups discussed in the literature. Local 
government regulates the infrastructure and the services provided to residents 
(Shen et al., 2011) through two kinds of approaches (Scott, 2008). First, 
government combats negative urbanization issues with policy. Secondly, it 
enables people to pursue creative economic opportunities that require collective 
action. Urban policy balances physical, social, and economic factors to overcome 
the issues individual citizens often face, but cannot solve personally (Glaeser, 
2012). While governance represents one way to influence how people interact 
with one another and the surrounding urban structure, planners contribute to 
urban development by changing the physical environment within which systems 
interact.  
Effective urban planning increases accessibility, safety, and aesthetic 
qualities (Cozens, 2011), but not all individuals and groups agree on urban 
planning priorities. Urban planners, residents, professionals, and government 
officials work to balance available physical space into cultural, public, and 
corporate centers within an urban area (Larsen et al., 2011). Interacting and 
competing forces push the need for balance as decisions on urban development 
often reflect disagreement between several groups including politicians, existing 
firms, citizens, and economic development teams (Kimelberg, 2011). Urban area 
growth results from compromise between these groups, all of which focus on 
specific needs and benefits as opposed to the consensus goal of urban growth 
presented as the growth machine thesis (Molotch, 1976). Though the different 
groups come together due to a shared understanding of urbanization as 
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beneficial, the specific benefits and contributions required of community 
members differ greatly. 
Each urban area exhibits a different combination of the three planning 
priorities and balances their conflicts differently. Variance in goals, governance, 
structures, and society shape urban areas differently, leading to multiple urban 
area types, each of which require systems and strategies to meet their own 
specific needs.  
Urban Area Differentiation 
Until recently, urban planning and development literature has focused 
mainly on urbanization in general and the differences between urban and non-
urban areas or between groups within an urban area, but few authors discuss 
differences between urban areas. Though similar forces create and shape urban 
areas, the different balance of these factors lead to very different urban 
development patterns (Garcia et al., 2011). Garcia et al (2011) use growth at 
both the city and urban system level to highlight the important of researching 
differences between urban areas instead of just those between urban and non-
urban. Though urban areas share certain general characteristics, distinctions 
between urban areas allow researchers to better understand each area’s role 
within a greater economic network of a state or nation, as well as the best ways 
for businesses to act in and interact with that specific area. 
The need to differentiate between urban areas depends on the question 
asked. Crainic et al., (2004) for example, claim that their model for integrating 
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organizational and technological systems in Rome requires little adjustment to 
apply to several locations in North America and Asia. Storper and Manville 
(2006), also use urban area similarities in their research, pointing out that 
amenities offered in American urban locations often fall within a thirty-minute 
radius of the urban center. They then differentiate between the transportation 
systems used to reach the amenities, comparing the density of Manhattan and 
the sprawled geography of Los Angeles. Even though the areas offer the same 
amenities within a thirty-minute radius, consumers in Manhattan reach their 
destinations using public transportation or walking while those in Los Angeles 
require a personal vehicle. The distinction between a dense, pedestrian heavy 
area and a broader, vehicle based transportation system also affect certain 
psychological and cultural characteristics in urban areas (Park and Peterson, 
2010). For instance, residents of large, heavily crowded locations such as Sao 
Paulo or San Francisco often feel anonymous and inwardly focused, while those 
in the smaller surrounding towns see more open neighbors with a greater feeling 
of connection with one another. This finding not only reflects a difference in 
psychological characteristics, but also examines some of the physical factors 
associated with that variation. 
Several interacting subsystems create an overall urban system, and the 
way urban planners and populations balance each subsystem’s contribution 
creates a wide variety of urban areas within the global urban network. Campbell’s 
(1996) “planner’s triangle” and Park and Peterson (2010) interaction between 
physical and psychological aspects of urban areas reflect the need for research 
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on differences between urban areas. These differences in turn affect urban 
subsystems, including the logistics subsystem, which will be the focus of the 
dissertation. The following section provides a review of two theoretical bases, 
systems theory and contingency theory, which describe the interaction between 
the greater urban system and logistics subsystem. 
Theoretical Foundations 
Much of the urban logistics literature focuses either on solving a problem 
in a specific urban location or generalizing findings of research across all urban 
areas. Research between these two extremes would account for both 
commonalities and variance between urban systems, allowing for theoretical 
grounding and related prediction. Two theoretical perspectives, systems theory 
and contingency theory, bridge the gap between seeing all urban areas as 
identical and discussions of problems and solutions specific to individual urban 
areas without a generalizable component. The following sections briefly describe 
these perspectives and their applicability to urban logistics. 
Systems Theory 
As its name suggests, systems theory focuses on the characteristics and 
behaviors of a system, commonly defined as “a set of elements standing in 
interrelation among themselves and with the environment” (von Bertalanffy, 
1972, p. 417). Systems theory emerged from the work of Ludwig von Bertalanffy 
(1950), a biologist who viewed living organisms as systems that could be broken 
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down into specialized components, such as organs, each of which plays a role in 
the overall functioning of the body. Living organisms represent one of many 
hierarchical systems that begin at the subatomic level, where protons, neutrons, 
and electrons combine to form atoms, which in turn assemble into molecules. 
These lower level systems continue to aggregate into larger suprasystems, such 
as human beings, plants, and automobiles. These in turn come together to form 
societies, countries, economies, and ecosystems (von Bertalanffy, 1950; 
Boulding, 1956). Externally, all systems may appear as wholes or single units, 
but closer inspection reveals a complex collection of different subsystems. For 
example, from a distance, the urban system appears to be a single, solid unit, 
such as a skyline or a single point on a map, but upon approaching the area, 
several interacting components become visible.   
 System characteristics reflect the organization and interaction of 
subsystems, and the way in which component changes affect the overall whole 
splits hierarchical systems into two distinct groups. Systems in the first group 
develop through a summative process, in which identical or nearly identical 
components are added to an existing collection. Von Bertalanffy (1950) refers to 
such systems as “heaps” (p. 147). A heap of bricks grows when more bricks are 
added, changing the number of components and the weight of the heap, but 
having little effect on the bricks themselves. On the other hand, organismic 
systems, including urban systems, develop through a process called progressive 
segregation (von Bertalanffy, 1950), in which subsystems diversify and 
specialize, increasing system complexity. In such systems, the whole represents 
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more than the sum of the parts, and each part, though it may be understood in 
isolation, offers additional information when examined through its role in the 
greater system.  
 The interaction between component systems and the external 
environment advances a second opportunity for differentiation. Some systems, 
called closed systems, insulate themselves from the external environment, 
allowing no material to move into, out of, or through them (von Bertalanffy, 1950). 
Alternatively, open systems exhibit constant inflows and outflows that change the 
system’s components over time. The ability, or lack thereof, to interact with the 
external environment compels open and closed systems to behave differently in 
response to disturbances. 
 In both open and closed systems, disturbances move the overall system 
further from a preferred state, which von Bertalanffy (1950; 1972) and Boulding 
(1956) call equilibrium. The difference between open and closed system behavior 
reflects the way in which each type achieves and maintains an equilibrium state 
(von Bertalanffy, 1950). Closed systems, which preserve a consistent set of 
components and experience no external disturbances, eventually reach a time-
independent equilibrium, following the second law of thermodynamics  (von 
Bertalanffy, 1950). Open systems, on the other hand, continually share matter 
and energy with the external environment, and so never reach an equilibrium 
state characterized by uniformly distributed components with no material or 
energy movement (von Bertalanffy, 1972). In open systems, the focus instead 
becomes dynamic equilibrium (Johnson, Kast, and Rosenzweig, 1964) or steady-
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state (von Bertalanffy, 1950). A system may remain in a steady state even as 
matter and energy continue to move through it (Johnson et al., 1964), but 
imbalances in the entrance and exit of energy and matter force the system away 
from dynamic equilibrium.  
Urban areas in general, along with several urban subsystems, represent 
open systems as people, products, and information move into, out of, and 
through these areas. Highways offer a specific example of open urban systems. 
Vehicles enter and exit highways, which maintain a dynamic equilibrium, or a 
constant flow of traffic. This steady state remains until disturbances, including 
accidents, heavy traffic, or structural damage occur. In response to external 
disturbances, components of the system adjust, attempting to return to a steady 
state (von Bertalanffy, 1950). In the traffic example, adjustments include cleaning 
the scene of an accident, adding lanes to highways, or improving highway 
infrastructure. Therefore, system equilibrium, be it time-independent or steady 
state, acts as the objective of any system and the intended outcome of system 
behavior.  
 Unfortunately, maintaining dynamic equilibrium becomes increasingly 
difficult as complexity grows in open systems. As a result, open systems 
constantly move closer to and further away from the preferred state, creating 
three potential system trajectories (von Bertalanffy, 1950). In the first, a 
disturbance changes the system enough that the system moves away from the 
preferred state indefinitely; representing what von Bertalanffy (1972) calls an 
unstable trajectory. In the second, the system moves progressively closer to 
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steady state, but never reaches dynamic equilibrium, exhibiting an asymptotically 
stable trajectory. In the final, or neutral trajectory, the system remains near 
equilibrium, but never reaches the final preferred state (von Bertalanffy, 1972). 
Urban areas offer examples of each type of trajectory presented by von 
Bertalanffy (1972). In response to natural events such as hurricanes or 
earthquakes, or economic events like loss of industry, certain urban areas, New 
Orleans for example (http://www.datacenterresearch.org/data-
resources/katrina/facts-for-recovery/), suffer from temporary loss of stability, 
slowly recovering and reaching a near steady state. Other cities, such as Detroit, 
continually deteriorate (Storper and Manville, 2006). Finally, cities like Chicago 
and New York have remained near steady state consistently by adapting to 
changing cultures and environments (Storper and Manville, 2006). According to 
von Berlanaffy (1972), all systems fall onto one of these trajectories, but reach 
them through infinite potential combinations of components and behaviors.  
 Each component in a hierarchical system stands as a system in itself. 
With multiple interacting subsystems, each working to maintain its own preferred 
state, competition between components over available resources, such as matter 
and energy, lead to multiple potential system configurations (von Bertalanffy, 
1950). As a result, open systems follow the principle of equifinality (von 
Bertalanffy, 1950), in which several paths may lead to the same preferred state. 
A system’s response to disturbances reflects the behaviors of subsystems, and 
so dynamic equilibrium for a single system relies on several component systems 
reaching their own preferred final state. 
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In an urban system, equifinality offers increased flexibility, but also 
difficulty, as planners attempt to balance the economic, environmental, and 
equality goals (Campbell, 1996) sought by the many urban subsystems. Just as 
different systems seek different preferred states and their configurations 
contribute to suprasystem behaviors, distinguishing between urban areas 
requires an understanding of various urban subsystems. The different 
configurations of cultural, political, and economic components result in a wide 
array of possible urban types (Harris, 1943; Florida, 2002; Scott, 2006). As a 
result, no single, general configuration of components supports dynamic 
equilibrium for all systems (Talluri, Kull, Yildiz, and Yoon, 2013). Instead, certain 
factors influence local preferences and desired final states in individual urban 
areas. 
Contingency Theory 
Contingency theory focuses on the need for situation specific solutions 
(Longnecker and Pringle, 1978). This theory arises from an understanding that 
direct effects with no interaction fail to fully explain complex systems (Boyd, 
Haynes, Hitt, Bergh, and Ketchen, Jr., 2012). Considering only the direct effect of 
each element on the whole likens urban subsystems to bricks in a heap instead 
of interacting components of an organismic system (von Bertalanffy, 1950). From 
the contingency theory perspective, urban systems act as environments in which 
focal subsystems, such as the urban logistics system, operate.  The activities of 
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the urban logistics systems disturb other urban subsystems, which in turn react in 
an effort to return the urban system to equilibrium.  
Contingency theory focuses heavily on the interaction between specific 
organizations and their environments. In fact, Van de Ven, Ganco, and Hinings 
(2013) explain that using contingency theory involves solving a constrained 
optimization problem that seeks to enhance system performance by maximizing 
the fit between organizational components and environmental characteristics. 
Though previous research has attempted to simplify contingency theory to 
explain all situations in which multiple variables interact, the concept of fit (Drazin 
and Van de Ven, 1985) separates contingency theory from simple moderation 
hypotheses.  
 Fit, specifically fit between organizational strategy and the broader 
environment, lies at the core of contingency theory. Venkatraman (1989) 
presents six different perspectives of fit. These include fit as matching, 
exemplified by Fisher’s (1997) conclusion that efficient supply chain strategies 
match well with functional product environments while responsive strategies 
better fit innovative products (Fisher, 1997), along with fit as profile deviation, or 
the minimization of difference between a configuration’s outcomes and desired 
performance. A third form of fit, fit as gestalts, involves examining attribute 
configurations that may lead to an equilibrium condition (Venkatraman, 1989; 
Buttermannet al., 2008). The fit as gestalts concept, also called systems 
contingency theory (Venkatraman, 1989) or configuration theory (Van de Ven et 
al., 2013), measures fit by examining consistency between several strategic 
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factors and multiple corresponding environmental characteristics. According to 
contingency theory, maximizing system performance requires configuring 
controllable components and uncontrollable variables in a way that facilitates 
movement toward a steady state in an open system. 
Research Model and Hypotheses 
The level of fit between controllable and uncontrollable variables 
associates with the level of certain outcome variables, including performance 
measures (Johnson et al., 1964; Luthans and Stewart, 1977; Ginsberg and 
Venkatraman, 1985). Luthans and Stewart (1977) segment controllable variables 
into two categories, management and resource variables, each of which is 
discussed below. Combining these variables with performance criteria, the 
authors use the interactions between each pair to build a secondary set of 
variables, shown in Figure 1 below. These variables are then combined in a 
three-way interaction involving associated with performance at the firm level.  
The proposed research model, shown in Figure 2 adapts the framework 
presented by Luthans and Stewart (1977) to explain urban logistics system 
performance. Employing a contingent systems perspective, the model outlines 
the interactions between controllable and uncontrollable systems and the 




Figure 1. A summary of the variables and relationships in a contingency model of the 








Uncontrollable variables, often called environmental variables (Luthans 
and Stewart, 1977; Ginsberg and Venkatraman, 1985; Van de Ven et al., 2013), 
impact the organization, but fall beyond the scope of managerial control. At the 
firm level, these variables include federal legislation, supplier decisions, and 
technological advances. In an urban logistics system, these variables arise from 
the factors that originally led to a specific urban area’s development and include 
geographic, structural, political, and cultural factors. The environmental variables 




Resource variables, on the other hand, fall within the boundaries of the 
manager’s own system. These include the people, capital, and equipment 
available for use by a firm or manager (Johnson et al., 1964). Resource variables 
shift to environmental variables when they remain in the urban suprasystem but 
not the component system controlled by the focal manager or functional area. At 
the same time, environmental variables become resource variables when a 
manager gains control over them, often through purchasing or reassignment. 
Exact resource variables will be determined using data from qualitative case 
studies conducted as part of the dissertation, but include any components 




Management Decision Variables 
Management decision variables represent the control mechanisms used 
by a manager to influence resource variables (Luthans and Stewart 1977). These 
variables include the policies and practices that dictate the behavior or use of 
resources. As with resource variables, management decision variables for the 
dissertation will be established using qualitative case study data collected as part 
of the dissertation. These variables combine with resource variables to determine 
a firm’s logistics strategy. 
 
Logistics Strategy Variables 
Luthans and Stewart (1977) explain that the interaction of management 
and resource variables becomes a set of secondary variables, which they call 
organizational (Luthans and Stewart, 1977; Ginsberg and Venkatraman, 1985). 
With the firm as the focal system, organizational variables represent the state of 
the organization without the influence of the external environment. As the 
dissertation focuses specifically on logistics systems instead of organizations, the 
combination of resources and management decisions represent the behavior of 
the logistics system without accounting for the external environment. In this 
situation, the logistics system represents the environment in which managers 
behave and available resources influence management strategies. The 
combination of management strategies that control system behavior and the 
resource environment in which the behaviors occur becomes the logistics 
strategy that controls this component of the greater urban system. Therefore, 
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from a contingency theory perspective, there exist certain management 
strategies that better fit with the given resource environment, resulting in a 
preferred logistics strategy. 
 
H1: Given a resource structure (R) and a management strategy 
(M), there exists a preferred logistics strategy or sub-set of 
strategies (L) for the specific combination.  
 
Performance Criteria Variables 
 Unlike logistics strategy variables, performance criteria variables examine 
the influence of management decisions on the external environment and vice 
versa. Considering the multiple goals illustrated both by the Planner’s Triangle 
(Campbell, 1996) and the triple bottom line (Elkington, 1998), system 
performance involves multiple measures. The set of these measures in turn 
highlight the strategic objectives of the firm or system and allow managers to 
determine feasible decision and environment configurations. Even though 
environmental variables fall beyond the control of managers, management 
strategies indirectly influence the many subsystems that form the urban 
environment. Therefore management strategy represents the decisions that 
move the urban system closer to or further from steady state equilibrium. 
Management decisions with a high degree of environmental fit move the entire 
urban system closer to steady state equilibrium. Unfortunately, even when the 
overall urban system moves toward an equilibrium state, management strategy 
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may negatively affect certain subsystems. As a result, multiple performance 
criteria reflect firm objectives that relate to the different subsystems with an end 
goal of steady state equilibrium that limits negative logistics system impacts on 
any subsystem or group of subsystems.  
 
H2: Given a management strategy (M) and an environment (E), 
there exists a set of minimum performance criteria (PC) reflecting 
the objectives of a firm. 
 
Logistics System Performance Variables 
Finally, performance variables act as metrics that reflect the system’s 
ability to meet specific goals and objectives (Johnson et al., 1964; Luthans and 
Stewart, 1977; Ginsberg and Venkatraman, 1985). Performance variables 
indicate the level of fit present between logistics strategy and environmental 
variables measured against specific performance criteria. Logistics system 
performance represents the state of the system and its distance from a preferred 
state. Logistics system performance represents the level of fit between logistics 
strategy, consisting of controllable resources and the management decisions that 
influence controlling behaviors, and the uncontrollable external environment. 
Along with controllable and uncontrollable variables, performance criteria ensure 
balance between impacted urban subsystems. Therefore, the level of fit between 
controllable logistics strategy and the uncontrollable urban system environment 
reflects the overall ability of a logistics system to maintain a steady state, while 
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performance criteria in turn measure the influence of the logistics system on 
urban system equilibrium. 
 
H3: Given a resource structure (R), a set of management decisions 
(M), and a set of environmental characteristics (E), there exists a 
preferred logistics strategy or sub-set of strategies (L) that more 
positively associates with logistics system performance (LSP) as 
measured by specific performance criteria (PC) . 
Summary 
The above model combines systems theory (von Bertalanffy, 1950) and 
contingency theory (Van de Ven et al., 2013) to show that urban logistics 
systems belong to a larger urban environment consisting of multiple interacting 
subsystems. Logistics system performance reflects the fit between logistics 
strategy and these different subsystems. The section below outlines those urban 
area environmental characteristics that interact with logistics strategy to influence 
logistics system performance. 
Urban Environmental Characteristics 
 As contingency theory focuses on the fit between strategy and 
environment, an in-depth literature review uncovered four factors that 
differentiate urban systems and their potential influence on logistics strategy. 
These characteristics encompass variation in geographic, economic, and 
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government systems that interact with transportation and warehousing systems 
in urban areas. The four characteristics and their dimensions are described 
below. 
Typologies 
Regional specialization stands as one differentiating factor between urban 
areas, but other important characteristics reflect the variance between urban 
locations. According to the 2010 Census, the United States contains 486 
urbanized areas (U. S. Census Bureau, 2013). Not all urban areas share 
identical characteristics, making a single, general logistics strategy infeasible, but 
crafting a specific logistics strategy for each urban area would require extensive 
research in each location. As a result, a classification of specific characteristics 
that separate urban areas into groups becomes necessary. 
 Classification methods order entities into groups based on specific 
characteristics (Bailey, 1994). Typologies represent a specific form of conceptual 
classification. These tools use cells that allow researchers to compare and 
contrast concepts based on specific dimensions. These differ from taxonomies in 
that typologies utilize previously defined concepts while taxonomies, use data 
gathered through research to explore and organize concepts (Bailey, 1994). 
Typologies organize similar entities into “types”, often corresponding to cells in a 
table, in a way that maximizes the differences between types and results in an 
exhaustive list of types such that any entity studied fits within a cell. 
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 Organizing entities into types, along with other classification methods, 
offers several advantages to researchers. For example, Bailey (1994) describes 
classification as “the premier descriptive tool” (p. 12). By placing each entity into 
a specific cell in a table based on specific characteristics, researchers can 
compare different types side by side to determine differences and similarities. 
Typologies also offer the opportunity to reduce a complex set of entities, such as 
486 separate urban areas, into a smaller set of more manageable types. Finally, 
types offer a guide for empirical measurement. Researchers may choose a 
specific type as a basic criterion for measurement and then examine other types 
by their distance from the original based on specific dimensions. 
 In the case of urban areas, certain characteristics associated with the 
logistics system, though not necessarily controlled by its members, combine to 
form different urban area types, each of which associates, in turn, with logistics 
strategies. The process for creating the original typologies follows the 
recommendations outlined by Bailey (1994). 
The process for creating typologies begins with outlining proposed groups, 
or types. Bailey (1994) presents two methods for determining the number and 
dimensions of types. The first, “substruction”, involves taking a small number of 
types and adding dimensions to create additional cells. Alternatively, reduction 
takes a full typology and eliminates cells by combining separate, but similar, 
types. The dissertation uses a form of substruction, beginning with a single cell 
containing all urban areas and then adding dimensions to separate these areas 
into smaller groups. 
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 Though the dissertation begins by building a conceptual typology, the 
research will result in an operational typology (Bailey, 1994). Operational, or 
indicator, level typologies combine conceptual and empirical levels of 
classification, resulting in conceptual types with measurable differences. Indicator 
typologies can begin with either conceptual or empirical level typologies and 
adjusted to integrate the other level. In the case of the proposed urban area 
typology, the research begins with a conceptual breakdown of important urban 
characteristics, then will examine specific cases in-depth to determine how to 
empirically measure the differences between each. 
 To begin building the conceptual typology of urban area characteristics, 
previously defined typologies and dimensions offer insight into methods for 
classifying urban areas. As typologies represent tools for better understanding 
and/or defining differences and similarities between urban areas, the typologies 
proposed below began with a literature search for existing dimensions used to 
classify urban areas. Similar to constructing items for measurement of 
constructs, existing tools offer a basic starting point for an urban area 
classification, but require some adaptation to fit the purpose of the research 
(Churchill, 1979). The existing typologies examined served researchers focusing 
on economic, geographic, and political topics. The proposed typology adapts 
previously developed typologies, but adapts certain dimensions to focus on 





In urban areas, groups of people come together to share their resources 
and talents with a community of others (Park and Peterson, 2010). Urban areas 
share local resources with one another through national and global networks. As 
a result, interconnected urban areas capitalize on regional specialization where 
possible, while also seeking to gain external resources from one another. 
Desrochers and Sautet (2008) propose that regional specialization in either or a 
specific good or family of goods creates a relative advantage for producers in 
that area through reduced opportunity costs.  The authors cite the seminal 
research of Rogers (1884), who studied multiple localized economic activities in 
13th century Britain. Regional specializations identified by Rogers included 
education at Oxford, razors in Leicester, and blanket in Bligh. These regional 
specializations allowed producers to concentrate their knowledge and expertise 
on specific resources and outputs, exchanging with other specialized groups in 
different locations to acquire the important products and resources not available 
in their own. 
 
Functional Classification (Harris, 1943) 
The economic activities of an urban area represent one common factor 
employed to differentiate urban areas. Using two different data types from the 
1930 census, Harris (1943) presented an urban area typology based on the main 
economic functions of different cities in the United States. First, to gather 
 
 62 
occupational data, the surveys asked citizens of large American cities (population 
of 25,000 or more) to identify where they work. The reported jobs were then 
grouped into ten categories.  Harris (1943) avoids using occupational data 
because it provides incomplete information on employment, especially in the 
manufacturing and trade industries, which, at the time, constituted the two main 
functions of American cities. Employment data, on the other hand, is extracted at 
the firm level by counting the number of employees in each company and 
grouping the firms by function. Harris (1943) used employment figures because 
they offered information on “only true industrial establishments and since they 
separate retail and wholesale trade” (p. 87).  
 After choosing employment over occupational figures, Harris (1943) 
determined the percentage of total employment in each location’s basic 
economic functions (Alexander, 1954) in order to assign cities one of ten groups: 
manufacturing, retailing, diversified, wholesaling, transportation, mining, 
education, resort or retirement, and others (Harris, 1943). Overall, 44 percent of 
American cities with a population over 25,000 and 43 percent of cities with 
populations between 10,000 and 25,000 fell into the manufacturing type, based 
on this scheme as applied to the 1930 census. On the other hand, the country’s 
largest cities, including New York and Chicago, fall into the diversified cities 
category. Diversified cities include well-developed trade and manufacturing 
activities, but neither stands as the area’s dominant industry (Harris, 1943).  
Harris (1943) serves as a starting point for a more modern urban area typology. 
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 Several factors presented by Harris (1943) contribute to the proposed 
logistics based urban area typology. First of all, Harris (1943) employs US 
census data, which updates every ten years, and allows for comparisons 
between not only different urban, but also the same area over time. The original 
typology also offers a functional classification of different cities with multiple city 
types and explanations of the employment characteristics of each. On the other 
hand, the United States has gone through extensive economic and cultural 
changes since the publication of the Harris (1943) framework. Therefore, the 
dissertation adapts the original framework to fit more modern urban areas.  
The American economic landscape has changed dramatically since the 
publication of the Harris (1943) typology, and the main economic functions of the 
United States have changed dramatically since the 1930 census. Harris (1943) 
focused heavily on manufacturing, retail, and wholesale, as these were the main 
economic activities carried out in American urban areas at the time, but also 
listed transportation centers, resort and retirement towns, university towns, and 
political capitals as potential city types that reflect more intellectual or emotional 
products. In recent years, urban areas have grown more through such 
knowledge and service activities than manufacturing (Boix and Trullen, 2007). 
Scott (2006) points out that growth in urban areas comes from high-tech and 
cultural products, along with financial services, have created a “new economy” 
rooted more in innovation and ideas than physical products. For these reasons, 
though employment figures show that manufacturing and trade centers still exist 
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in the United States, the Harris (1943) typology must be amended in order to 
include urban areas focused on ideas and innovation.  
 
Integration of the Creative Class (Florida, 2002) 
A second typology uses updated census employment data and integrates 
what Scott (2006) would later call the cognitive-cultural dimension into a new 
urban area type not presented by Harris (1943). Between 1950 and 2000, 
knowledge and ideas became a source of economic power (Florida, 2002), and 
so the number of creative jobs began to overshadow manufacturing and service 
occupations in several urban areas. Florida (2002) presents a new typology 
using employment data from the Bureau of Labor Statistics and based on urban 
area class breakdown instead of major economic functions. Unlike Harris (1943), 
Florida (2002) considers both the basic and non-basic economic activities in an 
urban area as sources of information for the typology. The author distinguishes 
between three different urban area types: Creative, Working Class, Service Class 
and a fourth type, Agricultural, which describes more rural areas. An urban area 
falls into a specific type when more citizens fall into one class than the other two. 
 The new “creative class” (Florida, 2002, p. 8) includes people employed in 
engineering, arts, business and finance, and high-end sales and sales 
management occupations. Locations like the New York Region, Washington, 
D.C., and the San Francisco Bay Area all attract talented creative people looking 
for places to live and work, granting firms large pools of potential innovative 
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employees. Intangible resources make up the main output of these areas, with 
many employees focused on creating new ideas and innovating.  
On the other side of the continuum, Working Class areas employ more 
people in areas like transportation, production, and construction. Working Class 
locations reflect the traditional American urban areas of the first half of the 
twentieth century, where employees clustered in areas with access to important 
natural resources or transportation lanes and remained with specific 
organizations throughout their entire careers (Florida, 2002). Working Class 
locations rely on physical production and movement throughout the national and 
global network.  
The third urban area type deals with both tangible and intangible products, 
but instead of moving those products out of the area, they bring customers in. 
Service Class centers also represent traditional American urban economies 
(Florida, 2002), with most of the workforce in food preparation and service, low-
end sales, and administrative support occupations. These locations focus on the 
service professions, and so provide the physical and non-physical products and 
resources created in the other two urban area types. These locations, similar to 
creative urban areas, lack large production facilities, but require finished products 
or components provided by the Working Class or Agricultural centers.  
Florida’s (2002) typology both simplifies and expands upon that of Harris 
(1943), grouping urban areas into three types instead of ten and focusing on all 
employment data, including the industries used to support the areas main 
economic functions. Though Florida (2002) differentiates locations based on 
 
 66 
employment and uses that information to draw conclusions about culture and 
economy, the types also reflect different product and transportation needs and 
therefore affect the area’s logistics system. 
  
Individual Function Classification (Duranton and Puga, 2005; Audretsch, Falck, 
and Heblich, 2011) 
The most recent industry related typology begins with the work of 
Duranton and Puga (2005). The authors differentiate urban areas based on the 
function citizens perform within organizations. In the latter half of the twentieth 
century, in response to new business models that sought to leverage 
specialization of work, firms began to separate certain functions into different 
geographic areas, such that a single firm might locate (for example) production 
facilities in one location and engineering and design offices in a completely 
different location (Durnaton and Puga, 2005). As a result, urban agglomeration 
became more a matter of the role of an area’s citizens within the firm and less 
about the firm’s main output. Since 1950, the management and production 
functions of the firm have become increasingly distant geographically, leading to 
a geographic disconnect between urban areas producing tangible goods and 
those producing ideas (Florida, 2002). As a result, Duranton and Puga (2005) 
present three types of urban areas: those supporting firm headquarters, those 
supporting production facilities, and those supporting integrated firms. This 
typology, similar to Florida (2002), uses citizens instead of firms to determine 
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which urban areas fall in which groups, but focus on roles within the firm rather 
than within the overall community.  
 Later literature further confirms the use of geographically separate firm 
functions in comparing urban areas. Using data from German manufacturing 
firms, Audretsch, Falck, and Heblich (2011) support the three city types outlined 
by Duranton and Puga (2005), naming the areas housing headquarters urban 
agglomerations, production centers “industrial agglomerations”, and areas that 
combine both production and management “industrial districts”. The authors not 
only confirm the work of Duranton and Puga (2005), but also offer a more in 
depth analysis of the benefits and costs creating a spread out firm with separate 
locations for main functions. 
 Both Duranton and Puga (2005) and Audretsch et al. (2011) outline three 
city types based on functional specialization within a firm. Once again, for the 
purposes of the dissertation, the dimensions presented offer insight, but require 
adaptation, as using the distinction between products and ideas as the major 
output of urban areas offers an incomplete picture in the area of logistics. In an 
urban agglomeration, where little to no manufacturing takes place and outputs 
are intangible, most transportation and warehousing functions serve non-basic 
industries, or those that support the main economic activities of the urban areas 
(Alexander, 1954). Industrial agglomerations require the same logistics support 
for non-basic functions, but also inbound and outbound flows resulting from 
basic, or primary, economic activities. Therefore, from a logistics standpoint, 
integrated industrial districts and industrial agglomerations combine into a single 
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group where both basic and non-basic activities require complex logistics 
systems. 
 Compared to Harris (1943), Duranton and Puga (2005) presents a simpler 
model for logistics study, differentiating only between heavy industry and a non-
product-based economy, but excluding a potential third type of urban area with 
specific logistics implications. Harris (1943) offered several other urban area 
types that differ by industry, but discriminates between urban environments that 
affect logistics systems and strategies identically. An urban area typology 
focusing on logistics factors should fall between these two extremes.  
Florida’s (2002) typology occupies middle ground between Harris (1943) 
and Duranton and Puga (2005) presents three urban area types and a method 
for classifying urban areas based on workforce mix. Florida (2002) focuses on 
differences in class, but those differences reflect three urban systems, each with 
different populations, product types, and transportation and storage needs. 
Working class locations (Florida, 2002), corresponding to manufacturing and 
mining cities (Harris, 1943), require large amounts of raw materials and 
equipment to produce finished products, which can then move to other areas in 
the network. Service class areas (Florida, 2002), on the other hand, closely relate 
to retail and wholesale centers (Harris, 1943) with customers living in or travelling 
to the area and consuming products on location. With a focus on restaurants and 
retail stores instead of production facilities, service areas engage in exchange 
activities more than those of heavy industry areas. Finally, creative class centers 
(Florida, 2002), or cognitive-cultural locations (Scott, 2006), focus heavily on 
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intangible products, with non-basic economic activities (Alexander, 1954), 
instead of the main function of idea production, affecting physical movement and 
storage. These three urban area types (Florida, 2002) can be adapted to offer a 
framework for classifying urban areas based on their logistics needs. 
 
Proposed Dimensions 
Just as different resources and urbanization forces led to different urban 
area specializations, Desrochers and Sautet (2008), urban specializations 
associate with diverse product movement and storage needs. As a result, urban 
areas vary by their industrial profiles and logistics strategies differ in response to 
the specific locations demands and environments.  
Following the work of Florida (2002), one can classify urban areas into 
three separate types based on industry profile: heavy industry, exchange 
industry, and cognitive-cultural industry. Each of these industry profiles reflects 
different product movement and storage needs, and therefore different logistics 
systems. As done by Harris (1943), Florida (2002), Duranton and Puga (2005), 
and Audretsch et al. (2011), the dissertation utilizes an urban areas economic 
input and output data offered by the Bureau of Economic Analysis 
(http://www.bea.gov/industry/io_benchmark.htm) to differentiate between urban 
areas by industry type. Each of these types exhibits different qualities that affect 






 The working class contained the majority of American citizens in the first 
half of the twentieth century (Florida, 2002), reflecting the physical production 
and trade economy of the United States at the time (Harris, 1943). As a result, 
many urban locations grew because of their proximity to customers or suppliers 
(Glaeser and Kerr, 2009). Often, founders would locate cities and towns near 
either natural resources or transportation networks in order to reduce the 
transportation time needed to reach suppliers or end users of products and 
services (Pitts, 1965). An area’s location and surroundings offered agglomeration 
opportunities by attracting laborers in specific industries and gaining economies 
of scale (Storper and Manville, 2006). Agglomeration and local resources 
contributed to the growth of heavy industry locations into the major urban areas 
of the early to mid 1900s. 
 The resource profiles of heavy industry areas in turn affected other area 
characteristics. Heavy industry, though once the dominating force in most large 
American cities (Harris, 1943), has moved into smaller, highly specialized urban 
areas (Audretsch et al., 2011). These locations often produce little innovation, 
and instead focus on producing tangible goods (Audretsch et al., 2011). Most 
laborers in these areas engage in repetitive activities for which they have been 
trained and less on the creative functions associated with other urban area types 
(Florida, 2002).  
 Some researchers further sub-divide heavy industry locations. For 
example, Harris (1943) differentiates between two types of manufacturing cities 
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(M and M’) based on the percentage of the workforce represented by the 
manufacturing industry. Harris (1943) also differentiates between manufacturing 
cities and mining towns, much like Florida (2002) differentiates between the 
Working and Agricultural classes. Another distinction between heavy industry 
towns separates those involved in the production of final products and those 
producing components, or numeraire goods (Black and Henderson, 1999). 
Though these distinctions may be important in differentiating certain economic or 
cultural characteristics of urban areas, all of these areas require large amounts of 
raw materials, equipment, and storage for finished products, and therefore similar 
logistics systems.  
 Heavy industry areas include those areas in which the majority of the 
workforce falls within manufacturing, extraction, and transportation jobs (Harris, 
1943; Florida, 2002). Examples of heavy industry urban areas include Gary, 
Indiana; Detroit, Michigan; and Lincoln, Nebraska. 
 
Exchange Industry 
Exchange industry locations reflect a shift in the American economy from 
production to consumption and in American urban areas from manufacturing to 
retail locations (Kärrholm, Nylund, and Prieto de la Fuente, 2014). In exchange 
industry areas, even though the basic economic activities connect the region with 
the wider American and global network (Alexander, 1954), those activities are 
often performed within the urban area with consumers approaching the area itself 
instead of firms transporting finished goods to customer locations. Along with a 
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shift in existing urban areas from manufacturing to retailing, areas like Las Vegas 
grew not due to resource availability, but service class professions like the 
tourism and hotel industries (Florida, 2002). Exchange locations focus heavily on 
offering end customers products and services.  
Exchange industry areas represent locations in which product and 
resource trading occur. Exchange industry locations often rely on service class 
(Florida, 2002) employees working in retail or food service occupations. As a 
result, exchange industry areas host a large service class (Florida, 2002) and 
include not only retail locations, but also tourism destinations. These areas rely 
on suppliers to provide finished or near finished products and customers to locate 
in the area to receive products and services. The logistics system supporting 
exchange areas focuses heavily on finished product storage and small quantity 
sales more so than the large amounts of raw materials and finished products 
moving into and out of heavy industry locations. 
 Exchange industry areas include those areas in which the majority of the 
workforce falls within retail, tourism, and food service related jobs (Harris, 1943; 
Florida, 2002). Examples of exchange industry urban areas include Shreveport-
Bossier City, Louisiana; Asheville, North Carolina; and Cheyenne, Wyoming. 
 
Cognitive-Cultural Industry 
The cognitive-cultural industry only recently appeared in the literature 
(Daniels and Bryson, 2002; Florida, 2002; Scott, 2006; Bayliss, 2007) reflecting a 
new functional shift in the American economy, from manufacturing to service to 
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creativity (Florida, 2002). In fact, Chapain and De Propis (2009) assert that the 
creative economy only became an economic focus for the United States in the 
early 2000s, when companies started to combine knowledge and technical 
abilities with the talent and creativity required to succeed in cognitive or cultural 
industries. As firms depend more and more on the combination of creativity, 
knowledge, and production, the different spheres of knowledge creation, 
knowledge application, and production separate into clusters one of which, 
cognitive-cultural, includes activities like R&D, advertising, and brand 
management, the main source of profitability for many firms in the creative 
economy (Daniels and Bryson, 2002). Cognitive-cultural urban areas offer 
concentrations of experience and innovation that enhance a firm’s competitive 
position in a knowledge- or creativity-based economy (Chapain and De Propis, 
2009). 
Along with the cognitive dimension, culture has become an increasingly 
important urban characteristic as talented and creative people seek not only 
working conditions that support innovation, but also exhilaration outside of the 
company (Florida, 2002). Bayliss (2007) points out that culture contributes to an 
areas ability to attract tourists, investors, and laborers, which has even led to the 
regeneration of some previously run-down locations. This concentration of talent 
and creativity also allows for the creation of newer industries focused on 
intangible products (Chapain and De Propis, 2009) as well as knowledge 
spillovers and cross-pollination of ideas (Desrochers and Sautet, 2008). With 
intangible outputs, logistics systems in cognitive-cultural areas meet the 
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demands of non-basic industries, like grocery or hardware stores, restaurants, 
and maintenance and custodial services. These areas require the materials and 
equipment necessary for those support functions, but little movement or storage 
capability for their basic economic activities. 
Cognitive-cultural industry areas include those areas in which the majority 
of the workforce falls within jobs including computer programming (Bayliss, 
2007), research and development (Daniels and Bryson, 2002), and business and 
finance occupations (Florida, 2002), among others. Examples of cognitive-
cultural urban areas include Washington, DC; Boston, Massachusetts; and Las 
Vegas, Nevada. 
Modal Diversity 
In addition to industry type, which dictates the form utility of desired supply 
chain offerings, it is important to consider the characteristics of an urban area 
that foster exchange relationships, i.e., time and place utility. With respect to the 
latter, an area’s modal profile acts as a driver of urban interconnectivity by 
allowing access to certain transportation modes, but not others. Modal profile 
affects the firm or transportation provider’s ability to capitalize on the strengths of 
different modes and equipment. Over time, urban areas in the United States 
have exhibited increasingly diverse modal profiles, highlighting a shift from a 
transportation network built around a single, dominant mode, to a complex, but 
flexible, system.  
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The American landscape has changed dramatically over the past two 
hundred years. Colonists relied on horses and wagons to move products and 
people from one area to another, and many large cities reflect the non-motorized 
transportation used (Robertson, 2001). At the time, major transportation hubs 
grew because of their access to the main water transportation lanes (Pitts, 1965; 
Fujita and Mori, 1996). Over time, land transportation in the form of railroads 
became a dominant factor in location decisions for people and firms (Taylor, 
1967). In the 1950’s, the American interstate highway system allowed trucks to 
move within and around urban areas throughout the country (Garrison, 1960). 
Finally, air transportation changed networks throughout the world and urban 
areas saw another development with airports locating in major economic and 
commerce centers (Freestone, 2009). For some urban areas, like Chicago (Hull, 
2012), all of these different modes of transportation became part of the urban 
logistics system, but for others, one mode dominated the local economy.  
As the national transportation system evolves, urban areas that remain 
focused on a single mode offer little to no accessibility to newer forms of 
transportation. Accessibility therefore becomes a metric in determining an urban 
areas overall modal diversity. To examine the differences in accessibility for 
different modes of transportation, Lim and Thill (2008) recommend counting the 
number of locations with which that mode of transportation enables a firm’s ability 
to interact. Gonzales, Geroliminis, Cassidy, and Daganzo (2010) give an 
example using personal vehicles and counting the opportunities for activities, 
including shopping and employment, reachable by a person within time and 
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financial constraints. In terms of freight movement, two forms of accessibility 
should be considered. The first form encompasses accessibility to final 
destinations, such as retail locations or warehouses. The second form of 
accessibility includes access to the overall urban area. The first involves 
movement within the urban area itself, what some call last mile movement 
(Boyer, Prud’homme, and Chung, 2009), while the other involves access to the 
urban area from other locations.  
   
Proposed Dimensions 
Unimodal 
Unimodal urban areas rely heavily on a single mode of transportation to 
move freight. In many unimodal locations, motor carriers enjoy more access than 
all other modes (Lim and Thill, 2008). In these instances, the transportation 
system supports freight, public transportation, and personal vehicles, all of which 
share the same roads (Gonzales et al., 2010) instead of an intermodal network 
with railroads or waterways connecting locations throughout the area (Lim and 
Thill, 2008), which negatively affects access. Logistics systems in unimodal 
areas force all products into a single mode of transportation and all production, 
storage, and customer facing facilities to build in access for that specific mode 
and no other. This enables some level of standardization and reduces the need 
for additional touches or moves from one vehicle to another, but also limits the 
ability to capitalize on the benefits of other modes.  
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Unimodal urban areas include those areas in which accessibility is limited 
to a single mode of transportation. Unimodal areas in the United States, as in 
many developed countries, rarely sustain this characteristic, quickly expanding 
their offerings to accommodate other modes. Therefore, for the purposes of the 
dissertation, unimodal serves as one end of a continuum representing multiple 
potential modal profiles. Examples of unimodal urban areas include Boulder, 
Colorado; Lansing, Michigan; and Rapid City, South Dakota. 
 
Multimodal 
 Multimodal areas have adjusted their structures as the transportation 
system grew in complexity. These areas offer access to at least two main modes 
of transportation. For instance, Chicago serves as a meeting point for several 
motor, rail, air, and water transportation networks (Hull, 2012). As a multimodal 
urban area, Chicago’s structure lets all four of the major transportation modes to 
interact, but still allows single modes to move products door-to-door without 
switching from one vehicle to another (Lim and Thill, 2008). To connect different 
modes and networks, multimodal areas require transportation systems with more 
flexibility and complexity that unimodal areas. Facilities in these areas offer 
access to different combinations of motor, rail, water, and air carriers and 
decisions regarding one form of transportation may need to account for factors 
affecting others.  
Multimodal urban areas divert freight from one network onto others, 
reducing congestion and delays on each, but also requiring heavy investment 
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from local government and businesses (Dinwoodie, 2006). Allowing access to 
more than one type of vehicle also allows local firms to take advantage of each 
mode’s strengths in order to increase customer service and/or efficiency. For 
instance, by controlling and maintaining their own right-of-way, railroads in urban 
areas decrease the effects of traffic, repair lags, and delayed maintenance found 
on road systems in highly populated areas (Erickson, 2001). As urban 
populations grow and supply chains become increasingly complex, multimodal 
areas spread logistics services across multiple transportation systems (Lim and 
Thill, 2008) and gain the benefits of each mode (Erickson, 2001). 
Multimodal urban areas include those areas in which multiple modes of 
transportation gain access to customers. Not all multimodal areas offer access to 
every major mode of transportation, but for the purposes of the dissertation, 
multimodal areas represent a single category. Future research should look into 
the effects of specific combinations of modal offerings on urban logistics. 
Examples of multimodal urban areas include New Orleans, Louisiana; New York 
City, New York; and Houston, Texas. 
Clustering Profile 
Introduction 
Urbanization involves concentrations of people and structures within a 
specific geographic area, but the level of concentration varies from place to 
place. Portnov and Schwartz (2009) define an urban cluster as “a group of urban 
settlements located within commuting range of each other, which include major 
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cities, or alternatively, is formed by localities of a similar size” (p. 288). Urban 
sprawl balances forces of agglomeration, which bring people and activities closer 
together, and dispersion, which separate them (Abdel-Rahman and Wang, 
1995). These agglomeration and dispersion forces in turn create clusters within 
urban areas. With regard to urban sprawl, three typologies exist focusing on the 
number and intensity of concentrations within an urban area. Each of these 
typologies serves a different research purpose, but all three focus on urban 
clustering and resource sharing within an urban area. 
 The earliest typology (Abdel-Rahman and Wang, 1995) explains the 
differences between core and periphery urban areas. The core, with a higher 
concentration of people and economic activity within a relatively small geographic 
area, often houses high-tech manufacturing and a highly skilled labor force. Low-
tech, low-skilled economic activities, like food production, often occur in the 
periphery, a wide geographic area surrounding the core. Abdel-Rahman and 
Wang (1995) use the ratio of the core to the periphery to differentiate between 
urban areas. The core to periphery ratio affects factors like land availability, 
customer location, and traffic, but other aspects of urban sprawl also affect urban 
logistics systems.  
 A second typology classifies urban areas as either a core or periphery 
instead of viewing the two as components of a single area (Portnov and Wellar, 
2004). The authors distinguish between dense urban clusters, like Montreal, and 
more scattered, or periphery, locations such as Edmonton. According to Portnov 
and Wellar (2004), core areas, where 95% of the workforce commutes no more 
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than 60 km (about 38 miles), allow resource “spillover” throughout the urban 
area. In a core location, resource sharing between sub-divisions of the overall 
urban area occurs more efficiently and effectively. On the other hand, in 
periphery areas, where the same 95% threshold expands to 100 km (about 62 
miles) of the center, sharing between urban sub-divisions becomes more difficult 
and requires greater investment in order to cover the wide area between 
interacting groups. 
 Finally, Glückler (2007) presents three levels of sprawl in urban clusters of 
firms. The first, global bridging, consists of a single, dense cluster of firms 
connecting with other, geographically distant, dense clusters. The second type, 
local bridging, entails a single large cluster with multiple smaller clusters 
anchored at different centers. Finally, with local brokering, several small firms 
with few connections to one another cover a wide geographic area and connect 
with distant, larger clusters. The distance between firms and clusters affects the 
consistency and time of last mile deliveries (Boyer, Prud’homme, and Chung, 
2009). As with transportation networks, urban areas exhibit different levels of 
clustering and sprawl, which in turn affect each area’s demand, transportation, 
and storage characteristics.   
 Recently, a fourth typology uses four factors to classify urban areas into 
two groups. Using Korean urban areas, Nam, Lim, and Kim (2012) outline two 
groups based on urban area population, population density, the degree to which 
people are uniformly distributed throughout the area (distribution), and whether 
the urban area centers around one core or several (cluster). According to the 
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researchers, Korean urban areas are either large, dense, uniformly distributed, 
and monocentric areas (representing metropolitan areas in Korea), or small, 
sparse, unequally distributed, and widely dispersed areas. These four factors 




Single clustered locations exhibit large concentrations of resources and 
potential employment opportunities (Portnov and Schwartz, 2009), which in turn 
enhance population growth, supply, demand, and transportation network 
complexity. These areas show high rates of population growth (Portnov and 
Schwartz, 2009), which can in turn increase uncertainty in the logistics system. 
At the same time, Boyer, Prud’homme, and Chung (2009) demonstrate that 
heavily clustered customers require less overall transit time and therefore allow 
for tighter time windows in a logistics system. These two conflicting factors, 
clustering and complexity, each affect the logistics system differently. 
 Clustered urban areas include those areas with high population density, a 
single urban center, and a relatively uniformly distributed population. Examples of 







Multi-cluster urban areas offer many of the same benefits of single cluster 
locations. The increased density and population centers that provide logistics 
efficiency (Boyer et al., 2009) and employment opportunity concentrations 
(Portnov and Schwartz, 2009), but they are located in multiple centers throughout 
the urban area. As a result, the benefits of concentration may be reduced relative 
to a single cluster location. At the same time, providing multiple centers 
throughout the urban area may also reduce the impact of density and congestion 
on other clusters throughout the area. 
 Multi-cluster cities are those with multiple major activity or population 
centers separated by areas of significantly lower population density. Examples of 
multi-cluster urban areas include Los Angeles, California; Dallas-Fort Worth, 
Texas; and Miami, Florida. 
 
Sprawled 
In highly sprawled urban areas, distance between firms or small clusters 
makes interaction more difficult and time consuming. Where clustered areas 
often grow due to the urban core spreading out from a central point, sprawled 
areas either incorporate into larger cluster or grow with the establishment of new 
population centers that support the work of a small group (Portnov and Schwartz, 
2009). As a result, sprawled areas change more dramatically than their clustered 
counterparts. Abdel-Rahman and Wang (1995) show that sprawled, or periphery 
areas, often house unskilled labor and low-tech industries. As a result, sprawled 
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areas serve a lower-skilled population with different demand patterns than those 
in clustered locations.  
 Sprawled areas include those areas with a low population density and a 
non-uniform population distribution around several small urban centers. 
Examples of sprawled areas include Atlanta, Georgia; Little Rock, Arkansas; and 
Bismarck, North Dakota. 
Network Centrality 
Introduction 
The national logistics network, consisting of motor, water, air, and rail 
lanes, along with storage facilities, connects American urban areas, allowing 
interaction between cities through product and resource exchange. Gluüückler 
(2007) breaks these networks down into dyadic relationships between separate 
urban areas and examines the selection, retention, and dissolution of 
connections between firms. The research labels interaction a scarce resource 
and shows that a firm investing interaction resources expects external resources 
from partners. From a logistics perspective, the interaction resources invested 
involve some level of control over the flows between locations. For example, port 
cities gained prominence due to their access to an important resource, water 
transportation lanes (Fujita and Mori, 1996), which were, at the time, the most 
efficient flows between non-port cities. This made port cities a favored 
intermediate connection between their landlocked counterparts (Pitts, 1965). An 
urban area that controls access to major transportation lanes also controls the 
 
 84 
flows that move through the lane from one location to another (Freeman, 1979). 
Therefore, network centrality, as a measure of an urban area’s ability to control 
flows and connect periphery locations, becomes a source of competitive 
advantage and increased logistics capacity and needs.  
 Neal (2011) presents three different types of network central locations. 
Primate cities included the earliest transportation and economic centers in the 
United States, including New York and Chicago. These areas have maintained 
some level of network centrality over time. Alternatively, the offline metropolis 
once occupied a role as a network central area, but over time grew increasingly 
isolated instead of adapting and maintaining the central position. Finally, wired 
cities, such as Miami, have only recently gained positions as network central 
cities due to an increase in power through added importance of existing urban 
resource or the creation of new ones. 
 Neal’s (2011) differentiation between current and former network central 
areas illustrates the main dimensions used in the current research. Though all 
three types enjoyed a central position in a transportation network at one point in 




 Two of Neal’s (2011) types exemplify network central locations. Both 
primate and wired cities enjoy central positions in logistics networks, with a 
relatively high number of flows through them. Primate cities often grew because 
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access to resources made them manufacturing and transportation hubs (Fujita 
and Mori, 1996). As the world’s transportation systems changed, many of these 
locations remained important in networks throughout the world due to lock-in 
effects (Fujita and Mori, 1996) and adaptation (Neal, 2011). These areas became 
so powerful, in fact, that improving connections between central urban areas and 
less central, less powerful, locations allows the central area to pull resources 
from the other urban centers (Fujita and Mori, 1996).  
 In logistics networks, central locations control product flows. These areas 
act as intermediaries between multiple nodes in the network (Freeman, 1979) 
and act as an intersection point for other sub-networks (Hull, 2012). Multiple 
intersecting networks introduce complexity into the transportation and storage 
systems in network central areas, but navigating these areas properly increases 
control of flows and offers a competitive advantage as well.  
 Network central areas act as an intermediate points between several other 
nodes in a logistics network (Freeman, 1979). By determining the geodesics, or 
the shortest possible link between two nodes, for all points in a network, 
centrality can be measured by counting the number of times a specific urban 
area acts as an intermediary on the shortest path between two nodes. Examples 
of network central urban areas include Chicago, Illinois; Dallas, Texas; and 





Network periphery urban areas control fewer flows than their central 
counterparts. These areas often represent the beginning or end nodes in a 
network, with most flows either emerging from or terminating at the specific area 
instead of moving through it (Freeman, 1979). Network periphery locations 
directly connect with very few other locations, and usually send products through 
intermediate locations to reach other network periphery locations (Fujita and 
Mori, 1996). As a result, these urban areas appear in fewer interacting 
transportation networks and often have fewer and less diverse products coming 
in and going out. 
 Network periphery areas fall onto fewer geodesics in the overall 
transportation network (Freeman, 1979). After determining all shortest path 
connections between urban areas, the number of connections stemming from a 
network periphery area is less than the number of connections stemming from its 
average dyadic counterpart. Examples of network central urban areas include 




CHAPTER III - METHODOLOGY 
Introduction 
The literature review facilitated the development of the urban area 
typology presented in Chapter Two. The two research studies presented below 
will provide further detail on the urban area types and associated logistics 
strategies, then test the hypotheses listed above. In Study One, the researcher 
utilized a case study method to reveal the different logistics strategies firms 
employ in urban areas based on dimensions from the urban area typology. 
Based on the findings from the case studies, the researcher employed a 
simulation model to test the fit between the environmental characteristics listed in 
the urban area typology and the strategies and performance criteria collected in 
Study One. 
Study One: Case Study 
Case Study Process 
Case study research works well in contemporary situations when the 
researcher cannot control system behaviors (Yin, 2014). This method allows the 
researcher to conduct an in-depth examination of a complex phenomenon and its 
components when few, or no, previous studies on the phenomenon exist (Barratt 
and Barratt, 2011). Yin (2014) outlines a six-phase, iterative case study research 
process (see Figure 3). This section discusses the process in general; followed 
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by the “Methodological Approach of This Research” section, which explains the 




Figure 3. Case study process (Yin, 2014) 
 
 
Case study research begins with a planning phase (Yin, 2014). This phase 
leads the researcher to the correct method based on an in-depth literature review 
and stated research questions and objectives. Questions asking “how” or “why” a 
social phenomenon works or objectives involving a deeper understanding of the 
phenomenon’s characteristics fit well with a case study approach. If the 
researcher then chooses a case study, the next phase guides the study’s design. 







 The design phase includes five important components: case study 
questions, research propositions, units of analysis, logic linking data to 
propositions, and interpretation criteria (Yin, 2014). These components influence 
every step in the case study process, and outlining them early allows the 
researcher to craft a holistic strategy and ensure that decisions made in one 
phase align with those in others. During this phase, the researcher also 
integrates checks for construct validity, internal validity, external validity, and 
reliability (Yin, 2014). Yin (2014) offers several tactics to improve research 
validity throughout the different phases of a case study. The researcher 
incorporates the validity checks and the five components listed above into more 
specific design decisions, such as the unit, or units, of analysis, selection of 
cases to examine, and interpretation of findings. 
 Before choosing specific cases, the researcher determines the proper 
design type to use. Two-dimensions delineate research design types. The first 
differentiates between single and multiple cases. Single-case designs work well 
with five types of cases: critical, unusual, common, revelatory, and longitudinal. 
Otherwise, a multiple-case design offers additional opportunities for data 
collection and analysis. The second dimension separates cases based on a 
potential hierarchical relationship. When a multiple case study follows a holistic 
design, all cases occupy the same level. On the other hand, embedded case 
designs integrate multiple hierarchical levels with different units of analysis at 
each. For example, a holistic design may examine families, while an embedded 
design may focus on families at one level and individual family members at 
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another. The combination of these two dimensions, single- versus multiple-cases 
and holistic verses embedded designs, contribute a final component to the 
general research design. Next, the researcher prepares to conduct the study 
based on the objectives and research questions outlined in the planning phase.  
The preparation phase focuses on implementing the case study design. 
First, the researcher builds a research team with the training and values 
necessary to conduct case study research (Yin, 2014). In this phase, the 
researcher recruits additional team members and/or trains the existing research 
team on general case study methods as well as the important aspects of the 
current research. Training covers the study’s ethical concerns, subject matter, 
theoretical issues, and methods, providing a well-informed team that understands 
the research objectives and processes. 
 Along with training, the research team develops a case study protocol to 
serve as a reference throughout the research study. The protocol outlines 
pertinent information to assist team members in performing the research and 
offers a record to researchers replicating the study (Yin, 2014). A case study 
protocol (See Appendix 1) contains four sections: an overview listing objectives, 
propositions, and a theoretical framework; data collection procedures that explain 
processes for protecting human subjects, identifying data sources, and preparing 
credentials; data collection questions; and a guide for the final case study report. 
This concise document coordinates team activities and allows every member to 
work independently if the team divides responsibilities. 
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 After the researcher selects and trains team members, the research team 
then selects the cases to examine. Though the literature offers no ideal number 
of cases to study, recommendations include four to ten (Eisenhardt, 1989) and 
six to twelve (Ellram, 1996), but most importantly, data collection should continue 
until the study reaches theoretical saturation (Glaser and Strauss, 1967; 
Eisenhardt, 1989). To select the first cases, the number of candidates leads to 
either a one- or two-phase approach (Yin, 2014). In the one-phase approach, 
appropriate when the candidate pool contains twelve or fewer cases, the 
researcher speaks with knowledgeable parties about each candidate case select 
the specific cases to study. With more than twelve candidates, the researcher 
first collects archival data on all cases and reduces the number based on pre-
determined criteria. This process continues until twelve or fewer candidates 
remain, at which point the researcher follows the one-phase approach. Once the 
researcher finalizes the list of cases, one is selected to serve as a pilot study.  
 In the final step of the planning phase, the research team conducts a pilot 
case study to refine the protocol and interview guide. Criteria for selecting the 
pilot case often include geographic proximity and ease of access for the research 
team. Its broad scope allows the research team to collect information about not 
only which questions to include in future cases, but also how to conduct the 
inquiry itself. All reports from the pilot case study focus on lessons learned and 
potential research design and protocol improvements. The team then implements 
these changes in the remaining case studies during the data collection phase. 
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 Data collection represents the fourth phase in case study research. During 
this phase, the research team compiles information from several sources, 
including archival records, interviews, and observations (Yin, 2014). Four 
principles ensure validity and reliability during data collection. First, using multiple 
data sources offers the researcher a broad range of information and allows 
multiple streams of research to converge in a more complete study (McGrath, 
1982; Yin, 2014). Second, a study database assists researchers in organizing 
case study data and enables comparisons within and between multiple cases. 
Next, maintaining a chain of evidence increases the reliability of information and 
allows external observers to follow the data from original questions to final 
conclusions. Finally, with such a large amount of data available electronically, 
setting priorities and limiting online search time increases research efficiency and 
keeps the researcher from getting overwhelmed. These four principles enhance 
data collection and assist the research team in organizing data for future 
analysis.  
 With data collected and organized in a case study database, the research 
team moves into the fifth phase: analysis. The literature offers no single, formal 
data analysis method, and so the researcher’s decisions and the study protocol 
heavily influence this phase (Yin, 2014). Five analytic techniques assist the 
research team in crafting an analysis strategy. Pattern matching involves 
comparing the case study outcomes to an empirically based pattern. Explanation 
building seeks to clarify phenomena examined in the case, which may generate 
hypotheses or guide further study. Time-series analyses examine chronological 
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sequences of events to highlight changes occurring over time. Researchers may 
also operationalize events into a logic model, which they then test through 
comparison to theoretical predictions. Finally, in cross-case synthesis, 
researchers examine multiple cases and, depending on the number, either use 
quantitative analysis techniques, treating each case as an experiment, or 
qualitative methods similar to grounded theory (Glaser and Strauss, 1967; Yin, 
2014). During analysis, the research team may rely on theories and propositions, 
play with data to build theory from the “ground up”, develop case descriptions, or 
compare their own thoughts with other plausible explanations. Analysis outcomes 
may lead the researcher back to collection or preparation for additional evidence, 
but after reaching theoretical saturation (Eisenhardt, 1989), the research team 
then prepares to share their information with others. 
 In the final phase, the research team prepares the case study report. 
Reports take several formats, depending on the number of cases examined and 
the research team’s audience. These reports often discuss each individual case 
and, if the study includes multiple cases, an explanation of how the researchers 
analyzed them together. Regardless of audience, researchers often integrate 
case study reports into academic articles and presentations.  
Case study research enables investigators to conduct an in-depth 
examination of specific cases in a real-world environment. The method works 
best when a researcher asks “how” and “why” questions about a contemporary 
event or entity that research team cannot manipulate. The method also allows 
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the researcher to collect and analyze quantitative and qualitative data to explore 
and/or test a phenomenon and its components. 
Methodological Approach of This Research 
Phase 1: Plan 
 Following Yin’s (2014) process, Study One began with an in-depth 
literature review; this was developed and discussed in Chapter Two. The 
proposed research seeks to answer the first two research questions listed in 
Chapter One: 
• How are combinations of urban area characteristics impacting supply 
chain performance within the areas? 
• What types of urban logistics management strategies currently exist 
and how are they being deployed. 
The literature review outlines the urban area characteristics of interest, setting 
the stage for case study research to better understand how these characteristics 
impact logistics strategy. The second question focuses on firm actions in 
response to urban forces. Though the second research question begins by 
asking “what” instead of “how” or “why”, case study research remains appropriate 
as the question focuses on gaining an in-depth knowledge of urban logistics 
strategy and its implementation. Therefore, both research questions associate 





Phase 2: Design 
 Following the literature review presented in Chapter 2, the proposed case 
study will add detail to the existing hypotheses: 
• H1: Given a resource structure (R) and a management strategy (M), there 
exists a preferred logistics strategy or sub-set of strategies (L) for the 
specific combination. 
• H2: Given a management strategy (M) and an environment (E), there 
exists a set of minimum performance criteria (PC) reflecting the objectives 
of a firm. 
• H3: Given a resource structure (R), a set of management decisions (M), 
and a set of environmental characteristics (E), there exists a preferred 
logistics strategy or sub-set of strategies (L) that more positively 
associates with logistics system performance (LSP) as measured by 
specific performance criteria (PC)  
 
The proposed research will focus on urban environmental factors and firm 
logistics strategies and performance criteria in preparation for further hypothesis 
testing. As the hypotheses cover both firm and urban area characteristics, each 
will represent a unit of analysis.  
With a large number of urban areas, the research followed a multiple-case 
(embedded) design. A single firm, motor carrier providing final mile logistics 
services in over 80 United States urban areas, represented the higher-level case, 
with multiple urban areas as embedded cases. This allowed the research team to 
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compare environmental and strategic differences between urban areas while 
ensuring some consistency across multiple cases. The researcher used criteria 
outlined in the literature review to select urban areas. Cases at this level will 
occupy different cells in the typology presented in Chapter Two. Specifically, the 
cases will reflect varied cluster profiles and network centrality levels. Table 3, 
below, lists the characteristics and example cases for each. 
 












In each urban location, data collection enabled both explanation building 
and cross-case syntheses (Yin, 2014). First, cross-case synthesis assisted the 
researcher in building an urban logistics strategy typology encompassing all 
areas studied, then, through the explanation building process, researchers 
combine urban area characteristics and strategies to determine whether certain 
characteristics associate with specific strategic components. Phase 5, below, 
presents further detail on each analysis type. 
 Along with analysis types, the researcher added components to the 
research design to increase the study’s validity (Yin, 2014). To enhance external 
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validity, subsequent research will employ replication logic by examining multiple 
urban areas from each typology cell to generalize outcomes beyond single 
locations and firms. Next, as discussed in the “Collection” section below, multiple 
data sources and a clear chain of evidence contribute to construct validity. 
Finally, during the analysis phase, the researcher used explanation building to 
construct a narrative about the case and develop theoretical propositions, to 
increase internal validity. As shown in the preparation phase, below, the 
researcher will integrate validity checks into the case study protocol. 
 
Phase 3: Prepare 
Preparation focuses on the individuals implementing the research design 
(Yin, 2014). For the purposes of the dissertation, the researcher acted as the 
sole data collector. To prepare for this research, the researcher completed 
course work at the graduate level in both qualitative and quantitative analysis 
techniques and conducted previous research studies using methods from both 
traditions. The researcher has also submitted a proposal to the Institutional 
Review Board at the University of Tennessee for approval of the methods and to 
ensure ethical practices. This proposal includes an interview guide, informed 
consent form, and transcriber’s pledge of confidentiality (see Appendices). 
Furthermore, the researcher will also document processes and objectives with a 
case study protocol, also included in the Appendix 1. Sponsors and research 
team members were given access to the case study protocol to assist with data 
collection, analysis, and presentation. 
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The researcher will use the case study protocol to request assistance from 
fellow researchers and potential sponsors to select specific urban area cases for 
study. According to the United States Census Bureau, the United States currently 
contains over 400 urban areas, and so the researcher followed the two-phase 
process (Yin, 2014). Archival data from the US Census Bureau provided 
information on urban population clusters. After narrowing the candidate pool to a 
small number of cases of each type, the researcher consulted the case study 
sponsor to select urban areas that house firm facilities and meet the cluster 
profile criteria. These locations included areas with multiple clusters and 
sprawled areas with no heavily dense centers.  
 
Phase 4: Collect 
 The researcher will collect data from several sources to enhance external 
validity (Yin, 2014). Data will include publicly available evidence such as census 
data or local archival materials as well as sponsor-provided information.  The 
first data source, documentation, includes memoranda, meeting notes, 
administrative documents, and even media articles. Therefore, the researcher 
will use Google News (news.google.com) and mainstream publications such as 
the Wall Street Journal to search for news stories relating to the specific firms, 
urban areas under study, and urban logistics in general. The researcher will also 
request additional documentation in the form of past meeting minutes, proposals, 
and communications related to sponsor firm urban logistics operations. When 
analyzing documentary evidence, the researcher will attempt to corroborate any 
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findings with other data sources and use such evidence cautiously, accounting 
for potential bias. 
 Along with contemporary documentation, the researcher will also seek 
archival data from the sponsor company. This data will inform certain aspects of 
Study Two, outlined below. Specifically, the researcher will request access to 
secondary data that offers insight to firm logistics decisions and performance. 
With multiple potential sponsors, any archival data collected will require close 
examination to determine whether or not consistencies enable cross-case 
comparison. As with documentation, the researcher will use other sources, such 
as interviews, to further clarify the information contained in archival data. 
 Interviews with employees at several levels will offer the researcher the 
opportunity to collect data specifically for the current research. Secondary 
sources, such as archival data and documentation, often arise from efforts 
unrelated to the current study (Calantone and Vickery, 2010), and so interviews 
will not only allow the researcher to gather new data for the dissertation research, 
but also to augment secondary sources. As the research focuses both on 
strategy and implementation, interview participants will range from corporate 
executives to delivery drivers and warehouse personnel. The researcher will 
follow a semi-structured interview format, outlined in the case study protocol and 
interview guide. With permission from participants, the researcher will record the 
interviews and have them transcribed by a third party.  
 Along with interviews, the researcher will also request permission to 
conduct both direct and participant observations. For direct observations, the 
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researcher will request access to meetings in which participants discuss the 
firm’s urban logistics operations, meetings with urban stakeholders external to 
the firm, and facility tours. Participant-observation opportunities may include ride-
alongs with drivers and meetings in which the researcher may take a more active 
role. Observations, along with the other data sources, will inform future case 
selection and interview questions through the use of constant comparison 
(Glaser and Strauss, 1967). 
 During the data collection phase, the researcher maintained field notes, 
case study documents, tabular materials based on data collection and 
interpretation, and narratives emerging from observations and interviews. The 
researcher stored this information on a secure personal computer; research 
documents also include chain of evidence tracing all steps taken in data 
collection. This chain of evidence will increase study reliability and assisted in 
analysis.  
 
Phase 5: Analyze 
 The analysis and data collection phases will often occur simultaneously 
using the constant-comparison method (Glaser and Strauss, 1967). Parallel 
collection and analysis will allow the researcher to start “playing” with the data 
(Yin, 2014) early in the process. At the same time, constant-comparison will allow 
the researcher to identify new data sources and cases in order to reach 
theoretical saturation.  
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The research focuses on the hypotheses listed in Chapter Two, and 
therefore the researcher will utilize a strategy relying on theoretical propositions 
(Yin, 2014). Analysis will focus on more thoroughly defining logistics strategies, 
urban area characteristics, performance criteria, and the connections between 
them. Following the theoretical propositions strategy, the researcher will employ 
explanation building and cross-case synthesis techniques, as these will 
complement one another in refining the previously described typologies and 
associated hypotheses.  
 In explanation building, the researcher will work toward a deeper 
understanding of each case to outline the logistics strategies utilized in urban 
areas. The explanation will focus on why firms choose certain strategies over 
others and the urban area characteristics that influence strategic decisions. 
Starting with an initial hypothesis connecting strategies and environmental 
characteristics, the researcher will analyze each case and compare firm logistics 
strategies against those originally hypothesized. The researcher will continue to 
refine the theoretical statements about urban characteristics and logistics 
strategies following each case, and continuing the iterative process until 
hypothesized connections align with observed cases. This technique focuses on 
each case individually, refining the explanation as more cases are added and 
existing data is revisited. Cross-case synthesis, on the other hand, combines 
information from all cases into a single research outcome.  
 Employing the cross-case synthesis technique, the researcher will utilize a 
qualitative approach viewing each case as a separate research study. The cross-
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case synthesis integrated different aspects from the two levels of analysis and 
refined the urban area and logistics strategy typologies. Additionally, case study 
data provided new details to the broad hypotheses presented in Chapter 2, 
connecting specific urban environmental characteristics and logistics strategy 
components. The researcher also examined whether or not environmental 
characteristics excluded from the original typology influence logistics strategies. 
At the same time, the research will compare cases at the firm level to uncover 
strategy variations between firms in the same area and strategic similarities 
across multiple urban areas. The cross-case synthesis and explanation building 
will result in a theoretical framework connecting specific environmental 
characteristics, strategies, and performance measures. During the analysis 
phase, the researcher will craft an explanation based on data collected, but also 
examine rival explanations to strengthen the overall analysis (Yin, 2014).  
 
Phase 6: Share 
 In separate case study reports, the researcher discusses the cross-case 
synthesis and its outcomes. Two reports, one for academic publication and the 
other a firm-specific white paper offered to the sponsor. Each report includes a 
detailed description of individual cases as appendices. Discussion will cover 
adjustments made to the urban area typology and the newly created strategy 
typology as well as hypotheses connecting specific environmental characteristics 
and logistics strategies. The researcher will then test the hypotheses in Study 
Two, discussed in the following section.  
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 While case studies focus on “how” and “why” questions (Yin, 2014), 
simulation modeling answer “how” and “what if” (Evers and Wan, 2012).  Study 
One asks how urban areas effect logistics operations and how firms employ 
different strategies in response to these environmental conditions. Study Two 
continues this study by examining what would happen if firms chose different 
combinations of strategic components and how environment-strategy fit 
associates with logistics performance. 
 The simulation model for Study Two, described below, draws information 
from the case study research in Study One. Not only will the case studies in 
Study One provide information on strategies tailored to each urban environment, 
but also, if possible, participant firms will provide secondary data to parameterize 
the simulation model. As the current research focuses on the interaction between 
agent behaviors and the environment, the study will utilize an agent-based 
simulation model.  
Study Two: Agent-Based Simulation 
Simulation Process 
Nikolic, van Dam, and Kasmire (2013) present a ten-step agent-based 
simulation process (see Figure 4). This section briefly describes each step before 
the “Methodological Approach of This Research” section provides further detail 
on the specific dissertation study. 
In the first step, the researcher explains the problem and defines the 
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addresses a lack of understanding of system behaviors or that system’s 
response to a disturbance (Nikolic et al., 2013). To overcome this lack of 
understanding, the process begins with a bottom-up system description, focusing 
on “emergent patterns” (Nikolic et al., 2013, p. 75) of agent and environment 
interaction. At the same time, the researcher identifies the actors influencing 
“emergent patterns of interest”. The problem formulation and actor identification 
stage seeks to answer several questions, including the following: 
• “What is the problem? 
o What is the exact lack of insight that we are addressing? 
o What is the observed emergent pattern of interest to us? 
o Is there a desired emergent pattern, and if so, how is it different 
from the observed emergent pattern? 
o What is the initial hypothesis on how the emergent patterns 
emerge, or, why do the observed and desired emergent patterns 
differ? 
• Whose problem are we addressing? 
• Which other actors are involved? 
• What is our role?” 
(Nikolic et al., 2013, p. 75)  
 
 After answering these questions, researchers gather detailed information 
on actor and object behaviors and interactions. As systems theory defines 
systems as collections of entities (von Bertalanffy, 1950; Nikolic et al., 2013), the 
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two phases of Step Two, inventory and structuring, utilize individual components 
and build a system description. In this step, the researcher studies the individual 
agents and their roles in the overall system.  
The first phase results in an inventory of physical and social entities, along 
with the links between them (Nikolic et al., 2013). In this phase, the researcher 
seeks to identify not only the important actors, but also configurations of their 
properties (states), influences on other actors and objects (interactions), and the 
events that change agent states (behaviors). The inventory phase gives a list of 
individual components to be combined in the second phase.  
The structuring phase organizes individual concepts into a larger system. 
After defining a structure, the structuring phase undergoes additional iterations to 
identify any concepts listed in the inventory but excluded from the original 
structure. The researcher then determines whether or not previously ignored 
concepts should be included. Finally, the structuring phase turns to the external 
environment surrounding the focal system. The environment contains any 
components that influence the system, but remain unaffected by its actors and 
objects. In complex systems, the environment may contain more components 
than necessary to solve the problem. Therefore, the previously identified problem 
and the model’s scope determine which environmental components to include. 
 While steps one and two outline the problem and components 
conceptually, step three prepares the concepts for use in a computerized 
simulation program. This step involves precisely defining complex entities to 
ensure the software “understands” their properties. If the software requires 
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hardcoding in a programming language such as C++ or Java, the concept 
formalization step results in multiple basic entities, written in the programming 
language, that the researcher can combine in the simulated environment. 
Alternatively, if available software contains pre-programmed entities and 
behaviors, the researcher formalizes the model components in an ontology 
connecting basic concepts to one another. This step then provides a set of 
abstract classes and the means for exchanging data within and between them. 
The researcher then configures these building blocks into an integrated model. 
 In step four, model formalization, concepts and behaviors combine, 
creating a model to represent the system under study. The main output of step 
four includes a model narrative and the pseudo code to express it. The model 
narrative tells each agent’s story as it moves through simulated time; outlining 
not only actions, but also parallel actions and sequences that result from agents’ 
influences on one another. Throughout this step, additional checks ensure the 
inclusion of all necessary model elements and highlight potential recursion 
instances that may cause infinite agent action/reaction loops. In response to 
potential recursion instances, the modeler creates exit conditions that alter agent 
behaviors and avoid infinite loops. After drafting and refining the model narrative, 
the modeler then writes the story in pseudo-code, or a description of model 
processes and structures in human, and not computer, language to ensure the 
narrative follows the programming logic employed by the software.  
 The first four steps in agent-based simulation prepare the model for step 
five: software implementation, in which the researcher builds the simulation in a 
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modeling environment such as a programming language or a software suite. 
Several software programs support agent-based modeling. These include 
NetLogo, Repast, and MASON, each with different strengths and drawbacks 
(Railsback, Lytinen, and Jackson, 2006). During this step, code documentation, 
naming standardization, and bug tracking reduce complexity and create a record 
of developments and issues that occur. Documentation, standardization, and bug 
tracking assist in the remaining steps of the process as well. To this point, the 
research has built a computerized model representing a real-world environment 
or reflecting certain real-world conditions. The remaining steps involve testing 
both the model itself and the hypotheses that led to its creation. 
 First, the researcher tests the model itself. During this model verification 
step, two validity characteristics, conceptual model validity and computerized 
model verification (Sargent, 2000) ensure the model accurately represents the 
real world parameters the researcher plans to examine. Testing conceptual 
model validity determines whether or not the model integrates correct 
assumptions and theories. This may include comparing the current model with 
previously published models (Sargent, 2000; Wu and Closs, 2009) or requesting 
expert reviews and adjusting as necessary (Nikolic et al., 2013). Next, 
computerized model verification ensures accurate transmission from concept to 
computer software (Sargent, 2000). Techniques include visual inspection 
(Sargent, 2000; Wu and Closs, 2009), extreme condition tests (Sargent, 2000), 
interaction testing in a minimal model (Nikolic et al., 2013), and multi-agent 
testing (Nikolic et al., 2013). A verified model enables the researcher to perform 
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“what if” experiments by varying conditions and parameters and then examining 
outcomes (Evers and Wan, 2012). 
 In step seven, the researcher uses the model to conduct experiments and 
test hypotheses (Nikolic et al., 2013). Hypotheses tested with agent-based 
modeling take one of two forms. The first attempts to model a real-world situation 
and better understand previously unexplained phenomena. The second follows a 
more exploratory path, examining possible worlds in which the patterns of 
interest occur and the parameters that may disrupt those patterns.  
With either hypothesis type, certain aspects require definition before 
running the experiments. These include the time necessary to observe the 
emergent patterns and which scenarios to build. To determine the number of 
replications necessary, short trial runs with random numbers offer a list of values 
for selected outcome variables. The equation below uses the mean and standard 
deviation of each outcome variable distribution and determines the number of 
replications necessary to meet a specific statistical criterion (Law, 2007): 





≤ 𝛾!  
where: 
n!∗ γ = number of replications 
S2(n) = initial estimate of the population variance 




Along with replications, the researcher determines the scenarios to test 
based on research questions and hypotheses. In experiments testing existing but 
unexplained phenomena, the researcher configures model parameters to test 
hypotheses. On the other hand, for more exploratory experiments, a 
multidimensional “scenario space” places each parameter on a different axis and 
then plots experiments as points in the scenario space (Nikolic et al., 2013). 
These two experimental styles then associate with different analysis techniques 
in the next step. 
 Following experimentation, the researcher analyzes the data collected. 
This analysis may include statistical methods or scenario space inspection for 
meaningful patterns among single agents, interactions between agents, or agent 
states (Nikolic et al., 2013). Data analysis outcomes shed light on the research 
questions and hypotheses, and in turn contribute to an understanding of the real-
world situations and parameters. 
 After data analysis, step nine asks whether or not the model correctly 
assesses the research questions presented (Nikolic et al., 2013). This model 
validation process may include comparisons between simulated and historic 
instances of the same scenario, expert consultation through interviews or 
workshops, and comparing results with those of previously published models 
(Wu and Closs, 2009; Nikolic et al., 2013). In step six the researcher confirmed 
the model as an accurate representation of the real world, while step nine tests 




 Finally, step ten outlines the model’s contribution and uses. This may 
include a presentation of model outcomes, calls for future research, and expert 
and stakeholder feedback leading to more detailed and increasingly realistic 
simulations (Nikolic et al., 2013). This final step concludes the single research 
study, but also offers opportunity for continuous improvement through future 
agent-based simulation modeling experiments. 
 Agent-based simulation models enable research on multiple interacting 
entities within a simulated environment. Unlike discrete event simulations, agent-
based models focus on agent behavior as opposed to linear processes. These 
models allow actors within the environment to influence the behaviors and 
outcomes associated with all other agents, giving a more detailed picture of a 
complex system.  
Past Agent-Based Simulation Modeling Research 
 Agent-based modeling takes a large system and examines its individual 
component behaviors. One early example of agent-based simulation studied 
racially motivated location decisions by creating a set of rules and manually 
modeling the actions of 70 agents (Schelling, 1971). The research examined the 
rules governing agent location decisions based on the racial diversity of their 
current location. First, agents joined one of two groups, represented as stars or 
zeros. The researcher then placed these stars and zeros randomly in a line. The 
researchers then divided the line into neighborhoods consisting of a number of 
“neighbors” to each agent’s left and right. With 35 stars and 35 zeros, the original 
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neighborhood of 70 agents exhibited a perfect balance between the two groups. 
On the other hand, when neighborhoods only included the four neighbors to the 
focal agent’s immediate left and right, the ratio of stars to zeros in each smaller 
neighborhood varied, ranging from completely balanced to completely 
homogenous. 
 Under the assumption that individuals prefer to live in neighborhoods with 
at least half of their neighbors matching their own type, Schelling (1971) then 
determined whether or not each individual would remain in its current location or 
move to a new neighborhood. As agents took turns moving to new 
neighborhoods or staying in place, the smaller neighborhoods became 
increasingly homogenous even though the overall neighborhood structure 
remained balanced with 35 stars and 35 zeros. This research took a system 
characteristic that remained the same regardless of subsystem actions and 
viewed the system through more detailed components, resulting in subsystem 
changes based on the influence of agents on one another. 
 Following this manual experiment, computerized agent-based simulation 
models became more common in the early 1990s. Researchers used the method 
in several areas, including public event planning (Williams, 1994), manufacturing 
(Lin and Solberg, 1994), organizational coordination (Burstein, Ferguson, and 
Abrett, 1993), and power network planning (Yen, Yan, Wang, Sin, and Wu, 
1998), but the method remained unused in the logistics field for another decade. 
In 2009, two research studies examined policy impacts on transportation 
operations (Liedtke, 2009) and merchant behaviors associated with commodity 
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flows (Weiskircher, Kontoleon, Garcia-Flores, and Dunstall, 2009). In the first 
(Liedtke, 2009), transportation agents react to policy changes by adjusting 
suppliers, carriers, and shipment-sizes. The simulation model allows shippers 
and freight forwarders to interact and respond to motorway tolls and contract 
changes. The research shows policy impacts on shipment sizes, vehicle 
efficiency, and contract decisions between shippers and carriers. 
 The second study (Weiskircher et al., 2009) models a commodity flow 
problem and compares an integer linear program to an agent-based simulation. 
The authors build a flow model consisting of multiple sources, sinks, and 
merchants purchasing commodities from one another as they move through the 
system. The researchers explain that the problem itself is NP-hard, but then 
solve a less complex alternative model using integer linear programming. In this 
model each merchant makes a decision once in a given “round” and then waits 
for all other merchants to purchase commodities before making another decision. 
On the other hand, the agent-based simulation model allows the merchants, 
sources, and sinks to communicate with one another continuously, and so each 
agent puts products on the market over several simulation rounds and merchants 
makes purchasing decisions at pre-determined times during the simulation. This 
allows an examination of the entire network of merchants and the effects of the 
merchant’s network position on overall system profitability. 
 Agent-based modeling answers a call for research on entire networks 
instead of linear chains of customers and suppliers (Cooper, Ellram, Gardener, 
and Hanks, 1997; Choi and Wu, 2009). The method allows for interaction among 
 
 114 
several entities and a more flexible process order than discrete event simulation. 
The current research uses this flexibility to model several different strategies in 
multiple scenarios. The section below explains the process in detail.  
Methodological Approach of This Research 
Step 1: Problem Formulation and Actor Identification 
 As stated in Chapter 1, this research seeks, in part, to identify theory-
based urban logistics strategies that fit with combinations of urban area 
characteristics. With this objective in mind, the simulation process outlined below 
focuses on the third research question listed in Chapter 1: Which strategies are 
best suited to assist companies and cities in achieving their joint goal of 
achieving a demand-satisfied population? 
 The research employs a simulated urban environment in which 
transportation providers distribute, collect, and store freight. The model focuses 
mainly on the actions of motor carriers, hereafter referred to as transportation 
providers, and so all modeled behaviors directly involve the vehicles and storage 
facilities that enhance time and place utility for urban area customers. Other 
transportation modes influence the model, but only through direct interaction with 
motor carriers.  
 The simulation model examines the fit between transportation providers’ 
strategic decisions and environmental characteristics using different agents’ 
actions and behavior rules to represent particular strategies and environment 
components. Fit will be measured through performance metrics such as on-time 
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delivery and vehicle efficiency, operationalized as driving time. Through Study 
One, on-time delivery percentages and vehicle route completion times emerged 
as metrics utilized by urban logistics service providers. Therefore, these metrics 
were used in the simulation model.  
 
Step 2: System Identification and Decomposition 
In this situation, collections of agents and their interactions comprise the 
urban system. The first phase of system identification and composition requires 
an inventory of the different agents acting within the system. Table 4, below, lists 
all agents and their pertinent characteristics. The simulation employs three 
distinct agent types, each of which impacts the logistics system differently.  
 
Table 4. Model Agents and Characteristics 
Agents Number of 
Agents 






One order per customer, size 

















The first group of agents represents the customers requiring transportation 
provider services. Demand and supply distributions for customer agents will 
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emerge from data collected during Study One. Other customer agent attributes 
include the number and size of orders generated by each customer type, and the 
number and size of pick-ups requested by the types.  
 All customer agents exhibit similar behaviors with identical states and 
interactions, but each type serves a different role in the urban environment, 
represented by variance in order number and size. Customer class agents 
represent end points for all supply chains beginning or terminating in the urban 
area, but these agents also exchange products and materials with customers 
beyond the simulated environment. 
The two remaining agent types represent transportation provider 
resources. Agent characteristics rely on data collected during Study One, which 
explored the different movement and storage strategies employed by the sponsor 
firm. This information then informed the parameters and behaviors of the agents. 
First, vehicles include all equipment and personnel used to move product 
between agents. The second agent type, distribution centers, represent 
warehousing and cross-docking facilities. As a single firm may employ diverse 
fleets and facilities, strategic agents types may be further delineated into multiple 
sub-types, each with a different population size and capacity available in the 
urban environment in future simulation models. No additional agent types 
emerged from Study One, but as additional characteristics, firms, and industries 
are studied, the simulation software allows such additions relatively easily. 
The agents listed in Table 4 each associate with specific environmental or 
strategic dimensions discussed in the research hypotheses in Chapter Four. 
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Interactions between these agents associate with a degree of fit, measured 
through performance metrics including on-time deliveries and driving time. Along 
with performance metrics, the model includes parameters and variables to 
control agent properties. These agent property configurations identify the agent’s 
state at any given time.  
All agents occupy similar states. All vehicle agents behave similarly, and 
therefore occupy identical states, with only the population size and capacity of 
each agent type varying from one location to another. Example state charts, 
shown in Figures 5 through 7, outline each agent type’s attainable states, and the 
section below describes these in detail. 
Each day, a model function creates a new population of customers 
corresponding to actual firm data provided by the sponsor. The function also 
assigns each customer’s latitude, longitude, and demand information including 
the size of an order and the estimated service time required. All customer agents 
occupy one of three states: waiting, service, or served. The focal firm schedules 
customer deliveries and services in advance, and so customers begin the day 
waiting for the driver to arrive. Upon driver arrival, the customer moves into the 
service state while drivers deliver, install, or repair products at the customer 
location. After the designated service time elapses, the customer then moves into 
the served state and sends a message to the driver agent, triggering the driver to 





















Every simulation run includes a single depot agent, representing the firm’s 
distribution center. The depot controls the functions that create customers and 
dictate driver agent behaviors. The depot begins each simulation run in the pre-
day stage. Once the simulation begins, and every 24 simulated hours, an event 
element triggers the depot agent to move into the prep state. In this state, the 
depot calls separate functions to create the customer population and assign each 
customer to a driver agent’s route. Once all customers have been assigned, the 
depot agent changes to the dispatch state and sends a message to all driver 
agents, triggering a move to a new state that begins the driver’s day.  
Finally, driver agents occupy several states throughout the simulation run. 
First, all drivers begin in the start up state, waiting for the depot to create 
customers and assign agents to routes. Upon receiving a message from the 
depot agent, individual driver agents encounter a decision directing them to one 
of two states. Each driver agent type includes a collection element containing all 
customers assigned to the driver’s route. If the route collection contains no 
customers, the driver remains at the distribution center and changes to the Home 
state. If, on the other hand, at least one customer has been assigned to the 
driver, the driver moves to the DriveOut state. When the driver enters this state, 
the program directs the driver to move to the first customer in route collection. 
When the driver arrives at the customer location, this triggers both the customer 
and driver agent to move into their respective Service states. After the allotted 
service time has elapsed, the driver then encounters two new decisions to 
determine the next state to move to. 
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First, the driver checks the route collection for additional customers. If the 
collection contains no waiting customers, the driver moves into the DriveBack 
state and returns to the distribution center. If customers remain, a second 
decision calculates the time necessary to drive to the next customer, serve that 
customer, and return to the distribution center. If performing these actions 
extends the drivers route time beyond twelve hours, the time allotted to drivers by 
the firm, the driver again moves to the DriveBack state and returns to the 
distribution center. If, instead, the driver can perform all necessary actions and 
return on time, the agent returns to the DriveOut state and repeats the loop, 
driving to the customer, serving the customer, and then making the two 
decisions. From the DriveBack state, once the driver reaches the distribution 
center, the agents enters the Home state. Entering the Home state triggers an 
action that calculates the time the driver spent away from the distribution center 
and the percentage of assigned customers actually served during the simulated 
day. Finally, the agent remains in the home state until the following day when the 
depot sends a message dispatching drivers.  
 After outlining components and interactions, the next step in structuring 
the model consists of identifying the environmental components that influence 
the system, but remain unaffected by agent behavior (Nikolic et al., 2013). In the 
current model, inactive agents and vehicle home locations comprise the system 
environment. These entities influence agent behaviors by grouping facilities into 
geographic clusters or providing a starting and ending point for vehicles, but 
during simulation runs, no interactions involve either inactive agents or vehicle 
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home locations. Though inactive, these environmental components set the stage 
for the active agents before experiments are conducted. 
 The system identification and decomposition step outlines the important 
concepts in the model and how they interact. Next, agents, interactions, 
behaviors, and environment, will be converted into computerized information.  
 
Step 3: Concept Formalization 
 Nikolic et al., (2013) offer two options for concept formalization: software 
data structures, consisting of agents and actions defined using a programming 
language, and ontology, or a combination of objects and behaviors offered by the 
simulation modeling program. For this research, a software program called 
AnyLogic, developed by the AnyLogic Company (http://www.anylogic.com), will 
be used to run the agent-based simulation. Therefore, concept formalization will 
follow the ontology approach, in which each agent type and its accompanying 
state chart will be created using previously defined structures provided in the 
software.  
 
Step 4: Model Formalization 
 The model narrative outlines all agent behaviors within the simulated 
environment. For this research, all customer, modal/network, and distribution 
center agents begin in a satisfied state and all vehicle agents remain inactive at 
the distribution center. Before any action occurs, customers request services. As 
all data in the current study has been collected from transportation providers, no 
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customer inventory or downstream demand data has been collected, and so 
customer demand patterns follow distributions based on historical services 
performed by actual transportation providers. Once the model generates service 
requests, customers change from the satisfied state to the requirement state. 
Next, the model assigns all customers to vehicle routes. The assignments vary 
based on a routing algorithm parameter. The model tests two potential routing 
algorithms, a simple savings algorithm (Ballou, 1989), or a clustered savings 
algorithm which groups all customer agents into zones using centers determined 
through a cluster analysis. 
 Vehicles will then change from the home state to the transit state and 
travel to the distribution center agent. Upon arriving at the distribution center, 
both distribution center and vehicle will enter the action state while inventory 
transfers from distribution center to vehicle. After a pre-determined loading time 
the vehicle returns to the transit state and travels to the first customer on the 
route. Once again, upon arriving, the vehicle and the customer will enter the 
action state while product is transferred from vehicle to customer. If the customer 
placed a pick-up request, customer inventory will transfer to the vehicle instead. 
This continues until the vehicle runs out of customers on the route, the driver’s 
shift ends after a certain amount of time, or the driver no longer holds enough 
inventory for further deliveries or enough capacity for further pick-ups. The driver 
will then return to the distribution center with any non-delivered inventory. For the 
purposes of the study, any customers not served on the assigned day are 
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labeled “lost sales” and no further attempts to deliver to these customers are 
included. 
 
Step 5: Software Implementation 
 During software implementation, the researcher will outline the processes 
dictating agent behavior in AnyLogic. Variables and parameters will be assigned 
to specific agents and designated as triggers for agent behaviors or performance 
measures (shown in Figures 5 through 7 and Table 5). Data collected in Study 
One will determine the triggers that will control agents and the environment.  
 
Step 6: Model Verification 
After designing the environments and behaviors in AnyLogic, the model 
verification stage will include the both conceptual model validity and 
computerized model verification (Sargent, 2000; Wu and Closs 2009). First, to 
ensure conceptual model validity, all parameters, variables, and strategies will 
rely on observations and interviews conducted in Study One. The researcher will 
also request feedback from experts selected during the case studies. This will 
validate the model as one that mirrors a real world situation. 
For computerized verification of the model, the researcher will follow the 
four phases recommended by Nikolic et al. (2009). First, the researcher will 
record inputs and outputs at the individual agent level, these metrics will inform 
the researcher about specific agent behaviors, which the researcher will then 
compare to theoretically- and data-driven assumptions about these actions.  
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Following single agent tests, the same tests will be performed on a small number 
of agents constrained such that predictable and observable agent behaviors can 
be compared with the conceptual model and its assumptions. This will ensure 
both that the conceptual and computerized models align with real-world systems 
and behaviors.  
 
Step 7: Experimentation 
 With a valid and verified model, experiments will test the environment-
strategy fit hypothesized in Chapter Four. The experiments will include multiple 
scenarios connecting urban area characteristics with urban logistics strategies. 
Table 5 outlines the different urban area components as discussed in the urban 
area typology presented in Chapter 2.  
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These parameters offer several potential configurations. As a result, the 
simulation experiment limits the number of scenarios tested. Case studies 
highlighted certain configurations as common or important, and the experiment 
tested strategies against those specific configurations. Similarly, urban logistics 
routing strategies emerged from Study One, and these strategies were then 
paired with the clustering profile and infrastructure saturation combinations. 
After determining the configurations to be tested, the number of 
replications used for each experiment will follow follows Law’s (2007) 
recommendations. First, thirty trial runs using random numbers offered a list of 
values for the outcome variables. The researcher then used Equation 3-1 to 
determine the number of replications necessary to meet a p=.05 criterion (Law, 
2007): 





≤ 𝛾!  
where: 
𝐧𝐫∗ 𝛄 = number of replications 
S2(n) = initial estaimate of the population variance 
γ’ = γ/(1+γ) = “adjusted” relative error to obtain an actual relative error of γ 
 
Step 8: Data Analysis 
 To test the hypothesized fit associated with environment-strategy 
combinations, the researchers utilized both multivariate and univariate analysis of 
variance (MANOVA and ANOVA). First, Levene’s test of equality of error 
 
 128 
variances determined that MANOVA was an appropriate technique to analyze 
the simulation model output data. Therefore, the researchers first examined 
direct connections and interactions between environmental and strategy 
variables and all research outputs. Following the MANOVA tests, ANOVA was 
utilized to test the relationships between independent variables and each 
dependent variable individually. Full analysis results will be given in Chapter 5. 
 
Step 9: Model Validation 
 Following the initial experiments, researchers ensured two additional 
validity characteristics (Sargent, 2000; Wu and Closs, 2009). First, the 
researcher tested operational validity by varying input parameters and examining 
the effects on model outputs. Finally,  two additional validity characteristics 
(Sargent, 2000; Wu and Closs, 2009) will be tested. First, the researcher will test 
the entire model for operational validity by varying input parameters and 
examining the effects on model output. Finally, researchers reviewed the data for 
outliers and anomalies to ensure data validity. Further detail on these validation 
procedures will be offered in Chapter 5. 
 
Step 10: Model Use 
 This final step in the Nikolic et al. (2009) process includes presentation of 
findings and calls for future research. Chapters 5 and 6 present the findings and 




CHAPTER IV - ARTICLE 1: AN EXPLORATION OF URBAN 
ENVIRONMENTAL CHARACTERISTICS AND ASSOCIATED 
LOGISTICS STRATEGIES 
Introduction 
According to UN projections (UN, 2014), the world’s urban population will 
grow by 2.5 billion people by the year 2050, placing two-thirds of the overall 
population within a city. With these populations come growing, and increasingly 
complex, demand markets in urban areas. To meet this changing demand 
pattern, several major firms have begun to examine their own urban presence 
(Weber, 2013; Hudson and McWilliams, 2006) focusing on reaching this 
relatively untapped market.  
Unfortunately, certain aspects of traditional logistics strategy become 
difficult to implement in densely populated and highly congested areas. With 
limited space and resources, as well as populations of customers and non-
customers alike, urban areas exhibit certain influence previously unengaged by 
several major firms. Not only that, but urban areas themselves fall across a wide 
spectrum of geographic, economic, and structural differences, making it difficult 
to craft a single “urban logistics” strategy or theory. 
Due to the differences between urban areas, the most efficient and 
effective strategy in one location may not provide the best performance 
outcomes in another. Firms that see success in one area may wish to expand to 
another city, but encounter difficulties with their existing strategy. At the same 
time, with over 400 designated urban areas in the United States alone 
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(https://www.census.gov/geo/reference/ua/urban-rural-2010.html), crafting a new 
strategy for each urban area may prove impossible, or at the very least, 
infeasible from a value creation perspective. Therefore, finding a middle ground 
between creating a single urban logistics strategy and tailoring specific strategies 
for each individual urban area is required.  
The purpose of this study is to develop and partially test a typology of 
American urban areas and the logistics strategies that best fit each one in order 
to address the research questions how are combinations of urban area 
characteristics impacting supply chain performance within these areas? and what 
types of urban logistics management strategies currently exist and how are they 
being deployed? Additionally, the study will produce a set of theoretical 
propositions linking urban area characteristics and strategic decisions as a 
foundation for future research. To accomplish these goals, a case study focusing 
on a firm’s operations in eight American urban areas partially validates a 
proposed urban area environmental typology and creates theoretical propositions 
about the fit between urban environments and logistics strategies.  
Literature Review 
For the purposes of this research, urban logistics is defined as the 
movement and storage of goods, equipment, and personnel influenced by and 
interacting with forces and systems unique to urban areas. Unfortunately, while 
all urban areas are, by definition, characterized by a high population density 
(U.S. Census Bureau, 2011), variation between urban areas presents a 
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challenge to logistics managers seeking to craft a single, global urban logistics 
strategy. At the same time, some urban areas share common characteristics, 
allowing them to be grouped together into specific urban area types. Scholars 
from multiple academic disciplines have defined dimensions by which to 
categorize urban areas, but no single, parsimonious typology classifies urban 
areas based on factors that influence urban logistics performance. 
Understanding these environmental characteristics and their impacts on urban 
logistics provides a starting point for crafting tailored urban logistics strategies.  
Contingency Theory  
 As the current research focuses on tailoring logistics strategies to specific 
urban area types, contingency theory (Drazin and Van de Ven, 1985) offers an 
appropriate lens through which to view the problem. According to contingency 
theory, complex systems should be examined through multiple, interacting 
influences (Boyd et al., 2012) in order to craft situation specific solutions 
(Longnecker and Pringle, 1978). Using contingency theory is similar to solving an 
optimization problem with an objective of maximizing fit between organizational 
strategies and environmental characteristics (Van de Ven et al., 2013). The 
connection between fit and performance lies at the core of contingency theory 
and separates this theory from simple moderation hypotheses (Drazin and Van 
de Ven, 1985).   
 As a defining factor of contingency theory, several authors have defined fit 
and offered multiple perspectives on the best measurement for the concept 
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(Venkatraman, 1989). On of these perspectives, called fit as gestalts 
(Venkatraman,1989), systems approach to contingency theory (Drazin and Van 
de Ven, 1985), or configuration theory (Van de Ven et al., 2013), examines 
combinations of controllable and uncontrollable attributes in an effort to find an 
equilibrium condition (Venkatraman, 1989; Buttermann et al., 2008). According to 
this perspective, urban logistics performance, and more generally urban system 
performance, relies on the fit between controllable logistics strategies and 
uncontrollable urban environmental characteristics.  
Existing urban area typologies 
 A contingency theory examination of urban logistics begins with the 
uncontrollable, environmental characteristics that define urban area types 
(Luthans and Stewart, 1977).  While no logistics based urban area typology 
exists, a review of the literature provides several dimensions used in other 
disciplines to differentiate between urban areas. The most influential dimensions, 
in turn, fall within one of four overarching categories: value-creating functions, 
transportation infrastructure, population distribution, and network centrality.  
 Several authors classify urban areas using their primary value-creation 
activities or economic outputs. In fact, one of the earliest studies of urban 
differentiation outlined the regional specializations of several medieval British 
cities (Rogers, 1884). Half a century later, Harris (1943) offered a more general 
functional classification of American urban areas, using employment numbers to 
place American cities into one of ten categories based on primary economic 
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functions ranging from manufacturing centers to resort or retirement locales. A 
third typology (Florida, 2002) reduces ten functions to four classes, with different 
cities representing agricultural, working, service, or cognitive-cultural populations. 
This first family of typologies describes the primary activities and populations that 
offer form and exchange utilities to customers within and beyond the urban area 
itself. 
 In addition to the various form and exchange utility offerings, urban areas 
also influence a firm’s ability to provide time and place utility with their 
transportation infrastructures. Throughout history, as transportation has changed, 
urban areas have either adapted to new advances or maintained their existing 
infrastructures (Robertson, 2001). As a result, authors differentiate these areas 
based on the ability of different transportation modes to move throughout the 
region (Lim and Thill, 2008; Gonzales et al., 2010). Urban transportation 
infrastructures vary greatly in their accommodation of different transportation 
modes, and as a result, infrastructure influences the ability of a firm to connect 
suppliers and customers. 
 The first two families of typologies outline differences between what urban 
areas produce and how products and people move within and between them. A 
third research stream examines variation among urban population distributions. 
Often, researchers in this area compare high and low density population 
concentrations either within a single, large metropolitan region (Abdel-Rahman 
and Wang, 1995) or as distinct urban areas (Portnov and Wellar, 2004). More 
recent work focuses on the connection between larger and smaller population 
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centers (Glückler, 2007) and the presence or absence of a high-density core, or 
cores, on factors such as urban passenger transportation (Nam et al., 2012). 
This research stream adds a layer of complexity to existing logistics research that 
associates demand density with logistics efficiency (Boyer, Prud’homme, and 
Chung, 2009) by integrating multiple demand centers of varying density. 
 Along with the network of population centers within an urban area, a fourth 
research stream examines the urban area’s position in the larger, national 
network. Neal (2011) identifies three different types of cities based on their past, 
present, and future control over intercity flows of people, goods, information, and 
finances. Every location examined enjoyed, at one time or another, a high degree 
of network centrality (Freeman, 1979) in the United States, with some losing their 
position of importance and others rising to replace them. Though not explicitly 
stated, temporal variations in an urban area’s predominance in a network (Neal, 
2011) imply differences in network centrality between multiple urban areas at a 
specific point in time, providing a final dimension for urban area differentiation. 
 A multi-disciplinary literature review offers insight into the economic, 
geographic, and political differences among urban areas. Unfortunately, in 
developing these dimensions, researchers focused on areas other than freight 
transportation and storage, and therefore fail to capture the specific differences 
that most impact urban logistics. As a result, each contributes to the building of a 
logistics-focused urban area typology, but not without some adaptation to ensure 




 The proposed logistics-based urban area typology combines four major 
dimensions. Each dimension emerges from literature external to the logistics 
discipline, but still relates directly to logistics strategy and operations in urban 
areas. The four dimensions outline an urban area’s economic outputs, demand 
centers, and the infrastructure provided to connect them. Additionally, a final 
dimension explores the relationship between multiple urban areas and its impact 
on logistics strategy.  
The first dimension, industry profile, classifies urban areas based on their 
primary economic functions. As with previous classification schemes (Harris, 
1943; Florida, 2002; Duranton and Puga, 2005), employment data serve as a 
proxy for an industry’s economic prominence, but when focusing on the logistics 
operations that support primary value-creation activities, existing typologies 
require adaptation. Chapter Two provides three industry profiles that highlight the 
logistics needs of different urban area types. 
The first profile, heavy industry, describes those areas in which the 
primary economic activities involve extracting or transforming raw materials into 
components or finished goods. Next, exchange industry locations represent 
areas where the sale and transfer of components and finished goods drive the 
economy. Finally, the primary economic outputs of cognitive-cultural areas 
include intangible products, such as entertainment and innovation. These profiles 
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represent variations in the customers, products, services, and equipment 
associated with logistics operations in different urban areas. 
 The second dimension, modal accessibility, reflects the diversity and 
capacity of an urban area’s transportation infrastructure. Throughout history, 
access to transportation has impacted urban area populations, economies, and 
infrastructures around the world (Pitts, 1965; Freestone, 2009). Existing research 
measures modal accessibility as the number of business or personal interactions 
made possible by a certain mode of transportation (Lim and Thill, 2008) under 
certain time and financial constraints (Gonzales et al., 2010). The proposed 
typology (presented in Chapter Two) views modal accessibility as a continuum 
spanning two factors: diversity and capacity.  
 Infrastructure diversity measures the number of transportation modes with 
access to the urban area, while infrastructure capacity represents the amount of 
space within the infrastructure provided to a given mode. Many American urban 
areas offer both high diversity and high capacity infrastructures, with several 
highway and rail miles, large airports, and in some cases, sea and river ports. On 
the other hand, certain areas may be far less accessible, offering limited capacity 
to a single transportation mode. Finally, certain areas may enjoy a high capacity 
infrastructure accessible to only one mode of transportation or have a limited 
capacity, but provide access to all transportation modes. These dimensions not 
only impact the movement within the urban area itself, but also the connection 
between firms in different urban areas. 
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The next dimension, clustering profile, describes the number and location 
of population clusters within an urban area. While previous literature has 
examined the impact of customer density on logistics performance (Boyer, Prud-
homme, and Chung, 2009), the influence of demand density variation on urban 
logistics strategy remains unexplored. Therefore, this dimension reflects the size 
and location of urban demand centers relative to one another.  
Using population density as a proxy for demand concentration, the 
typology presents three potential clustering profiles, similar to those proposed by 
Nam et al., (2012). First, single cluster locations contain only one significantly 
dense population center surrounded by lower density areas (Abdel-Rahman and 
Wang, 1995). Second, urban areas with several high-density clusters, separated 
by regions with less dense populations, represent multi-clustered urban areas 
(Portnov and Schwartz, 2009). Finally, sprawled urban areas are those locations 
that contain no significant, high-density population centers, but instead enjoy a 
relatively evenly distributed population (Nam et al., 2012). Clustering profile adds 
a layer of complexity to logistics strategy by viewing urban areas not as single 
entities, but instead as configurations of interconnected demand centers within a 
single node of the greater regional, national, or even international logistics 
network. 
 The final dimension, network centrality, measures the control of one node 
in a network over flows between others (Freeman, 1979). By connecting multiple, 
non-central urban areas, network central locations have historically enjoyed 
increased economic growth and power along with higher freight traffic into and 
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out of the area (Pitts, 1965; Fujita and Mori, 1996). Network centrality integrates 
city-to-city transportation into the discussion of urban logistics and highlights 
areas that may represent higher and more complex demand for services or 
require increased resource investment. 
 Urban areas fall on a continuum between network central and network 
peripheral based on the number of times an area falls on the shortest path 
between two other locations (Freeman, 1979). Areas of higher network centrality 
are often considered hubs, serving as intermediate points between a large 
number of peripheral locations. Accordingly, peripheral urban areas rely heavily 
on the more central locations to connect to one another. The exact measure of 
network centrality also depends on the definition of the network and the methods 
used to transmit products and people between different urban areas.  
 The typology proposed integrates several research streams in an effort to 
define the urban environmental characteristics that impact logistics strategies. 
Though this typology provides a starting point, it also highlights two important 
gaps. First, the typology is based solely on a review of the literature. Further 
research is required to confirm the proposed dimensions and uncover any others. 
Additionally, while the typology allows researchers and practitioners to 
differentiate between urban areas, existing literature offers little guidance for 
integrating these differences into urban logistics strategy. This research seeks 
utilizes a case study method to confirm and uncover urban environmental 





Given the complex nature of urban environments and the lack of research 
on urban differences from a logistics strategy perspective, a case study method 
(Yin, 2014) was selected for the current study. The method serves both an 
exploratory (e.g., Shah, Goldstein, Unger, and Henry, 2008) and confirmatory 
(e.g., Tangpong, Michalisin, and Melcher, 2008) purpose in the current research. 
First, the researchers use case studies to test the proposed typology population 
clustering dimension to determine its influence on urban logistics strategy. 
Additionally, case study methods assisted the researchers in exploring potential 
additional environmental characteristics, resource portfolios, and strategic 
dimensions to supplement the proposed typology.  
Case Research Design 
 The firm selected to participate in the study fulfills several criteria 
necessary for the research at hand. First, the firm operates Final Mile Services in 
over 80 American urban areas, allowing the researchers to examine facilities and 
operations in areas representing multiple proposed typology dimensions. Further, 
by granting each location a level of autonomy, the firm has created individual, 
tailored strategies for each urban area served over the past five years. At the 
time of the research, the firm sought to aggregate the local knowledge contained 
in individual distribution centers into one or more centralized strategies, each 
applicable in multiple urban markets.  
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 To test and adapt the typology, the research utilized two separate units of 
analysis. First, the firm itself acts as an overarching case, with firm level 
decisions and metrics influencing the strategies selected by individual locations. 
Additionally, urban areas serve as a second level of analysis embedded within 
the firm itself. As the research compares different urban areas, utilizing subsets 
embedded within a single firm allowed the research team to examine the 
variation between cities, but maintain the same firm-wide vision and goals.  
 The research team utilized a standard embedded case study design, 
illustrated in Figure 8 (Yin, 2014). Data collection focused on two urban areas 
reflecting different components of the proposed typology. Indianapolis exhibits a 
sprawled population while Los Angeles is a multi-centered urban area.  Our goal 
in using this approach was to understand the strategies and resources employed 
by urban logistics providers in response to problems associated with these 
specific urban characteristics. 
The research team collected data using three techniques: direct 
observation of warehousing and distribution operations, interviews, and analysis 
of company data including customer locations, routing sequences, and 
equipment utilization. The relative stability of strategies employed over time 
warranted a cross-sectional approach and data collection occurred between 
October of 2014 and March of 2015. Additionally, company data collected 
covered a broader range of time allowed the team to examine performance 





Figure 8. Case study process (Yin, 2014) 
  
 
Field interviews occurred in each city, with participants ranging from entry-
level drivers and helpers to facility managers. Table 6 shows each participant’s 
position and location. Data analysis utilized qualitative methods similar to 
grounded theory (Glaser and Strauss, 1967; Yin, 2014), with the research team 
employing constant comparison to analyze interview and observation data 
throughout the collection process (Glaser and Strauss, 1967). At the end of 
qualitative data collection, further analysis of interview transcriptions and 
research memos included open, axial, and selective coding (Corbin and Strauss, 
2008), in which individual pieces of data were coded, grouped into categories, 







Table 6. Interview participants 





























































































and finally integrated into the previous typology. Additionally, the researchers 
utilized archival data to further examine the environmental and strategic 
dimensions emerging from the qualitative study. Results added environmental 
and strategic components to the proposed typology as well as confirming the 
influence of existing dimensions, population clustering and network centrality, on 
urban logistics strategy and operations.  
 
Discussion and Conclusion 
Examining Existing Typology Dimensions: Clustering Profile 
 The first task of the case studies was to examine the significance of 
existing typology dimensions on logistics strategy and operations. For the 
purpose of the dissertation dissertation, the case studies explore operations and 
strategy in two urban areas exhibiting different clustering profiles and network 
centrality levels: Indianapolis, Indiana and Los Angeles, California.  
 Clustering profile reflects the number and density of distinct groups within 
a single urban area (Nam et al., 2012). While customer density has been studied 
previously in the logistics literature (Boyer et al., 2009), this measure provides 
more depth by examining variations in density across a region. Analysis of 
interviews and archival data from the two urban areas studied reveal significant 
differences not only in the clustering profiles of Indianapolis and Los Angeles, but 




In Indianapolis, the population density is relatively evenly distributed, or 
“sprawled”, meaning no specific locations exhibit a significantly higher population  
density than any others. For example, one driver in Indianapolis, when asked 
about where he saw most customers, replied “It’s sporadic man. You have 
Shelbyville, Indianapolis, Franklin, Noblesville, Attica, Crawfordsville, Lebanon. 
There’s little pods through all of them” (Louis, Indianapolis). Each of the cities 
listed falls within the defined Indianapolis urban area, but none of the “little pods” 
exhibit a significant spike in population density. The result is a “sporadic” 
customer distribution in which no locations stand out as higher activity than 
others. 
 Los Angeles, on the other hand, consists of multiple clusters. Census data 
reveals a number of distinct spikes in population density, and firm data shows 
multiple pockets of customer density as well. Case study interviews confirmed 
the importance of this dimension, with Jack explaining that “Here in LA and 
Orange County, all these different cities are incorporated. So you say it’s LA, but 
it’s its own city.” (Jack, LA). Unlike Indianapolis, areas of lower population and 
customer density often separate the different cities within the Los Angeles 
metropolitan area, creating multiple population spikes instead of an even 
distribution. 
 While the above analysis confirms the population clustering differences 
between Los Angeles and Indianapolis, a complicating factor arises when 
considering the region served by the Indianapolis distribution center. Most drivers 
in Indianapolis remain within the same urban area, but twice a week, the 
 
 145 
distribution center supplies customers in two other metropolitan statistical areas, 
Fort Wayne and Terre Haute. As a result, the firm’s Indianapolis region takes on 
certain qualities of a multi-clustered urban area similar to Los Angeles. With a 
much lower demand in the two outlying urban areas and a limited number of 
drivers serving those areas, the multi-clustered nature of the Indianapolis 
coverage region appeared less significant to most interview participants, but 
impacts the distribution center’s logistics strategy nonetheless. This in turn 
requires further research on the nature of the logistics network within each urban 
area.  
 While, from the firm’s perspective, Indianapolis and Los Angeles both 
serve multiple population clusters, the predominance of a single cluster within the 
Indianapolis region, as opposed to the similarity between clusters in Los Angeles, 
may influence strategy beyond the presence or absence of clusters. Additionally, 
Most logistics activity in Indianapolis takes place in a single cluster, but the 
population throughout that major cluster is sprawled, and so most drivers 
perceive Indianapolis as a sprawled location instead of one with multiple clusters. 
 In light of these findings, the importance of clustering profile is partially 
confirmed. Addition examination of the nature of the population clusters is 
required. New measures may include a multi-level view of clusters, in which 
some clusters also include a highly dense core and others a more sprawled 
population. Along with the multi-level view of clustering profile, the firm’s 
coverage area may also alter the boundaries of the urban area in question. Firms 
that serve only the Indianapolis urban area should view the location as sprawled, 
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but the focal firm in the study expands the Indianapolis region to encompass 
three distinct urban areas, each separated by areas of lower population density.  
 
Additional Environmental Typology Dimensions 
 In addition to partially confirming the influence of population clustering on 
logistics strategy, case study research also explored the possibility of other 
environmental characteristics significantly impacting transportation, warehousing, 
and inventory management in urban areas. Observations and interviews 
uncovered two dimensions not considered in the original urban logistics 
environmental typology. Similar to modal accessibility, these two dimensions 
reflect differences in an urban area’s transportation infrastructure and its impact 
on logistics efficiency and customer service.  
 
Maneuverability 
 The first dimension, maneuverability, outlines the ease with which delivery 
personnel get into and out of customer locations within the urban area. Unlike 
modal accessibility, which determines the existence and capacity of 
infrastructures for different transportation modes, maneuverability examines the 
influence of infrastructure on the specific types of equipment able to reach 
customers. A location with high infrastructure capacity for motor transportation, 
for example, may still exhibit low maneuverability when customer facilities offer 
little to no room to move a truck, tight corners or trees make navigating the area 
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difficult in a large freight vehicle, or local policies restrict the ability of a driver to 
reach a customer. Urban areas range from high maneuverability, such as 
Indianapolis, to low maneuverability, such as Los Angeles. 
 Indianapolis represents a high maneuverability urban area. Drivers and 
routers alike explained that, while some customers presented challenges, drivers 
were often able to reach the customer location, drop off product, and then leave 
with little obstruction or difficulty. For example, Louis, who often delivers to retail 
locations in a 53-foot tractor trailer, explained the ease with which even a large 
vehicle could reach the customer and exit the premises: 
Most of the retail is okay. There’s always easier. You’ve got the 
Lowe’s stores, big parking lots, Menard’s, big parking lots. Some of 
these mom and pop shops too, man huge parking lots. It’s like 
wow. (Louis, Indianapolis)   
Louis experiences little difficulty delivering to retailers, but other professionals 
also highlighted the ease with which they reach customers in neighborhoods. 
 Matthew discussed delivering to construction sites and existing homes, 
customer locations with no loading docks or large parking lots. Even these areas 
presented few challenges to drivers: 
I can’t say I’ve had any issues with it. We mainly do installs 
anyway, so it’s just when you’ve got other contractors at the home 
site, the builder site or whatever, they kind of get in the way. We 
manage to get around them but everybody does their own thing 
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and stays in their own way. As far as going to retail stores, we pull 
up to docks anyway. (Matthew, Indianapolis) 
Though congestion at construction sites occasionally causes problems, overall, 
the city presents little difficulty for drivers delivering products to customers of all 
varieties. 
 At the opposite end of the continuum, Los Angeles reflects much lower 
maneuverability. With a large population condensed into several high-density 
clusters, the area offers little space for a driver to move into and out of a 
customer location or unload products. Along with traffic, the very design of Los 
Angeles and the complexity of the population present several issues to drivers 
making deliveries. 
 While Los Angeles offers several major highways, resulting in high motor 
vehicle accessibility, many areas present maneuverability challenges for drivers. 
For example, Andrew (Los Angeles) explained that  
sometimes I just go as far as I can go and just say I can’t make it. I 
have my helper to back me all the way up. Sometimes it’s not a 
pretty picture. You’ve got traffic this way in front of you and traffic 
behind you. It’s the worst. (Andrew, LA) 
 For Andrew, finishing the trip to the customer becomes a time consuming ordeal, 
and whether the vehicle gets to the location or not, traffic or tight spaces may 
significantly lengthen the time taken to exit a location. Charles also highlighted 
the difficulty drivers in Los Angeles face, saying  
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Yeah, especially up in the LA hills, we get to some really tight 
streets. So we’ll end up having to deal with a driver who’s trying to 
get to the delivery and he can’t. He can’t physically drive his truck 
to where the customer’s house is. (Charles, LA)  
 
 Upon reaching, or getting as close as possible to, the customer, Los 
Angeles drivers encounter additional maneuverability issues related to parking 
and unloading. For example, Greg (Los Angeles) explained that “it’s horrible. The 
loading areas, that’s bad. LA, sometimes the streets are too small, so you’ve got 
to block the street, block the lane or whatever, set out your cones. Yeah, it’s bad” 
(Greg, LA). Greg not only encounters problems when parking and unloading, but 
also blocks others from reaching their destinations, further reducing the 
maneuverability in Los Angeles. 
 Maneuverability differences in urban areas impact a driver’s ability to 
approach and exit customer locations.  This dimension highlights the obstacles 
drivers may or may not encounter in an urban area and impacts the time needed 
to perform services or reach the next customer. Even in areas with abundant 
infrastructure capacity, drivers may encounter maneuverability issues in 







 While maneuverability focuses on the obstructions in an urban area, a 
related dimension, redundancy, highlights the availability of alternative routes 
when maneuverability or accessibility problems arise. Areas of limited 
redundancy offer few parallel roads or alternate highways when drivers wish to 
avoid a specific link in the transportation network. Areas of high redundancy, on 
the other hand, offer multiple paths to reach the same destination without 
requiring much additional time or effort.  
 Redundancy measures the number of options available for drivers to 
move from one point in the urban area to another. Redundant urban areas offer 
several alternatives to drivers faced with an obstruction. In such areas, 
redundancy significantly lowers the impact of disruptions such as accidents, 
traffic congestion, and construction. Interview participants in Indianapolis 
highlighted the ease with which they access alternative routes to avoid potential 
issues. For example, Keith discussed taking back roads to avoid rush hour traffic: 
 69 and 465 are right there. 4:50/5:00, you want to avoid it, take 
back roads. That’s what I do. If I’m coming from the west, I’ll cut up 
146th Street and take that across because it’s less traffic. You don’t 
want to sit in traffic for a half hour or 45 minutes. Once you learn 
the routes and the traffic and all that, you’re set. (Keith, 
Indianapolis) 
Rush hour causes Keith little stress because he knows the alternative routes. In 
redundant locations, like Indianapolis, “Everything leads to everything else” 
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(Paul, Indianapolis), giving drivers the option to leave their original, planned route 
with little to no distance or time extension.  
On the other end of the redundancy spectrum, limited areas, such as Los 
Angeles, offer few ways to reach a destination without increased cost, time, and 
distance. These urban areas force drivers into obstructions instead of offering 
opportunities to avoid them, limiting supply chain flexibility (Ponomarov and 
Holcomb, 2009) and agility (Gligor and Holcomb, 2012).  
In a limited area, drivers face a much more difficult choice when 
encountering obstructions. The cost of avoiding the problem may in fact be 
higher than that of simply facing the issue or waiting for it to pass. For example, 
due to construction,  
There’s no exit on the 5 freeway to get here, so you have to exit on 
Artesia, exit and go around the 5 freeway to come over here and 
from here, you can’t get to the freeway from here because it’s 
closed, so you have to go around to find a way to get on the 
freeway. (Brian, LA) 
This situation represents an extreme obstruction, forcing Brian to find an 
alternative route. Unfortunately, the alternative route adds time and miles to the 
trip while drivers “find a way” to get back on track. 
  
Summary of Environmental Characteristics 
 Differences between urban areas each impact logistics operations in a 
unique, but significant way. Each area’s combination of clustering profile, 
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maneuverability, and redundancy characteristics presents its own set of 
problems for managers building strategies and executing operations. As a result, 
the focal firm sought to better understand these characteristics and integrate 
them into a limited number of centralized strategies. Taking components from the 
individual distribution centers, a supplement to the environmental typology 
outlines the strategies utilized by providers in different city types. 
How Was Superior Performance Achieved? Tailored Logistics Strategies 
 Members of the focal firm seek to centralize routing and scheduling 
decisions at corporate headquarters for over 80 urban distribution centers. These 
managers also recognize the influence of urban area differences on logistics 
strategy and performance. As a result, before centralizing logistics strategies, the 
managers must first seek the “local knowledge” housed at each individual 
distribution center. By understanding tailored logistics strategies at the 
distribution center level, the focal firm and research team hope to create a 
parsimonious strategic framework applicable across multiple urban areas, but 
specific to different urban area types.  
 The two main routing decisions that differ between Los Angeles and 
Indianapolis appear to respond to each area’s distinct population distribution. 
Routes in the different locations reflect varying degrees of geographic 
consistency and variation in miles per stop. Upon examination of these different 
routing strategies, the research team proposes associations between population 





 The first component of the strategy typology connects an area’s clustering 
profile with the assignment of customers to routes. Route building requires two 
processes: assigning customers to vehicles and sequencing the order of stops 
(Ballou, 1989). During the assignment phase, existing population clusters offer 
natural constraints, potentially reducing the associated computing effort required 
to group customers into routes. At the same time, in areas without high-density 
cores, clustering profile offers no additional guidance for customer assignment. 
 As a multi-clustered urban area, Los Angeles brings together several 
disparate groups of customers, all served from a single distribution center. While 
interviewing Franklin, the router in Los Angeles, the discussion turned to the 
urban area’s physical geography and its impact on routing. While the linear 
distance between two customers may be small, natural boundaries between the 
two customers’ clusters may impose additional pressures on drivers attempting 
to serve both. For example, Franklin commented that “[The drivers] come to me 
and say, ‘Okay, if I’m going to Malibu, I cannot go to the Agoura Hills area’ 
because it looks like it’s 15 miles away, but there’s just mountains in between 
them.” (Franklin, LA). An examination of customer clusters in the Los Angeles 
area shows a significant drop in demand density between Malibu and Agoura 
Hills (See Figure 9). The population clustering reflects the presence of a physical 
barrier and leads Franklin to assign Malibu customers to the Inglewood route 
while placing Agoura Hills into the route covering Thousand Oaks. 
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The population clusters in Los Angeles regularly provide sufficient demand 
to fill a vehicle to capacity. As a result, the edges of these population clusters 
provide geographic boundaries to guide managers in assigning customers to 
routes. As a result, the routes in Los Angeles follow a consistent pattern, as 
shown in Figure 9. 
The different population clusters fall within boundaries created by physical 
geography or transportation infrastructure, providing constraints a simple 
distance matrix fails to incorporate. 
Multi-clustered areas provide natural geographic regions corresponding to 
regular route assignments. Sprawled locations, on the other hand, may not allow 
such consistency. In sprawled areas, demand concentrations vary, and so 
geographic areas may fall within different routes from one day to the next. In 
such locations, including Indianapolis, attempting to build routes with a consistent 
pattern would present issues for a manager seeking to balance driver workloads 
across the fleet. Oscar, the account manager in Indianapolis highlighted this 
issue by saying “nobody has assigned areas. I found it’s easier. We could do it 
that way, but if you don’t have anything going out that way, then what do you do 
with the guy?” (Oscar, Indianapolis). Indianapolis as a whole provides sufficient 
demand for seven to eight routes per day, as shown in Figure 10, but no specific 
areas offer consistent enough demand to warrant a regular daily route. 
While the Indianapolis metropolitan statistical area fails to provide a 
structure for consistent routing, the distribution center’s coverage of multiple 











Figure 10. Indianapolis route maps 
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Haute. Though the boundaries separating Indianapolis from these areas remain 
constant, the two outlying locations only provide enough demand to fill one or two 
routes each week. “We have certain areas that we do during the week. Fort 
Wayne, we do on Thursdays” (Keith, Indianapolis). The separation between 
Indianapolis and the two additional urban areas served prevents the efficient  
addition of Fort Wayne and Terre Haute customers to regular Indianapolis routes. 
At the same time, the demand from each location is too small to merit a daily trip 
from the Indianapolis distribution center. As a result, these areas fall into 
consistent routes, but with a pattern that repeats weekly instead of daily. 
 The coverage of multiple urban areas by a single distribution center 
complicates the identification of Indianapolis as a sprawled location. Instead, 
acceptance of two levels of analysis, urban area and distribution center coverage 
area, leads to a hierarchical classification that incorporates components of both 
sprawled and multi-clustered urban area types. Additionally, while research has 
drawn distinctions between urban and traditional logistics, the Indianapolis 
distribution center provides an example of a hybrid system that includes 
elements of both. This leads to the first research proposition: 
 
Proposition1: In urban areas exhibiting a multi-cluster (sprawled) 
environment, maintaining consistent route boundaries (not bounding 





Routing the Long Stretch 
 In addition to the regional boundaries placed on routes in multi-clustered 
urban areas, population clustering patterns also influence the relationship 
between routes and the distribution center itself. Once again, clustering profile 
influences the customer assignment phase of vehicle routing (Ballou, 1989) as 
shown in the distance travelled from one stop to the next. In this case, the routing 
decision examines the trade-off between distributing travel miles as evenly as 
possible across all stops and forcing as much distance as possible into the first 
and last links in the route, significantly lowering the miles between customers. 
 When low density areas separate customer clusters, traditional logistics 
heuristics recommend building routes with a long link between the depot and the 
cluster instead of placing intermediate stops between the two (Ballou, 1989). 
Additionally, in urban areas, traffic congestion, accidents, and infrastructure all 
impact the time required to reach a customer (Browne and Gomez, 2011). As a 
result, using distance alone to build vehicle routes may not offer the most 
efficient outcomes. As recommended by Ballou (1989), Franklin (Los Angeles) 
builds a much longer first link into routes instead of distributing mileage evenly 
throughout, but views the decision from the perspective of time instead of 
distance:  
So what I do is create the route up there and they’re usually 
working their way back. So when they’re hitting traffic, they’re 
closer to the warehouse instead of doing it the opposite way. If I 
start them here and finish them way up here, they’re going to take 
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forever to come back. So I try to start them as far as I can and then 
work their way back to the warehouse, (Franklin, LA) 
 The maps in Appendix A highlight the long distance between the 
distribution center and all stops in a route as well as the relatively short distances 
between stops within the same cluster. Additionally, a two-sample t-test 
comparing the average distance between intermediate stops with the average 
distance of the first and last link in the route confirms that the first and last links 
represent a significantly longer distance than those connecting intermediate 
stops (F = 235.253, p < .001, df = 158), as shown in Table 7. 
 
Table 7. Comparison of early/late and intermediate links in Los Angeles 





Between Groups 12760.485 1 12760.485 235.253 .000 
Within Groups 8515.907 157 54.241   
Total 21276.392 158    
 
 
Unlike Los Angeles, the first and last link in Indianapolis routes may not be 
the longest. Instead, the travel distance is more evenly distributed across all 
stops. For example, Paul, a driver in Indianapolis, described his route, saying  
“you work your way down and work your way back up. They try to 
make a loop every time to head back to the shop. So you’ll start out 
going to Bloomington, Bedford, Brownstown, Seymour, and you’ll 
come back up to Columbus and might or might not have a stop in 
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Indianapolis or Greenwood, which is on its way back up.” (Paul, 
Indianapolis) 
Sprawled areas lack dense clusters that would significantly shorten intermediate 
travel distances. As a result, extending the first and/or last link in the route fails to 
provide the efficiency gains associated with such practices in multi-clustered 
areas. 
 At the same time, the disconnect between geographic region and 
coverage area impacts the mileage distribution among individual route links in 
Indianapolis. Routes from the Indianapolis distribution center to Fort Wayne and 
Terre Haute begin and end with significantly longer links than intermediate 
connections. Once again, a two-sample t-test reveals a significant difference 
between the average mileage between intermediate customers and the average 
of the links connecting distribution center to first and last customers, but the 
difference in Indianapolis is much less significant than Los Angeles (F = 6.775, p 
= .011, df = 65) (See Table 8).  
 
Table 8. Comparison of early/late and intermediate links in Indianapolis 





Between Groups 3788.320 1 3788.320 6.775 .011 
Within Groups 35788.916 64 559.202   





Further testing that removes the links to Terre Haute and Fort Wayne is 
expected to show a non-significant difference between intermediate and first/last 
links. This leads to a second proposition: 
Proposition 2: In a multi-cluster (sprawled) area, links connect the 
distribution center to the first and last customer served are significantly 
longer than (not significantly different from) links connecting two 
customers. 
 In summary, multiple environmental and strategic characteristics emerged 
through the case studies. Table 9 show those characteristics and strategies that 
vary between the two locations. 
 
Table 9. Cases in the typology 
Characteristic Indianapolis Los Angeles 
Clustering Profile Sprawl Multi 
Network Centrality Central Peripheral 
Maneuverability Low High 
Redundancy Redundant Limited 
Routing Long Stretch Mid Early/Late 






Implementing Tailored Urban Logistics Strategies. Implications for Urban 
Logistics Service Providers 
 Several interesting managerial and theoretical implications emerge from 
an exploration of population clustering in urban logistics. First, from the 
managerial perspective, clustering profiles influence vehicle routing strategies, 
specifically during the customer assignment phase. In an area with multiple 
clusters that, on average, offer enough demand to fill a truck, the cluster 
boundaries serve as additional constraints, limiting the available matches 
between customers and routes. For firms seeking to enter the urban market, 
population density distributions offer a proxy measure for demand 
concentrations, but accurate demand forecasts may provide further insight into 
the clusters of interest and size of routes. 
 An urban area’s clustering profile also impacts the distribution of trip miles 
among the different links within a route. When customers are evenly distributed 
over a sprawled urban area, firms should spread miles per stop evenly over all 
links, but in a multi-clustered location, long trips connecting the distribution center 
and the different clusters allow drivers to make more stops within a cluster 
instead of making several trips of intermediate distance.   
 Additionally, a single facility may serve multiple urban areas separated by 
rural regions. In these situations, a hierarchical clustering profile may emerge in 
which the certain areas project one clustering profile, such as the sprawled 
demand in Indianapolis, but the overall coverage area displays a different profile, 
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as shown with the multiple urban areas served from the Indianapolis distribution 
center.  
 In the case of Indianapolis, this multi-tiered structure calls for a hybrid 
strategy between traditional, city-to-city logistics and urban logistics. This, in turn, 
highlights the connection between hierarchical systems theory (von Bertalanffy, 
1950) and contingency theory (Drazin and Van de Ven, 1985). For firms 
operating solely in Indianapolis, a certain strategy may fit, but when services 
expand to contain multiple urban areas, a new, hybrid strategy may be required. 
As a result, contingency theory may require a multi-level conceptualization of fit 
to accommodate each tier of the hierarchy. 
Limitations and Future Research 
 While the research partially confirms the influence of clustering profile on 
logistics strategy, certain limitations emphasize the need for further research. 
First, the cases examined reflect the perspectives and strategies of a single 
company. Though the research team studied multiple urban areas, comparison 
between cases within a single region proved impossible. Future research should 
seek firms in different industries and representing different points in the supply 
chain, such as retailers and manufacturers, to determine the differences in 
strategies that may exist within each urban area type.  
 Second, the firm studied provided data covering one week of operations. 
Future research covering a broader timespan would offer insight into potential 
cyclical or seasonal differences in demand and environmental characteristics. 
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Additionally, a single firm provided all data analyzed. Archival data from multiple 
firms, along with publically available data on traffic patterns, policies, and even 
community perceptions of different firms and actions may offer a more in-depth 
look at the fit between strategy and urban area type. 
 This research provides a preliminary step toward crafting logistics 
strategies to fit specific urban areas. As future research incorporates additional 
environmental characteristics, such as redundancy and maneuverability, tailored 
strategies that respond to these many differences will continue to emerge. An 
improved understanding of the differences between urban areas and the 
strategies utilized to serve urban populations will aid researchers, managers, and 
urban leaders as they improve urban logistics performance and contribute to a 









CHAPTER V - ARTICLE 2: MATCHING URBAN LOGISTICS 
STRATEGIES TO URBAN ENVIRONMENTAL TYPES 
Introduction 
In 1999, the global population reached 6 billion people (Gelbard, Haub, 
and Kent, 1999). The United Nations predicts the world’s urban population will 
reach the same level by 2050 (Donath, 2014). As urban areas grow and change, 
many firms have sought to increase their presence among customers in these 
markets. For example, in 2014, five national retail chains, including Red Robin 
and Chili’s, opened locations in New York City for the first time (Center for an 
Urban Future, 2014). Unfortunately, with most logistics systems built to serve 
suburban customers (Hesse and Rodrigue, 2004), many existing logistics 
strategies and assumptions fail to integrate the unique challenges associated 
with the changing urban landscape. 
 As firms adapt their existing strategies to better fit the urban environment, 
the lack of a single, general configuration of urban environmental features further 
complicates the situation. Every urban system presents a distinct combination of 
environmental, social, and economic characteristics (Campbell, 1996; Garcia et 
al., 2011). As a result, firms employing one overarching urban logistics strategy 
see great variance in performance outcomes from one location to the next. At the 
same time, crafting a tailored logistics strategy to each of the nearly 400 
designated urban areas in the United States (OMB, 2013) presents a completely 
different, though no less difficult, challenge to the firm. 
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 Though urban logistics has become an area of growing concern for many 
practitioners and researchers in recent years, variations across urban areas and 
their impact on logistics performance remain largely unexamined. On the other 
hand, urban area variations emerge in discussions from many non-logistics 
disciplines, including history (Pitts, 1979; Rogers, 1884), economics (Boix and 
Trullen, 2007; Garcia-Lopez and Muñiz, 2011), and sociology (Florida, 2002). 
These research streams divide urban areas into groups, or types (Bailey, 1994), 
based on their characteristics. Similarly, a typology integrating environmental 
characteristics that impact logistics performance enables managers to create a 
small number of general logistics strategies tailored to groups of urban areas.  
 The purpose of this research is to test the connection between four 
combinations of environmental characteristics, two potential vehicle routing 
strategies, and logistics performance. With a simulation model built using actual 
firm data, the research tests the significance of certain environmental 
characteristics and the fit between those characteristics and logistics strategies. 
Guided by contingency theory (Drazin and Van de Ven, 1985), the research 
examines multiple component configurations and their associated performance 
outcomes in order to find the best environment-strategy pairings. 
 The remainder of the paper is organized as follows. First, a review of the 
literature provides insight on urban logistics and the environmental and strategic 
components related to the study. Next, the design and execution of the 
simulation model is explained. Following that, the results of the simulation model 
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and managerial and theoretical implications are discussed. Finally, the paper 
concludes with limitations and future research directions. 
Literature Review 
The Urban Environment  
 Originally, urban areas emerged as human beings came together in 
search of increased access to resources and social fulfillment through connection 
with others (Glaeser, 2012). As population concentrations grow, they reach a 
point at which resources and infrastructure can no longer support such large 
numbers (Davis, 2005). At this point of saturation, competition for limited 
resources and infrastructure negatively impacts not only logistics performance, 
but also the perceived value added by logistics operations to the urban system 
as a whole.  
 From a logistics perspective, the distinction between urban and non-urban 
emerges from two main sources: density and complexity. First, urban areas 
exhibit a higher population density than non-urban, at least 1,000 people per 
square mile according to the United States Census Bureau (Urban Area Criteria, 
2011). High urban population densities, in turn, create or exacerbate many 
issues influencing logistics performance, including traffic congestion (Blaine, 
1967; Crainic et al., 2009), inefficient use of resources (Hicks, 1977; Anderson et 
al., 2005), and difficulty accessing customers (McDermott, 1975; Anderson and 
de Palma, 2007). In addition, high numbers of people within a constrained 
physical environment force interaction among several groups, each with different 
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objectives and demands (Campbell, 1996). This in turn creates a system in which 
the logistics goals of efficiency, effectiveness, and differentiation (Fugate, 
Mentzer, and Stank, 2010) compete with those of other groups. In recognition of 
these differences, urban logistics is defined as  
the movement and storage of goods, equipment, 
and personnel influenced by and interacting with 
forces and systems unique to urban areas.  
 In response to these challenges, researchers and practitioners present 
several potential solutions. For example, utilizing consolidation centers at the 
edge of the urban area significantly reduces freight traffic within the urban area 
and enables larger shipments to business customers (McDermott, 1975; 
Muñuzuri et al., 2005). Other recommendations include the use of off-peak 
delivery times, allowing drivers and non-logistics personnel to avoid contact with 
one another (Anderson et al., 2005). Finally, several authors have recommending 
routing and scheduling solutions as measures to improve logistics performance 
in urban areas (e.g., Wu et al., 2001; Crainic et al., 2009; Kaszubowski, 2012). 
These general solutions may improve urban logistics performance in many 
areas, but the specific combinations of urban area characteristics that influence 
the efficacy of proposed solutions remains unexplored. 
Theoretical perspective 
 Given the variation among urban areas and the strategies utilized in each, 
contingency theory presents an interesting lens through which to examine urban 
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logistics. According to contingency theory, an organization maximizes 
performance by employing the situation-specific strategy that best fits a given 
environment (Longnecker and Pringle, 1978; Drazin and Van de Ven, 1985). 
Venkatraman (1989) offers six definitions for the concept of fit, including “fit as 
gestalts” (p. 432). Fit as gestalts, also called the systems approach to 
contingency theory (Drazin and Van de Ven, 1985) or configuration theory (Van 
de Ven et al., 2013), views fit as the consistency between multiple strategic 
factors and corresponding environmental characteristics. In urban logistics, 
environmental components correspond to the different characteristics that vary 
from one urban area to the next, including population distribution and 
infrastructure. Strategic components include any decision related to the 
acquisition, consumption, and distribution of resources and products throughout 
the urban area.  
Urban Environmental Characteristics 
 Following the fit as gestalts perspective (Venkatraman, 1989), this 
research examines the combination of two environmental characteristics, 
clustering profile and infrastructure saturation, and one strategic component, 
vehicle routing strategy. The impacts of each component on logistics efficiency 







 While all urban areas exhibit a high overall population density, a more 
detailed inspection may reveal high population concentrations separated by less 
dense regions. Typologies related to such clustering profiles point out the 
impacts of density variation on different aspects of urban systems. For example, 
many urban areas consist of a highly concentrated core of people and economic 
activity and the surrounding periphery with a less dense collection of low-tech 
and low-skilled workers and activities (Abdel-Rahman and Wang, 1995). Other 
urban areas exhibit the characteristics of either a core or a peripheral location, 
but not both (Portnov and Wellar, 2004). The core to periphery ratio impacts land 
availability and costs, customer locations, and traffic levels (Abdel-Rahman and 
Wang, 1995) as well as the ease of resource and knowledge dissemination 
throughout the region (Portnov and Wellar, 2004). Just as population density 
separates urban from non-urban, variation between more and less dense regions 
throughout the area also provide a means for urban differentiation. 
 Though previous typologies classify urban areas using the presence or 
absence of core and periphery regions, the assumption of at most one dense 
core excludes a final urban area type. Some locations encompass multiple dense 
cores separated by regions of lower population density (Nam et al., 2012). While 
the distinction between high and low density regions exists regardless of the 
number of cores, multiple interacting clusters in a single urban area add a layer 
of complexity to the urban environment. As a result, American urban areas can 
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be defined as multi-clustered, such as Los Angeles, single-clustered, including 
Chicago, and non-clustered or sprawled, such as Indianapolis.  
 Previous research also examines the connection between customer 
distribution and logistics performance. Customer density positively associates 
with logistics efficiency as measured by miles per stop (Boyer, Prud’homme, and 
Chung, 2009). Along with density, the spatial distribution of customers in relation 
to the depot location impacts the performance outcomes associated with vehicle 
routing strategies (Ballou and Agarwal, 1988; Ballou, 1989), with all heuristics 
coming closest to optimality in areas with population clusters. As a result, urban 
areas with multiple urban clusters should, in turn, provide further opportunities for 
logistics efficiency by allowing firms to build multiple vehicle routes and capitalize 
on these multiple, high-density regions.  
 
H1: Population clustering positively associates with logistics 
performance. 
H1A: Multi-clustered (sprawled) urban areas associate with higher 
(lower) customer service levels. 
H1B: Multi-clustered (sprawled) urban areas associate with lower 
(higher) route times.  
 
Infrastructure Saturation 
 Dense customer populations enjoy improved logistics efficiency due to 
their proximity, or short travel distances from one customer to another (Levine, 
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Grengs, Shen, and Shen, 2012). Along with proximity, urban mobility influences 
driver accessibility to customers (Levine et al .994). The speed of traffic flows in a 
transportation network reflects that mobility (Zadeh and Rajabi, 2013), which 
depends heavily on infrastructure capacity and the number of drivers occupying 
the network (Cameron, Kenworthy, and Lyons, 2003). As driver populations 
increase, they may outgrow the existing transportation infrastructure (Davis, 
2005), resulting in infrastructure saturation (Levine, Grengs, Shen, and Shen, 
2012) and reducing traffic speeds and accessibility. 
 Infrastructure saturation impairs the ability of all drivers, freight and 
passenger, to reach their destinations (Storper and Manville, 2006; Figliozzi, 
2011). Additionally, saturation and resulting traffic congestion increase pollutant 
and noise emissions (Van Binsbergen and Bovy, 2000) and public safety and 
health issues (Taniguchi and Shimamoto, 2004; Kaszubowski, 2012). 
Infrastructure saturation connects with several aspects of logistics performance, 
including efficiency (Blaine, 1967; Lindholm and Blinge, 2014), security 
(Kaszubowski, 2012), and sustainability (Hicks, 1977; Anderson et al., 2005).  
 
H2: Infrastructure saturation negatively associates with logistics 
performance. 
H2A: High (low) infrastructure saturation associates with lower 
(higher) customer service levels. 
H2B: High (low) infrastructure saturation associates with higher 
(lower) route times. 
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Tailoring Urban Logistics Strategies 
 Contingency theory combines environmental variables with firm strategy 
(Drazin and Van de Ven, 1985). Of the many available strategic components, the 
current research compares two vehicle routing heuristics (Ballou, 1989). These 
algorithms, often presented as solutions to a vehicle routing problem (VRP), seek 
the most efficient routes to reach customers in capacitated delivery vehicles 
(Ballou, 1989). Many variants and solutions for the VRP have been provided in 
the literature (Cordeau, Gendreau, Laporte, Potvin, and Semet, 2002; Eksioglu, 
Vural, and Reisman, 2009), including contingency theory research comparing 
multiple vehicle routing algorithms and five potential customer distributions, such 
as clustered and urban-rural configurations (Ballou and Agarwal, 1988, Bell and 
Griffis 2010). Ballou and Agarwal (1988) find that a simple savings algorithm 
provides the best performing algorithm for all customer distributions, while Bell 
and Griffis (2010) suggest that different algorithms may perform better or worse 
on different spatial patterns such as clusters, sectors, or coastal patterns seen in 
actual supply chains.  
 The two heuristics utilized in this research are a simple savings algorithm 
(Ballou and Agarwal, 1988) and a clustered savings algorithm. The simple 
savings algorithm solves the VRP by first creating a route for each individual 
customer. Next, the algorithm calculates the reduction in mileage or total route 
time associated with combining two separate routes, and then combines the two 
routes that offer the greatest savings. The process is repeated until constraints 
no longer allow additional route combinations.  
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 The second heuristic combines the simple savings algorithm with a 
clustering algorithm (Ballou, 1989). With this algorithm, customers are first 
assigned to groups based on their proximity to one another (Ballou and Agarwal, 
1988). Once customers have been assigned to clusters, the next step involves 
running a simple savings algorithm on each customer cluster. After savings 
algorithms for each cluster are completed, a final overall savings algorithm 
combines partial routes from each cluster until no further savings can be gained. 
 The current research adds to a body of work examining several variants of 
the VRP and associated algorithms (Ballou and Agarwal, 1988; Laporte, 
Gendreau, Potvin, and Semet, 2000). Hypotheses predict different algorithms will 
provide the best performing option in each urban area type. For instance, the 
naturally occurring customer groupings in a multi-clustered environment (Nam et 
al., 2012) provide an existing structure for a clustered savings algorithm, while in 
a sprawled area, with customers evenly distributed throughout, clustering may 
force customers into less efficient routes than allowing all possible combinations. 
 
H3A: In a sprawled environment, a simple savings algorithm 
associates with improved logistics performance. 
H3B: In a clustered environment, a clustered savings algorithm 
associates with improved logistics performance. 
 
 Additionally, in a high saturation environment, the infrastructure inhibits 
mobility, and so seeking a proximity-based solution (Levine et al., 2012) to 
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customer access becomes a more viable option. On the other hand, in an area 
with lower infrastructure saturation and higher mobility, firms can rely on mobility 
over proximity solutions, making the simple savings algorithm the higher 
performance option. 
 
H4A: In a low infrastructure saturation environment, a simple 
savings algorithm associates with improved logistics performance. 
H4B: In a high infrastructure saturation environment, a clustered 
savings algorithm associates with improved logistics performance. 
Experimental Design 
Agent-Based Simulation Modeling 
 Agent-based simulation models combine individual actor, or agent, 
behaviors and interactions to provide a bottom-up description of a larger system 
(Schelling, 1971). This method for understanding complex systems through 
micro-level actions could provide a useful tool for researching entire supply chain 
networks instead of single links between customers and suppliers (Cooper et al., 
1997; Choi and Wu, 2009) and integrating logistics into a larger interdisciplinary 
research stream (Axelrod, 2006). Agent-based simulation has been used to 
research topics including public event planning (Williams, 1994), manufacturing 
(Lin and Solberg, 1994), organizational coordination (Burstein et al., 1993), and 
power network planning (Yen et al., 1998), but the use of such methods in 
logistics research remains limited.  
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 To build an urban logistics agent-based simulation, the researchers follow 
a ten-step process presented by Nikolic et al. (2013). Figure 11 outlines the ten 
steps. 
The first step in the process involves outlining the problem and defining 
the individuals that influence “emerging patterns of interest” (Nikolic et al., 2013, 
p. 75). This requires asking whose problem is being addressed and identifying 
external actors that impact the system. The current research focuses on the final 






Figure 11. Simulation process (Nikolic, van Dam, and Kasmire, 2013) 
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The firm allows some flexibility to individual distribution centers in over 80 
U.S. urban areas, but seeks to centralize all vehicle routing and customer 
scheduling decisions at the firm level. Unfortunately, differences between urban 
areas hinder efforts to create a single logistics strategy. Instead, managers 
attempt to integrate “local knowledge” into a small number of tailored strategies, 
each applicable to multiple cities that share certain characteristics. To better 
understand firm operations and the systems served, researchers conducted 
observations and interviews at accounts in two urban areas. The firm and 
research team discussed potential locations and selected a multi-clustered, high 
infrastructure saturation area (Los Angeles) and a sprawled, low infrastructure 
saturation area (Indianapolis). In addition, the firm provided data on customers, 
drivers, and routes at these two locations.  
 In step two, researchers assess the roles of individual agents within the 
larger system. This step includes two phases, actor identification and 
environmental structuring (Nikolic et al., 2013). In the first phase, the important 
actors within the system and their defining characteristics are identified. The 
second phase brings the different actors together to create the system’s overall 
structure. At this point, researchers not only examine the agents of the focal 
system, but also those associated with the external environment. As a result, the 
scope of the problem heavily influences the structuring phase.  
 Using observations, interviews, and secondary data, the research team 
identified three agent types. Additionally, firm data and geographic information 
system maps linked to a MapQuest server enabled the team to create two 
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separate environments, one for each urban system under review. Table 10 
describes the agent populations and parameters associated with each urban 
area studied. Currently, the simulation integrates no external actors, but allows 
for the future addition of several new agent types, including passenger vehicle 
drivers, retail customers, and policymakers.  
First, based on empirical data from the focal firm, customer agents generate 
demand for firm products and services. Customer orders vary both by location 
and service time. Every simulated day, the model updates the configuration of 
customer locations and demands, providing five different distributions over a 
single simulation run. In addition to customer agents, a depot agent represents 
the firm’s distribution center. Depot agents serve as the starting and ending point 
for vehicles on a simulated day as well as dispatch drivers and track system level 
 
Table 10. Description of model agents 
Agents Location Number of Agents 
Customer   
 Indianapolis Min: 36, Max 57 
 Los Angeles Min: 103, Max: 137 
   
Vehicles   
 Indianapolis 8 
 Los Angeles 20 
   
Distribution Center   
 Indianapolis 1 





data. Finally, vehicle agents connect depot and customers. These agents move 
on a GIS-based transportation network at speeds derived from empirical firm 
data using Stat::Fit distribution fitting software, with different distributions 
determining speeds for long (more than ten miles) and short (less than ten miles) 
travel distances. The environmental and strategic characteristics associated with 
each simulated environment are listed in Table 11. 
Two simulation environments based on actual firm operations represent 
varied clustering profiles. GIS maps of Los Angeles, California (multi-clustered) 
and Indianapolis, Indiana (sprawled) and customer locations determined through 
firm data serve as the basic simulated environment. In addition to the clustering 
profile, a second environmental variable, infrastructure saturation, highlights 
further differences between the urban areas studied. In this case, the 
researchers utilized firm data to determine speed distributions for both short and 
long trips in Los Angeles and Indianapolis. With average vehicle speeds below 
the posted speed limits in both locations, vehicle speed serves as a proxy for the 
degree of infrastructure saturation. Additionally, since some sprawled locations 
also suffer from high infrastructure saturation and certain multi-clustered areas 
also enjoy relatively low infrastructure saturation, both levels were tested in each 
area. 
Finally, along with the environmental characteristics, a strategic variable, routing 
strategy, encompasses two potential routing algorithms available to the firm. 
Discussed in hypotheses 3 and 4, the simple savings and clustered savings 
algorithms were tested in each of the four possible clustering profile/infrastructure   
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saturation configurations. The research team used C++ to execute each 
algorithm with actual customer data provided by the firm. This allowed the team 
to designate driver routes in the simulation. 
The third step in the agent-based simulation process (Nikolic et al., 2013) 
requires translating the concepts previously outlined into a language 
understandable to the simulation-modeling program. AnyLogic version 7.1 was 
used to build the agent-based simulation model. The software provides a pre-
programmed structure for agent-based simulation modeling, including agent 
classes, separate screens for each agent type, and a main screen representing 
the simulated environment, variables, and functions that integrate multiple 
agents.  
 In step four, model formalization, modelers bring together agents, 
variables, and functions to create a model narrative and pseudo code to describe 
the simulation. The narrative includes the story from each agent’s perspective, 
including all interactions among with other agents over the course of a simulation 
run. By creating a model narrative, the researchers can examine the system for 
potential infinite loops, unused agents, or redundant interactions. Upon finding 
any such issues, the modeler then builds exit conditions, such as time limits, to 
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ensure the model runs as planned. The following paragraph provides the model 
narrative for the current study. 
 At the beginning of each day, a function assigns customers to routes 
associated with individual driver agents. Customer information entered into each 
route includes the agent’s latitude, longitude, and demand. Once routes are 
assigned to individual drivers, the depot agent sends the driver a message and 
that driver begins the route. Drivers move to customers on their assigned routes 
following directions provided by MapQuest. Upon reaching the customer location, 
the driver performs required services; with service times determined using firm 
data. After serving the customer, the driver then determines whether to move to 
the next customer location or return to the depot. If no customers remain, or 
serving the next customer and returning to the depot requires more time than 
legally allowed, the driver skips all remaining customers and returns to the depot. 
At the end of the simulated day, route times and customer service levels are 
collected and the scenario is repeated with a new set of customers.   
 Simulation runs last five days. At the end of each day, a function updates 
two variables representing logistics performance. First, customer service, 
measured as the percentage of total demand fulfilled during the run, represents 
logistics effectiveness. The second measure, average length of the route (in 
minutes), determines logistics efficiency. The routing strategy, or strategies, that 
provide the lowest route times and highest service levels reflect the best fit with 
the environment under study. For the purposes of this study, the researchers 
weighted to two potential outcomes measures equally and tested both the 
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univariate effects on each individual variable and the multivariate effects of 
independent variables on both. 
 The first four steps in the agent-based simulation process (Nikolic et al., 
2013) prepare the researcher to create the model in a simulation-modeling 
program, such as NetLogo, Repast, and MASON (Railsback et al., 2006). 
Throughout the software implementation step, code documentation, naming 
standardization, and bug tracking allow the researcher to maintain a record of the 
modeling process and catalog any issues that may occur. Software 
implementation includes the use of both graphic icons provided by Anylogic 7.1 
and embedded programs, or functions, written using the Java programming 
language. These two types of input control agents and their behaviors by 
creating and destroying individual agents and triggering shifts from one agent 
state to another.  
 Unlike discrete-event simulations, which employ a series of steps outlining 
an entire system (Kelton et al., 2004; Evers and Wan, 2012), agent-based 
models allow more flexibility and interaction as agents navigate the simulated 
environment. As a result, instead of a single, linear process, agents occupy 
different states that associate with specific actions (Nikolic et al., 2013). State-to-
state transitions trigger agent actions, communications, or functions, which, in 
turn, trigger further state-to-state transitions. Additionally, when faced with 
multiple options at a transition point, decision rules become necessary to 
determine the agent’s next state. Figures 12 - 14 show the state charts for each 
agent type and the actions and Figure 15 provides an example of the functions 
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associated with each state. Multiple agents following their own triggers and state-
determined actions combine to create a complex system of interacting entities 
and allow for outcome analysis at both the agent and system level. 
Before analyzing outcomes, researchers first test model validity in step 
six. During this step, two of the four main verification and validation processes 
(Sargent, 2000) occur. Model verification and validation ensures the simulated 
system reflects the real world conditions and behaviors being examined 
 
 




















(Sargent, 2000; Closs, Nyaga, and Voss, 2010). First, to ensure conceptual 
model validity, case study and secondary data from the actual firm informed all 
parameters and behaviors associated with the simulation model. Following data 
collection, the research team discussed model components with experts and 
managers with the focal firm and received confirmation that parameters and 
assumptions were both accurate and relevant. Second, the computerized model 
verification process involved conducting preliminary simulation runs and 
recording inputs and outputs at the agent level. The researchers then compared 
those metrics with theoretically- and data-driven assumptions about the agent 
actions and system behaviors. Afterward, the research team used the same 
inputs to constrain small groups of agents and compare behaviors across 
multiple agents with the conceptual model and its assumptions. These tests 
confirmed model accuracy and fit with company data.  
Following conceptual model validation and computerized model 
verification, final simulation runs occur in step seven. For the purposes of the 
dissertation, a 2 x 2 x 2 experimental design was employed for hypothesis 
testing. The design consists of two clustering profiles, two levels of infrastructure 
saturation, and two vehicle routing strategies, resulting in eight separate 
scenarios. In pretesting, each scenario was replicated 30 times, resulting in 360 
original observations. Next, following the procedure outlined by Law (2007) and 
using the results of the pretests, the research team determined 82 replications 
per scenario would provide an appropriate estimate of population means for this 
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experimental design. As a result, a total of 656 observations were conducted 
during the actual simulation experiment.  
 Following actual simulation runs, researchers analyze the data in step 
eight. This analysis may include visual inspection of graphical data and analysis 
of the performance outcomes with each configuration of environmental and 
strategic components (Nikolic et al., 2013). Further detail on this step is given in 
the Analysis of Results section. 
 Following data analysis, two final validity checks occur (Nikolic et al., 
2013). First, operational validity tests output to ensure model accuracy and 
sensitivity (Sargent, 2000). This form of validity was confirmed through 
degenerative tests in which researchers varied input parameters and examined 
model outcomes (Closs et al., 2010). For example, when infrastructure saturation 
was reduced and vehicle speeds increased, the model produced lower (better) 
route times and higher (better) service levels. Finally, data validity determines 
whether or not the data utilized in the simulation is accurate and usable in 
building, testing, and evaluating the simulation model (Sargent, 2000). To ensure 
data validity, researchers collected secondary data provided directly by the firm 
in question and reviewed the data to check for outliers and anomalies (Closs et 
al., 2010). The research team then determined the model’s output data 
appropriate for statistical analysis, as described in the following section. 
 Finally, step ten focuses on the model’s contribution and potential uses. 
These uses may include presentations, calls for future research, and requests for 
expert feedback that result in increasingly complex and realistic simulations 
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(Nikolic et al., 2013). The current model offers a starting point for testing more 
detailed urban transportation problems and hypotheses, and the research team 
plans to share results through publication in academic outlets and presentations 
to managers and experts at the focal firm.  
Analysis of Results 
Hypothesis testing included both multivariate and univariate analysis of 
variance (MANOVA and ANOVA). First, the research team ensured outcome 
correlation among the outcome variables using Levene’s test of equality of error 
variances. Results indicate MANOVA is an appropriate analytical method for data 
analysis (p < 0.001). As a result, the analysis begins with MANOVA and then 
examines significant associations at the univariate level. Simulation results are 
summarized on Table 12. Figures 16 through 24 illustrate the significant 
outcomes. The analysis tested three direct effects, three two-way interactions, 
and one three-way interaction. MANOVA results show that the three way 
interaction (CLU x SAT x STR) and all three direct effects are significant at the p 
< 0.001 level. Additionally, both interaction effects involving routing strategy were 
found to be significant (CLU x STR, p = .001; SAT x STR, p = .008). Finally, the 
clustering profile by infrastructure saturation interaction was also found 
marginally significant (p = .051). 
Along with the multivariate significance of the three direct effects, 
univariate analysis showed significant direct effects of clustering profiles, 
infrastructure saturation, and routing strategy on both customer service levels 
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Table 12. Multivariate test results 
Source of Variation F-Ratio Deg. of freedom Sig. 
Clustering (CLU) 36.048 80 p < 0.001  
    
Saturation (SAT) 37.291 80 p < 0.001 
    
Strategy (STR) 16.318 80 p < 0.001 
    
CLU x SAT 2.983 79 .051  
    
CLU x STR 7.534 79 .001 
    
SAT x STR 4.861 79 .008 
    
CLU x SAT x STR 9.010 78 p < 0.001 
 
 
and route times (See Table 13). First, the direct effect of clustering profile on 
logistics performance was supported in the model (p < 0.001). Results indicate 
that multi-clustered urban areas associate with higher service levels and lower 
route times (See Figures 16 and 17). Additionally, though not surprisingly, 
logistics performance was supported in the model (p < 0.001). Results indicate 
that multi-clustered urban areas associate with higher service levels and lower 
route times (See Figures 16 and 17). Additionally, though not surprisingly, lower 
infrastructure saturation associates with higher customer service levels and lower 
route times (p < 0.001). The simulation model shows that higher infrastructure 
saturation associates with lower service levels and longer route times (see 
Figures 18 and 19). Finally, simulation results show a direct effect of strategy on 
logistics performance (p < 0.001). In general, the clustered savings algorithm 
offered better customer service levels and route times than did the savings 
algorithm (see Figures 20 and 21).  
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Table 13. Univariate test results 
Source of 
Variation 
 Outcome	   F-Ratio Deg. of freedom Sig. 
Clustering (CLU)  Service	  Level	   32.033 80 p < 0.001 
  Route	  Time	   66.066 80 p < 0.001 
  	      
Saturation (SAT)  	    80  
       Service Level	   71.192  p < 0.001 
       Route Time	   66.966  p < 0.001 
  	      
Strategy (STR)  	    80  
  Service Level	   31.089  p < 0.001 
       Route Time	   16.883  p < 0.001 
  	      
CLU x SAT  	    79  
   Service Level	   5.736  .017 
       Route Time	   5.292  .022 
  	      
CLU x STR  	    79  
       Service Level	   1.229  .268 
       Route Time	   .972  .325 
  	      
SAT x STR  	    79  
       Service Level	   5.722  .017 
       Route Time	   1.008  .316 
  	      
CLU x SAT x STR  	    78  
       Service Level	   1.627  .203 






































































































































Along with the significant direct effects, univariate results show three 
significant interaction effects. First, the CLU x SAT interaction was shown to have 
a significant effect on both customer service (p = .017) and route times (p = 
.022). As shown in Figures 22 and 23, higher infrastructure saturation intensifies 
the distinction between sprawled and multi-clustered locations. While model 
results showed a significant difference between multi-clustered and sprawled 
areas while controlling for infrastructure saturation, the differences in logistics 
performance, both customer service and route times, in high saturation areas 
were more than double those of low saturation areas.   
Finally, simulation results showed a significant interaction effect between 
infrastructure saturation and routing strategy on customer service levels (p = 
.017), but not on route times (p = 316). Unlike the interaction between 
infrastructure saturation and clustering profile, in which the differences between 
sprawled and multi-clustered locations were increased, in high saturation areas, 
the differences between a simple savings algorithm and a clustered savings 
algorithm were reduced. Figure 24 shows the differences in service levels for the 
two vehicle routing strategies in both high and low saturation environments. 
The results support certain hypotheses, fail to support others, and confirm 
the significance, but not the direction, of hypothesis 4A. Hypothesis 1 posits that 
differences in clustering profiles significantly impact logistics performance. This 
hypothesis is supported in both the multivariate (H1) and individual univariate 
(H1A and H1B) results. Hypothesis 2, which predicts a significant relationship 




















































Figure 24. Effect of SAT x STR interaction on customer service level 
 
While multivariate analysis indicates a significant interaction effect of clustering 
profile and routing strategy on logistics performance, univariate tests fail to 
support hypotheses 3A and 3B, connecting tailored strategies to clustering 
profiles.  
Hypotheses 4A and 4B suggest that for a given level of infrastructure 
saturation, one strategy provides superior logistics performance over the other. 
The significant interaction of infrastructure saturation and vehicle routing strategy 
shows that their relationship is in fact important. Hypothesis 4A, which predicted 
a clustered savings algorithm would improve logistics performance in high 
saturation areas was supported. On the other hand, hypothesis 4B predicted fit 
between a simple savings algorithm and low infrastructure saturation, but 























The model shows that a clustered savings algorithm provides the best logistics 
performance regardless of infrastructure saturation, though the benefits 
associated with a clustered savings algorithm are significantly reduced in high 
saturation areas. 
Managerial and Theoretical Implications 
The significance of the three direct effects in both multivariate and 
univariate analysis, as well as that of the interaction effects connecting 
environmental and strategic variables, provides support to the importance of 
considering urban environmental differences when planning strategy. The current 
research highlights two of these environmental characteristics: clustering profile 
and infrastructure saturation. Clustering profile determines how distance is 
distributed over the links in a route. In a multi-clustered area, the population 
distribution allows drivers to consolidate most of their travel time into a relatively 
small number of links between groups of customers, as called for by Ballou 
(2004). The resulting significant effect of clustering profiles on logistics 
performance provides further support for Ballou’s recommendation. Additionally, 
the significance of infrastructure saturation was also expected. Infrastructure 
saturation directly affects the ability of a driver to reach customers in a timely 
manner. Areas with lower infrastructure saturation provide fewer barriers to 
logistics efficiency and effectiveness, which emerged in the simulation results.  
At the same time, the high performance of the clustered savings algorithm 
in all scenarios shows that some strategic decisions may fit well in multiple urban 
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area types. With that said, neither the simple nor the clustered savings algorithm 
provides an optimal solution, but only a heuristic to guide vehicle routing 
decisions (Ballou, 1989). The two routing algorithms both employ a simple 
savings algorithm, but assign customers differently. Therefore, each offers a 
feasible solution for meeting all customer demand within a time constraint, and 
so further exploration of routing algorithms and strategies is warranted.  
One interesting finding, though, emerges from the lack of significance 
related to the interaction between clustering profile and routing strategy in the 
univariate analysis. Though both significantly impact logistics performance, the 
presence or absence of population clusters neither enhances nor reduces the 
advantages associated with a clustered savings algorithm. This finding adds to 
an existing body of research examining the efficacy of vehicle routing algorithms 
and metaheuristics across various customer spatial distributions (e.g. Ballou and 
Agarwal, 1988; Bell and Griffis, 2010), and while the clustered savings algorithm 
outperformed the simple savings algorithm in both multi-clustered and sprawled 
areas, additional attempts to find the “right” vehicle routing strategy should be 
pursued. 
While the interaction between clustering profile and routing strategy was 
found to be insignificant in the univariate analysis, infrastructure saturation was 
shown to have a significant impact on the association between routing strategies 
and customer service levels.  The simulation results show that the time required 
to reach each customer significantly impacts the performance associated with 
assigning and sequencing customers within routes (Ballou, 1989). While the 
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clustered savings algorithm outperformed the simple savings algorithm in both 
high and low saturation areas, the difference was much more pronounced when 
infrastructure saturation was lower.  
This interaction effect highlights an often unspoken assumption shared by 
many vehicle routing algorithms, metaheuristics, and optimization programs: 
transportation networks allow free flow of vehicles at constant speeds (Ichoua, 
Gendreau, and Potvin, 2003). Unfortunately, infrastructure saturation negatively 
impacts vehicle speeds (Zadeh and Rajabi, 2013), invalidating this widely held 
assumption. As a network becomes increasingly saturated, reaching customers 
becomes more difficult and time consuming, resulting in missed delivery times 
and longer routes, reducing the benefits associated with grouping customers into 
clusters (Ballou, 2004) and impacting the right algorithm to select. 
On the other hand, in a lower saturation area, with traffic movements 
closer to free flow, the difference between distance and time becomes less 
significant. These areas more closely resemble the networks modeled in many 
vehicle routing problems and solutions. As a result, the existing assumptions and 
rules of thumb continue to positively and significantly associate with logistics 
performance and the performance of the clustered savings algorithm is further 
enhanced over the simple savings algorithm. Agent-based simulation modeling 
and geographic information system data provide more detailed information on 
actual route distances and speeds, enabling researchers to examine the impacts 
of both distance and time on logistics performance.  
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Limitations and Opportunities for Future Research 
This research presents interesting conclusions, but certain limitations 
provide further opportunities for detailed research on the influence of the urban 
environment on logistics operations and vice versa. First, the scope of the data 
limits the generalizability of the model results. First, the model included only two 
urban areas. While the differences between these areas provided important 
information on two urban environmental characteristics, the analysis excluded 
single clustered urban areas with a lower density periphery (Ballou and Agarwal, 
1988; Abdel-Rahman and Wang, 1995). Additionally, though the two areas 
studied provided different infrastructure saturation levels, future research should 
integrate a broad range of infrastructure saturation, including free flow conditions 
and times of complete saturation in which no traffic movement occurs. 
Additionally, a single firm provided all data utilized in the research. Though the 
logistics service provider employs different urban logistics strategies, data from 
multiple industries representing variations in vehicle capacities, customer 
demands, and many other decisions may offer further insight on the fit between 
urban environment and logistics strategy. 
 Along with adding urban areas and data sources, future research should 
also examine the impacts of additional characteristics and strategy components 
beyond those analyzed in this research. The literature offers several factors 
differentiating urban areas (e.g. Harris, 1943; Portnov and Schwartz, 2009; Neal, 
2011), and simulation models allow researchers to study multiple combinations of 
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characteristics and strategies (Wu and Closs, 2009; Evers and Wan, 2012). 
Finally, urban areas bring together multiple entities organized into several 
interacting systems, and so a goal for future research should be to continue 
adding complexity to future simulation models in the form of non-logistics actors, 
policy parameters, and urban system level outcomes. Such additions will enable 
researchers to create models that more accurately reflect the dense and complex 
nature of the systems under study.  
Conclusion 
The unique characteristics of urban areas highlight issues not regularly 
considered in city-to-city logistics. As a result, certain assumptions, including that 
of free flowing traffic at constant and known speeds, fail to hold in urban areas. 
At the same time, differences between urban areas impact the efficiency and 
effectiveness of a single, general logistics strategy across all urban locations 
differently, resulting in the need for tailored logistics strategies to specific urban 
area types. Findings indicate the infrastructure saturation of an urban area 
significantly impacts logistics performance and that as urban areas approach 
saturation, the relative benefits of assigning customers based on proximity 
(Ballou, 2004; Levine, Grengs, Shen, and Shen, 2012) are significantly reduced. 
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CHAPTER VI - FUTURE RESEARCH DIRECTIONS 
Introduction 
Urban logistics research often falls within one of two camps. Logistics 
researchers focus on optimizing logistics activities in areas characterized by high 
population density and heavy traffic congestion (Gammelgaard, 2015; Anand, 
Quak, van Duin, and Tavasszy, 2012) while researchers in other disciplines 
examine how to reduce the disturbances associated with urban logistics activities 
(Crainic et al., 2009; Gammelgaard, 2015). Though both of these perspectives 
offer important theoretical and managerial contributions, a contingent systems 
view (Venkatraman, 1989) of urban logistics directs research toward finding the 
fit between logistics strategy and the urban environment, allowing logistics 
activities to contribute, instead of disturb, the overarching urban system. The 
search for mutually beneficial strategies, structures, and performance outcomes 
at both the firm and urban system levels provides guidance for future logistics 
study as well as research connecting logistics with several additional academic 
disciplines. 
Strategy-Structure-Performance (SSP) 
The strategy-structure-performance (SSP) paradigm (Galunic and 
Eisenhardt, 1994; Stank, Davis, and Fugate, 2005) provides a framework with 
which to organize several research opportunities in urban logistics. Just as 
multiple components come together to form a single urban system, these 
separate research streams contribute to urban logistics knowledge individually, 
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but may also combine to advance our understanding of urban systems and their 
operations, with a specific focus on logistics strategy and activities. While the 
potential research streams may offer insight into any or all of the cells an SSP-
based framework, each contributes most substantially to a specific component of 
a holistic urban logistics research program. 
In devising a supply chain oriented logistics framework, Stank et al. (2005) 
examine SSP across three levels of the firm: the corporate level, the strategic 
business unit level, and the functional area level (See Figure 25). The firm 
represents a hierarchical system, with strategies, structures, processes, and 
performance metrics at the corporate level influencing those at the remaining two 
sub-levels (Rodrigues, Stank, and Lynch, 2004). Expanding the SSP framework 
beyond the firm enables research at the urban system level, with the urban 
system viewed as the overarching organization (Gammelgaard, 2015) and the 
firm or logistics system as a subcomponent. As a result, the original logistics SSP 
framework (Stank et al., 2005) requires adjustment to apply to future urban 
logistics research. 
The supply chain oriented logistics SSP framework (Stank et al., 2005) 
divides the organization into three levels. However, as the proposed urban 
logistics research focuses broadly on the interaction between organization and 
environment, the three levels of Stank et al.’s (2005) SSP framework collapse 
into a single, firm-level layer. The urban system encompassing the firm then 
occupies a second layer (see Figure 26). Additionally, Stank et al. (2005) 




Figure 25. An SSP-based, supply chain oriented logistics framework (Stank et al., 2005) 
 
influence lower, but not vice versa. On the other hand, the proposed future 
research framework displays a bi-directional relationship between the firm and 
the urban system. External environmental factors do impact firm strategy, but 
decisions and actions at the firm level also influence the urban area, creating a 
feedback loop in which the two systems act and react to one another.   
Future Research Opportunities 
Figure 26 outlines several broad areas of urban logistics research. Some 
of these topics, including infrastructure and urban ecology, represent years of 
study across multiple disciplines, but offer little insight to logistics researchers 
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and practitioners. Others, such as vehicle routing and scheduling, have been 
widely discussed in the urban logistics literature (Gammelgaard, 2015), but still 
reveal several avenues for further examination. Additionally, research combining 
these individual areas should also contribute to a deeper understanding of 
logistics strategies, structures, and performance outcomes and the urban 
environments containing them. 
 
 
Figure 26. An SSP-based framework or future urban logistics research 
 
Strategy 
Strategies guide an organization’s mission and vision, and as a result 
influence the structures and processes utilized by organizations to reach certain 
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performance objectives (Stank et al., 2005). Urban systems act as organizations 
similar to firms (Gammelgaard, 2015), with urban system objectives influencing 
urban structures, processes, and outcomes. Strategies at the urban system level 
often emerge through policies and urban planning decisions. Future research 
opportunities in the urban-level strategy area examine how to integrate logistics 
into urban planning and policy as well as the influence of urban system-level 
strategies on logistics performance.  
Policy represents the first urban system-level strategy component. Policies 
either enable or restrict urban area actors, including logistics professionals 
(Scott, 2008). Several authors have studied restrictive policies that limit vehicle 
access based on factors such as the time of day or vehicle weight (Bifulco, 1993; 
Anderson et al., 2005; Gulipalli and Kockelman, 2008; Stanley and Hensher, 
2009), but few have examined the logistics impacts of policy’s second purpose, 
to enable system members to seek opportunities unattainable by individuals 
(Glaeser, 2012). Therefore, future research should examine potential implications 
of policies that enable, and even encourage, certain logistics activities in the 
urban system, such as increasing parking time limits to allow drivers to park and 
walk to multiple customer locations when possible or designating certain roads 
as only accessible to delivery vehicles at certain times of day. 
 In addition to policies that influence the behaviors of urban actors, urban 
planning focuses on the design and use of urban space and its impacts on urban 
subsystems and individual stakeholders (Larsen et al., 2011). Literature 
documents transportation’s role on urban planning throughout history (Taylor, 
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1967; Robertson, 2001; Storper and Manville, 2006) and as urban areas continue 
to evolve, research should continue to examine the interplay between logistics 
and urban planning. With the world’s urban population growing, and much of that 
growth projected to occur in developing countries (Donath, 2014), research 
combining urban planning and logistics can provide guidance in the design of 
new cities and the adaptation of existing urban areas to accommodate the 
world’s changing population, technology, and culture. 
At the firm level, strategies outline plans for the creation and use of 
structures and processes to achieve performance objectives (Rodrigues et al., 
2004). While firm-level strategies impact firm-level structures, processes, and 
performance outcomes, they also influence, and experience the influence of, the 
urban system in which the firm operates. One common example of firm strategy 
in urban logistics is vehicle routing and scheduling. Vehicle routing and 
scheduling strategies determine the order in which customers receive their 
deliveries and how to assign customers to specific routes (Dantzig and Ramser, 
1959). Several authors have integrated urban environmental characteristics into 
vehicle routing problems (e.g. Fleischmann et al., 2004; Taniguchi and 
Shimamoto, 2004). Building on existing models, future research opportunities 
include routing multiple customers on separate floors of the same building and 
adjusting distance matrices to integrate varying traffic levels and travel times 
along urban transportation links.  
Urban area characteristics not only impact how firms reach their 
customers, but also depot and inventory storage locations. Limited urban space 
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and high real estate costs constrain facility location decisions (Anand et al., 
2012), a second firm-level strategic component. This provides new opportunities 
for research on facility locations, size, and energy utilization. For example, a 
single, large facility may offer the most efficient and effective outcomes, but in 
well-developed areas with little available real estate, opportunities to centralize 
inventory in a single, large distribution center may be limited. At the same time, 
locating multiple, smaller distribution centers throughout the urban area may 
impact a firm’s available labor pool and force higher system wide inventory (Zinn, 
Levy, and Bowersox, 1989). Therefore, future research should examine multiple 
potential network layouts across different urban areas to determine which 
network design strategy fits best with different urban environmental 
configurations. 
Along with distribution network and vehicle routing strategies, future 
researchers should examine how firms serving urban areas manage inventory. 
With customer demand characteristics changing, leading to smaller, more 
frequent deliveries, inventory management becomes increasingly important 
(Nemoto, 1997; Ambrosini and Routhier, 2004). At the same time, urban area 
spatial constraints reduce storage capacity at many urban retailers and 
distribution centers (Allen, Browne, and Cherrett, 2012). As a result, future 
research should examine the urban impacts on inventory management and 
potential lean, agile, and hybrid solutions for inventory strategy in urban areas 
(Goldsby, Griffis, and Roath, 2005). For instance, in an area with high 
infrastructure saturation (see Chapter 5), a lean strategy that relies on accurate 
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forecasts may allow firms to place inventory nearer to customers and avoid the 
uncertainty associated with the area’s transportation system. In other locations, 
lower infrastructure saturation or increased redundancy may provide more 
flexibility and enable increased logistics agility (Gligor and Holcomb, 2012). 
Future research should explore the mutual impacts of urban area characteristics 
and inventory movement, placement, and replenishment.  
Additionally, researchers should explore the impact of time of day on 
inventory ordering and replenishment. With the smaller, just-in-time shipments 
often required in urban areas (Nemoto, 1997), variation in lead times may result 
in inventory shortages or overstocks on a daily basis. Understanding variations in 
traffic patterns and customer activity may help urban businesses determine the 
correct time not only to dispatch a vehicle fleet, but also to place a replenishment 
order from a separate inventory holding facility. 
Finally, as urban areas force interaction between firms and a large, 
diverse population of both business and non-business stakeholders, future 
research should explore the strategies used to manage the intricate urban social 
network. All urban stakeholders control and consume urban area resources, so 
regardless of relationship strength or the number of intermediaries separating 
firms and citizens, businesses rely on urban stakeholders to provide value in the 
form of goodwill, political support, and even resource sharing (Macharis and 
Milan, 2015). Though existing research has confirmed the importance of logistics 
professionals in building and maintaining relationships with direct customers 
(Davis-Sramek, Mentzer, and Stank, 2008; Fugate, Mentzer, and Flint, 2008) and 
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the power granted to a firm by its position in the social network (Autry and Griffis, 
2008), research should examine the urban system beyond the supply chain 
social network and explore the means by which logistics professionals improve 
their perceived value creation potential across the entire urban system 
stakeholder network. 
Structure 
Structure components in the SSP framework enable strategy 
implementation (Stank et al., 2005). In urban logistics, structures include physical 
and social components that often occupy both the urban system and firm levels. 
For example, a firm may own a distribution center, but that same facility 
constitutes a structural component of the urban system, subject to many of the 
same regulations placed upon hospitals, restaurants, and shopping malls. 
Similarly, the urban area’s transportation infrastructure may include private roads 
or parking facilities owned by the firm. Each of these enables both the urban 
system and the firm to implement their existing strategies to meet performance 
objectives. 
While urban planning offers a strategic focus for future urban logistics 
research, changing an established urban area’s physical infrastructure presents 
a much larger challenge (Anand et al., 2012). At the same time, the impacts of 
infrastructure on logistics operations, and vice versa, offer multiple avenues for 
further investigation. First, as urban markets change and the logistics systems 
serving them adapt their own strategies and structures (Ambrosini and Routhier, 
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2004), physical infrastructures remain relatively stable. Therefore, future 
research in established urban areas should examine the differences between 
urban infrastructures, such as varying levels of road redundancy (Khademi, 
Balei, Shahri, Mizraei, Sarrafi, Zahabiun, and Mohaymany, 2015) or modal 
accessibility (Lim and Thill, 2008), and resultant impacts on logistics operations. 
Additionally, current and projected urban area growth and development around 
the world (Donath, 2014) provides a laboratory for researchers to examine the 
influence of logistics on urban infrastructure construction and adaptation.  
Along with the built structures of an urban area, logistics systems also 
interact with natural urban ecosystems. Previous research connects traffic 
congestion and urban density with increased pollutant emissions (McDermott, 
1975), excessive urban heat (Childers, Pickett, Grove, Ogden, and Whitmer, 
2014), and noise (Lindolhm and Blinge, 2014). As a result, future research 
should not only examine the differences between urban ecosystems, but also 
how to reduce the impacts of logistics systems on the natural urban environment. 
Additionally, future research should examine the influences of the urban 
ecosystem on logistics operations. For example, urban areas experience varying 
degrees of weather fluctuation and natural disaster threats. Future researchers 
should look not only at the different risks associated with natural phenomena, but 
the seasonality of those natural occurrences and how to best fit a logistics 
system to such different environments. 
Finally, social systems in urban areas represent intangible, but still 
important structures. Often, researchers portray the relationship between urban 
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logistics and urban society as adversarial, with society seeking to reduce or 
remove the negative impacts of logistics systems on an urban area (Browne, 
Allen, and Attlassy, 2007; Anand et al., 2012; Gammelgaard, 2015). Future 
research should turn toward cooperation, examining how logistics managers can 
improve public perception of logistics activities as well as how logistics and social 
systems can combine to co-create value for themselves and the urban system in 
general. 
Research on structures at the firm level should examine both the 
equipment used to enact strategy and the personnel using it. For instance, given 
urban spatial constraints, many firms have considered adding bicycles and light 
electric vehicles to their existing fleets (Ambrosini and Routhier, 2004; Rose, 
2012). However, little research has examined the use of these vehicles in 
different urban area types. Future research should examine potential fleet mixes 
and associated performance implications at both the firm and urban system 
levels.  
In addition, vehicle operators provide several research opportunities in 
urban logistics. The rise of crowd-sourced transportation companies including 
Uber and GoGoVan (Melsted, 2014; Luk 2014), offers a new alternative to 
existing fleet management options and, as a result, an entirely new area for 
logistics research, largely focused in urban areas. Previous research outlines the 
difference between owning and outsourcing logistics activities (Bolumole, 
Frankel, and Naslund, 2007), but the introduction of crowd-sourced 
transportation adds a new dimension to the existing options. Crowd-sourcing 
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represents a new frontier in logistics by turning non-business stakeholders into 
logistics personnel. Future research should examine the risks associated with 
screening, hiring, and insuring such front line employees (Bode, Lindemann, and 
Wagner, 2011) as well as the minimum requirements to ensure a crowd-sourced 
fleet can meet a firm’s customer service and efficiency objectives. 
Performance 
The final component in the SSP framework focuses on the performance 
associated with strategy-structure combinations (Stank et al., 2005). With so 
many interacting subsystems, determining urban system “performance” presents 
a complex challenge with several, often competing outcome measures (Wey and 
Wu, 2008; Nijkamp and Kourtit, 2013). Frameworks such as the Planner’s 
Triangle (Campbell, 1996) highlight the conflicts among different urban 
stakeholders and their objectives. With these difficulties in mind, future research 
should examine the many metrics associated with outcomes at the urban system 
level to determine how best to measure the impact of logistics on the urban 
system as a whole.  
At the firm level, Melnyk, Davis, Spekman, and Sandor (2010) list six 
categories of supply chain performance outcomes, including cost and innovation. 
While these six categories certainly fit with urban supply chains, the specific 
performance metrics associated with urban logistics have yet to be explored. 
Additionally, research on social and urban system level measures will also aid 
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firms as they seek strategies, structures, and performance metrics that better fit 
the urban environment. 
In addition to the opportunities in each cell of the two-level SSP 
framework, researchers may also integrate multiple areas into single studies. For 
instance, existing urban policy literature includes research on the outcomes 
associated with limiting or allowing access to certain roads or parking structures 
(Bifulco, 1993; Anderson et al., 2005). Future researchers should account for the 
potential accessibility limitations when planning their facility locations and vehicle 
routing and scheduling decisions as well. In this way, urban system research 
influences firm strategy and structure. Similarly, research on how firms manage 
their stakeholders (Macharis and Milan, 2015) may have an impact on an urban 
area’s social sustainability (Campbell, 1996). The proposed future research 
streams, much like components in a hierarchical system, should combine to 
create a holistic body of urban logistics knowledge.  
Conclusion 
This dissertation examined urban area differences and their impact on 
logistics strategy and performance. By combining systems and contingency 
theories, the dissertation offers a starting point for future research examining the 
integration of logistics into urban systems. Using a multi-disciplinary literature 
review, qualitative case studies, and simulation modeling, the dissertation 
confirms the significant impact of urban area differences on logistics strategy and 
performance. As the world continues to urbanize and firms seek to increase their 
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presence in these densely populated and complex markets, the dissertation 
offers insight into the economic, environmental, and social impacts of integrating 
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Rose Dissertation Case Study Protocol 
 
A. Overview of the Case Study 
1. The purpose of the case study is to investigate the combinations of city 
characteristics and how they impact logistical systems that operate within 
them and to identify the strategies businesses use to improve logistics 
operations in urban areas. 
2. Research Questions 
a. How are combinations of urban area characteristics impacting 
supply chain performance within the areas? 
b. What types of urban logistics management strategies currently exist 
and how are they being deployed? 






4. The protocol introduced represents the standardized agenda for inquiry in 
this research. 
 
B. Data Collection Procedures 
1. Persons conducting field work: 
William Rose, PhD Student (wrose3@utk.edu) 
2. Data collection plan 
a. Requested evidence includes interviews conducted with employees 
ranging from entry level to executive, archival data reflecting 
investment in facilities and equipment and firm performance. 
b. Requested observations include planning meetings covering urban 
logistics topics and participation or direct observation of deliveries 
and warehouse operations. 
C Data Collection Questions 
1. Rapport Building 
a. Tell me about yourself. 
b. How long have you been working for COMPANY? 
c. How did you get into the job? 
d. Tell me about what it’s like to work at COMPANY. 
e. What do you like about it? 
f. What do you not like about it? 
 
2. Discussion Topics and suggestions for questions 
a. Tell me about the job you currently do. 
b. Tell me about the city (or area) where you work. 
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c. Tell me about your firms logistics strategy 
d. Transportation 
e. Warehousing 
f. You mentioned XXX (characteristic of the urban area).  How has 
that affected your logistics strategy in that area? 
g. What are some of the changes COMPANY has made in response 
to XXX? OR Tell me about a time that you or your superiors made 
changes in response to the specific characteristics of the urban 
area? 
h. How did COMPANY plan and execute the change(s)? 
i. What were some of the problems that came up with the change(s)? 
j. Who was involved in planning and/or executing the change(s)? 
k. What did they do throughout the process? 
l. How were you involved in planning and/or executing the 
change(s)? 
m. How have the change(s) affected COMPANY? 
n. How have they affected the job you do? 
o. How have they affected you as an employee? 
p. Is there anyone else I could (or should) talk to about how city 
growth has affected COMPANY? 
 
3. Their Ideas 
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a. These ideas must be observed solely from the perspective of the 
respondent and their job duties.  They might not be correct for the 
entire process nor represent the views of the company overall.  
However, the participant can provide insights to the outcome they 
believe would improve the overall process. 
b. If you could change anything about COMPANY’s logistics 
operations in large urban areas, how would you do it? 
D. Guide for the Case Study Report 
1. Audience for the report 
a. Dissertation Committee 
b. Potential Journal Submission (International Journal of Physical 
Distribution and Logistics Management, Journal of Business 
Logistics) 
2. Urban area characteristics 
3. Logistics strategy components 
4. Performance outcomes 
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