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Abstract
Let G be a graph with an even number of vertices. The matching preclusion
number of G, denoted by mp(G), is the minimum number of edges whose deletion
leaves the resulting graph without a perfect matching. We introduced a 0-1 linear
programming which can be used to find matching preclusion number of graphs. In
this paper, by relaxing of the 0-1 linear programming we obtain a linear program-
ming and call its optimal objective value as fractional matching preclusion number
of graph G, denoted by mpf (G). We show mpf (G) can be computed in polyno-
mial time for any graph G. By using perfect matching polytope, we transform it
as a new linear programming whose optimal value equals the reciprocal of mpf (G).
For bipartite graph G, we obtain an explicit formula for mpf (G) and show that
⌊mpf (G)⌋ is the maximum integer k such that G has a k-factor. Moreover, for any
two bipartite graphs G and H, we show mpf (GH) > mpf (G)+ ⌊mpf (H)⌋, where
GH is the Cartesian product of G and H.
Keywords: Matching preclusion; 0-1 linear programming; Linear programming;
Perfect matching polytope; Flow
Mathematics Subject Classification: 90C27; 90C35; 05C72
1 Introduction
In recent decades, many networks are proposed to serve as the topology of a large-
scare parallel and distributed system. In practice, edge (link) failures may occur in a
network, so it is important to consider networks with faulty elements. For measuring the
robustness of interconnection networks under the condition of edge failure Brigham et al.
[3] first introduced the concept of matching preclusion. Let G be a graph with an even
number of vertices. A perfect matching in a graph is a set of edges such that every vertex
∗This work is supported by NSFC (Grant No. 11371180).
†Corresponding author.
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is incident with exactly one edge in this set. A set of edges F of G is called a matching
preclusion set if G− F has no perfect matching, and the matching preclusion number of
G, denoted by mp(G), is the cardinality of the matching preclusion set with smallest size.
Since matching preclusion problem was proposed, it has been studied for many graphs,
such as hypercube [3], k-ary n-cube [27], tori network [10], balanced hypercube [23], folded
Petersen cube [5], cube-connected cycle [20] and pancake and burnt pancake graph [8, 17].
Furthermore, there are also some papers studying matching preclusion for some classes of
graph, such as bipartite graph [6, 7], regular graph [9, 21], vertex-transitive graph [19] and
Cartesian product of graphs [10, 21]. In complexity issue, M. Lacroix et al. [18] showed
that matching preclusion problem is NP-complete even for bipartite graphs.
Here we define some graph theoretical terms and notations first. Let G be an undi-
rected graph with the vertex set V (G) and the edge set E(G). For a vertex v ∈ V (G),
we define the set of all neighbour of v, the set of all edges incident with v and degree of
v by NG(v), ∂G(v) and dG(v), respectively. Let X and Y be two vertex sets of G. We
denote the set of edges of G with one end in X and the other end in Y by EG(X, Y ) and
eG(X, Y ) = |EG(X, Y )|. The set EG(X, V (G)\X) is called the edge cut of G associated
with X and is denoted by ∂G(X), and we say it is trivial if |X| = 1 or |V (G)\X| = 1.
An edge cut ∂G(X) is called an odd cut if |X| and |V (G)\X| is odd. Similarly, if D is a
directed graph and v ∈ V (D), then we denote the set of all in-neighbour of v, the set of
all out-neighbour of v, the set of all arcs with v being its tail and the set of all arcs with v
being its head by N−D (v), N
+
D (v), ∂
−
D(v) and ∂
+
D(v), respectively. If there is no ambiguity,
then we can omit the subscripts of these notations.
Let the linear space RE(G) be the set of all column vectors whose entries are indexed
by the edges of G over real field R. Every subset S ⊆ E(G) can be described by its
incidence vector, an |E(G)| long column vector, qS = (αe | e ∈ E(G)) ∈ R
E(G), where
αe =
{
1, if e ∈ S,
0, otherwise.
Let the vertex-edge incidence matrix of G be MG. Noting that for each v ∈ V (G), there
is a row in MG corresponding to incidence vector of ∂G(v), we denote this row vector by
∂G(v).
In [21], we introduced a 0-1 linear programming for matching preclusion number of
G. Let G be a graph with an even number of vertices. We denote M(G) be the set
consisting of its all perfect matchings and y be a vector in RE(G). The following 0-1 linear
programming (MP) can be used to find the matching preclusion number of G.
(MP): min 1Ty
s.t. (qM)Ty > 1, for every M ∈M(G) (1.1)
ye ∈ {0, 1}, for every e ∈ E(G). (1.2)
We can see that Constraint (1.1) ensures that the edge set induced by y intersects
every perfect matching in M(G). So we have the following proposition.
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Proposition 1.1 ([21]). The optimal objective value of (MP) is equal to mp(G).
In [21], by applying this 0-1 linear programming on r-regular graph G we showed that
mp(G) = r if and only if each non-trivial odd cut of G has at least r edges.
Fractional graph theory is a new branch of graph theory and widely studied in re-
cent years. There are two principal methods to convert graph concepts from integer to
fractional. The first is to formulate the concepts as integer programs and then to con-
sider the linear programming relaxation. The second is to make use of the subadditivity
lemma. Using these two methods, many fractional graph concepts were proposed, such
as fractional matching number, fractional chromatic number, fractional chromatic index
and so on. Many further ideas and results on fractional graph theory can be found in [26].
Inspired by it, we relax the Constraint (1.2) in (MP) and get a new linear programming,
denoted by (FMP), as follows:
(FMP): min 1
Ty
s.t. (qM)Ty > 1, for every M ∈M(G), (1.3)
ye > 0, for every e ∈ E(G). (1.4)
Then we define the optimal objective value of (FMP) by the fractional matching pre-
cluison number of G, denoted by mpf(G). It follows from the definition that mpf (G) 6
mp(G) for any graphG. Then it is natural to consider which graphs satisfy thatmpf (G) =
mp(G) and how large the difference between mp(G) and mpf(G) can be.
Recently, Y. Liu and W. Liu [22] introduced a distinct graphic parameter also called
fractional matching preclusion number of any graph G, denoted by fmp(G). However,
their idea is different from this paper, and they define fmp(G) as the minimum number
of edges from G whose deletion leaves the resulting graph with no fractional perfect
matching. Furthermore, they gave some propositions of this parameter, and then studied
it for complete graphs, Petersen graph and twisted cubes.
Network flow theory is very useful in our proof, then we introduce some notations
first. Let D be a directed graph and f be a real-valued function defined on E(D). We
denote the excess of f at v by
xf (v) =
∑
w∈N+
D
(v)
f(v, w)−
∑
u∈N−
D
(v)
f(u, v).
Let s (the source) and t (the sink) be two distinguished vertices in D. Then we say that
f is an s − t flow if xf (v) = 0 for all v ∈ V (D)\{s, t} (conservation condition). Let l
and c be a non-negative real function defined on E(D), which are called lower bound and
capacity of arc, respectively. We say that an s− t flow f is feasible if 0 6 f(u, v) 6 c(u, v)
for all (u, v) ∈ E(D) (capacity constraint) and call the xf (s) the value of f . An s − t
cut is an outcut ∂+D(X), such that s ∈ X and t ∈ V (D)\X . The capacity of a cut
C = ∂+D(X) is the sum of the capacities of its arcs, denoted by cap(C). In addition, we
say that f is a circulation if xf (v) = 0 for all v ∈ V (D), furthermore, f is feasible if
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l(u, v) 6 f(u, v) 6 c(u, v) for all (u, v) ∈ E(D). For convenience, if A,B are two vertex
sets of V (D) and a, b are two vertices in D, then we denote c(A,B) =
∑
u∈A,v∈B
c(u, v),
c(a, B) = c({a}, B) and c(A, b) = c(A, {b}).
The rest of this article is organized as follows. In section 2, for any graph G, we show
mpf(G) can be computed in polynomial time, and introduce a new linear programming
whose optimal value equals the reciprocal of mpf (G). In section 3, for any bipartite graph
G, we obtain an explicit formula for mpf (G) and an optimal solution of (FMP), and show
that ⌊mpf (G)⌋ is the maximum integer k such that G has a k-factor. Moreover, for any
positive integer t, we give an example Gt with mp(Gt) = t+1 andmpf(Gt) = 2. In section
4, we show that for any two bipartite graphsG andH ,mpf (GH) > mpf(G)+⌊mpf(H)⌋.
2 General graph
Recall that matching preclusion problem is NP-complete even for bipartite graphs.
However, we can show fractional matching preclusion problem can be solved for any
graph in polynomial time and our main tool is equivalence of optimization and separation
which is shown by M. Gro¨tschel et al. in [14].
Theorem 2.1 ([14]). For any rational polyhedron, the optimization problem is polynomi-
ally solvable if and only if the separation problem is polynomially solvable.
We denote the polyhedron defined by Constraint (1.3) and (1.4) by P . So we can
construct the separation problem corresponding to (FMP) as follows:
Given a rational vector y ∈ RE(G), either decide that y ∈ P or, find a rational
vector w ∈ RE(G) such that wTx > wTy for all x ∈ P .
In order to solve this separation problem, we first verify Constraint (1.4) for y. If there
is f ∈ E(G) such that yf < 0, then we set wf = 1 and we = 0 for all e ∈ E(G)\{f},
so we have that wTx > 0 > wTy for all x ∈ P . Thus, we suppose y satisfy Constraint
(1.4) and consider Constraint (1.3). We can regard the vector y as weights on edges of G,
then according to the algorithm given in chapter 5.3 of [11], we can obtain the minimum
weight perfect matching M0 of G in polynomial time with respect to vertex number of G.
So if (qM0)Ty > 1, then we can decide y satisfies Constraint (1.3), which means y ∈ P ,
otherwise we set w = qM0 and have that wTx > 1 > wTy for all x ∈ P . Thus, we have
the following lemma.
Lemma 2.2. For any graph G, the separation problem corresponding to (FMP) can be
solved in polynomial time.
So by Theorem 2.1, we obtain the following result.
Theorem 2.3. For any graph G, mpf (G) can be computed in polynomial time.
4
For further study of fractional matching preclusion number, we need to construct a
linear programming to compute it with more direct constraints, and our idea comes from
perfect matching polytope. First, we introduce the perfect matching polytope of a graph.
Let v1, . . . , vm be vectors in R
n. Vector v = λ1v1 + . . . + λmvm,(λi ∈ R) is called a
linear combination of v1, . . . , vm. A convex combination is a linear combination with
λ1 + · · ·+ λm = 1 and each λi > 0. The linear (convex) hull of {v1, . . . , vm} is the set of
all linear (convex) combinations of v1, . . . , vm. The perfect matching polytope PM(G) of
a graph G is the convex hull of incidence vectors of all perfect matchings in G. Edmonds
[4] gave fundamental results to describe the perfect matching polytope.
Theorem 2.4 ([4]). The perfect matching polytope PM(G) may be described by the fol-
lowing constraints:
(i) x > 0
(ii) ∂G(v)x = 1, for every vertex v in G
(iii) (qC)Tx > 1, for every non-trivial odd cut C of G.
Then for any graph G, we introduce a linear programming (LP) to compute mpf(G)
without finding all perfect matchings of G. Let b be a vector in RE(G). Then (LP) is
defined as follows:
(LP): min z
s.t. z − be > 0, for every edge e ∈ E(G)
∂G(v)b = 1, for every vertex v ∈ V (G) (2.1)
(qC)Tb > 1, for every non-trivial odd cut C of G (2.2)
b > 0. (2.3)
Let L(G) be the optimal objective value of (LP). Then we have following result.
Theorem 2.5. Let G be a graph with a perfect matching. Then mpf(G) = 1/L(G).
Proof. First we give the dual of (FMP) as follows:
(DFMP): max 1Tx
s.t.
∑
M∈M(G)
xMq
M
6 1
xM > 0, for every M ∈M(G).
Let w =
∑
M∈M(G)
xM . Since x = 0 is not an optimal solution of (DFMP), we suppose
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w 6= 0. Let x′M = xM/w and b =
∑
M∈M(G)
x′Mq
M . Then we rewrite (DFMP) as follows:
max w
s.t. wb 6 1∑
M∈M(G)
x′Mq
M = b (2.4)
∑
M∈M(G)
x′M = 1 (2.5)
x′M > 0, for every M ∈M(G). (2.6)
By Constraints (2.4)–(2.6), we have b ∈ PM(G). So by Theorem 2.4, we transform
(DFMP) into the following form,
max w
s.t. wb 6 1 (2.7)
∂G(v)b = 1, for every vertex v ∈ V (G)
(qC)Tb > 1, for every non-trivial odd cut C of G
b > 0,
Since w is only bounded in Constraint (2.7) which is equivalent to w · max{be | e ∈
E(G)} 6 1, we only need to compute minimum value of max{be | e ∈ E(G)} under the
rest three constraints. So it remains to consider following programming.
min z
s.t. z = max{be | e ∈ E(G)} (2.8)
∂G(v)b = 1, for every vertex v ∈ V (G)
(qC)Tb > 1, for every non-trivial odd cut C of G
b > 0.
We can convert it into a linear programming by replacing the Constraint (2.8) with
z − be > 0 for every edge e ∈ E(G). (2.8
′)
Noting that the resulting linear programming is (LP), we have that w · L(G) 6 1. Thus,
the optimal objective value of (DFMP) is 1/L(G), so mpf (G) = 1/L(G).
For any graph G, Theorem 2.5 means we can compute mpf(G) by solving (LP), whose
constraints are related to odd cuts of G, rather than perfect matchings of G. Since
a polynomial algorithm for minimum odd cut was given in [25], we can also solve the
separation problem corresponding to (LP) in polynomial time, which implies that (LP)
is also polynomially solvable by Theorem 2.1.
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3 Bipartite Graph
Noting that the odd cuts in G are numerous, the constraints of (LP) may be very
complex. But for bipartite graphs, we can obtain some better results. For a bipartite
graph, Birkhoff [2] described its perfect matching polytope.
Theorem 3.1 ([2]). If G is a bipartite graph, then the perfect matching polytope PM(G)
may be described by the following constraints:
(i) x > 0
(ii) ∂G(v)x = 1, for every vertex v in G
Inspired by it, we construct a simpler linear programming (BLP) to find L(G),
(BLP): min z
s.t. z − be > 0, for every edge e ∈ E(G)
∂G(v)b = 1, for every vertex v ∈ V (G) (3.1)
b > 0, (3.2)
that is, (LP) without Constraint (2.2). Then we can show the following lemma.
Lemma 3.2. If G is a bipartite graph with a perfect matching, then the optimal objective
value (BLP) is L(G).
Proof. Since G is bipartite, by Theorem 3.1, b satisfies Constraints (3.1)–(3.2) in (BLP)
if and only if b ∈ PM(G). On the other hand, by Theorem 2.4, b ∈ PM(G) if and only
if b satisfies Constraints (2.1)–(2.3) in (LP). Thus, (z, b) is a feasible solution of (BLP) if
and only if (z, b) is a feasible solution of (LP), so this lemma holds.
Remark 3.3. In section 2, we have shown that for any graph G, mpf (G) can be computed
in polynomial time by equivalence of optimization and separation, but the resulting al-
gorithm do not appear to be efficient in practice. Here, if we suppose G is bipartite,
then by Theorem 2.5 and Lemma 3.2 we can compute mpf (G) by solving (BLP). Since
(BLP) have only |V (G)|+ |E(G)| constraints and |E(G)| variables, it implies an efficient
algorithm to compute mpf(G) for any bipartite graph G.
Furthermore, we obtain an explicit expression of mpf (G) for any bipartite graph G,
which plays an important role in studying the connection between mpf(G) and the exis-
tence of k-factor of G. To achieve this, we need Max-Flow Min-Cut Theorem and Hall’s
Theorem in the following.
Theorem 3.4 (Max-Flow Min-Cut Theorem, [13]). Given a digraph D with source s and
sink t, and capacity c on E(D). Then the maximum value of any feasible s− t flow equals
the minimum capacity of any s− t cut.
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Theorem 3.5 (Hall’s theorem, [15]). Let G be a bipartite graph with bipartition (A,B).
Then G has a matching of A into B if and only if and |N(S)| > |S| for all S ⊆ A.
Theorem 3.6. Let G = G(A,B) be a bipartite graph with |A| 6 |B|. Then
mpf (G) = min
{
e(X, Y )
|X|+ |Y | − |A|
∣∣∣∣X ⊆ A, Y ⊆ B, |X|+ |Y | − |A| > 0} .
Furthermore, for every X ⊆ A and Y ⊆ B such that mpf(G) =
e(X,Y )
|X|+|Y |−|A|
, y˜ with
y˜e =

1
|X|+ |Y | − |A|
if e ∈ E(X, Y ),
0 otherwise.
is an optimal solution of (FMP).
Proof. First we suppose G has no perfect matching. Then (FMP) has only Constraint
(1.4), so we have mpf (G) = 0. On the other hand, by Theorem 3.5, there exists Y0 ⊆ B
with |Y0| > |N(Y0)|. Let X0 = A\N(Y0). Then e(X0, Y0) = 0 and |X0|+|Y0|−|A| = |Y0|−
|N(Y0)| > 0, so min
{
e(X,Y )
|X|+|Y |−|A|
∣∣∣X ⊆ A, Y ⊆ B, |X|+ |Y | − |A| > 0} = 0. Furthermore,
for every X ⊆ A and Y ⊆ B such that e(X,Y )
|X|+|Y |−|A|
= 0, we have E(X, Y ) = ∅. So y˜ = 0 is
an optimal solution of (FMP).
Next we suppose G has a perfect matching. Then |A| = |B|. By Theorem 2.5 and
Lemma 3.2, we only need to solve (BLP). Now we construct a network flow to determine
the optimal objective value of (BLP). Let D be a digraph with V (D) = V (G)∪{s, t} and
E(D) = {(s, a) | a ∈ A} ∪ {(b, t) | b ∈ B} ∪ {(a, b) | a ∈ A, b ∈ B, ab ∈ E(G)}, where
s and t are the source and sink, respectively. We assign capacities to all arcs of D as
follows:
c(u, v) =
{
1, if u = s, v ∈ A or u ∈ B, v = t,
z, if u ∈ A and v ∈ B.
We claim that (z, b) is a feasible solution of (BLP) if and only if D has a feasible s − t
flow with value |A|.
If D has a feasible s − t flow f with value |A|, then f(s, u) = f(v, t) = 1 for every
u ∈ A and v ∈ B. Let buv = f(u, v) > 0 for every edge uv ∈ E(G). Then for every vertex
u ∈ A, we have
∂G(u)b =
∑
w∈NG(u)
buw =
∑
w∈N+
D
(u)
f(u, w) = f(s, u) = 1.
Similarly, every vertex v ∈ B satisfies ∂G(v)b = 1. Moreover, by the capacity constraint,
we can verify that (z, b) satisfies the rest constraints of (BLP). So (z, b) is a feasible
solution of (BLP). Conversely, if (z, b) satisfies the constraints of (BLP), then we define
a function f on E(D) as follows:
f(u, v) =
{
1, if u = s, v ∈ A or u ∈ B, v = t,
buv, if u ∈ A and v ∈ B.
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Clearly, f is a feasible s− t flow with value |A|. Thus, our claim holds.
Noting that ∂+D(s) is an s− t cut with value |A|, (z, b) is a feasible solution of (BLP)
if and only if every s− t cut C = ∂+D(R) of D satisfies cap(C) > |A| by Theorem 3.4. We
set X = R ∩A and Y = B\R. So we have cap(C) = |A| − |X|+ ze(X, Y ) + |B| − |Y |. If
e(X, Y ) = 0, then NG(X) ⊆ B\Y . Since G has a perfect matching, by Theorem 3.5 we
have |X| 6 |NG(X)|. Thus, cap(C) = |A|+(|B|−|Y |−|X|) = |A|+(|B\Y |−|X|) > |A|+
(|NG(X)| − |X|) > |A|. If e(X, Y ) > 0, then cap(C) > |A| if and only if z >
|X|−(|B|−|Y |)
e(X,Y )
.
So (z, b) is a feasible solution of (BLP) if and only if z > |X|−(|B|−|Y |)
e(X,Y )
for every X ⊆ A,
Y ⊆ B and e(X, Y ) > 0. Thus, we have
L(G) = max
{
|X| − (|B| − |Y |)
e(X, Y )
∣∣∣∣X ⊆ A, Y ⊆ B, e(X, Y ) > 0} > 0,
and
mpf (G) = min
{
e(X, Y )
|X|+ |Y | − |A|
∣∣∣∣X ⊆ A, Y ⊆ B, e(X, Y ) > 0, |X|+ |Y | − |A| > 0} .
If |X| + |Y | − |A| > 0, then |X| > |B\Y |. Since G has a perfect matching, we have
|N(X)| > |X| > |B\Y | by Theorem 3.5. Thus, we have N(X) ∩ Y 6= ∅, which means
e(X, Y ) > 0. Then we can remove the constraint e(X, Y ) > 0 in last formula and obtain
the result we need.
Let X ⊆ A and Y ⊆ B be two vertex sets such that mpf (G) =
e(X,Y )
|X|+|Y |−|A|
. For
every M ∈ M(G), we have |M ∩ E(X,B\Y )| + |M ∩ E(A\X,B\Y )| = |B\Y | and
|M∩E(X, Y )|+|M∩E(X,B\Y )| = |X|, which means |M∩E(X, Y )| = |X|−(|B\Y |−|M∩
E(A\X,B\Y )|) > |X| − |B\Y | = |X|+ |Y | − |A|. So we have (qM)T y˜ = |M∩E(X,Y )|
|X|+|Y |−|A|
> 1,
then y˜ is a feasible solution of (FMP). Furthermore, noting that 1T y˜ = mpf (G), y˜ is an
optimal solution of (FMP). Thus, this theorem holds.
We observe that for a bipartite graph G, mpf (G) is closely related to existence of
k-factor. Let f be a non-negative integer-valued function defined on V (G). An f -factor
is a spanning subgraph G′ of G such that dG′(v) = f(v) for all v ∈ V (G). Furthermore, if
f(v) = k for all v ∈ V (G), we say G′ is a k-factor. The following result obtained by Ore
[24], and Folkman and Fulkerson [12] gave the criterion for a bipartite graph to have an
f -factor.
Theorem 3.7 ([12, 24]). Let G = G(A,B) be a bipartite graph and let f be a non-negative
integer-valued function on V (G). Then G has an f -factor if and only if
(i)
∑
u∈A
f(u) =
∑
v∈B
f(v) and
(ii) for all X ⊆ A and Y ⊆ B, we have
∑
x∈X
f(x) 6 e(X, Y ) +
∑
y∈B\Y
f(y).
So it is easy to see that a bipartite graph G = G(A,B) has a k-factor if and only if
|A| = |B|, and k|X| 6 e(X, Y ) + k(|B| − |Y |) for all X ⊆ A and Y ⊆ B. Then we have
the following corollary by Theorem 3.6.
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Corollary 3.8. Let G be a bipartite graph. If k is the maximum integer such that G has
k-factor, then k = ⌊mpf (G)⌋.
Remark 3.9. Given a graph G and a non-negative integer-valued function f defined on
V (G), R. Anstee in [1] introduced an algorithm to find an f -factor or show that none
exists in polynomial time. Here, if G is bipartite and k is non-negative integer, then by
Corollary 3.8 and Remark 3.3, we can determine whether a bipartite graph has a k-factor
by solving (BLP), which implies a new method to check whether a bipartite graph has a
k-factor in polynomial time.
By Corollary 3.8 we can find some classes of graphs with same matching preclusion
number and fractional matching preclusion number, such as trees with an even number
of vertices and regular bipartite graphs.
Corollary 3.10. Let T be a tree with an even number of vertices. Then mpf(T ) = mp(T ).
Proof. If T has no perfect matching, thenmpf (T ) = mp(T ) = 0. Next we suppose T has a
perfect matching. So we have ⌊mpf (T )⌋ > 1 by Corollary 3.8. Let v be a vertex in T with
d(v) = 1. Noting that ∂(v) is a matching preclusion set of T , we have mp(T ) 6 |∂(v)| = 1.
Thus, mpf(T ) = mp(T ) = 1.
By Hall’s theorem, the following result can be easily shown and next corollary holds
immediately by Corollary 3.8.
Theorem 3.11 ([6]). Let G be an r-regular bipartite graph. Then the edges of G can be
partitioned into r perfect matchings and mp(G) = r.
Corollary 3.12. Let G be an r-regular bipartite graph. Then mpf (G) = mp(G) = r.
On the other hand, we can show the gap betweenmpf (G) andmp(G) may be very large
by the following example. For each positive integer k, we construct a graph Gk (see Fig.
1) as follows: V (Gk) = Ak ∪ Bk ∪ Ck ∪Dk where Ak = {a1, . . . , a2k}, Bk = {b1, . . . , b2k},
Ck = {c1, . . . , ck} and Dk = {d1, . . . , dk}, and E(Gk) = {aibi | 1 6 i 6 2k} ∪ {aicj, bidj |
1 6 i 6 2k, 1 6 j 6 k}. The following theorem shows mp(Gk)−mpf (Gk) = k − 1.
Theorem 3.13. Let k be a positive integer. Then mp(Gk) = k + 1 and mpf(Gk) = 2.
Proof. First we prove mp(Gk) = k + 1. Noting that ∂Gk(a1) is a matching preclusion set,
we have mp(Gk) 6 |∂Gk(a1)| = k + 1. So it remains to show mp(Gk) > k + 1. Next we
show that for every vertex set F with |F | 6 k, Gk − F has a perfect matching.
Case 1. F ∩E(Ak, Bk) = ∅. Then F ⊆ E(Ak, Ck)∪E(Bk, Dk). Suppose that a2kc1 ∈
F without loss of generality. Noting thatH1 = G
[
k⋃
i=1
{ai, ci}
]
andH2 = G
[
k⋃
i=1
{bi, di}
]
are
two k-regular complete bipartite graphs with |E(H1)∩F | 6 k−1 and |E(H2)∩F | 6 k−1,
by Theorem 3.11 we have that H1 − F and H2 − F have perfect matchings M1 and M2
respectively. Thus, M1 ∪M2 ∪ {aibi | k + 1 6 i 6 2k} is a perfect matching of G− F .
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Fig. 1. Graph Gk (k = 3).
Case 2. F ∩ E(Ak, Bk) 6= ∅. Then there exist at least k edges in E(Ak, Bk)\F
supposed to be a1b1, a2b2, . . . , akbk without loss of generality. Then G−
k⋃
i=1
{ai, bi} are two
disjoint k-regular complete bipartite graphs, H1 and H2. Since |E(H1) ∩ F | 6 k − 1 and
|E(H2) ∩ F | 6 k − 1, by Theorem 3.11 we have that H1 − F and H2 − F have perfect
matchings M1 and M2 respectively. Thus, M1 ∪ M2 ∪ {aibi | 1 6 i 6 k} is a perfect
matching of G− F .
Thus, we have mp(Gk) = k + 1. On the the hand, mpf (Gk) 6
e(Ak,Bk)
|Ak|+|Bk|−|V (G)|/2
= 2.
Since Gk has a 2-factor consisting of k disjoint cycles ciaibidibi+kai+kci where 1 6 i 6 k,
we have mpf (Gk) > 2 by Corollary 3.8. Thus, mpf (Gk) = 2.
4 Cartesian Product of Bipartite Graphs
In this section, we concentrate on Cartesian product of bipartite graphs. The Cartesian
product of two graphs G and H is a graph, denoted as GH , whose vertex set is V (G)×
V (H), with two vertices (g, h) and (g′, h′) being adjacent if g = g′ and hh′ ∈ E(H), or
gg′ ∈ E(G) and h = h′.
Let G and H be two bipartite graphs with V (G) = {u1, . . . , un}, E(G) = {e1, . . . , em},
V (H) = {v1, . . . , vp} and E(H) = {f1, . . . , fq}. We denote the incidence matrices of G
and H by MG and MH , respectively. Recall that the Kronecker product of two matrix A
and B, where A = (aij) is an x× y matrix, is defined by
A⊗ B =
a11B · · · a1yB... . . . ...
ax1B · · · axyB
 .
Then the incidence matrix of GH is P = (Ip⊗MG,MH ⊗ In), where Ik is k× k identity
matrix. In order to compute mpf (GH), we should consider (BLP) for GH . So we
rewrite the Constraint (3.1) of (BLP) in matrix form as Pb = 1 and denote the resulting
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linear programming by (BLP1). We accordingly represent b as
b =

a1
...
ap
h1
...
hq

,where ai =
a
1
i
...
ami
 and hj =
h
1
j
...
hnj
 for each 1 6 i 6 p and 1 6 j 6 q.
Let Gi be the subgraph of GH induced by {(a, vi) | a ∈ V (G)}. Then we can see that
ai is an incidence vector of Gi, and if fj = vxvy, then hj indicates the edges between
V (Gx) and V (Gy).
Lemma 4.1. Let G and H be two bipartite graphs. If H has a k-factor, then GH has
a k-factor.
Proof. Let F be a k-factor of H . Then the spanning subgraph F ′ of GH with edge set
E(F ′) =
⋃
uv∈E(F )
{(w, u)(w, v) | w ∈ V (G)} is a k-factor of GH .
Lemma 4.2. Let G and H be two bipartite graphs. If H is r-regular, then (BLP1) has
an optimal solution such that a1 = · · · = ap and h1 = h2 = · · · = hq.
Proof. Noting that a perfect matching of graph is also a 1-factor of this graph, since H
has a perfect matching by Theorem 3.11, GH has a perfect matching M by Lemma
4.1. So (1, qM) is a feasible solution of (BLP1), then (BLP1) has an optimal solution.
Let (z˜, b˜) be an optimal solution of (BLP1) with b˜ = (a˜T1 , . . . , a˜
T
p , h˜
T
1 , . . . , h˜
T
q )
T . Then z˜
equals to some entry of b˜. So z˜ = max
16k6m
a˜kt for some t ∈ {1, . . . , p} or z˜ = max
16k6n
h˜ks for
some s ∈ {1, . . . , q}.
If z˜ = max
16k6m
a˜kt , then we set a1 = · · · = ap = a˜t and h1 = · · · = hq =
1
r
∑
fl∈∂H (vt)
h˜l =
h˜o. So for each (ui, vj) ∈ V (GH), we have
∂GH((ui, vj))b = ∂G(ui)aj +
∑
fk∈∂H (vj)
hik
= ∂G(ui)a˜t +
∑
fk∈∂H (vj)
(
1
r
∑
fl∈∂H (vt)
h˜il)
= ∂G(ui)a˜t +
∑
fl∈∂H (vt)
h˜il
= ∂GH((ui, vt))b˜
= 1,
which means Pb = 1. Moreover, we have that for each 1 6 i 6 p and 1 6 j 6 m,
aji = a˜
j
t 6 z˜,
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and for each 1 6 x 6 q and 1 6 y 6 n,
hyx =
1
r
∑
fl∈∂H (vt)
h˜yl 6 max
fl∈∂H (vt)
h˜yl 6 z˜.
Then (z˜, b) with b = (a˜Tt , . . . , a˜
T
t , h˜
T
o , . . . , h˜
T
o )
T is a feasible solution of (BLP1). Further-
more, note that (z˜, b˜) is optimal, we have that (z˜, b) is optimal too.
Next we suppose z˜ = max
16k6n
h˜ks . We only need to denote one end of fs by vt, and
set h˜o =
1
r
∑
fl∈∂H (vt)
h˜l and b = (a˜
T
t , . . . , a˜
T
t , h˜
T
o , . . . , h˜
T
o )
T . Then by a completely similar
argument as above case, we can show (z˜, b) is optimal.
If H is r-regular and b = (aT , . . . ,aT ,hT , . . . ,hT )T , then Pb = 1 is equivalent to
MGa+ rh = 1. So we define the linear programming (BLP2) as follows:
(BLP2): min z
s.t. z − ae > 0, for every edge e ∈ E(G)
z − hv > 0, for every vertex v ∈ V (G)
MGa+ rh = 1
a > 0
h > 0.
By Lemma 4.2, the following corollary holds clearly.
Corollary 4.3. Let G and H be two bipartite graphs. If H is r-regular, then (BLP1) and
(BLP2) has the same optimal objective value, that is, L(GH).
The following result on the existence of circulation due to Hoffman is useful in our
proof.
Theorem 4.4 (Hoffman’s Circulation Theorem, [16]). Given a digraphD and lower bound
l and capacity c on E(D), there exists a feasible circulation if and only if every R ⊆ V (D)
satisfies
c(V (D)\R,R) > l(R, V (D)\R).
Theorem 4.5. Let G = G(A,B) be a bipartite graph with |A| = |B| and H be an r-regular
bipartite graph. Then
mpf (GH) = min
{
e(X, Y ) + rmin{|X|, |Y |}
|X|+ |Y | − |A|
∣∣∣∣X ⊆ A, Y ⊆ B, |X|+ |Y | − |A| > 0} .
Proof. Since H has a perfect matching by Theorem 3.11, GH has a perfect matching
by Lemma 4.1. So by Theorem 2.5, Lemma 3.2 and Corollary 4.3, we only need to solve
(BLP2). Now we construct a circulation to determine the optimal objective value of
(BLP2). Let D be a digraph with V (D) = V (G) ∪ {s, t} and E(D) = {(s, a) | a ∈
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A} ∪ {(b, t) | b ∈ B} ∪ {(a, b) | a ∈ A, b ∈ B, ab ∈ E(G)} ∪ {(t, s)}. Then we assign lower
bound and capacity as follows:
c(u, v) =

1, if u = s, v ∈ A or u ∈ B, v = t,
z, if u ∈ A and v ∈ B,
|A|, if (u, v) = (t, s).
l(u, v) =
{
1− rz, if u = s, v ∈ A or u ∈ B, v = t,
0, if u ∈ A and v ∈ B or (u, v) = (t, s),
We claim that (z,a,h) is a feasible solution of (BLP2) if and only if H has a feasible
circulation.
If D has a feasible circulation f , then we set
hv =

1
r
(1− f(s, v)), if v ∈ A,
1
r
(1− f(v, t)), if v ∈ B,
auv = f(u, v) for all u ∈ A and v ∈ B.
Then by the conservation condition, for every vertex u ∈ A, we have
∂G(u)a+ rhu =
∑
v∈N+
D
(u)
f(u, v) + r ·
1
r
(1− f(s, u)) = 1− f(s, u) +
∑
v∈N+
D
(u)
f(u, v) = 1.
By lower bound and capacity constraint, we can verify that (z,a,h) satisfies the rest
constraints of (BLP2). So (z,a,h) is a feasible solution of (BLP2). Conversely, if (z,a,h)
satisfies the constraints of (BLP2), then we define a function f on E(D) as follows:
f(u, v) =

1− rhu, if u = s and v ∈ A,
1− rhv, if u ∈ B and v = t,
auv, if u ∈ A and v ∈ B,
|B| − r
∑
v∈B
hv, if (u, v) = (t, s).
Clearly, f is a feasible circulation. Thus, our claim holds.
By Theorem 4.4, (z,a,h) is a feasible solution of (BLP2) if and only if every R ⊆ V (D)
satisfies c(V (D)\R,R) > l(R, V (D)\R). We set X = A\R and Y = B ∩R.
Case 1. s /∈ R and t /∈ R. Then
c(V (D)\R,R) = c(X, Y ) + c(s, A\X) = ze(X, Y ) + |A\X|,
l(R, V (D)\R) = l(A\X,B\Y ) + l(Y, t) = |Y |(1− rz).
If Y = ∅, then e(X, Y ) = |Y | = 0, so c(V (D)\R,R) > l(R, V (D)\R) holds. If Y 6= ∅,
then c(V (D)\R,R) > l(R, V (D)\R) if and only if z > |X|+|Y |−|A|
e(X,Y )+r|Y |
.
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Case 2. s ∈ R and t /∈ R. Then
c(V (D)\R,R) = c(X, Y ) + c(t, s) = ze(X, Y ) + |A|,
l(R, V (D)\R) = l(s,X) + l(A\X,B\Y ) + l(Y, t) = |X|(1− rz) + |Y |(1− rz).
If X = ∅ and Y = ∅, then e(X, Y ) = |X| = |Y | = 0, so c(V (D)\R,R) > l(R, V (D)\R)
holds. If X 6= ∅ or Y 6= ∅, then c(V (D)\R,R) > l(R, V (D)\R) if and only if z >
|X|+|Y |−|A|
e(X,Y )+r|X|+r|Y |
.
Case 3. s /∈ R and t ∈ R. Then
c(V (D)\R,R) = c(X, Y ) + c(s, A\X) + c(B\Y, t) = ze(X, Y ) + |A\X|+ |B\Y |,
l(R, V (D)\R) = l(A\X,B\Y ) + l(t, s) = 0.
So c(V (D)\R,R) > l(R, V (D)\R) holds for any z.
Case 4. s ∈ R and t ∈ R. Then
c(V (D)\R,R) = c(X, Y ) + c(B\Y, t) = ze(X, Y ) + |B\Y |,
l(R, V (D)\R) = l(s,X) + l(A\X,B\Y ) = |X|(1− rz).
If X = ∅, then e(X, Y ) = |X| = 0, so c(V (D)\R,R) > l(R, V (D)\R) holds. If X 6= ∅,
then c(V (D)\R,R) > l(R, V (D)\R) if and only if z > |X|+|Y |−|A|
e(X,Y )+r|X|
.
So (z,a,h) is a feasible solution of (BLP2) if and only if for every X ⊆ A and Y ⊆ B,
z > max
{
|X|+|Y |−|A|
e(X,Y )+r|X|
, |X|+|Y |−|A|
e(X,Y )+r|Y |
}
. Thus, we have
L(GH) = max
{
|X|+ |Y | − |A|
e(X, Y ) + rmin{|X|, |Y |}
∣∣∣∣X ⊆ A, Y ⊆ B} > 0,
and
mpf (GH) = min
{
e(X, Y ) + rmin{|X|, |Y |}
|X|+ |Y | − |A|
∣∣∣∣X ⊆ A, Y ⊆ B, |X|+ |Y | − |A| > 0} .
Then we obtain an inequality on fractional matching preclusion number of two bipar-
tite graphs and their Cartesian product.
Theorem 4.6. Let G and H be two bipartite graphs. Then mpf (GH) > mpf (G) +
⌊mpf(H)⌋ and the equality holds when both G and H are regular.
Proof. We suppose G has a bipartition (A,B) and r = ⌊mpf(H)⌋. Then H has an r-
factor H ′ by Corollary 3.8. If |A| 6= |B|, then G has no perfect matching, so mpf(G) = 0.
Moreover, GH also has an r-factor by Lemma 4.1. Thus, by Corollary 3.8 we have
mpf(GH) > ⌊mpf (GH)⌋ > r = mpf(G) + ⌊mpf (H)⌋.
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Next we suppose that |A| = |B|. By Theorem 4.5, we suppose there exist two vertex
sets X0 ⊆ A and Y0 ⊆ B such that
mpf (GH
′) =
e(X0, Y0) + rmin{|X0|, |Y0|}
|X0|+ |Y0| − |A|
.
So by Theorem 3.6, we have
mpf (G) 6
e(X0, Y0)
|X0|+ |Y0| − |A|
= mpf(GH
′)−
rmin{|X0|, |Y0|}
|X0|+ |Y0| − |A|
6 mpf (GH
′)− r
= mpf(GH
′)− ⌊mpf (H)⌋.
Since E(GH ′) ⊆ E(GH), we have M(GH ′) ⊆ M(GH), so the constraints in
(FMP) for GH ′ are also constraints in (FMP) for GH . Thus, we have mpf (GH) >
mpf(GH
′) > mpf (G) + ⌊mpf (H)⌋.
Next we show the equality holds when both G and H are regular. If G is r1-regular and
H is r2-regular, then GH is (r1+r2)-regular. So by Theorem 3.11, G, H and GH have
r1-factor, r2-factor and (r1+r2)-factor, respectively. By Corollary 3.8, we have mpf (G) =
r1, mpf (H) = r2 and mpf(GH) = r1+ r2, then mpf (GH) = mpf (G)+⌊mpf(H)⌋.
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