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Abstract
In this paper, we develop computer-assisted techniques for the analysis of periodic orbits
of ill-posed partial differential equations. As a case study, our proposed method is applied
to the Boussinesq equation, which has been investigated extensively because of its role in
the theory of shallow water waves. The idea is to use the symmetry of the solutions and
a Newton-Kantorovich type argument (the radii polynomial approach), to obtain rigorous
proofs of existence of the periodic orbits in a weighted `1 Banach space of space-time Fourier
coefficients with geometric decay. We present several computer-assisted proofs of existence
of periodic orbits at different parameter values.
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1 Introduction
Studying infinite dimensional nonlinear dynamical systems in the form of dissipative partial dif-
ferential equations (PDEs), delay differential equations (DDEs) and infinite dimensional maps
poses several difficulties. An issue is that it not possible in general to explore the dynamics in
the entire infinite dimensional phase space. One common approach to circumvent this central
difficulty is to focus on a set of special bounded solutions (e.g. fixed points, periodic orbits, con-
necting orbits between those) acting as organizing centers for the dynamics. Unfortunately, the
nonlinearities in the models obstruct the analysis, and proving the existence of special solutions
using standard pen and paper techniques may be an impossible task. In an effort to overcome
these difficulties, the strengths of functional analysis, topology, algebraic topology (Conley index
theory), numerical analysis, nonlinear analysis and scientific computing have recently been com-
bined, giving rise to novel computer-assisted approaches to study infinite dimensional nonlinear
problems. A growing literature on computational methods (functional analytic and topological)
is providing mathematically rigorous proofs of existence of special bounded solutions for PDEs
[1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21], DDEs [22, 23, 24] and infinite
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dimensional maps [25, 26, 27]. Besides these recent successes in dynamical systems, ill-posed
equations and problems with indefinite tails (e.g. strongly indefinite problems) have not received
much attention in the field of rigorous computing. This is perhaps not surprising, as ill-posed
equations do not naturally lead to the notion of a dynamical system. On the other hand, the
idea of studying strongly indefinite problems by looking only for special type of bounded solu-
tions (which exist for all time) has been commonplace for a while. Just think for instance of
the theory of Floer homology which was originally developed to solve Arnold’s conjecture1 (e.g.
see [28, 29, 30]). One of the fundamental idea used by Floer in constructing its homology was
precisely to restrict its attention to the set of bounded solutions.
In the present paper we study ill-posed equations using a similar idea, that is we restrict our
study to the space of periodic orbits. In this space, the solutions exist for all time, they are
bounded and they are more regular than a solution of a typical initial value problem. This has
the tremendous advantage of not having to care about the ill-posedness of the equation and about
the ambient state-space. Using this point of view, we propose a computer-assisted, functional
analytic approach to prove existence of periodic orbits in the ill-posed Boussinesq equation
utt = uyy + λuyyyy + (u
2)yy, λ > 0 (1)
u = u(t, y) ∈ R, y ∈ [0, 1], t ∈ R,
which arises in the theory of shallow water waves. Equation (1) is often called the bad Boussinesq
equation, essentially because, as already mentioned in [31], it is not well-posed in any reasonable
space, and one can find analytic initial conditions for which the solution is not defined (in almost
any weak sense) on any interval of time (e.g. see [32, 33]).
Let us mention that we are not the first to use the tools of rigorous computing to study
ill-posed problems. In [34], the authors use the method of self-consistent bounds (e.g. see
[1, 2, 3]) to prove existence of periodic solutions of a Boussinesq-type equation perturbed by a
time-dependent forcing term. However, the method of [34] and our approach are quite different.
First, we do not prove the existence of solutions which are obtained as perturbations of stationary
points. Second, we prove existence of periodic orbits for the autonomous ill-posed system without
a forcing term. Third, as we are only aiming at obtaining some particular bounded solutions (in
this case periodic orbits), our functional analytic approach circumvents the ill-posedness of the
Boussinesq equation: we do not need that the evolution is defined nor well-posed and we avoid
doing a rigorous integration of the equation as in [2, 3, 9].
Before proceeding with the presentation of the method, let us sketch our general strategy for
finding a periodic orbit of an ill-posed problem via a computer-assisted proof. Our approach is
a natural extension of previous computer-assisted methods to study PDEs [35, 36, 37, 12, 10],
and the following presentation closely follows the exposition in [39]. We look for a periodic orbit,
which we denote by x, and we introduce an equivalent formulation as one of the form f(x) = 0.
We look for solutions of this problem in a Banach space (X, ‖ · ‖X) which is a weighted `1 space
of space-time Fourier coefficients with geometric decay. We begin with a numerically obtained
approximation x¯ having that f(x¯) ≈ 0. Instead of solving f(x) = 0 directly, we define a nonlinear
operator T whose fixed points are the zeros of f . The mapping T is a Newton-like operator of
the form T (x) = x − Af(x), where the linear operator A is chosen as an injective approximate
inverse of Df(x¯). We then show that T is a contraction mapping on a closed ball Br(x¯) ⊂ X of
radius r > 0 and centered at x¯. To verify that T is a contraction, we use a Newton-Kantorovich
type argument (the radii polynomial approach), which provides an efficient way of obtaining a
ball Br(x¯) on which T is a contraction. The contraction mapping theorem yields the existence
1Arnold’s conjecture states that the number of periodic solutions of a periodic Hamiltonian system is bounded
from below by the topological invariants of the manifold on which the Hamiltonian system is defined.
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of a unique x˜ ∈ Br(x¯) such that T (x˜) = x˜. The fixed-point x˜ corresponds to the wanted periodic
orbit and since it belongs to Br(x¯), a rigorous error bound of the form ‖x˜− x¯‖X ≤ r is obtained.
The paper is organized as follows. In Section 2, we study the symmetries of the periodic
solutions of the Boussinesq equation (1) and we derive an underdetermined system of the form
h(x) = 0, where x corresponds to a periodic orbit. We then study some conserved quantities
of (1) which are used to fix the underdeterminacy of the system. Fixing one of the conserved
quantities (the energy), we numerically compute periodic orbits. In Section 3, we modify the
system h = 0 into a simpler one of the form f(x) = 0, where the energy is no longer fixed, but
instead we fix the average of the solution. This choice simplifies the analysis of the computer-
assisted proofs. Then, we introduce the radii polynomial approach to prove existence of periodic
orbits close to numerical approximations, and all the necessary analytic bounds are derived.
Finally, in Section 4, we present several computer-assisted proofs of existence of periodic orbits
of (1) at different parameter values λ > 0.
2 Set-up using the symmetry of the solutions
For different values of L, we look for solutions of (1) that are 2piL -periodic in time and 1-periodic
in space, that is u(t + 2piL , y) = u(t, y) and u(t, y) = u(t, y + 1) for all y ∈ [0, 1] and t ∈ R.
Moreover we assume that the solution satisfies an even/odd symmetry both in time and space.
As mentioned in [31], the space of spatially symmetric solutions is invariant. Therefore we plan on
studying the Boussinesq equation (1) supplemented with the even periodic boundary conditions
u(t,−y) = u(t, y). Moreover, we will impose yet another symmetry in time to simplify the search.
As the next remark demonstrates, only a specific type of space-time symmetry may exist.
Remark 2.1. Among all possible combination even-odd/even-odd symmetries, non trivial so-
lutions exist only in the case even/even. For example, by an odd/even symmetry, we mean a
solution u(t, y) satisfying u(−t, y) = −u(t, y) and u(t,−y) = u(t, y) for all y ∈ [0, 1] and t ∈ R.
If u(t, y) is symmetric both in time and space, whatever the symmetry is, the product u2(t, y) is
even both in time and space. The second derivative (u2)yy preserves the even symmetry in space
and clearly the same symmetry in time. Hence (u2)yy is necessarily even-even. All the ∂tt, ∂yy
and ∂yyyy preserve the symmetry of the function they apply to, therefore the only possibility for
the solution u(t, y) to be symmetric is that it is even/even.
The space-time periodic solutions of (1) can be expanded using the Fourier expansion
u(t, y) =
∑
k∈Z2
ckψk(t, y), where ψk(t, y)
def
= eiLk1tei2pik2y. (2)
Following Remark 2.1, we look for periodic solutions u(t, y) of (1) satisfying the even/even
symmetries
u(t,−y) = u(t, y) and u(−t, y) = u(t, y).
Since we are interested in real solutions and because of the symmetries, the Fourier coefficients
ck in (2) satisfy the relations
c−k1,−k2 = conj(ck)
ck1,−k2 = ck
c−k1,k2 = ck,
(3)
where given a complex number z = a+ ib ∈ C, conj(z) = a− ib denotes the complex conjugate.
From (3) we get that conj(ck) = ck, which implies that ck ∈ R, and also we get that
c±k1,±k2 = ck. (4)
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Clearly, the even/even solution u(t, y) can be expanded on the basis of cosine with the index
k ranging in N2. However, it is convenient to keep the expansion (2) and the constraints (4). In
this setting the product u2(t, y) can be easily expanded as
u2(t, y) =
∑
k∈Z2
(c2)kψk(t, y), where (c
2)k
def
=
∑
`+j=k
c`cj . (5)
The Boussinesq equation (1) can be re-written as utt −
(
u+ λuyy + u
2
)
yy
= 0. Note that
u+ λuyy + u
2 =
∑
k∈Z2
(
[1− λk22(2pi)2]ck + (c2)k
)
ψk.
Hence, the Fourier coefficients of the expansion of u given by (2) plugged in the Boussinesq
equation are
hk
def
= k21L
2ck − k22(2pi)2
(
[1− λk22(2pi)2]ck + (c2)k
)
= ηkck − 4pi2k22(c2)k, (6)
where
ηk = µk(L, λ)
def
= k21L
2 + 16pi4λk42 − 4pi2k22.
Looking for periodic solutions of (1) that are 2piL -periodic in time and 1-periodic in space is
equivalent to solve hk = 0 for any k ∈ Z2. From conditions (4) it is straightforward to verify
that
h±k1,±k2 = hk. (7)
Hence, finding even/even 2piL -periodic in time, and 1-periodic in space periodic solutions of the
Boussinesq equation is equivalent to looking for solutions of hk = 0 for all k = (k1, k2) with
k1, k2 ≥ 0 in the unknowns {ck}k≥0, subjected to the conditions (4).
Looking at (6) we immediately realize that
h0,0 ≡ 0, hk1,0 = k21L2ck1,0,
and so ck1,0 = 0 for any k1 > 0. The first relation shows that the system h = 0 is underdetermined.
Therefore we will need either to add one more equation or to remove one of the unknowns. In
order to numerically find some initial periodic orbits, we will use the conserved quantities of the
Boussinesq equation to fix the fact that the system is underdetermined.
2.1 Conserved quantities and integrals of motion
Following [38] with the necessary adaptations, we see that the system has integral of motions. If
u(t, y) is a time 2piL -periodic and space 1-periodic solution of (1) then the following quantities
J(t)
def
=
∫ 1
0
ut(t, y)dy and W (y)
def
=
∫ 2pi
L
0
(
u(t, y) + λuyy(t, y) + [u(t, y)]
2
)
y
dt
are conserved, as we demonstrate next.
Let us first study the conserved quantity J(t). Since u is 1-periodic in space, then
d
dt
J(t) =
∫ 1
0
uttdy =
∫ 1
0
(
u+ λuyy + u
2
)
yy
dy = 0,
which shows that J(t) is conserved along the solutions of (1). Expanding
J(t) =
∫ 1
0
∑
k∈Z2
ckk1e
ik1Lteik22piydy =
∑
k∈Z2
ckk1e
ik1Lt
∫ 1
0
eik22piydy =
∑
k1∈Z
ck1,0k1e
ik1Lt,
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and using that J(t) is invariant in time, it follows that ck1,0 = 0 for any k1 6= 0. Similarly, we
obtain the same conclusion about the hk, namely that hk1,0 = 0 for any k1 6= 0, as hk1,0 = 0⇔
k21L
2ck1,0 = 0. This means that the integral of motion J is encoded in the equation hk1,0 = 0
and results in ck1,0 = 0 for any k1 > 0. Moreover, note that J = J(t) = 0 for all t ∈ R. Indeed,
assume that J 6= 0 and denote I(t) = ∫ 1
0
udy. Then I ′(t) =
∫ 1
0
utdy = J(t) = J ∈ R and
integrating leads to I(t) = Jt + constant. This implies that
∫ 1
0
udy → ∞ as t grows. In other
words, this means that the average of the periodic solution u of (1) is unbounded as t grows,
which contradicts the fact that the solution u(t, y) to be bounded.
Let us now study the conserved quantity W (y). Since u is 2piL -periodic in time, then
d
dy
W (y) =
∫ 2pi
L
0
(u+ λuyy + u
2)yydt =
∫ 2pi
L
0
uttdt = 0,
which shows that W (y) is conserved along the solutions of (1). Proceeding as before, that is
writing W (y) in terms of the Fourier coefficients and assuming that W does not depend on y,
we end up with the relation h0,k2 = 0 for any k = (0, k2) with k2 ≥ 0.
We now discuss the Hamiltonian structure of the system. Let us introduce the momentum
v(t, y)
def
= ut(t, 0) +
∫ y
0
ut(t, ξ) dξ.
The differential equation in (1) is equivalent to the system{
ut = vy
vt = λuyyy + uy + (u
2)y.
Indeed utt = (vy)t = (vt)y = λuyyyy + uyy + (u
2)yy. Denote the energy functional by
E(v, u) = T (v) + V (u)
def
=
∫ 1
0
1
2
v2dy +
∫ 1
0
(
−λ
2
(uy)
2 +
1
2
u2 +
1
3
u3
)
dy
Lemma 2.2. If u(t, y) is a space-time periodic solution of (1) with the period as above, and
v(t, y) defined as above, then
d
dt
E(v, u) = 0.
Proof. Integration by parts leads to
d
dt
E(v, u) =
∫ 1
0
vvt dy +
∫ 1
0
−λuyuyt + uut + u2ut dy
=
∫ 1
0
v(λuyyy + uy + (u
2)y) dy +
∫ 1
0
λuyyut + uut + u
2ut dy
= −
∫ 1
0
vy(λuyy + u+ u
2) dy +
∫ 1
0
ut(λuyy + u+ u
2) dy = 0. 
We now rephrase the conservation of the energy in terms of the Fourier coefficients of the
solution u(t, y). In the following we again assume that u(t, y) is a space-time periodic solution
and we also assume that u(t, y) is even both in time and space. That is, we assume that the
third relation of (3) holds.
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Since the energy is conserved, we have that E = E(t) = E(0). First compute
v(0, y) = ut(0, 0) +
∫ y
0
ut(0, ξ) dξ
=
∑
k∈Z2
ckik1L+
∫ y
0
∑
k∈Z2
ckik1Le
i2pik2ξ dξ
=
∑
k∈Z2
ckik1L
(
1 +
∫ y
0
ei2pik2ξ dξ
)
.
Since c−k1,k2 = ck1,k2 , the sum vanishes for any y. Therefore v(0, y) = 0 for any y. This implies
that term T (v) in the energy vanishes, and so
E =
∫ 1
0
(
−λ
2
(uy(0, y))
2 +
1
2
u(0, y)2 +
1
3
u(0, y)3
)
dy.
Using (5) and
u2y(0, y) = −
∑
k∈Z2
∑
`+j=k
(2pi`2c`)(2pij2cj)e
ik22piy
u2(0, y) =
∑
k∈Z2
∑
`+j=k
c`cje
ik22piy
u3(0, y) =
∑
k∈Z2
 ∑
`+j+n=k
c`cjcn
 eik22piy,
it follows that
E =
∑
k∈Z2
k2=0
λ
2
∑
`+j=k
(4pi2`2j2)c`cj +
1
2
∑
`+j=k
c`cj +
1
3
∑
`+j+n=k
c`cjcn

=
∑
k∈Z2
k2=0
2λpi2(α ∗ α)k + 1
2
(c ∗ c)k + 1
3
(c ∗ c ∗ c)k
where αk
def
= ckk2. Fixing a value for E, we replace the equation h0,0 by∑
k∈Z2
k2=0
2λpi2(α ∗ α)k + 1
2
(c ∗ c)k + 1
3
(c ∗ c ∗ c)k − E
to remove the underdeterminacy of the system.
Remark 2.3. We use the augmented system, that is the system with the energy relation instead
of h0,0 for the numerical computation of the solution. Once the numerical solution is obtained,
for the validation we fix c0,0 and solve for the other coefficients of the system hk for k 6= 0.
3 The rigorous computational method
The first step of the rigorous computational method consist of transforming the problem of
looking for periodic orbits of (1) into an equivalent problem of the form f(x) = 0. In this
process, we need to make sure that the solutions of f = 0 will be locally isolated, as we aim at
using the contraction mapping theorem to prove their existence.
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3.1 Defining the operator equation f(x) = 0
By setting ck1,0 = 0 for all k1 6= 0, an even/even solution of the PDE is given by solving
hk = 0, for all k1 ≥ 0, k2 > 0
for the coefficients {c0,0, {ck}k1∈Z,k2∈Z\{0}} with the restrictions c±k1,±k2 = ck1,k2 . Later on we
remove c0,0 from the unknowns and, because of the symmetry constraints, we solve the system for
the coefficients ck = ck1,k2 with k1 ≥ 0 and k2 > 0 only. This motivates the following definitions.
Denote
Z2+ def= {k = (k1, k2) : k1 ≥ 0, k2 > 0},
and introduce the spaces
X
def
=
{
x = {xk}k∈Z2+
}
and X def=
{
x = {xk}k∈Z2
}
.
Defined the function
sym : X → X
x 7→ sym(x) = xsym
by
(xsym)k1,0 = 0, (xsym)±k1,±k2 = xk, for all k ∈ Z2+.
Note that (xsym)0,0 = 0. Define
Xsym =
{
sym(x) : x ∈ X
}
⊂ X .
Fix c0,0 ∈ R.
• Given x ∈ X , let y def= c0,0+x ∈ X given by y0,0 = c0,0+x0,0 and yk = xk for all k 6= (0, 0).
• For x ∈ X, denote
c(x)
def
= c0,0 + sym(x) ∈ X . (8)
• For any x, y ∈ X denote by x ∗ y the standard convolution product
(x ∗ y)k def=
∑
`+j=k
x`yj .
• For any x ∈ X denote
c2(x)
def
= c(x) ∗ c(x). (9)
• Given x ∈ X , define (c0,0 ∗ x) component-wise as (c0,0 ∗ x)k = c0,0xk.
The last definition and indeed all the definitions involving c0,0 follow immediately from the
standard operations between sequences, once the scalar c0,0 is seen as a sequence where all but
the (0, 0) coefficients are zero.
For a multi-index with positive entries m = (m1,m2), denote
Fm
def
= {k ∈ Z2+ : k1 < m, k2 < m} and Im def= Z2+ \ Fm.
For a set X or a sequence x we often adopt the notation XFm and xFm to denote the restriction
to those elements whose index k belongs to Fm. The same is done for Im. For instance XFm =
{x = {xk}k∈Fm}.
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Assume that a numerical solution {c¯0,0, x¯ = {x¯k}k∈Fm} has been computed so that hk ≈ 0
for any k ∈ Fm, as discussed in the previous section. Now, let us set c0,0 = c¯0,0 and remove c0,0
from the set of unknowns. Then according to the previous definitions, the problem consists of
finding x ∈ X so that
h(x) = 0, x = {xk}k∈Z2+ , h = {hk}k∈Z2+
where
hk(x) = µkxk − 4pi2k22(c2(x))k.
Recall (6). Since we only need to solve hk = 0 for k2 > 0, we can divide it by 4pi
2k22. Replace
the previous hk with
fk(x)
def
=
(
L2
4pi2
k21
k22
+ 4pi2λk22 − 1
)
xk − (c2(x))k = µkxk − (c2(x))k (10)
where
µk
def
= µk(L, λ) =
L2
4pi2
k21
k22
+ 4pi2λk22 − 1. (11)
From (10), we define the problem
f(x) = 0, (12)
where f = {fk}k∈Z2+ . The rest of the paper consist of developing a computer-assisted approach
to find solutions of (12). The first step is to define a Banach space in which we look for solutions.
3.2 Norms and Banach space
For a choice of ν > 1, we endow X and X with the norm
‖x‖ν def=
∑
k∈Z2+
|xk|ν|k| and ‖x‖∗ν def=
∑
k∈Z2
|xk|ν|k|,
respectively, where, given k = (k1, k2), we use the standard notation |k| = |k1|+ |k2|. The second
one is the usual geometric norm defined on the space of bi-infinite sequences. Accordingly, denote
the closed ball in X with radius r centered at the origin by
B(r) = {x ∈ X : ‖x‖ν ≤ r}.
Lemma 3.1. For any x ∈ X
‖sym(x)‖∗ν ≤ 4‖x‖ν .
Proof.
‖sym(x)‖∗ν =
∑
|k1|>0,|k2|>0
|(xsym)k|ν|k| +
∑
k1∈Z,k2=0
|(xsym)k|ν|k| +
∑
k1=0,|k2|>0
|(xsym)k|ν|k|
= 4
∑
k1>0,k2>0
|xk|ν|k| + 2
∑
k1=0,k2>0
|xk|ν|k|
≤ 4
∑
k∈Z2+
|xk|ν|k| = 4‖x‖ν . 
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Remark 3.2. It is often useful to consider the norm ‖ · ‖ν as a norm on Xsym ⊂ X . To make
sense of this, note that any x = {xk}k∈Z2 ∈ Xsym ⊂ X satisfies the symmetries xk1,0 = 0 and
x±k1,±k2 = xk, for all k ∈ Z2, and therefore is entirely defined over the indices k ∈ Z2+. Hence,
we can consider the norm on Xsym as
‖x‖ν =
∑
k∈Z2+
|xk|ν|k|
Lemma 3.3. For any x ∈ X
‖c0,0 ∗ sym(x)‖ν = |c0,0|‖x‖ν .
Proof. This follows using that (c0,0 ∗ sym(x))k = c0,0(xsym)k and ‖xsym‖ν = ‖x‖ν . 
Lemma 3.4. For any x, y ∈ X
‖sym(x) ∗ sym(y)‖ν ≤ 16‖x‖ν‖y‖ν .
Proof. Denoting xsym = sym(x) and ysym = sym(y), we get that
‖xsym ∗ ysym‖ν =
∑
k∈Z2+
∣∣∣∣∣∣∣
∑
j+`=k
j,`∈Z2
(xsym)j(ysym)`
∣∣∣∣∣∣∣ ν|k|
=
∑
k∈Z2+
∣∣∣∣∣∣
∑
j∈Z2
(xsym)j(ysym)k−j
∣∣∣∣∣∣ ν
|k|
ν|j|
ν|j|
≤
∑
j∈Z2
|(xsym)j |ν|j|
∑
k∈Z2+
|(ysym)k−j |ν|k|−|j|
≤
∑
j∈Z2
|(xsym)j |ν|j|
∑
k∈Z2+
|(ysym)k−j |ν|k−j|
≤
∑
j∈Z2
|(xsym)j |ν|j|
∑
k∈Z
|(ysym)k−j |ν|k−j|
= ‖xsym‖∗ν‖ysym‖∗ν ≤ 16‖x‖ν‖y‖ν . 
We are now interested in studying linear functionals and linear operators acting on X. Given
a linear operator L : X → X, define
||L|| = sup
‖x‖ν=1
‖L(x)‖ν .
It readily follows that ‖L(x)‖ν ≤ ||L|| ‖x‖ν for any x ∈ X.
A linear operator L on X is determined by the action of L on the components of x ∈ X.
Thus, associated to an operator L there is a uniquely defined matrix of operators, still denoted
by L = {L(k,j)}(k,j)∈Z2+×Z2+ , so that
(L(x))k =
∑
j∈Z2+
L(k,j)xj .
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Treating each row of L as a linear functional and using that the dual space of X is a weighted
`∞ space, it follows that the operator norm is given by
||L|| = sup
j∈Z2+
1
ν|j|
∑
k∈Z2+
|L(k,j)|ν|k|. (13)
We refer to [40] for more details on how to compute such operator norms using the theory of
dual spaces. Next, we introduce the Newton-like operator whose fixed points correspond to the
wanted periodic orbits.
3.3 The Newton-like operator T (x) = x−Af(x)
The construction of T begins by assuming the existence of x¯ = {x¯k}k∈Fm such that fk(x¯) ≈ 0
for any k ∈ Fm. The Newton-like operator is defined as T (x) = x−Af(x), where A is a carefully
chosen approximate inverse for Df(x¯). Next we introduce the definition of A.
Recalling (8) and the definition of c2(x) in (9), let us now compute the derivative of fk. Given
x, v ∈ X,
Dfk(x)(v) = lim
→0
hk(x+ v)− hk(x)

= µkvk − lim
→0
1

[
c2(x+ v)− c2(x)
]
k
= µkvk − lim
→0
1

[
c(x+ v) ∗ c(x+ v)− c(x) ∗ c(x)
]
k
= µkvk − lim
→0
1

[
(c0,0 + sym(x) + sym(v)) ∗ (c0,0 + sym(x) + sym(v))
− (c0,0 + sym(x)) ∗ (c0,0 + sym(x))
]
k
= µkvk − 2
[
(c0,0 + sym(x)) ∗ sym(v)
]
k
.
(14)
By writing explicitly the components of sym(v) in terms of those of v, it follows that the entries
of the Jacobian matrix of h with respect to x have the form
∂fk
∂xj
(x) = µkδk,j − 2Ck,j(x), k, j ∈ Z2+
where
Ck,j(x) =
{
(xk−j + xk+j), j1 = 0
(xk−j + xk+j + xk−(j1,−j2) + xk+(j1,−j2)), j1 > 0.
(15)
Denote by Df(x) the Jacobian of f at x, that is Df(x)(k,j) =
∂fk
∂xj
(x), and D(m)f(x¯) the
Jacobian of fFm with respect to xFm at x¯, that is D
(m)f(x¯) = {D(m)f(x¯)(k,j)}k,j∈Fm where
D(m)f(x¯)(k,j) =
∂fk
∂xj
(x¯).
Let also A(m) = {A(m)(k,j)}k,j∈Fm be an approximate inverse of D(m)f and define the linear
operator A = {A(k,j)}(k,j)∈Z2+ component-wise by
A(k,j) =

A
(m)
(k,j), k, j ∈ Fm
µ−1k , k = j,k ∈ Im
0, otherwise.
(16)
10
Define the Newton-like operator T : X → X by
T (x) = x−Af(x). (17)
3.4 The radii polynomial approach
Consider x¯ ∈ X and denote
Br(x¯)
def
= x¯+B(r) = {x ∈ X : ‖x− x¯‖ν ≤ r}
the closed ball in X of radius r > 0 with center x¯. In general, x¯ is a point that is an approximation
solution of f(x) = 0, typically obtained via Newton’s method.
Let Y , Z0, Z1 and Z2 be bounds satisfying
‖T (x¯)− x¯‖ν = ‖Af(x¯)‖ν ≤ Y
sup
u∈B(1)
‖(I −AA†)u‖ν ≤ Z0,
sup
u,v∈B(1)
‖A(Df(x¯+ rv)−A†)u‖ν ≤ Z1 + Z2r,
where the linear operator A† = {A†(k,j)}(k,j)∈Z2+ is defined component-wise as
A†(k,j) =

D(m)f(k,j)(x¯), k, j ∈ Fm
µk, k = j,k ∈ Im
0, otherwise.
Once the bounds Y , Z0, Z1 and Z2 have been found, define the radii polynomial by
p(r) = Y + (Z0 + Z1 − 1)r + Z2r2. (18)
Lemma 3.5. Assume that the linear operator A defined component-wise by (16) is injective. Let
p(r) the radii polynomial given by (18). If there exists r > 0 such that p(r) < 0, then there exists
a unique x˜ ∈ Br(x¯) such that f(x˜) = 0.
Proof. See the proof of Proposition 1 in [40]. 
The radii polynomial approach therefore consists of constructing explicitly the polynomial
p(r) defined in (18), to find r > 0 such that p(r) < 0, and to apply Lemma 3.5 to obtain a true
solution x˜ ∈ Br(x¯) such that f(x˜) = 0.
To perform the computation of the bounds Y , Z0, Z1 and Z2 involved in the radii polynomial,
we assume that the finite dimensional parameter m = (m1,m2) satisfies the condition
m2 ≥ max
{
m1,
L
2pi2
√
λ
}
. (19)
3.4.1 Construction of the bound Y
First note that fk(x¯) = 0 for any k ∈ I2m−1. Letting y def= Af(x¯), we get
yk =

(A(m)fFm(x¯))k, k ∈ Fm
µ−1k fk(x¯), k ∈ F 2m−1 \ Fm
0, otherwise.
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Hence, set
Y =
∑
k∈F 2m−1
|yk|ν|k|, (20)
which is obtained via a finite computation.
3.4.2 Construction of the bound Z0
Denote by B = I −AA†. Hence, set
Z0
def
= ||B||, (21)
which is computed using (13), and therefore is obtained by a finite computation. Note that the
linear operator B is finite dimensional, indeed B acts non trivially only on the subspace XFm .
3.4.3 Construction of the bounds Z1 and Z2
We abuse notation and identify u, v ∈ B(1) ∈ X and their counterparts usym, vsym ∈ Xsym
with (0, usym), (0, vsym). Similarly, when x¯ appears in a convolution, it denotes the bi-infinite
sequence (c¯0,0, x¯sym). According to (14), the action of Df(x¯+ rv) on the element ru is(
Df(x¯+ rv)u
)
k
= µkuk − 2
((
c0,0 + sym(x¯+ rv)
) ∗ (sym(u)))
k
,
and thus(
(Df(x¯+rv)−A†)u
)
k
=
−2
((
c0,0 + sym(x¯)
) ∗ (sym(uIm)))
k
− 2(sym(v) ∗ sym(u))kr, k ∈ Fm
−2
((
c0,0 + sym(x¯)
) ∗ (sym(u)))
k
− 2(sym(v) ∗ sym(u))kr, k ∈ Im.
Recall Ck,j(x) from (15) and let Ck,j = Ck,j(x¯). For convenience, let us write explicitly Ck,j as
Ck,j =
{
(x¯k−j + x¯k+j), j1 = 0
(x¯k−j + x¯k+j + x¯k−(j1,−j2) + x¯k+(j1,−j2)), j1 > 0.
Since x¯k = 0 for k 6∈ Fm, for any j there is only a finite set of k so that Ck,j 6= 0. For instance, if
j ∈ Fm then Ck,j = 0 for any k 6∈ F 2m. Define the linear operator Γ : X → X component-wise
Γ(k,j) =
{
0, (k, j) ∈ Fm × Fm
−2Ck,j , otherwise.
Then (Df(x¯+ rv)−A†)u = Γu− 2(vsym ∗ usym)r, and so
A(Df(x¯+ rv)−A†)u = (AΓ)u− 2A(vsym ∗ usym)r.
Next, we look for Z1, Z2 satisfying ||AΓ|| ≤ Z1, and 32||A|| ≤ Z2, since ‖vsym ∗ usym‖ν ≤ 16.
Computation of Z1
For any (s, q) ∈ Z2+ ×Z2+, (AΓ)(s,q) =
∑
j∈Z2+ A(s,j)Γ(j,q) and recalling (13),
||AΓ|| = sup
q∈Z2+
1
ν|q|
∑
s∈Z2+
|(AΓ)(s,q)|ν|s|
= max
 supq∈F 2m 1ν|q|
∑
s∈Z2+
|(AΓ)(s,q)|ν|s|, sup
q∈I2m
1
ν|q|
∑
s∈Z2+
|(AΓ)(s,q)|ν|s|
 .
12
Let us detail the two contributions separately. Denote
B(q)
def
=
1
ν|q|
∑
s∈Z2+
|(AΓ)(s,q)|ν|s| = 1
ν|q|
∑
s∈Z2+
∣∣∣ ∑
j∈Z2+
A(s,j)Γ(j,q)
∣∣∣ν|s|.
Case 1 (q ∈ F 2m): This case is further decomposed in two sub cases: q ∈ Fm and
q ∈ F 2m \ Fm. Assume that q ∈ Fm. Since Γ(j,q) = 0 for (j, q) ∈ Fm × Fm, we have
B(q) =
1
ν|q|
∑
s∈Z2+
∣∣∣∣∣∣
∑
j∈Im
A(s,j)Γ(j,q))
∣∣∣∣∣∣ ν|s|
=
1
ν|q|
∑
s∈Z2+
∣∣∣∣∣∣
∑
j∈Im
µ−1s δs,j(−2Cj,q)
∣∣∣∣∣∣ ν|s|
=
1
ν|q|
∑
s∈Im
∣∣µ−1s (−2Cs,q)∣∣ ν|s|
=
2
ν|q|
∑
s∈Im
|µ−1s (Cs,q)|ν|s|
=
2
ν|q|
∑
s∈F 2m\Fm
|µ−1s (Cs,q)|ν|s|, (22)
which is a finite sum, since for any s ∈ I2m, we get that Cs,q = 0 for all q ∈ Fm.
Assume now that q ∈ F 2m \ Fm. In this case,
B(q) =
1
ν|q|
 ∑
s∈Fm
∣∣∣ ∑
j∈Z2+
A(s,j)Γ(j,q)
∣∣∣ν|s| + ∑
s∈Im
∣∣∣ ∑
j∈Z2+
A(s,j)Γ(j,q)
∣∣∣ν|s|

=
1
ν|q|
 ∑
s∈Fm
∣∣∣ ∑
j∈Fm
A(s,j)(−2Cj,q)
∣∣∣ν|s| + ∑
s∈Im
∣∣∣µ−1s Γ(s,q)∣∣∣ν|s|

=
2
ν|q|
 ∑
s∈Fm
∣∣∣ ∑
j∈Fm
A(s,j)Cj,q
∣∣∣ν|s| + ∑
s∈Im
∣∣∣µ−1s Cs,q∣∣∣ν|s|

=
2
ν|q|
 ∑
s∈Fm
∣∣∣ ∑
j∈Fm
A(s,j)Cj,q
∣∣∣ν|s| + ∑
s∈F 3m\Fm
∣∣∣µ−1s Cs,q∣∣∣ν|s|
 . (23)
Case 2 (q ∈ I2m): In this case, the only possibility for j giving that Γ(j,q) 6= 0 is that
j ∈ Im. For j ∈ Im the operator A is diagonal , therefore non zero contributions to the sum are
given only when s = j ∈ Im. These considerations imply that
B(q) =
1
ν|q|
∑
s∈Im
∣∣∣µ−1s Γ(s,q)∣∣∣ν|s| = 1ν|q| ∑
s∈Im
∣∣∣µ−1s (−2Cs,q)∣∣∣ν|s| = 2ν|q| ∑
s∈Im
∣∣∣µ−1s Cs,q∣∣∣ν|s|.
We remind that the sequence x¯k is symmetric, that is x¯±k1,±k2 = x¯k1,k2 , and that x¯k = 0 for
any k ∈ Im. Thus, denoting by
Fm
± = {k = (k1, k2) ∈ Z2 : |k1| < m1, 0 < |k2| < m2}, Im± = Z2 \ Fm±
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we simply have that x¯k = 0 for any k ∈ Im±.
In the situation under consideration, the only possible non zero contribution to Cs,q is given
by x¯s−q. Indeed all the other combinations s+ q and s± (q1,−q2) give an index outside Fm±.
Thus
B(q) =
2
ν|q|
∑
s∈Im
|µ−1s x¯s−q|ν|s| ≤
2
ν|q|
∑
p∈Fm±
|µ−1p+qx¯p|ν|p+q| ≤ 2
∑
p∈Fm±
|µ−1p+qx¯p|ν|p|.
Denote
B(q) def= 2
∑
p∈Fm±
|µ−1p+qx¯p|ν|p|.
From the previous relation, it follows that
sup
q∈I2m
B(q) ≤ sup
q∈I2m
B(q).
Since µ−1s is decreasing, it is enough to restrict the computation of B(q) to the finite set
q ∈ I2m ∩F 3m, as stated in the following Lemma. Before presenting the result, let us introduce
the sets Rn, named the rings, as
Rn
def
= F (n+1)m \ F nm = Inm ∩ F (n+1)m. (24)
Lemma 3.6. If m = (m1,m2) satisfies the condition (19), then
sup
q∈I2m
B(q) = max
q∈R2
B(q).
Proof. First note that µ−1p+q is positive for q ∈ I2m and p ∈ Fm±. Therefore
B(q) = 2
∑
p∈Fm±
µ−1p+q|x¯p|ν|p|.
The proof follows by showing that for any choice of q ∈ I3m there exists qˆ ∈ R2 such that
µp+qˆ ≤ µp+q, for all p ∈ Fm±. (25)
Indeed, from (25) we conclude that B(qˆ) ≥ B(q), and then the result follows from I2m =
I3m ∪R2.
In order to show (25) let us consider the ring-like decomposition
I3m =
⋃
n≥3
Rn.
We prove the statement for q ∈ R3 and then by induction we extend it to Rn, n ≥ 4. We
introduce the two disjoints set of indices
A+
def
= {q = (q1, q2) ∈ Z2+ : q1 ∈ [3m1, 4m1), q2 ∈ (0, 4m2)} ⊂ R3
B+
def
= {q = (q1, q2) ∈ Z2+ : q1 ∈ [0, 3m1), q2 ∈ [3m2, 4m2)} ⊂ R3
so that
R3 = F 4m \ F 3m = A+ ∪B+.
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Let q ∈ R3. Suppose first that q ∈ B+, and define qˆ = (q1, q2 −m2) ∈ R2. For any p ∈ Fm±
µp+q − µp+qˆ = L
2
4pi2
(p1 + q1)
2 (p2 + q2 −m2)2 − (p2 + q2)2
(p2 + q2 −m2)2(p2 + q2)2 + 4pi
2λ
(
(p2 + q2)
2 − (p2 + q2 −m2)2
)
=
L2
4pi2
(p1 + q1)
2 m
2
2 − 2m2(p2 + q2)
(p2 + q2 −m2)2(p2 + q2)2 + 4pi
2λ(2m2(p2 + q2)−m22)
= m2(2(p2 + q2)−m2)
[
4pi2λ− L
2
4pi2
(p1 + q1)
2
(p2 + q2 −m2)2(p2 + q2)2
]
.
From (19) we get that m22 ≥ L
2
4pi4λ and m2 ≥ m1, and so
4pi2λ− L
2
4pi2
(p1 + q1)
2
(p2 + q2 −m2)2(p2 + q2)2 ≥ 4pi
2λ− L
2
4pi2
(4m1)
2
(m2)2(2m2)2
≥ 0. (26)
Combining (26) with the fact that 2(p2 + q2)−m2 > 0, it follows that µp+q − µp+qˆ ≥ 0.
Suppose now that q ∈ A+, and define q˜ = (q1 −m1, q2). Then we have
µp+q˜ =
L2
4pi2
(p1 + q˜1)
2
(p2 + q˜2)2
+ 4pi2λ(p2 + q˜2)
2 − 1
=
L2
4pi2
(p1 + q1 −m1)2
(p2 + q2)2
+ 4pi2λ(p2 + q2)
2 − 1 < µp+q.
If q˜ ∈ R2, define qˆ = q˜, and so µp+q > µp+qˆ. Otherwise if q˜ 6∈ R2 then necessarily q˜ ∈ B+.
Thus, define qˆ = (q˜1, q˜2 − m2) = (q1 − m1, q2 − m2) ∈ R2. Proceeding as above, we get that
µp+q > µp+q˜ ≥ µp+qˆ. We then conclude that for any q ∈ R3 the statement holds, that is, for
every q ∈ R3 there exists qˆ ∈ R2 such that µp+qˆ ≤ µp+q, for all p ∈ Fm±.
By induction on n it follows that for any q ∈ Rn there exists a qˆ ∈ Rn−1 so that µp+qˆ ≤ µp+q
for any p ∈ Fm± provided that m22 ≥ L
2
16pi4λ
(n+1)2
(n−2)2(n−1)2 , which ensures that an inequality
analogous to (26) holds. Since the function g(n)
def
= (n+1)
2
(n−2)2(n−1)2 is decreasing in n, condition
(19) guarantees that m22 ≥ L
2
4pi4λg(n) >
L2
16pi4λg(n) for any n ≥ 4. 
Set
B(1)
def
= max
q∈F 2m
B(q), B(2)
def
= max
q∈F 2m\Fm
B(q) and B(3)
def
= max
q∈R2
B(q).
Using formulas (22) and (23) and the result of Lemma 3.6, we set
Z1 = max
{
B(1), B(2), B(3)
}
, (27)
which is obtained via a finite computation.
Computation of Z2
Recalling the definition of the rings (24) and arguing as in the proof of Lemma 3.6, it is easy
to prove the following.
Lemma 3.7. If m = (m1,m2) satisfies (19), then
||A|| ≤ max{||A(m)||, max
k∈R1
µ−1k }.
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Proof. From the definition of A and formula (13) it follows that
||A|| ≤ max{||A(m)||, sup
k∈Im
µ−1k }.
First we show that for any k ∈ R2 there exists a k̂ ∈ R1 so that µk ≥ µk̂. Following the same
arguments as in the proof of Lemma 3.6, setting p1 = p2 = 0 and with the obvious adaptation,
it follows that µk ≥ µk̂ provided that
4pi2λ− L
2
4pi2
k21
(k2 −m2)2k22
≥ 0, for all (k1, k2) ∈ B+ def= [0, 2m1)× [2m2, 3m2).
Now for any (k1, k2) ∈ B+ we have
4pi2λ− L
2
4pi2
k21
(k2 −m2)2k22
≥ 4pi2λ− L
2
4pi2
m21
m42
≥ 0
whenever m22 ≥ L
2
16pi4λ and m2 ≥ m1, which is guaranteed by assumption (19). Then, by induc-
tion, since g(n) = 1/n is decreasing, for any k ∈ Rn, there exists a sequence k̂1, . . . , k̂n−1, with
k̂i ∈ Rn−i, such that
µk ≥ µk̂1 ≥ · · · ≥ µk̂n−1 .

Therefore, using Lemma 3.7, we set
Z2
def
= 32 max
{
||A(m)||, max
k∈R1
µ−1k
}
, (28)
which is obtained via a finite computation.
Combining the bounds Y , Z0, Z1 and Z2 given respectively by (20), (21), (27) and (28), we
have explicitly constructed the radii polynomial p(r) as defined in (18).
4 Results
In this section we present several computer-assisted proofs of existence of periodic orbits of (1).
For the results presented in this section we started with four numerical approximations of periodic
orbits corresponding to a small value of λ and applied a numerical continuation algorithm to
each one of these solutions to get several numerical solutions along a branch of solutions. These
numerically computed branches are plotted in Figures 1-4. We selected three numerical solutions
along each branch and applied our rigorous method to prove the existence of a true periodic orbit
to the Boussinesq equation (1) close to these numerical solutions. The points along each branch
for which we produced a computer-assisted proof, as well as a plot of each numerical solution,
are presented in Figures 1-4. The three points in each branch were selected using the following
criteria: The first point was selected at the beginning of the branch in order for the proof to
succeed with small values of m1 and m2, and hence for the verification code to run fast; the
second point was chosen with the aim of getting a small value of r in the proof while having λ
not so small and m1 and m2 not so large; the third point was selected with the aim of maximizing
λ while not having m1 and m2 too large. The values of these parameters, as well as the running
time for the proof, are presented in Figures 1-4 for each one of the solutions that were proved to
exist. All the numerical data, as well as the code to perform the proofs, are presented in [42].
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For all the proofs presented in this paper we used L = 2pi (1-periodic in space), m1 = m2,
and ν = 1.01 as the decay rate. The proofs are made rigorous by using the interval arithmetic
package INTLAB [41].
Theorem 4.1. Let λ ∈ {0.1446, 0.2346, 1.0846} and consider the corresponding numerical ap-
proximation u¯(t, y) depicted Figure 1. Then there exists a classical periodic solution u(t, y) of (1)
having C0- and L2-error bounds both equal to 4r, where the value of r is presented in Figure 1.
Proof. Given the three numerical approximations at λ ∈ {0.1446, 0.2346, 1.0846}, for each of
the corresponding numerical approximations, the MATLAB script script proof theorem 1.m
computes the coefficients Y , Z0, Z1 and Z2 given respectively by (20), (21), (27) and (28)
and it verifies with INTLAB (interval arithmetic in MATLAB) the existence of an interval I =
(rmin, rmax) such that for each r ∈ I, p(r) < 0, with p(r) the radii polynomial as defined in (18).
By Lemma 3.5, there exists a unique x˜ ∈ Br(x¯) such that f(x˜) = 0, with f given component-wise
in (10). By construction, this corresponds to a periodic orbits of the Boussinesq equation (1). 
Theorem 4.2. Let λ ∈ {0.1596, 0.2796, 0.2846} and consider the corresponding numerical ap-
proximation u¯(t, y) depicted Figure 2. Then there exists a classical periodic solution u(t, y) of (1)
having C0- and L2-error bounds both equal to 4r, where the value of r is presented in Figure 2.
Proof. The proof is similar as the proof of Theorem 4.1, and is done by running the MATLAB
script script proof theorem 2.m. 
Theorem 4.3. Let λ ∈ {0.1846, 0.2746, 0.2796} and consider the corresponding numerical ap-
proximation u¯(t, y) depicted Figure 3. Then there exists a classical periodic solution u(t, y) of (1)
having C0- and L2-error bounds both equal to 4r, where the value of r is presented in Figure 3.
Proof. The proof is similar as the proof of Theorem 4.1, and is done by running the MATLAB
script script proof theorem 3.m. 
Theorem 4.4. Let λ ∈ {0.1356, 0.1446, 0.2146} and consider the corresponding numerical ap-
proximation u¯(t, y) depicted Figure 4. Then there exists a classical periodic solution u(t, y) of (1)
having C0- and L2-error bounds both equal to 4r, where the value of r is presented in Figure 4.
Proof. The proof is similar as the proof of Theorem 4.1, and is done by running the MATLAB
script script proof theorem 4.m. 
All computer-assisted proofs of the above theorems were made on an iMac with a 3.4GHz
processor and 16GB of memory. The statements involving the C0- and L2-error bounds in the
theorems are justifies in the next final short section.
4.1 Computing the C0-error and L2-error bounds
The error bound in the weighted `1 Banach space of space-time Fourier coefficients, as provided
by Lemma 3.5, may not be the most indicative quantification of how close the solution x˜ is
actually from the numerical approximation x¯, i.e. the predictors. Here we present how more
classical C0 and L2 errors can be obtained. Assume that x˜ lies in the interior of Br(x¯), that is
‖x˜− x¯‖ < r. Denote
ε(t, y)
def
=
∑
k∈Z2
x˜ke
iLk1teik2y −
∑
k∈Z2
x¯ke
iLk1teik2y =
∑
k∈Z2
(x˜k − x¯k)eiLk1teik2y.
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Figure 1: In (a) we plot the branch of numerically computed solutions from which we proved, in
Theorem 4.1, the existence of three periodic orbits. These solutions correspond to the larger dots
on the curve, and are plotted in (b), (c), and (d), where the values of λ to which they correspond
are indicated. The values of the projection dimensions m1 = m2, the radius r, and the running
time for the proofs are: (b) m1 = m2 = 35, r = 1.07191 × 10−11, running time 50.06 seconds;
(c) m1 = m2 = 61, r = 1.45275 × 10−11, running time 224.42 seconds; (d) m1 = m2 = 61,
r = 1.09053× 10−3, running time 223.79 seconds.
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Figure 2: In (a) we plot the branch of numerically computed solutions from which we proved, in
Theorem 4.2, the existence of three periodic orbits. These solutions correspond to the larger dots
on the curve, and are plotted in (b), (c), and (d), where the values of λ to which they correspond
are indicated. The values of the projection dimensions m1 = m2, the radius r, and the running
time for the proofs are: (b) m1 = m2 = 32, r = 2.68062 × 10−12, running time 40.90 seconds;
(c) m1 = m2 = 61, r = 2.13383 × 10−11, running time 226.94 seconds; (d) m1 = m2 = 62,
r = 2.27999× 10−11, running time 236.68 seconds.
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Figure 3: In (a) we plot the branch of numerically computed solutions from which we proved, in
Theorem 4.3, the existence of three periodic orbits. These solutions correspond to the larger dots
on the curve, and are plotted in (b), (c), and (d), where the values of λ to which they correspond
are indicated. The values of the projection dimensions m1 = m2, the radius r, and the running
time for the proofs are: (b) m1 = m2 = 32, r = 3.70605 × 10−12, running time 40.63 seconds;
(c) m1 = m2 = 61, r = 1.56690 × 10−11, running time 225.13 seconds; (d) m1 = m2 = 62,
r = 1.67252× 10−11, running time 237.36 seconds.
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Figure 4: In (a) we plot the branch of numerically computed solutions from which we proved, in
Theorem 4.4, the existence of three periodic orbits. These solutions correspond to the larger dots
on the curve, and are plotted in (b), (c), and (d), where the values of λ to which they correspond
are indicated. The values of the projection dimensions m1 = m2, the radius r, and the running
time for the proofs are: (b) m1 = m2 = 30, r = 2.16093 × 10−10, running time 35.03 seconds;
(c) m1 = m2 = 61, r = 4.37571 × 10−11, running time 224.99 seconds; (d) m1 = m2 = 69,
r = 3.03211× 10−4, running time 487.79 seconds.
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To compute the C0-error, we use Lemma 3.1 to get that
sup
t∈R
‖ε(t, ·)‖C0 = sup
t∈R
sup
y∈[0,1]
∣∣∣∣∣∑
k∈Z2
(x˜k − x¯k)eiLk1tei2pik2y
∣∣∣∣∣ ≤ ∑
k∈Z2
|x˜k − x¯k|
≤
∑
k∈Z2
|x˜k − x¯k| ν|k| = ‖sym(x˜− x¯)‖∗ν ≤ 4‖x˜− x¯‖ν = 4r.
For the L2-error, we get
sup
t∈R
‖ε(t, ·)‖L2 = sup
t∈R
√√√√∑
k2∈Z
(∑
k1∈Z
(x¯k − x˜k)eiLk1t
)2
≤
∑
k2∈Z
∑
k1∈Z
|x¯k − x˜k| ≤ 4‖x˜− x¯‖ν = 4r.
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