Abstract. In this paper, we establish a refinement of the difference between two integral means for functions of bounded variation in terms of the cumulative variation function. The applications for probability density functions are also given.
Introduction
In the past few years, many authors have considered various generalizations of some kinds of integral inequalities, which give explicit error bounds for some known and some new quadrature formulae. For example, Dragomir [7] established the following Ostrowski's inequality for mappings of bounded variation: 
In [2] , Barnett et al. compared the difference of two integral means for absolutely continuous mapping whose first derivatives are in L ∞ [a, b] and gave several applications for probability density functions, special means, Jeffrey's divergence and continuous streams. In [11] , Hwang and Dragomir compared the difference of two integral means as in the following Theorem 1.3 for the functions with bounded variation. The obtained result is also a generalization of (1.1) and has been applied to probability density functions. For related results, see [1] , [3] - [5] , [10] , [12] - [25] , [26] and the references therein.
Then, for all a x < y b , we have the inequality
The inequality (1.4) is sharp.
Motivated by the above research, the purpose of this paper is to provide a refinement of the inequality (1.4) for functions of bounded variation in terms of the cumulative variation function and give several applications for probability density functions.
The refinement of the difference between two integral means
As in [6, 9] , for a function of bounded variation v :
It's known that the CVF is monotonic nondecreasing on 
|v(t) − v(s)| L|t − s| for any t, s ∈ [a, b]
then V is also Lipschitzian with the same constant.
The following lemma is of interest in itself as well, see also [8, 9] .
The following result may be stated.
. Then, for all a x < y b , we have the inequalities
is the solution of
Proof. We start with the identity
which holds for all a x < y b and f : [a, b] → R is a function of bounded variation on [a, b] (see [11] ). We denote
then we get that
which implies that p(s) is nondecreasing on [x, y].
Taking the modulus in (2.3) and using the property (2.1), we have
for all a x < y b . Utilising the integration by parts for Riemann-Stieltjes integral and the fact that
Using (2.4)-(2.7), we deduce the first inequality in (2.2). Since
for all a x < y b , which proves the second inequality and the subsequence in (2.2). The last part is obvious by the max properties and the fact that for c, d ∈ R we have
The details are omitted.
To prove the sharpness, we consider the mapping f : [a, b] → R (see [11] ) given by
Then f is bounded variation on [a, b] , and
Obviously, all the identities hold in (2.2). This completes the proofs.
The following corollary holds. Denote f 1,[s,t] =
Applications for probability density functions
Proof. Taking x = a and y = t in (2.10), we have the desired inequality.
