Abstract In this paper we extend a normal basis of a finite field over its base field to a new basis which permits both computationally inexpensive exponentiation and multiplication. These new bases are motivated by Artin-Schreier theory, and are particularly useful when creating bases in Artin-Schreier extensions of finite fields.
Introduction
Throughout this work, let q be a prime power and let n be a positive integer. The finite field F q n is the unique (up to isomorphism) degree n extension of the finite field Fq of order q. The extension F q n over Fq is cyclic, generated by the Frobenius automorphism σq(α) = α q for any α ∈ F q n . The finite field F q n can be viewed as a finite dimensional vector space of dimension n over Fq. Typically, F q n is constructed by adjoining a root α of a degree n irreducible polynomial over Fq. A natural basis of F q n over Fq is therefore the power basis (or polynomial basis) {1, α, . . . , α n−1 }.
Of course, bases beyond power bases of F q n over Fq exist; another common basis representation is given when the roots {α, α q , · · · , α q n−1 } of an irreducible polynomial are linearly independent in F q n over Fq. Such a basis is a normal basis, and any of its basis elements are normal elements. Normal bases are useful when exponentiation is a critical operation in the implementation of the field, as the application of Frobenius to any vector is a cyclic right-shift of its coordinate vector. Normal bases are therefore preferred in many applications, such as cryptography and coding theory; see [11, 12] , for example. The efficiency of an implementation of a normal basis in either hardware or software depends on the number of nonzero structure constants (entries in the multiplication tables); lower bounds and constructions can be found in [1] [2] [3] 10] , for example.
It is easy to see that normal bases are non-extendible to normal bases of higher degree extensions since the application of Frobenius is necessarily cyclic. This work is devoted to extending normal bases using Artin-Schreier theory to preserve some of the benefits inherent in their use. In Section 2 we give some background on normal bases and present problems which motivate the necessity of this work. In Section 3 we present our bases, and analyze some specific constructions in Section 4. In Section 5 we show that in 12 out of the first 32 even-degree extensions, these bases exhibit better multiplication complexity than the best-known normal basis.
Low complexity normal bases
} be a normal basis of F q n over Fq. Consider two vectors
and so the number of field operations needed to compute the product depends on the structure constants α T , where T k = (t ij,k ) i,j=0,...,n−1 . By the linearity of the Frobenius automorphism,
Hence, the structure constants t ij,k can be given as shifts of c 0j ,k for some j , k . More precisely, t ij,k = t 0(j−i),k−i , where subscripts are considered as the least positive residue modulo n.
} be a normal basis of F q n over Fq. The multiplication table of N , denoted T N = (t ij ), is given by the relations
Moreover, the number of non-zero entries of T N is the complexity of the basis N , denoted c N .
It is immediate that the number of non-zero structure constants for a normal basis N (the number of non-zero t ij,k ) is equal to nc N . The first normal basis multiplier scheme was devised by Massey and Omura [7] , and more details on arithmetic using normal bases can be found in Sections 5.2-3, 11.1 and 16.7.4-5 of [9] .
It was shown in [10] that any normal basis must have complexity at least 2n−1, and normal bases achieving this bound are optimal normal bases. Optimal normal bases were fully characterized in [4] .
Theorem 1 [4] Let q be a prime power, let n be a positive integer and denote by Tr the absolute trace mapping Tr : F q n → Fq. Then F q n has an optimal normal basis over Fq generated by α with Tr(α) = b if and only if at least one of the following hold:
Type I. n+1 is a prime, q is a primitive modulo n+1 and −α/b is a primitive (n+1)th root of unity; Type II. q = 2 ν with gcd(ν, n) = 1, 2n + 1 is a prime such that 2, −1 = Z * 2n+1 and α/b = γ + γ −1 for some primitive (2n − 1)th root of unity γ.
Generalizations of optimal normal bases due to Gauss periods are studied in [1] , for example. Normal bases arising from Gauss periods are often called Gaussian normal bases.
Theorem 2 [1] Let r = nt + 1 be a prime not dividing q and let γ be a primitive r-th root of unity in F nt q . Furthermore, let κ be the unique subgroup of order t in Z * r and let The precise complexities of Gaussian normal bases are not known for all t. However, for some special values of t they are known to provide low complexity bases.
Theorem 3 [1, 3] Let p be the characteristic of Fq and let N be a Gaussian normal basis of F q n over Fq of type (n, t).
3. If q = 2 and t = 2 ν r, where either r = 1 or r is an odd prime and ν = 0, 1, 2, then the lower bounds are tight for sufficiently large n.
Gaussian normal bases provide the best direct construction of low-complexity normal bases, but they do not exist for every field extension. Though Theorem 4 precisely determines the existence of Gaussian normal bases, it does not provide the values t for which there exists a type (n, t) Gaussian normal basis. If such a t is large, then the complexity of the basis will suffer.
There also exist two methods to construct new normal bases from existing normal bases for certain field extensions; the first is a product construction and the second is via a projection mapping. These are outlined respectively in the two theorems below. Theorem 6 [9, Theorem 5.3.14] Let α generate a normal basis of F q mn over Fq.
generates a normal basis of F q m over Fq.
To align with computing hardware, one is naturally interested in computationally efficent bases for F 2 2 . However, Gaussian normal bases do not exist when 8 divides n, and Theorem 5 cannot provide normal bases of extensions of primepower degree. Hence, to find normal bases for n = 2 , > 2, we are neither able to directly construct normal bases nor apply Theorem 6. An exhaustive search in [8] provides the minimum complexity normal basis of F 2 2 when = 3, 4, 5, but ≥ 6 seems out of range for current computational resources.
Extending normal bases using Artin-Schreier theory
In this section, motivated by finding computationally efficent bases for F 2 2 , we turn to Artin-Schreier theory to extend a normal basis to another related, but not normal, basis. We will show that these bases, while not normal, still provide computationally efficient arithmetic. We first recall the fundamental results of Artin-Schreier theory. 1. Let K be a cyclic extension of k of degree p. Then there exists α ∈ K such that K = k(α) and α is a root of the polynomial x
2. Conversely, given a ∈ K, the polynomial f (x) = x p − x − a either has one root in k (in which case all its roots are in k) or it is irreducible. In the latter case, if α is such a root, then k(α) is cyclic of degree p over k For the remainder of this section, let q be a power of 2, so from the notation of the previous theorems we identify k = F 2 n for some positive integer n. First, we state without proof two standard results in finite fields.
Proof By Theorem 8, Aα is irreducible in F q n [x] if and only if α = β 2 + β for some β ∈ F q n . That is, Aα is irreducible if and only if Tr F q n /Fq (α) = 0, which is shown in Lemma 1.
} be a normal basis of F q n over Fq and let β be a root of x
Let N = N ∪ βN be an Artin-Schreier extension, as defined in Proposition 2.
The number of operations required for squaring therefore depends on the complexity of the normal basis N generated by α. We summarize this observation in the following proposition. 
The resulting vector is XORed to C>. We conceive of a circuit for this as follows: the rows of T N are known and kept in n-bit width registers. An n-wide XOR is wired and the ith register is controlled by the value d i−1 . Considering C and D as n-bit machine words, the cost of squaring is two cyclic bit-shifts, n parallel n-bit XORs (computing ). Hence, squaring is performed in O(log n) n-bit steps; more than the negligible cost of a normal bases but superior to the O(n log n) of a power basis.
The other simplification arising from the use of normal bases is that the rows of their multiplication tables all arise as shifts of a single multiplication table.
Let N be a normal basis of F q n over Fq generated by α and let
We observe that all except the final term in Equation (1) can be expressed using only the multiplication table T N and its shifts, and can be easily computed from T N exactly how one does for normal bases. We can also simplify the triple product of basis elements from the final term of Equation (1) as follows:
Hence, the final term can also be deduced from the multiplication table T N . A convenient measure of the efficiency of multiplication of any basis is the number of non-zeroes in their multiplication tables. For the Artin-Schreier extension of a normal basis, this is the number of non-zero terms in the expansion of Equation (1). We extend a normal basis with a known multiplication table to compute the number of non-zero terms in Equation (2) . The following theorem combines these observations. Theorem 9 Let N = N ∪ βN be an Artin-Schreier extension as defined in Proposition 2, and denote by c N the complexity of the normal basis N of F 2 n over F 2 . For i ∈ {0, 1, . . . , n−1}, the ith multiplication table (t i,(δn+j)k ), δ = 0, 1, j = 0, 1, . . . , n−1 has 2c N non-zero entries and the (n+i)th multiplication table (t n+i,(δn+j)k ), δ = 0, 1, j = 0, 1, . . . , n − 1, has c N + n−1 k=0 t j−i,k−i n−1 =0 t k non-zero entries.
4 Artin-Schreier extensions of optimal normal bases Theorem 9 depends on the complexity of the normal basis which is being extended. In particular, Equation (2) requires explicit knowledge of the form of the multiplication table of the normal basis. Certain descriptions of multiplication tables are known; notably, the optimal normal bases. Descriptions of the multiplication tables for other Gaussian normal bases are given in [3] .
Lemma 2 1. Let F 2 n admit a Type I optimal normal basis B over F 2 . Then the multiplication table T B of B has row n/2 (indexed by 0) equal to (1, 1, . . . , 1) and every other row contains exactly one non-zero entry.
2. Let F 2 n admit a Type II optimal normal basis B over F 2 . Then the multiplication table T B of B has first row equal to (0, 1, 0, . . . , 0) and every other row contains exactly two non-zero entries. Moreover, T B is symmetric and for i = 1, 2, . . . , (n− 1)/2 , row n − i is the i-fold cyclic left-shift of row i.
We now apply Theorem 9 to Type I and Type II optimal normal bases, respectively.
Proposition 4 Suppose F 2 n admits a Type I optimal normal basis N over F 2 and let N be its Artin-Schreier extension basis of F 2 2n over F 2 , as in Theorem 9. The number of non-zeroes in the multiplication tables of N is 10n 2 − 6n + 1.
Proof Suppose N is a type I optimal normal basis of F 2 n over F 2 . By Lemma 2 every row has exactly one non-zero entry except row n/2, which is full of ones (observe that n is even, since n + 1 is an odd prime). For i 0 ∈ {0, 1, . . . , n − 1}, the i 0 th multiplication table (t i0,(δn+j)k ), δ = 0, 1, j = 0, 1, . . . , n − 1 has 2c N non-zero entries, by Theorem 9.
Let i ∈ {0, 1, . . . , n − 1}. Combining Equations (1) and (2) gives
Suppose i = n/2. If j − i ≡ n/2 (mod n), then t j−i,k−i = 1 for precisely one value of k, say k 0 . Moreover, t j00 = 0 since αα
Summing over all j = 0, 1, . . . , n − 1, the (n + i)th multiplication table of the AS-basis extension of N contains 3c N = 6n − 3 non-zeroes.
for precisely one value of k − i = 0. Since 6n + 1 non-zeroes.
Proposition 5 Suppose F 2 n admits a Type II optimal normal basis N over F 2 and let N be its Artin-Schreier extension basis of F 2 2n over F 2 , as given in Theorem 9. The number of non-zeroes in the multiplication tables of N is 12n 2 − 12n + 5.
Proof The proof proceeds in the same case-wise fashion as that of Proposition 4. We omit the proof, for brevity.
Following [8] , we (heuristically) observe that one multiplication table of an average normal basis N of F 2 2n over F 2 will have complexity approximately (2n)
with a tight variance; hence the expected number of non-zero elements across the multiplication tables of an average normal basis is approximately 4n
3 . In contrast, optimal normal bases of F 2 2n have 8n
2 − 2n non-zero entries. Propositions 4 and 5 show that the number of non-zero structure constants of Artin-Schreier extensions of Type I and Type II optimal normal bases is less than 10n 2 and 12n 2 , respectively; that is, they admit sparse multiplication tables which have a small constant multiple of the non-zeroes of an optimal normal basis, should one exist.
Experiments and final remarks
The website accompanying [9, Section 2.1], accessible http://www.math.carleton. ca/~daniel/hff/, contains the normal basis of F 2 n over F 2 of lowest complexity by exhaustive search for n ≤ 39 and by the methods of Section 2 for n ≥ 40.
We use a simple Magma program to construct the Artin-Schreier extension basis from Theorem 9 to the minimal complexity normal bases for F 2 n over F 2 , n = 2, . . . , 34, from the website above. We compare the number of non-zeroes in their multiplication tables in Table 1 .
We explain Table 1 here. The column nc N is the n times the complexity of the normal basis N of minimum complexity in F 2 n over F 2 ; in other words, the number of structure constants of the basis N . The heading nnz AS is the number of non-zero structure constants for the Artin-Schreier extension basis. Bold entries indicate when the Artin-Schreier extension has fewer non-zero structure constants than the minimal normal basis.
We briefly comment on some natural generalizations of this work. Let r be a power of a prime, let q be a power of r and let α ∈ Fr such that Tr(α) = 0. By [6, Theorem 3 .80], we obtain the decomposition
where β j are the distinct elements of Fq with Tr Fq /Fr (β j ) = α. Let α ∈ Fr be a normal element generating a normal basis N , then the polynomial gα(x) = x As in Proposition 3, the computational cost comes from the terms involving α. So in the r = 4 example, exponentiation will be approximately twice as costly as compared to degree 2 extensions. We leave a general treatment of this case, as well as an examination of the multiplication tables, to an interested reader. Also, for any power of r, the polynomial x q − x − α factors into degree r irreducibles, hence higher powers of q do not yield larger extensions.
We also observe that we could use our results to construct towers of ArtinSchreier extensions. For example, F 2 64 can be obtained as series of two quadratic extensions of F 2 16 , where each extension can be given by adjoining a root of a quadratic Artin-Schreier polynomial. Denote by gα(x) an irreducible polynomial x 2 + x + α over F 2 n , and let β be a root of gα in F 2 2n . Then one can show that the polynomial g β (x) = x 2 + x + β is irreducible over F 2 2n . Thus, letting γ denote a root of g β , we can write F 2 4n = F 2 2n (γ) = F 2 n (β)(γ). A two-fold Artin-Schreier extension basis for F 2 4n over F 2 n is given by N ∪ βN ∪ γN ∪ γβN . Using γ 2 = γ + β and β 2 = β + α, we leave it to an interested reader to carry through the details of the cost for squaring and multiplication for these extensions. Again, one expects the higher number of cross-product terms to add to the practical costs.
In all cases, it is clear that the larger the extension of the normal basis, the more the arithmetic will resemble that of a power basis and less of the underlying normal basis. Consequently, it is reasonable to expect a trade-off between lower density multiplication tables of the extended bases and the rising cost of exponentiation.
