Abstract-In recent years, tree-structured analysis/reconstruction systems have been extensively studied for use in subband coders for speech. In such systems, it is imperative that the individual channel signals be decimated in such a way that the number of samples coded and transmitted do not exceed the number of samples in the original speech signal. Under this constraint, the systems presented in the past have sought to remove the aliasing distortion while minimizing the overall analysis/reconstruction distortion. In this paper, it, is shown that it is possible to design tree-structured analgsis/reconstruction systems which meet the sampling rate condition and which result in exact reconstruction of the input signal. The conditions for exact reconstruction are developed and presented. Furthermore, it is shown that these conditions are not overly restrictive and high-quality frequency division may be performed in the analysis section. A filter design procedure is presented which allows high-quality filters to be easily designed.
INTRODUCTION N recent years, subband coders for digital speech coding at medium bit rates have been widely studied in the literature. In the basic subband coding procedure [2] , [4]-[6] , the speech is first split into frequency bands using a bank of bandpass filters. The individual bandpass signals are then decimated and encoded for transmission. At the receiver, the channel signals are decoded, interpolated, and recombined to form the received signal. The subband coder derives its quality advantage by limiting the quantization noise from the encoding/decoding operation largely to the band in which it is generated, thereby taking advantage of known properties of aural perception P I .
A subband coder system can be divided into two distinct subsystems: the channel coding subsystem, which includes all of the operations involved in the encoding and decoding of the subband signals; and the analysis/reconstruction subsystem, which includes the analysis and reconstruction filter banks along with the down-sampling and up-sampling operations. Both the channel coding techniques [2] , [4] and the analysis/reconstruction problem [5] [6] [7] have been widely addressed in the literature. This paper specifically addresses the analysis/reconstruction subsystem. In particular, the analysis-reconstruction subsystem can introduce three separate types of distortions: aliasing, short-time phase distortion, and short-time Manuscript received July 5, 1983; revised July 15, 1985 and October The authors are with the School of Electrical Engineering, Georgia In-IEEE Log Number 8407202.
28, 1985.
stitute of Technology, Atlanta, GA 30332. frequency distortion [l 11 . The use of quadrature mirror filters (QMF's) [6] allows the aliasing to be removed in the reconstruction stage, and consequently, QMF's have become a fundamental building block in most tree-structured subband coder systems. The use of QMF's to successively divide the bands, as in a tree structure [ll] or octave-band structure (Fig. l) , markedly improves the system quality when compared to early systems which relied only on the narrow transition bands and stopband rejection characteristics of the analysis and reconstruction filters to minimize the aliasing effects. Most subband systems also exploit filter coefficient symmetry and realize the two-band analysis/reconstruction sections ( Fig. 2 ) with polyphase filters (Fig. 3 ) [ 181. This has the effect of reducing the number of multiplications by 50 percent.
In a recent paper by Barnwell [ 111, it was shown that alias-free reconstruction using recursive and nonrecursive filters was possible where the analysis/reconstruction subsystem had no frequency distortion or no phase distortion, but not both. In the development that follows, the coefficient symmetry condition on the analysis filters is lifted, and exact reconstruction free of aliasing, phase distortion, and frequency distortion is shown to be possible using FIR filters. In addition, the filter constraints that enable perfect reconstruction are discussed and an easily implementable design procedure providing high-quality analysis and reconstruction filters is presented. This leads to the definition of a new class of exactly reconstructing analysis/reconstruction filters called ''conjugate quadrature filters" or CQF's.
THE SUBBAND CODER
The basic component of octave-band tree-structured subband coders is the two-band analysis/reconstruction system shown in Fig. 2 . Throughout this paper, the signals shown in Fig. 2 are expressed in terms of their discrete-time Fourier transforms, denoted by capital letters. In this system, the analysis is performed by the two frequency selective filters, Ho(ej'") and H,(ej"), which are nominally a half-band low-pass and half-band high-pass filter, respectively. To preserve the system sampling rate, both channels are critically decimated at a rate of two-toone, resulting in the two subsampled signals, Yo(ej") and Yl(eju), given by Yo(ejm> = [Ho(eju'2> X(ej"") This assignment forces the aliasing to zero, and results in a total system frequency response C(ej") of
-($1 ~, ( e j~) ~~( -e j " ) . of analysis/reconstruction system, exact reconstruction requires that
A number of authors [7]- [lo] using various methods has designed FIR filters which approximate this condition. In the reconstruction Section, the bands are filtered by 10%'-There are two simple cases that exist where the exact repass and high-Pass synthesis filters (Go(eJ"), G~(ej")) and construction conditions of (6) are exactly satisfied. The recombined, giving first is the case where the analysis filters are infinitely long, ideal half-band filters. Obviously, the resulting analysislreconstruction system is distortionless but not very useful for real implementations. The second case oc- [HO(-eJ") GO(ej") + Hl(-ej") Gl(ej")l X(-e'")* curs when Ho(ejw) and Hl(ej") are of order one or less. (2) The frequency response of the two-band linear system Ho(z) = 1 + z-l (74 component is contained in the first term of (2) , while the second term contains the aliasing. In the classic QMF soluti01-1 [61, the aliasing is m m v e d by defining the recon-Although these filters yield a distortionless analysidrestruction filters as construction system, they lack the frequency resolving Go(ej") = H , ( -ej") (34 power present in higher order filters. Higher order QMF's will never permit reconstruction to be exact, although, as G,(eJ") = --Ho(-ej").
(3b) previously mentioned, the distortion can be made to be
very small. There does exist, however, a class of analysis/reconstruction filters which allows for exact reconstruction (within the finite numerical accuracy limits of the digital processor) and also allows for the design of filterbanks with arbitrary frequency resolution.
EXACT RECONSTRUCTION
The QMF approach requires that all of the analysis and reconstruction filters involved be either scaled versions or frequency shifted scaled versions of the same half-band low-pass filter [ (3) and (5)]. If this constraint is removed, it is possible to design analysis and reconstruction filters which results in the exact reconstruction of the input signal, i.e., C(e'") = 1. The required two-band analysis/ reconstruction system is still described by Fig. 2 , but now the constituent filters Ho(ej"), Hl(ej"), Go(e'"), G,(ej") are generated in a different way.
In order to understand the fundamental issues involved, it is advantageous to rewrite the general reconstruction equation for the system of Fig If both the analysis filters and the reconstruction filters are constrained to be FIR filters, then the denominator of the reconstruction filters (or equivalently, the determinant of M ) introduces the constraint that
for some value of N and K . Without loss of generality, we assume K = 2 and N = L -1. Then so long as the condition of (1 1) is met, exact reconstruction is achieved for the reconstruction filters given by
( 1 2 4 Gl(eJ") = -Ho (-ej") .
In order to obtain exact reconstruction, we define a new class of filters called conjugate quadrature filters (CQF) . For these filters, the requirement imposed on the analysis filters is given by
where Ho(e'") is no longer assumed to be linear phase. Since Ho(ej") is assumed to be causal, then clearly, Ho( -e-j") is anticausal and the nonzero delay constant N is required to make H, (e-j") causal. This also results in an overall analysis/reconstruction system which is realizable. Combining the constraints from (12) and (13), and assuming that N is odd, results in an overall analysisheconstruction system which is free of aliasing and which has a transfer function given by (ej">l (14) where Fo(ejw) and Fl(ej") will be called the product j2-ters. Note that N is now the order of both the analysis and rec'onstruction filters, and that L , the filter length, is even.
It is clear from (14) that
Fo(ejw> = Ho(ej"> Ho(e-j" 1 (15) and also ~~(e-'") = Fo (-ej") .
(1 6)
For notational convenience, assume that the transfer function is zero phase, i.e., c(n) is noncausal. Then the exact reconstruction condition is given by
The corresponding condition on the product filters is given
So, in order for exact reconstruction to be obtained, there are two conditions which the product filters must meet.
First, they must meet the condition of (1 8). Second, they must be decomposable into analysis and reconstruction filters in such a way that (14) is valid. Under these conditions, exact reconstruction is achieved in a practical system with a delay of N samples. In order to see how these conditions can be met, it is appropriate to decompose the product filters into their zero time and nonzero time components, giving in the time domain. In these expressions, u(n) is constrained to have no zero time component, i.e., u (0). = 0, and the exact reconstruction condition of (18) is met so long as A = 1 and
or, equivalently,
This is the class of all filters which are antisymmetric about the half-Nyquist frequency, as illustrated in Fig. 4 . This constraint is relatively easy to meet and allows for the design of narrow-transition-width filters, as is shown in the next section.
FILTER DESIGN In the design procedure, the approach is to first design the product filter Fo(z), and then to decompose it into H0(z) and Ho(z-*). There are a number of techniques which can be used to design F0(z).
For example, any filter of the form where w(n) is a window function, will satisfy the exact reconstruction condition of (16). Therefore, any Kaiser [ 121 or other window design technique can be used to design the product filters. Similarly, product filters with optimal equiripple error can be designed using a Remez exchange algorithm.
The theory of Chebyshev approximation [16] has been applied to the general problem of digital filter design where the maximum deviation of the magnitude response from the ideal response is minimized. A well-known property of minimizing the Chebyshev norm is the equiripple nature of the error function. This property may be applied to the design of the product filter by requiring that the filter have the maximum number of extrema for the specified filter order. If the Chebyshev error is minimized uniformly across the spectrum, then, in fact, all the extremal frequencies will be symmetric about the halfNyquist frequency and the impulse response will satisfy (18). This is equivalent to finding the extraripple halfband filter that meets a specified attenuation or transitionwidth requirement. The popular algorithms described by Parks and McClellan [14] and HQfstetter et al. [15] are both capable of designing extraripple filters by assigning equal weighting to the passband and stopband.
The second condition which must be met is that the product filters must be factorable in such a way that (15) is valid. The additional constraint that (15) places on Fo(z) can be stated as follows: for every zero of Fo(z) at rej4, there must be another corresponding zero at (l/r) ej4. If this condition is met, then F0(z) can always be written as the product of reciprocally paired zeros
where G is a real constant. An important point to note is that any FIR filter which is both real and whose coefficients are symmetric in the time domain (zero phase) comes close to meeting this condition. In particular, the zeros of any such real, symmetric FIR filter must either meet the above condition or they must either lie in complex zero pairs on the unit circle or at z = f 1. These two conditions become identical if there is a further requirement that any zero on the unit circle must be a double zero. The important point here is that any product filter which meets the exact reconstruction condition of (1 8) can be easily transformed into a new product filter which also meets the factorization condition required to satisfy (15) . The required transformation is simply
where "a" and "b" are real constants, and L is the analysis filter length. This is exactly the strategy outlined by Herrmann and Schussler [ 131 for designing minimum phase FIR filters.
The technique is illustrated in Figs. 4 and 5. The starting point is a symmetric, zero phase half-band filter with an odd number of coefficients. Such filters have frequency responses which are real and symmetric, and the zeros on the unit circle are found at the locations where the frequency response passes through the frequency axis. Clearly, as "b" is increased, the symmetry conditions are not changed, but the zeros on the unit circle migrate toward one another and leave the unit circle in pairs. When "b" is large enough, all of the zeros will have either been driven off the unit circle or will have become double zeros on the unit circle (Fig. 6) . For equiripple filters, it is possible to have many double zeros on the unit circle, while for window design there will generally be only one double ship between the analysis filter and the product filter, while the second term accounts for the additional attenuation necessary to offset the effect of the transformation operation of (25). Thus, by using (27) and (28), any design algorithm whose filters satisfy (18) and also accepts filter length and attenuation as design parameters, such as the Kaiser window design or Hofstetter algorithm, may be used to directly design product filters. The ParksMcClellan algorithm, for example, requires transition width as a necessary parameter, and therefore, care must be taken in its application. Unlike the attenuation parameters, the relationship between the analysis and product filter transition widths is not a simple one. Therefore, one may have to use trial and error to design the appropriate product filter for a given set of analysis filter specifica- Once the appropriate product filters have been designed, it is straightforward to extract the analysis and reconstruction filters. For this case, the product filter can be characterized as in (24) by where, G is a constant. The corresponding analysis and reconstruction filters are given by where A, is the product filter attenuation. It is convenient, at this point, to express the product filter design parameters in terms of analysis filter specifications. In this way, the appropriate product filters may be designed directly. Both analysis filter length and stopband attenuation are quantities that may be simply related to the product filter parameters. Since the product filter is the convolution of the analysis and its conjugate, the product filter length Lp is related to the analysis filter length L by
In a similar manner, the relationship bctween the analysis filter and the product filter in terms of attenuation may be written as
where A,, is the product filter attenuation and A, is the analysis filter attenuation. Note that the first term on the right side of (28) is due to the square magnitude relation-DISCUSSION This development has demonstrated that it is possible to generate two-band CQF systems which, within finite arithmetic effects, are capable of exactly reconstructing the original signal while maintaining high-quality analysis and reconstruction filters. The technique consists of directly designing the entire CQF system by designing the product filter Fo(eJm), and then factoring the result into separate analysis and reconstruction filters. A close examination of equations (30a)-(30d) reveals some interesting points. First, for each zero pair in F&) (one at re'$ and one at (l/r) e'@') one of the two zeros is always included in the analysis filter while the other is included in the reconstruction filter. Hence, the analysis filters and the reconstruction filters always have identical magnitude responses, and this magnitude response is exactly the square root of Fo(ej"j. Therefore, Fo(e'") must be designed to be the square of the desired analysis filter magnitude.
Second, note, that the design procedure works correctly regardless of whether the zeros included in Ho(ejw) are all inside the unit circle, outside the unit circle, or a mix. If HO(ej") is formed by zeros inside the unit circle, then it is a minimum phase realization. It follows (30b) that Hl(eJ") must include only zeros outside the unit circle, and 'is hence maximum phase. Another choice would be HO(ej") comprised of half the product filter zeros selected alternately from outside and inside the unit circle as frequency increases. CQF's chosen in this manner will have approximately linear phase. The actual impact of the CQF phase on system performance in the presence of quantization is not clear at this time. Conceivably large variations in the group delay could cause time shifts in the coding noise that may be audible. This has not, however, been observed experimentally. In light of this, it is recommended that the approximate linear phase CQF's be used since the group delay variation between analysis and reconstruction filters is minimal.
Third, note that if the coefficients of the low-pass analysis filter are given as
In other words, hl(n) is formed by reversing ho(n) in time and multiplying by (-l)fl. Clearly, since CQF's are not frequency shifted versions of each other, then these filters cannot be realized using the polyphase form of Fig. 3 .
The main result of this paper, of course, is that conjugate quadrature filter analysis/reconstruction is distortion free. Moreover, CQF's have a higher filter quality than their QMF counterparts. In fact, the extraripple CQF's discussed in the example are optimal Chebyshev low-pass and high-pass filters [ 191.
EXAMPLE
As an example of the filter design procedure, consider the problem of designing a set of 16 tap analysis and reconstruction filters (for exact reconstfuction) which are equiripple and have 40 dB stopband attenuation. The first step is to design an initial product filter with 31 coofficients and 86.02 dB attenuation as required by (27) and (28). In this example', the Hofstetter algorithm [15] was used. This product filter is now transformed into final form ' according to (25) and (26), where a = 0.99995
Once an acceptable product filter is found, the next step is to factor it into appropriate analysis and reconstmction filters. In this procedure, the first step is to find the zeros of the product filter using a polynomial rooting program. Then each reciprocal zero pair (24) is divided into the analysis and reconstruction filters. The resulting analysis/ reconstruction filters are given by hl(n) = <-In) ho (15 -n) go(4 = h0(15 -4 g,(n) = -(-1)" ho(n); ~t = 0, 1, * * , 15 which is the time domain equivalent of (30) in terms of ho(n). Notice that'there are many ways in which the CQF's can be generated corresponding to the many ways in which the zeros can be divided between the analysis and reconstruction filters. All such filter sets give exact reconstruction, and all resulting filter sets have the same frequency responses. However, the phase responses may be quite different. Figs. 7, 8 , and 9 show the magnitude response, group delay, and pole-zero plot of ho(n) where hO(ri) is forced to be minimum phase. Notice that minimum and maximum phase CQF's have the largest variation in group delay. This is in contrast to Figs. 10 and 11 where zeros are alternately selected from inside and outside the unit circle with increasing frequency. The magnitude response is, of course, the same but the group delay variation is significantly smaller (approximately two and one-half samples. Thus, Figs. 8 and 11 show the two extremes in the group delay variation. It is suggested that CQF's with approximate linear phase are better choices for implementation in that time shifts in quantization noise are minimized. Table I lists filter coefficients for three approximate linear phase CQF's each designed with an attenuation of 40 dB using the Hofstetter algorithm. The 16-tap filter in Table I is the CQF described in the example with magnitude and group delay shown in Figs. 7 and 11, respectively. All three filters are optimal equiripple designs and reconstruct the input exactly.
