Uniqueness of solutions for Keller-Segel system of porous medium type
  coupled to fluid equations by Bae, Hantaek et al.
ar
X
iv
:1
80
1.
00
55
6v
1 
 [m
ath
.A
P]
  2
 Ja
n 2
01
8
UNIQUENESS OF SOLUTIONS FOR KELLER-SEGEL SYSTEM OF
POROUS MEDIUM TYPE COUPLED TO FLUID EQUATIONS
HANTAEK BAE, KYUNGKEUN KANG, AND SEICK KIM
Abstract. We prove the uniqueness of Ho¨lder continuous weak solutions via duality ar-
gument and vanishing viscosity method for the Keller-Segel system of porous medium type
equations coupled to the Stokes system in dimensions three. An important step is the
estimate of the Green function of parabolic equations with lower order terms of variable
coefficients, which seems to be of independent interest.
1. Introduction
In this paper, we consider a mathematical model of the dynamics of swimming bacteria
Bacillus subtilis in [20], where the movement of bacteria is formulated as a form of porous
medium equation. More precisely, we are concerned with the following model
∂tη + v · ∇η −∆η1+α +∇ · (χ(c)ηq∇c) = 0 in R3T , (1.1a)
∂tc+ v · ∇c−∆c + κ(c)η = 0 in R3T , (1.1b)
∂tv −∆v +∇p+ η∇φ = 0 in R3T , (1.1c)
∇ · v = 0 in R3T , (1.1d)
η(0, x) = η0(x), c(0, x) = c0(x), v(0, x) = v0(x) in R
3, (1.1e)
where α > 0 and q ≥ 1 are given constants, and R3T = (0, T ) × R3. Here η, c, v, and p
indicate biological cell density, the oxygen concentration, the fluid velocity, and the pressure,
respectively. The nonnegative functions k(c) and χ(c) denote the oxygen consumption rate
and the chemotactic sensitivity, which are assumed to be locally bounded functions of c.
Furthermore, the function φ is a time-independent potential function which indicates, for
example, the gravitational force or centrifugal force. The system was proposed by Tuval et al.
in [20] (see also [5]) for the case that α = 0, q = 1 and fluid equations are the Navier-Stokes
system (see e.g. [2, 3, 4, 21, 22] for related mathematical results).
Very recently, in [7, Theorem 1.8-Theorem 1.10], the existence of weak solutions and Ho¨lder
continuous weak solutions are proved under certain assumptions on (α, q, χ, κ) (compare to
[8, 11, 19, 23]). It is, however, unknown whether or not such solutions are unique. Our main
motivation is to show the uniqueness of the Ho¨lder continuous weak solutions of (1.1), for
which we take the following simplified model by taking χ = 1, κ(c) = c and q = 1, since the
system (1.1) is highly nonlinear and general χ, κ and q > 1 seem to be beyond our analysis
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(see Remark 2). So, we consider the following system of equations
∂tη + v · ∇η −∆η1+α +∇ · (η∇c) = 0 in R3T , (1.2a)
∂tc+ v · ∇c−∆c + cη = 0 in R3T , (1.2b)
∂tv −∆v +∇p+ η∇φ = 0 in R3T , (1.2c)
∇ · v = 0 in R3T , (1.2d)
η(0, x) = η0(x), c(0, x) = c0(x), v(0, x) = v0(x) in R
3. (1.2e)
Since the system (1.2) satisfies the assumptions in [7, Theorem 1.10], it is straightforward
that there exist Ho¨lder continuous weak solutions when α > 1
8
and initial data are sufficiently
regular. In this case, we can show that such solutions become unique. Our main result reads
as follows:
Theorem 1.1. Let α > 1
8
and (η0, c0, v0) satisfy
η0(1 + |x|+ | ln η0|) ∈ L1(R3), η0 ∈ L∞(R3),
c0 ∈ L∞(R3) ∩H1(R3) ∩W 1,m(R3), v0 ∈ L2(R3) ∩W 1,m(R3) for any m <∞.
Then, Ho¨lder continuous weak solutions of the system (1.2) are unique.
We note that there are some known results regarding uniqueness of Ho¨lder continuous
weak solutions of Keller-Segel equations of the porous medium type (see [13, 15]).
∂tη −∆η1+α +∇ · (η∇c) = 0 in R3T , (1.3a)
∂tc−∆c + c− η = 0 in R3T , (1.3b)
η(0, x) = η0(x), c(0, x) = c0(x) in R
3. (1.3c)
In principle, we apply the duality argument and the vanishing viscosity method used in
[15]. However, the nonlinearity of the equation for c, presence of the fluid equations as well
as drift terms in the equations of η and c, cause other kinds of difficulties, which do not seem
to allow the techniques in [15] directly applicable. Nevertheless, we prove the uniqueness of
Ho¨lder continuous weak solutions of the system (1.2) via adapted methods of proofs in [15]
with estimates of the Green function of parabolic equations.
In the following we briefly explain how our methods proceed. Let (η1, c1, v1, p1) and
(η2, c2, v2, p2) be two Ho¨lder continuous weak solutions of the system (1.2) and let
η = η1 − η2, c = c1 − c2, v = v1 − v2, p = p1 − p2.
We then see that (η, c, v, p) solves
∂tη + v1 · ∇η + v · ∇η2 −∆
(
η1+α1 − η1+α2
)
+∇ · (η∇c1 − η2∇c) = 0 in R3T , (1.4a)
∂tc+ v1 · ∇c+ η2c−∆c + c1η + v · ∇c2 = 0 in R3T , (1.4b)
∂tv −∆v +∇p+ η∇φ = 0 in R3T , (1.4c)
∇ · v = 0 in R3T . (1.4d)
Next, we express c and v as integral forms involving η by using the representation formula
via the Green functions for parabolic equations with lower order terms and Stokes system
in three dimensions. We then substitute them to the equation of η to get an equation of the
form ((Dη,Φ)) = 0 for any appropriate test function Φ, where D is a differential operator
involving η1, η2, v1, c1, φ for η and ((, ·, )) is the pairing in space and time. Let D∗ be the
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adjoint operator for D defined at (3.6) in section 3. Then ((Dη,Φ)) = ((η,D∗Φ)) = 0. If we
can solve D∗Φ = 0 for Φ, given any Φ0 ∈ X (which will specified below) it would follow that
η ≡ 0, establishing uniqueness of solutions to the system (1.2).
When we prove Theorem 1.1, we formulate the dual problem in terms of a new function
ζ defined in (3.8), and it contains the term A1+α∆ζ , where A1+α is defined in (3.4). Since
A1+α is degenerate, we add δ∆ to the equation of ζ . After solving the equation of ζδ for
each δ > 0, we show that
lim
δ→0
δ
ˆ
R
3
T
f(τ, x)∆ζδ(τ, x)dxdτ = 0
for all f ∈ L2(R3T ).
One of main tools of proving Theorem 1.1 is some point-wise estimates of the Green
function of a parabolic equation with lower order terms of variable coefficients, which seems
to be of independent interest. More precisely, consider the equation of the form
∂tf + a · ∇f + bf −∆f = F in R3T ,
f(0, x) = f0(x) in R
3,
(1.5)
where a : R3T → R3 and b : R3T → R are given vector field and scalar function, respectively.
We then have the following:
Theorem 1.2. Let a ∈ Cβ,β/2 (R3T ), b ∈ Cβ,β/2 (R3T ) for some 0 < β < 1, with ∇ · a = 0 and
b ≥ 0. Then, a solution of the system (1.5) can be written as
f(t, x) =
ˆ
R3
Γ(t, x, 0, y)f0(y)dy +
ˆ t
0
ˆ
R3
Γ(t, x, s, y)F (s, y)dyds,
where Γ(t, x, s, y) is the fundamental solution of a parabolic operator L:
L = ∂t −∆+ a · ∇+ b.
Moreover, Γ(t, x, s, y) satisfies the following pointwise bounds:
|Γ(t, x, s, y)| ≤ C0(t− s)− 32 exp
(
−c|x− y|
2
t− s
)
, (0 ≤ s < t ≤ T ), (1.6)
where c = 1
4
− ǫ for any 0 < ǫ < 1
4
and C0 = C0
(
T, ‖a‖L∞(R3T ), ‖b‖L∞(R3T ), ǫ
)
. Moreover,
|∇xΓ(t, x, s, y)| ≤ C1(t− s)− 3+12 exp
(
−c1|x− y|
2
t− s
)
, (0 ≤ s < t ≤ T ),
|∇2xΓ(t, x, s, y)|+ |∂tΓ(t, x, s, y)| ≤ C2(t− s)−
3+2
2 exp
(
−c2 |x− y|
2
t− s
)
, (0 ≤ s < t ≤ T )
(1.7)
where ci > 0 is an absolute constant and Ci = Ci
(
T, ‖a‖Cβ,β/2(R3T ), ‖b‖Cβ,β/2(R3T )
)
, i = 1, 2.
Remark 1. In fact, the assumption that b ≥ 0 in Theorem 1.2 is not so essential. If we set
v(x, t) = e−µtu(x, t), then v satisfies Lv = e−µt(Lu− µu), or equivalently,
L˜v := Lv + µv = e−µtLu.
The assumption that b ∈ Cβ,β/2 (R3T ) particularly implies that b is bounded, and thus we
can make b+ µ ≥ 0 by choosing µ large enough, for example, µ = ‖b‖L∞(R3T ) ≤ ‖b‖Cβ,β/2(R3T ).
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Note that the new operator L˜ satisfies the hypothesis of Theorem 1.2. Therefore, we can
apply Theorem 1.2 to v and transfer the results back to u.
This paper is organized as follows. In section 2 we recall some useful notations and known
results. Section 3 is devoted to proving Theorem 1.1. In section 4, we discuss the fundamental
solutions of some parabolic equations and provide the proof of Theorem 1.2.
2. Preliminaries
2.1. Notations. • All generic constants will be denoted by C. We write C = C(p1, p2, · · · )
to mean a constant that depends on (p1, p2, · · · ). We follow the convention that such con-
stants can vary from expression to expression and even between two occurrences within the
same expression. f δ denotes the dependence of a function on a parameter δ.
• Lp and W k,p are the usual Lebesgue spaces and the Sobolev spaces. LpTLq denotes the
Banach set of Bochner measurable functions f from (0, T ) to Lq(R3) such that ‖f(t)‖Lq ∈
Lp(0, T ).
• For 1 < s, p <∞ and 0 < T ≤ ∞, we define a function space
Ps,pT (R3) =
{
f ∈ D′((0, T )× R3) : ∂tf ∈ LsTLp(R3), f ∈ LsTW 2,p(R3)
}
with the norm
‖f‖Ps,pT = ‖∂tf‖LsTLp + ‖f‖LsTW 2,p.
We also use the real interpolation space for initial data ([18], Chapter 3)
Is,p0 (R3) =
(
Lp(R3),W 2,p(R3)
)
1− 1
s
,s
.
• We finally introduce the Ho¨lder space Cβ,γ(R3T ), 0 < β, γ < 1:
Cβ,γ(R3T ) =
{
f ∈ C(R3T ) : ‖f‖Cβ,γ(R3T ) <∞
}
,
where
‖f‖Cβ,γ(R3T ) = sup
(t,x)∈R3T
|f(t, x)|+ sup
(t,x),(s,y)∈R3T , x 6=y,s 6=t
|f(t, x)− f(s, y)|
|t− s|γ + |x− y|β .
In particular, we set Cβ(R3T ) = Cβ,β(R3T ).
2.2. Parabolic equations. To show uniqueness of solutions of the system (1.2), we use the
vanishing viscosity method. This requires to solve the equation of the form
∂tf − (δ + V (t, x))∆f + µf = g(t, x) in R3T
f(0, x) = f0(x) in R
3.
(2.1)
Lemma 2.1. [15, Lemma 3.4] Let 1 < s, p < ∞ and 0 < T < ∞. Suppose V satisfies the
following conditions:
V ∈ L∞T
(
L1 ∩ L∞)⋂Cβ(R3T ), V (t, x) ≥ 0
for some 0 < β < 1. Then for every g ∈ LsTLp and f0 ∈ Is,p0 , there exists a unique solution
f of (2.1) on (0, T ). Moreover, there exists
µ1 = µ1(β, ‖V ‖Cβ , δ, s, p, T )
such that
‖∂tf‖LsTLp + δ
∥∥∇2f∥∥
LsTL
p + µ ‖f‖LsTLp ≤ C
(
‖g‖LsTLp + ‖f0‖Is,p0
)
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for all µ ≥ µ1, where C = C(β, ‖V ‖Cβ , δ, s, p, T ) is a constant independent of µ ≥ µ1.
We next consider the Stokes system
∂tv −∆v +∇p = F in R3T , (2.2a)
∇ · v = 0 in R3T , (2.2b)
v(0, x) = v0(x) in R
3. (2.2c)
Let P be the Leray projection operator. Then, we can write v as
v(t, x) = et∆v0 +
ˆ t
0
e(t−s)∆PF (s)ds,
where et∆ is the heat kernel. We note that S(t) := et∆P has the following Lp estimates: for
1 ≤ p ≤ r ≤ ∞
‖S(t)f‖Lr ≤ C(p, r)t−
3
2(
1
p
− 1
r )‖f‖Lp,
‖∇S(t)f‖Lr ≤ C(p, r)t−
3
2(
1
p
− 1
r )− 12‖f‖Lp.
(2.3)
Without the operator P, we have the bounds (2.3) from the heat kernel et∆ [15]. Since
the operator P is a singular integral operator of degree 0, it is a bounded operator such that
‖Pf‖Lp ≤ C(p)‖f‖Lp
and thus we have (2.3) as well.
We also consider the equation:
∂tf + a · ∇f + bf −∆f = 0 in R3T ,
f(0, x) = f0(x) in R
3.
(2.4)
Under the assumptions on a and b in Theorem 1.2, (1.6) and (1.7) imply the following
estimates: for 1 ≤ p ≤ r ≤ ∞∥∥∥∥ˆ
R3
Γ(t, x, 0, y)f(y)dy
∥∥∥∥
Lr
≤ C(p, r, a, b)t− 32( 1p− 1r)‖f‖Lp,∥∥∥∥ˆ
R3
∇xΓ(t, x, 0, y)f(y)dy
∥∥∥∥
Lr
≤ C(p, r, a, b)t− 32( 1p− 1r)− 12‖f‖Lp.
(2.5)
3. Proof of Theorem 1.1
In order to show the uniqueness of Ho¨lder continuous weak solutions, let (η1, c1, v1, p1) and
(η2, c2, v2, p2) be two solutions of the system (1.2) and let
η = η1 − η2, c = c1 − c2, v = v1 − v2, p = p1 − p2.
Then, (η, c, v, p) satisfies the following equations in R3T :
∂tη + v1 · ∇η + v · ∇η2 −∆
(
η1+α1 − η1+α2
)
+∇ · (η∇c1 − η2∇c) = 0 in R3T , (3.1a)
∂tc+ v1 · ∇c+ η2c−∆c + c1η + v · ∇c2 = 0 in R3T , (3.1b)
∂tv −∆v +∇p+ η∇φ = 0 in R3T , (3.1c)
∇ · v = 0 in R3T , (3.1d)
η(0, x) = c(0, x) = v(0, x) = 0 in R3. (3.1e)
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We first express v in terms of η:
v(t, x) = −
ˆ t
0
ˆ
R3
S(t− s, x− y) (η∇φ) (s, y)dyds. (3.2)
By Theorem 1.2, we also express c as
c(t, x) = −
ˆ t
0
ˆ
R3
Γ(t, x, s, y) (c1η + v · ∇c2) (s, y)dyds, (3.3)
where Γ is the fundamental solution in Theorem 1.2 with a and b replaced by v1 and η2. So,
we can reformulate the dual system of (3.1) by the dual problem of η. Once uniqueness of η
is proved, uniqueness of c and v then comes automatically.
To write the dual equation of η, let
Aα+1(t) := Aα+1 (η1(t, x), η2(t, x)) =
ηα+11 (t, x)− ηα+12 (t, x)
η1(t, x)− η2(t, x) . (3.4)
We multiply (3.1a) by Φ ∈ C∞c (R3T ). Then, via the integration by parts, we haveˆ
R3
η(t, x)Φ(t, x)dx+
ˆ t
0
ˆ
R3
η(τ, x)δ∆Φ(τ, x)dxdτ
=
ˆ t
0
ˆ
R3
η(τ, x)∂τΦ(τ, x)dxdτ +
ˆ t
0
ˆ
R3
η(τ, x)
(
δ∆Φ(τ) + Aα+1(τ)∆Φ(τ, x)
)
dxdτ
+
ˆ t
0
ˆ
R3
η(τ, x)(v1 · ∇Φ)(τ, x)dxdτ +
ˆ t
0
ˆ
R3
η(τ, x) (∇c1 · ∇Φ) (τ, x)dxdτ
+
ˆ t
0
ˆ
R3
η2(τ, x)(v · ∇Φ)(τ, x)dxdτ −
ˆ t
0
ˆ
R3
(η2∇c)(τ, x)∇Φ(τ, x)dxdτ
= N1+N2+N3+N4+N5+N6,
where we add δ∆ because Aα+1(τ) is degenerate. We note that N1, N2, N3 and N4 are
already given in the dual form. By (3.2),
N5 = −
ˆ t
0
ˆ
R3
η(τ, x)∇φ(x) ·
[ˆ t
τ
ˆ
R3
S(τ̂ − τ, x− y) (η2(τ̂ , y)∇Φ(τ̂ , y))dydτ̂
]
dxdτ.
Also, by (3.3) we rewrite N6 as
N6 =
ˆ t
0
ˆ
R3
η(τ, x)c1(τ, x)
[ˆ t
τ
ˆ
R3
∇yΓ (τ̂ , y, τ, x) · (η2(τ̂ , y)∇Φ(τ̂ , y))dydτ̂
]
dxdτ
+
ˆ t
0
ˆ
R3
v(τ, x) · ∇c2(τ, x)
[ˆ t
τ
ˆ
R3
∇yΓ (τ̂ , y, τ, x) · (η2(τ̂ , y)∇Φ(τ̂ , y))dydτ̂
]
dxdτ
= N61 +N62 .
Using (3.2), we proceed further to rewrite N62 as
N62 = −
ˆ t
0
ˆ
R3
η(τ, x)∇φ(x) ·
{ ˆ t
τ
ˆ
R3
S(τ̂ − τ , x− y)∇c2(τ̂ , y)
×
[ ˆ t
τ̂
ˆ
R3
∇zΓ(ρ, z, τ̂ , y) · (η2(ρ, z)∇Φ(ρ, z)) dzdρ
]
dydτ̂
}
dxdτ.
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Collecting all terms together, we obtainˆ
R3
η(t, x)Φ(t, x)dx+ δ
ˆ
R
3
t
η(τ, x)∆Φ(τ, x)dxdτ =
ˆ
R
3
t
η(τ, x)D∗(τ, x)dxdτ, (3.5)
where
D∗(τ, x) = ∂τΦ+ δ∆Φ+ Aα+1∆Φ+ v1 · ∇Φ +∇c1 · ∇Φ
−∇φ(x) ·
ˆ t
τ
ˆ
R3
S(τ̂ − τ, x− y)η2(τ̂ , y)∇Φ(τ̂ , y)dydτ̂
+ c1(τ, x)
ˆ t
τ
ˆ
R3
∇yΓ (τ̂ , y, τ, x) · (η2(τ̂ , y)∇Φ(τ̂ , y))dydτ̂
−∇φ ·
ˆ t
τ
ˆ
R3
S(τ̂ − τ , x− y)∇c2(τ̂ , y)
×
[ ˆ t
τ̂
ˆ
R3
∇zΓ(ρ, z, τ̂ , y) (η2(ρ, z)∇Φ(ρ, z)) dzdρ
]
dydτ̂ .
(3.6)
At this point, we could finish the proof of Theorem 1.1 if we could show the followings.
• Find a solution Φδ solving D∗(τ, x) = 0 for a.e. (τ, x) ∈ R3t for each δ > 0.
• lim
δ→0
δ
ˆ t
0
ˆ
R3
η(τ, x)∆Φδ(τ, x)dxdτ = 0.
Let lim
δ→0
Φδ = Φ in Ps,pT . Then, (3.5) implies that
ˆ
R3
η(t, x)Φ(t, x)dx = 0. (3.7)
But, in order to say η ≡ 0 from (3.7), we should remove the time dependency in Φ(t, x). To
do this, let ζδ(t− τ, x) = Φδ(τ, x). Then, Φδ(t, x) = ζδ(0, x). Let
θ = t− τ, θ̂ = t− τ̂ , ρ = t− σ.
Then, D∗(τ, x) = 0 is equivalent to solve the following equation for each δ > 0
∂θζ
δ − (δ∆+ Aα+1(t− θ)) ζδ − v1(t− θ) · ∇ζδ −∇c1(t− θ) · ∇ζδ
+∇φ
ˆ θ
0
ˆ
R3
S(θ − θ̂, x− y)η2(t− θ̂, y)∇ζδ(θ̂, y)dydθ̂
− c1(t− τ)
ˆ θ
0
ˆ
R3
∇yΓ(t− θ̂, y, t− θ, x) ·
(
η2(t− θ̂, y)∇ζδ(θ̂, y)
)
dydθ̂
+∇φ ·
ˆ θ
0
ˆ
R3
S(θ − θ̂, x− y)∇c2(t− θ̂, y)T (θ̂, t, y, ζδ)dydθ̂ = 0,
(3.8)
where
T (θ̂, t, y, ζδ) =
ˆ θ̂
0
ˆ
R3
∇zΓ(t− σ, z, t − θ̂, y)η2(t− σ, z)∇ζδ(σ, z)dzdσ. (3.9)
Lemma 3.1. Let α > 1
8
, 2 < s, p < ∞ and 0 < t < T . For any ζ0 ∈ Is,p0 , there exists a
unique solution ζδ ∈ Ps,pT of (3.8) for each δ > 0. Moreover, for a.e. 0 < t < T and for all
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χ ∈ L2tL2,
lim
δ→0
δ
ˆ t
0
ˆ
R3
χ(τ, x)∆ζδ(τ, x)dxdτ = 0.
If Lemma 3.1 can be proved, the proof of Theorem 1.1 can be finalized. More precisely,
by the dual problem (3.8), D∗(τ, x) = 0 for a.e. (τ, x) ∈ R3T . So,ˆ
R3
η(t, x)ζδ0(x)dx+ δ
ˆ
R3t
η(τ, x)∆Φδ(τ, x)dxdτ = 0.
Moreover, the second part of Lemma 3.1, with lim
δ→0
ζδ0 = ζ0, implies thatˆ
R3
η(t, x)ζ0(x)dx = 0
for a.e. t ∈ (0, T ). Since ζ0 ∈ Is,p0 is arbitrary, we conclude that η ≡ 0.
3.1. Proof of Lemma 3.1. To solve the equation (3.8), we first introduce the exponential
factor:
ζδ(θ, x) = eµθψδ(θ, x),
where µ is a constant to be determined when we apply Lemma 2.1 later. Then, ψδ satisfies
∂θψ
δ − (δ∆+ Aα+1(t− θ))ψδ + µψδ − v1(t− θ) · ∇ψδ −∇c1(t− θ) · ∇ψδ
+∇φ
ˆ θ
0
ˆ
R3
S(θ − θ̂, x− y)η2(t− θ̂, y)eµ(θ̂−θ)∇ψδ(θ̂, y)dydθ̂
− c1(t− τ)
ˆ θ
0
ˆ
R3
∇yΓ(t− θ̂, y, t− θ, x) ·
(
η2(t− θ̂, y)eµ(θ̂−θ)∇ψδ(θ̂, y)
)
dydθ̂
+∇φ ·
ˆ θ
0
ˆ
R3
S(θ − θ̂, x− y)∇c2(t− θ̂, y)T (θ̂, t, y, ψδ)dydθ̂ = 0,
where T (θ̂, t, y, ψδ) is defined by (3.9) with ζδ 7→ eµ(σ−θ)ψδ. Since the exponential factors
eµ(θ̂−θ) and eµ(σ−θ) are less than 1, they do not affect the arguments below. Hence, we
consider the following equation, with the same notation ψδ,
∂θψ
δ − (δ∆+ Aα+1(t− θ))ψδ + µψ − v1(t− θ) · ∇ψδ −∇c1(t− θ) · ∇ψδ
+∇φ
ˆ θ
0
ˆ
R3
S(θ − θ̂, x− y)η2(t− θ̂, y)∇ψδ(θ̂, y)dydθ̂
− c1(t− τ)
ˆ θ
0
ˆ
R3
∇yΓ(t− θ̂, y, t− θ, x) ·
(
η2(t− θ̂, y)∇ψδ(θ̂, y)
)
dydθ̂
+∇φ ·
ˆ θ
0
ˆ
R3
S(θ − θ̂, x− y)∇c2(t− θ̂, y)T (θ̂, t, y, ψδ)dydθ̂ = 0.
(3.10)
So, instead of proving Lemma 3.1, we prove the following equivalent lemma.
Lemma 3.2. Let α > 1
8
, 2 < s, p < ∞ and 0 < t < T . For any ψ0 ∈ Is,p0 , there exists a
unique solution ψδ ∈ Ps,pT of (3.10) for each δ > 0. Moreover, for a.e. 0 < t < T and for all
χ ∈ L2tL2,
lim
δ→0
δ
ˆ t
0
ˆ
R3
χ(τ, x)∆ψδ(τ, x)dxdτ = 0.
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The proof of Lemma 3.2 consists of two parts.
3.1.1. Unique solvability of (3.10). We construct a unique solution to the equation (3.10)
via the iteration argument. Let ψ1 = e
τ∆ψ0 and and for k ≥ 2,
∂θψ
δ
k −
(
δ + Aα+1(t− θ))∆ψδk + µψδk = Gk−1, (3.11)
where we choose G1 by putting ψ1 = e
τ∆ψ0 in place of ψ
δ
k−1 below and
Gk−1 = v1(t− θ) · ∇ψδk−1 +∇c1(t− θ) · ∇ψδk−1
−∇φ
ˆ θ
0
ˆ
R3
S(θ − θ̂, x− y)η2(t− θ̂, y)∇ψδk−1(θ̂, y)dydθ̂
+ c1(t− τ)
ˆ θ
0
ˆ
R3
∇yΓ(t− θ̂, y, t− θ, x) ·
(
η2(t− θ̂, y)∇ψδk−1(θ̂, y)
)
dydθ̂
−∇φ ·
ˆ θ
0
ˆ
R3
S(θ − θ̂, x− y)∇c2(t− θ̂, y)T (θ̂, t, y, ψδk−1)dydθ̂
= F1 + F2 + F3 + F4 + F5.
We now estimate Gk−1 in LsTL
p. First,
‖F1‖LsTLp + ‖F2‖LsTLp ≤
(
‖v1‖L∞T L∞ + ‖∇c1‖L∞T L∞
)∥∥∇ψδk−1∥∥LsTLp .
Using (2.3), we also have
‖F3‖LsTLp ≤ C(s, p)(1 + T )2 ‖∇φ‖L∞ ‖η2‖L∞T L∞
∥∥∇ψδk−1∥∥LsTLp .
By (2.5),
‖F4‖Lp ≤ C1‖c1‖L∞T L∞‖η1‖L∞T L∞
ˆ θ
0
1√
θ − θ̂
∥∥∥∇ψδk−1(θ̂)∥∥∥
Lp
dθ̂
and hence we have, with s > 2,
‖F4‖LsTLp ≤ C1(1 + T )2‖c1‖L∞T L∞‖η2‖L∞T L∞
∥∥∇ψδk−1∥∥LsTLp ,
where C1 is the constant defined in Theorem 1.2.
Similarly,
‖F5‖LsTLp ≤ C1(1 + T )4‖∇φ‖L∞‖∇c2‖L∞T L∞‖η2‖L∞T L∞
∥∥∇ψδk−1∥∥LsTLp .
By Lemma 2.1,∥∥∂tψδk∥∥LsTLp + δ ∥∥∇2ψδk∥∥LsTLp + µ ∥∥ψδk∥∥LsTLp ≤ C∗ ‖ψ0‖Is,p0 + C∗∗ ∥∥∇ψδk−1∥∥LsTLp ,
where
µ ≥ µ1(β, ‖η1‖Cβ , ‖η2‖Cβ , δ, s, p, T ), C∗ = C(β, ‖η1‖Cβ(R3T ), ‖η2‖Cβ(R3T ), δ, s, p, T ),
C∗∗ = C
(
C∗, ‖∇φ‖L∞ , ‖v1‖L∞T L∞ , ‖c1‖L∞T W 1,∞ , ‖∇c2‖L∞T L∞ , ‖η2‖L∞T L∞ , ‖η1‖L∞T L∞ , T
)
.
Using the following interpolation∥∥∇ψδk−1∥∥Lp ≤ ǫ ∥∥∇2ψδk−1∥∥Lp + 4ǫ‖ψδk−1‖Lp, ǫ = δ2C∗∗ ,
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we have∥∥∂tψδk∥∥LsTLp + δ ∥∥∇2ψδk∥∥LsTLp + µ ∥∥ψδk∥∥LsTLp ≤ C∗ ‖ψ0‖+ δ2 ∥∥∇2ψδk−1∥∥LsTLp + 8C2∗∗δ ∥∥ψδk−1∥∥LsTLp .
Let
µ ≥ max
{
µ1,
8C2∗∗
δ
}
.
Then, we finally obtain∥∥∂tψδk∥∥LsTLp + δ ∥∥∇2ψδk∥∥LsTLp + µ ∥∥ψδk∥∥LstLp
≤ C∗ ‖ψ0‖Is,p0 +
1
2
(∥∥∂tψδk−1∥∥LsTLp + δ ∥∥∇2ψδk−1∥∥LsTLp + µ ∥∥ψδk−1∥∥LsTLp) . (3.12)
Let
M(T ) = ‖ψ0‖Is,p0 sup0≤t≤T C∗.
Then, (3.12) implies that the sequence {ψk} is uniformly in Ps,pT , bounded above by 2M(T ).
Moreover, using the same argument, we can derive that∥∥∂t (ψδk+1 − ψδk)∥∥LsTLp + δ ∥∥∇2 (ψδk+1 − ψδk)∥∥LsTLp + µ ∥∥ψδk+1 − ψδk∥∥LsTLp
≤ 1
2
(∥∥∂t (ψδk − ψδk−1)∥∥LsTLp + δ ∥∥∇2 (ψδk − ψδk−1)∥∥LsTLp + µ ∥∥ψδk − ψδk−1∥∥LsTLp) . (3.13)
Hence
{
ψδk
}
is a Cauchy sequence in Ps,pT . Therefore, there exists a unique ψδ ∈ Ps,pT such
that
lim
k→∞
∥∥ψδk − ψδ∥∥Ps,pT = 0.
By taking k →∞ to (3.11), we obtain a unique solution ψδof (3.10) for each δ > 0.
3.1.2. Vanishing viscosity of (3.10). We now use the vanishing viscosity limit to (3.10). We
multiply the equation (3.10) by −∆ψδ and integrate it over R3. Then, for 0 < θ < t
1
2
d
dθ
∥∥∇ψδ(θ)∥∥2
L2
+ µ
∥∥∇ψδ∥∥2
L2
+
ˆ (
δ + Aα+1(t− θ)) ∣∣∆ψδ∣∣2 dx
=
ˆ
R3
(
v1(t− θ) · ∇ψδ
)
∆ψδdx+
ˆ (∇c1(t− θ) · ∇ψδ)∆ψδdx
−
ˆ
R3
(
∇φ ·
ˆ θ
0
ˆ
R3
S(θ − θ̂, x− y)η2(t− θ̂, y)∇ψδ(θ̂, y)dydθ̂
)
∆ψδdx
+
ˆ
R3
(
c1(t− τ)
ˆ θ
0
ˆ
R3
∇yΓ(t− θ̂, y, t− θ, x) ·
(
η2(t− θ̂, y)∇ψδ(θ̂, y)
)
dydθ̂
)
∆ψδdx
−
ˆ
R3
(
∇φ ·
ˆ θ
0
ˆ
R3
S(θ − θ̂, x− y)∇c2(t− θ̂, y)T (θ̂, t, y, ψδ)dydθ̂
)
∆ψδdx
= I+II+III+IV+V.
(3.14)
• By the divergence free condition of v1, we have
I ≤ ‖∇v1(t− θ)‖L∞
∥∥∇ψδ∥∥2
L2
.
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• By the integration by parts,
II ≤
(∥∥∇2c1(t− θ)∥∥L∞ + 12 ‖∆c1(t− θ)‖L∞
)∥∥∇ψδ∥∥2
L2
.
• Also, by the integration by parts
III ≤ ‖φ‖2W 2,∞
∥∥∇ψδ∥∥2
L2
+
∥∥∥∥ˆ θ
0
ˆ
R3
S(θ − θ̂, x− y)η2(t− θ̂, y)∇ψδ(θ̂, y)dydθ̂
∥∥∥∥2
H1
.
Let
U(θ, x) =
ˆ θ
0
ˆ
R3
S(θ − θ̂, x− y)η2(t− θ̂, y)∇ψδ(θ̂, y)dydθ̂.
Then, U satisfies the following system:
∂θU −∆U +∇p1 = η2(t− θ)∇ψδ in R3T ,
∇ · U = 0 in R3T ,
U(0, x) = 0 in R3.
for some scalar function p1. Thus,
1
2
d
dθ
‖U‖2L2 + ‖∇U‖2L2 ≤ ‖U‖L6 ‖η2(t− θ)‖L3
∥∥∇ψδ∥∥
L2
≤ 1
2
‖∇U‖2L2 + C ‖η2(t− θ)‖2L3
∥∥∇ψδ∥∥2
L2
and hence
d
dθ
‖U‖2L2 + ‖∇U‖2L2 ≤ C ‖η2(t− θ)‖2L3
∥∥∇ψδ∥∥2
L2
.
This implies thatˆ θ
0
IIIdθ̂ ≤
(
‖φ‖2W 2,∞ + C(1 + t2) ‖η2‖2L∞t L3
)ˆ θ
0
∥∥∥∇ψδ(θ̂)∥∥∥2
L2
dθ̂.
• In a similar way to III, we estimate IV. First,
IV ≤ ‖c1(t− θ)‖2W 1,∞
∥∥∇ψδ∥∥2
L2
+
∥∥∥∥ˆ θ
0
ˆ
R3
∇yΓ(t− θ̂, y, t− θ, x) ·
(
η2(t− θ̂, y)∇ψδ(θ̂, y)
)
dydθ̂
∥∥∥∥2
H1
Let
U(θ, x) =
ˆ θ
0
ˆ
R3
∇Γ(t− θ̂, y, t− θ, x) ·
(
η2(t− θ̂, y)∇ψδ(θ̂, y)
)
dydθ̂.
After integration by parts, U satisfies the following equation
∂θU + v1 · ∇U + η2U −∆U = ∇ ·
(
η2(t− θ)∇ψδ
)
in R3T ,
U(0, x) = 0 in R3.
Then, using the divergence-free condition of v1 and the sign condition of η2,
1
2
d
dθ
‖U‖2L2 + ‖∇U‖2L2 ≤ ‖∇U‖L2 ‖η2(t− θ)‖L∞
∥∥∇ψδ∥∥
L2
≤ 1
2
‖∇U‖2L2 + C ‖η2(t− θ)‖2L∞
∥∥∇ψδ∥∥2
L2
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and hence
‖U‖2L∞θ L2 + ‖∇U‖
2
L2θL
2 ≤ C ‖η2‖2L∞t L∞
∥∥∇ψδ∥∥2
L2θL
2 .
So, we obtainˆ τ
0
IVdθ̂ ≤
(
‖c1‖2L∞t W 1,∞ + (1 + t
2) ‖η2‖2L∞t L∞
)ˆ θ
0
∥∥∥∇ψδ(θ̂)∥∥∥2
L2
dθ̂.
• We finally estimate V:
V ≤ ‖φ‖2W 2,∞
∥∥∇ψδ∥∥2
L2
+
∥∥∥∥ˆ θ
0
ˆ
R3
S(θ − θ̂, x− y)∇c2(t− θ̂, y)T (θ̂, t, y, ψδ)dydθ̂
∥∥∥∥2
H1
.
Let
U(θ, x) =
ˆ θ
0
ˆ
R3
S(θ − θ̂, x− y)∇c2(t− θ̂, y)T (θ̂, t, y, ψδ)dydθ̂.
Then, U satisfies the following system:
∂θU −∆U +∇p2 = ∇c2(t− θ)T (θ, t, y, ψδ) in R3T ,
∇ · U = 0 in R3T ,
U(0, x) = 0 in R3
for some scalar function p2. Then,
1
2
d
dθ
‖U‖2L2 + ‖∇U‖2L2 ≤ ‖U‖L6 ‖∇c2(t− θ)‖L3
∥∥T (θ, t, y, ψδ)∥∥
L2
≤ 1
2
‖∇U‖2L2 + 2 ‖∇c2(t− θ)‖2L3
∥∥T (θ, t, y, ψδ)∥∥2
L2
≤ 1
2
‖∇U‖2L2 + C ‖∇c2(t− θ)‖2L3 ‖η2‖2L∞t L∞
ˆ θ
0
∥∥∥∇ψδ(θ̂)∥∥∥2
L2
dθ̂,
which implies that
‖U‖2L∞θ L2 + ‖∇U‖
2
L2θL
2 ≤ Cθ2 ‖∇c2‖2L∞t L3 ‖η2‖
2
L∞t L∞
∥∥∇ψδ∥∥2
L2θL
2 .
Therefore, we obtainˆ θ
0
Vdθ̂ ≤
(
‖φ‖2W 2,∞ + C(1 + t2) ‖∇c2‖2L∞t L3 ‖η2‖
2
L∞t L∞
)ˆ θ
0
∥∥∥∇ψδ(θ̂)∥∥∥2
L2
dθ̂.
• Collecting all terms together, we have∥∥∇ψδ(t)∥∥2
L2
+ µ
∥∥∇ψδ∥∥2
L2tL
2 +
ˆ t
0
ˆ (
δ + Aα+1(t− τ)) ∣∣∆ψδ∣∣2 dxdτ
≤ ‖∇ψ0‖2L2 +
ˆ t
0
J (t) ∥∥∇ψδ(τ)∥∥2
L2
dτ,
where
J (t) = ‖φ‖2W 2,∞ + ‖∇v1‖L∞t L∞ +
∥∥∇2c1∥∥L∞t L∞ + ‖∆c1‖L∞t L∞
+ C(1 + t2) ‖η2‖2L∞t (L3∩L∞) + ‖c1‖
2
L∞t W 1,∞
+ C(1 + t2) ‖∇c2‖2L∞t L3 ‖η2‖
2
L∞t L∞
.
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We note that Ho¨lder regularities in [7] are enough to control J (t). Hence, we derive the
following a prior estimate by Gronwall’s inequality
sup
0≤t≤T
∥∥∇ψδ(t)∥∥2
L2
≤ ‖∇ψ0‖2L2 e2TJ (T ).
Therefore,
sup
0≤t≤T
∥∥∇ψδ(t)∥∥2
L2
≤ C(T,J (T )) ‖∇ψ0‖2L2
and thus
δ
ˆ T
0
∣∣∆ψδ∣∣2 dxdτ ≤ C(T,J (T )) ‖∇ψ0‖2L2 .
This implies that
lim
δ→0
δ
ˆ t
0
ˆ
R3
χ(τ, x)∆ψδ(τ, x)dxdτ = 0
for a.e. 0 < t < T and for all χ ∈ L2tL2. This completes the proof of Lemma 3.2.
Remark 2. The vanishing viscosity argument does not work with q > 1 of the system (1.1).
Indeed, when we estimate the right-hand side of (3.14), we need to perform the integration
by parts to move one derivative in ∆ζ to the other terms in II. If q > 1, A1+α appears in II
and it requires that η ∈ W 1,∞(R3T ), which is beyond the regularity in [7]. Developing new
methods dealing with (1.1) for the case q > 1 and possibly other equations, having solutions
but no uniqueness, will be some of our next study.
4. Fundamental solution of a parabolic equation
We here present the proof of Theorem 1.2. In fact, Theorem 1.2 is a corollary of a more
general statement, Proposition 4.1. In this section, we shall denote by L a parabolic operator
on RnT = (0, T )× Rn (n ≥ 1) defined by
L u = ut − div(A∇u) + a · ∇u+ bu.
The coefficients A = A(t, x) is an n × n (not necessarily symmetric) matrix with entries
aij(t, x) that is uniformly parabolic and bounded. More precisely, we assume
λ|ξ|2 ≤ A(t, x)ξ · ξ, |A(t, x)ξ · η| ≤ Λ|ξ||η|, ∀ξ, η ∈ Rn, ∀(t, x) ∈ RnT (4.1)
for some positive constants λ and Λ. We assume that a = (a1, . . . , an) is a divergence-free
vector field. Then the adjoint operator L ∗ of L is given by
L
∗u = −ut − div
(
AT∇u)− a · ∇u+ bu.
We define the parabolic distance between the points X = (t, x) and Y = (s, y) in Rn+1 as
|X − Y |p := max(
√
|t− s|, |x− y|).
We use the following notations for basic cylinders in Rn+1:
Q−r (X) = (t− r2, t)× Br(x),
Q+r (X) = (t, t+ r
2)× Br(x),
Qr(X) = (t− r2, t+ r2)× Br(x).
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Proposition 4.1. Let a = (a1, . . . , an) be a divergence-free vector field and b be a nonnegative
function on RnT := (0, T )×Rn. Assume that a and b are bounded on RnT . Then, there exists a
unique fundamental solution Γ(t, x, s, y) of L on RnT which satisfies the following pointwise
bound:
|Γ(t, x, s, y)| ≤ C(t− s)−n2 exp
(
−c |x− y|
2
t− s
)
, (0 < s < t < T ), (4.2)
where c = λ
4Λ2
− ǫ for any 0 < ǫ < λ
4Λ2
and C = C(n, λ,Λ, T, ‖a‖L∞(RnT ), ‖b‖L∞(RnT ), ǫ).
Proof of Proposition 4.1. To prove this proposition, we closely follow methods used in
[6]. We recall some notations introduced there. For U ⊂ Rn+1, we write U(t0) for the set of
all points (t0, x) in U and I(U) for the set of all t such that U(t) is nonempty. We denote
|||u|||2U = ‖∇u‖2L2(U) + ess sup
t∈I(U)
‖u(·, t)‖2L2(U(t)).
We ask reader to consult [6] for definition of functions spaces such as V˚ 1,02 (Q). We first note
that if u ∈ V˚ 1,02 (RnT ) is the weak solution of the problem{
L u = f in (t0, t1)× Rn,
u = ψ on {t0} × Rn,
then u satisfies the energy inequality
sup
t0≤t≤t1
ˆ
Rn
|u(t, x)|2 dx+λ
ˆ t1
t0
ˆ
Rn
|∇u(t, x)|2 dxdt
≤
ˆ
Rn
|ψ(x)|2dx+ C
(ˆ t1
t0
ˆ
Rn
|f(t, x)| 2(n+2)n+4 dxdt
)n+4
n+2
,
(4.3)
where C = C(n, λ,Λ). Here, we essentially use the assumption that ∇ · a = 0 and b ≥ 0. A
similar statement is true for an adjoint problem.
We construct an approximate fundamental solution as follows. For Y = (s, y) ∈ RnT denote
dY :=
√
max(s, T − s)
so that X ∈ RnT when |X − Y |p < dY . For 0 < ǫ < dY , let vǫ ∈ V˚ 1,02 (RnT ) be a unique weak
solution of the problem {
L u = 1|Q−ǫ |1Q−ǫ (Y )
u(0, ·) = 0. (4.4)
With the aid of the energy inequality (4.3), the unique solvability of the problem (4.4) in
V˚ 1,02 (R
n
T ) follows from the Galerkin method described in [14, §III.5]. Observe that the energy
inequality (4.3) implies
|||vǫ|||RnT ≤ Cǫ−
n
2 . (4.5)
Next, for a given F ∈ C∞c (RnT ), let u ∈ V˚ 1,02 (RnT ) be the weak solution of the backward
problem {
L
∗u = F
u(T, ·) = 0. (4.6)
Then, we have the identity ˆ
R
n
T
vǫF dxdt =
 
Q−ǫ (Y )
u dxdt. (4.7)
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If we assume that F is supported in Q+R(X0) ⊂ RnT , then an inequality similar to (4.3) yields
|||u|||RnT ≤ C‖F‖L2(n+2)/(n+4)(Q+R(X0)). (4.8)
By the well-known embedding theorem (see e.g., [14, §II.3]), we have
‖u‖L2(n+2)/n(RnT ) ≤ C(n)|||u|||RnT .
By combining the above two inequalities and using Ho¨lder’s inequality, we get
‖u‖L2(Q+R(X0)) ≤ C(n, λ,Λ)R‖F‖L2(n+2)/(n+4)(Q+R(X0)). (4.9)
Lemma 4.1. Let u be a weak solution of
L u = F in Q−R(X0),
where Q−R(X0) ⊂ RnT . Then u is locally Ho¨lder continuous in Q−R(X0). In particular, u is
locally bounded in Q−R(X0) and for any p > 0, we have the estimate
sup
Q−
R/2
(X0)
|u| ≤ C
( 
Q−R(X0)
|u|pdxdt
) 1
p
+ CR2‖F‖L∞(Q−R(X0)),
where C = C(n, p, λ,Λ, ‖a‖L∞(RnT ), ‖b‖L∞(RnT )). A similar statement is true for a weak solution
of
L
∗u = F in Q+R(X0),
where Q+R(X0) ⊂ RnT .
Proof. See [14, §III.8 and §III.10]. 
By utilizing (4.9) and the above lemma, we get
sup
Q+
R/2
(X0)
|u| ≤ CR2‖F‖L∞(Q+R(X0)). (4.10)
If Q−ǫ (Y ) ⊂ Q+R/2(X0), then by (4.7) and (4.10), we obtain∣∣∣∣∣
ˆ
Q+R(X0)
vǫF
∣∣∣∣∣ ≤
 
Q−ǫ (Y )
|u| ≤ CR2‖F‖L∞(Q+R(X0)).
Therefore, by duality, it follows that we have
‖vǫ‖L1(Q+R(X0)) ≤ CR
2. (4.11)
We define the averaged fundamental solution Γǫ(X, Y ) = Γǫ(t, x, s, y) for L by setting
Γǫ(·, Y ) = vǫ.
Lemma 4.2. Let X = (t, x), Y = (s, y) ∈ RnT and assume 0 < |X − Y |p < 16dY . Then
|Γǫ(X, Y )| ≤ C|X − Y |−np , ∀ǫ <
1
3
|X − Y |p, (4.12)
where C = C(n, λ,Λ, ‖a‖L∞(RnT ), ‖b‖L∞(RnT )).
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Proof. Denote d = |X − Y |p, and let r = 13d, X0 = (y, s− 4d2), and R = 6d. It is easy to see
that for ǫ < 1
3
d, we have
Q−ǫ (Y ) ⊂ Q+R/2(X0), Q−r (X) ⊂ Q+R(X0).
and also that vǫ satisfies L vǫ = 0 in Q
−
r (X). Then, by Lemma 4.1, we have
‖vǫ‖L∞(Q−
r/2
(X)) ≤
C
rn+2
‖vǫ‖L1(Q−r (X)).
Therefore, by (4.11), we have |vǫ(X)| ≤ Cr−n, which implies (4.12). 
For ǫ < r < R < 1
6
dY , let η : R
n+1 → R be a smooth function such that
0 ≤ η ≤ 1, η ≡ 0 on Qr(Y ), η ≡ 1 on QR(Y )c, |∇η|2+ |∇2η|+ |ηt| ≤ 12(R−r)2 . (4.13)
Recall that vǫ satisfies (4.4). By testing with η
2vǫ and using assumption ∇ · a = 0, we have
0 =
ˆ
Rn
1
2
(η2v2ǫ )t −
ˆ
Rn
ηηtv
2
ǫ +
ˆ
Rn
η2A∇vǫ · ∇vǫ
+
ˆ
Rn
2ηA∇vǫ · ∇ηvǫ −
ˆ
Rn
a · ∇ηηv2ǫ +
ˆ
Rn
η2bv2ǫ .
Then by using (4.1) and b ≥ 0, we getˆ
Rn
1
2
(η2v2ǫ )t + λ
ˆ
Rn
η2|∇vǫ|2 ≤
ˆ
Rn
η|ηt| |vǫ|2 + 2Λ
ˆ
Rn
η|∇vǫ| |∇η| |vǫ|+
ˆ
Rn
η|∇η| |a|v2ǫ .
By using Young’s inequality and integrating over t, we get
sup
0≤t≤T
1
2
ˆ
Rn
η2v2ǫ +
λ
2
ˆ
R
n
T
η2|∇vǫ|2 ≤
ˆ
R
n
T
{
|ηt|+ 2Λ
2
λ
|∇η|2 + |a| |∇η|
}
v2ǫ .
Therefore, by (4.13) and noting that R− r < √T and so
|∇η| ≤
√
12/(R− r) =
√
12(R− r)/(R− r)2 ≤
√
12T/(R− r)2,
we have
sup
0≤t≤T
ˆ
Rn
η2v2ǫ +
ˆ
R
n
T
η2|∇vǫ|2 ≤ C
(R− r)2
ˆ
QR(Y )\Qr(Y )
v2ǫ , (4.14)
where C = C(n, λ,Λ, T, ‖a‖L∞(RnT )).
Then by setting r = 1
2
R in (4.14) and applying Lemma 4.2, we obtain
|||Γǫ(·, Y )|||2
R
n
T \QR(Y ) ≤ CR
−2
ˆ
{R/2<|X−Y |p<R}
|X − Y |−2np dX ≤ CR−n,
whenever ǫ < 1
6
R and R < 1
6
dY . On the other hand, in the case when ǫ ≥ 16R, (4.5) yields
|||Γǫ(·, Y )|||2
R
n
T \QR(Y ) ≤ |||Γ
ǫ(·, Y )|||2
R
n
T
≤ Cǫ−n ≤ CR−n.
Therefore, we have for all ǫ < dY and R <
1
6
dY
|||Γǫ(·, Y )|||2
RnT \QR(Y ) ≤ CR
−n. (4.15)
We note that the estimate (4.15) corresponds to [6, (4.6)]. With Lemma 4.1 at hand, we
can repeat the same argument as in [6] to construct the fundamental solution
Γ(X, Y ) = Γ(t, x, s, y)
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for L in RnT . See Section 4.2 – 4.3 of [6] for details.
Next, we show that Γ(x, t, y, s) satisfies the Gaussian bound (4.2). We modify an argument
in [12], which is in turn based on Davies [9] and Fabes-Stroock [10]. Let ψ be a bounded
Lipschitz function on Rn satisfying |∇ψ| ≤ γ a.e. for some γ > 0 to be chosen later. Fix
s ∈ (0, T ). For s < t < T , we define an operator P ψs→t on L2(Rn) as follows. For a given
f ∈ L2(Rn), let u ∈ V˚ 1,02 ((s, T )× Rn) be the weak solution of the problem{
L u = 0
u(s, ·) = e−ψf.
Then, we define
P ψs→tf(x) := e
ψ(x)u(t, x)
so that
P ψs→tf(x) = e
ψ(x)
ˆ
Rn
Γ(t, x, s, y)e−ψ(y)f(y) dy.
Let us denote
I(t) :=
ˆ
Rn
e2ψ(x)u(t, x)2 dx.
Then, I ′(t) satisfies for a.e. t ∈ (s, T ) that
I ′(t) = −2
ˆ
Rn
A∇u · ∇(e2ψu) + e2ψu a · ∇u+ e2ψbu2 dx
≤ −2
ˆ
Rn
e2ψA∇u · ∇u dx− 4
ˆ
Rn
e2ψuA∇u · ∇ψ dx− 2
ˆ
Rn
a · ∇u e2ψu dx,
where we used that b ≥ 0.
By using ∇ · a = 0, we find that
0 =
ˆ
Rn
a · ∇(eψu) eψu dx =
ˆ
Rn
a · ∇u e2ψu dx+
ˆ
Rn
a · ∇ψ e2ψu2 dx.
For the rest of proof, we set
κ := ‖a‖L∞(RnT ).
By using |∇ψ| ≤ γ, we then obtain
I ′(t) ≤ −2λ
ˆ
Rn
e2ψ|∇u|2 dx+ 4Λγ
ˆ
Rn
eψ|u| eψ|∇u| dx+ 2γκ
ˆ
Rn
e2ψu2 dx
≤ (2Λ2λ−1γ2 + 2κγ) ˆ
Rn
e2ψu2 dx = 2(Λ2λ−1γ2 + κγ) I(t).
The initial condition u(s, ·) = e−ψf yields
I(t) ≤ e2(Λ2λ−1γ2+κγ)(t−s)‖f‖2L2(Rn).
Since I(t) = ‖P ψs→tf‖2L2(Rn), we have derived
‖P ψs→tf‖L2(Rn) ≤ e(Λ
2λ−1γ2+κγ)(t−s)‖f‖L2(Rn). (4.16)
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By Lemma 4.1, we estimate
e−2ψ(x)|P ψs→tf(x)|2 = |u(x, t)|2
≤ C
(t− s)n+22
ˆ t
s
ˆ
B√t−s(x)
|u(y, τ)|2 dy dτ
≤ C
(t− s)n+22
ˆ t
s
ˆ
B√t−s(x)
e−2ψ(y)|P ψs→τf(y)|2 dy dτ.
Hence, by using (4.16) we find
|P ψs→tf(x)|2 ≤ C(t− s)−
n+2
2
ˆ t
s
ˆ
B√t−s(x)
e2ψ(x)−2ψ(y)|P ψs→τf(y)|2 dy dτ
≤ C(t− s)−n+22
ˆ t
s
ˆ
B√t−s(x)
e2γ
√
t−s |P ψs→τf(y)|2 dy dτ
≤ C(t− s)−n+22 e2γ
√
t−s
ˆ t
s
e2(Λ
2λ−1γ2+κγ)(τ−s)‖f‖2L2(Rn) dτ
≤ C(t− s)−n2 e2γ
√
t−s+2(Λ2λ−1γ2+κγ)(t−s)‖f‖2L2(Rn).
We have thus derived the following L2 → L∞ estimate for P ψs→t:
‖P ψs→tf‖L∞(Rn) ≤ C(t− s)−
n
4 eγ
√
t−s+(Λ2λ−1γ2+κγ)(t−s)‖f‖L2(Rn). (4.17)
We also define the operator Qψt→s on L
2(Rn) by
Qψt→sg(y) = e
−ψ(y)v(y, s),
where v is the weak solution of the backward problem{
L ∗u = 0
u(t, ·) = eψg.
Then, by a similar calculation, we get
‖Qψt→sg‖L∞(Rn) ≤ C(t− s)−
n
4 eγ
√
t−s+(Λ2λ−1γ2+κγ)(t−s)‖g‖L2(Rn).
Since (see [6, Section 5.1])ˆ
Rn
(P ψs→tf) gdx =
ˆ
Rn
f (Qψt→sg)dx,
by duality, for any f ∈ C∞c (Rn), we have
‖P ψs→tf‖L2(Rn) ≤ C(t− s)−
n
4 eγ
√
t−s+(Λ2λ−1γ2+κγ)(t−s)‖f‖L1(Rn). (4.18)
Now, set r = s+t
2
and observe that by the uniqueness, we have
P ψs→tf = P
ψ
r→t(P
ψ
s→rf), ∀f ∈ C∞c (Rn).
Then, by noting that
t− r = r − s = 1
2
(t− s),
we obtain from (4.17) and (4.18) that for any f ∈ C∞c (Rn), we have
‖P ψs→tf‖L∞(Rn) ≤ C(t− s)−
n
2 eγ
√
2(t−s)+(Λ2λ−1γ2+κγ)(t−s)‖f‖L1(Rn).
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For fixed x, y ∈ Rn with x 6= y, the above estimate imply, by duality, that
eψ(x)−ψ(y) |Γ(t, x, y, s)| ≤ C(t− s)−n2 eγ
√
2(t−s)+(Λ2λ−1γ2+κγ)(t−s). (4.19)
We now set
ψ(z) = γmin(|z − y|, |x− y|) and γ = λ
2Λ2
|x− y|
t− s .
It should be clear that ψ is a bounded Lipschitz function satisfying |∇ψ| ≤ γ a.e.,
ψ(x) = γ|x− y| = λ
2Λ2
|x− y|2
t− s , and ψ(y) = 0.
Therefore, (4.19) yields
|Γ(t, x, s, y)| ≤ C(t− s)−n2 exp
{
λ√
2Λ2
|x− y|√
t− s +
λ
4Λ2
|x− y|2
t− s +
κλ
2Λ2
|x− y| − λ
2Λ2
|x− y|2
t− s
}
≤ C(t− s)−n2 exp
{(
λ√
2Λ2
+
κλ
√
T
2Λ2
)
|x− y|√
t− s −
λ
4Λ2
|x− y|2
t− s
}
.
Note that for any ǫ ∈ (0, λ/4Λ2), there exists a number N = N(λ,Λ, T, κ, ǫ) such that
e
(
λ√
2Λ2
+κλ
√
T
2Λ2
)
r− λ
4Λ2
r2 ≤ Ne−( λ4Λ2−ǫ)r2, ∀r ≥ 0,
and recall that κ = ‖a‖L∞(RnT ). Therefore, we obtain the Gaussian bound (4.2). 
Proof of Theorem 1.2. To prove Theorem 1.2, we begin with the following lemma.
Lemma 4.3. Assume the hypothesis of Theorem 1.2 holds. Let u be a solution of
Lu = 0 in Q−r (X0),
where Q−r (X0) ⊂ R3T . Then u, ∇u, ut, ∇2u are locally Ho¨lder continuous in Q−r (X0). In
particular, we have the following estimate:
r‖∇u‖L∞(Q−
r/2
(X0))
+ r2‖∇2u‖L∞(Q−
r/2
(X0))
+ r2‖ut‖L∞(Q−
r/2
(X0))
≤ C‖u‖L∞(Q−r (X0)),
where C = C
(‖a‖Cβ,β/2(R3T ), ‖b‖Cα,α/2(R3T )).
Proof. It is a consequence of the standard Schauder theory. 
We apply Proposition 4.1 to the operator L and construct the fundamental solution
Γ(t, x, s, y). Note that we have λ = Λ = 1 in this case so that we have λ
4Λ2
= 1
4
, and
thus (4.2) follows.
Next, to prove (1.7), let r := 1
2
√
t− s and note that u(·) := Γ(·, Y ) satisfies
Lu = 0 in Q−r = Q−r (X).
Then, by Lemma 4.3, we have
√
t− s |∇xΓ(t, x, s, y)|+ (t− s) |∇2xΓ(t, x, s, y)|+ (t− s) |∂tΓ(t, x, s, y)|
≤ C‖u‖L∞(Q−r (X)).
(4.20)
Note that for Z = (τ, z) ∈ Q−r (X), we have
3
4
(t− s) ≤ τ − s ≤ t− s and |x− y| − 1
2
√
t− s ≤ |z − y| ≤ |x− y|+ 1
2
√
t− s.
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Therefore, by (4.2), we have
‖u‖L∞(Q−r (X)) ≤ C(t− s)−
3
2 e−c
′ |x−y|2
t−s , (4.21)
where c′ > 0 is an absolute constant and C = C
(
T, ‖a‖Cβ,β/2(R3T ), ‖b‖Cβ,β/2(R3T )
)
. By (4.20)
and (4.21), we obtain the estimate (1.7), which complete the proof of Theorem 1.2.
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