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Abstract
Random tessellations are well suited for the probabilistic model-
ing of three-dimensional (3D) grain microstructure of polycrystalline
metals. The present paper deals with so-called Gibbs-Laguerre tessel-
lations where the generators of a Laguerre tessellation form a Gibbs
point process. The goal is to construct an energy function of the Gibbs
point process from a suitable set of potentials, such that the resulting
Gibbs-Laguerre tessellation matches some desired geometrical proper-
ties. Since the model is analytically hardly tractable, our main tool
of analysis are stochastic simulations based on Markov chain Monte
Carlo. These enable us to investigate the properties of the models,
and, in the next step, to apply the thus gained knowledge to do a sta-
tistical reconstruction of an aluminum alloy based on 3D tomographic
image data.
Keywords: Laguerre tessellation, Gibbs point process, statistical re-
construction, stochastic simulation
1 Introduction
In materials science, discovering and quantifying relationships between mi-
crostructure and properties of materials is one of the most important research
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goals [9]. The traditional way is to empirically analyze real material sam-
ples. However, while this method arguably returns the most realistic results,
it is also very time and resource demanding to produce, image and test the
specimens. With the increase of readily available computing power, it is now
possible to support these investigations with in silico experiments, which can
drastically reduce the time spent in the lab, see, e.g., [20], [24]. An effective
procedure for this is to build parametric stochastic models of the microstruc-
ture, which provide realistic virtual samples whose physical properties can
be computed numerically. Based on this data, it is then possible to dis-
cover dependencies between the geometric characteristics and descriptors of
macroscopic physical properties of 3D microstructures, and only a few lab
experiments have to be performed for the validation of these relationships.
In the present paper, we are concerned with the first step – the stochastic
modeling of 3D polycrystalline microstructures. Polycrystals form space-
filling tessellations whose geometry can be modeled in many ways [15]. We
will focus on parametric 3D models of tessellations generated by a locally
finite (marked) point pattern. In the context of tessellations these points are
called generators. The basic Voronoi tessellation [5] is often too simple to
be used for fitting polycrystals [18], on the other hand the Laguerre tessella-
tion [12] became quite popular for microstructures with approximately con-
vex grains [13], [23]. More complex models exhibiting anisotropy or curved
boundaries [1], [22] rely on higher-dimensional marks and are thus more dif-
ficult to handle.
If the set of generators comes from random (marked) point processes we
obtain random tessellations, which are a natural tool for stochastic modeling.
For the Poisson point process we obtain the Poisson-Voronoi or the Poisson-
Laguerre tessellation [15], [11] depending whether we use a Voronoi or a
Laguerre tessellation. For statistical analysis, besides fitting a parametric
stochastic model to data, it is also desirable to simulate a given model or to
do a statistical reconstruction of given data [25].
Another interesting class of random tessellations is based on Gibbs point
processes [5]. The Ord process [16] is one of the first references to this type of
model. The crucial idea is to choose parametric potentials which allow us to
control geometrical properties of the tessellation in a prescribed way. In [7]
Gibbs-type Delaunay-Voronoi tessellations were investigated in 2D. Methods
of parameter estimation and goodness-of-fit testing were suggested in [7] and
applied to simulated data. Their estimation procedure works well only if the
parameter values are in a certain range, otherwise the estimators may show
poor properties. In these cases the importance of statistical reconstruction
increases.
Our aim is to extend the ideas from [7] in several ways in order to ob-
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tain new models for grain microstructures of polycrystalline materials. The
generalization from 2D to 3D setting is computationally demanding, and ad-
vanced algoritmic tools from computational geometry have to be employed.
Apart from that, we will extend the model presented in [7] in two ways.
First, the Gibbs-Laguerre tessellation is formally introduced and discussed,
which has not been done in the literature so far. Secondly, we investigate a
broader class of potentials, which allows us to control certain characteristics
of the tessellation geometry. Since these Gibbs-type tessellation models are
hard to treat analytically, our main tool is stochastic simulation. The goal
is to give guidance to practitioners allowing them to build stochastic models
that match some desired properties of geometric characteristics which are
important for their applications. Examples for these are the edge length in
open-cell foams or the number of faces and vertices of grains in polycrystalline
materials.
The present paper is organized as follows: In Section 2 we give some
theoretical background of Gibbs point processes and Laguerre tessellations.
Then various potential functions are defined and the properties of the corre-
sponding Gibbs-Laguerre tessellations are investigated. Section 3 is devoted
to model fitting, especially to the pseudolikelihood method for parameter es-
timation. In Section 4 we present a simulation algorithm for Gibbs-Laguerre
tessellations and explain the idea of statistical reconstruction. This is fol-
lowed by a simulation study with numerical results concerning the tessellation
properties in Section 5. In Section 6 the results from the previous sections are
applied to the polycrystalline grain structure of an aluminum alloy sample
obtained by 3D-XRD [17]. First, we discuss the parameter estimation using
standard methods for Gibbs processes. The main result is the statistical re-
construction of the microstructure of the sample based on a Gibbs-Laguerre
model. A discussion of the simulation outcome and concluding remarks are
presented in the end.
2 Point processes and tessellations
2.1 Gibbs point processes
In this paper we deal with finite point processes in the sense of [14]. Let
d > 1 be an arbitrary fixed integer and Λ ⊂ Rd a bounded convex sampling
window with |Λ| > 0, where | · | is the d-dimensional Lebesgue measure of
a set. Let piz be a homogeneous Poisson point process on Λ with intensity
measure ν given by the intensity constant z > 0, for further details cf. [5].
We will shorten pi = pi1. Let Nf be the family of all finite point configurations
in Λ. In the following we consider an energy function E : Nf −→ R∪ {+∞}
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that is nondegenerate, i.e., E(∅) < +∞. The energy function E is said to
be stable if there exists a constant A ∈ R such that E(x) ≥ A · card(x) for
every x ∈ Nf , where card(x) denotes the number of points in x. The finite
Gibbs point process on Λ with activity z and energy function E is a finite
point process Φ having a density with respect to pi of the form
f(x) =
1
ZΛ
zcard(x) exp (−E(x)) for x ∈ Nf , (1)
where
ZΛ =
∫
zcard(x) exp (−E(x))pi(dx),
is a normalizing constant. Analogously we define the notion of a marked
Gibbs point process. Consider marks from a finite interval I = (0, R0], for
some R0 > 0 fixed, a reference distribution γ on I and the Poisson process
pizI on Λ× I with intensity measure ν ⊗ γ, where ν is given by the intensity
constant z > 0. Then the marked Gibbs point process is given by a density
as in (1), but w.r.t. piI where x ∈ NfI are finite configurations of points in
Λ× I.
2.2 Voronoi and Laguerre tessellations, [15]
A tessellation in Rd is a locally finite system of space-filling sets called cells
which have mutually disjoint interiors. We consider the tessellation T (x)
generated by x ∈ N, where N denotes the system of locally finite point
configurations in Rd. The i-th cell of T (x) corresponding to the generator
xi ∈ x is defined with respect to some distance ρ : Rd × Rd → R+ as
Ci = {x ∈ Rd : ρ(x, xi) ≤ ρ(x, xj) ∀xj ∈ x, i 6= j}. (2)
Note that in the context of polycrystalline materials, the term grain is used
instead of cell. In particular, the choice of ρ(y, x) = ‖x − y‖, x, y ∈ Rd,
where ‖·‖ denotes the Euclidean distance, results in the so-called Voronoi
tessellation V (x), cf. [15].
The tessellation model of a Voronoi tessellation described above can be
analogously defined for generators with marks. In this case, let NI be the
family of locally finite point configurations in Rd×I. For x ∈ NI and (x, r) ∈
x the power distance of a point y ∈ Rd with respect to a sphere B(x, r) with
center x and radius r is given by
ρ(y,B(x, r)) = ‖y − x‖2 − r2. (3)
The interpretation of the power distance is as follows: for each y ∈ Rd outside
the sphere B(x, r) the value ρ(y,B(x, r)) equals the squared length of the
4
Figure 1: Illustration of power distance (d is the second root of power dis-
tance) between three points P,Q,R and two circles with centers S, T and
radii s, t (the line determined by points P and R contains all points with the
same power distance to the both circles)
tangent line from y to the sphere, cf. Fig. 1. The Laguerre tessellation
L(x) is defined by choosing the power distance in (2), cf. e.g., [11]. The
distance ρ(y,B(x, r)) equals 0 if y lies on the boundary of the sphere and it
is smaller than 0 if y lies inside the sphere. If a further generator (y, q) is
inside the ball given by (x, r) (i.e., y ∈ B(x, r)) it can happen that either the
cell corresponding to (y, q) does not cover y or even that there is no cell at
all. In the case that all radii are equal, the Laguerre tessellation reduces to
a Voronoi tessellation. The cells of both Laguerre and Voronoi tessellations
are convex sets, and their boundaries are hyperplanar sets.
2.3 Random Gibbs-type tessellations.
In this paper we deal with random tessellations in the 3D Euclidean space,
i.e., we set d = 3 in the following, where the system of generators forms a
random point process. For Poisson point processes (either in a bounded win-
dow or in the whole R3) we obtain Poisson-Voronoi tessellations for which
closed analytical formulas are available for moments of geometric charac-
teristics of the cells, e.g. volume, number of faces, surface area, etc., cf.
[15]. For Poisson point processes and the power distance given in (3) we ob-
tain Poisson-Laguerre tessellations investigated, e.g., in [11]. The aim of the
present paper is to investigate Gibbs-type tessellations, namely the Gibbs-
Voronoi and Gibbs-Laguerre tessellations. The point process of generators
will be a finite Gibbs point process in a set Λ ⊂ R3. This choice of dimension
is suitable for applications in materials research, in particular for modeling
grain microstructure of polycrystalline materials. Note that Gibbs-Voronoi
tessellations in R2 were studied in [7]. In a 3D tessellation we deal with
m-dimensional facets, m = 0, 1, 2, 3, namely the vertices, edges, faces, cells,
respectively. The energy function E in (1) is built as a sum of potentials, see
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[2], Def. 4.2. The potential function of order k is a function of k bounded
neighboring cells attaining values in R ∪ {+∞}, we consider k = 1, 2, . . . , n,
where n = card(x), x is a finite configuration of generators in Λ. For k = 2, 3
neighboring cells are typically those which share a common face, edge, re-
spectively. For k = n, the whole tessellation is considered to be neighboring.
We distinguish two types of potential functions. We talk about soft-core
potential if it attains only finite values. On the other hand the hard-core
potential attains values 0 or +∞.
2.4 Periodic configuration
Because of the bounded sampling window one has to correct edge effects,
which requires a knowledge of the process outside the window. The problem
of the existence of a stationary Gibbs-type tessellation in the entire Eu-
clidean space R3 can be investigated using methods from [6]. This can be
circumvented by employing periodic boundary conditions. Without loss of
generality one can take
Λ = [0, 1]3, x ∈ Nf , x˜ = ∪i∈Z3τi(x),
where x˜ is the periodic configuration on R3, τi(x) shifts x by i, i ∈ Z3. In
the periodic setup the potential function of k-th order is summed over k-
tuples of neighboring cells in the periodic domain such that each periodic
k-tuple has a unique contribution (i.e., there is only one contribution from
all k-tuples {τi(C1, . . . , Ck) : i ∈ Z3, C1, . . . , Ck neighboring cells}, e.g., for
k = 1, 2, 3 this is satisfied if the barycenter of the union of the k-tuple lies in
the bounded set Λ). By this summation we get a periodic energy function E˜
of k-th order. In general, a periodic energy function can combine potentials
of several orders and can be written in the parametric form
E˜(x) = Vhard + θ1
∑
C∈T (x˜)
bar(C)∈Λ
V1(C) + θ2
∑
C1,C2∈T (x˜);C1,C2∼2
bar(C1∪C2)∈Λ
V2(C1, C2) + . . .
+ θn−1
∑
C1,...,Cn−1∈T (x˜)
C1,...,Cn−1∼n−1
unique contribution
Vn−1(C1, C2, . . . , Cn−1) + θnVn(C1, C2, . . . , Cn),
(4)
where all hard-core potentials are included in the Vhard, θ1, . . . , θn are real-
valued parameters, bar denotes the barycenter and ∼k is a k-neighborhood
relation. In every part it is important that each set of cells has the unique
contribution to the energy. Note that there can be several potentials of the
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same order. Further, the potential Vhard can be written as a sum of hard-core
potentials, i.e., potentials which can be equal to zero or reach the value +∞,
i.e.
Vhard =
∑
C∈T (x˜)
bar(C)∈Λ
V1,hard(C) + . . .+ Vn,hard(C1, C2, . . . , Cn),
The energy is defined for x ∈ Nf only. If E(x) < +∞ we say that the
configuration x is admissible.
2.5 Potentials
We will deal with the following choices of potential functions. First, we
consider the hard-core potential of the first order:
V1,hard(C) =

+∞ if hmin ≤ α,
+∞ if hmax ≥ β,
+∞ if h3max(C) ≥ B|C|,
0 else,
(5)
where hmin, hmax is the minimal, maximal distance between the cell barycen-
ter and a face of C, respectively, 0 < α < β, B > 0. The parameter α forces
the cells not to be too small, while β forces them not to be too large. The
parameter B controls the shape of the cells—the smaller B, the more regular
cell is obtained.
A soft-core potential of k-th order Vk(C1, . . . , Ck) is a symmetric func-
tion of a k-tuple of cells. In practice these potentials are often assumed to
be nonnegative and upper-bounded. In case there is no upper bound, an
artificial bound K > 0 can be used (K is some big constant depending on
the particular potential). In 2D these two properties ensures the stability
property of the energy function (unfortunally this implication do not seem
to be generally preserved in higher dimensions). For example the potential
of the first order
V nof1 (C) = (|n(C)− n0|)1/2 ∧K, (6)
where n(C) is the number of faces (nof) of a cell C, forces all cells to have
exactly (if possible) n0 faces. A pair potential function studied later on is
given by
V2,VNR(C1, C2) = VNR(C1, C2) ∧K (7)
with the volume neighbor ratio (VNR)
VNR(C1, C2) =
(
max {vol(C1), vol(C2)}
min {vol(C1), vol(C2)} − 1
)1/2
, (8)
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where vol(C) is the volume (vol) of a cell C. If the potential given in (7) is
multiplied by a real parameter θ, the sign of θ is crucial. In the case of θ > 0,
the neighboring cells are forced to have a similar volume, on the other hand
θ < 0 forces the neighboring cells to have different volumes.
Furthermore, a potential of the third order can be used given by
V3,ANR(C1, C2, C3) =
(
max {A(F1), A(F2), A(F3)}
min {A(F1), A(F2), A(F3)} − 1
)1/2
∧K, (9)
where A(F ) is the area of the face F and F1, F2, F3 are faces sharing a com-
mon edge of neighboring cells C1, C2, C3. Finally, an example of a potential
function of n-th order (n denotes the number of cells) is
V sn,T (C1, . . . , Cn) = (|T (s)− s0|)1/2 , (10)
where s represents some geometric characteristic, T is some functional (for
example T (s) = s¯ stands for the sample mean computed over all cells in Λ),
s0 is the value we want the T (s) to reach. Another example of a potential
of n-th order allows us to control not only the moments of some geometric
characteristic, but the whole distribution of it. More precisely, it is given by
V sn,dsc(C1, . . . , Cn) = (dsc(H(C1, . . . , Cn), H
′))1/2 , (11)
where H(C1, . . . , Cn) is the histogram of the chosen geometric characteristic
computed from all cells in Λ, H ′ is the prescribed targeting histogram which
we want to approach (this can be typically obtained from data) and dsc is an
abbreviation of discrepancy, which is defined below, see (12). Alternatively
we can deal with the cumulative histogram or empirical distribution function,
instead of the histogram. Let us consider some geometric characteristic of
the m-dimensional facets, m = 0, 1, 2, 3, attaining values on an interval [a, b].
For some integer J let D = {ti}Ji=0 be a division of the interval such that
t0 = a and tJ = b (D does not need to be equidistant). The histogram H can
then be represented by some numbers h1, . . . , hJ interpreted as frequencies of
the classes 1, . . . , J (i.e., hi is the number of facets for which the value of the
considered geometric characteristic lies in the interval [ti−1, ti)). We use the
abbreviating notation S =
∑J
i=1 hi. The discrepancy for a pair of histograms
(H,H ′) on the same interval and with the same bins (this implies the same
number of classes) can then be written as
dsc(H,H ′) =
J∑
i=1
∣∣∣∣hiS − h′iS ′
∣∣∣∣ . (12)
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Figure 2: Discrepancy (depicted by gray) of two histograms (red and black)
A visualization of this can be seen in Fig. 2. The discrepancy dcs mea-
sures the difference between two histograms and is minimized when they are
identical up to some positive multiplicative constant (i.e., that there exists
a constant M such that hi = Mh
′
i for every i = 1, . . . , J). If we omit the
normalizations S, S ′ in the definition of discrepancy, given in (12), then the
discrepancy is minimized if the two histograms are identical (particularly
they have the same frequencies).
3 Estimation and model fitting
We consider a parametric model, cf. (1), for generators, where E(x) de-
pends on a parameter vector θ, cf. (4), and possibly on some hardcore
parameters ε, cf. (5). Thus we write E(x) = E(x; ε,θ) to emphasize the
dependency on parameters. The activity z > 0 is considered as an unknown
parameter, too. Methods for parameter estimation were suggested in [7] for
Gibbs-Voronoi tessellations in R2. They can be extended straightforwardly
to Gibbs-Laguerre tessellations in R3, at least when the values of the param-
eters are in a certain range.
First a special property of Gibbs-type tessellations has to be mentioned.
An energy function E is said to be hereditary if for all x ∈ Nf and y ∈ Rd it
holds that E(x) =∞ entails E(x∪{y}) =∞. In Gibbs-type tessellations the
heredity is frequently violated because of hard-core conditions. For example,
when we delete a generator of an admissible configuration, it may happen
that a new cell is too big to satisfy the hard-core condition. Let x ∈ Nf and
y ∈ x. We say, that y is removable from x if E(x \ {y}) <∞, cf. [8], Def.2.
We denote the set of removable points in x by R(x). Let y be a removable
point in a configuration x ∈ Nf . Then, the local energy of y given x \ {y} is
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defined as
h(y,x \ {y}) = E(x)− E(x \ {y}).
In the case that y /∈ x, we simply write h(y,x). Moreover we use the no-
tation h(y,x) = h(y,x; ε,θ) to emphasize the dependency on parameters.
Note that a two-step estimation procedure is applied to experimental data
in Section 5. First, the hardcore parameters are estimated directly, then the
parameters of the Gibbs process of generators in the hereditary case are es-
timated by means of the maximum pseudolikelihood method, cf. [14], where
the estimates of hard-core parameters are plugged-in. A generalization of
the pseudolikelihood method to the non-hereditary case is described in [8].
3.1 Estimation of hardcore parameters
Let wmin(C), wmax(C) be the minimum, maximum distance between the gen-
erator of the cell C and any of its faces, respectively. The estimates for the
hardcore parameters ε = (α, β,B) from (5) can be written as εˆ = (αˆ, βˆ, Bˆ),
where
αˆ = min {wmin(C) : C ∈ T (x)} ,
βˆ = max {wmax(C) : C ∈ T (x)} ,
Bˆ = max
{
w3max(C)
|C| : C ∈ T (x)
}
.
Their consistency w.r.t. an unbounded expanding sampling window is shown
in [7].
3.2 Estimation of θ and z
Assume that θ ∈ Rm for some fixed integer m > 1. The presence of hardcore
parameters means that the pseudolikelihood score PLLΛ involves summing
up over the set of removable points only, i.e.,
PLLΛ(x, z, ε,θ) =
∫
Λ
z exp(−h(y,x; ε,θ))dy
+
∑
y∈Rε(x)∩Λ
(h(y,x \ {y}; ε,θ)− ln(z)). (13)
The estimates are then obtained as (zˆ, θˆ) = argminz,θ PLLΛ(x, z, εˆ,θ). Dif-
ferentiation of the pseudolikelihood function yields the representation of z
given by
zˆ =
card(Rεˆ(x) ∩ Λ)∫
Λ
exp(−h(y,x; εˆ,θ))dy , (14)
10
and the equations
z
∫
Λ′
∂h
∂θj
(y,x; εˆ,θ) exp (−h(y,x; εˆ,θ)) dx =
∑
Rεˆ(x)∩Λ
∂h
∂θj
(y,x \ {y}; εˆ,θ)
(15)
for j = 1, . . . ,m, where Λ′ = {y ∈ Λ : x ∪ {y} is admissible}. If we replace z
in (15) with zˆ, we obtain m equations whose solution gives an estimate of θ.
Then we compute zˆ by plugging θˆ into (14). The integrals in (14) and (15)
have to be evaluated numerically, using, e.g., Monte Carlo techniques.
3.3 Goodness-of-fit testing
Standard residual analysis for point processes of generators, cf. [3], can be
performed to measure the goodness of fit between data and model. Alter-
natively, the goodness of fit can be measured by comparing histograms of
characteristics, which is not so rigorous and complete, but more practical.
This more straightforward way is used in Section 6 when dealing with the
reconstruction of real data. The goodness of fit is expressed in terms of his-
togram discrepancies for potentials like (11), and for potentials of the type
given in (10) by differences of moments of characteristics.
4 Simulation and statistical reconstruction
This section deals with two closely related topics, simulation and statistical
reconstruction of point processes. Whereas the first one needs to specify a
stochastic model, the second one does not need it. We will show how to
use Gibbs point processes in both settings. Using the MCMC Metropolis-
Hastings birth-death-move (MHBDM) algorithm, cf. [14], we are able to
generate realizations of a Gibbs point process with given parameters. On the
other hand, the statistical reconstruction is based on a given data pattern
and the aim is to generate realizations similar to it. Both objectives are
described in detail in the following two subsections. The third, last, subsec-
tion comments on the importance of local recomputations of the tessellation,
which can reduce computational time substantially.
4.1 Simulation of Gibbs-Laguerre tessellations
Simulation of Gibbs-Voronoi tessellations in R2 using the MHBDM algorithm
was considered in [7]. In 3D the complexity in the sense of computational
geometry increases. Besides the standard incremental algorithm for adding
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a generator one also needs the decremental counterpart for deleting a gen-
erator, cf. [4]. We used the free software Voro++, cf. [21], for tessella-
tion computations, both for Voronoi and Laguerre tessellations. The basic
MCMC simulation algorithm is analogous to [7], and we present an adaption
for Gibbs-Laguerre tessellations. Boundary effects are treated by considering
periodic configurations and the notation is the same as in Section 2.
Algorithm. Simulation of Gibbs-Laguerre tessellations.
1. x0 admissible, x0 ∈ Λ× I, n = card(x0)
2. do one of the following (with probability 1
3
each)
(a) generate point y uniformly in Λ and radius r ∼ R1, set
x1 =
{
x0 ∪ {(y, r)} with probability min
(
1, f(x0∪{(y,r)})
(n+1)f(x0)
)
,
x0 otherwise;
(b) choose point (y, r) at random from x0 and set
x1 =
{
x0 \ {(y, r)} with probability min
(
1, nf(x0\{(y,r)})
f(x0)
)
,
x0 otherwise;
(c) choose point (y, r) at random from x0 and generate x ∼ N(y,Σ2),
Σ = diag{σ, σ, σ}, s ∼ R2 and set
x1 =

(x0 \ {(y, r)}) ∪ {(x, s)} with probability
min
(
1, f((x0\{(y,r)})∪{(x,s)})
f(x0)
)
,
x0 otherwise.
3. return to step 1, x0 ≡ x1.
For the purpose of our simulation study the window Λ = [0, 1]3 is used.
The distributions R1 and R2 on I for generating radii are fixed as uniformly
distributed independent random variables on (0, R0). The value of R0 is set
to be 0.2. Notice that in step 2c of the algorithm, the point x can always
be considered to belong to Λ (if x /∈ Λ then the periodic image of x in Λ
is taken). Throughout the rest of this paper we will consider σ = 0.015 in
step 2c to be fixed and the value of the activity parameter z to be equal to
2 000 (if not stated otherwise).
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Various models based on different potentials can be suggested. They
can capture intercell properties if higher order potentials are present (e.g.,
the pair potential V2,VNR given in (7)). The number of iterations differs in
dependence of the considered model. The following two ways are used. Either
a fixed number of iterations is done or some stopping criterion is defined. In
the latter case the algorithm ends if there is no significant change, larger than
some δ, of the energy function during a certain number of steps t. Later on,
in the scheme of the algorithm for particular models the pair (δ, t), called
the stopping criterion, will be considered.
4.2 Reconstruction approach
The idea of the statistical reconstruction considered in [25] is to generate
realizations which are similar in some sense to a given point pattern. It is
based on a minimization of some cost functional (the reconstruction of the
point process is then the argument of the minimum), therefore some opti-
mization method is needed. Typically used methods are greedy algorithms or
simulated annealing [10]. This is done by fixing the number of points in the
sampling window and in each step of the optimization a point of the point
pattern is chosen (at random) to move according to some rule. This sugges-
tion is then accepted according to the setup of the optimization algorithm
(e.g., in the case of greedy algorithms only suggestions are accepted which
lead to a smaller value of the cost functional than in the current state).
An advantage of this approach is that we do not need to specify any ex-
plicit model assumptions. The statistical reconstruction of the point pattern
of generators becomes the statistical reconstruction of a tessellation, as the
cost functional depends on its geometry.
We employ the idea of statistical reconstruction in the context of Gibbs
point processes where the parameters are auxiliary ones. The MHBDM al-
gorithm is considered as an optimization method (as it minimizes the energy
function, i.e., the cost functional in terms of the reconstruction). The main
advantage of this approach in comparison with the one proposed in [25] is
that the number of points is not fixed. The principle of the reconstruction is
to obtain desirable properties of realizations such as moment characteristics
or the shape of the distribution of particular geometric characteristics. The
potentials V sn,T , given in (10) and (11), are suitable for this purpose; later on
they will be referenced as reconstructing potentials. The tessellation is then
determined by a marked point pattern which we tend to reconstruct.
In the parametric setup, cf. (4), a real-valued multiplicative parameter
is assigned to each potential function. Sometimes a negative parameter has
a practical meaning (e.g., for the potential V2,VNR given in (7)). This is not
13
true in the case of reconstructing potentials. Here, the positive sign aims to
be close to the desired distribution in the sense of moments or the shape of
the distribution. On the other hand the negative sign would mean that we
want to be far from this distribution. Hence such interpretation lacks any
practical meaning and we can restrict ourselves to positive values of these
parameters.
The parameter θn for the reconstructing potentials V
s
n,T given in (10) and
(11), has to be chosen appropriately. One can specify some tolerance level
and then choose a parameter value in order to meet a maximum distance be-
tween the considered statistic and the prescribed value under this tolerance.
This distance (e.g., the Euclidean distance for moments or the previously
defined discrepancy measures for histograms) describes the accuracy of the
reconstruction (i.e., goodness-of-fit). If the value of the parameter is chosen
too small, we are not able to reach the prescribed value of the potential.
With increasing values of the parameter the accuracy of the reconstruction
improves. On the other hand, it must not be chosen too high, since otherwise
a very small number of changes is accepted during the run of the algorithm.
In that case the acceptance probabilities of non-improving suggestions will
be very close to zero.
4.3 Example
Consider an energy function with a single potential V sn,T given in (10) where
s is the number of cell faces, T is the sample mean and s0 = 12. In the i-th
step of the algorithm the sample mean of the number of cell faces is equal to
14.258. Suppose that a change is suggested (addition/deletion or movement
of a generator) and the new sample mean (after the suggested operation)
is equal to 14.264. The energy of this change is θn · (14.258 − 14.264) =
−0.006 · θn. The acceptance ratio is proportional to e−θn·0.006. Note that the
choice of the parameter influences the probability of acceptance, cf. step 2 of
MHBDM algorithm, where the acceptance probability is proportional to 0.55
or 2.5 ·10−3 if the value of the parameter is equal to 100 or 1 000, respectively.
Further increase to θn = 10 000 results in almost zero acceptance probability
since it equals c · 8.8 · 10−27, where the constant c might linearly depend on
the ratio of the total number of cells and the activity parameter z.
Therefore the accuracy (i.e., how close we are able to approach the pre-
scribed value) and the acceptance probability have to be balanced and the
parameter value can neither be chosen too small, nor too big—with increas-
ing values of the parameter the accuracy rises, and, in contrast to this, the
acceptance probability decreases. For that reason it seems to be undesir-
able to estimate such parameters by the methods mentioned in Section 3.
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A detailed description of the model behavior with respect to various choices
of parameter values is presented in Section 6, where the reconstruction of
experimental data is treated.
Note that in the reconstruction approach, if the potentials are based on
the volumes of cells (either directly or indirectly), the value of z can be taken
to be equal to 1. The reason for this is that in this case, if the value of the
parameter θn is large enough, the sizes of the cells are only controlled by the
potential functions.
4.4 Importance of local recomputations
The tessellation geometry has to be recomputed in each step of the MHBDM
algorithm in order to determine the values of potentials and energy. This
has to be done locally (in each step only a small number of cells is changed)
because frequent computations over the whole Λ are too time consuming. The
term “locally” means that we do not have to actualize the whole tessellation,
but only a necessary number of cells (typically a much smaller number than
the total number of cells in the whole tessellation). In other words, in each
step of the algorithm such a set of cells is recomputed while the rest is
kept unchanged. An algorithm how to find the set of cells which have to
be recomputed is described in [19]. The local recomputations are the main
reason why the MCMC simulations terminate in reasonable time.
5 Simulation studies
This section consists of two parts—the investigation of the volume neigh-
bor ratio in Subsection 5.1, which can be seen as a pair potential, and the
comparison of Gibbs-Laguerre and Poisson-Laguerre tessellations in Subsec-
tion 5.2.
The first part provides a deeper insight into the usage of the pair po-
tential. This potential is parametrized and treated on its own with hardcore
conditions, or together with the potential based on the histogram of the num-
ber of faces. In the former case the estimates of parameters obtained by the
pseudolikelihood method are presented.
The second part concerns the comparison of realizations of Gibbs-Laguerre
tessellations obtained by the MHBDM algoritm and those drawn from Poisson-
Laguerre models. It emphasizes the capability of the Gibbs approach to get
tessellations with more variable shapes.
Because of the fact, that several tessellations from the Gibbs-Laguerre
model differing by incorporated potential(s) and parameter specification will
be sampled, the Table 1 summarizes them. We denote RTk, k = 1, 2, 3, 4
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Table 1: Notation of Gibbs-Laguerre tessellations used in simulation and
reconstruction studies
Tessellation(s) Potential(s) Label Parameter(s)
Number of
specifications
RT1 V1,hard + V2,V NR (16) α, β; θ2 2
RT2 V1,hard + V2,V NR + V
nof
n,dsc (17) α, β; θ2, θn 2 (data)
RT3 V nofn,s¯ (18) θn 1
RT4 V nofn,s¯ + V
nof
n,s2
(19) θ1n, θ
2
n 1
RT5 V nofn,s¯ + V
nof
n,s2
+ V V oln,s¯ + V
V ol
n,s2
(20) θ1n, θ
2
n, θ
3
n, θ
4
n 1 (data)
RT6 V nofn,dsc (21) θn 6 (data)
RT7 V nofn,dsc + V
V ol
n,dsc (22) θ
1
n, θ
2
n 12 (data)
the tessellations used in Section 5. Moreover this table contains tessellations
RT5, RT6, RT7 used later in Section 6 for statistical reconstruction. Note
that the symbols RTk, k = 1, . . . , 7, denote either a single random tessella-
tion or a class of random tessellations sharing a common choice of potentials.
In the last column of the table there is the number of specifications used for
the given tessellation and ”data” means that real microstructure data, cf. 7,
are used within the model.
5.1 Volume neighbor ratio
The pair potential V2,VNR, given in (7), introduces interactions between neigh-
boring cells. The strength of interactions is influenced by a parameter θ2
given in (4). When θ2 is positive, we will call the model regular. The poten-
tial is minimized when both cells in a pair of neighboring cells have the same
volume, and consequently when all cells have the same volume. On the other
hand, if the parameter is negative, then pairs with totally different volumes
are preferred and we will speak about an irregular model. In the irregular
case it is more likely to have much more cells than in the regular case given
fixed value of z. The range for the number of cells in Λ can be enormous.
Hardcore parameters, e.g., (5), can be used to make it significantly smaller
(in particular by using the bounds α and β). The class RT1, cf. Table 1,
consists of two random tessellations given by
α = 0.02, β = 0.095, θ2 = ±1. (16)
Note that the pair potential given in (7) can be combined with other po-
tentials, e.g., with the potential given in (11). The combination then has the
properties of both. The potential in (11) is minimized if the histogram of the
target characteristic of the tessellation approaches the prescribed histogram.
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Figure 3: Histogram of the VNR statistic for the tessellation class RT1: (a)
irregular and (b) regular specification
This way we can control the distribution of the chosen characteristic. The
parameter θn controls how closely the distribution of the target characteristic
of the tessellation matches the prescribed histogram. As in Subsection 4.3
the value has to be reasonably high to get below some discrepancy level.
Thus the class RT2, cf. Table 1, consists of two random tessellations given
by
α = 0.02, β = 0.095,
H = histnof (histogram of the number of faces),
θ2 = ±1, θn = 100 000
(17)
and H ′ is set to the histogram of the number of faces of the experimental
dataset described in Subsection 6.1, see Fig. 9a.
In the tessellation coming from the irregular model the variance of the
volume neighbor ratio given in (8) is much bigger than in the regular case,
as the neighboring cells tend to have significantly different volumes (cf. the
histograms in Fig. 3). The tessellations RT2 demonstrate that the combi-
nation of an interaction potential and a reconstructing potential can work
successfully (Fig. 4 verifies the statement). Note that realizations of all ran-
dom tessellations in RT1 and RT2 were obtained after 3 million steps of the
MHBDM algorithm. The estimation method described in Section 3 is used
for parameter estimation of the realizations of tessellations RT1, cf. Table
2.
5.2 Comparison with Poisson-Laguerre tessellations
Using the potentials introduced in Section 2 one can easily modify various
geometric characteristics of the cells. This is in contrast with Poisson-type
17
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Figure 4: Characteristics for simulated tessellations from the class RT2 –
the histograms of the VNR statistic are plotted in column A, the histograms
of relative frequencies of the number of faces in column B; the irregular
tessellation is in row I and the regular one in row II
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Table 2: Estimated parameters of the Gibbs-Laguerre tessellations in the
class RT1 - the table shows estimates of hardcore parameters α, β, soft
parameter θ2 and activity z; the means and standard deviations of estimates
are obtained from 20 realizations
irregular regular
αˆ
Mean 0.020 0.034
SD 3.58 · 10−6 6.22 · 10−4
βˆ
Mean 0.095 0.095
SD 8.73 · 10−7 1.59 · 10−6
θˆ2
Mean -0.913 1.087
SD 0.164 0.218
zˆ
Mean 1787.21 1911.66
SD 194.95 249.23
tessellations. For example, in the Voronoi case, the theoretical values (de-
pending on the intensity) for the first two moments of various characteristics
can be determined, cf. [15].
Besides the previously introduced Gibbs-Laguerre tessellations we will
consider two further specifications based on the potential V sn,T given in (10).
We consider random tessellation, denoted RT3 in Table 1, given by
s(C) = n(C) (number of faces),
T (s) = s¯, s0 = 20, θn = 1 000
(18)
and random tessellation RT4 with two potentials:
s1(C) = n(C) (number of faces),
T1(s) = s¯, s0,1 = 16.5, θ
1
n = 10 000,
s2(C) = n(C) (number of faces),
T2(s) = s
2, s0,2 = 25, θ
2
n = 1 000,
(19)
where s2 denotes the sample variance. The stopping criterion which we use
is (δ, t) = (0.01, 200 000) for both.
Figs. 5 and 6 show how the realizations drawn from various Gibbs-
Laguerre tessellations differ from those of the Poisson-Laguerre tessellations
with the same intensity and distribution of radii. Instead of histograms we
are plotting kernel density estimators of tessellation characteristics. The red
line corresponds to the empirical density of one particular realization of the
Gibbs-Laguerre tessellation and the black line corresponds to the empirical
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Figure 5: Comparison of Gibbs-Laguerre tessellations RT3 and RT1-
irregular (red) with Poisson-Laguerre tessellations (black) – estimated dis-
tributions of Laguerre radii, cell volumes, number of faces per cell and the
statistic VNR are presented
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Figure 6: Comparison of the Gibbs-Laguerre tessellations RT1 regular and
RT4 (red) with Poisson-Laguerre tessellations (black) – estimated distribu-
tions of Laguerre radii, cell volumes, number of faces per cell and the statistic
VNR are presented
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density from PLT. For every Gibbs-Laguerre tessellation only a single real-
ization is compared with a bunch of twenty appropriate PLTs in order to
show how it exceeds the PLT model. In Fig. 5 the tessellation RT3 and
the irregular tessellation of RT1 are compared with their Poisson-Laguerre
counterpart. The RT3 has an average number of faces equal to 20, the
variance of the same characteristic is not controlled by the potential and is
comparable with the value obtained for PLT. Medium size cells are favored.
The irregular tessellation of RT1 differ from the PLT significantly in both
the distributions of the number of faces and the cell volumes. The differ-
ence is influenced (mostly for VNR) by the presence of hardcore parameters
which in this case allow a smaller range for the cell sizes. In Fig. 6 the
regular tessellation of RT1 and the tessellation RT4 are compared with their
Poisson-Laguerre counterpart. As for the irregular tessellation, significant
differences are visible even for the regular tessellation of RT1. Here, the
range of cell sizes given by hardcore limits is even smaller since the model
favors neighboring cells to have similar volumes. The tessellation RT4 con-
trolling the mean and variance of the number of faces performs similarly as
PLT with respect to the distribution of cell volumes, but the distribution of
the number of faces has larger mean and variance than the PLT model.
6 Application to polycrystalline microstructures
In this section the methods described above will be applied to experimental
image data from materials research. In Subsection 6.1 we briefly describe
the data and its basic properties. The main task, how to simulate tessel-
lations with similar properties as the data, is discussed in Subsection 6.2.
It comments on two approaches—fitting a parametric model and statistical
reconstruction, both of them were introduced in Section 4. The rest of the
section focuses in detail on the reconstruction of the data. Two methods of
reconstruction are suggested and their ability to simulate tessellations with
prescribed properties is verified.
6.1 Experimental data
The motivation for the simulations described in Section 5 comes mostly from
real experimental data. The image data for the polycrystalline microstruc-
ture of an aluminum alloy obtained by 3D-XRD are described in detail in
[23], together with their approximation by deterministic Laguerre tessella-
tion, see Fig. 7. In this section the Laguerre approximation from Fig.7b is
used as experimental data. In materials research the tessellation cells are
22
a) b)
Figure 7: Aluminium alloy specimen measured by 3D-XRD (cf. [23]) – a
cuboid cropped out of the cylindrical domain for the purposes of statisti-
cal reconstruction: a) original voxelized image, b) Laguerre approximation
serving as experimental dataset
called grains, which will be used in connection with 3D-XRD data, whereas
the term cell is preferred otherwise.
There are observed 1034 nonempty cells in a cuboidal domain of size
486× 529× 685 µm3. The total number of neighboring pairs of cells is 7453.
The radius distribution, the histograms and the moment characteristics of
the number of faces, the volume and the VNR are summarized in Fig. 8, 9
and Table 3. The difference of the cell volumes is computed for neighboring
pairs of cells C1, C2 by D(C1, C2) = | vol(C1)−vol(C2)|. The volume neighbor
ratio is used as defined in (8). The volume of cells is normalized to a unit
sampling window (i.e., the volumes of cells are divided by the volume of the
cuboidal window). Let the symbols histexdnof and hist
exd
vol denote the relative
histogram of the number of faces in Fig. 9a and the relative histogram of the
cell volume in Fig. 9b, respectively. The upper index ”exd” means that the
histogram corresponds to experimental data.
6.2 Modeling approach
The aim is to create models of random tessellations whose realizations are
similar to experimental data. The first way to do this is the parameter esti-
mation for an apriori chosen model of Gibbs point processes using standard
methods as described in Section 3. This is a very tough problem, however.
Reasonable estimates can be obtained only for some range of parameters, cf.
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Figure 8: Histogram of relative frequencies of radii [µm] of the Laguerre
tessellation from Fig. 7b) (1034 cells)
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Figure 9: Geometric characteristics of the Laguerre tessellation from Fig.
7b – histograms of relative frequencies of the number of faces per cell (a) -
histexdnof , the cell volume [µm
3] (b) - histexdvol , the difference of the cell volumes
[µm3] (c), the volume neighbor ratio (d)
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Table 3: Statistical description of experimental data – mean and standard
deviation of the radius of generators [µm], the number of faces, the volume of
cells [µm3], the difference of the cell volumes (D) [µm3], the volume neighbor
ratio.
Radius nof Volume [µm3] D [µm3] VNR
Mean 29.7693 14.1608 9.6712 · 10−4 1.0703 · 10−3 1.6995
SD 18.9564 4.8558 1.0782 · 10−4 8.9165 · 10−4 1.8754
Table 2. The question is which geometric characteristics to incorporate in
the model and which potentials to include into the energy function. One can
try to suggest an energy function in some heuristic way or based on some
particular insight into the nature of experimental data. Even in the case that
this is possible, the range of parameter values can remain enormous and the
solution of estimating equations can be numerically infeasible. Introducing
hardcore parameters into the model can be inappropriate, because of the na-
ture of the problem and, therefore, there is no parameter range restriction.
Some practical aspects regarding the problem of estimation by the maximum
pseudolikelihood method are mentioned in [7], Section 4 (the estimation of
the parameters θ and z of the Gibbs-Voronoi model is commented there in
Section A.3). However, we were not able to apply successfully the pseudo-
likelihood estimation method to the experimental data and the model based
on the potential given in (7).
The second way, which is preferred in this paper, is inspired by the sta-
tistical reconstruction of point processes, see Section 4. Two different recon-
struction approaches are presented in detail in the rest of this section.
6.3 Moment reconstruction
Firstly we want to reconstruct the experimental data using moments. In Sec-
tion 5 we considered simulations sampled from the random tessellation RT3,
see Table 1, which forced the realizations to have a prescribed average num-
ber of faces. These simulations were successful in the sense that they really
reached the exact mean. On the other hand, the variance and overall shape
of the distribution could be totally different even within single specification.
Therefore in this part we investigate the first and second moments together.
The approach reconstructing the moments of the number of faces and the cell
volumes, that is the energy function of the Gibbs-Laguerre model consists of
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Table 4: Moment reconstruction of the tessellation RT5 (values from the
experimental data are mentioned in brackets)
number of cells number of faces cell volume [µm3]
mean SD mean SD
1032 14.1609 4.8558 9.6899 · 10−4 1.0499 · 10−4
(1034) (14.1608) (4.8558) (9.6712 · 10−4) (1.0782 · 10−4)
four potentials, yields random tessellation RT5 having the specification:
s1(C) = n(C), T1(s) = s¯, s0,1 = 14.1608, θ
1
n = 100 000,
s2(C) = n(C), T2(s) = s
2, s0,2 = 23.5783, θ
2
n = 500 000,
s3(C) = vol(C), T3(s) = s¯, s0,3 = 9.6712 · 10−4[µm3], θ3n = 10 000,
s4(C) = vol(C), T4(s) = s
2, s0,4 = 1.1626 · 10−6[µm3], θ4n = 8 000 000.
(20)
The stopping criterion used is (δ, t) = (0.002, 500 000).
Fig. 10 shows relative histograms of both the number of faces and the
cell volumes. Moreover, it contains densities of both characteristics for ten
realizations to capture the variability of the characteristics. The obtained
numerical values are given in Table 4. With an increasing number of po-
tentials combined in the energy function it is more difficult to get close to
the prescribed values, but even for the potential of the tessellation RT5 the
results are satisfactory.
6.4 Histogram reconstruction
A more sophisticated approach is to control not only a few moments but
the whole distribution of a geometric characteristic. The easiest way to do
this is to measure the discrepancy between histograms. We will consider two
different methods. The first one controls the distribution of the number of
faces and the second one moreover adds the volume of cells. Besides providing
the results, the choice of parameters will be examined in detail. These choices
can be schematically described by
H = histnof (histogram of the number of faces), H
′ = histexdnof , θn, (21)
in Table 1 denoted as RT6 and
H1 = histnof (histogram of the number of faces), H
′
1 = hist
exd
nof , θ
1
n,
H2 = histvol (histogram of the cell volumes), H
′
2 = hist
exd
vol , θ
2
n,
(22)
in Table 1 denoted as RT7. Since parameters θn, θ
1
n, θ
2
n are unspecified, RT6
and RT7 form classes of tessellations. The stopping criterion used is again
(δ, t) = (0.002, 500 000).
26
  
5 10 15 20 25 300
.0
0
0.
02
0.
04
0.
06
0.
08
 
 
0.000 0.004 0.008
0
20
0
40
0
60
0
80
0
0 5 10 15 20 25 30 350
.0
0
0.
02
0.
04
0.
06
0.
08
0.
10
 
 
0.000 0.004 0.008
0
20
0
40
0
60
0
80
0
 
 
A B
I
II
Figure 10: Reconstruction using the first and second moments of both, the
number of faces and the cell volume (tessellation RT5, (20)) – the column
A and B shows histograms and densities of the number of faces and the cell
volume [µm3], respectively; histograms of relative frequencies on the row I
are computed for one realization; to illustrate the variability of the random
tessellation RT5, the row II shows densities computed for a bunch of ten
realizations
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Table 5: Dependence of the discrepancy (of histograms of number of faces
and histograms of volume) on θn for the tessellations from the class RT6
θn discrepancy
nof volume
10 0.46822 0.70841
100 0.41481 0.68919
1 000 0.02964 0.45739
10 000 0.02529 1.32095
100 000 0.02356 1.28102
1 000 000 0.02102 1.32543
Fig. 11 shows how the value of θn influences the discrepancy and the
variability of the simulated realizations. The results should be compared to
the experimental data, see Fig. 9a. Table 5 demonstrates what happens with
the discrepancy when θn increases. In summary, a small value of θn results
in a big discrepancy. On the other hand, if θn is too big no improvement is
obtained due to reasons related to the acceptance ratios (see Section 4). The
variability of the realizations is higher for small values of θn and it decreases
when θn grows.
The conclusions remain valid even for the choice given in (22), i.e., the
class RT7, combining two potentials based on the histogram discrepancy.
Combining more potentials brings again some difficulties. The values of
both parameters have to be in a reasonable proportion. This is described
in Table 6. The parameter values have to be reasonably high—neither too
small, nor too big. Moreover, it is obvious that the value of the parameter
corresponding to the histogram of cell volumes has to be the larger one. Fig.
12 shows the reconstruction results for the tessellations from the class RT7 in
the case θ1n = 1 000 and θ
2
n = 10 000. The results should be compared to the
experimental data, see Fig. 9, in order to verify the success of reconstruction
visually.
7 Concluding remarks
The Gibbs-Laguerre tessellation is a suitable stochastic model for the de-
scription of 3D grain microstructure of polycrystalline materials. It is much
more flexible than Poisson-Laguerre or Gibbs-Voronoi tessellations previously
studied in the literature. This is demonstrated by several simulation studies
in the three-dimensional Euclidean space. A certain disadvantage is that the
standard estimation methods of the activity and inverse temperature param-
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a) b)
Figure 11: Reconstruction of the data using the histogram based on the
number of faces for the approach considered in the class RT7 – from the
top the value of the parameter θn increases, the values are 10, 100, 1 000
and 10 000; the column (a) shows the evolution of the histogram for relative
frequencies (computed from one realization) and the column (b) shows the
densities of ten realizations
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Figure 12: Reconstruction of the data using the histograms of the number of
faces and the cell volume for tessellations from the class RT7 – the parameter
values are in this case θ1n = 1 000 and θ
2
n = 10 000; the top row (a) concerns
the number of neighbors, the histogram of relative frequencies computed from
one realization and the densities for ten realizations; the bottom row (b) is
devoted to the cell volume [µm3]
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Table 6: Dependence of the discrepancy (of histograms of number of faces
and histograms of volume) on the values of parameters θ1n and θ
2
n for the
approach considered in the class of tessellations RT7
θ1n\θ2n 1 000 10 000 100 000 1mil
100
nof 0.28966 0.21418 0.20543
-
volume 0.36386 0.06484 0.05571
1 000
nof 0.05294 0.07903 0.14432 0.13548
volume 1.21265 0.08136 0.06971 0.06634
10 000
nof
-
0.01671 0.06802 0.09268
volume 1.14779 0.09701 0.06514
100 000
nof
- -
0.01327 0.05756
volume 1.02774 0.09387
eters, which work well for Gibbs particle systems, are satisfactory only in a
small range of these parameters in the case of Gibbs-type tessellations.
Therefore we focus more on statistical reconstruction of tessellations cor-
responding to a 3D real data specimen, extending some earlier approaches
to Gibbs-type tessellations. Using various components of the energy func-
tion one can influence important geometric characteristics in a way to get
geometries comparable with a given data specimen. The development of
such methods is important for the generation of virtual polycrystalline mi-
crostructures, which can be tested for some physical properties by means
of numerical modeling and simulation. It is shown that using the MCMC
techniques we are able to obtain different realizations of tessellations which
give a good reconstruction in the statistical sense. This was verified for a
number of cell faces and cell volume. Alternatively, a number of different
characteristics can be used instead of these two. We would like to mention
the VNR statistic as an example of a characteristic involving interactions.
Furthermore one can consider marked tessellation (i.e., to each cell a mark
can be assigned) and involve the mark distribution in the energy function.
As an example of marks the vector of crystallographic orientations can be
considered. We also mention the radius of generators which is incorporated
in the model of the Laguerre tessellation. It is a mark as well and we can try
to reconstruct its distribution. On the other hand, this can lack a physical
meaning since these radii are not unique for the tessellation (the tessellation
is invariant under transformations of the form r 7→ √r2 + t, where t ∈ R
is fixed such that all radii remain positive). In this paper we have assumed
homogeneity.
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