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Abstract—The K-coverage configuration is widely exploited to
guarantee the surveillance quality of applications on wireless
sensor networks. To prolong the system lifetime, a sensor node is
determined to sleep if its sensing range is already K-covered.
Many K-coverage configuration algorithms in literature cannot
satisfy the requirements of high quality and low cost simultaneously. In this paper, we propose an efficient K-coverage
eligibility algorithm, which determines the eligibility of each
sensor node at very low cost. The distinct feature of the ACE
algorithm is to discover the regions with lower coverage degree
of each sensor node. Experimental results show that the
accuracy of the ACE algorithm is guaranteed to be higher than
90%, while its computational cost is only 11% of a well-known
deterministic algorithm. The ACE algorithm is suitable to be
used for a long-term monitoring task on wireless sensor
networks.

I. INTRODUCTION
Advances in micro-sensor and wireless communication technologies enable small and inexpensive sensor nodes to
perform cooperative tasks for important applications, such as
surveil-lance, target tracking, military tasks, and hazardous
environ-ment exploration. With the consideration that sensor
nodes may exhibit faulty behavior, related fault tolerant
technologies are investigated to guarantee the quality of
applications on sensor networks. The faulty behavior of
sensor nodes may result from many situations, such as a
faulty decision from the signal processing in a senor node due
to noise ([6]), environmental interference, battery depletion,
or malfunctions due to low-cost hardware. Based on the fact
that an individual sensor node is not reliable, a higher degree
of coverage is necessary to mask the faults of sensor nodes
and to obtain a higher confidence in detection [2], [10].
Therefore, the K-coverage configuration was proposed to
preserve that each location in an area is covered by at least K
active sensors [7], [12]. Many coverage-preserving
scheduling schemes were further proposed to guarantee the
required coverage degree while minimizing the number of
active sensor nodes ([4], [11], [1], [3], [8]).
For the K-coverage configuration, a fundamental problem
is how to determine that the monitored area is K-covered.
Xing et al. [11] have proved that this problem can be
transformed to calculate the coverage degree of each sensor
node within the monitored area. Furthermore, the coverage
degree of each node can be obtained by tracing all points,
which are intersected by its neighbors, within the sensing

range. To reduce the power consumption, the authors further
propose a K-coverage eligibility (KE) algorithm. A sensor
node can be determined to be ineligible to stay active if all
intersection points within its sensing range are already Kcovered by its neighbors. Therefore, the number of active
sensor nodes can be reduced while the surveillance quality
still can be guaranteed. Although the deterministic Kcoverage eligibility algorithm can accurately determine the
eligibility of each sensor node, the computational cost is
3
O(n )where n is the number of the neighbors within twice the
sensing range of each node.
In this paper, we propose an efficient Approximate KCoverage Eligibility (ACE) algorithm that can correctly
deter-mine the eligibility of each sensor node with low cost.
The distinct feature of the ACE algorithm is that we classified
the neighbors of each sensor node into R neighbors and R–
2R neighbors, which are defined in Section 3. Instead of
calculating the coverage degree of all intersection points
within the sensing range of a node, the ACE algorithm only
requires to focus on the candidate intersection points
surrounding the lower coverage regions based on the
characteristics of the R neighbors and R–2R neighbors.
Therefore, the computa-tional cost of the ACE algorithm can
be highly reduced. However, since the algorithm aims to
discover the regions with lower coverage degree not the
minimal coverage degree, the accuracy may be decreased.
Although the accuracy of the ACE algorithm cannot be
guaranteed as 100%, according to the experimental results,
the correct percentage is larger than 90% as the number of the
deployed sensor nodes increases. Furthermore, the
computational cost is only 11% of that of KE algorithm [11].
With the consideration that wireless sensor networks have
scarce energy resource, it is acceptable to have less than 10%
locations in the monitored area are under K-covered ([12],
[9], [11]).
The rest of this paper is organized as follows. In the next
section, we briefly review the related work in the literature.
Section 3 presents the design issues of ACE. Simulation
results are presented and discussed in Section 4. Finally, we
conclude this paper in Section 5.
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II. RELATED WORK
Similar to the goal of our research, Huang et al. [5]
attempted to reduce the computational cost of the K-coverage
configuration. They proposed a K-perimeter-covered (KPC)
algorithm to calculate the coverage degree of each sensor
node by tracing the perimeter segments covered by its
neighbors. Since this algorithm does not need to consider the
coverage within the sensing range of a node, the
computational cost can be effectively reduced. However, the
accuracy on deter-mining the eligibility for each sensor node
is thus decreased. Furthermore, the KPC algorithm ignores
that the sensor nodes located near the monitored edges have
some invalid perimeter segments, and the coverage degree of
the invalid perimeter segments should not be calculated.
Therefore, a sensor node located near the monitored edges
may be determined to be eligible to become active, but its
sensing range within the monitored edge is already K-covered
in reality. As more and more sensor nodes are deployed, the
accuracy of the KPC algorithm will be further decreased.
Compared with the KPC algorithm, the ACE algorithm
determines the eligibility of a sensor node by calculating the
coverage degrees of the intersection points surrounding the
lower coverage regions. The computation cost of ACE is
highly reduced. For the sensor nodes located near the
monitored edges, only the coverage degrees of the
intersection points within the monitored edges are calculated.
Therefore, the accuracy of the ACE algorithm is guaranteed.

neighbors of sensor node i are defined as R neighbors(i)= j j
{ |

א

N, j = i,d(i,j)<R , where N is the set of sensor nodes located
�

}

in the monitored area and d(i,j) represents the distance
between nodes i and j. The R–2R neighbors of i are defined as
R–2R neighbors(i)= j
{

j N, j = i, R d(i,j)<2R .
א

≤

}

A. Design Issues of ACE
There are two reasons to classify the neighbor set of a
sensor node into two groups and calculate their coverage
degree individually. Taking Figure 1 as an example, the first
reason is that while farther from the target sensor node i, R–
2R neighbors tend to form an area with lower coverage
degree

III. ACE ALGORITHM
In this research, all sensor nodes with identical sensing
range, R, are assumed to be location-aware, and no other
sensor node locates at the same position in the monitored
area. For calculating the coverage degree of a sensor node, we
define that an arbitrary point p is covered by a sensor node s if
their Euclidian distance is less than the sensing range R, that
is, d(s,p)<R. With the physical consideration of signal decay
of a sensor node, a point which is located exactly at the
sensing range of a sensor may not be detected correctly.
Therefore, it is reasonable to assume that p is not covered by s
if d(s,p)=R. On the other hand, we classify the neighbor set
of each node into two groups, called R neighbors and R– 2R
neighbors.
Definition 1: R neighbors and R–2R neighbors. The R
inside the sensing range of the node. Even if R–2R neighbors
are very close to the sensor node, the node will not be fully
covered by all R–2R neighbors based on the assumption that
a point is not covered when it is located exactly at the sensing
range of a node. Hence, when a sensor node has only R–2R
neighbors, the coverage degree of the node can be determined
immediately, that is 1. The second reason is that the number
of R neighbors is bounded by the sensing range of a node.

Moreover, in many cases even if a sensor node has R
neighbors and R–2R neighbors, the eligibility of the node can
be determined by only tracing the intersection points of R
neighbors, as illustrated in Figure 2. Therefore, if we can
classify the neighbors of a sensor node into two groups, and
calculate the coverage degree of the points intersected by R
neighbors first, the computational cost in many cases can be
bounded by the number of R neighbors.
The methods of calculating the coverage degree of sensor
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nodes can be classified into three cases. For the first case,
when one R neighbor cannot cover the entire sensing range of
a sensor node, and the R–2R neighbors form a lower coverage
region in the center of the node, then the lower coverage
regions will be surrounded by the R neighbors and other R–
2R neighbors. The regions can be discovered by finding out
the points with the minimal coverage degree intersected by
the R neighbor and the R–2R neighbors. Even if the R
neighbor does not have any intersection with the R–2R
neighbors, the minimal coverage is the sensor node itself. The
eligibility of the node can still be determined.
For the second case, although the intersection points of

The third case is more complicated. To clearly explain the
case, we introduce several keywords. The intersection points
of any two R neighbors covered by the fewest R neighbors
are called candidate intersection points and the two R
neighbors are called candidate R neighbors. The R–2R
neighbors that cover the candidate intersection points are
represented as can-didate R–2R neighbors. Besides, the
decision points mean the points intersected by the candidate
R neighbors and the candi-date R–2R neighbors. In this case,
the candidate intersection points are covered by several
candidate R–2R neighbors. The lower coverage regions
usually can be found by tracing the decision points and the
candidate intersection points. Taking Figure 3(a) as an
example, the intersection point i is the candidate intersection
point covered by the candidate R– 2R neighbors, that is, a
and b. The lower coverage region
Pseudocode 1 The main steps of ACE

Fig. 3. Two cases of the lower coverage region formed by the candidate
neighbors.

R neighbors cannot be used to determine the eligibility of the
node, in most cases, the eligibility of the node can still be
decided by tracing the points intersected by any two R
neighbors and R–2R neighbors. During the processing, the
algorithm terminates when the coverage degree of any
intersection point is less than the required K-coverage degree.
In ACE, we do not trace the points intersected by any two R–
2R neighbors. Since the operation not only incurs lots of
computations, but also cannot find out the intersection points
with lower coverage degree quickly.

Step 1: Each sensor collects the neighbor information,and
then classifies its neighbors into R neighbors and R–2R
neighbors.Step 2: Each sensor performs ACE to determine
the eligibil-ity by checking the relationship of its R neighbors
and R–2R neighborsStep 3: For a sensor s, if it has only R–
2R neighbors butno any R neighbor, then its coverage degree
must be 1. Theprocess is terminated.Step 4: If s has both R
neighbors and R–2R neighbors, thenACE traces the candidate
intersection points.Step 5: If the candidate intersection points
are covered bysome candidate R–2R neighbors ACE traces
the region withlower coverage degree is surrounded by m
which has the minimal coverage degree among m, n, o, p, q, i
which are intersected by a’, c’, a, and b. In this way, the
coverage of the R–2R neighbors within the sensing range of
the R neighbors will just increase the cover-age degree of the
sensor node, as the coverage of c in Figure 3(a). The coverage
degree in this overlap is usually higher than the required Kcoverage degree. Therefore, to determine the eligibility of a
node with low computational cost, when the lower coverage
regions surrounded by the R neighbors are found, we focus
that how the R–2R neighbors cover the founded regions. If
the candidate R–2R neighbors do not fully cover the region,
as Figure 3(a), a new lower coverage region will be formed
by the candidate R neighbors and the candidate R–2R
neighbors. Therefore, we only need to trace their intersection
points and find out the points with the minimal coverage
degree. On the other hand, if the candidate R–2R neighbors
fully cover the regions, since the coverage of R–2R neighbors
on the sensing range of a node is limited, the lower coverage
regions will be surrounded in the center by the candidate R
neighbors and the candidate R–2R neighbors, as the regions
surrounded by m and n in Figure 3(b).
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IV. PERFORMANCE EVALUATION

B. Algorithm Description
Pseudocode 1 presents the major operations of ACE. When
all sensor nodes are deployed in a monitored area, they are
initially in the active state and start to collect the neighbor
information within twice their sensing ranges. Each sensor
node i divides its neighbor set into R neighbors(i) and R–2R
neighbors(i). If a sensor node i only has R– 2R neighbors(i)
but no R neighbors(i), its coverage degree is 1. The eligibility
of i is determined immediately without any further
computation. This is one of the benefits we classify the
neighbor set of a sensor node into two groups. If i has both R
neighbors(i) and R–2R neighbors(i), the al-gorithm first finds
out the candidate intersection points. If the candidate
intersection points are not covered by any R– 2R
neighbors(i), the eligibility of i is determined directly from
the candidate intersection points. On the other hand, if the
candidate intersection points are covered by the candidate

We evaluated the performance of the ACE algorithm on
NS-2 in terms of accuracy and computational cost. Three
related algorithms are also implemented to compare with the
ACE algorithm, including the KE algorithm ([11]), the KPC
algorithm ([5]), and the Grid algorithm. For the K-coverage
configuration, the simple Grid algorithm is usually used to
approximately determine the coverage degree of a monitored
area. In our evaluation, the sensing area of each sensor node
is divided into 1m 1m grids. The coverage degree of each
×

grid is obtained by calculating how many active sensor nodes
cover the center of the grid. The eligibility of each sensor
node can thus be determined by tracing all grids within its
sensing range. The simulation environment is a 50m 50m
×

square space, and the sensing range of all deployed sensor
nodes is 5m. Each result is the average of five runs with
different random network topologies. All algorithms
terminate when the coverage degree of a sensor node is less
than or equal to the required K-coverage degree.
The accuracy and efficiency of the four algorithms were
illustrated in Figures 4 and 5. The KE algorithm precisely

Fig. 4. The correct percentages of the four algorithms.

R–2R neighbors(i), the region with lower coverage degree
needs to be discovered. To reduce the computational cost,
ACE only calculates the coverage degree of the decision
points intersected by the candidate R neighbors(i) and the
candidate R–2R neighbors(i). In this algorithm, the worse
case is that the candidate intersection point is not found. The
algorithm needs to trace the points intersected by all R
neighbors(i) and R–2R neighbors(i). Compared to other
algorithms, the overall computational cost is still reduced
because the points intersected by any two R–2R neighbors(i)
are not traced. During the overall processing, the algorithm
terminates when the calculated coverage degree of a sensor
node is less than the required K coverage degree.
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of redundant nodes need to be active. When there are more
and more sensor nodes deployed, the number of nodes near
the monitored edges also increases, so that the error ratio of
the algorithm is highly increased. In Grid algorithm, the
major issue is how to determine the grid size, because both
the accuracy and the computational cost are affected by the
size. Figure 5 shows that when the number of the deployed
nodes is less than 150, the computational cost of Grid
algorithm is higher than the other three algorithms. However,
as the

Fig. 6. The average number of active sensors of the four algorithms.

determines the eligibility of each sensor node. However, the
computational cost of the KE algorithm is considerably high
as the deployed sensor nodes increase. Although the KPC
algorithm effectively reduces the complexity of the KE
algorithm, its accuracy cannot be guaranteed. Many sensor
nodes are considered to have lower coverage degrees and lots

.
number of the deployed nodes increases, its computational
cost can be bounded by the number of the grids. Compared to
the performance of the KPC and Grid algorithms, the
proposed ACE algorithm has the highest correct ratio and
lowest computational cost. This is because the ACE algorithm
classifies the neighbors of each sensor node into R neighbors
and 2R neighbors. The eligibility of each node is determined
by tracing only the intersection points surrounding the lower

degree regions rather than all intersection points within the
whole sensing range. Hence, the ACE algorithm can
guarantee a high quality of surveillance while prolonging the
system lifetime.
In the K-coverage configuration, all sensors, which are
eligible to sleep, will perform the off-duty rule in the selforganization phase to select some sensors stay active in the
following sensing phase. Figure 6 shows the average number
of active sensors derived by these four algorithms. Except the
KE algorithm, the ACE, Grid, and KPC algorithms may have
error cases in the self-organizing phase. Such error cases are
classified into the under K-covered case (in which the
location is not covered by at least K sensor nodes) and the
over K-covered case. Table 1 shows the average number of
sensor nodes making wrong decisions by executing the ACE,
Grid, and KPC algorithms, compared with the results derived
by the KE algorithm. Since the ACE, Grid, and KPC
algorithms may not discover the minimal coverage degree of
each sensor node, all of them cause some locations in the
monitored area are not K-covered. Finally, Figure 7 illustrates
the system lifetime of KE and ACE algorithms until the area
is under desired K-coverage.
V. CONCLUSIONS
In this paper, we proposed an efficient K-coverage
eligibility (ACE) algorithm, which accurately determines
the eligibility of sensor nodes at low cost. In ACE, the
neighbors of each sensor node can be classified into R
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neighbors and R– 2R neighbors. Based on the
characteristics of the two groups, the lower coverage
regions of each sensor node can be discov-ered efficiently.
Therefore, only some candidate intersection points
surrounding the lower coverage regions need to be traced.
Simulation results demonstrate that the accuracy of the
ACE algorithm is higher than 90%, but the computation
cost of ACE is only 11% of the KE algorithm. We believe
that the ACE algorithm enables low-cost sensor nodes to
monitor events over a long duration.
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