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We propose a method for characterizing a photodetector by directly reconstructing the Wigner
functions of the detector’s Positive-Operator-Value-Measure (POVM) elements. This method ex-
tends the works of S. Wallentowitz and Vogel [Phys. Rev. A 53, 4528 (1996)] and Banaszek and
Wo´dkiewicz [Phys. Rev. Lett. 76, 4344 (1996)] for quantum state tomography via weak-field homo-
dyne technique to characterize quantum detectors. The scheme uses displaced thermal mixtures as
probes to the detector and reconstructs the Wigner function of the photodetector POVM elements
from its outcome statistics. In order to make the reconstruction robust to the experimental noise,
we use techniques from quadratic convex optimization.
INTRODUCTION
Photodetection has been making consistent
progress with rapidly developing optical quantum
technology [1–6]. Not only do detectors provide
us with deeper insights on the quantum behaviour
of light by allowing us to perform precise mea-
surements, they also are an integral part of quan-
tum technology such as quantum computing, quan-
tum enhanced metrology, and quantum communica-
tion [7–12].
For every quantum detector, one can associate a
set of measurement operators {Mk} called as Posi-
tive Operator Value Measures (POVMs). When such
a device measures a quantum state ρ, the probability
of observing an outcome ‘k’ is
p(k)ρ = Tr[ρMk]. (1)
Since probabilities are non-negative and sum to one,
POVM elements are positive semi-definite and sat-
isfy the completeness property
∑K−1
k=0 Mk = 1. This
implies that a set of POVM elements completely de-
scribes the measurement device. Therefore, in order
to characterize a detector, we have to determine its
POVM set.
In order to identify the POVM elements of a de-
tector, one can invert Eq. (1) which is known as
Quantum Detector Tomography (QDT) [2, 13]. In
optical QDT, light prepared in a set of known tomo-
graphically complete states a.k.a probes is incident
on the detector to be characterized. The probabili-
ties of different measurement outcomes is then used
to characterize the detector.
∗ rn2hs@virginia.edu
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One such possible set of probes is composed of
coherent states {|α〉〈α|}. With a coherent state |α〉
as the probe, the probability of outcome k is given
as
p(k)|α〉 = Tr[|α〉〈α|Mk] = piQMk(α), (2)
where QMk(α) is the Husimi Q quasi-probability dis-
tribution corresponding to the detector POVM ele-
ment Mk. Therefore, one can simply reconstruct the
Q functions for POVM elements directly from the
measurement statistics. Since QMk(α) has complete
information about the POVM element Mk, ideally it
could be used to predict the measurement outcomes
for an arbitrary quantum state as follows: consider a
quantum state ρ represented in Glauber–Sudarshan
P representation as
ρ =
∫
Pρ(α)|α〉〈α|d2α, (3)
where d2α := dRe(α)dIm(α). The probability of out-
come k can then be obtained using the Born rule as
p(k)ρ = Tr[ρMk] = pi
∫
Pρ(α)QMk(α)d
2α. (4)
Therefore, by using the Q representation for detector
POVM elements and P representation for the input
quantum state, one can, in principle determine the
outcome probabilities corresponding to detector out-
comes.
But this approach suffers from an inherent short-
coming due to the divergent nature of P functions
for nonclassical states of the optical field [14]. In
addition, as discussed in [13], experimental errors
and statistical noise during the experiments may
distort Q functions resulting in nonphysical POVM
elements. In order to alleviate this shortcoming,
it is beneficial to determine the POVM elements
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2in some basis, for instance photon-number, from
the measurement statistics. Several techniques have
been proposed and demonstrated to reconstruct the
POVM elements in the photon-number basis [13, 15–
19]. One can further represent the POVMs us-
ing Wigner quasiprobability distribution functions as
discussed in Section I.
Wigner functions, originally introduced by Eugene
Wigner in 1932, provide a useful method to visualize
quantum states in phase space [20, 21]. The Wigner
function corresponding to a quantum state of light
has been experimentally obtained using the balanced
homodyne method as well as photon number resolv-
ing measurements [22–27].
It is insightful to note that there exists a symme-
try between quantum states and measurement oper-
ators. We can see this from Eq. (1) wherein, due
to the cyclicity of trace, the roles of the state and
the operator can be swapped. This is the under-
lying relation which we exploit in order to identify
the Wigner functions of the measurement operators
(POVM elements).
By obtaining the Wigner functions of the detector,
any experimental probability can be found in terms
of the Wigner functions of the state as well as of the
detector, which are well-behaved unlike P functions.
Thus, Eq. (4) can be written as
p(k)ρ = Tr[ρMk] =
∫
Wρ(α)WMk(α)d
2α, (5)
where Wρ(α) and WMk(α) are the Wigner functions
of quantum state ρ and POVM element Mk respec-
tively.
In this work, we propose an alternative method
for QDT by directly reconstructing the Wigner
quasiprobability functions corresponding to detector
POVM elements: it alleviates the need of finding the
POVMs in the photon-number basis. Apart from the
fundamental interest in obtaining Wigner functions
of a detector, our scheme is particularly beneficial
to study the decoherence of a quantum detector by
observing the behaviour of the POVM Wigner func-
tions in certain regions of the phase space [28].
This paper is organized as follows. In section I, we
detail the method for characterizing photodetectors
using displaced thermal mixtures. In section II, we
then apply this method to photon-number-resolving
detectors. Section III discusses the resources re-
quired for characterizing a phase-insensitive detec-
tor. We discuss the number of phase space points
where Wigner function should be experimentally
measured in order to have a good confidence in re-
construction. In section IV, we use convex optimiza-
tion techniques to make our reconstruction robust to
noise. Finally, we note our conclusions in section V.
I. METHOD
We use the well known result that the Wigner
function operator can be represented in Fock space
as
Wˆ (α) =
2
pi
∞∑
n=0
(−1)nDˆ(α)|n〉〈n|Dˆ†(α), (6)
where Dˆ(α) = exp(αaˆ† − α∗aˆ) is the displacement
operator with α ∈ C [29]. For a detector, our
aim is to characterize the Wigner functions corre-
sponding to its POVM elements. Since POVMs are
self-adjoint positive semi-definite operators, one can
write the Wigner function of a POVM element Mk
as
WMk(α) =
2
pi
∞∑
n=0
(−1)nTr
[
MkDˆ(α)|n〉〈n|Dˆ†(α)
]
,
(7)
where, for simplicity, we define
P
(n)
Mk
(α) := Tr
[
MkDˆ(α)|n〉〈n|Dˆ†(α)
]
. (8)
Although the sum in Eq. (7) has infinite terms but in
practice one can truncate it to ‘n0’ as further terms
don’t significantly contribute to the sum. Thus, we
have
WMk(α) ≈
2
pi
n0∑
n=0
(−1)nP (n)Mk (α). (9)
From Eq. (9) we can see that finding the Wigner
function corresponding to ‘Mk’ amounts to finding
out all these summands.
In this paper, we will restrict ourselves to phase-
insensitive detectors for simplicity. Such detectors
have the Wigner functions of their POVM elements
rotationally symmetric around the origin, and hence
can be characterized on the real line alone. How-
ever, we note that this scheme is applicable to phase-
sensitive detectors also; and for such detectors, we
have to choose α in the complex plane.
A. Proposed experimental setup
Fig. 1 shows a schematic for our proposed exper-
iment. A laser beam is split into two beams at the
first beamsplitter. One beam is used to generate
thermal mixtures. Thermal mixtures can be gen-
erated by randomzing the phase and amplitude of
the laser beam (coherent state). To achieve that, we
use a Variable Neutral Density Filter (VNDF) along
3FIG. 1: Schematic of the experimental setup.
with a Rotating Ground-Glass Disk (RGGD). These
allow us to generate thermal mixtures with a variable
mean photon-number [30]. The other beam is used
as a Local Oscillator (LO) for phase space displace-
ments. For displacements, we interfere thermal mix-
tures with the LO at a highly unbalanced beamsplit-
ter denoted as Displacement beamsplitter (DBS) in
the experiment schematic. A local oscillator modu-
lator (LOMD) is used for varying the displacements,
which are required to probe of the Wigner function
over the whole phase space.
In order to do this, we consider (n0 + 1) distinct
thermal mixtures given as
ρ(j) =
∞∑
n=0
p(j)n |n〉〈n| (10)
where j = 0, . . . , n0 labels the thermal states, and
p
(j)
n =
n¯nj
(1+n¯j)n+1
is the Bose-Einstein photon-number
distribution of a thermal mixture ρ(j) with mean
photon-number n¯j . We then displace these thermal
mixtures by amplitude α which is, in general, a com-
plex number. Then, the probability of obtaining ‘k’
outcome with the displaced thermal input as input
is give by
Q
(j)
k (α) ≈
n0∑
n=0
p(j)n P
(n)
Mk
(α), (11)
where we choose the thermal state such that the con-
tribution to the RHS from the omitted terms is neg-
ligible. This is possible because the thermal state
has an exponentially decreasing photon number dis-
tribution. In matrix form, we can write Eq. (11) as

Q
(0)
k (α)
Q
(1)
k (α)
...
Q
(n0)
k (α)
 =

p
(0)
0 p
(0)
1 . . . p
(0)
n0
p
(1)
0 p
(1)
1 . . . p
(1)
n0
...
p
(n0)
0 p
(n0)
1 . . . p
(n0)
n0


P
(0)
Mk
(α)
P
(1)
Mk
(α)
...
P
(n0)
Mk
(α)
 .
(12)
We can further write Eq. (12) compactly as
Q = PΠαMk , (13)
where Q and ΠαMk are vectors of length (n0+1), and
P is the probability distribution square matrix of di-
mension (n0+1)×(n0+1). Thus by solving Eq. (13),
we can determine ΠαMk , which allows us to calculate
the summation in Eq. (7). To solve for ΠαMk , one
needs to solve the following convex quadratic opti-
mization problem:
Minimize {||Q−PΠαMk ||2},
Subject to
{
1≥ ΠαMk ≥ 0,
− 1 ≤
n0∑
n=0
(−1)nP (n)Mk (α) ≤ 1
}
,
(14)
where ||.|| is the l2 norm defined as ||V ||2 =(∑
i |Vi|2
)1/2
for a vector V .
The optimization constraints in Eq. (14) can
be understood as follows. First, the nth element
P
(n)
Mk
(α) of ΠαMk is essentially the probability of get-
ting k-click if a displaced n-photon Fock state is
incident to the detector. Therefore, we have 1 ≥
P
(n)
Mk
(α) ≥ 0. Second, Wigner functions are well- de-
fined and bounded between [−2/pi, 2/pi] for a POVM
element corresponding to a phase-insensitive detec-
tor. This is because the POVM element in such a
case is a statistical mixture of projectors. In this
case we can use the second constraint in Eq. (14).
Thus solving this optimization allows us to deter-
mine the Wigner function at a given phase space
point α. Further, we can repeat the process with
different displacement amplitudes to reconstruct the
Wigner function over the entire phase space. In prac-
tice, the Wigner functions of various detectors are
localized around the origin and vanishes to zero for
large α, so it is unnecessary to displace the thermal
states with arbitrarily large α.
In the following section we numerically simulate
this method for a phase-insensitive detector. We has-
ten to add that this method is applicable to any type
of detector.
4II. MODELLING A
PHOTON-NUMBER-RESOLVING
DETECTOR
In this section, we reconstruct the Wigner func-
tions of a perfect and an imperfect photon-number-
resolving (PNR) detector. In general, a POVM el-
ement corresponding to ‘k’ outcome can be written
in the photon-number basis as
Mk =
∞∑
m,n=0
〈m|Mk|n〉|m〉〈n|, (15)
where 〈m|Mk|n〉 are the matrix elements of the
POVM operator. One can further simplify Eq. (15)
for a PNR detector with no dark counts as
Mk =
m0∑
m=k
〈m|Mk|m〉|m〉〈m|. (16)
Note that Eq. (16) differs from Eq. (15) in three
ways. First, the POVM is diagonal with entries
〈m|Mk|m〉, which are essentially the probabilities of
detecting ‘k’ photons given ‘m’ photons are incident
to the detector. Thus for a detector with detection
efficiency η, we have
p(k|m) = 〈m|Mk|m〉 =
(
m
k
)
ηk(1− η)m−k. (17)
Second, we have truncated the sum to ‘m0’ such that
it exceeds the photon-number at which saturates the
detector. Third, the sum is starting from ‘k’ because
with no dark counts noise, one would expect ‘k’ clicks
only if there are m ≥ k photons are incident on the
detector.
Eq. (16) and Eq. (17) can be interpreted as follows:
The POVM elements of a perfect PNR detector are
projectors Πm = |m〉〈m|. However, for an imperfect
detector, its efficiency η < 1. If m photons impinge
on such a detector, due to its non-unity detection ef-
ficiency, k < m photons results in a detection event
contributing a factor of ηk to the probability of the
event; while (m−k) photons remain undetected con-
tributing a factor of (1− η)m−k to the probability of
the event. Thus, such POVMs are statistical mix-
tures of projective measurements.
In numerical simulations, we considered equidis-
tant 51 displacement amplitudes in α ∈ [−3.6, 3.6],
which allowed us to probe the Wigner function uni-
formly over the entire region of phase space where
the Wigner function is non-vanishing. We used
50 equally spaced thermal states of mean photon-
number in n¯ ∈ [0, 4]. For all of our simulations in
open source Python module QuTip [31], we gener-
ally limited the dimension of the Hilbert space to 50,
and the sum in Eq. (16) was truncated with m0 = 50
at which point P (k|m0) was of the order of 10−10 for
η = 0.90.
In Fig. 2, we plot the Wigner functions of one,
two, and three photon detections for a perfect de-
tector and an imperfect detector with imperfections
as modelled in Eq. (16). From Fig. 2, we notice
that the extrema of the Wigner functions of imper-
fect detectors are closer to the origin than those of
perfect detectors. This is due to the contribution
of higher order projectors in the Wigner functions
of imperfect detectors. In particular for the imper-
fect single-photon detection event, we see a reduced
negativity in the Wigner function around the ori-
gin. This is due to the contribution of the Wigner
function of the two-photon detection event which is
strongly positive around origin. Similar arguments
can be made for the the reduced positivity of the
Wigner function for zero- and two-photon detection
event POVMs.
In our reconstruction, we have uniformly sampled
the phase space. A natural question that now arises
is whether the number of points that needs to be
probed in the phase space can be reduced. We in-
vestigate this question in the following section.
III. CHARACTERIZING
PHASE-INSENSITIVE DETECTORS WITH
POLYNOMIAL RESOURCES
Although the method outline earlier is general, it
had substantial resource requirements as we had to
uniformly sample over the phase space. However,
this requirement can be drastically reduced if we
have the prior knowledge that the detector is phase-
insensitive, i.e. the representations of its POVM ele-
ments are diagonal in the Fock basis. Note that the
phase sensitivity of a detector can easily be checked
by varying the phase of the LO while keeping the am-
plitude fixed. In this case, unlike a PNR detector,
a phase sensitive detector outputs different measure-
ment statistics for different phases and fixed ampli-
tudes of the LO.
We recall that the Wigner functions of Fock states
are Gaussian modulated Laguerre polynomials [32].
This allows us to write the Wigner function the
POVM elememt ‘Mk’ of a PNR detector as
WMk(α) =
2e−2|α|
2
pi
m0∑
m=0
(−1)mp(k|m) Lm(4|α|2),
(18)
where Lm(x) represents the Laguerre polynomial of
mth degree in |α|2. As the Wigner function is a func-
tion of |α|2, it is symmetric around the origin, and
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FIG. 2: Wigner functions for POVM elements corresponding to zero-, one- and two-photon detection
events. Red curves are theoretically expected Wigner functions and blue ones the reconstructed one using
the proposed method. In the top row, A, B, and C are for a perfect PNR detector; and in the bottom row
D, E, and F are for a PNR detector with detection efficiency η = 0.90
.
can be fully characterized on the real line. Since the
Wigner function is a Gaussian modulated polyno-
mial, the problem of reconstructing it is reduced to
finding out a polynomial of degree 2m0 in α which re-
quires us to find the Wigner function only at 2m0 +1
points.
As an example, we considered the POVM element
corresponding to a single-photon detection event for
both perfect and imperfect PNR detectors. In Fig. 3,
the red curves show the POVM determined by the
naive summation up to 15 terms of Eq. (7); and the
blue curves the reconstructed Wigner functions with
black points being the phase space coordinates where
the Wigner function was probed.
We see that one needs to probe the Wigner
function only at three points for a perfect detec-
tor because the Laguerre polynomial Lm=1(4|α|2)
is quadratic in α, and therefore can be fully char-
acterized using three distinct points. Likewise,
the Wigner function for an imperfect single-photon
POVM can be reconstructed using only 11 distinct
points (black points in Fig. 3) if we truncate the sum
in Eq. (16) at m0 = 5 where p(k|m) is of the order
of 10−6. In this case, we will have to reconstruct
an Gaussian modulated polynomials of degree 10 be-
cause the last term in the Eq. (16) would be a projec-
tor, |5〉〈5| with Wigner function given by Gaussian
modulation of Lm=5(4|α|2).
Note that finding the Gaussian modulated poly-
nomial also works for a general detector given by
Eq. (15). However, instead of reconstructing the
Wigner function on the real line, we will have to
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FIG. 3: Left : Wigner function corresponding to a perfect single-photon detection POVM determined by
naive summation up to 15 terms of Eq. (7) (Red), and using an Gaussian modulated quadratic fit near the
origin (Blue). Black points represent the phase space points where the Wigner function was probed by the
proposed method here. The latter approximates well the actual Wigner function. Right : Wigner function
corresponding to an imperfect single-photon detection POVM with η = 0.90.
reconstruct it in the complex plane for which appro-
priate polynomial interpolation schemes have to be
used [33].
IV. ROBUSTNESS AGAINST
EXPERIMENTAL NOISE
In this section, we discuss the robustness of this
method against experimental noise. In general, in-
verting Eq. (13) is ill-conditioned as seen by the large
ratio of the largest and smallest singular values of the
matrix P. This makes the reconstructed POVM ele-
ments extremely sensitive to small fluctuations in the
measurement statistics, and can lead to nonphysical
POVMs.
However, the effects of ill-conditioning can be re-
markably suppressed by adding a regularization to
the optimization problem. Several types of regular-
ization techniques are discussed in detail in [13], and
for this work we use Tikhonov regularization [34].
Using this technique, inverting Eq. (13) can be math-
ematically formulated as the following optimization
problem:
Minimize {||Q−PΠαMk ||2 + γ||ΠαMk ||2},
Subject to
{
1 ≥ ΠαMk ≥ 0,
− 1 ≤
n0∑
n=0
(−1)nP (n)Mk (α) ≤ 1
}
,
(19)
where γ is the regularization parameter. Solving this
problem translates to a convex quadratic optimiza-
tion which can be efficiently solved using a semi-
definite problem solver, for instance, the Python
package CVXOPT. In order to simulate the pres-
ence of noise in our reconstruction, we introduce
noise in the LO’s amplitude |α|. We model this
noise as a Gaussian distribution of mean zero and
standard deviation σ = 1%|α|2. This is the typical
noise level present in currently available stabilized
lasers. Therefore, the displacement amplitudes are
(α1 + δd1, α2 + δd2 . . . , αmax + δdmax), where each
δdi is a random variable sampled from the Gaussian
distribution. To further reduce the effects of the fluc-
tuations, we average the Wigner functions obtained
over N = 40 iterations of the optimization. As a
7FIG. 4: Blue: Reconstructed Wigner functions using regularization for zero-,one- and two-photon detection
event of a detector with η = 1. Red curves are theoretically expected Wigner functions. Gray areas are
error (1σ) obtained using N = 40 iterations. Bottom right: Dashed-diamond curve illustrates the
robustness of the reconstruction against regularization parameter γ and black solid line is without
regularization, i.e, γ = 0.
result, we get
WMk(α) =
∑N
j=1W
j
Mk
(α+ δαj)
N
. (20)
Having obtained WMk(α), we then we utilize robust
nonlinear regression methods to further suppress the
fluctuations. We recall that for a phase insensitive
detector, the POVMs are Gaussian modulated poly-
nomials of degree 2m0 in α, where m0 is the satu-
ration limit given in Eq. (18). Therefore, once we
have experimentally probed the Wigner function at
2m0 + 1 distinct points of the phase space, we could
simply fit a Gaussian modulated polynomial of de-
gree 2m0 in α to reconstruct the Wigner function
over the entire phase space. Keeping that in mind,
we set an optimization problem as:
Minimize:{
1
2
∑
i=1
L
[(
e−2|αi|
2
Poly(2m0, αi)−WMk(αi)
)2]}
,
where L is defined as
L(y) = 2(
√
1 + y − 1), (21)
and Poly(2m0, αi) is a polynomial of degree 2m0.
Note that this approach of finding the Gaussian mod-
ulated polynomial has an advantage of not being bi-
ased unlike the simple least-square fitting method
which tends to significantly bias in order to avoid
high residuals in the data [35].
8We further evaluate the quality of reconstruction
method by using the relative error defined with l2
norm as:
4 := ||W
theory
Mk
(α)−W reconstrutedMk (α)||2
||W theoryMk (α)||2
(22)
The result of our reconstruction is shown in Fig. 4.
Since the fluctuations grow with increasing local os-
cillator amplitude, the reconstruction of the Wigner
function around the origin of phase space is the least
disturbed, but with higher displacements the fluctu-
ations grow stronger as seen in Fig. 4. Therefore,
it may be beneficial to probe the Wigner function
around the origin densely, and sparsely at the higher
displacements, in particular |α| > 1. Note that prob-
ing near the origin doesn’t undermine the quality of
reconstruction as long as we probe the Wigner func-
tion at 2m0 + 1 distinct points because we need only
2m0 + 1 distinct points to reconstruct a polynomial
of degree 2m0 as seen in Fig. 3.
In fact, we can further exploit the rotational sym-
metry of the POVMs corresponding to phase insen-
sitive detector, which means the Wigner function
at α has the same value at −α. This allows us to
only probe the Wigner function at m0 + 1 distinct
points to fully characterize a quantum detector that
saturates at the photon-number m0. However, in
this work we numerically probe the phase space at
equidistant displacement amplitudes.
We now investigate how sensitive our recon-
struction is to the choice of γ. To evaluate that,
we calculate the relative error defined in Eq. (22)
for several values of γ ∈ [10−4, 0.012]. The result
is illustrated on the bottom right in Fig. 4 for
the POVM element corresponding to n = 1 and
η = 0.90. We can clearly see that even if we vary γ
by an order of magnitude (from 10−3 to 10−2), the
relative error only changes by less than one percent.
This shows that there is sufficient freedom in the
choice of γ.
V. CONCLUSIONS
We have developed a method for characteriz-
ing photodetectors by experimentally obtaining the
Wigner functions corresponding to the POVMs de-
scribing the detector measurements. The proposed
experimental scheme is simple and easily accessible,
in particular, for phase insensitive detector. Aug-
mented with convex quadratic optimization and ro-
bust nonlinear fitting techniques, we demonstrated
its robustness to the experimental fluctuations.
Future work on this method may involve an ac-
count for mode mismatch between the local oscilla-
tor and the optical mode of thermal mixtures. This
direction of research is motivated by the fact that
unlike in the balanced homodyne technique, mode
mismatch cannot simply be treated as losses in this
method.
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