Abstract. A statistic w on Sn is a weighted-inversion (w-i) statistic if there exist weights w i;j such that w( ) = P i<j i > j ]w i;j for each 2 Sn. Two well-known examples are the major index and inversion count statistics. These two statistics share the same distribution over Sn, and many bijections Sn ! Sn have been described to prove this. These bijections thus have the property that they map a certain w-i statistic to another. This paper presents the results of our search for bijections : Sn ! Sn with an even stronger property: given any w-i statistic w, the statistic w is also a w-i statistic. Such a set of bijections forms a group, which we call the core group of Sn. We exhibit a subgroup of the core group of Sn which is isomorphic to the dihedral group D n+1 . We extend these ideas to other sets of objects, including subsets of Sn and sets of permutations of a multiset. As examples, we develop a family of subsets of Sn which has a core group isomorphic to a Weyl group of order 2 n n!, and we show that the set of permutations of the multiset f0 k ; 1 n?k g has a core group containing S k S n?k as a subgroup. We demonstrate that the core group of a set A is the group of permutations of the rows of a certain matrix H (depending only on the inversion patterns of the objects in A) which preserve the column space of H. This allows us to compute the core group with no knowledge of the actual w-i statistics involved.
1. Introduction 1.1. Motivation. This paper is a slightly condensed version of the rst author's doctoral dissertation 4].
For the curious, we outline here some of the events and ideas that led to this work.
In 1993, the second author had several conversations with A. M. Garsia regarding a problem that Garsia and M. Haiman had been working on involving statistics on generalized Dyck paths, and developed an idea about how to attack the problem. We began some computations but as the parameters increased the corresponding examples soon became intractable. We obtained promising results for the few computable cases, but this did not provide us with enough data to recognize any patterns, so we then decided to try similar computations on some simpler objects, namely permutations. This work, together with some private conversations with George Andrews, motivated a number of the ideas in this paper.
Here is a summary of the problem posed by Garsia it is easily veri ed that P n;m (1) gives the cardinality of D (m) n , and one might suspect that P n;m (q) is the generating function for the major index statistic on D (m) n as it is for m = 1, but this is not the case. The problem then is to determine a statistic s m on the elements of D (m) n which is q-counted by P n;m (q). Even for small m and n, the numbers involved in such a computation grow large very quickly. This inspired us to investigate similar statistics on simpler objects. Thus was born our investigation of weighted-inversion statistics on permutations. Having developed many insights and ideas during the course of our investigation, we hope to return to Garsia and Haiman's Dyck path problem in the near future.
1.2. Background. A statistic w on S n will be called a weighted-inversion (w-i) statistic if there is an upper-triangular matrix W = (w i;j ) (the weights) such that w( ) = P i<j ( i > j )w i;j . The simplest well-known example of a w-i statistic is the inversion count (where w i;j = 1 for i < j), introduced by G. Cramer 3] in 1750, who used it in his famous rule for solving linear systems of equations. (A description of Cramer's work is given by T. Muir in 23, pp. 11 -14] .) Another well-known w-i statistic is the major index (w i;i+1 = i; w i;j = 0 otherwise), introduced by P. A. MacMahon 18] in 1913. In 18] , MacMahon demonstrated that the inversion count and major index statistics share the same distribution over S n . Many bijections S n ! S n have since been devised to prove this, the rst being that of D. Foata 6] advanced in 1968. More recently, K. Kadell 14] and D. Rawlings 24] have each established families of equidistributed statistics which interpolate between the major index and inversion count statistics. In honor of MacMahon, the term Mahonian is used to describe any statistic having the same distribution as the major index. For an excellent treatment of inversions and statistics on permutations, see 16, pp. 11-22] . Nice work regarding Mahonian statistics in particular, including Zeilberger's Z-statistic, can be found in 8, 9] and 15, section 2.4.4. Crystal basis and Robinson-Schensted correspondence.]. Recent work involving inversions, major indices, and permutation statistics is presented in 7, 26] .
Proportionally speaking, w-i statistics are rather scarce. For example, there are over 1662 trillion Mahonian statistics on S 4 , but only forty-ve of them are w-i statistics. However, the prevalence of statistics which are based on inversions (which include descents) demonstrates the relative importance of w-i statistics.
In fact, Kadell de nes in his paper 14] what we are calling w-i statistics, and his interpolating family of statistics mentioned above consists entirely of w-i statistics.
We use w-i statistics to develop a new connection between combinatorics and group theory. As a preview of some of the ideas regarding w-i statistics we explore in this paper, we present the following example. Example 1.1. Let us compute all the w-i statistics w on S 3 having the Mahonian distribution f0; 1; 1; 2; 2; 3g.
A permutation in S 3 has three possible inversions, to which we assign corresponding weights w 12 , w 13 , and w 23 . Expanding the statistical values of each element in terms of these weights gives w(123) = 0, w(132) = w 23 , w(213) = w 12 , w(231) = w 13 + w 23 , w(312) = w 12 + w 13 , and w(321) = w 12 + w 13 + w 23 .
Hence, we must have equal multisets f1; 1; 2; 2; 3g = fw 23 ; w 12 ; w 13 +w 23 ; w 12 +w 13 ; w 12 +w 13 +w 23 g. Thus, w 12 2 f1; 2; 3g and w 23 2 f1; 2; 3g. Trying the nine possible choices for w 12 and w 23 , we nd that four combinations result in a possible value for w 13 . For example, if w 12 = w 23 = 1, then the multiset equality becomes f2; 2; 3g = f1 + w 13 ; 1 + w 13 ; 2 + w 13 g, implying w 13 = 1. But if w 12 = 1 and w 23 = 3, then we must have f1; 2; 2g = f1 + w 13 ; 2 + w 13 ; 4 + w 13 W (1) corresponds to the major index statistic and W (2) to the inversion count statistic. W (3) gives what might be called the \reverse" major index. W (4) is remarkable in that it demonstrates the possibility of negative weights, which is somewhat unexpected.
Letting w (i) denote the statistic corresponding to the weight matrix W (i) for i = 1; 2; 3; 4 as listed in equations (1.4){(1.7), we get the following 1;2;2;1 = 180 statistics having the given distribution, but only four of them are w-i statistics. Yet, this particular bijection \maps" every w-i statistic to another one. This immediately raises two questions. First, does the Foata bijection retain this property for higher n? As it turns out, it doesn't, not even for n = 4. Second, what other bijections on S 3 have this property? We answer this next.
We want to nd all the permutations of the columns of table (1.8) that permute the rows. For example, simply swapping columns 2 and 3 would not be valid, since the top row of the table would become 0 1 2 2 1 3, which is not a row of the original table. Clearly, the columns corresponding to the elements 123 and 321 must be xed. This leaves only the 24 permutations of columns 2 through 5 as possibilities. Checking them reveals that only the eight column permutations given by the identity, (3 4), (2 5), (2 3)(4 5), (2 4)(3 5), (2 5)(3 4), (2 3 5 4), and (2 4 5 3) result in simple rearrangements of the rows. So there are seven bijections other than the Foata bijection which permute the rows. Note that the eight permutations found form a group isomorphic to D 4 , the dihedral group (see Figure 2) . The fact that these elements form a group is no accident, as we demonstrate later.
The questions raised in Example 1.1 generalize in several directions. What is the group of bijections on S n having this property? The example dealt with a single distribution, so what about other distributions? What bijections on S n have this property for any distribution? And what about sets other than S n ? Stated more precisely, the question we investigate in this paper is the following. Suppose A is S n , a subset of S n , or a set of any type of objects on which w-i statistics may be de ned. What bijections : A ! A have the property that, given any w-i statistic w, the statistic w de ned by w (x) := w( x) for all x 2 A is also a w-i statistic? The set of such bijections must form a group, which we will call the core group of A.
1.3. Structure of this Paper. In section 2 we let A = S n and exhibit a family of involutions which generate a group isomorphic to D n+1 , the dihedral group with 2n + 2 elements. The core group will thus contain D n+1 as a subgroup, and we conjecture that D n+1 is the entire core group. This has been computationally veri ed up to n = 5. To facilitate an exhaustive computer search for such bijections, we established several results regarding the possible weights in the matrix W which are of interest in themselves, including the fact that the weights must be integers, which is not assumed a priori. We also brie y investigate some questions regarding the orbits induced on S n by the dihedral group of bijections.
In section 3 the linear algebra governing the core group is explored. The results established here provide us with more direct methods for computing the core group of S n , and extend easily beyond S n to aid in the computation of other core groups. To determine all the w-i statistics which will give a certain distribution, a system of linear equations (with the weights w i;j as variables) arises. This system has solutions only if certain linear relations among the distribution values are satis ed. Permutations of the distribution values which preserve these relations correspond to elements of the core group.
In section 4 we expand our consideration to subsets of S n . This adds several complications, such as the possibilities of non-integral weights and in nite families of equidistributed w-i statistics; several simple examples are given demonstrating some of these phenomena. However, it also opens the door to some much larger groups. As an example, we show that the core group of A 4 S 4 is W 5 , the Weyl group of type B 5 , which has 3840 elements. This motivates construction of a family of subsets C n S n having core group W n , thus giving us a solution to an \inverse" problem|given a nite group G, nd a set A whose core group is G.
Our problem is expanded further by considering w-i statistics on objects other than permutations. In section 5, we look at multipermutations. Since several multipermutations of the same set can have identical inversion patterns, some large core groups can arise in a trivial way. The example we investigate| permutations of the multiset f0 k ; 1 n?k g|avoids this and avails us a subgroup (S k S n?k ) of the core group that is quite di erent from the D n+1 found for the S n case. For some choices of (n; k), such as (8; 3), S k S n?k is the core group, but for others, like (6; 3) and (7; 3), it is only a subgroup. The core group for the general case has not been established. Section 6 mentions some other objects on which w-i statistics can be de ned, as well as some special subsets of multipermutations which have received extensive treatment in the literature. These include set partitions, restricted growth functions, labeled forests, and Dyck words. In reality, all these di erent objects are simply sources for sets of inversion patterns, so we also discuss the general case of sets of \inversion patterns" from no particular source. As an example, the core group for the complete set of all possible inversion patterns of a xed size n is found to be S n . Some unanswered questions are posed regarding the realization of any group as the core group of some set of inversion patterns. Also included in this section is a collection of questions for future study which have arisen from this work. Some are recalled from earlier sections, while others o er new directions.
2. The Core Group of S n 2.1. Notations and Conventions. In this paper a statistic on a set A is a function taking values in the non-negative integers. This section concerns statistics on S n , the set of permutations of the n letters f1; 2; : : : ; ng. We will use various common notations for the elements of S n . For example, the same element of S 5 could be cast in, respectively, \two-line", \list", \word", or \cycle" notation as follows: 1 2 3 4 5 2 3 1 5 4 = (2; 3; 1; 5; 4) = 23154 = (1 2 3)(4 5): We will use the notation i = (i) for the elements of a permutation. Although this is normally understood for i = 1; 2; : : : ; n, we will nd it convenient in some cases to add the additional (\invisible") element 0 = 0.
A permutation 2 S n has an inversion in the (i; j) position if i < j and i > j .
An involution on a set A is a bijection A ! A such that 2 x = ( (x)) = x for all x 2 A. The elements w i;j of the matrix W will be called the weights. For any weight matrix W, we will assume that w i;j = 0 if i j. Moreover, since the rst column and last row are all zeros, we will omit them when displaying a weight matrix W. We do not assume a priori that the weights are integers. Also, it is not immediately clear that a w-i statistic corresponds to a unique set of weights. However, the following lemma indicates that, for w-i statistics on S n , the matrix W is indeed unique and composed of integers. Note that when we later consider w-i statistics de ned on other objects, even subsets of S n , we will nd examples having non-unique and/or non-integral weights. First, make a list fw (1) ; w (2) ; : : : ; w (m) g of all the w-i statistics having distribution D. Ordering the elements of A = fx (1) ; x (2) ; : : : ; x (k) g, we next de ne an m k matrix G = (g i;j ) by g i;j := w (i) (x (j) ). Thus, each row of G corresponds to a statistic, and each column to an element of A. De nition 2.6. The core group of a nite set A is the group of bijections : A ! A having the property that, given any w-i statistic w de ned on A, the statistic w de ned by w (x) := w( x) for all x 2 A is also a w-i statistic.
As with the D-core group, the following remark is easily veri ed.
Remark 2.7. The core group of A is a group.
Although our main interest throughout the rest of this work is in computing core groups, we retain an interest in D-core groups since they should be easier to compute than the general core group, as we only need to focus on w-i statistics having a particular distribution. Since the core group of A is a subgroup of any D-core group of A, D-core groups can give us information useful in computing the core group. Thus, having found the D-core group in Example 1.1 to be D 4 , we know that the core group of S 3 is contained in D 4 .
We want to point out another feature of Example 1.1 which is true in general. The permutations of the rows of table (1.8) resulting from the eight column permutations which form D 4 are, respectively, the identity, (1 4)(2 3), (1 2)(3 4), (1 3), (2 4), (1 3)(2 4), (1 4 3 2), and (1 2 3 4), which also form a group isomorphic to D 4 . As might be expected, it is no coincidence that the two groups are isomorphic. In general, the rows of G will be unique since each row corresponds to a unique statistic on A. The columns of G are not necessarily distinct, but if they are (as in the above example), then each permutation of the columns permuting the rows corresponds to a unique permutation of the rows and vice versa, so there is a natural isomorphism between the two groups. This fact will be useful for us later, so we state it here as a lemma.
Lemma 2.8. Suppose M is a matrix with distinct rows and columns. Then the group of permutations of the rows which permute the columns is isomorphic to the group of permutations of the columns which permute the rows.
If the columns are not distinct, then, for example, any permutation of identical columns will leave G 2.4. Some Involutions. We will soon present one of the main results of this paper, the fact that the core group of S n contains D n+1 as a subgroup. We de ne here several involutions and families of involutions on S n which will be used to do this. Let 2 S n throughout.
Inverse. Denote as usual by ?1 the inverse of , so that ?1 = ?1 = 12 n, the identity permutation. ? ? Lemma 2.11. For pairwise distinct i; j; k, we have
(2.16) As for part (i), we have a n+1 = a n (a ) = (n + 1 ? (a ) n ; f a (n; 1); : : : ; f a (n; n ? 1)): 
(2.57) Now, direct computation considering the six possible orderings of i , j , and k (= m ), and considering the i = m and j = m cases as well, shows that each of the three expressions Theorem 2.13 does not guarantee that the core group of S n is D n+1 . It asserts only that the core group contains D n+1 . In Example 1.1, we found that the core group of S 3 was contained in D 4 , so D 4 is the core group in that case. We have computationally veri ed that the core groups of S 4 and S 5 are only D 5 and D 6 respectively, and we strongly suspect that the core group of S n is D n+1 for each n > 5 as well. xed points. D 6 induces orbits of size one, two, three (\triangles"), six (\hexagons"), and twelve (\double hexagons") on S 5 . These gures suggest several interesting questions. What size orbits does D n+1 induce on S n ? How many orbits of each size are there? What are the di erent \shapes" that result? We have not investigated these questions thoroughly, but we have made some observations which suggest that they are interesting. Of course, the possible size of an orbit must divide 2n + 2, but not all such divisors are realized.
(For example, D 5 produces no orbit of size two or ten on S 4 .) Orbits may be of unexpected shape. For example, it turns out that the element = 15348672 2 S 8 is in an orbit of size six. However, unlike the orbits of size six in S 5 , which were hexagons, is in a \double triangle" as shown in Figure 6 .
Denote by n (k) the number of orbits of size k induced on S n by the group D n+1 generated by the involutions m with m = 0; 1; : : : ; n. Theorems 2.14 and 2.15 describe n (1), the number of xed points, and n (2), respectively. Throughout the following, denotes Euler's function. Theorem 2.14. There are n (1) = (n + 1) permutations 2 S n such that m = for m = 0; 1; : : : ; n. To see that these are the only xed points, let be an arbitrary permutation and note that T  T  T  T  T  T  T  T  T  T  T T  T  T  T  T  T  T  T  T  T  T T  T  T  T  T  T  T  T  T  T  T T  T  T  T  T  T  T  T  T  T  T Figure 5 . The orbits of S 5 under D 6 (continued from previous page).
P P P P P P P P P  T  T  T  T  T  T  T  T  T  T   T  T  T  T  T  T  T  T  T  T H  H  H  H  H  H  H  H To determine whether a bijection : S n ! S n is in the core group of S n , we need to determine whether, for any w-i statistic w, the statistic w given by w ( ) := w( ) is a w-i statistic. This is decided by investigating a linear system of equations, which we now describe.
Order the permutations in S n = f (1) ; : : : ; (n!) g, and also x an ordering of the N := 1 2 n(n ? 1) pairs (i; j) with 1 i < j n. De ne an n! N matrix H = (h i;j ) by h i;j := (i) has an inversion in the jth position]. We will sometimes refer to the ith row of H as the inversion pattern of (i) . (Note the equivalence with our previous use of the term inversion pattern, in section 2.7.) We will often identify an element with its inversion pattern. Thus, we say that a set of elements is independent if their inversion patterns form a linearly independent set of vectors. Let s be a statistic on S n , and for notational convenience, de ne s i := s( (i) ) for i = To compute the core group of S n for a given n using Theorem 3.6, rst establish orderings of S n and of the inversion positions, then form the matrix H and determine its rank. The dimension of the nullspace of H > is then n!?rank(H). We isolate in the following remark the key idea that provides us with a useful way to compute the core group. For our purposes, it will be more convenient to work with the space of linear relations among the rows of H than with the nullspace of H > .
An actual computation is made feasible by observing that we only need to check preservation on the set of all dependencies having a certain form, as long as the rank of the set is n! ? rank(H). We illustrate this idea in the following example. Looking at the matrix H, we can see that the only dependencies of the form r i +r j = r k (with i; j; k distinct) among the rows are the two in (3.4) and (3.5). Also, the only relation of the form r i = 0 is given by (3.3) . Hence, the core group of S 3 consists of all the permutations of the set fr 1 ; : : : ; r 6 g which preserve the set of relations containing (3.3), (3.4), and (3.5). r 1 and r 6 obviously have to be xed. Checking the remaining 24 permutations of r 2 , r 3 , r 4 , and r 5 yields the following eight elements of the core group (in cycle notation): (r 3 r 4 ), (r 2 r 5 ), (r 3 r 4 )(r 2 r 5 ), (r 2 r 3 )(r 4 r 5 ), (r 2 r 4 )(r 3 r 5 ), (r 2 r 3 r 5 r 4 ), (r 2 r 4 r 5 r 3 ), and the identity.
Thus, the core group of S 3 is D 4 , in agreement with Example 1.1.
4. Subsets of S n In section 2, we de ned the core group of a general set A but have thus far only considered the case A = S n . In this section we investigate core groups of some subsets of S n . All the appropriate de nitions (e.g., for weighted-inversion statistics, etc.) that we have set forth for S n apply almost without change to subsets A S n .
We begin by pointing out a minor convenience. Let us denote by e the identity permutation 123 : : : n 2 S n .
We single out e because it is the only element of S n which has no inversions. Its value for any w-i statistic is therefore zero. It turns out that we may safely discard e from any subset under consideration without changing the core group. For the straightforward proof of the following lemma, see 4, pp. 49{50].
Lemma 4.1. If A S n , then the core group of A n feg is isomorphic to the core group of A. 4.1. Complications. Many of the properties enjoyed by w-i statistics on S n fail to hold for w-i statistics on subsets of S n . We will see, for instance, that both statements in Lemma 2.2 are false|the weight matrix for a given w-i statistic is not necessarily unique, and the elements of such a matrix may not even be integers. H is of rank two, so the nullspace of H > is trivial. The core group of A is thus S 2 , as we found before. Now let us look at a less trivial example, the Alternating subgroup A 4 S 4 . (Despite our examples, we should mention that there does not seem to be any compelling reasons to consider subgroups of S n rather than subsets. The group structure has no discernible e ect on the dependence relations among the rows of H.) Here we will work directly with the matrix H as above, but we will also look at the w-i statistics which arise.
Example 4.9. Let W n be the subgroup of S 2n de ned by W n = f(x 1 ; : : : ; x 2n ) 2 S 2n j x i + x 2n+1?i = 2n + 1; for i = 1; : : : ; ng: Since r 1 through r 5 are independent, these ve relations are independent. The dimension of the nullspace of H > is 11?rank(H) = 5, so these ve relations are of full rank. The core group of A 4 is therefore the group of permutations of the rows r 1 through r 11 which preserve these relations. Clearly, r 11 must be xed. As for the other rows, we can freely swap r i and r 11?i for i = 1; 2; 3; 4; 5, and we can also permute the pairs (r i ; r 11?i ). (E.g., one element of the core group, in cycle notation, would be (r 2 r 8 )(r 3 r 9 ).) One can intuitively see that this group is isomorphic to W 5 = f(x 1 ; : : : ; x 10 ) 2 S 10 j x i +x 11?i = 11 for i = 1; : : : ; 5g. With 2 5 5! = 3840 elements, W 5 is our rst example of a core group containing more than just a few elements. Among other things, this demonstrates that there is not necessarily any correlation between the sizes of a set A and its core group.
Continuing with this example, let us now look at the system of equations Hw = s used to nd the w-i statistics, where s i is the statistical value to be assigned to a i for i = 1; : : : ; 11 (4.15) So here we have a case where the weights are uniquely determined, but they are not necessarily integers. However, any weight that is not an integer must be a half-integer, so we cannot have, for example, irrational weights as in Example 4.2.
4.3. The Weyl Group of Type B n . In Example 4.9, we found that the core group of A 4 was W 5 , which we claimed was the Weyl group of type B 5 . This Weyl group is de ned and discussed in 11, pp. [3] [4] [5] . Our rst goal in this section is to demonstrate that W 5 as de ned in the preceding section is indeed the Weyl group. In Example 4.10 we will describe an in nite family of sets C n of permutations, where the core group of C n is W n .
Let G n be the semi-direct product of S n and Z n 2 de ned as follows. (The elements of Z n 2 are n-tuples of zeros and ones, with coordinate-wise arithmetic modulo 2.) For ; 0 2 S n and z; z 0 2 Z n 2 , let ( ; z) ( 0 ; z 0 ) = ( 0 ; z (z 0 )), where acts on the coordinates of z 0 (so that (z 0 ) i = z 0 i ). We want to show that W n = G n . Let x = minfx; 2n + 1 ? xg. De ne : W n ! G n by (x) = ((x 1 ; : : : ; x n ); ( x 1 6 = x 1 ]; : : : ; x n 6 = x n ])). It is not hard to verify that (x) (x 0 ) = (x x 0 ) for x; x 0 2 W n (for details, see 4, p. 58]). The process of constructing (x) from x is clearly reversible, so is an isomorphism. Hence, W n = G n . Example 4.9 suggests a method of constructing an in nite family of sets C n of permutations where the core group of C n is W n . (This would give us an example of a solution to the \inverse" problem of starting with a nite group G and nding a set A whose core group is G.) In the example, the matrix H consisted of ve independent rows, their complements, and a row of all ones (independent of the ve rows, making rank(H) = 6). We de ne similar sets in the following example.
Example 4.10. Let us de ne C n (n 2) to be the set of all permutations in S n+1 having exactly one inversion, together with their complements and the permutation (n + 1; n; : : : ; 1). There are n permutations in S n+1 with a single inversion, which we label a i = (1; : : : ; i ? 1; i + 1; i; i + 2; : : : ; n + 1) for i = 1; : : : ; n. Let a 2n+1?i = ca i for i = 1; : : : ; n, and a 2n+1 = (n + 1; n; : : : ; 1). The row r i of H corresponding to a i for 1 i n will consist of ? n+1 2 ? 1 zeros and a single one, and these n rows will clearly be independent. The rows r 2n+1?i corresponding to the complements will contain a single zero and ? n+1 2 ? 1 ones. The last row r 2n+1 of H, containing all ones, is independent of the rst n rows since, for example, none of the rst n rows have a one in the column corresponding to inversion position (1; 3). The rank of H is n+1, so the dimension of the nullspace of H > is 2n + 1 ? (n + 1) = n. The set of relations r i + r 2n+1?i = r 2n+1 is therefore of full rank. Moreover, these are the only such relations of this form. As in Example 4.9, the core group of C n consists of all the permutations of the rows r i of H which preserve these relations. r 2n+1 must be xed, r i and r 2n+1?i can be freely swapped, and the pairs (r i ; r 2n+1?i ) can be permuted. The core group of C n is therefore W n .
It should be noted that Example 4.10 does not generalize Example 4.9, but is motivated by it. While it is true that the core group of A 4 is W 5 , we have not determined the core group of A n in general.
Multipermutations
The de nition of core group applies to any set of objects on which we can de ne w-i statistics. Thus far we have considered only sets of permutations. However, we have all the tools in place to compute the core group of any set of objects A, if we are provided with a suitable de nition of a weighted-inversion statistic on A. After permutations, the most logical objects to consider are probably multipermutations, which we pursue in this chapter. We discuss brie y some other types of objects and generalizations in Section 6.
Since we can use some of the same notations for permutations of a multiset as we did for permutations of a set, the de nitions of inversions and weighted-inversion statistics remain unchanged (except that n now denotes the length of a multipermutation). Since ordinary permutations are special cases of multipermutations, we might expect additional complications in computing the core group of a set of multipermutations, a phenomenon we experienced when generalizing from S n to subsets of S n in Chapter 4. Happily, there are few. One worth mentioning is the fact that two distinct multipermutations may have identical inversion patterns. (That is, the two rows of H corresponding to two distinct multipermutations may be the same.) One consequence of this is that we cannot necessarily throw out \the" multipermutation with no inversions (as we could with S n ), since there may be more than one of them. However, if we restrict our attention to permutations of a xed multiset (a situation which contains S n as a special case), then a multipermutation is uniquely determined by its inversion pattern, as we establish in the following lemma. Proof. We explain how to recover a permutation of a multiset M with n elements from a valid inversion table. Having established 1 ; : : : ; i?1 , obtain i by doing the following. Let M 0 = M n f 1 ; : : : ; i?1 g and let k be the number of j, i + 1 j n such that i > j , as given by the inversion table. Then i is larger than exactly k elements of M 0 , a fact which allows us to determine i uniquely. 2
The main consequence of this is that we may, without a ecting the core group, eliminate the multipermutation with no inversions if it happens to be in the set under consideration, as we did for subsets of S n .
In gathering material for this work, we investigated several simple sets of multipermutations (e.g., all permutations of the multisets f1; 1; 2; 3g and f1; 1; 2; 3; 3g), but found that the core groups were trivial or very small (i.e., uninteresting). However, when we turned our attention to multipermutations of a xed number of zeros and ones, the situation improved dramatically. We will focus on this particular case for the remainder of this section. In a certain sense, this is as far from ordinary permutations as we can get within the realm of multipermutations. Permutations in S n can be thought of as multipermutations of a relatively large alphabet with minimum multiplicities, while we will now consider multipermutations on a minimal alphabet with relatively large multiplicities.
Let M n;k , with 0 k n, be the set of permutations (of length n) of the multiset f0 k ; 1 n?k g. We call the zeros and ones bits. A multipermutation will have an inversion in the (i; j) position if i > j , which in this case means i = 1 and j = 0. Denote by G n;k the core group of M n;k . It is not known what G n;k is for general n and k, but below we establish the core group in some special cases. Also, as we did for S n , we obtain a partial result regarding G n;k by showing that the group contains S k S n?k as a subgroup. Unlike the S n case, where we conjectured that D n+1 is the whole core group, we know that S k S n?k may be strictly a subgroup of G n;k , as we have several easy examples where the core group is much larger. Any rearrangement of the rows that preserves the column space of H trivially preserves the column space of H 0 as well, so by Theorem 4.6, the core groups are isomorphic.
(ii) M n;0 and M n;n each contain a single element with no inversions, so the core group is trivial. (iii) M n;n?1 contains n multipermutations with n?1 zeros and a single one. Eliminating from consideration the multipermutation with no inversions (00 : : : 01), it is easy to see that the inversion patterns of the remaining n ? 1 multipermutations are independent, since no pair of them share a common inversion. The matrix H therefore is composed of n ?1 independent rows, making the core group S n?1 . By (i), G n;1 is also isomorphic to S n?1 .
(iv) As in case (iii) above, we eliminate the multipermutation with no inversions (00 : : : 011) and show that the rows of H are independent, implying that G n;n?2 = S ( n 2 )?1 . To do this, we will use induction on n. (The assertion that G n;2 = G n;n?2 is true by (i).) If n = 3, then (iii) gives the desired result. M n;n?2 contains n ? 1 multipermutations with a one in the rst position (and a second one in one of the other n ? 1 positions). The rows of H corresponding to the remaining ? n?1 2 ? 1 elements of M n;n?2 are independent by the induction hypothesis. Also, because they begin with a zero, these It is easy to verify that the rows of this submatrix of H are independent by performing row operations|add the negative of the rst row to each of the other rows, then add each of the other rows to the rst row. The resulting rows are clearly independent, and hence so are the rows of H. 2 Theorem 5.3. G n;k contains S k S n?k as a subgroup. Proof. Let = ( (1) ; (2) ) 2 S k S n?k act on the elements of M n;k by permuting the rst k bits of according to (1) and the last n ? k bits according to (2) . Without loss of generality, we may assume that is an involution which simply swaps the`and (`+ 1)st bits (with`6 = k), as these elements are known to generate S k S n?k . Given a w-i statistic w, we need to show that the statistic w de ned by w ( ) := w( ) for all 2 M n;k is a w-i statistic. To do this, we exhibit weights w i;j which give w . if`+ 2 j n; (5.5) w `;`+1 := w`;`+ 1 .
(5.6)
To verify that these weights give w , we compute P i<j ( ) i > ( ) j ]w i;j and nd that it reduces to w( ). Step (5.10) is obtained from (5.9) by considering the three cases `= `+1 , `< `+1 , and `> `+1 . 2 We thus see that the core group of M n;k contains at least k! (n ? k)! elements. Looking at Theorem 5.2, we see that G n;1 = S 1 S n?1 , so Theorem 5.3 gives the entire core group if k = 1. However, if k = 2, Theorem 5.2 gives G n;2 = S ( n 2 )?1 , a group which is much larger than S 2 S n?2 . We have no general result giving the core group if k 3, but we have computed G n;3 for n = 6; 7; 8 via computer. It turns out that G 6;3 (72 elements) and G 7;3 (1152 elements) are larger than the subgroups given in Theorem 5. only appear on the left side of the relations, and the remaining symbols only appear on the right. (If one writes out the multipermutations in lexicographic order, one would nd that the nine on the left side of the relations (5.11) are precisely the multipermutations containing two ones in the rst three positions and a single one in one of the last three positions.) Because the set of six relations must be preserved, we see that these nine symbols must be permuted among themselves. Of the 9! = 362880 such permutations (a number small enough for a computer to handle), 72 of them preserve the set of six sets of three symbols which make up the left side of the above six relations. The symbols on the right side of the relations correspond to the complements of the multipermutations occurring on the left side (ordered lexicographically, the ith multipermutation is the complement of the (19?i)th multipermutation), together with r 19 , which obviously must be xed since it is the only symbol occurring in all six relations. Thus, 72 permutations of the symbols on the right will preserve the six sets of four symbols, re ecting the 72 permutations which do the same thing on the left. That is, any of the 72 permutations preserving the left sides determine a permutation of the six relations, which in turn determines uniquely a valid permutation of the symbols on the right side, Now perform any of the standard rigid motions of the plane that brings the lattice points back into coincidence, including translations, re ections (\ ips"), and 90 rotations, and carry the labels along. Going from the old labelling to the new labelling determines a permutation of the nine symbols. Loosely speaking, there are three distinct horizontal translations, three distinct vertical translations, two distinct re ective orientations ( ipped or not ipped), and four distinct rotational orientations, giving a total of 3 3 2 4 = 72 possible permutations. These are the 72 permutations needed above.
We may also view the group G 6;3 as a group of 6 6 matrices. If we denote the 3 3 matrices 0 and 1 by 0 := The connection between these two descriptions of G 6;3 is fairly straightforward. Without getting into details, the matrices of the rst form in (5.14) correspond to the translations and re ections in the earlier description, while those of the second form involve rotations.
Future Work
In this section we point out some of the many questions that we have yet to explore. We can roughly divide these questions into three categories|other objects and subsets on which we can de ne w-i statistics, generalizations, and \un nished business" from the work detailed in this paper (such as verifying that the core group of S n is D n+1 ).
We have found that the core group of a set A of objects on which we can de ne weighted-inversion statistics depends only on the matrix H of inversion patterns. That is, it is the inversion patterns which determine the core group, not the objects themselves, or the w-i statistics, or anything else. In this light, the permutations in S n and the multipermutations in M n;k can be viewed simply as sources of inversion patterns. So it seems natural to de ne the core group of a matrix H and just start from there, without worrying about the source of H. We could restrict H to be composed of zeros and ones, as we get with inversion patterns, or we could consider an arbitrary matrix H. These and some related questions are the generalizations we refer to above, and we discuss them further in section 6.2.
But rst, we consider other sources of inversion patterns. Despite what was said above, having a source for the matrix H is still a most interesting question. It would seem that a more structured source would produce more structured inversion patterns which in turn would give a more interesting group. Certainly, choosing an arbitrary matrix H is not likely to lead to a very interesting result. And we should not forget that the core group was supposed to say something about the source in the rst place. So in section 6.1 we mention some other possible sets A, including some special subsets of multipermutations, on which we can reasonably de ne weighted-inversion statistics. As we have yet to investigate any of these objects, we will do nothing beyond describing what they are and how inversions and w-i statistics can be de ned for them.
Finally, in section 6.3 we summarize many of the questions remaining from our earlier work in this paper.
6.1. Other Objects and Subsets. We describe here several combinatorial objects on which inversions have been de ned elsewhere in the literature, thus allowing us to de ne w-i statistics on these objects. Whether interesting core groups result remains to be seen.
6.1.1. Set Partitions. Let I n := f1; 2; : : : ; ng, and let S(n; k) denote the set of partitions of I n into k nonempty subsets, or blocks. We will assume the blocks B i of a partition = (B 1 ; : : : ; B k ) are labeled so that min B i < min B j whenever i < j. For i 2 I n and j 2 I k , we say that a partition has an inversion in the (i; j) position (see, e.g. De nition 6.1. Again let I n := f1; : : : ; ng. A function f : I n ! I n is a function of restricted growth if f(1) = 1 and f(j) 1 + max i<j f(i) for 2 j n.
The concept of RG functions was rst introduced by Hutchinson 13] in 1963, who gave a simple bijection mapping desirable classes of set partitions to RG functions, although the term \restricted growth" was rst used by Williamson 28] in 1976. RG functions have since been studied extensively by Milne 20, 21, 22] and others 14, 25, 27] . Note that here the multipermutations will not all be permutations of the same multiset. 6.1.3. Labeled Forests. A forest is simply a partially ordered set (poset) such that every element of the poset is covered by at most one element. That is, a poset (P; ) is a forest if for x; y; z 2 P, x y and x z implies either y z or z y. The Hasse diagram of such a poset is then a rooted forest (in the graph-theoretic sense), with the maximal elements in P being the roots. A labeled forest is a forest (P; ) together with a bijection : P ! I n , where P has n elements and, as before, I n = f1; : : : ; ng. Mallows Suppose (P; ; ) is a labeled forest where P has n elements. If 1 i < j n, then we can say P has an inversion in the (i; j) position if ?1 (i) > ?1 (j). A w-i statistic w would then satisfy w(P) = X 1 i<j n ?1 (i) > ?1 (j)]w i;j : (6.2) Note that this de nition makes the weight matrix W = (w i;j ) upper-triangular, as in the case of ordinary permutations. We would be interested in nding the core groups of sets of labeled forests on n elements.
6.1.4. Dyck Words. Ultimately, we would like to return to the problem posed by Garsia and Haiman that we discussed in section 1.1, particularly because this was the problem from which our present work evolved. Naturally, we are also interested in determining whether any interesting core groups arise. For convenience, we restate here some of the relevant de nitions.
For a xed integer m 1, we de ne a generalized Dyck path to be a lattice path from (0; 0) to (mn; n) consisting only of EAST (+1; 0) and NORTH (0; +1) steps which lies entirely on or above the line my = x. y i : (6.8) Observe that the sum of the entries in the vector on each side of equation (6.8) is 2 n?1 ? 1. Now suppose we permute the fx j ; y i g using an element of the core group. As in other cases, the row of H n consisting of all zeros (which in our scheme we have labeled y 1 ) must be xed, but suppose one of the x j gets mapped to a y i (with i > 1). Since each y i with i > 1 has at least two ones in it, this would increase the sum of the entries in the vector on the left side of the resulting relation and decrease the sum of the entries on the right, making it a false statement. Thus, the x j must permute among themselves and the y i must do the same. What is the core group of S n ? We know that it contains D n+1 (Theorem 2.13), and that the core group is D n+1 up to n = 5. We strongly suspect that the core group of S n is D n+1 , but this has not been determined.
What kinds of orbits does D n+1 induce on S n (via the involutions described in section 2.4)? What orbit sizes and shapes are produced, and how many of each are there? We have answered these questions for orbits of size one or two (Theorems 2.14 and 2.15). Similar but increasingly complicated arguments would seem to work for larger sizes as well, but we have no results for a general size.
Can we nd other families of sets of permutations that have interesting core groups, as in Example 4.10?
We found that the core group of A 3 was S 2 (Example 4.2) and that the core group of A 4 was W 5 (Example 4.9). What is the core group of A n ? What is G n;k , the core group of M n;k ? We know that G n;k contains S k S n?k as a subgroup (Theorem 5.3), and we have examples where the core group is larger (G n;2 , G 6;3 , G 7;3 ), yet G 8;3 is S 3 S 5 .
Is there anything more general we can say?
Can we nd other families of sets of multipermutations that have interesting core groups, besides M n;k ? Consider the \inverse" problem mentioned in Section 4.3|given a nite group G, can we nd a set of permutations (or multipermutations, or other speci c objects) whose core group is G? Or, in terms of the general case discussed above in section 6.2, given a nite group G, is there a matrix H whose core group is G? If so, does such an H exist that consists only of zeros and ones?
