Abstract. The Weyl-Horn theorem characterizes a relationship between the eigenvalues and the singular values of an arbitrary matrix. Based on that characterization, a fast recursive algorithm is developed to construct numerically a matrix with prescribed eigenvalues and singular values. Beside being theoretically interesting, the technique could be employed to create test matrices with desired spectral features. Numerical experiment s h o ws this algorithm is quite e cient and robust.
1. Introduction. It is perhaps valid to state that eigenvalues and singular values are two of the most distinguishing characteristics in any given general square matrix. Eigenvalue analysis, for example, simpli es the representation of complicated systems, sheds light on the asymptotic behavior of di erential equations, and helps to understand the performance of important numerical algorithms. Information on singular values, on the other hand, assumes a critical role whenever there is presence of roundo error or inexact data. Many fundamental topics in linear algebra and important applications in practice are best understood when formulated in terms of the singular value decomposition.
Over the years, one of the most fruitful developments in numerical linear algebra, which serves as computational platforms for a variety of application problems, is that of e cient and stable algorithms for the computation of eigenvalues and singular values of a given matrix. This paper concerns an interesting inverse problem, i.e., instead of computing eigenvalues and singular values from a given matrix, we are interested in constructing a matrix that has prescribed eigenvalues and singular values. In this paper we propose a fast recursive algorithm to accomplish this construction. Our method, though simple and derived from an old theory, appears to be the rst ever in dealing with this problem numerically.
For a Hermitian matrix A, the singular values of A are simply the absolute values of eigenvalues of A. For non-Hermitian matrices, some restrictions must beplaced between eigenvalues and singular values. In-deed, the following key result is rst proved by Weyl 12] . Theorem 1.1. Given any n n matrix, A, let its eigenvalues 1 : : : n and singular values 1 : : : n be arranged in the order j 1 j : : : j n j and 1 : : : n : ( If j n j > 0, then the conditions (1.2) and (1.3) may also be referred to as that the sequence flog i g majorizes the sequence flog j i jg. Theory of majorization and its applications can be found in 6]. It turns out, due to Horn 3] , that the above necessary conditions are also su cient, i.e., (1.2) and (1.3) are the only relations between the eigenvalues and the singular values of any general matrix.
The result by W eyl and Horn then gives rise to an interesting inverse problem, i.e., to numerically construct a square matrix that possesses a prescribed set of eigenvalues and singular values. Such a construction might be useful in designing matrices with desired spectral speci cations. Many important properties, such as the conditioning of a matrix, are determined by eigenvalues or singular values.
Our approach is based on the original proof by Horn that, in turn, is completed by the mathematical induction. Upon a careful study of his inductive argument, we realize that, with the aid of modern programming languages that allow a subprogram to invoke itself recursively, Horn's induction proof can be transformed into a recursive algorithm. In this way, we are able to construct numerically a matrix with prescribed eigenvalues and singular values, so long as the conditions (1.2) and (1.3) are satis ed. Our contribution in this paper is twofold: We signi cantly relax one key component in Horn's proof that, in return, enables us to implement a fast recursive algorithm. This paper is organized as follows: We begin in Section 2 with a demonstration on how a 2 2 matrix can be handled explicitly, g i v en its eigenvalues and singular values. This 2 2 construction plays a signicant role in the subsequent steps since the original problem is eventually reduced to 2 2 blocks. We slightly extend Horn's result by s h o wing that if the prescribed eigenvalues are complex conjugate to each other, then a real-valued 2 2 matrix with the prescribed eigenvalues and singular values does exist. To explain our recursive algorithm more plainly, we brie y review Horn's inductive proof in Section 3. In particular, we point out how and where the splitting can take place and, hence, the recursive algorithm can beapplied. To know the splitting exactly is a crucial step in our recursive algorithm. The matrix under construction carries a speci c structure. If we had followed Horn's proof precisely, then the resulting algorithm would have become extremely expensive. We discuss this issue in Section 4. In particular, we argue that the required structure of matrices in Horn's proof is entirely not necessary. This insight enables us to derive a very e cient algorithm. In Section 5 we give a symbolic example to demonstrate the ow of our recursive process. In Section 6 we report some interesting results from our numerical experiment. Speci where is the machine accuracy.
Horn's proof, while valid over the complex domain, has one shortcoming in that the matrix constructed is generally complex-valued even if the two eigenvalues are complex-conjugate. It appears di cult and sometimes impossible to convert the triangular matrix A in (2.2) by u n itary similarity transformation into a real matrix. Suppose the given eigenvalues appear in complex-conjugate pairs, we often are interested in constructing a real-valued matrix. To our knowledge, we a r e n o t a ware of any theory showing that such a real matrix exists. It is perhaps still an open problem. We are able to show, however, that such a construction for 2 2 matrices is possible.
Consider the matrix ; a+ 1 2 ) = 0 (2.8) has real solutions a and c. Since all coe cients in (2.8) are real, a necessary condition for c to bereal is that the discriminant i s nonnegative, i.e., it requires to nd a real value a so that ( 1 2 ) 2 (2.12) where the rst signs can be arbitrary and the last sign is minus or plus depends upon the sign in (2.10).
In summary, we have shown the existence of a 2 2 matrix with prescribed eigenvalues and singular values, provided the conditions in (2.1) are met. More speci cally, we have shown that the matrix can be real-valued, if the given eigenvalues are a complex-conjugate pair.
3. A Recursive Algorithm. Assuming that the two sets of numbersf i g and f i g are arranged in the order as in (1.1) and satisfy the conditions in (1.2) and (1.3), Horn proves the existence of a matrix with eigenvalues f i g and singular values f i g by treating the case of zero singular values separately followed by the mathematical induction. In this note we want to point out that his induction argument is in fact implementable as a recursive algorithm.
In order to explain the recursive algorithm more plainly, we brie y outline Horn's proof below. Case 1. Suppose i > 0 for all i = 1 : : : n . Then, from the condition (1.3), we know that i 6 = 0 for all i. Let In the above, the symbol stands for some appropriate numbers. Horn claims that the block diagonal matrix " A 1 A 2 # is unitarily equivalent to the triangular matrix 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4 which, by applying (3.5), is unitarily equivalent to the triangular matrix 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4 In bothcases above, we see that the original inverse problem is reduced to inverse problems of smaller sizes that are guaranteed to be solvable according to the induction hypothesis. In the rst case, the problem of size n is broken down two subproblems of sizes j and n;j, respectively. After nding the solutions A 1 and A 2 to the smaller problems, the two subproblems are then a xed together by working on a 2 2 submatrix. The 2 2 problem has an explicit solution from the discussion in the preceding section. More signi cantly, the eigenvalues and the singular values for the two subproblems are given explicitly by (3.6) and (3.7), respectively. Therefore, by repeating the argument, each o f t h e t wo subproblems can further bedownsized. In this way, the original problem is eventually solved by rst dividing the problem into subproblems of blocks 2 2 or 1 1, and then by conquering these small blocks to build up the the original size. This divide and conquer process is similar to that occurred in the radix-2 fast Fourier transform. In the second case, the zero eigenvalues are rst taken out of consideration. The remaining data (3.11) constitute a new subproblem that can be solved by the divide and conquer process discussed in the rst case. Finally, the o -diagonal element de ned in (3.13) and the structure of A in (3.12) take the original singular values into account.
In an environment that allows a subprogram to invoke itself recursively, we can exploit this feature by providing a routine that does exactly one step of the divide-and-conquer procedure described above. As a simple example, in MATLAB syntax, this recursive algorithm can be conveniently expressed as the program in Table 3 .1. More details on the structure of the matrix under construction will be discussed in the next section. At this moment, note that the function svd eig calls itself which results in further splitting. In the nal return, the program produces a matrix A that has eigenvalues f 1 : : : n g and singular values f 1 : : : n g. Once A is constructed, any similarity transformation QAQ by an unitary matrix Q will maintain the same eigenvalues and singular values.
It should be pointed out that in the attached program we c hoose not to calculate the unitary matrices mentioned in the discussion. If desired, these matrices could be computed in a very e ciently way as we shall see in the next section. 4 . The Matrix Structure. It is necessary to make one important remark concerning the structure of the matrix we i n tend to construct. In his inductive proof, Horn assumes that both the intermediate matrices A 1 and A 2 are upper triangular matrices and that the diagonal entries are arranged in a certain order. See (3.8) and (3.9). Horn has never been speci c on how these assumptions can besatis ed, though their validity can be seen from the Schur decomposition theorem. In practice, however, it turns out that these assumptions cannot beachieved simply by permutations. It, in fact, involves a quite complicated procedure to rearrange the diagonal entries by unitary similarity transformations while maintaining the upper triangular structure. This procedure of rearrangement is one order more expensive than the divide and conquer algorithm described above.
One important contribution in our study is that the triangular structure is entirely unnecessary. The matrix A produced from our algorithm is generally not triangular. Unlike Horn's proof, we do not require to rst rearrange the diagonal entries and then perform the unitarily equivalent transformation to the middle 2 2 block. Instead, we modify the rst and the last rows and columns of the corresponding block diagonal V : (4. 3)
It is easy to see that A has the structure A = 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4 In the above, the symbol represents unchanged, original entries from A 1 or A 2 . The symbol denotes entries of A 1 or A 2 that are modi ed by scalar multiplications. Note that if an entry at was zero to begin with, then it remains zero after the scaling. Finally, w e u s e to represent possible new entries that were originally zero. It is important t o o b s e r v e that the zero pattern of in the rst(last) row is exactly the same as that of in the last( rst) row. A similarly observation holds for columns. Note also that the four corners of A follow f r o m ( 3 . 5 ) . 11 Clearly, the matrix A has singular values f 1 : : : n g. We need to show that A has eigenvalues f 1 : : : n g. If the procedure works, formulas (4.1) and (4.2) also suggest an e cient way to compute the unitary matrices if so desired.
We now examine the structure of A more closely and explain why our algorithm works. In contrast to (3.8) where A 1 and A 2 are upper triangular matrices, we shall assume in our induction hypothesis that the unitary matrices U i and V i have produced A i , i = 1 2, with the following properties:
(P1) Diagonal entries of A 1 and A 2 are in the order 2 : : : j and j+1 : : : n;1 respectively. (P2) Each A i is similar through permutations to a lower triangular matrix whose diagonal entries constitute the same set as the diagonal entries of A i . (Thus, each A i has precisely its own diagonal entries as its eigenvalues.) More speci cally, each A i has the following structure: 1. The rst row and the last row have the same zero pattern except that the lower-left corner is always zero. 2. The rst column and the last column have the same zero pattern except that the lower-left corner is always zero. If we can show that the a xed matrix A, de ned in (4.4), has exactly the same properties, the the induction principle implies that our algorithm is indeed a variation of Horn's original proof. Our implementation of making it operative t h e n becomes quite remarkable.
The general proof can be best argued through the graph theory. We suggest the book 7] as a general reference. Instead of providing the heavy machinery involved, we p r o vide a short-cut proof below. Consider the digraph G i corresponding to A i = a i st ], i = 1 2, where the directed edge from vertex s to vertex t is marked by the entry a i st . Then the property (P2) is equivalent t o the following statement: (P2') The graph G i contains no cycles of length greater than 1.
1'. Whenever there is an edge outgoing from the rst vertex, there is an edge outgoing from the last vertex, and vise versa. 2'. Whenever there is an edge ingoing into the rst vertex, there is an edge ingoing into the last vertex, and vise versa.
Let P i , i = 1 2, be the permutation matrix such that P T i A i P i is lower triangular. Let P := " P 1 P 2 # . Label the vertices of A as 1 : : : n where we identify 1 with the rst vertex in A 1 and n with the last vertex in A 2 . Since simultaneous permutations of rows and columns introduce isomorphic graphs, we conclude that P T AP is of the form 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 5 :
To facilitate the understanding, we have adopted some special symbols in the above to mark where the new edges connecting graphs G 1 and G 2 to form the graph for A are added:
represents generically any v alue from the list f 2 : : : j g. Likewise, represents any value from the list f j+1 : : : n;1 g. + 1 indicates a possible (and the only possible) edge outgoing from the vertex 1. Consequently, according to (P2.1'), a corresponding new edge outgoing from the vertex n could occur only at 1 . Similar meaning holds for + n and n .
; 1 indicates a possible (and the only possible) edge ingoing into the vertex 1. Consequently, according to (P2.2'), a corresponding new edge ingoing into the vertex n could occur only at 1 . Similar meaning holds for ; n and n . 13 It should be clear from the structure of P T AP that the matrix A indeed also enjoys properties (P1) and (P2). Our proof therefore is complete. Speci cally, we have proved that the rearrangement as is required in Horn's proof is not necessary. We have proved that modifying the "border" of the matrix " A 1 A 2 # as is done in our program will result in a matrix with eigenvalues f 1 : : : n g and singular values f 1 : : : n g. 5. A Symbolic Example. The recursive process and the structure of the resulting matrices are quite complicated. It perhaps will be helpful if we illustrate the idea by tracing symbolically one possible scenario of our algorithm in details.
Consider the case n = 6. For clarity, we shall denote the splitting index j, the corresponding , a n d (See (3.2) and (3.3)) at the`-th step by j` `a nd `, respectively. Let each non-empty box in the diagram below represents a matrix to beconstructed with values at the top row and the bottom row in each box as the corresponding eigenvalues and singular values, respectively. For reference, we also mark down on the right side of the down-pointing arrow the eigenvalues and the singular values of the associated 2 2 matrix that will be used to a x matrices together.
Suppose, for a certain set of eigenvalues 1 : : : 6 and singular values 1 : : : 6 , that our algorithm results in splittings at j 1 = 5 , j 2 = 2 , and j 3 = 1 . The data available for construction are as follows: well known class of eigenvalue test matrices. We use the eigenvalues and singular values of these matrices from size 2 to 21 as the test data. In Figure 6 .1 we report the discrepancy in eigenvalues and singular values between our constructed matrices and Wilkinson's matrices. Again, the discrepancy is in the range of machine accuracy. It is interesting to represent these 21 21 matrices by 3-D mesh surfaces in Figure 6 .2. It is also interesting to note that the matrices constructed by our algorithm are nearly but not symmetric. ). The matrix being constructed usually is not symmetric and is complex-valued, if complex eigenvalues are present. Numerical experiment on some very challenging problems suggests that our method is quite robust.
