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Аннотация. Мы изучаем некоторые интерполяционные задачи в
пространствах Lp(M), 0 < p < ∞, матричнозначных функций, ко-
торые являются p-интегрируемыми относительно матричной меры
M на замкнутой спрямляемой жордановой кривой Γ. Оказывается,
что решения этих задач зависят не только от M и p, но также от
расположения Γ относительно начала координат. Также мы вводим
и изучаем понятия J -регулярности и J -сингулярности Lp(M), кото-
рые аналогичны тем, которые были введены Брукнером для слабо
стационарных случайных процессов.
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Введение
Обозначения. Посредством C,Z,N0 и N обозначаем, соответствен-
но, множества комплексных, целых, неотрицательных целых и на-
туральных чисел. Всюду в работе n обозначает некоторое натураль-
ное число. Посредством Cn,Cn×n,C
≥
n×n обозначаем, соответственно,
n-мерное унитарное пространство над C, алгебру всех комплексных
n×n матриц (или, эквивалентно, алгебру всех линейных операторов в
C
n) и конус всех неотрицательно-определенных матриц из Cn×n. Для
X ∈ Cn×n обозначаем X
∗, trX, ‖X‖E := (tr(X
∗X))
1
2 , KerX, R(X),
соответственно, сопряженную матрицу, след, евклидову норму, ядро
и область значений матрицы X. Если X ∈ C≥n×n и r ∈ (0,∞), то
Xr есть матрица, определяемая функциональным исчислением для
эрмитовых матриц. Для подпространства L ⊆ Cn посредством QL
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обозначается ортопроектор в Cn на L, а In обозначает единичную
матрицу порядка n.
Если S есть подмножество некоторого левого Cn×n модуля, то ∨S
обозначает его левую Cn×n-линейную оболочку, т.е. множество всех
элементов вида
∑l
j=1XjFj , Xj ∈ Cn×n, Fj ∈ S, j = 1, . . . , l, l ∈ N.
Если S есть подмножество некоторого метрического пространс-
тва, то S означает его замыкание.
Если p ∈ [1,∞) то q означает следующую зависящую от p вели-
чину: q = p
p−1 , если p ∈ (1,∞), и q =∞, если p = 1.
Наконец, T := {z ∈ C : |z| = 1}, любой нулевой элемент обозна-
чается 0, а ∅ обозначает пустое множество.
Пусть Γ есть замкнутая спрямляемая кривая Жордана в компле-
ксной плоскости, ∆ — ее внутренность, ∆o — ее внешность, L(Γ) —
σ-алгебра ее борелевских подмножеств, а γ — мера длины дуги на
L(Γ). Для C≥n×n-значной меры M на L(Γ) можно ввести пространс-
тво Lp(M), p ∈ (0,∞) всех Cn×n-значных функций (точнее, классов
эквивалентности таких функций), которые в некотором смысле p-
интегрируемы относительно M , см. [1,2], а также [3]. В работе [4] мы
изучили плотность множества Cn×n-значных многочленов в L
p(M).
Если Γ = T и p = 2, такой вопрос естественным образом возникает
в связи с линейной экстраполяцией многомерных слабо стационар-
ных случайных последовательностей. В настоящей работе мы изуча-
ем плотность множеств, связанных с линейной интерполяцией таких
последовательностей. В этом смысле данную работу можно рассма-
тривать как продолжение работы [4].
Первыми работами о линейной интерполяции слабо стационарных
случайных последовательностей были [5] и [6] в одномерном случае,
т.е. при n = 1, и [7–10] в многомерном случае. Если смотреть на T не
как на кривую в C, а как на компактную абелеву группу, то полу-
чаются обобщения интерполяционной задачи в рамках абстрактного
гармонического анализа. В этом направлении существует большое
количество работ, см., например, [11–16]. Все они изучают случай
p = 2. Для n = 1 более общий случай p ∈ (1,∞) возникает в тео-
рии одномерных гармонизуемых устойчивых процессов, см. [17–19].
Обобщения на p ∈ (1,∞) и n > 1 даны в [20], однако без всякой
теоретико-вероятностной интерпретации.
Для более явного описания задач, рассматриваемых в настоящей
работе, введем функцию
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J(ζ) := ζIn, ζ ∈ Γ.
Мы будем предполагать, что мераM такова, что все функции Jk, k ∈
Z, принадлежат левому Cn×n-модулю L
p(M), p ∈ (0,∞). Тогда мо-
жно поставить следующую задачу:
(P) Пусть K есть конечное, возможно пустое, подмножество мно-
жества Z. Для каких p ∈ (0,∞) и для каких M множество
ΛK := ∨{J
k : k ∈ Z\K}
является плотным в Lp(M)?
Оказывается, ответ на вопрос (P) зависит не только от p и M ,
но и от положения точки 0 относительно кривой Γ. Если 0 ∈ Γ,
то, по-видимому, трудно получить содержательные результаты. Если
0 ∈ ∆o, то для любого k ∈ Z функция J
k аналитична на ∆ ∪ Γ и ее
можно равномерно, а значит и относительно метрики пространства
Lp(M), приблизить Cn×n-значными многочленами. Поскольку в дан-
ном случае умножение на J есть гомеоморфизм пространства Lp(M),
легко доказывается, что ΛK плотно в L
p(M) тогда и только тогда,
когда множество Cn×n-значных многочленов плотно в L
p(M). Изу-
чению последней и некоторых родственных задач посвящена рабо-
та [4]. Наконец, если 0 ∈ ∆, то многие результаты, известные для T,
можно перенести на произвольную кривую Γ. Отметим еще, что в
работе [21], которая, вероятно, является первой, в которой изучались
вопросы типа (P) для n = 1, также предполагалось 0 ∈ ∆.
В первом параграфе мы напоминаем некоторые факты о про-
странствах Lp(M). В параграфе 2 мы вначале установим, что сингу-
лярная (относительно γ) часть меры M не влияет на ответ на вопрос
(P). После этого, с помощью одного фундаментального результата
Привалова [22] мы докажем лемму 2.1, которая будет исходным пун-
ктом почти всех рассуждений данной работы. Из этой леммы следует
плотность множества Λ∅ в L
p(M). Тогда легко доказывается, что для
p ∈ (0, 1) и 0 ∈ ∆ множество ΛK всегда плотно в L
p(M).
Если p ∈ [1,∞), ответ на (P) не так прост. Поскольку Lp(M), p ∈
[1,∞) является банаховым пространством, то в нашем распоряжении
теория дуальных пространств. Кроме того, оказывается полезным
введение второй шкалы банаховых пространств, которые определя-
ются с помощью так называемого интеграла Хеллингера.Для слу-
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чая p = 2 такой метод был предложен в [10, 23] и усовершенствован
в [12,16]. Перенесение на случай p ∈ (1,∞) дано в [20]. Все эти работы
относятся к случаю, когда Γ имеет групповую структуру. В третьем
параграфе данной работы мы доказываем аналогичные результаты
для жордановой кривой Γ.
Обобщая понятия линейной регулярности и линейной сингулярно-
сти слабо стационарных случайных процессов, Брукнер [24] ввел по-
нятия J -регулярности и J -сингулярности, где J есть какое-то семей-
ство подмножеств множества параметров процесса. По аналогии, в
параграфе 4 мы введем понятия J -регулярности и J -сингулярности
пространства Lp(M). Для двух специальных семейств J , а именно,
для множества всех одноточечных подмножеств и для множества
всех конечных подмножеств множества Z, мы установим критерии
J -регулярности.
Поскольку на T функция Jk совпадает с (J∗)−k, k ∈ Z, то суще-
ствует другое разумное обобщение интерполяционной задачи:
(P˜) Пусть K — конечное подмножество множества N0 и K˜ — ко-
нечное подмножество множества N, причем K и/или K˜ могут
быть пустыми. Для каких p ∈ (0,∞) и для каких M множество
∨{Jk : k ∈ N0\K}+ ∨{(J
∗)k : k ∈ N\K˜}
плотно в Lp(M)?
Пятый параграф содержит некоторые частичные ответы на по-
ставленный вопрос. При этом основная идея решения отличается от
метода параграфов 2–4 и совпадает с методом в [4]. В самом деле,
многие результаты могут быть получены в этом случае из соответ-
ствующих фактов для T путем конформного отображения.
Отметим, наконец, что результаты настоящей работы с некото-
рыми очевидными изменениями остаются верными для несколько бо-
лее общих пространств Lp(M ;Cm×n; ‖ · ‖), определенных в [4, пара-
граф 3].
1. Пространства Lp(M)
В этом параграфе мы кратко приведем основные факты о про-
странствах Lp(M). Несколько более подробное введение в теорию
этих пространств дано в [4, параграф 3].
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Пусть Γ — замкнутая спрямляемая кривая Жордана и M есть
C
≥
n×n-значная мера на L(Γ). Выбираем какую-нибудь регулярную не-
отрицательную σ-конечную меру σ на L(Γ), относительно которой
M абсолютно непрерывна. Тогда производная Радона–Никодима dM
dσ
будет C≥n×n-значной функцией, интегрируемой относительно σ.
Если p ∈ (0,∞), то посредством Lp(M) обозначается пространство
всех (классов эквивалентности) функций F : Γ → Cn×n таких, что
функция F
(
dM
dσ
) 1
p измерима и
|||F |||p :=
( ∫
Γ
∥∥∥F(dM
dσ
) 1
p
∥∥∥p
E
dσ
) 1
p
<∞.
Кроме того, посредством L∞(M) обозначим пространство всех (клас-
сов эквивалентности) функций F : Γ → Cn×n таких, что функция
FQR( dMdσ )
измерима и
|||F |||∞ := ess sup
σ
‖FQR( dMdσ )
‖E <∞.
При этом ess supσ означает существенную верхнюю грань относитель-
но меры σ.
Можно доказать, что определение этих пространств не зависит
от выбора меры σ. Напомним, что Lp(M) является левым Cn×n-
модулем, т.е. из X ∈ Cn×n и F ∈ L
p(M) следует XF ∈ Lp(M). Если
p ∈ (0, 1), то Lp(M) есть пространство Фреше относительно метрики
|||F − G|||pp, F,G ∈ Lp(M). Если p ∈ [1,∞], оно является банаховым
пространством с нормой ||| · |||p. Подобно скалярному случаю, для
p ∈ [1,∞) можно описать дуальное пространство.
Лемма 1.1 (ср. [4, лемма 3.3]). Пусть p ∈ [1,∞). Тогда для ка-
ждой функции G ∈ Lq(M) посредством
F → tr
∫
Γ
F
dM
dσ
G∗dσ, F ∈ Lp(M), (1.1)
определяется ограниченный линейный функционал на Lp(M). Обра-
тно, каждый такой функционал имеет вид (1.1). При этом норма
функционала равна |||G|||q.
Если F ∈ Lp(M) и G ∈ Lq(M) такие, что
∫
Γ F
dM
dσ
G∗dσ = 0, то
пишем F ⊥ G, а если S есть подмножество пространства Lp(M), то
определим S⊥ := {G ∈ Lq(M) : F ⊥ G для всех F ∈ S}, p ∈ [1,∞).
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Заметим в связи с данным определением, что условия на функцию
G: ∫
Γ
F
dM
dσ
G∗dσ = 0, для всех F ∈ S, (1.2)
и
tr
∫
Γ
F
dM
dσ
G∗dσ = 0, для всех F ∈ S, (1.3)
являются эквивалентными в случае, когда S является подмодулем.
Действительно, предположим, что (1.3) выполнено, но матрица A =
(ai,j)
N
i,j=1 :=
∫
Γ F
dM
dσ
G∗dσ для некоторого F ∈ S имеет ненулевой эле-
мент ai0,j0 =: b. Тогда для функции F1 := E˜F , где E˜ = (e˜i,j)
N
i,j=1,
e˜i,j = δi,j0δj,i0 , матрица A будет содержать единственный ненулевой
элемент b, расположенный на диагонали. Согласно (1.3) b должен
равняться нулю. Полученное противоречие показывает, что из (1.3)
следует (1.2), а обратное очевидно.
Учитывая лемму 1.1 заключаем, что в случае подмодуля S под
S⊥ можно понимать множество всех ограниченных линейных фун-
кционалов на Lp(M), которые равны нулю на S.
2. Решение задачи (P), если p ∈ (0, 1) и 0 ∈ ∆
Пусть
M =Ma +Ms (2.4)
есть разложение меры M в сумму абсолютно непрерывной части Ma
и сингулярной части Ms относительно меры γ. Существуют такие
множества Ba, Bs ∈ L(Γ), что Ba ∪ Bs = Γ, Ba ∩ Bs = ∅, Ms(Ba) =
0, γ(Bs) = 0. Мера Ma имеет вид
dMa =Wdγ
с некоторой C≥n×n-значной суммируемой относительно γ функцией
W .
Покажем, что для любой замкнутой спрямляемой жордановой
кривой Γ мера Ms не влияет на ответ на вопрос (P). Заметим, что
разложение (2.4) влечет разложение пространства Lp(M) в прямую
сумму пространств Lp(Ma) и L
p(Ms). Далее, в [4, лемма 4.3] было
установлено включение Lp(Ms) ⊆ ∨{Jk : k ∈ N0}, где замыкание бе-
рется относительно метрики пространства Lp(M). Поскольку умно-
жение на J есть непрерывное отображение в Lp(M), то для любого
κ ∈ N0 получаем
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JκLp(Ms) ⊆ ∨{Jk : k ∈ N0 + κ}. (2.5)
Напомним, что при формулировке задачи (P) предполагалось, что
Jk ∈ Lp(M), k ∈ Z. Если 0 /∈ Γ, это не накладывает дополнитель-
ного условия на M , но если 0 ∈ Γ, такое требование, в частности,
означает, что точечная масса M({0}) меры M в точке 0 равна нулю.
Но тогда оператор умножения на Jκ переводит Lp(Ms) на плотное в
Lp(Ms) множество (см. рассуждения в [4, параграф 6]). Следователь-
но, из (2.5) вытекает включение
Lp(Ms) ⊆ ∨{Jk : k ∈ N0 + κ}. (2.6)
Теперь с помощью (2.6), подобным образом, как было доказано след-
ствие 4.2 в [4], можно установить следующую теорему.
Теорема 2.1. Пусть p ∈ (0,∞) и S есть подмножество пространс-
тва Lp(M) такое, что для некоторого κ ∈ N0 все функции J
k, k ∈
N0+κ, принадлежат S. Кроме того, пусть M({0}) = 0, если 0 ∈ Γ.
Тогда для плотности множества ∨S в Lp(M) необходимо и доста-
точно, чтобы ∨(1BaS) было плотным в L
p(Ma). Здесь 1Ba обознача-
ет характеристическую функцию множества Ba.
Для γ-п.в. ζ ∈ Γ существует касательная к кривой Γ в точке ζ.
Пусть α(ζ) есть угол между положительным направлением оси аб-
сцисс и этой касательной. Отметим, что на L(Γ) имеет место равен-
ство dζ = ei argα(ζ)γ(dζ), ζ ∈ Γ, в смысле равенства C-значных мер.
Пусть теперь кривая Γ такая, что 0 принадлежит ее внутренности
∆. Следующая лемма является следствием одного фундаментального
результата Привалова и играет центральную роль в данной работе.
Лемма 2.1. Пусть 0 ∈ ∆ и K — конечное, возможно пустое, под-
множество множества Z. Для любой Cn×n-значной функции X на
Γ, суммируемой относительно γ, следующие два условия эквива-
лентны:
(i)
∫
Γ J
l
Xdγ = 0, l ∈ Z\K,
(ii) X имеет форму
X = ei argα
∑
k∈(−K−1)
XkJ
k γ-п.в. (2.7)
с некоторыми Xk ∈ Cn×n, k ∈ (−K − 1).
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Если K = ∅, то (2.7) понимается в смысле X = 0 γ-п.в.
Доказательство. Пусть вначале K непусто. Обозначим k0 := 1 +
maxK, где maxK означает наибольшее число из K, и рассмотрим
функцию
X̂(z) :=
1
2pii
∫
Γ
e−i argα(ζ)(J(ζ))k0X(ζ)(ζ − z)−1dζ
=
1
2pii
∫
Γ
(J(ζ))k0X(ζ)(ζ − z)−1γ(dζ), z ∈ ∆ ∪∆o. (2.8)
При |z|, достаточно близких к 0, имеем
X̂(z) =
1
2pii
∞∑
j=0
zj
∫
Γ
Jk0−j−1X dγ,
а при |z|, достаточно больших,
X̂(z) = −
1
2pii
∞∑
j=0
z−j−1
∫
Γ
Jk0+jX dγ.
Поэтому из условия (i) и теоремы единственности для голоморфных
функций следует, что X̂(z) =
∑
k∈(−K−1+k0)
X̂kz
k, z ∈ ∆, с неко-
торыми X̂k ∈ Cn×n, k ∈ (−K − 1 + k0), и X̂(z) = 0, z ∈ ∆o. Та-
ким образом, (2.8) является интегралом Коши. В силу следствия б)
в [22, с. 190] имеет место e−i argαJk0X =
∑
k∈(−K−1+k0)
X̂kJ
k γ-п.в.,
что влечет выполнение (ii). С другой стороны, прямые вычисления
показывают, что из (ii) следует (i).
Для пустого множестваK аналогично, но проще, устанавливается
эквивалентность условия (i) и равенства X = 0 γ-п.в.
Первым применением леммы 2.1 является доказательство плотно-
сти Λ∅ в L
p(M).
Теорема 2.2. Пусть p ∈ (0,∞) и 0 ∈ ∆. Тогда Λ∅ плотно в L
p(M).
Доказательство. В силу теоремы 2.1 мы можем предположить, что
dM =Wdγ. Пусть вначале p ∈ [1,∞). Учитывая лемму 1.1, заключа-
ем, что Λ∅ плотно в L
p(M) тогда и только тогда, когда для каждой
функции G ∈ Lq(M) из
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Γ
JkWG∗ dγ = 0, k ∈ Z, (2.9)
следует равенство G = 0 в Lq(M). Используя лемму 2.1 из (2.9),
получаем равенство WG∗ = 0 γ-п.в., которое влечет за собой G = 0
в Lq(M). Если p ∈ (0, 1), теорема вытекает из [4, лемма 3.1] и только
что установленного результата.
Теперь мы можем легко доказать, что для p ∈ (0, 1) каждое мно-
жество ΛK плотно в L
p(M). Отметим, что аналогичный результат
для бесконечной компактной абелевой группы вместо кривойЖорда-
на содержится в рукописи: L. Klotz, K.–D. Ku¨rsten, Density of systems
of trigonometric polynomials in Lp, 0 < p < 1.
Лемма 2.2 (ср. упражнение 11 главы 1 в [25]). Пусть F есть
топологическое векторное пространство, не имеющее других выпук-
лых открытых множеств кроме ∅ и F . Пусть L является линей-
ным подмножеством в F с конечной коразмерностью. Тогда L пло-
тно в F .
Доказательство. Обозначим посредством L замыкание L в F . Фак-
тор-пространство F/L конечномерно, значит, локально выпукло. По-
скольку фактор-отображение пространства F на F/L непрерывно,
то оно обязательно является нулевым отображением. Следовательно,
F/L есть нулевое пространство, т.е. L = F .
Теорема 2.3. Пусть p ∈ (0, 1) и 0 ∈ ∆. Тогда ΛK плотно в L
p(M)
для каждого конечного множества K ⊆ Z.
Доказательство. Снова примем без ограничения общности, что
dM = Wdγ. Учитывая, что для F ∈ Lp(M) мера ‖FW
1
p ‖pEdγ обла-
дает свойством Дарбу, см. предложение 7 на странице 26 в [26], и
используя рассуждения, аналогичные рассуждениям в [25, с. 46], мы
можем легко показать, что Lp(M), p ∈ (0, 1), не имеет других выпу-
клых открытых множеств кроме ∅ и Lp(M). Поскольку в силу тео-
ремы 2.2 коразмерность замыкания множества ΛK в L
p(M) конечна,
требуемый результат следует из леммы 2.2.
3. Решение задачи (P), если p ∈ [1,∞) и 0 ∈ ∆
Пусть p ∈ [1,∞) и ΛK,p — замыкание множества ΛK в пространст-
ве Lp(M). Если 0 ∈ ∆, то в силу леммы 1.1 и теоремы 2.2 множест-
во ΛK,p
⊥
является конечномерным подпространством пространства
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Lq(M). Для более явного его описания мы введем вторую шкалу ба-
наховых пространств. Для этого предположим, что M абсолютно не-
прерывна, т.е. dM = Wdγ. Если X ∈ C≥n×n, то C
n распадается в
ортогональную сумму Cn = R(X)⊕KerX. Пусть
X =
(
X1 0
0 0
)
есть соответствующее блочно-матричное представление для X. По-
скольку X1 обратима, мы можем ввести матрицу
X# :=
(
X−11 0
0 0
)
,
где X−11 означает обратную к X1 матрицу.
Для p ∈ [1,∞] обозначим посредством Lp(W ) пространство всех
(классов эквивалентности) измеримых функций Φ : Γ→ Cn×n таких,
что KerW ⊆ KerΦ γ-п.в. и
|Φ|p :=
( ∫
Γ
∥∥∥Φ(W#) 1q ∥∥∥p
E
dγ
) 1
p
<∞, если p ∈ (1,∞),
|Φ|1 :=
∫
Γ
∥∥ΦQR(W )∥∥E dγ <∞, если p = 1,
|Φ|∞ := ess sup
γ
∥∥ΦW#∥∥
E
<∞, если p =∞.
Легко показывается, что Lp(W ) есть левый Cn×n-модуль и | · |p яв-
ляется нормой. Непосредственно проверяется справедливость следу-
ющей леммы:
Лемма 3.1. Пусть p ∈ [1,∞) и dM = Wdγ. Тогда отображение
Up : F → FW , F ∈ L
p(M), осуществляет изометрический изомор-
физм между Lp(M) и Lp(W ). Обратное отображение U−1p задается
следующим образом: U−1p Φ = ΦW
#, Φ ∈ Lp(W ).
Используя леммы 1.1 и 3.1, несложно получить следующий ре-
зультат:
Лемма 3.2. Пусть p ∈ [1,∞). Тогда для каждой функции Ψ∈Lq(W )
посредством
Φ→ tr
∫
Γ
ΦW#Ψ∗ dγ, Φ ∈ Lp(W ), (3.10)
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определяется ограниченный линейный функционал на Lp(W ). Обра-
тно, каждый такой функционал имеет вид (3.10). При этом норма
функционала равна |Ψ|q.
Теперь мы можем дать описание пространства ΛK,p
⊥
. Для этого
рассмотрим множество всех функций вида
e−i argα
∑
k∈(−K−1)
Yk(J
∗)k
с некоторыми Yk ∈ Cn×n, k ∈ (−K−1), и обозначимNK,p пересечение
этого множества с Lp(W ), p ∈ [1,∞].
Лемма 3.3. Пусть 0 ∈ ∆ и dM =Wdγ. Тогда для p ∈ [1,∞) имеет
место равенство UqΛK,p
⊥
= NK,q.
Доказательство. Результат получается поочередным применением
лемм 1.1, 2.1 и 3.1.
Согласно теореме 2.1 при изучении плотности ΛK в L
p(M) мы
можем предположить, чтоM абсолютно непрерывна относительно γ.
Поскольку ΛK плотно в L
p(M) тогда и только тогда, когда ΛK,p
⊥
=
{0}, то из леммы 3.3 мы непосредственно получим некоторые крите-
рии плотности. Они еще немного упрощаются, если учесть, что умно-
жение на ei argα есть изометрия, а умножение на J∗ есть гомеомор-
физм в Lp(M). Результаты собраны в следующей теореме.
Теорема 3.1. Пусть p ∈ [1,∞), 0 ∈ ∆ и K есть непустое конечное
подмножество множества Z. Линейное множество ΛK плотно в
Lp(M) тогда и только тогда, когда для любой Cn×n-линейной ком-
бинации T функций (J∗)k, k ∈ (−K), такой, что
KerW ⊆ KerT γ − п.в., (3.11)
a) в случае p ∈ (1,∞) интеграл∫
Γ
∥∥T (W#) 1p∥∥q
E
dγ (3.12)
равен 0 или ∞,
b) в случае p = 1 существенная верхняя грань
ess sup
γ
∥∥TW#∥∥
E
(3.13)
равна 0 или ∞.
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В частности, если K — одноточечное множество, то для пло-
тности ΛK в L
p(M) необходимо и достаточно, чтобы для каждой
матрицы X ∈ Cn×n с KerW ⊆ KerX γ-п.в. интеграл∫
Γ
∥∥X(W#) 1p∥∥q
E
dγ
(в случае p ∈ (1,∞)) или существенная верхняя грань
ess sup
γ
∥∥XW#∥∥
E
(в случае p = 1) либо равны 0, либо равны ∞.
Равенство ΛK,p = L
p(M) имеет место для всех конечных под-
множеств множества Z тогда и только тогда, когда для каждой
Cn×n-линейной комбинации T функций (J
∗)k, k ∈ Z, такой, что
выполняется (3.11),
c) в случае p ∈ (1,∞) интеграл (3.12) равен 0 или ∞,
d) в случае p = 1 существенная верхняя грань (3.13) равна 0 или
∞.
4. J0-регулярность и Jc-регулярность
В связи с восходящими к Брукнеру [24] обобщениями понятий ли-
нейной регулярности и линейной сингулярности слабо стационарного
случайного процесса напрашивается следующее определение.
Определение 4.1. Пусть p ∈ (0,∞) и J — некоторое семейство
непустых конечных подмножеств множества Z. Пространство
Lp(M) называется J -регулярным, если
⋂
K∈J ΛK,p = {0}. Оно на-
зывается J -сингулярным, если ΛK,p = L
p(M) для всех K ∈ J .
В настоящем параграфе мы рассмотрим два специальных семей-
ства, а именно, семейство J0 всех одноточечных множеств и семей-
ство Jc всех конечных множеств. Опять предположим, что 0 ∈ ∆. То-
гда согласно теореме 2.3 пространство Lp(M), p ∈ (0, 1), J -сингуляр-
но для всякого семейства J . Далее, для p ∈ [1,∞) результаты о J0-
сингулярности и Jc-сингулярности были сформулированы в теоре-
ме 3.1. Поэтому здесь мы ограничимся изучением J0-регулярности
и Jc-регулярности в случае p ∈ [1,∞). Следующий простой факт,
доказательство которого мы опускаем, оказывается очень полезным.
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Лемма 4.1. Предположим, что p ∈ [1,∞), 0 ∈ ∆ и M имеет вид
dM = Wdγ. Пусть J — некоторое семейство непустых конечных
подмножеств множества Z. Тогда для J -регулярности прост-
ранства Lp(M) необходимо и достаточно плотности множества
∨K∈JUqΛK,p
⊥
в Lq(W ).
Теорема 4.1. Пусть p ∈ (1,∞) и 0 ∈ ∆. Пространство Lp(M) яв-
ляется J0-регулярным тогда и только тогда, когда выполняются
следующие три условия:
(i) Мера M имеет вид dM =Wdγ,
(ii) Существует подпространство L ⊆ Cn такое, что R(W ) = L
γ-п.в.,
(iii)
∫
Γ
∥∥(W#) qp∥∥
E
dγ <∞.
Доказательство. Необходимость.
(i): Это следует из включения (2.6).
(ii): Поскольку мера M конечна, имеем
∫
Γ ‖W‖E dγ < ∞, значит,∫
Γ
∥∥W 1q ∥∥q dγ = ∫Γ ‖W‖ dγ < ∞ для обычной операторной нормы
‖ · ‖. Следовательно,
∫
Γ
∥∥W (W#) 1p∥∥q dγ = ∫Γ ∥∥W 1q ∥∥q dγ < ∞, т.е.
W ∈ Lq(W ). В силу лемм 4.1 и 3.3 существуют последовательность
{Kj}j∈N, где Kj = {kj}, kj ∈ Z, j ∈ N, и последовательность фун-
кций {Tj}j∈N вида Tj = e
−i argαYkj ,j(J
∗)kj , Ykj ,j ∈ Cn×n, j ∈ N, такие,
что
KerW ⊆ KerYkj ,j , γ − п.в., j ∈ N, (4.14)∫
Γ
∥∥Ykj ,j(W#) 1p∥∥qE dγ <∞, j ∈ N, (4.15)
и limj→∞ Tj = W в пространстве L
q(W ). Используя лемму 3.1, по-
лучим, что {U−1q Tj}j∈N = {TjW
#}j∈N стремится в L
q(M) к фун-
кции U−1q W = WW
# = QR(W ). Тогда из [4, Лемма 3.1] вытекает,
что limj→∞
∫
Γ
∥∥(TjW# −QR(W ))W∥∥E dγ = 0. Но в силу (4.14) имеем∫
Γ
∥∥(TjW# −QR(W ))W∥∥E dγ = ∫Γ ‖Tj −W‖E dγ. Следовательно,
lim
j→∞
∫
Γ
Tj dγ =
∫
Γ
W dγ (4.16)
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относительно евклидовой метрики в Cn×n. Поскольку из (4.14) выте-
кает включение KerW ⊆ Ker
(∫
Γ Tjdγ
)
γ-п.в., j ∈ N, то (4.16) дает
KerW ⊆ Ker
(∫
ΓWdγ
)
γ-п.в. Обратное включение Ker
(∫
ΓWdγ
)
⊆
KerW γ-п.в. является известным фактом, см. [27, лемма 3.2(а)], так
что
Ker
( ∫
Γ
W dγ
)
= KerW γ-п.в. (4.17)
Наконец, поскольку W является C≥n×n-значной функцией, из (4.17)
непосредственно следует, что для пространства L := R(
∫
ΓWdγ) име-
ет место равенство R(W ) = L γ-п.в.
(iii): Положим X :=
∫
ΓWdγ. Из (4.15) следует, что
∫
Γ
∥∥∥∥∥
( ∫
Γ
Tj dγ
)(
W#
) 1
p
∥∥∥∥∥
q
E
dγ <∞, j ∈ N.
Из (4.16) следует, что KerX ⊇ Ker
∫
Γ Tj dγ для всех j, начиная с
некоторого j0 ∈ N. Следовательно, существует матрица Y ∈ Cn×n,
такая, что
X = Y
∫
Γ
Tj0 dγ. (4.18)
Действительно, в качестве Y можно взять следующую матрицу или
оператор в Cn:
Y x =
{
0, x ∈ KerX,
XT+x, x ∈ (Cn ⊖KerX) (⊆ (Cn ⊖KerT ))
,
где T+ есть оператор в Cn, псевдообратный к T (см. [28, стр. 265]).
Из (4.18) следует, что
∫
Γ
∥∥X(W#) 1p∥∥q
E
dγ <∞, т.к.
∫
Γ
∥∥∥∥∥
( ∫
Γ
Tj0 dγ
)(
W#
) 1
p
∥∥∥∥∥
q
E
dγ <∞.
Следовательно,
∫
Γ
∥∥X#X(W#) 1p∥∥q
E
dγ<∞. Поскольку X#X=QR(X)
= QR(W ) γ-п.в., то
∫
Γ
∥∥(W#) 1p∥∥q
E
dγ =
∫
Γ
∥∥QR(W )(W#) 1p∥∥qE dγ < ∞,
что дает
∫
Γ
∥∥(W#) qp∥∥
E
dγ <∞.
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Достаточность. Для k ∈ Z введем функцию e−i argα(J∗)(−k−1)QL.
В силу (iii) и леммы 3.3 она принадлежит UqΛ{k},p
⊥
, k ∈ Z. Допу-
стим, что Lp(M) не является J0-регулярным пространством. Тогда из
лемм 4.1, 3.2 и 3.3 легко вытекает существование ненулевой функции
Φ ∈ Lp(W ) такой, что
∫
Γ e
−i argα(J∗)kW#Φ∗dγ = 0, k ∈ Z. Следова-
тельно, согласно лемме 2.1 имеем ΦW# = 0 γ-п.в., что дает Φ = 0 в
L
p(W ), вопреки нашему предположению.
Теорема 4.2. Пусть p ∈ (1,∞) и 0 ∈ ∆. Пространство Lp(M) яв-
ляется Jc-регулярным тогда и только тогда, когда выполняются
следующие три условия:
(i) Мера M имеет вид dM =Wdγ,
(ii) Функция W имеет постоянный ранг γ-п.в.,
(iii) Существуют непустое конечное множество K ⊆ Z и функция
T вида T =
∑
k∈K Yk(J
∗)k с некоторыми Yk ∈ Cn×n, k ∈ K, и
такая, что KerT = KerW γ-п.в. и∫
Γ
∥∥T (W#) 1p∥∥q
E
dγ <∞. (4.19)
Доказательство. Необходимость.
(i): Это следует из включения (2.6).
(ii): В доказательстве теоремы 4.1 было показано, что W ∈ Lq(W ).
Согласно леммам 4.1 и 3.3 существует последовательность {Kj}j∈N
непустых конечных подмножеств множества Z и последовательность
функций {Tj}j∈N вида Tj = e
−i argα
∑
k∈Kj
Yk,j(J
∗)k, Yk,j ∈ Cn×n, k ∈
Kj , j ∈ N, такие, что
KerW ⊆ KerTj γ − п.в., j ∈ N, (4.20)∫
Γ
∥∥Tj(W#) 1p∥∥qE dγ <∞, j ∈ N, (4.21)
и
lim
j→∞
∫
Γ
∥∥(Tj −W )(W#) 1p∥∥qE dγ = 0. (4.22)
Из (4.22) следует существование подпоследовательности {Tjl}l∈N та-
кой, что liml→∞(Tjl−W )(W
#)
1
p = 0 γ-п.в. Значит, в силу (4.20) имеем
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lim
l→∞
Tjl =W γ-п.в. (4.23)
в Cn×n.
Пусть r есть наибольший ранг, который значения функции W
имеют на множестве положительной меры γ. Поскольку ранг явля-
ется полунепрерывной снизу функцией на Cn×n, (4.23) влечет за со-
бой существование числа m ∈ N и множества B ∈ L(Γ) такого, что
γ(B) > 0 и ранг матрицы Tm(ζ) не меньше r для γ-п.в. ζ ∈ B. Из
формы функции Tm видно, что ранг матрицы Tm(ζ) не меньше r
для γ-п.в. ζ ∈ Γ, а тогда из самого определения пространства Lq(W )
следует, что функцияW имеет такое же свойство. В силу максималь-
ности r заключаем, что W имеет постоянный ранг γ-п.в.
(iii): Легко видеть, что функция T := ei argαTm обладает всеми ука-
занными свойствами.
Достаточность. Пусть выполняются условия (i)–(iii), но прос-
транство Lp(M) не является Jc-регулярным. Тогда из лемм 4.1, 3.2
и 3.3 следует существование ненулевой функции Φ ∈ Lp(W ) такой,
что
∫
Γ e
i argαJkΦW#T ∗ dγ = 0, k ∈ Z. Следовательно,
ΦW#T ∗ = 0 γ − п.в. (4.24)
в силу леммы 2.1. Но равенство KerT = KerW γ-п.в. дает R(T ∗) =
R(W ) = R(W#) γ-п.в., так что (4.24) имеет место тогда и только
тогда, когда ΦW# = 0 γ-п.в. Это противоречит условию Φ 6= 0 в
L
p(W ).
Отметим, что аналоги теорем 4.1 и 4.2 в контексте абстрактного
гармонического анализа были установлены ранее. А именно, аналог
теоремы 4.1 для компактной абелевой группы и p = 2 был доказан
в [13, теорема 5.3], а обобщение на p ∈ (1,∞) в [20, теорема 7.3].
Аналог теоремы 4.2 был получен в [11, теорема 1] для Tl, l ∈ N, и p =
2, а в [20, теорема 8.5] для некоторого класса локально-компактных
абелевых групп и p ∈ (1,∞).
Замечание 4.1. Если мы в теореме 4.1 вместо условия (iii) потребу-
ем, чтобы выполнялось условие ess supγ ‖W
#‖E <∞, а в теореме 4.2
вместо (4.19) чтобы было ess supγ ‖TW
#‖E <∞, то получим системы
условий, которые необходимы, соответственно, для J0-регулярности
и Jc-регулярности пространства L
1(M). Это доказывается аналоги-
чно случаю p ∈ (1,∞). С другой стороны, простые примеры пока-
зывают, что такие системы условий не достаточны. В самом деле,
для n = 1, Γ = T, M = γ все условия выполняются. Однако, L1(γ)
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не Jc-регулярно (и, тем более, не J0-регулярно), т.к. в силу леммы 4.1
это влекло бы плотность тригонометрических многочленов в L∞(γ).
Нам не известно, существует ли вообще ненулевая мера M , для ко-
торой L1(M) является Jc-регулярным.
5. Другое обобщение интерполяционной задачи
В данном параграфе мы изучаем задачу (P˜) (см. Введение). При
этом мы переносим некоторые результаты для единичной окружно-
сти T на случай замкнутой спрямляемой кривой Жордана Γ путем
конформного отображения.
Итак, пусть ϕ — конформное отображение открытого единичного
круга на ∆. Его непрерывное продолжение на замкнутый единичный
круг, как и сужение этого продолжения на T, обозначим также ϕ.
Обратное к ϕ отображение обозначим ψ. Для какой-то, вообще гово-
ря, векторнозначной меры µ на L(Γ) символ ψµ обозначает ее образ
при отображении ψ, т.е. (ψµ)(B) = µ(ϕ(B)), B ∈ L(T). Подобным
образом определим ϕν для меры ν на L(T).
Для p ∈ (0,∞] определим отображение V := Vϕ,p следующим
образом:
(V F )(·) := F (ϕ(·)), F ∈ Lp(M).
Введем еще следующие обозначения. Для κ ∈ Z пусть Lpκ(M) и
Lpκ(M )˜ — замыкания, соответственно, множеств ∨{Jk : k ∈ N0+κ} и
∨{(J∗)k : k ∈ N0+κ} относительно метрики пространства L
p(M), p ∈
(0,∞].
В [4, лемма 4.1] было установлено, что V является изометриче-
ским изоморфизмом между Lp(M) и Lp(ψM). При этом имеет место
равенство V Lp0(M) = L
p
0(ψM), см. [4, лемма 4.2]. Аналогично можно
доказать, что V Lp0(M )˜ = L
p
0(ψM )˜ . Из этих фактов и из того, что
множество Cn×n-значных тригонометрических многочленов плотно
в Lp(ψM), p ∈ (0,∞), непосредственно получаем следующий резуль-
тат.
Теорема 5.1. Пусть p ∈ (0,∞) и Γ — замкнутая спрямляемая кри-
вая Жордана. Тогда множество Lp0(M) + L
p
0(M )˜ плотно в L
p(M).
Из теоремы 5.1 легко вытекает следующая теорема.
Теорема 5.2. Пусть p ∈ (0, 1) и Γ — замкнутая спрямляемая кри-
вая Жордана. Пусть K — конечное подмножество множества N0
и K˜ — конечное подмножество множества N, причем K или K˜
могут быть пустыми.
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(i) Если 0 /∈ Γ или если 0 ∈ Γ и M({0}) = 0, тогда множество
∨{Jk : k ∈ N0\K}+ ∨{(J
∗)k : k ∈ N\K˜} (5.25)
плотно в Lp(M);
(ii) Если 0 ∈ Γ иM({0}) 6= 0, то для плотности множества (5.25)
в Lp(M) необходимо и достаточно, чтобы 0 /∈ K.
Доказательство. Утверждение (i) следует из теоремы 5.1 аналоги-
чно тому, как теорема 2.3 была выведена из теоремы 2.2. Необходи-
мость условия 0 /∈ K в (ii) очевидна. Покажем его достаточность.
Пусть F ∈ Lp(M). Используя утверждение (i) с множеством K ∪ {0}
вместо K, мы найдем последовательность
{Tj}j∈N ⊆
(
∨ {Jk : k ∈ N0\(K ∪ {0})}+ ∨{(J
∗)k : k ∈ N\K˜}
)
,
которая стремится к F −F (0) в Lp(M\M({0})δ0). Здесь δ0 обознача-
ет меру Дирака в точке 0. Последовательность {Tj + F (0)}j∈N при-
надлежит ∨{Jk : k ∈ N0\K} + ∨{(J
∗)k : k ∈ N\K˜} и стремится к
F в том же пространстве. Поскольку Tj(0) + F (0) = F (0), j ∈ N, то
из разложения Lp(M) = Lp(M\M({0})δ0) ∔ L
p(M({0})δ0) в прямую
сумму следует, что последовательность {Tj+F (0)}j∈N стремится к F
и относительно метрики пространства Lp(M).
Для p ∈ [1,∞) у нас есть только некоторые частичные ответы на
вопрос в (P˜). Если 0 ∈ Γ, нам не известны другие результаты, кроме
теоремы 5.1. Если 0 ∈ ∆o, мы уже установили, что для любого κ ∈ Z
имеет место равенство Lpκ(M) = L
p
0(M). Аналогично, L
p
κ(M )˜ совпа-
дает с Lp0(M )˜ . Следовательно, теорема 5.1 непосредственно приводит
к следующему результату.
Теорема 5.3. Пусть p ∈ [1,∞) и 0 ∈ ∆o. Тогда множество (5.25)
плотно в Lp(M).
Если, наконец, 0 ∈ ∆, то мы выбираем конформное отображение
ϕ таким образом, чтобы ϕ(0) = 0.
Лемма 5.1. Пусть p ∈ (0,∞), 0 ∈ ∆ и ϕ такое, что ϕ(0) = 0. Тогда
для κ ∈ N0 выполняются равенства
V Lpκ(M) = L
p
κ(ψM), (5.26)
V Lpκ(M )˜ = L
p
κ(ψM )˜ . (5.27)
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Доказательство. Если κ = 0, то равенство (5.26) было установлено
в [4, лемма 4.2]. Поскольку ϕ(0) = 0, мы можем доказать оставшу-
юся часть леммы аналогичным образом. В самом деле, для l ∈ N0
функция V J l = ϕlIn является на T равномерным пределом после-
довательности Cn×n-значных многочленов. Эти многочлены можно
выбрать так, чтобы они имели в точке 0 нуль порядка не меньше
l. Следовательно, V Lpκ(M) ⊆ L
p
κ(ψM). Обратное включение полу-
чается аналогично, что дает (5.26). Подобным образом можно дока-
зать (5.27).
Теорема 5.4. Пусть p ∈ [1,∞), 0 ∈ ∆ и ϕ — конформное отображе-
ние такое, что ϕ(0) = 0. Пусть κ ∈ N0 и κ˜ ∈ N такие, что κ+κ˜ > 1.
Тогда для плотности множества Lpκ(M) +L
p
κ˜(M )˜ в L
p(M) необхо-
димо и достаточно, чтобы для каждой Cn×n-линейной комбинации
T˜ функций ψkIn, k ∈ [−κ˜+ 1, κ− 1] ∩ Z, такой, что
KerW ⊆ Ker T˜ γ − п.в., (5.28)
a) в случае p ∈ (1,∞) интеграл∫
Γ
∥∥T˜ (W#) 1p∥∥q
E
|ψ′|q dγ
равен 0 или ∞,
b) в случае p = 1 существенная верхняя грань
ess sup
γ
(
‖T˜W#‖E |ψ
′|
)
либо равна 0, либо равна ∞.
В частности, множество Lp1(M) +L
p
1(M )˜ плотно в L
p(M) то-
гда и только тогда, когда для каждой матрицы X ∈ Cn×n с KerW ⊆
KerX γ-п.в. интеграл
∫
Γ
∥∥X(W#) 1p∥∥q
E
|ψ′|q dγ (в случае p ∈ (1,∞))
или существенная верхняя грань ess supγ
(
‖XW#‖E |ψ
′|
)
(в случае
p = 1) равны 0 или ∞.
Доказательство. Согласно лемме 5.1 множество Lpκ(M) + L
p
κ˜(M )˜
плотно в Lp(M) тогда и только тогда, когда Lpκ(ψM) + L
p
κ˜(ψM )˜
плотно в Lp(ψM). Введем функцию Z(z) := zIn, z ∈ T. Поскольку
Lpκ˜(ψM )˜ есть замыкание множества ∨{Z
k : k ∈ (−N0−κ˜)} в L
p(ψM),
мы можем применить теорему 3.1 для Γ = T, меры ψM и для множе-
ства [−κ˜+1, κ− 1]∩Z. Поскольку Z∗k = Z−k, k ∈ Z, условия (3.11)–
(3.13) можно рассматривать для всякой Cn×n-линейной комбинации
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T функций Zk, k ∈ [−κ˜ + 1, κ − 1] ∩ Z. Условие (3.11) в этом случае
принимает вид
Ker
d(ψM)
dλ
⊆ KerT λ-п.в., (5.29)
где λ обозначает меру длины дуги на T. Поскольку d(ψM)
dλ
=W (ϕ)|ϕ′|
λ-п.в., см. формулу (4.7) в [4], и ϕ′ 6= 0 λ-п.в., ср. [4, лемма 2.1],
то (5.29) равносильно включению
KerW (ϕ) ⊆ KerT λ-п.в. (5.30)
После замены ζ = ϕ(z), z ∈ T, функция T переходит в Cn×n-линей-
ную комбинацию T˜ функций ψkIn, k ∈ [−κ˜ + 1, κ − 1] ∩ Z. Следо-
вательно, (5.30) можно переписать в виде KerW ⊆ Ker T˜ ϕλ-п.в., а
значит, и KerW ⊆ Ker T˜ γ-п.в. в силу эквивалентности мер ϕλ и γ,
см. [4, лемма 2.3].
Далее, интеграл (3.12) принимает вид
∫
T
∥∥T ((d(ψM)
dλ
)#) 1
p
∥∥q
E
dλ.
Поскольку d(ψγ)
dλ
= |ϕ′| λ-п.в., см. формулу (2.2) в [4], то∫
T
∥∥∥T((d(ψM)
dλ
)#) 1
p
∥∥∥q
E
dλ
=
∫
T
∥∥T ((W (ϕ))#) 1p |ϕ′|− 1p∥∥q
E
|ϕ′|−1 d(ψγ)
=
∫
T
∥∥T ((W (ϕ))#) 1p∥∥q
E
|ϕ′|−q d(ψγ)
=
∫
Γ
∥∥T˜ (W#) 1p∥∥q
E
|ψ′|q dγ,
где последнее равенство получается путем замены переменной ζ =
ϕ(z), z ∈ T.
Наконец, (3.13) переходит в ess supλ
∥∥T (d(ψM)
dλ
)#∥∥
E
, и легко ви-
деть, что это равно ess supγ
(
‖T˜W#‖E |ψ
′|
)
.
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