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Abstract
Given a functional for a one-dimensional physical system, a classical problem is to mini-
mize it by finding stationary solutions and then checking the positive definiteness of the sec-
ond variation. Establishing the positive definiteness is, in general, analytically untractable.
However, we show here that a global geometric analysis of the phase-plane trajectories as-
sociated with the stationary solutions leads to generic conditions for minimality. These
results provide a straightforward and direct proof of positive definiteness, or lack thereof, in
many important cases. In particular, when applied to mechanical systems, the stability or
instability of entire classes of solutions can be obtained effortlessly from their geometry in
phase-plane, as illustrated on a problem of a mass hanging from an elastic rod with intrinsic
curvature.
1 Introduction
A central problem in the theory of optimisation is to find a function θ(s) such that some func-
tional E [θ] is locally or globally minimal over a certain space of allowable functions [1]. In
physics, this question arises for instance when considering the state of a mechanical system de-
scribed at each instant by a function θ of one (e.g. spatial) variable. Let E [θ] be the potential
energy of that state. If a state θ minimises E , then this state is a stable equilibrium of the
system. Indeed, by contradiction, starting at θ with no kinetic energy, the system will remain
stationary since any motion would require an increase in both potential and kinetic energies and
hence violate the conservation of the total energy.
When minimising a C2 function of one variable, say f(x), we typically require that two
conditions are met by f : the first derivative of f must vanish at a point, in which case we say
that the point is stationary, and the second derivative of f must be positive. Points which realise
both these conditions are minima of f . Similarly, the conditions under which a functional E [θ]
is stationary are well known: θ must satisfy the Euler-Lagrange equations associated to E [1, 3].
The question of whether a stationary function θ minimises E locally is more difficult. In general,
it is sufficient that the second variation of E at θ is strictly positive definite and it is necessary
that it is positive definite [3]. However, for practical problems, general methods allowing to
systematically check these conditions remain elusive.
A key issue is that the question of positive definiteness depends on the boundary conditions.
In the case of Dirichlet boundary conditions, the theory of conjugate points fully addresses the
issue [3]. The basic idea is to reduce the problem by looking at the spectrum of a Sturm-Liouville
operator S (cf. Section 4) associated with the second variation [10, 9]. The second variation is
strictly positive if, and only if, all eigenvalues of S are positive on the space of perturbations
compatible with the boundary conditions. Manning [9] generalised this strategy for the Neumann
problem and presented a numerical method to determine the positive definiteness of the second
variation of E once an explicit expression of the equilibrium is known.
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The aim of the present study is to obtain conditions for positive-definiteness of the second
variation based on the geometry of the stationary solutions in phase space. Therefore, these
conditions do not require detailed knowledge of the stationary function but only of their global
properties. Here, we focus on functionals which are the sum of a quadratic term in θ′ and a
term V (θ) that only depends on θ and we look for minimisers of E among a class of functions
satisfying given boundary conditions (either fixed or free).
We show that the stability of a stationary function θ can be assessed in many cases by defining
an index corresponding to the number of times the trajectory (θ, θ′) in phase space crosses either
the horizontal axis for Dirichlet boundary conditions or the vertical lines corresponding to the
extremal points of V for Neumann boundary conditions. In these cases, the stability of θ is
directly established and the the second variation of E does not need to be studied nor does the
associated Sturm-Liouville problem.
In this paper we first give a concise statement of the problem and of the main results. Then,
we define the second variation of the functional E and summarize a numerical method to check
its positive-definiteness. A formal statement of the main results and the proofs are then given.
Finally, we illustrate these ideas with a study of the problem of determining the stability of the
equilibria of a massless, planar, intrinsically coiled, elastic rod pinned to an anchor and used to
suspend a massive body.
2 Problem statement, definitions and summary of main results
We consider a system whose state is described by a function of one argument θ(s) where s ∈ [a, b].
Let E be the functional
E [θ] =
∫ b
a
L
(
θ(s), θ′(s)
)
ds, (1)
with
L (θ, θ′) =
(θ′ −A)2
2
− V (θ), (2)
where ( )′ = d( )ds , V is a C
2 function and A is a real constant. Furthermore, we require that dVdθ
and d
2V
dθ2
do not vanish simultaneously.
We are interested in functions θ that locally minimise the functional E on the space of
functions C1([a, b]) with the norm
||x(s)|| = sup
a≤s≤b
|x(s)|+ sup
a≤s≤b
|x′(s)|. (3)
Two types of boundary conditions will be considered here: fixed boundaries for which the value
of θ is prescribed at the ends: θ(a) = Ta and θ(b) = Tb where Ta and Tb are real valued constants;
and free boundaries for which there is no restriction at the tips.
To find a local minimiser, we consider admissible perturbations of θ. A perturbation τ for our
problem is said to be admissible if τ ∈ C1([a, b])\{0} and the perturbed function θ+ τ satisfies
the same boundary conditions as the function θ for all . For problems with fixed boundaries,
the set of admissible perturbation is
CD([a, b]) = {τ ∈ C1([a, b]) : τ(a) = τ(b) = 0} \ {0}. (4)
For free boundary conditions, all C1([a, b]) perturbations have to be considered. However we
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first focus on the following space of admissible perturbations1
CN ([a, b]) = {τ ∈ C1([a, b]) : τ ′(a) = τ ′(b) = 0} \ {0}. (5)
Then we show in Appendix A that in all cases considered here, a function θ is minimal with
respect to perturbations in C1([a, b]) iff it is minimal with respect to perturbations in CN .
A function θ is locally minimal for the functional E if for all admissible perturbations τ , there
exists a real number M > 0 such that for all  ∈ [−M,M ] \ {0},
E [θ + τ ] > E [θ]. (6)
Since M can be chosen arbitrarily small, we expand the left side of the inequality (6):
E [θ + τ ] = E [θ] +
dE [θ + τ ]
d
∣∣∣∣
=0
+
d2E [θ + τ ]
d2
∣∣∣∣
=0
2
2
+O(3). (7)
The first variation δEθ : CX([a, b])→ R (where X stands for D or N) is defined for a given θ by
δEθ[τ ] =
dE [θ + τ ]
d
∣∣∣∣
=0
, (8)
Similarly, the second variation δ2Eθ : CX([a, b])→ R is
δ2Eθ[τ ] =
d2E [θ + τ ]
d2
∣∣∣∣
=0
. (9)
A necessary condition for θ to be minimal is [3]
∀τ ∈ CX([a, b]) : δEθ[τ ] = 0. (10)
Functions θ which satisfy (10) are called stationary with respect to the functional E .
Once a stationary function θ is known, the problem is to determine if it is a minimum of the
functional. Since the first order terms in (7) vanish on θ, the inequality (6) is dominated by the
second order term. If it is strongly positive:
∃k ∈ R+0 : ∀τ ∈ CX([a, b]) : δ2Eθ[τ ] ≥ k ||τ ||2, (11)
then the stationary function is a local minimum [3]. However, we show in Appendix B that if
the second variation is strongly positive with respect to the L2 norm:
∃k ∈ R+0 : ∀τ ∈ CX([a, b]) : δ2Eθ[τ ] ≥ k
∫ b
a
τ2(s) ds, (12)
then, θ is minimal for the problem (1,2).
If there exists τ such that the second variation is negative, then the stationary function is
not a minimum. Finally, the case where δ2Eθ is positive on C
X([a, b]) but vanishes identically
for some non-trivial τ requires the study of higher order terms in (7), a case not considered here.
The vanishing of the first variation (10) with either types of boundary condition implies
(see e.g. [3]) that stationary functions solve the Euler-Lagrange equations associated with the
functional E :
∂L
∂θ
− d
ds
∂L
∂θ′
= 0. (13)
1The superscripts D and N used to denote the space of admissible perturbations CD and CN respectively refer
to the Dirichlet and Neumann boundary conditions that naturally arise when minimising E with respectively
fixed and free boundaries.
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For free boundaries, Eq. (10) also implies that the generalised moment ∂L∂θ′ associated with E
vanishes at the tips:
∂L
∂θ′
∣∣∣∣
(θ(a),θ′(a))
=
∂L
∂θ′
∣∣∣∣
(θ(b),θ′(b))
= 0. (14)
The conditions (14) are sometimes called natural boundary conditions for the second order
differential equation (13). In our case, this leads to the Neumann boundary conditions: θ′(a) =
θ′(b) = A.
For the particular form of L , Eq. (13) takes the form
θ′′(s) +
dV
dθ
∣∣∣∣
θ(s)
= 0, with
{
θ(a) = Ta and θ(b) = Tb fixed boundaries,
θ′(a) = A and θ′(b) = A free boundaries.
(15)
Note that stationary functions for the variational problem with fixed boundaries are de-
scribed by a boundary value problem with Dirichlet boundary conditions while for the particular
functional (1,2), the case of free boundaries leads to a BVP with Neumann boundary conditions.
If E is the energy of a physical system, its stationary functions are called equilibria. If an
equilibrium is a local minimum then the equilibrium is said to be stable, otherwise it is unstable.
A typical analogy used in mechanics is to view
θ′′(s) +
dV
dθ
∣∣∣∣
θ(s)
= 0 (16)
as a dynamical system in phase plane (θ, θ′) where s plays the role of time. Any solution
θ(s), s ∈ [s1, s2] of the differential equation (16) defines an oriented curve (a trajectory η) in
phase plane through the mapping η : [s1, s2]→ R2 : s→ (θ(s), θ′(s)). The particular trajectories
that correspond to solutions θ(s) of (15) will be denoted by γ : [a, b] → R2 : s → (θ(s), θ′(s)).
Since L does not depend explicitly on s, the associated Hamiltonian H = ∂L∂θ′ θ
′−L is constant
along trajectories and provides a first integral of (15), the pseudo-energy
E =
θ′2
2
+ V (θ). (17)
This analogy associates every solution of the boundary-value problem with a solution of an
initial value problem of a point mass in a potential V . An example of a trajectory in phase
plane is shown in Fig. 1 together with the motion of the point mass in the potential V . The
correspondence between the two problems provides a powerful tool to classify different solutions
of a boundary-value problem and is known as a dynamical analogy or Kirchhoff analogy in the
theory of one-dimensional elastic systems [11]. We further extend this analogy here to study
the problem of stability by considering global geometric properties of the trajectories in phase
plane.
First, for Dirichlet boundary conditions, we consider the number of times a phase plane
trajectory η crosses the horizontal axis Γh = {(θ, θ′) ∈ R2
∣∣θ′ = 0} by defining the index
I[η] = #{s ∈ [s1, s2] : η(s) ∈ Γh}. (18)
We will establish that if I[γ] = 0, then the second variation is positive definite. If I[γ] ≥ 2,
then the second variation is negative for some τ ∈ CD([a, b]). The case I[γ] = 1 requires the
computation of a second global quantity. Define L = L(θ1, θ2, E) as the flight time from θ1 to θ2
along a solution of pseudo-energy E. If θ has pseudo-energy E and θ(c) = θ1, then θ(c+L) = θ2,
the second global quantity is then the derivative of the flight time with respect to E, that is
α =
∂L(θ1, θ2, E)
∂E
. (19)
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Figure 1: Example of an arbitrary potential function V (left), the associated phase space (right)
with a few stationary trajectories, vertical max boundaries at ±θM (blue online) and min bound-
ary at θ = 0 (red online).
If α > 0, the second variation is positive definite whereas for α < 0, it is negative for some
τ ∈ CD([a, b]). The case α = 0 requires the computation of higher-order variations.
Second, for natural boundary conditions, we consider the number of time a trajectory crosses
distinguished vertical boundaries. The extrema of V (θ) define vertical lines which split the phase
plane in different regions. The vertical lines that correspond to maxima of V (resp. minima of
V ) are called max-boundaries (resp. min-boundaries). For a given V, the set of points on max-
boundaries is ΓM = {(θ, θ′) ∈ R2
∣∣Vθ(θ) = 0, Vθθ(θ) < 0} and the set of points on min-boundaries
Γm = {(θ, θ′) ∈ R2
∣∣Vθ(θ) = 0, Vθθ(θ) > 0}. For any trajectory η, the index
J [η] = # {s ∈ [s1, s2] : η(s) ∈ Γm} −# {s ∈ [s1, s2] : η(s) ∈ ΓM} (20)
is the number of times the trajectory η crosses min-boundaries minus the number of times
it crosses max-boundaries. As an example, for the trajectory shown in Figure 1 the index
J [γ] = 1 − 2 = −1. We will establish that if J [γ] < 0 the second variation is positive definite
whereas for J [γ] > 0, it is not positive definite. Hence, with no further computation, we conclude
that the trajectory depicted in Figure 1 is stable. The case J [γ] = 0 requires the computation
of a second global quantity, namely
β = ξ(a)− ξ(b), where ξ(s) = θ′(s) dV
dθ
∣∣∣∣
θ(s)
. (21)
If β ≤ 0 the second variation is not positive definite. The case β > 0 remains inconclusive. The
different cases are summarised in Table 1.
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Dirichlet BC
I = 0 stable
I = 1 α < 0 unstable
α > 0 stable
I ≥ 2 unstable
Natural BC
J < 0 stable
J = 0 β ≤ 0 unstable
β > 0 inconclusive
J > 0 unstable
Table 1: Summary of results. Stability and instability conditions for Dirichlet and Natural
boundary conditions for a given stationary function θ with associated phase-plane trajectory γ.
Here I = I[γ] and J = J [γ] as defined in the text.
3 The second variation
The second variation of E [θ] defined by Equation (9) can be expanded as follows
δ2Eθ[τ ] =
(
d2
d2
E [θ + τ ]
)∣∣∣∣
=0
=
∫ b
a
(
d2
d2
L (θ + τ, θ′ + τ ′)
)∣∣∣∣
=0
ds
=
∫ b
a
{
∂2L
∂θ2
∣∣∣∣
(θ(s),θ′(s))
τ2 + 2
∂2L
∂θ′∂θ
∣∣∣∣
(θ(s),θ′(s))
ττ ′
+
∂2L
∂θ′2
∣∣∣∣
(θ(s),θ′(s))
(τ ′)2
}
ds
=
∫ b
a
(τ ′)2 − d
2V
dθ2
∣∣∣∣
θ(s)
τ2 ds, (22)
where (22) follows using the form of L defined in (2).
Therefore, for a stationary function θ, the sufficient condition (12) for θ to be minimal is
that there exists a number k > 0 such that
∀τ ∈ CX([a, b]) :
∫ b
a
(τ ′)2 − d
2V
dθ2
∣∣∣∣
θ(s)
τ2 ds ≥ k
∫ b
a
τ2(s) ds. (23)
Conversely, if
∃τ ∈ CX([a, b]) :
∫ b
a
(τ ′)2 − d
2V
dθ2
∣∣∣∣
θ(s)
τ2ds < 0. (24)
then the stationary function θ is not a minimum.
Proposition 1. If a solution θ(s) of (15) remains in a domain where d
2V
dθ2
< 0, then this solution
is minimal. Conversely, for natural boundary conditions: a solution that remains in a domain
where d
2V
dθ2
> 0 is not minimal.
Proof. The first statement follows from the fact that d
2V
dθ2
< 0 implies that the condition (23) is
satisfied with k = infs∈[a,b]
(
− d2V
dθ2
∣∣∣
θ(s)
)
. The solution is therefore minimal.
The second statement can be established by choosing the perturbation τ = 1, which satisfies
the natural boundary conditions and for which the integrand in (24) is everywhere negative
when d
2V
dθ2
> 0.
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Proposition 2. In the case of natural boundary conditions, a constant solution, θ(s) = C ∈ R,
of (15) is minimal if and only if Vθθ|C < 0.
Proof. The results follows from a direct application of Proposition 1. Note that the case Vθθ|C =
0 is ruled out by our assumption that Vθ and Vθθ never vanish simultaneously.
4 A numerical strategy
In this section, we summarise the main steps of the method developed in [9] to establish the
inequality (23) or (24) for a given stationary function θ. The key ideas are given without proof
as they can be found in the original work.
Integrating the first term in (23) by part when θ(s) is a solution of (15) leads to
∃k > 0 : ∀τ ∈ DX([a, b]) :
∫ b
a
τ
(
− τ ′′ − d
2V
dθ2
τ
)
ds ≥ k
∫ b
a
τ2(s) ds, (25)
where X stands for D or N . The spaces of admissible C2 perturbations
DD([a, b]) ≡ {τ ∈ C2([a, b]) \ {0} : τ(a) = 0, τ(b) = 0} (26)
DN ([a, b]) ≡ {τ ∈ C2([a, b]) \ {0} : τ ′(a) = 0, τ ′(b) = 0} (27)
are dense in CX([a, b]) so that (25) is equivalent to (23) which implies (6). We use the standard
inner product of functions in the space DX([a, b]),
〈x|y〉 =
∫ b
a
x(s)y(s)ds, (28)
to express (25) as
∃k > 0 : ∀τ ∈ DX([a, b)] : 〈τ |Sτ〉 ≥ k 〈τ |τ〉 , (29)
where
S = − d
2
ds2
+ f(s), f(s) = −d
2V
dθ2
∣∣
θ(s)
, (30)
is a second order Sturm-Liouville linear differential operator. In particular, it is self-adjoint and
its spectrum on DX([a, b]) is given by a discrete set of real eigenvalues. We conclude that (29)
is true if and only if the eigenvalues of S on DX([a, b]) are all strictly positive 2.
The strategy developed by Manning [9] is divided into two steps. First, the eigenvalues of S
are computed on an asymptotically small domain DX([a, σ]) with σ → a+. These eigenvalues
are referred to as inborn eigenvalues. Second, from the Sturm-Liouville theory, we know that the
eigenvalues of S on DX([a, σ]) depend smoothly on σ [6, 8] (see also Appendix C). Therefore, as
σ increases up to b the changes of sign of eigenvalues of S on DX([a, σ]) are monitored together
with the direction of the change (from positive to negative or vice-versa). This process allows
to count the total number of negative eigenvalues when σ = b which in turn determines the
positive-definiteness of S.
The inborn eigenvalues of S are determined by noting that
S →
σ→aS0 = −
d2
ds2
+ f(a). (31)
2 Finding stationary functions for the functional E amounts to solving the boundary value problem (15).
We had noted that in the case of fixed boundaries, this BVP has Dirichlet boundary conditions while for free
boundaries, the BVP has Neumann boundary conditions. Something similar happens here. For fixed boundaries,
the stability can be assessed by solving a Sturm-Liouville problem with Dirichlet boundary conditions while for
free boundaries, the S.-L. problem has Neumann boundary conditions.
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The linear and homogeneous differential operator S0 has constant coefficients and its eigenvalues
on DX([a, σ]) are
λk = f(a) +
k2pi2
(σ − a)2 , with k ∈ Z \ {0} if X = D, (32)
λk = f(a) +
k2pi2
(σ − a)2 , with k ∈ Z if X = N. (33)
For Dirichlet boundary conditions (X = D), and for σ sufficiently close to a, λk > 0 for all k.
For natural boundary conditions (X = N), and for σ sufficiently close to a, λk > 0 for all k 6= 0.
When k = 0, λ0 = f(a). Hence, we have:
Proposition 3. For natural boundary conditions, there is either one negative inborn eigenvalue
if f(a) < 0 or none if f(a) > 0. For Dirichlet boundary conditions there are no negative inborn
eigenvalues.
As σ increases up to b, the eigenvalues change continuously as functions of σ.
Definition 1. A value σc > a such that
Sτ = 0, (34)
has a solution on DX([a, σc]) is a conjugate point to a.
This definition extends the notion of conjugate points developed for problems with Dirichlet
boundary conditions (see for instance [3] for an introduction; equivalence is discussed in [9]).
Conjugate points are particularly important since at each crossing in σ, one and only one
eigenvalue of S on DX([a, σ]) changes sign (it vanishes at σc). See Appendix C for details.
Definition 2. The Index [σ1,σ2]X [θ] of a solution θ on an interval [σ1, σ2] is defined as the number
of negative eigenvalues of the operator S on DX([σ1, σ2]).
The number of sign changes tracked by the index is critical for the problem of stability.
Proposition 4. [9] If b is not a conjugate point to a, and
Index[a,b]X [θ] = 0, (35)
then θ is locally minimal for the functional (1,2) with boundary conditions X.
The condition that b is not conjugate to a is necessary since, otherwise, there exists an eigen-
function on which the second variation of E vanishes and local minimality cannot be guaranteed.
The Index can be computed according to the following method. In the limit σ → a, the
index is given by the number of negative inborn eigenvalues. Then, as σ increases, at each
conjugate point, an eigenvalue changes sign (the one that vanishes at the conjugate point). If a
positive eigenvalue becomes negative, the index increases by 1. If vice versa a negative eigenvalue
becomes positive, it decreases by 1. In this computation of the Index, it is crucial to determine
all conjugate points. The conjugate points can be obtained by computing the solution of an
auxiliary problem. First, we consider the case of Dirichlet boundary conditions.
Proposition 5. Let h1 be the solution of the initial value problem
Sh1 = −h′′1 + f h1 = 0; h1(a) = 0; h′1(a) = 1. (36)
Then, the conjugate points to a for the associated Dirichlet problem are the roots of h1.
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Proof. The existence of a solution h1 for this initial value problem on a closed interval is guar-
anteed by the fact that Sh1 = 0 is a regular linear equation with continuous coefficients [4,
p.110]. Assume that there exists a point σc conjugate to a. According to Def. 1, there exists a
function τ ∈ DD([a, σc]) such that Sτ = 0. This function is such that τ(a) = 0 and τ ′(a) 6= 0 (by
contradiction, otherwise τ would vanish identically). Hence, the function h1 = τ/τ
′(a) solves
the the IVP (36). In particular, it vanishes whenever τ vanishes. Conversely, let σc be a root of
h1. Then the function τ(s) = h1(s), s ∈ [a, σc], is such that Sτ = 0 on DD([a, σc]), that is, σc
is conjugate to a, according to Def. 1.
Second, we give the analogous result for natural boundary conditions (given here without
proof, see [9]).
Proposition 6. Let h2 be the solution of the initial value problem
Sh2 = −h′′2 + f h2 = 0; h2(a) = 1; h′2(a) = 0. (37)
Then, the conjugate points to a for the associated Neumann problem are the roots of h′2.
Depending on the boundary condition, the solution of the initial value problem (36) or (37)
reduces the problem of finding the conjugate points to finding the roots of the IVP’s solution.
Numerically, this can be done by monitoring both the sign of the solution h1 or h2 as σ increases
as well as the sign of the corresponding eigenvalues [9].
5 Dirichlet boundary conditions
The case of Dirichlet boundary conditions is easier to solve because Index[a,σ]D always increases
as σ crosses a conjugate point. This property is a consequence of the fact that the eigenvalues of
the corresponding Sturm-Liouville problem decrease monotonically with the size of the domain
as shown by Dauge and Helffer [2] for the Sturm-Liouville problem
− (py′)′ + q y = λw y, y(a) = 0, y(σ) = 0 (38)
where σ > a and the function p ≥ k with k a strictly positive number. In particular, they
showed that the dependence of an eigenvalue on σ is given by the equation
dλ
dσ
= −p(σ) [u′(σ)]2, (39)
where u is the L2 normed eigenfunction associated with λ on DD([a, σ]). Since p is strictly
positive, dλdσ is negative and all eigenvalues of such Sturm-Liouville problems with Dirichlet
boundary conditions decrease as σ increases.
We recall from Proposition 3 that for Dirichlet boundary conditions, there are no negative
inborn eigenvalues. Since all eigenvalues decrease with increasing σ, at a conjugate point, a pos-
itive eigenvalue becomes negative. Once it becomes negative, it keeps decreasing as σ increases
and can never become positive again. This simple fact leads to another well known result [3]:
Proposition 7. For Dirichlet boundary conditions, if there exists at least one conjugate point
to a in (a, b), then Index [θ] > 0, and θ is not minimal. Conversely, if there are no conjugate
points in (a, b], then θ is minimal.
The open question is therefore to establish whether there is a conjugate point in (a, b]. We
first consider the two simplest cases for the functional E defined in (1,2). We recall that the
index I[γ] is defined in (18) as the number of times θ′(s) vanishes on s ∈ [a, b].
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Theorem 1. Let θ be a stationary function of E such that θ′ does not vanish uniformly on
the interval [a, b]. Let γ : s ∈ [a, b] → (θ(s), θ′(s)) be its associated phase plane trajectory. If
I[γ] ≥ 2, then θ is not locally minimal for the functional E on DD([a, b]). If I[γ] = 0, then θ is
locally minimal for the functional E on DD([a, b]).
Proof. This result is a consequence of the Sturm separation theorem which states that (e.g. [7,
Theorem 5.41]): “If x and y are linearly independent solutions on an interval I of the second
order self-adjoint differential equation Lx = 0, then their zeros separate each others in I. By
this we mean that x and y have no common zeros and between any two consecutive zeros of one
of these solutions, there is exactly one zero of the other solution.”
In the previous section we defined h1 as the unique solution of the initial value problem (36).
In particular, Sturm-Liouville operators are self-adjoint, therefore, h1 solves the self-adjoint
differential equation Sh1 = 0. We also know that since θ is stationary, the function θ′ is such
that Sθ′ = 0. Therefore, we have two solutions to the self-adjoint equation Sh = 0.
Two cases must be distinguished. First, if θ′ and h1 are linearly dependent, they have
identical roots and I[γ] = 0 never occurs since h1(a) = 0 implies θ
′(a) = 0 so that γ(a) ∈ Γh
and therefore I[γ] ≥ 1. If I[γ] ≥ 2, then θ′ vanishes in (a, b] and so does h1. The point at which
this happens is conjugate to a by application of Proposition 5. Then, Proposition 7 implies that
θ′ is not minimal.
Second, consider the case where θ′ and h1 are linearly independent. If I[γ] ≥ 2, then θ′ has
at least two consecutive zeros in [a, b] and the Sturm separation theorem implies that h1 must
vanish exactly once between these two zeros. The point at which h1 vanishes is conjugate to a
by application of Proposition 5 and the solution θ is therefore not minimal (cf. Proposition 7).
Finally if I[γ] = 0, then h1 cannot vanish on (a, b]. By contradiction, if h1 vanishes on (a, b], we
define c to be the smallest root of h1 on [a, b]. Then a and c are consecutive zeros of h1 and the
Sturm separation theorem implies that θ′ must vanish on (a, c), a contradiction to I[γ] = 0. So,
if I[γ] = 0, h1 does not vanish on (a, b], there are no conjugate points to a (due to Proposition 5)
and θ is minimal as a consequence of Proposition 7.
Next, we consider the case I[γ] = 1. We first define the length of an arc, that is an oriented
segment of a trajectory in phase plane. Consider a trajectory γ : s ∈ A ⊂ R → (θ(s), θ′(s)) in
the phase plane of Eq. (16) where A is a closed interval in R. We assume that I[γ] = 1, i.e.
there exists a unique c ∈ A such that θ′(c) = 0 at which θc = θ(c).
Let E be the pseudo-energy of γ. The value of θc depends on E through E = V (θc). Choose
two independent constants T0, P ∈ R with the following properties: (i) Sign[θc − T0]P > 0; (ii)
∃ s1 ∈ A such that T0 = θ(s1); (iii) ∃ s2 ∈ A such that P = θ′(s2).
Let η be the arc of γ connecting the points
(
T0, P0(T0, E, P )
)
and
(
T (E,P ), P
)
where P0(T0, E, P ) =
Sign[P ]
√
2(E − V (T0)) and where T (E,P ) is the root of V (T ) = E − P 22 , that is closest to θc
while respecting Sign[T − T0]P > 0. we note that the arc η = η(T0, E, P ) is fully specified
through this construction by the three real numbers (T0, E, P ) (see Fig. 2).
Definition 3. The length L(T0, E, P ) of the arc η(T0, E, P ) is
L(T0, E, P ) =
Sign[P ]√
2
∫ T (E,P )
T0
dθ√
E − V (θ) . (40)
The length L is the size of the domain required for a solution of energy E to go from T0
to T when P > 0 (or from T to T0 if P < 0) without changing direction. The variation of the
length with respect to the pseudo-energy is of particular importance for the rest of this paper.
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Figure 2: In the phase plane an arc η (dashed black) such that I[η] = 0 is completely specified
by prescribing its pseudo-energy E, its initial abscissa T0, and its final ordinate P .
It is given explictly by
∂L
∂E
(T0, E, P ) =
1
P Vθ(T (E,P ))
− Sign[P ]
2
√
2
∫ T (E,P )
T0
dθ
(E − V (θ))3/2
. (41)
The length L(T0, E, P ) is only defined for arcs that have no intersection with the θ-axis, but
it can be used to define the length of an arc with one intersection. The length of a trajectory γ
with I[γ] = 1 of pseudo-energy E connecting the points (T1, P1) to (T2, P2) is
L[γ] = lim
P→0Sign[P1]
L(T1, E, P ) + lim
P→0Sign[P2]
L(T2, E, P ). (42)
We can now state the general result for trajectories with a single intersection.
Theorem 2. Let θ be a stationary function of E and let γ be its associated phase plane trajectory.
If I[γ] = 1 and ∂L∂E > 0, then θ is locally minimal for the functional E on DD([a, b]).
If I[γ] = 1 and ∂L∂E < 0, then θ is not locally minimal for the functional E on DD([a, b]).
Proof. I[γ] = 1 implies that there is a unique c ∈ [a, b] such that θ′(c) = 0; let θc = θ(c). Define
the function
µ(s; d) = θ′(s)
∫ s
d
dt(
θ′(t)
)2 , d ∈ [a, b] \ {c}. (43)
The domain of µ with respect to s is defined as [a, c) if d < c and (c, b] if d > c. We first establish
the following properties of the function µ:
(P1)
lim
s→cµ(s; d) =
1
dV
dθ
∣∣
θc
. (44)
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This result is obtained by direct computation
lim
s→cµ(s; d) = lims→c
θ′(s)
1∫ s
d
dt
θ′2(t)
= lim
s→c
θ′′(s)
− 1(∫ s
d
dt
θ′2(t)
)2 1θ′2(s) =
dV
dθ
∣∣∣∣
θc
lim
s→c(µ(s; d))
2.
As a consequence, this limit does not depend on d.
(P2) For any s such that c /∈ [min(s, d),max(s, d)], the derivative µ′(s; d) – where ′ denotes
derivation by s – depends continuously and monotonically on d: it is strictly monotonically
increasing with d if dVdθ
∣∣
θ(s)
> 0 and strictly monotonically decreasing if dVdθ
∣∣
θ(s)
< 0.
This property follows from the explicit computation of µ′(s; d):
µ′(s; d) =
1
θ′(s)
+ θ′′(s)
∫ s
d
dt(
θ′(t)
)2 = 1θ′(s) − dVdθ
∣∣∣∣
θ(s)
∫ s
d
dt(
θ′(t)
)2 . (45)
(P3) If the arc connecting (θ(s), θ′(s)) to (θ(d), θ′(d)) does not intersect the θ-axis, then
µ′(s; d) = Sign[θ′(s)] Sign[θ(s)− θ(d)] dV
dθ
∣∣∣∣
θ(s)
∂L
∂E
(θ(d), E, θ′(s)). (46)
To obtain this result, we rewrite the last expression in (45) as
µ′(s; d) =
1
θ′(s)
− dV
dθ
∣∣∣∣
θ(s)
Sign[θ′(s)]
∫ θ(s)
θ(d)
dθ
2
√
2 (E − V (θ))3/2
, (47)
and use the definition (41) to re-express the integral in terms of the derivative of the length
with respect to the pseudo-energy.
(P4)
lim
s→c+
µ′(s, s) = Sign [θ′(b)] ∞. (48)
This result is obtained by taking the limit in (45). That is, we have
limd→s µ′(s; d) = 1θ′(s) .
Theorem 2 is based on Propositions 5 and 7. We define h1 to be the unique solution of the
initial value problem Sh1 = 0 with initial values h1(a) = 0 and h′1(a) = 1. Then, if h1 has no
root in (a, b], then θ is minimal and if h1 has a root in (a, b), then θ is not minimal. To prove
the theorem, we prove separately the two statements: (A) h1 has no root in (a, c]; (B) h1 has a
root in (c, b) if and only if
θ′(a) lim
s→c−
µ′(s; a) < θ′(a) lim
s→c+
µ′(s; b). (49)
This last condition (49) is then shown to be equivalent to
∂L
∂E
< 0. (50)
(A) First, we note that Sµ(s; a) = 0. This result follows from direct substitution and using the
fact that θ solves (15). Noting that µ(a; a) = 0 and µ′(a; a) = 1/θ′(a), we have
∀s ∈ [a, c) : h1(s) = θ′(a)µ(s; a). (51)
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We observe that µ does not vanish on (a, c]. Indeed, the function θ′ does not vanish on (a, c)
since c is its only root on [a, b] and the integrand of the second factor in (43) is strictly positive.
Finally, (P1) implies that µ does not vanish at c.
(B) For all d ∈ [a, b] \ {c}, µ(s; d) and θ′ are linearly independent solutions of Sτ = 0 since
θ′(d) 6= 0 while µ(d; d) = 0. First we prove that if h1 has a root in (c, b), then (49) holds.
Assume that there exists d ∈ (c, b) : h1(d) = 0, then there exist constants C1 and C2 such that
h1(s) = C1 µ(s; d) + C2 θ
′(s). In this case, h1(d) = C2 θ′(d) = 0⇒ C2 = 0. Next, (51) and (P1)
imply that C1 = θ
′(a). Hence, we have
∃d ∈ (c, b] : h1(d) = 0 ⇒ ∀s ∈ (c, b] : h1(s) = θ′(a)µ(s; d). (52)
Since h1 ∈ C2([a, b]), we have lims→c− h1(s) = lims→c+ h1(s) ⇒ θ′(a)µ′(c; a) = θ′(a)µ′(c; d).
Finally, Sign[θ′(a)] = Sign
[
dV
dθ
∣∣
θc
]
and (P2) imply that
θ′(a)µ′(c; d) is a strictly monotonically increasing function of d. Since b > d, the inequality (49)
holds.
Next, we prove that if (49) holds, then h1 has a root in (c, b). Multiplying (48) by θ
′(a) leads
to lims→c+ θ′(a)µ′(s; s) = −∞. Since according to (P2), θ′(a)µ′(c; d) is continuous in d, it satisfies
the assumption of the intermediate value theorem. Therefore, ∃d? ∈ (c, b) : µ′(c; d?) = µ′(c; a).
For that particular value, the function
h1(s) =
{
θ′(a)µ(s; a) if s ∈ [a, c],
θ′(a)µ(s; d?) if s ∈ (c, b], (53)
is C1([a, b]) by construction and solves the IVP (36). Accordingly, h1(d
?) = θ′(a)µ(d?; d?) = 0
has a root at d? ∈ (c, b).
Finally, to show the equivalence between (49) and ∂L∂E < 0, we substitute (46) in (49) to
obtain
θ′(a)
dV
dθ
∣∣∣∣
θc
Sign[θ(c)− θ(a)] Sign[θ′(c−)] ∂L
∂E
(θ(a), E, 0)
< θ′(a)
dV
dθ
∣∣∣∣
θc
Sign[θ(c)− θ(b)] Sign[θ′(c+)] ∂L
∂E
(θ(b), E, 0). (54)
In (54), the factor θ′(a) dVdθ
∣∣
θc
is positive. Furthermore, we have Sign[θ(c)−θ(a)] Sign[θ′(c−)] = 1
and Sign[θ(c)− θ(a)] Sign[θ′(c+)] = −1. Hence, this inequality simplifies to
∂L
∂E
(θ(a), E, 0) +
∂L
∂E
(θ(b), E, 0) < 0. (55)
6 Neumann boundary conditions
In Section 4 we related the positive definiteness of the second variation to the existence of neg-
ative eigenvalues of the second order differential operator S. For Dirichlet boundary conditions,
this relation was equivalent to finding the roots of the solution of the IVP Sh1 = 0 with h1(a) = 0
and h′1(a) = 1. In Section 5, we exploited the fact that θ′ is also a solution Sh1 = 0 to obtain
sufficient conditions for both the existence of negative eigenvalues (given by I[γ] ≥ 2) and for
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their non-existence (given by I[γ] = 0). Finally, we noted that the number of roots of θ′ can be
obtained in the phase plane by counting the number of times the associated trajectory crosses
the horizontal θ-axis.
In the case of natural boundary conditions, Proposition 6 showed that the existence of
negative eigenvalues depends on the roots of h′2 where h2 is the unique solution to the IVP
Sh2 = 0 with h2(a) = 1 and h′2(a) = 0. We now show that the roots of θ′′ can be used to obtain
sufficient conditions for both stability and instability. Since the roots of θ′′ are also roots of
dV
dθ
∣∣
θ
, stability or instability can be obtained by counting the number of times the associated
trajectory crosses the vertical boundaries corresponding to extrema of the potential V .
More precisely, recall from Section 2 that Γm and ΓM are min- and max-boundaries: the
vertical lines corresponding to min and max of V . Then, the index J of an arc η is defined
by (20) as the number of times η has intersects with Γm minus the number of times it intersects
with ΓM . This index is also the number of times η crosses minimal points of V minus the
number of times it crosses maximal points of V . Recalling the definition of the functional space
DN ([a, b]) = {τ ∈ C2([a, b]) \ {0} : τ ′(a) = τ ′(b) = 0}, we have
Theorem 3. Let θ : [a, b]→ R be stationary for the functional E such that dVdθ
∣∣
θ(a)
6= 0 6= dVdθ
∣∣
θ(b)
and @s ∈ [a, b] : θ′(s) = 0 and dVdθ
∣∣
θ(s)
= 0. Let γ : s ∈ [a, b]→ (θ(s), θ′(s)) ∈ R2 be the trajectory
associated to θ in the phase plane. Then,
if J [γ] > 0, θ is not locally minimal for the functional E on DN ([a, b]);
if J [γ] < 0, θ is locally minimal for the functional E on DN ([a, b]).
We first establish several intermediary results. Unlike for Dirichlet boundary conditions, the
eigenvalues of a Sturm-Liouville problem with Neumann boundary conditions do not decrease
monotonically with the size of the domain. Dauge-Helffer’s theorem [2] states that for the
Sturm-Liouville problem −(py′)′ + q y = λ y with boundary conditions y′(a) = 0 and y′(σ) = 0
where σ > a and the function p ≥ k with k a strictly positive number, we have
dλ
dσ
= (u(σ))2 (q(σ)− λ(σ)), (56)
where u is a L2 normed eigenfunction associated with λ on DN ([a, σ]). Therefore, for σ such
that λ(σ) = 0, the sign of dλdσ is given by the sign of q(σ). This result is important to establish
the following proposition:
Proposition 8. Let f(s) be a smooth function on [a, b] ⊂ R and S a Sturm-Liouville operator
defined by S = − d2
ds2
+ f . Let c and d ∈ R be such that a ≤ c < d ≤ b and f(c) 6= 0, and define h
as the unique solution to the initial value problem Sh = 0, with h(c) = 1, h′(c) = 0. If f and h′
do not vanish simultaneously on [c, d], the number of negative eigenvalues of S on DN ([c, d]) is
Index[c,d]N [S] =
1
2
(1− Sign[f(c)])−
∑
{σc∈(a,b]:h′(σc)=0}
Sign (f(σc)) . (57)
Proof. Following Definitions 1 and 2, the number of negative inborn eigenvalues at c is given
by Proposition 3: there is one negative inborn eigenvalue if f(c) < 0 and none if f(c) > 0.
Then, define the set Σc = {σc ∈ (c, d] : h′1(σc) = 0} of points σc conjugated to c. Then, the
problem Sτ = λτ on DN ([c, σ]) with σ ∈ [c, d] has a null eigenvalue if, and only if, σ ∈ Σc
(cf. Proposition 6). At each σc, an eigenvalue changes sign. Dauge-Hellfer’s theorem (56) with
p = 1 and q = f implies that a positive eigenvalue becomes negative when f(σc) < 0. Indeed,
by contradiction, the eigenfunction uσc cannot vanish at σc otherwise it would be the unique
and trivial solution of the initial value problem Suσc = 0, uσc(σc) = u′σc(σc) = 0. Similarly, a
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negative eigenvalue becomes positive if f(σc) > 0. Note that f cannot vanish at σc since we
assumed that h′ and f do not vanish simultaneously. We conclude that the number of negative
eigenvalues is given by (57).
For the operator S associated with the second variation of E at θ, we have f(s) = −Vθθ
∣∣
θ(s)
.
Therefore, the direction of the change of sign of the eigenvalue crossing 0 at conjugate points
σc is given by the convexity of V at θ(σc). Specifically, conjugate points for which V is convex
(Vθθ > 0) transform positive eigenvalues into negative eigenvalues. Vice versa, conjugate points
for which V is concave (Vθθ < 0) transform negative eigenvalues into positive eigenvalues.
The existence of negative eigenvalues can be obtained by considering a particular set of
conjugate points c ∈ (a, b) such that dVdθ
∣∣
θ(c)
= 0.
Lemma 1. Let θ : [a, b]→ R be a solution of (15) such that @s ∈ [a, b] : θ′(s) = Vθ(θ(s)) = 0, and
γ its associated trajectory in phase plane. Take c ∈ (a, b) such that γ(c) ∈ Γm ∪ ΓM , and define
the arcs γ1 : s ∈ [a, c)→ γ(s) and γ2 : s ∈ (c, b]→ γ(s) with their closures γ¯1 : s ∈ [a, c]→ γ(s)
and γ¯2 : s ∈ [c, b]→ γ(s). Then,
(A) all points σc ∈ [a, b] such that θ(σc) is a stationary point of V are conjugated to one
another;
(B) the Index of θ on DN ([c, b]) is given by
IndexDN ([c,b])[θ] =
{
J [γ2] if γ(c) ∈ ΓM ,
J [γ¯2] if γ(c) ∈ Γm;
(58)
(C) the Index of θ on DN ([a, c]) is given by
IndexDN ([a,c])[θ] =
{
J [γ1] if γ(c) ∈ ΓM ,
J [γ¯1] if γ(c) ∈ Γm.
(59)
Proof. (A) The function h2(s) = θ
′(s)/θ′(c) solves (37) with initial condition h2(c) = 1; h′2(c) =
0. Proposition 6 implies that the set of conjugate points to c with respect to S on DN ([c, b]) is
C˜ = {σc ∈ (c, b] : h′2(σc) = 0}. Since h′2(σ) = 1θ′(c)θ′′(σ) = −1θ′(c)Vθ(θ(σ)), each element σc ∈ C˜ is
such that θ(σc) is a stationary point of V .
(B) Next, we compute the Index of θ on DN ([c, b]). According to (A), the eigenvalues of S on
DN ([c, s]) change sign when the solution θ(s) of (15) crosses stationary points of V . Statement
(B) then follows by application of Proposition 8 with f(s) = −d2V
dθ2
∣∣∣
θ(s)
. Therefore, for any
σc ∈ C˜, we have
Sign[f(σc)] =
{
+1 if γ(σc) ∈ ΓM ,
−1 if γ(σc) ∈ Γm.
(60)
(C) follows trivially from the previous case with the change of variable x = −s.
Let a, b, c ∈ R such that a < c < b and f ∈ C1([a, b]). Define the functional Kf,[a,b] on
CN ([a, b]) as
Kf,[a,b] : CN ([a, b])→ R : τ →
∫ b
a
(τ ′(x))2 + f(x)τ2(x)dx. (61)
Let θ(s) be a solution of (15) with natural boundary conditions. Then, the condition (12) for
the functional (1,2) is equivalent to
∃k > 0 : ∀τ ∈ CN ([a, b]) : Kf,[a,b][τ ] > k 〈τ |τ〉 , (62)
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where f(s) = − d2V
dθ2
∣∣∣
θ(s)
. Further, if
∃τ ∈ CN ([a, b]) : Kf,[a,b][τ ] < 0, (63)
then the stationary function θ is not minimal with respect to perturbations in CN ([a, b]).
The strategy of the proof of Theorem 3 will be as follows: we split the interval [a, b] into
[a, c] and [c, b] and address the minimality of the solution with respect to perturbations defined
on [a, c] and on [c, b] separately. We first show that if θ is not minimal on both DN ([a, c]) and
DN ([c, b]), then it is not minimal on DN ([a, b]). Next, we show that for any c ∈ (a, b), if
Index[a,c]N [θ] = Index[c,b]N [θ] = 0, (64)
then θ minimises E on DN ([a, c]), on DN ([c, b]) and also on DN ([a, b]). If θ is minimal on one of
the subsets and not on the other, the method developed in the present section is inconclusive.
Lemma 2. If ∃τ1 ∈ CN ([a, c]) and ∃τ2 ∈ CN ([c, b]) such that Kf,[a,c][τ1] < 0 and Kf,[c,b][τ2] < 0,
then ∃τ ∈ CN ([a, b]) such that Kf,[a,b][τ ] < 0.
Proof. We need to distinguish three cases:
(A) τ1(c) = τ2(c),
(B) 0 6= τ1(c) 6= τ2(c) 6= 0,
(C) τ1(c) 6= τ2(c) but τi(c) = 0 with i = 1 or 2.
For each of these cases, we construct a function τ such that Kf,[a,b][τ ] < 0.
In case (A), τA is
τA(x) =
{
τ1(x) if x ∈ [a, c),
τ2(x) if x ∈ [c, b],
(65)
and note that τA ∈ CN ([a, b]) by construction. Furthermore
Kf,[a,b][τA] =
∫ b
a
(τ ′A(x))
2 + f(x)τ2A(x)dx
=
∫ c
a
(τ ′A(x))
2 + f(x)τ2A(x)dx+
∫ b
c
(τ ′A(x))
2 + f(x)τ2A(x)dx
= Kf,[a,c][τ1] +Kf,[c,b][τ2] < 0. (66)
In case (B), define γ = τ2(c)τ1(c) such that the function
τB(x) =
{
γτ1(x) if x ∈ [a, c),
τ2(x) if x ∈ [c, b],
(67)
is continuous at c and therefore τB ∈ CN ([a, b]) by construction. Then,
Kf,[a,b][τB] =
∫ b
a
(τ ′B(x))
2 + f(x)τ2B(x)dx
=
∫ c
a
(
γτ ′1(x)
)2
+ f(x) γ2τ1(x)
2dx+
∫ b
c
(
τ ′2(x)
)2
+ f(x) τ2(x)
2dx
= γ2Kf,[a,c][τ1] +Kf,[c,b][τ2] < 0. (68)
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In case (C), without loss of generality, assume i = 1 and define ν = τ1 +  where  ∈ R.
Then, choosing  such that
0 <  <
|Kf,[a,c][τ1]|
2
Min
 12 ∫ ca ∣∣∣f(x)τ1(x)∣∣∣dx,
1√∫ c
a |f(x)|dx

 , (69)
we have
Kf,[a,c][ν] =
∫ c
a
(ν ′(x))2 + f(x)ν2(x)dx
= Kf,[a,c][τ1] + 2
∫ c
a
[
f(x)τ1(x)
]
dx+ 2
∫ c
a
f(x)dx < 0. (70)
Then, we build τC as in case (B) by replacing τ1 by ν.
Lemma 3. Assume that ∃M > 0 such that ∀ τ1 ∈ CN ([a, c]) : Kf,[a,c][τ1] > M
∫ c
a τ1
2(s) ds and
∀ τ2 ∈ CN ([c, b]) : Kf,[c,b][τ2] > M
∫ b
c τ2
2(s) ds, then ∃M¯ > 0 such that ∀ τ ∈ CN ([a, b]) : Kf,[a,b][τ ] >
M¯ 〈τ |τ〉.
Proof. For τ ∈ CN ([a, b]) we define p(x) = p0 + p1
(
x− (c− ))+ p2(x− (c− ))2 and q(x) =
q0 + q1
(
x − (c + )) + q2(x − (c + ))2 where p0 = τ(c − ), p1 = τ ′(c − ), p2 = τ ′(c−)2 and
q0 = τ(c + ), q1 = τ
′(c + ), q2 = − τ
′()
2(c+) such that p(c − ) = τ(c − ), p′(c − ) = τ ′(c − ),
p′(c) = 0 and q(c+ ) = τ(c+ ), q′(c+ ) = τ ′(c+ ), q′(c) = 0.
Next, define the functions τ1 and τ2 as
τ1(x) =
{
τ(x) if a ≤ x < c− ,
p(x) if c−  ≤ x ≤ c,
τ2(x) =
{
q(x) if c ≤ x ≤ c+ ,
τ(x) if c+  < x < b,
so that by construction, τ1 ∈ CN ([a, c]) and τ2 ∈ CN ([c, b]).
Then, consider
Kf,[a,c][τ1] +Kf,[c,b][τ2] =∫ c−
a
(τ ′(x))2 + f(x)τ2(x)dx+
∫ c
c−
(
dp
dx
)2
+ f(x)p2 (x)dx
+
∫ c+
c
(
dq
dx
)2
+ f(x)q2 (x)dx+
∫ b
c+
(τ ′(x))2 + f(x)τ2(x)dx
=
∫ c−
a
(τ ′(x))2 + f(x)τ2(x)dx+
∫ b
c+
(τ ′(x))2 + f(x)τ2(x)dx
+
∫ 1
0
(
τ ′(c− )
)2
(1 + z)2 + f(z)
((
τ(c− )
)2
+O()
)
dz
+
∫ 0
−1
(
τ ′(c+ )
)2
(1− w)2 + f(z)
((
τ(c+ )
)2
+O()
)
dw
= Kf,[a,b][τ ] +O(), (71)
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where the second equality comes after the changes of variable z = x−(c−) and w = x−(c+)
in the integrals involving p and q respectively.
Since τ1 ∈ CN ([a, c]) and τ2 ∈ CN ([c, b]), we have
Kf,[a,c][τ1] +Kf,[c,b][τ2] ≥ M
(∫ c
a
τ21 (s) ds+
∫ b
c
τ22 (s) ds
)
= M (〈τ |τ〉+O()) . (72)
Bringing (71) and (72) together, we have
Kf,[a,b][τ ] ≥M 〈τ |τ〉+O(). (73)
Since the left hand side and the first term in the right hand side of (73) are independent of the
arbitrarily small , for any M¯ such that 0 < M¯ < M , we have Kf,[a,b][τ ] ≥ M¯ 〈τ |τ〉.
In the following Lemma, we establish an identity between the two indices I[η] and J [η]
defined in Section 2.
Lemma 4. Let θ : [s1, s2] → R be a solution of (16) such that @s ∈ [s1, s2] : θ′(s) =
0 and dVdθ
∣∣
θ(s)
= 0, and let η its associated trajectory in phase plane. Then
I[η]− 1 ≤ J [η] ≤ I[η] + 1, (74)
and
J [η] ≥ −1. (75)
Proof. Let f be a C2 function of one variable over a connected domain G and such that f ′ and
f ′′ do not vanish simultaneously. Consider the functional H, that counts the number of minimal
points minus the number of maximal points of f over its domain G
H[f ] = #{s ∈ G : f ′(s) = 0 and f ′′(s) > 0}
−#{s ∈ G : f ′(s) = 0 and f ′′(s) < 0}. (76)
Since f is C2 over a connected domain, its minima and maxima are interspersed, i.e. between
any two consecutive minima (resp. maxima) there is one and only maximum (resp. minimum).
Therefore, for such a function, we have
− 1 ≤ H[f ] ≤ 1. (77)
The function X : s ∈ [s1, s2] → V (θ(s)) is C2([s1, s2]) since θ ∈ C2([s1, s2]) and so is V .
Accordingly (77) implies that
− 1 ≤ H[X] ≤ 1. (78)
Next we compute H[X]. First note that
X ′(s) = θ′(s)
dV
dθ
∣∣∣∣
θ(s)
, (79)
X ′′(s) =
(
θ′(s)
)2 d2V
dθ2
∣∣∣∣
θ(s)
−
(
dV
dθ
∣∣∣∣
θ(s)
)2
. (80)
According to (79), any stationary point z ∈ [s1, s2] of X is due to the vanishing of either θ′(z)
or dVdθ
∣∣
θ(z)
. In the former case, which corresponds to η(z) ∈ Γh, X ′′(z) < 0 according to (80).
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The latter case splits into two sub-cases: either d
2V
dθ2
∣∣∣
θ(s)
> 0 so that z is a minimum point
and η(z) ∈ Γm, or d2Vdθ2
∣∣∣
θ(z)
< 0 so that z is a maximum point and η(z) ∈ ΓM ; remember that
d2V
dθ2
∣∣∣
θ(z)
6= 0 since, by assumption, Vθ and Vθθ do not vanish simultaneously. Accordingly,
H[X] = #{s ∈ [s1, s2] : η(s) ∈ Γm} −#{s ∈ [s1, s2] : η(s) ∈ ΓM}
−#{s ∈ [s1, s2] : η(s) ∈ Γh}
= J [η]− I[η], (81)
and (74) follows from substituting (81) in (78).
Finally, the inequality (75) follows from (74) and the fact that I[η] ≥ 0 by definition.
Proof of theorem 3. For an arbitrary point c ∈ (a, b), define the arcs γ1 : s ∈ [a, c) → γ(s) and
γ2 : s ∈ (c, b]→ γ(s) and their closure γ¯1 : s ∈ [a, c]→ γ(s) and γ¯2 : s ∈ [c, b]→ γ(s).
First, consider the case J [γ] < 0 which, by Lemma 4, implies J [γ] = −1. Choose c such that
γ(c) ∈ ΓM . Since γ1 and γ2 both exclude the maximum of V at θ(c), we have
J [γ] = J [γ1] + J [γ2]− 1 = −1. (82)
We also have, J [γi] ≥ 0, i = 1, 2, since, by contradiction, if J [γi] = −1, then J [γ¯i] = −2 which
according to Lemma 4 is impossible. These inequalities together with (82) imply
J [γ1] = J [γ2] = 0. (83)
Lemma 1 then implies
IndexDN ([a,c])[θ] = IndexDN ([c,b])[θ] = 0. (84)
Finally, Lemma 1 and the assumption that both dVdθ
∣∣
θ(a)
6= 0 and dVdθ
∣∣
θ(b)
6= 0 imply that c is
conjugated neither to a nor to b so that the operator S has no null eigenvalue on DN ([a, c]) or
DN ([c, b]). This fact together with Eq. (84) implies that all eigenvalues of S on both DN ([a, c])
and DN ([c, b]) are strictly positive. It is therefore possible to choose a real number M >
0 strictly less than both the smallest eigenvalues of S on DN ([a, c]) and on DN ([c, b]). By
definition (61) of the functional K, we have ∀ τ1 ∈ DN ([a, c]) : Kf,[a,c][τ1] > M
∫ c
a τ1
2 ds and
∀ τ2 ∈ DN ([c, b]) : Kf,[c,b][τ2] > M
∫ b
c τ2
2 ds. Finally, since DN is dense in CN , we apply Lemma 3
so that
∃M¯ > 0 : ∀τ ∈ CN ([a, b]) : Kf,[a,b][τ ] > M¯ 〈τ |τ〉 . (85)
The second variation of E is positive definite and θ is therefore a minimum.
Second, consider the case J [γ] > 0. Choose the smallest possible c ∈ (a, b) such that J [γ¯1] = 1
and γ(c) ∈ Γm. Such a c always exists since limc→a J [γ¯1] = 0 and limc→b J [γ¯1] = J [γ] ≥ 1 and
J [γ¯1] changes by increments of ±1 while c continuously spans (a, b). We then have
J [γ] = J [γ¯1] + J [γ¯2]− 1 > 0, (86)
where we have subtracted one because the first two terms counted the minimum of V at θ(c)
twice. Since c was chosen so that J [γ¯1] = 1, Eq. (86) implies that J [γ¯2] > 0.
Lemma 1 then implies
IndexDN ([a,c])[θ] = 1 and IndexDN ([c,b])[θ] > 0, (87)
so that the operator S has at least one negative eigenvalue on both sub-domains. Let τ1 ∈
DN ([a, c]) and τ2 ∈ DN ([c, b]) be the corresponding eigenfunctions. By construction, Kf,[a,c][τ1] <
0 and Kf,[c,b][τ2] < 0 and, since DN ⊂ CN , Lemma 2 ensures that ∃τ ∈ CN ([a, b]) : Kf,[a,b][τ ] < 0.
We conclude that θ(s) is not minimal with respect to perturbations in CN ([a, b]).
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Corollary 1. Let θ : [a, b]→ R be a stationary function of the functional E such that dVdθ
∣∣
θ(s)
6= 0
on s = a, b and @s ∈ [a, b] : θ′(s) = 0 and dVdθ
∣∣
θ(s)
= 0. Let γ be its associated trajectory in the
phase plane. Then, if I[γ] ≥ 2, θ is not a local minimiser of E .
Proof. Substituting I[γ] ≥ 2 in Lemma 4 implies J [γ] > 0 in which case Theorem 3 concludes
that θ not minimal.
An important consequence of Corollary 1 is that, if A = 0 in (15), θ′(a) = θ′(b) = 0 and
therefore I[γ] ≥ 2. Accordingly, all solutions of finite length such that @s ∈ [a, b] : θ′(s) =
0 and dVdθ
∣∣
θ(s)
= 0 are unstable. We note that in such a case, if there exists a point c ∈ [a, b] :
θ′(c) = 0 and dVdθ
∣∣
θ(c)
= 0 then the unique solution to the IVP (16) with initial values θ(c) = θc
and θ′(c) = 0 is θ(s) = θc, ∀s ∈ [a, b]. Corollary 1 implies that, whenever A = 0, the only stable
stationary functions are constant. In that case, Proposition 2 and Eq. (16) imply that the only
possible values of the constant are the maximal points of V .
We are left with the intermediate case, J = 0, for which we can apply a different necessary
condition for a stationary function to be minimal.
Theorem 4. Let θ be a stationary function of E such that dVdθ
∣∣
θ(a)
6= 0 and dVdθ
∣∣
θ(b)
6= 0. Define
β = ξ(a)− ξ(b), where ξ(s) = θ′(s) dV
dθ
∣∣∣∣
θ(s)
. (88)
Then, if β ≤ 0 the function θ is not minimal on CN ([a, b]).
Proof. We build a perturbation τ for which ξ(a) ≤ ξ(b) implies that (22) is negative. Let ν and
 be strictly positive numbers such that  < b− a and ν < b− a− . Define the polynomials
g(s) = θ′(a+ ) + θ′′(a+ )
(
s− (a+ ))+ θ′′(a+ )
2
(
s− (a+ ))2,
h(s) = θ′(b− ν) + θ′′(b− ν)(s− (b− ν))− θ′′(b− ν)
2ν
(
s− (b− ν))2.
Then consider the perturbation
τ(s) =

g(s) if s ∈ [a, a+ ),
θ′(s) if s ∈ [a+ , b− ν],
h(s) if s ∈ (b− ν, b].
(89)
Note that by construction, τ ∈ CN ([a, b]). Substituting (89) in (22) leads to
δ2Eθ[τ ] =
∫ a+
a
(
θ′′(a+ ) +
θ′′(a+ )

(
s− (a+ )))2 + f(s) (g(s))2 ds
+
∫ b−ν
a+
(
θ′′(s)
)2
+ f(s)
(
θ′(s)
)2
ds
+
∫ b
b−ν
(
θ′′(b− ν)− θ
′′(b− ν)
ν
(
s− (b− ν)))2 + f(s) (h(s))2 ds.
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After changing variable in the first and third lines according to z = s−(a+) and νt = s−(b−ν)
respectively, and integrating the first term of the second line by part, we obtain
δ2Eθ[τ ]
= 
(
θ′′(a+ )
)2 ∫ 0
−1
(1 + z)2 dz
+
∫ 0
−1
(f(a) +O())
(
θ′(a+ ) + θ′′(a+ )
(
z +
z2
2
))2
dz
+θ′′(b− ν)θ′(b− ν)− θ′′(a+ )θ′(a+ ) +
∫ b−ν
a+
θ′(s)
0︷ ︸︸ ︷(
θ′′′(s) + f(s)θ′(s)
)
ds
+ν
(
θ′′(b− ν))2 ∫ 1
0
(1− t)2 dt
+ν
∫ 1
0
(f(b) +O(ν))
(
θ′(b− ν) + νθ′′(b− ν)
(
t− t
2
2
))2
dt
= 
(
(θ′′(a))2
3
− d
2V
dθ2
∣∣∣∣
θ(a)
(
θ′(a)
)2)
+O(2)
+θ′′(b)θ′(b)− ν
(
θ′′′(b)θ′(b) +
(
θ′′(b)
)2)
+O(ν2)
−θ′′(a)θ′(a)− 
(
θ′′′(a)θ′(a) +
(
θ′′(a)
)2)
+O(2)
+ν
(
(θ′′(b))2
3
− d
2V
dθ2
∣∣∣∣
θ(b)
(
θ′(b)
)2)
+O(ν2)
=
ξ(a)︷ ︸︸ ︷
dV
dθ
∣∣∣∣
θ(a)
θ′(a)−
ξ(b)︷ ︸︸ ︷
dV
dθ
∣∣∣∣
θ(b)
θ′(b)− 2
3
(
dV
dθ
∣∣∣∣
θ(a)
)2
− ν 2
3
(
dV
dθ
∣∣∣∣
θ(b)
)2
+O(2) +O(ν2). (90)
Accordingly if ξ(a) − ξ(b) < 0, then for  and ν sufficiently small, δ2Eθ is negative for the
pertubation (89). If ξ(a) = ξ(b), the second variation is dominated by the linear terms in (90)
which is negative so that once again, the second variation applied on the perturbation (89) is
negative for sufficiently small  and ν.
7 Application
As an example, we study the case of a planar weightless inextensible and unshearable rod of
length L. The rod is pinned at one end and a weight of mass m is attached at the other end
(see Fig. 4). The rod is uniformly curved in its reference state with a reference curvature û > 0.
Depending on the parameters, this system supports multiple equilibrium solutions and we can
apply our general results to determine their stability. We show that the stability of most (but
not all) equilibria can be decided by Theorem 3. For this particular example, Theorem 4 was
sufficient to prove that all cases where J [γ] = 0 are actually unstable.
The potential energy E of the system is
E =
∫ L
0
EI
2
(
dθ
ds
− û
)2
ds+mg
∫ L
0
cos θ(s) ds, (91)
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where the arc length s is used to parameterise the rod (s = 0 at the frame and s = L at the
massive point), θ is the angle between the tangent to the rod (towards increasing s) and the
upward vertical. The first term in (91) is the elastic energy of the rod where we have assumed
linear constitutive laws for the moments, (EI) is the bending stiffness of the rod classically
estimated as the product of the Young’s modulus E by the second moment of area I of the rod’s
section. The second term accounts for the potential energy of the massive point where g is the
acceleration of gravity.
We non-dimensionalise the problem according to
x =
s
L
, v =
û2(EI)
2mg
, M =
mgL2
EI
, E = E EI
L
. (92)
In its reference (unstressed) state, the rod is a multi-covered ring with curvature
√
2Mv/L and
nloop =
√
2Mv/(2pi) full loops. In these new variables, Eq. (91) becomes
E =
∫ 1
0
(
θ′ −√2Mv
)2
2
+M cos θdx, (93)
where ( )′ = d( )dx . We note that (93) has the form (1,2) with
V = −M cos θ. (94)
The system depends on two parameters: v measuring the reference curvature of the rod in units
of
√
2mg/(EI) and M measuring the mass of the attached weight in units of EI
gL2
. Also note
that increasing L increases M but leaves v unchanged.
7.1 Classifying the equilibria
The equilibria of the system are the solutions to the Euler-Lagrange problem for (93):
θ′′ +M sin θ = 0, θ′(0) = θ′(1) =
√
2Mv. (95)
The potential energy of the system is given by (93), but the following pseudo-energy is conserved
along the length of the rod:
(θ′)2
2
+ V (θ) = C. (96)
This pseudo-energy is a convenient quantity to classify the solutions from the point of view of the
‘point-mass-in-a-potential’ analogy. Since initial value problems have unique solutions, different
solutions of (95) must have different initial point θ(0) and their respective pseudo-energies
C = Mv −M cos θ(0) (97)
must therefore be different – up to a global rotation of the whole rod by 2pi.
Further, since the potential V is a multiple of M , we can express all energies in units of M :
C = eM . For fixed M and v, the solutions of (95) can therefore be conveniently labelled by
their non-dimensional pseudo-energy e. The rescaled version of (97) reads
e = v − cos θ(0). (98)
Consequently, for a given reference curvature v, the pseudo-energy of all solutions is constrained:
e ∈ [v − 1, v + 1]. From (96) and the boundary condition at x = 1 in (95), all solutions must
start and end at the same height: V (θ(0)) = V (θ(1)). Therefore, we can classify the solutions
of (95) according to five categories
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Figure 3: The potential function V = −M cos θ. The full vertical lines (red online) show min-
boundaries and the dashed vertical lines (blue online) show max-boundaries.
(a) Solutions that go over one and only one maximum of V and do not cross any minima.
(b) Solutions that stay within one well of V and oscillate therein: V (θ(x)) < M ∀x ∈ [0, 1].
(c) Solutions that cross k minima and k maxima of V with k ∈ N0.
(d) Solutions that cross k minima and k + 1 maxima of V with k ∈ N0.
(e) Solutions that cross k + 1 minima and k maxima of V with k ∈ N0.
Example of equilibria in these five categories are shown in Figs. 4-8.
By direct application of Theorem 3, all equilibria of the categories (a) and (d) are stable
and all equilibria of categories (b) and (e) are unstable. Indeed, for category (a) an example of
trajectory γ in the phase space is shown in bold (red online) in Fig. 4(c). The only boundary
crossed by the trajectory γ is the max-boundary at θ = pi, hence J [γ] = −1 and Theorem 3
implies that the solution is stable.
Solutions in category (b) cross (sometimes multiple times) the min-boundary at θ mod 2pi =
0, J [γ] > 0 and Theorem 3 implies that these equilibria are unstable.
Equilibria in category (d) alternatively cross max- and min-boundaries of V so that they
first and last cross max-boundaries. For such solutions J [γ] = (k) − (k + 1) = −1 and from
Theorem 3 we conclude that any such equilibrium is stable.
Equilibria in category (e) alternatively cross min- and max-boundaries of V so that they first
and last cross min-boundaries. For such solutions J [γ] = (k+ 1)− (k) = 1 and from Theorem 3
we conclude that any such equilibrium is unstable.
Finally, equilibria in category (c) provide examples for which Theorem 3 is inconclusive since
J [γ] = k − k = 0. However because of the periodicity of V , and the fact that each equilibria
must respect V (θ(a)) = V (θ(b)), we have ξ(a) = θ′(a) dVdθ
∣∣
θ(a)
= A dVdθ
∣∣
θ(a)
= A dVdθ
∣∣
θ(b)
=
θ′(b) dVdθ
∣∣
θ(b)
= ξ(b) and Theorem 4 implies that all such equilibria are unstable.
Gathering these results, for this particular system, a stationary solution is stable whenever
θ(0) mod 2pi ∈ (0, pi) and θ(L) mod 2pi ∈ (pi, 2pi).
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Figure 4: The equilibrium of category (a) in the case M = 81 and v = 1.5. Substituting
Eq. (102) in the expression (93) of the total energy of the system, the total energy of this
solution is Ea ' 11.22. (a): The physical realisation of the solution. (b): Shape of the potential
V normalised by M (thin and blue online) as well as the part of it that is covered by the solution
(thick and red online) which starts and ends at the black dots. (c): Phase space of the problem
in general (thin and blue online) and of this particular solution (thick and red online). The
vertical lines (red online) at 2zpi and the vertical lines (blue online) at pi + 2zpi with z ∈ Z are
respectively the min- and max- boundaries Γm and ΓM . This equilibrium is stable.
7.2 Detailed analysis of the equilibria
Category (a) corresponds to solutions which come down from the frame arching in the same
direction (but not by the same amount) as the reference curvature of the rod and without
looping. When there is a solution in this category, it is unique modulo 2pi. We note that for
such a solution to exist, it must be possible to fit the whole length of the rod between two
minima of V (at 0 and 2pi in Fig. 4). In other words, the length of rod Lopen that would be
required to go from one minimum to the next must be greater than 1:
1 < Lopen =
∫ Lopen
0
dx =
∫ 2pi
0
1
θ′
dθ =
1√
2M
∫ pi
−pi
1√
v − 1 + cos θdθ =
4K(2/v)√
2Mv
, (99)
where, we used (97) to express θ′ and where K(m) =
∫ pi/2
0
dφ√
1−m sin2 φ is the complete elliptic
integral of the first kind. For a given M , Eq. (99) can be inverted to obtain the maximal v for
which an open solution exists.
For a fixed choice of M and v and providing Lopen > 1, the pseudo-energy ea of the solution
(a) can be computed by inverting
1 =
∫ 1
0
dx =
1√
2M
∫ 2pi−arccos(v−ea)
arccos(v−ea)
dθ√
ea + cos θ
=
4√
2M(1 + ea)
∫ pi
2
arccos(v−ea)
2
dφ√
1− 21+ea sin2 φ
=
2√
M
`a(ea|v), (100)
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where we used (98) to express θ(0) in the second equality together with the fact that the solution
is symmetric about θ = pi and where F (φ|m) = ∫ φ0 dφ√1−m sin2 φ is the elliptic integral of the first
kind and where
`a(e|v) =
√
2
1 + e
(
K
(
2
1 + e
)
− F
(
arccos(v − e)
2
∣∣∣ 2
1 + e
))
. (101)
The function `a together with similar functions for the other categories prove very useful to find
all equlibria for a given M and v.
For a given root of Eq. (100), a similar argument can be used to compute the solution (a) as
θ(s) = 2 am
(
K
(
2
1 + ea
)
+
√
2M(1 + ea)
2
(s− 1/2)
∣∣∣∣∣ 21 + ea
)
, (102)
where am(u|m) is the Jacobi amplitude of the elliptic integral of the first kind: the inverse of
the function F (φ|m). All these solutions are stable.
Category (b) contains a variety of solutions that can be further sub-divided into different
oscillatory modes. We will dispense from a detailed study of all possibilities as we proved that
all these equilibria are unstable. It can be divided in two categories depending on whether
there is a single or multiple oscillations in the potential well.
In the case of a single oscillation there is a further sub-division according to whether the
sign of θ(0) matches the sign of û or not. If not (see Fig. 5(a)), the pseudo-energy is given by
the requirement that the length
Lsimple swing = 2
∫ θ(1)
0
dθ
θ′
=
2√
M
√
2
1 + e
∫ arccos(v−e)
2
0
dφ√
1− 21+e sin2 φ
=
2√
M
√
2
1 + e
F
(
arccos(v − e)
2
∣∣ 2
1 + e
)
, (103)
must be equal to 1. Let us define the function `b for future use and similarly to `a in (101):
`b(e|v) =
√
2
1 + e
F
(
arccos(v − e)
2
∣∣ 2
1 + e
)
. (104)
If the signs of θ(0) and U match, a somewhat more complex equilibrium occurs (see Fig. 5
(Middle)). Its length can be computed as
Lcomplex swing =
2√
M
(
2`b(e|0)− `b(e|v)
)
, (105)
and the corresponding e is found by requiring that Lcomplex swing = 1.
For multiple oscillations to occur it must be possible to have solutions with pseudo-energy
e < 1 (otherwise the solution leaves the well of potential V ). This gives a boundary on the
reference curvature for which this can happen indeed v−1 < e < 1 implies v < 2. Let us simply
note that there may be multiple (and in fact many) solutions of this type. To prove this we can
simply compute the length of rod required to do a half oscillation from −θe = − arccos[−e] to
θe (where θe is defined as the angle at which θ
′ = 0 for that particular value of pseudo-energy):
Lswing(e) =
∫ θe
−θe
dθ
θ′
=
4√
2M
∫ θe/2
0
dφ√
e+ cos 2φ
=
2√
M
`b(e|0). (106)
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Figure 5: Examples of equilibria in category (b) with v = 1.5 and M = 1 (top), M = 81 (middle)
and M = 361 (bottom). At M = 1, only a single simple oscillation exists in category (b). At
M = 81 a single complex oscillation exists together with a full cycle (k = 1). For M = 361, we
show the case of two full cycles in the figure (k = 2) but there also exists a solution with k = 1.
Since the middle example has the same parameters as the case showed in Fig. 4, it is interesting
to compare the total energy in the system for the two equilibria. We find: Eb ' 176.96. These
equilibria are unstable.
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If there exists a value of e such that Lswing(e) = 1/(2k) with k ∈ N0, there exists a solution
starting at3 θ(0) = − arccos[v− e], oscillating k times and ending with θ(1) = θ(0). We observe
that Lswing(e) is a monotonically increasing function of e and that lime→1 Lswing(e) =∞ so the
maximum number of oscillations for a given M and v is given by max
[
k ∈ N0 : k < 12Lswing(v−1)
]
.
Furthermore, it is easy to show that lime→−1 Lswing(e) = pi√M so that the maximum number
of oscillations for a given M happens when v = 0 (so that e = −1 can be asymptotically
reached) and is given by max
[
k ∈ N0 : k <
√
M
2pi
]
. Finally, because of the monotonicity of
Lswing(e), if there exist a solution with k oscillations, there exist solutions with j oscillations for
all j : 1 ≤ j ≤ k.
To summarise, in this category, there exist
• an equilibrium with a single simple swing if `b(e|v) =
√
M/2 has a solution in e ∈ [v −
1, v + 1],
• an equilibrium with a single complex swing if 2`b(e|0)− `b(e|v) =
√
M/2 has a solution in
e ∈ [v − 1, v + 1],
• equilibria performing k oscillations for all k for which 2k `b(e|0) =
√
M/2 has a solution
in e ∈ [v − 1, 1].
Category (c) is defined by solutions with exactly k loops between the frame and the weight.
Their existence depends only on the length LLoop required for the solution to loop (go from any
θ? to θ? + 2pi) for given values of the mass M and the pseudo-energy of the solution e. This
length can be easily computed as
Lloop(e) =
∫ Lloop
0
dx =
∫ pi
−pi
1
θ′
dθ =
1√
2M
∫ pi
−pi
1√
e+ cos θ
dθ
=
2√
M
√
2
1 + e
K
(
2
1 + e
)
. (107)
There exists a solution in category c for each value of k ∈ N0 for which k Lloop(e) = 1 has a
solution e ∈ [v − 1, v + 1]. We therefore define
`c(e|k) = k
√
2
1 + e
K
(
2
1 + e
)
, (108)
and there is a solution in category (c) for each k such that
`c(e|k) =
√
M
2
, (109)
has a solution e ∈ [v − 1, v + 1]. All these solutions are unstable.
Category (d) gathers solutions that loop k times between the frame and the weight and arc
over the next maximum. Their existence depends on the length LLoop computed in (107) and on
the length Larch =
2√
M
`a(e|v) required to cover the extra arch from 2kpi+θ(0) to (2k+1)pi−θ(0)
(assuming that θ(0) ∈ [0, pi]).
3That is assuming that U > 0, if U < 0 the solution starts at arccos[v − e].
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Figure 6: Examples of equilibria in category (c) with v = 1.5 and M = 81 for which there are
three solutions to Eq. (109): one for each k = 1, 2, 3. The energy of the system is Ec1 ' 14.60,
Ec2 ' −5.37, and Ec3 ' 0.74, respectively. These equilibria are unstable.
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Figure 7: Examples of equilibria in category (d) with v = 1.5 and M = 81 for which there are
three solutions to Eq. (111): one for each k = 1, 2, 3. The energy of the system is Ed1 ' −11.35,
Ed2 ' −16.74, and Ed3 ' 0.58, respectively. These equilibria are stable.
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Figure 8: Examples of equilibria in category (e) with v = 1.5 and M = 81 for which there are
two solutions to Eq. (113): one for each k = 1, 2. The energy of the system is respectively:
Ee1 ' 18.01 and Ee2 ' 3.73. These equilibria are unstable.
The pseudo-energy of a solution with k loops is then specified by the condition Larch +
kLloop = 1 which is equivalent to `d(e|v, k) =
√
M
2 where the function `d is defined by
`d(e|v, k) =
√
2
1 + e
[
K
(
2
1 + e
)
(1 + k)− F
(
arccos(v − e)
2
∣∣ 2
1 + e
)]
, (110)
and there is a solution in category (d) for each k such that
`d(e|v, k) =
√
M
2
, (111)
has a solution e ∈ [v − 1, v + 1]. All these solutions are stable.
Category (e) gathers solutions that loop k times between the frame and the weight and swing
across the next minimum. Their existence depends on the length LLoop computed in (107) and on
the length Lsimple swing computed in (103) and required to cover the extra swing from 2kpi+θ(0)
to 2kpi − θ(0) (assuming that θ(0) ∈ [−pi, 0]).
The pseudo-energy of a solution with k loops is then specified by the condition Lsimple swing+
kLloop = 1 which is equivalent to `e(e|v, k) =
√
M
2 where the function `e is defined by
`e(e|v, k) =
√
2
1 + e
[
k K
(
2
1 + e
)
+ F
(
arccos(v − e)
2
∣∣ 2
1 + e
)]
, (112)
and there is a solution in category (e) for each k such that
`e(e|v, k) =
√
M
2
, (113)
has a solution e ∈ [v − 1, v + 1]. All these solutions are unstable.
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Figure 9: For three different values of v, the figure presents the functions `a(e|v) (thick – blue
online), `b(e|v) (thick dashed – red online), 2`b(e|0) − `b(e|v) (thick dot-dashed – black online)
this function is only defined for v < 2, 2k`b(e|0) (thin dashed – black online), `c(e|k) (dotted
grey – orange online), `d(e|v, k) (thin grey – blue online) and `e(e|v, k) (thin dashed light grey
– light red online). The intersection of each of these functions with the (thick black) horizontal
at
√
M/2 determines the pseudo-energy of solutions of category (a), (b) single simple swing, (b)
single complex swing, (b) multiple simple swings, (c), (d) and (e) respectively. All discontinuous
curves correspond to unstable solutions while the full curves correspond to stable solutions. The
number of full loops k reported to the right of each box referred to full and dotted lines of
categories (d) and (c). The number of loops for the dashed lines corresponding to category (e)
are k − 1.
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All equilibria can be summarised in a single figure. Indeed, for each category, it is possible
to obtain an equation of the form `(e| · · · ) =
√
M
2 for the pseudo-energy of the solution. In
Fig. 9, we plot these non-dimensional solution lengths as functions of e. For a given mass M
and reference curvature of the spring v, the possible equilibria are simply determined by the
intersection of these curves and the horizontal (thick black) at
√
M/2.
This simple system proves to be quite rich. The study of Secs. 7.1 & 7.2 provides all its (non
trivial) equilibria together with their stability. For the illustrative purpose, we chose M = 81
and v = 1.5 for the different figures. In that case, the system has four stable and seven unstable
equilibria. A direct computation of their internal energy shows that the case k = 2 in category
(d) displayed in the middle column of Fig. 7 is the global energy minimiser of the problem.
The complete analysis is summarised in Fig. 9 where each curve correspond to one possible
type of equilibrium. The full (resp. discontinuous) curves correspond to stable (resp. unstable)
equilibria. For given M and v the pseudo-energies of all possible equilibria are indicated by the
intersection of the curves in Fig. 9 with the horizontal at
√
M/2 the abscissa of which are in
the interval [v − 1, v + 1]. From the figure we see that for v < 2 the function `d(e|k, v) has a
vertical asymptote at e = 1. Therefore, for increasing values of M the thick horizontal grey
(green online) line has more intersections with higher k values (corresponding to more loops)
while solutions of lower k exist and are stable. When v > 2 the number of stable solutions
decreases as the asymptote can no longer be reached. For instance with M = 361 there are 6
stable solutions when v = 1.5 but only 3 for v = 4.
8 Conclusion
In this paper, we obtained geometric conditions for the positive definiteness of the second vari-
ation of a family of one-dimensional functionals. A typical approach to prove stability for these
problems is to consider the associated Sturm-Liouville problem and study numerically its spec-
trum. Such numerical studies can be delicate due to the sensitivity of the eigenvalues when a
solution crosses a maximum of V with |θ′|  1. We presented a different approach by defining
global indices based on the geometry of trajectories in phase plane. In many cases, these indices
provide a complete solution to the stability problem. Theorems 1, 3, and 4 constitute the main
results. Taken together, they offer a powerful method to tackle many difficult stability issues
without the need for numerical analysis, as shown in a physical example of a weighted hanging
rod with intrinsic curvature. We chose a simple but generic form for the functional as a starting
point, but we expect that many of the arguments presented here could be generalised to other
problems.
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A Minimality with respect to perturbations in CN [a, b]) and min-
imality with respect to perturbation in C1([a, b])
In Section 2 we stated that to find a minimum of the functional (1,2), we could restrict the
study to perturbations in CN ([a, b]) instead of having to study the larger space of C1([a, b])
perturbations. In this paper we only consider the following two cases: either (12) holds or ∃τ ∈
CN ([a, b]) : δ2Eθ[τ ] < 0. Then the statement holds because of the following three propositions.
Proposition 9. For a given function θ ∈ C1([a, b]), the first variation of the functional (1,2)
vanishes ∀τ ∈ CN ([a, b]) iff it vanishes ∀τ ∈ C1([a, b]).
Proof. By direct computation of the first variation:
∀τ ∈ CN ([a, b]) : δEθ[τ ] = 0.
⇔ ∂L
∂θ′
∣∣∣∣
θ(b),θ′(b)
=
∂L
∂θ′
∣∣∣∣
θ(a),θ′(a)
= 0, and
∂L
∂θ
∣∣∣∣
θ(s),θ′(s)
− d
ds
∂L
∂θ′
∣∣∣∣
θ(s),θ′(s)
= 0.
⇔ ∀τ ∈ C1([a, b]) : δEθ[τ ] = 0.
Recall from section 6 that we can express the second variation of E as
δ2Eθ[τ ] = K−Vθθ◦θ,[a,b][τ ], (114)
where for any function f ∈ C0([a, b]), the functional Kf,[a,b] was defined by (61) recalled here
for convenience:
Kf,[a,b][τ ] =
∫ b
a
τ ′2(s) + f(s) τ2(s) ds. (115)
We then have
Lemma 5. Let f ∈ C0([a, b]) and the functional K be defined according to (115), then
∀τ ∈ C1([a, b]), ∀η > 0, ∃τ¯ ∈ CN ([a, b]) : ∣∣Kf,[a,b][τ ]−Kf,[a,b][τ¯ ]∣∣ < η. (116)
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Proof. Let τ ∈ C1([a, b]), and  ∈ R+0 : 0 <  < b− a. Also define the polynomial p and q as
p(s) = τ(a+ ) + τ
′(a+ )(s− (a+ )) + τ
′(a+ )
2
(s− (a+ ))2, (117)
q(s) = τ(b− ) + τ ′(b− )(s− (b− ))− τ
′(b− )
2
(s− (b− ))2, (118)
and remark that
Kf,[a,a+][p] =
∫ a+
a
p′
2
(s) + f(s) p2 (s)ds
= 
∫ 0
−1
τ ′2(a+ )(1 + z)2
+f(a+ (z − 1))
(
τ(a+ ) + τ ′(a+ )
(
z +
z2
2
))2
dz
= O(), (119)
where the second equality comes after the change of variables z = s−(a+). A similar argument
leads to
Kf,[b−,b][q] = O(). (120)
Then consider the following function
τ¯(s) =

p(s) if s ∈ [a, a+ ],
τ(s) if s ∈ (a+ , b− ),
q(s) if s ∈ [b− , b].
(121)
Note that by construction, τ¯ ∈ CN ([a, b]).
Finally, we have
Kf,[a,b][τ ] = Kf,[a,b][τ¯ ]−Kf,[a,a+][p]−Kf,[b−,b][q] +Kf,[a,a+][τ ] +Kf,[b−,b][τ ]
= Kf,[a,b][τ¯ ] +O(), (122)
where the first equality comes from splitting the domains of integration and the second equality
comes by substituting the third and fourth terms according to (119,120) and because the last
two terms are integrals of bounded integrands over a domain of size O().
The two following propositions are then direct applications of Lemma 5.
Proposition 10. Let θ be a stationary function for the functional E . Then the following holds:
∃τ ∈ C1([a, b]) : δ2Eθ[τ ] < 0 ⇒ ∃τ¯ ∈ CN ([a, b]) : δ2Eθ[τ¯ ] < 0. (123)
Proposition 11. Let θ be a stationary function for the functional E . Then the following holds:
∃M¯ > 0 : ∀τ¯ ∈ CN ([a, b]) : δ2Eθ[τ¯ ] ≥ M¯
∫ b
a
τ¯2(s)ds
⇒ ∃M > 0 : ∀τ ∈ C1([a, b]) : δ2Eθ[τ ] ≥M
∫ b
a
τ2(s)ds. (124)
Finally, note that the converse of Propositions 10 & 11 are trivially true.
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B Sufficient condition for local minimality
Assume that θ is stationary for the functional (1,2):
∀τ ∈ CX([a, b]) : δEθ[τ ] = 0; (125)
and that the second variation of E at θ is strongly positive with respect to the L2 norm:
∃k ∈ R+0 : ∀τ ∈ CX([a, b]) : δ2Eθ[τ ] ≥ k
∫ b
a
τ2(s) ds. (126)
We show that θ is locally minimal for E .
Recall from Section 2 that θ is minimal if for all admissible perturbations τ , there exists a
number M > 0 such that for all  ∈ [−M,M ] \ {0},
E [θ + τ ] > E [θ]. (127)
We compute
E [θ + τ ] =
∫ b
a
1
2
(
(θ′ −A) + τ ′
)2 − V (θ + τ) ds, (128)
=
∫ b
a
(θ′ −A)2
2
+ (θ′ −A)τ ′ + 2 τ
′2
2
−
(
V (θ) + Vθ(θ)(τ) + Vθθ(θ)
(τ)2
2
+ ν(τ ; s) (τ)2
)
ds,
= E [θ] +  δEθ[τ ] +
2
2
δ2Eθ[τ ]− 
2
2
∫ b
a
2ν(τ ; s) τ2 ds (129)
≥ E [θ] + 
2
2
((
k − ν¯()) ∫ b
a
τ2(s) ds
)
. (130)
The second equality comes after rearranging the first term of the integrand and Taylor expanding
the second term in (128). The function ν(τ ; s) is the prefactor of the remainder of this Taylor
expansion. Accordingly, at each s:
ν(τ ; s)
τ(s)→0→ 0. (131)
The third equality comes after grouping the first and fourth, second and fifth and third and sixth
terms in (129). Finally, we define the function ν¯() = sups∈[a,b] |ν(τ(s); s)| and note that (131)
insures that
ν¯()
→0→ 0. (132)
The inequality (130) is due to (125) and (126).
It is then always possible to choose M such that the second term in the R.H.S. of (130) is
strictly positive ∀ ∈ [−M,M ] \ {0}.
C Sturm-Liouville problems
Let p, q ∈ C1([a, b]) with p > 0. We consider the following Sturm-Liouville problem with separate
boundary conditions:
(−py′)′ + q y = λy; y′(a) = 0, y′(σ) = 0, (133)
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where a < σ ≤ b.
We first list a number of well known results regarding regular Sturm-Liouville problems with
separate boundary conditions (see [7] and reference therein): the eigenvalues λ for which (133)
admits a solution are separate, bounded from below and simple (the vectorial space of eigenfunc-
tions associated to one eigenvalue is of dimension one). Furthermore eigenfunctions associated
to different eigenvalues are orthogonal.
Our results depend crucially upon the fact that eigenvalues λ of the Sturm-Liouville prob-
lems (133) with separate boundary conditions are continuous functions of σ (see [8] Theorem
3.1):
Proposition 12. If for σ = σ0 there exists a solution to (133) with λ = λ0, then for all  > 0,
there exists a δ such that if |σ − σ0| < δ, then there exits a solution of (133) with |λ− λ0| < .
It is however important to realise that, this theorem does not imply the continuity of the
k-th eigenvalue. It only states that the existence of the eigenvalue λ0 at σ0 implies the existence
and continuity of λ as a function of σ in some (arbitrarily small) open set around σ0. It is in fact
possible to build examples (see [8]) of Sturm-Liouville problems with slightly more complicated
boundary conditions than that of (133) which obey the assumptions of Proposition 12 but for
which a new branch of eigenvalues appear at some value σ = c with a < c < b and limσ→c+ =
−∞.
If such a branch of eigenvalues existed for the Sturm-Liouville operator S defined in Section 4,
our argument would collapse. Indeed, following [9], we proposed to count the number of negative
eigenvalues of (133) with σ = b by counting the number of inborn eigenvalues when σ → a+
and then keeping track of the change of signs of eigenvalues as σ is continuously increased up
to b. If negative eigenvalues can simply appear “out of the blue” without having to be positive
eigenvalues that changed sign, the argument would fail. Let us first prove that
Proposition 13. If p = 1 and there exists a number Q such that |q(x)| < Q ∀x ∈ [a, σ], then
all eigenvalues λ of the problem (133) must respect λ > −Q.
Proof. Assume there exists a λ ≤ −Q such that (133) admits a solution u. By linearity of (133),
the function h = u/u(a) is also a solution for the same λ. By construction, h is the unique
solution of the initial value problem
h′′ = (q − λ)h; h(a) = 1, h′(a) = 0. (134)
But since we assumed λ ≤ −Q, Eq. (134) implies h′′ ≥ (q+Q)h(x) > 0 and h′ is a monotonous
strictly increasing function. It is therefore impossible that h′(σ) = 0 and h can not be a solution
of (133). A contradiction.
Since our Sturm-Liouville operator S respect the hypothesis of Proposition 13, there can
not exist a branch of eigenvalues the limit of which is −∞. Next, we must also rule out the
possibility of new branches appearing on open sets with finite limits:
Proposition 14. Let λ(σ) be a continuous branch of eigenvalues of (133) with σ ∈ (c1, c2) an
open set with a < c1 < c2 ≤ b and with p and q respecting the assumptions of Proposition 13.
If λ1 = limσ→c+1 λ(σ) < +∞, then λ1 is an eigenvalue of (133) with σ = c1. Similarly, if
λ2 = limσ→c−2 λ(σ) < +∞, then λ2 is an eigenvalue of (133) with σ = c2.
Proof. There are two cases to consider: either limσ→ci = λi < +∞ or limσ→ci = +∞. Since the
property is not concerned with the latter, we focus on the former. Note that we can not have
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limσ→ci = −∞ because of Proposition 13. From now on, we therefore assume that λi are finite.
Consider the following family of initial value problems
− h′′(x) + (q(x)− λ(σ))h = 0; h(a, σ) = 1, h′(a, σ) = 0. (135)
After rescaling according to x = a+ (σ − a)z, it is equivalent to the first order problem
dv
dz
= (σ − a)
[
q(a+ (σ − a)z)− λ(σ)
]
g,
dg
dz
= (σ − a)v,
{
g(0, σ) = 1
v(0, σ) = 0,
(136)
It is easy to see that if
(
g(z, σ), v(z, σ)
)
solves (136) for a particular value of σ, then h(x, σ) =
g
(
x−a
σ−a , σ
)
solves (135). Furthermore h′(x, σ) = 1σ−a
dg
dz = v
(
x−a
σ−a , σ
)
. Vice versa if h(x, σ)
solves (135) then
(
h[a+ (σ − a)z, σ], h′[a+ (σ − a)z, σ]
)
solves (136).
Since λ(σ) is an eigenvalue of (133) for σ ∈ (c1, c2), we have
(
∂
∂xh(x, σ)
)∣∣
x=σ
= 0. Hence
if (g, v) solves (136), then v(1, σ) = 0 ∀σ ∈ (c1, c2). But since the solution (g, v) of the
IVP (136) is continuously dependent on both x and the parameter σ (see e.g. [5] Theorem
3.2), limσ→ci v(1, σ) = 0 which in turn implies that limσ→ci h′(σ) = 0 so that h(x, ci) is an
eigenfunction of the Sturm-Liouville problem with eigenvalue λi.
Together, Proposition 13 & 14 insure that in the case of the Sturm-Liouville operators (133)
with Neumann boundary conditions, p = 1 and bounded q there can be no negative eigenvalues
appearing “out of the blue” for σ > a.
Finally, we must show that when there exists a σ such that an eigenvalue vanishes: λ(σ) = 0,
then only one eigenvalue changes sign. Indeed, if two eigenvalues were to change signs at the same
σ, then the counting argument exposed earlier would also fail. However, different continuous
branches of eigenvalues never cross:
Proposition 15. Let λ1(σ) and λ2(σ) be continuous branches of eigenvalues of (133) such that
there exists an open set (a, σ0) ⊂ (a, b] such that σ ∈ (a, σ0) : λ1(σ) 6= λ2(σ). Then, λ1(σ0) 6=
λ2(σ0).
Proof. This is a consequence of [8] Theorem 3.2 which states that if λ(σ0) is an eigenvalue
of (133), and u(., σ0) a normalised eigenfunction of λ(σ0), then there exist normalised eigenfunc-
tions u(., σ) of λ(σ) such that
u(., σ)→ u(., σ0), as σ → σ0, (137)
uniformly on any compact subinterval of (a, σ0].
As a result, if there existed a σ0 such that λ1(σ0) = λ2(σ0) = λ0, we could define an
associated normalised eigenfunction u0. But then by the theorem mentioned above there would
also exist normalised eigenfunctions u1(., σ) of λ1(σ) and u2(., σ) of λ2(σ) such that u1
σ→σ0→ u0
and u2
σ→σ0→ u0. In particular, this would imply that limσ→σ0
∫ σ
a ||u1(x, σ) − u2(x, σ)||2dx =
0. However for any σ < σ0, the branches are different: λ1(σ) 6= λ2(σ) and the associated
eigenfunctions must be orthogonal. Therefore
∫ σ
a ||u1(x, σ)− u2(x, σ)||2dx = 2 and the integral
can not vanish in the limit σ → σ0.
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