at the cost of some "dirty" solutions. The history of Computational Linguistics in the last decades is much the history of the evolving relations between all these conjuring approaches.
Main Achievements
It has been for a long time a common place that Computational Linguistics, as Artificial Intelligence, has created a number of models, programmes, and prototypes which claimed a lot but did nothing at all. This is an extreme view that points out the absolutely theoretical character of what has been done, despite the strong claims of practical utility, often due to constraints imposed by sponsors and funding agencies. Nevertheless, it is just thanks to these attempts, often impractical, though theoretically "clean", that some of the fields of Computational Linguistics reached maturity and has been able to produce stable technologies, as a preparatory step to engineering. The following paragraphs will analyse the main areas in which some achievements have been reached.
Parsing and Parsing Technology
Parsing has been probably the field of Computational Linguistics where some results have been achieved since an early stage. The first parsers which bore some relation to grammatical theory go back to the early Seventies. The common background knowledge that made possible such a development is Generative and Transformational Grammar, but its computational interpretation gives rise to e number of different models, with different both technical and theoretical impacts. The key problem to solve is to reach a logical (deep) structure of the sentence, such as to satisfy the constraint of being mapped onto some sort of semantic (executable) representation. Transformational grammar does not offer a direct solution to this problem, leaving a free space to several interpretations. The most orthodox of these interpretations (Friedman 1971) proposed a parser that, after having produced a surface tree, by means of a context-free grammar, tried to yield such a deep structure using the same set of transformations proposed by Chomsky, inverting input and output.
On the contrary, the most successful solution was the one offered by ATN (Woods 1970) , as not only it was a good answer to the question of dealing in a single process the mapping of a surface sentence/structure onto the corresponding logical form, but gave also origin to a number of grammatical (Kaplan 1973 (Kaplan , 1975 Kaplan and Bresnan 1982) and psycholinguistic (Kaplan 1972, Wanner and Maratsos 1978) debates. This was also the prototype of an entire family of natural language grammars for parsing, called Augmented Phrase Structure Grammars (APSGs, see Heidorn 1975) ; in general APSGs are ordinary context-free grammars, augmented with instructions to store the already reached (sub)trees and to carry linguistic tests.
From a plain computational point of view, the way how rewriting rules are stored, accessed, and utilised identifies different groups of algorithms (Early 1970 , Kuno1966, Kasami 1965 , and this is the base of the parsing theory and practice in computer science.
From a natural language point of view, starting from these achievements it has been possible, with the time, to develop further (computational) theories (see below § 4.2.2.1), as well as grammar engineering practices (Bates 1978) , or natural language parsing best practices (Tomita 1986 (Tomita , 1987 .
Turning to the application side, when facing the problem of parsing real natural language, some inadequacies of axiomatic grammars appeared clearly. For instance, people rarely use sentences, in the proper sense, but rather utterances which may be elliptical or really "erroneous"; some solutions have been tried, falling in the category called "treatment of illformed input" (Kwasny and Sondheimer 1981) . Also, human language consists of sentences/utterances connected with one another, and such connections are realised by some pro-forma, like pronouns that represent nouns, but also sentence fragments; this is the "reference resolution" problem, that gave rise to a number of techniques for treatment (Sidner 1981 (Sidner , 1983 Grosz 1977; Grosz and Sidner 1986; Grosz, Joshi, and Weinstein 1983) . In general, however, most of the proposed solutions failed to become technological achievements.
From the point of view of the structure of algorithms, grammatical theories like GPSG (Gazdar et al. 1985) or LFG (Kaplan and Bresnan 1982) have lead to adopt a model in which semantic interpretation goes together with syntactic parsing. This idea of a direct correspondence between syntactic and semantic rules comes form the montagovian approach to logic grammars (Montague 1973) , which relied on a categorial grammar. A first attempt to associate semantic rules to context-free and transformational grammars is due to B. Hall-Partee (1973), but GPSG, in its early formulation (Gazdar 1982 ) makes this association systematic. LFG does not impose any constraint on the nature of the semantic rules, but makes the assumption that such an association takes always place. Presently, the direct mapping of sentences onto a semantic structure is taken as a standard both in logic terms, making reference to the DRT model (Kamp 1981 , Pinkal 1985 , Kamp and Reyle 1993 , and in practical applications, as embedded in (spoken) dialogue systems (see Dahl 2000) .
Presently, all this bunch of knowledge, technical know-how, models, programmes is the core technology on which any natural language application is based.
Interaction Models
Since the early Seventies, natural language has been viewed as the most natural way of interacting with computers, capable of breaking the barriers of man-machine interaction. The notion of "naturality" has evolved through the years: at the very begging it seemed that the simple possibility to use English sentences was more natural than using some computer language, later it appeared that the "naturality" of natural language was defective if some other "tricks" of natural language are not adopted, like anaphora or paraphrase of an utterance, finally a real "blue-print" for graceful interaction has been dictated, which included a number of ingredients for "naturality" (Hayes and Reddy 1983) . At the end, this notion of "naturality" has been overcome in the Eighties and Nineties by the introduction of easy graphical interfaces; nevertheless, natural language interfaces have opened a number of problems of interaction, some of which have a larger import than plain natural language itself.
The most relevant result is the introduction of "dialogue", i.e. the model of (natural language) interaction based on pragmatics and the inference of the user's intentions (Allen 1983) . The concept underlying this approach is that human-human interaction is part of a more general "cooperative planned behaviour". An agent has a plan to reach some objective, but, if she/he meets an obstacle, she/he can call for help; among the obstacles, a very serious one is the lack of the necessary information to carry the original plan, and the call for help can take the form of a request for information.
Thus, the agent that responds to the request of information, often does not answer to the literal meaning of the question, but to the intentions of the calling agent she/he infers from the question itself. The plan, the planning activity and the plan reconstruction are represented in the planning formalism, well known to Artificial Intelligence, while Searle's theory of Speech Acts gives the basis for the inference of the meaning of an utterance underlying its propositional content. This "marriage" between Speech Acts and Planning has probably been the most theoretically original result in Computational Linguistics, and it gave birth to a set of researches in the field of natural language interaction in terms of planned behaviour (Cohen and Perrault 1979 , Allen and Perrault 1980 , Allen and Litmann 1986 , Carberry 1999 , but with the spreading of Spoken Dialogue Systems (Peckham 1993, Smith and Hipp 1994) , these models became of practical relevance and are again a paradigm of interaction. On the other hand, the assumption that any given speech act allows a specific set of inferences (as in Traum 1993) , promoted the idea that there is a strict correlation between the rhetorical features of an utterance, thus referred to as dialogue act or discourse act, identifiable by a rhetorical label, and the set of inferences this utterance allows. By this conceptual bridge, Allen's theory of dialogue stands also at the origin of all the activities of pragmatic tagging of corpora (see § § 4.2.1 and 4.2.4).
Morphology and Dictionaries
Until the Eighties, natural language processing programmes used "built-in" dictionaries of few thousands words. This has been seen for a long time as the only solution to the problem of POS-classifying words before parsing.
However, the small number of lexical items available and "searchable" was seen as a strong limitation to the power of those prototypes.
The problem of finding a word in a list (file, database) of large dimensions could be seen as a plain technical problem of search optimisation.
Nevertheless, the idea of making a lexical system able to predict incoming forms motivated some research on the morphological approach to dictionary look-up since the Eighties (see Byrd 1983 , Byrd et al. 1986 ). The typical morphology-based look-up system consists of a set of dictionaries of lexical segments (bases, prefixes, suffixes, endings) and a set of rules of word formation, consisting of two parts, composition of segments and phonetic modifications.
The (casual) appearance of highly inflected languages on the stage of computational treatment, pointed out the weakness of existing lexical analysis systems, mostly designed for English. It is not a case, probably, that the present standard for morphological and lexical analysis comes from a Finnish environment (Koskenniemi 1983) . This is based on the above sketched framework, but the form of the (phonological) rules is particularly sophisticated, as it deals with complex morpho-phonetic phenomena.
The Treatment of corpora
The treatment of corpora goes as back to the origin of Computational Linguistics as Machine Translation. The first project of building a computational lexicon of the works of Saint Thomas (Busa 1980) In the early stages, much attention was given to the acquisition and coding techniques (how to code all the existing characters and diacritics, how to represent textual references), to the context delimitation techniques (how to define a context, how long should it be etc.), to the output procedures (how to print out special characters or diacritics). Obviously, all these problems have been overcome with the introduction of mark-up languages, which allowed to define any subset of characters, while the introduction of high resolution screens, graphic interfaces, and laser printers made the representation of any kind of character easy. Thus the attention moved from technical problems to more substantial problems like the techniques for acquisition and for processing of linguistic data, and the standards for tagging and mark-up (see § 4.2.4).
From prototypes to engineering
One of the main objections moved to traditional Computational Linguistics was, and often still is, that it has produced a lot of theoretical work, but no practical application at all. Engineering is still a phase to be reached. The causes of this situation have been, in general, recognised to be a general lack of empirical knowledge and, going farther, the lack of automatically learning processes.
The first argument goes the following way: Theoretical "chomskian" linguistics deals with "competence", our programmes, on the contrary, deal with "performance" phenomena. This causes two inadequacies; (i) what we know about language is based on highly theoretical assumptions, but it has little or nothing to do with the linguistics of "real language", and (ii) even if our knowledge should be valuable, it would cover a number of phenomena largely smaller than those presented by "real language".
The second, more serious, argument runs as follows: no theory or programme will be able to model the whole linguistic knowledge necessary to both analyse any text that is presented and keep aligned with language innovation. The only system that can do that is the one that acquires documents and learns from them new linguistic structures. 
Computational Linguistics, theoretical Linguistics and Corpora
Having examined the major trends of research and application, we can finally give an account of the present state of Computational Linguistics.
This will run in two directions, a description of the major application areas, in order to understand their impact on the research trends, and a brief account of the most popular research objectives and methodologies.
Application Areas
The studies in Computational Linguistics have always been affected in some way by the nature of prospective applications. Thus, when human-computer interaction in natural language was in the focus of attention, sentence processing and dialogue models were extensively studied. It is, therefore, very important to have a notion of what are the presently preferred application domains.
Spoken Dialogue Systems
The study of dialogue structures and dialogue modelling has been one of the research themes since the early Eighties, and different paradigms have been developed, most of which dealt with typed input and output. By the end of the Nineties some vocal services have been activated, especially in Europe, in which vocal input is interpreted by a signal processor and a parser, while the answer, also in vocal form, is planned by a dialogue manager module according to a number of contextual parameters. There are some systems that can be considered a sort of milestones, such as SUNDIAL (Peckham 1993) , Dialogos (Albesano et al. 1997) , or the DUKE University system (Bierman et al. 1993 ).
These systems have large application in transaction situations, like trip information, train, flight, or hotel reservations. The main features of these systems are a robust speech recognition component, a simple parser that performs semantic interpretation of the input, a dialogue manager that acquires the interpretation of the input and, according to a number of parameters, decides whether it is necessary to ask the user to complete the parameters of her/his query, or, if they are sufficient, the query can be processed by the back-end component (data-base). The reactions of the dialogue module are translated into sentences and hence into speech utterances by a speech synthesis module.
Spoken dialogue systems integrate technological developments of early dialogue systems (see § 2.2), based on a simplified theory of speech acts, then dialogue acts, and corpus techniques, largely used to infer dialogic rules. These applications are mostly responsible for the creation of dialogue corpora, annotated in terms of dialogue or discourse acts (see http://www.sigdial.org for a relatively exhaustive list of such initiatives).
Multilingualism
Machine translation has been one of the first, if not the first application domain of computational linguistics. This has been experimented in several areas, like military message translation, technical translation, institutional document translation. Translation has always been intended to be from one language to the other, from Russian to English and vice-versa at the beginning, from Japanese to English and vice-versa in the large Japanese projects of the Seventies and the Eighties, or from French to English and vice-versa in Canada. The European Community started, in the Eighties, the first project many-languages-to-many-languages, Eurotra (Raw et al. 1988 ).
Later, it is worth mentioning the large project Verbmobil (Kay et al. 1994) , which couples machine translation techniques with spoken dialogue techniques.
The spreading use of the Internet proposes a new dimension of the translation problem. The scenario is the search for some information, or some documents, using a generic search engine; once key-words have been introduced in one language, they can be translated into other languages by means of bilingual dictionaries, and the search can be launched in the target languages. This limits the search to those documents into whose languages the query words have been translated, thus missing possible other documents in other languages. To overcome this limitations, the idea has been proposed that any document and any query is translated into a sort of (universal) interlanguage (Universal Networking Language, also UNL, see http://www.ias.unu.edu/research/unl.cfm); the match is carried onto expressions of this interlanguage, rather than onto one-to-one translations.
Document classification and retrieval
Studies in classification and retrieval of documents start in the field of information retrieval, which has been for years separated from any kind of natural language processing. Many statistical techniques have been tried to establish degrees of relevance of words in a text (see Salton and Buckley 1988) , or degrees of relations between couples or triples of words (collocations; see e.g. Sinclair 1987 , Sekine et al. 1992 , Dagan et al. 1999 ).
More recently, Computational Linguistics tried to propose contributions coming from linguistic analysis. On one hand, the grouping of key-words by concepts has been proposed, using the WordNet approach (see Mandala et al. 1998 ), on the other hand some (parsing) techniques has been developed to recognise and use phrases as queries (the Cristal LRE Project, see http://www.ilc.pi.cnr.it/Mac/cristal.html). Document classification and retrieval has several applications. Web browsers are generally based on such a technique, but also more local services like dedicated portals, pull information systems, technical information systems and any other service that relies on document management.
Research Areas
In order to develop the above mentioned applications, a number of basic techniques and theoretical issues is now being developed. We will sketch, in the following few pages, the main lines of both theoretical and technical developments of research in Computational Linguistics.
Linguistic Resources
By linguistic resources all kinds of repositories where some linguistic piece of knowledge is contained in an explicit or implicit way are meant. This is a sort of "conceptual" dictionary, where words are presented in a structure that accounts for links like synonymy, hyperonymy etc. This dictionary comes from an initiative taken by the psychologist G.Miller in the early Eighties (Miller 1985) ; the general idea was to present lexical material in a more concept-oriented way. More recently it has been taken to represent real conceptual relations, and it has been tested in many programmes of document classification and document retrieval to group key-words in "ideas". With this objective in mind, some projects have been The other large family of resources are "corpora". A "corpus" is a collection of language samples stored in specific formats and annotated in such a way as to distinguish different linguistic units. The utility of such large collections of texts is that they offer the empirical base for the inference of different linguistic regularities that may form a rule or a norm. The ground level of such an inferential function is the simple distribution of words; this is the basis of a large enterprise like COBUILD (http://titania.cobuild.collins.co.uk/), a corpus in continuous evolution, where texts are stored in a rough format and words and word sequences can be searched through the whole material. However, the most spread opinion is that texts should be "annotated" or "tagged". This means that linguistic units belonging to some level of analysis should be assigned labels that classify them. Thus, at the word level, any word is isolated and added the POS-tag, i.e. the label indicating its Part Of Speech and other morphological properties. Higher levels are also possible, like coreference or, more commonly, the pragmatic level, i.e. the discourse segments.
As it has been mentioned before, while POS-tags belong to a more or less stable tradition, discourse-act tagging has been originated and strongly influenced by previous studies on dialogue models. Thus, DAMSL (Allen and Core 1997) tagging system is the result of a long involvement in dialogue modelling of University of Rochester, as well as the RSTool by D.Marcu (2000) is a derivation of the studies carried at ISI in the domain of text generation, not to mention the MapTask (Carletta et al. 1996) initiative, or the Verbmobil corpus (Alexandersson et al. 1997 ).
Linguistic resources are used mostly to develop learning techniques to be applied to different fields of natural language processing (see § 4.2.3).
Parsing sentences and documents
Parsing, keeps being an important component of any process having natural language as object. It has evolved in two main directions, quite opposite one to the other. On one side a substantial evolution of grammar formalisms have produced heavy modifications also in the parsing techniques; on the other side, the need for more realistic and engineered solutions led to the use of some sort of mass-parsing techniques, based on substantial simplifications of traditional parsing.
New formalisms and new algorithms
Since the introduction of APSGs, it appeared that a neater parsing process should rely on both a structural (syntactic trees) and a functional ( Unification Grammar (FUG -Kay 1979 . From a procedural point of view all these theories, FUG excepted, more or less agreed in identifying two main blocks, a structural process, which remains close to traditional parsing, and a functional process, which takes care of computing the values of higher nodes labels as a function of lower nodes labels values It is not necessary, here, to discuss the viability of each of these solutions; the functional computation has in itself many difficulties, and some attempts to solve them have been done (see Schieber 1986) . All the grammars of this group, and the related algorithms, have been classified as feature-based grammars, feature unification algorithms, unification algorithms.
More recently, a general logic for the treatment of feature unification has been developed (Carpenter 1992) , and some of the related algorithms have been implemented (see for instance Kepser 1994 ).
The solution offered by feature-based grammars and typed-feature logic seemed, for a while a sort of definite solution for every parsing problem, but despite its formal clarity and neatness it appeared soon inefficient for the needs that were emerging from the market of natural language products.
Mass-parsing
In fact, the idea of producing a complete and deep analysis of sentences was loosing appeal, as the more promising applications of the end of the Nineties became text analysis, text classification, and any other domain where large quantities of text were to be analysed. In addition, it turned out that for the purpose of identifying some key-words or key expressions, no deep and accurate analysis was needed.
Thus the idea emerged that a complete parsing was not necessary, at least for "real" purposes, but some sort of "surface" analysis was sufficient. This job is successfully carried by "shallow parsers", whenever a syntactic analysis is necessary, or even "chunkers" where just the identification of some words is sufficient.
Shallow parsers are traditional parsers to which some complexity restriction has been added, especially in those areas where a deep analysis generates ambiguity with no interpretation benefit corresponding to it. An example for all could be the PP-attachment problem. By PP-attachment the ambiguity in the interpretation of Prepositional Phrases if meant; in the sentence John saw the man in the park with a telescope many interpretations are possible according to whether "with a telescope" is attached to "park" (a park where a telescope is located), to "man" (a man walking with a telescope under his arm), or to "John" (John saw the man by a telescope). This gives rise to an explosion of ambiguities, which cannot be solved unless one knows practically what happened. But, despite these difficulties, if one has to classify the sentence, or build a query to some search engine, or even translate it into another language, the attachment of the PP does not make any difference. The conclusion is that a deep syntactic analysis introduces more information than actually needed. It is enough to identify the PPs without trying to attach them one to the other, and any solution will hold.
In an extreme view, it could be possible just to delimit constituents on the basis of some separators, like articles, prepositions or conjunctions (see Abney 1991) . In this case, no structure, even partial, is built, but sentences are simply divided into segments; segments are called "chunks" and this approach is known as "chunking".
Actually there is no clear cut difference between "shallow parsing" and "chunking" as they simply lay in different locations of a continuous line. By "chunking", a text is divided into chunks that may belong to the same phrase (but this is to be verified) while "shallow parsing" implies in any case the attribution of some shallow structure, as it is the case in those resources known as Tree-banks (see http://www.cis.upenn.edu/~treebank/). It is usually believed that this preliminary processing of a text (in both cases) is an intermediate step towards deeper parsing, if it is necessary.
Thus syntactic processing of texts fall into two categories, according to whether hand-crafted patterns or machine learning techniques (see § 4.2.3) are used. By the first method, the analysis still relies on some sort of rules, be they relaxed enough to allow chunking; by the second method it is assumed that parsing of large texts becomes feasible without much work of grammar writing, but simply by inferring new linguistic constructions.
Finite State Transducers Technology
A finite state transducer is an extension of a specific family of automata, essentially it is a finite state automaton that works on two (or more) tapes.
The most common way to think about transducers is as a kind of`t ranslating machine'', that reads from one of the tapes and write onto the other. Transducers can, however, be used in other modes as well: in the generation mode transducers write on both tapes and in the recognition mode they read from both tapes. Furthermore, the direction of translation can be turned around: i.e. the expression a:b can not only be read as ``read a from the first tape and write b onto the second tape'', but also as ``read b from the second tape and write a onto the first tape''. In procedural terms, it consists of a set of states and transitions; each transition is allowed by a specified transition symbol, and associates to it a translation symbol, including the null one.
For may years Finite State Automata, and, therefore, Finite State Transducers, have been considered an efficient tool for the treatment of natural language, but less powerful and accurate than other formalisms as Context-Free grammars. We are not interested, here, into a computational evaluation of FSTs, but it is a fact that in more recent times they found a large employ in different areas, such as morphological analysis (see Clemenceau and Roche 1993 , Karttunen et al. 1992 , Silberztein 1993 , following the work by Koskenniemi (1983) , lexical recognition (see Pereira et al. 1994) , speech processing (see Laporte 1993 and , and even syntactic analysis (Pereira and Wright 1996) .
The appeal of this approach, started with the "two-level morphology" by K.Koskenniemi, and spread over other areas, is that it is possible to map whatever onto whatever else. Thus, phonetic lattices can be mapped onto tentative words, idioms can also be mapped onto words, morphologically complex words onto their morphemes (and related interpretations), strings of words onto phrases. This allows an unprecedented flexibility, without missing computational tractability and neatness. On the contrary, it seems that from a computational point of view FSTs are more efficient than CF grammars, and related algorithms. For these reasons FST technology is often regarded as the most promising technology for massive natural language applications.
Acquisition and Learning
Another relevant drawback for the building of efficient and robust natural language processing systems is the lack of flexibility and adaptivity of linguistic knowledge embedded in these kinds of system. This is commonly attributed to the fact that it takes long time and a considerable effort to build the linguistic knowledge sources, like dictionaries or grammars, but they remain unchanged through time, thus they may become obsolete in short; also they are not easily adapted to new kinds of applications. In addition, any single new linguistic item, be it a word unknown to the dictionary, a sentence type unforeseen by the grammar, or an unknown semantic frame, causes a Natural Language Processing System to stop or crash (see Armstrong-Warwick 1993) . The answer to this situation seems to be the building of systems able to infer and learn new lexical items or linguistic regularities. In addition, experiences carried in the field of speech recognition showed that learning approaches, especially based on statistic methods, were highly successful (Stolcke 1997 , Jelinek, 1998 . Also, the collection of large corpora, started in early stages of Computational Linguistics, has produced a huge amount of data that can be used to induce new patterns or train learning systems.
Learning techniques have been mainly applied to morphologic and syntactic analysis (Charniak 1997 , Brent 1999 , Daelemans et al. 1999 , Haruno et al. 1999 , Ratnaparkhi 1999 , semantic disambiguation (Ng & Zelle 1997 , Dagan et al. 1999 , discourse processing and information extraction (Cardie 1997 , Beeferman et al. 1999 , Soderland 1999 , and machine translation (Knight 1997) .
Natural language Learning studies have been carried mostly without strict contacts with traditional Machine Learning; nevertheless some of the traditional techniques have much in common with this branch (Brill and Mooney 1997) . The basic techniques are those based on statistics: a probabilistic model, such as Hidden Markov Models (HMM) or Probabilistic Context Free Grammars (PCFGs) can be roughly represented in terms of a finite state machine or a production system. Statistical data derived from a corpus can be attached to such models in order to serve as training for them. The corpus can be pre-annotated or not; in the first case training consists just in counting the already marked linguistic phenomena, in the second case some estimation techniques shall be used.
Another important method is symbolic learning, which consist in automatic acquisition of rules; this has always a statistical base, but the model is a rule-based rather than a probabilistic one. A variety of this method consists in remembering past examples and make decision on the base of similarity to those examples.
A third method relies on the neural networks, a computational model of neural cells (Rumelhart and McClelland 1986 ) that learns from examples.
It is evident, in all three cases, the relevant role played by a training corpus, i.e. a set of data that are used by the learning mechanism to infer, in any of the sketched ways, linguistic regularities. Training can be supervised, if the data have been somehow manipulated before training, or unsupervised if the data have not been interpreted in advance.
Many research efforts are deployed in this area, although stable technological results are still far. However, the assumption that the only possibility of improving our natural language systems and reaching a level of engineering close to real applications makes of this research field, together with the strictly related corpus based (computational) linguistics, the domain to which the majority of efforts is devoted.
Text and dialogue studies
As it has been anticipated above, discourse and dialogue studies have evolved in two different directions. On one side, many of the functional or speech acts based theories have been turned into sets of pragmatic tags, as a preparation for the analysis of corpora. On the other side some of the traditional issues have been tackled with new methodologies.
A commonly accepted result is that discourse has an internal structure, however it is recognised and marked. It is also accepted that the discourse structure can be exploited in different natural language processing applications, such as summarisation, machine translation, natural language generation. Thus, research has been carried to produce systems that automatically chunk discourse into segments and assign them labels according to some theory of discourse acts, the discourse parsers. Many of these attempts have been based on the recognition of the internal structure of discourse (see for instance (see Kurohashi & Nagao 1994 , Asher Lascarides 1993 , but they failed to produce reliable results, especially with real texts. Also logical models, like Discourse Representation Theory (Kamp 1981, Kamp and Reyle 1993) , could not be applied to large texts, despite their formal elegance and semantic depth. Better results have been attained by using incremental algorithms (see Polanyi 1988, Cristea and Webber 1997) .
But the most successful approach to discourse parsing is considered, presently, Marcu's algorithm (see Marcu 2000) . This is based on the recognition of cue phrases and discourse markers and the use of RST (Mann and Thomson 1988) . Segments fall into three levels, sentence, paragraph, and section, and the rhetorical relations holding between them are hypothesised on the basis of the corpus analysis of the cue-phrases. Then the trees, for each level of granularity, are built according to RST. The final discourse trees are built by merging the trees corresponding to each level.
A general issue strictly connected to discourse processing is discourse coherence. This is a strong theoretical issue, also connected to discourse parsing, as discourse segments are characterised and identified by coherence relations. In this field two basic approaches have been developed, Centering Theory (Grosz, Joshi, Weinstein 1995) and Veins Theory (Cristea et al. 1998 ). Both conjure to improve discourse parsability, also providing methods to solve anaphora and other forms of co-reference.
Approaches to discourse and dialogue do not appear systematic, but rather a collection of solutions for different issues. The original systematic and coherent studies have shown that the phenomenon is much more complex than one could think of, and several different aspects are being studied now.
However, it is to be seen as a high priority topic, as the large amount of (textual) documents available in the Internet demands for intelligent, flexible and effective programmes for text retrieval, text summarisation, and content extraction.
Recommendations for linguists
Computational Linguistics has often been divided in two extreme positions.
On one hand the community of researchers involved in lexicography and computational treatment of texts have developed tools for the treatment of large amounts of linguistic data, as well as linguistic studies based mostly on statistics. This was true in the Sixties and early Seventies, when text processing was based on punched cards, the software definition of special characters and diacritics, and printing chains for those special characters, and is true now, when texts are marked-up and standardised by the use of exchange languages like SGML or XML.
The results of this trend of studies tend to be probabilistic.
On the other hand, the community of researchers involved in syntactic analysis, semantic interpretation, pragmatics, dialogue modelling, and discourse planning tend to look for regularities that can be expressed in rules that can generate corresponding behaviours. Sometimes these rules have been offered by theoretical linguistics, as for syntactic parsing, or logic, as for semantic interpretation, sometimes have been derived by the interpretation of some empirical material, assisted by some general theories as it has been the case for dialogue modelling.
This dichotomy somehow interact with another opposition, sketched at the beginning of this article, between a highly "prototypical" approach and extreme low level "engineering" solutions.
Till the early Nineties, researchers created highly sophisticated prototypes, where modules often integrated complex theoretical formal models.
Prototypes were costly, in terms of required know-how, but it was often claimed that easy portability from one application to the other (say form a database to another database) was a source of revenue to cover those expenses.
In fact this turned out to be partly false. Portability was also costly and difficult, and, in addition, users seemed not to be happy with the few commercial products that were proposed in the early Eighties in the field of natural language interfaces. When the engineering of some products started, some of the strongest assumptions were torn apart. Modularity of early prototypes was changed into the view that modules should have been interchangeable and the notion of interoperability became fashionable, meaning that complex systems should be built by gluing together "off-theshelf" pieces. This view destroyed the assumption that "the more complex a problem is, the more theoretically sophisticated the solution", and, somehow, demotivated advanced research, in favour of less sophisticated empirical studies.
Extreme views have never helped research and produced real advances. It is abvious that no engineering view could have been even possible, without those very principled prototypes. We are now able to assemble "off-theshelf" commercial modules because, at a given time point, people designed theoretically motivated objects. The mistake was, probably, to try to stand on the side of applications before being mature for them. With an a posteriori evaluation we should admit that Computational Linguistics is a theoretical, high-risk branch of research participating into the cycle of information technology and services. Engineering of products cannot be done by computational linguists; Computational Linguistics must produce advanced research, know-how, but not get involved in production. To make a parallel, the fact that bridges and buildings stand because of some principles of physics does not purport the involvement of physicians in ordinary projects; nevertheless physicians have the duty to keep studying the principles of statics.
Talking of syntactic approaches, we observe that in many cases the move towards empirical studies is uncontrolled, because linguistics has no interpretation mechanisms. Computational Linguistics gave important results in syntactic and morphological analysis because it could rely on robust theoretical linguistic models like Chomsky's grammar(s) and the theory of automata. This is not true in other fields like, for example, discourse and dialogue modelling.
Discourse and dialogue have been studied by linguists according to different paradigms, such as discourse analysis (Sinclair and Coulthard 1975), conversationalism (Sack and Schegloff 1973) , or sociolinguistics (Tannen 1984) . The speech acts/planning approach and all its developments arouse in the area of Computational Linguistics with no link to linguistics; thus the empirical studies necessary for a better modelling have been often carried with a weak linguistic view. This is even worst in the field of corpus-based linguistics, where often tag-sets are chosen with the objective of getting a "pre-theoretical" or "theoreticaly neutral" classification of facts.
In the field of semantics, Computational Linguistics turned to logic because linguistics offered absolutely nothing for what concerns the meaning of sentences. Thus, the conclusion is that Linguistics is in debt here, and should take advantage of the stimuli coming from CL to build new theories which take into account computational modelling.
Again, Computational Linguistics is not an applicative domain, but a part of theoretical linguistics in its own rights; it provides an extra view on language, besides historical linguistics, structural linguistics, generative linguistics, cognitive linguistics, etc. This is the reason why we should think of integrating Computational Linguistics approach and stimuli into linguistics, rather than just promoting co-operation between Computational and Theoretical Linguistics.
