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Let l,n ∈ N. Let sp2l be the symplectic Lie algebra over the com-
plex number ﬁeld C. Let V be the natural representation of
the quantized enveloping algebra Uq(sp2l) and Bn,q the special-
ized Birman–Murakami–Wenzl algebra with parameters −q2l+1,q.
In this paper, we construct a certain element in the annihilator
of V⊗n in Bn,q , which comes from some one-dimensional two-
sided ideal of Birman–Murakami–Wenzl algebra and is explicitly
characterized (modulo the determination of some constants). We
prove that the two-sided ideal generated by this element is indeed
the whole annihilator of V⊗n in Bn,q and conjecture that the same
is true over arbitrary ground ﬁelds and for any specialization of
the parameter q. The conjecture is veriﬁed in the case when q is
specialized to 1 (i.e., the Brauer algebra case) and the case when
n = l + 1.
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1. Introduction
Let l,n ∈ N and sp2l = sp2l(C) the symplectic Lie algebra over the complex number ﬁeld C. Let
r,q be two indeterminates over Z and Uq(sp2l) the quantized enveloping algebra over Q(q) asso-
ciated to sp2l (cf. [26]). Let Bn(r,q) be the generic Birman–Murakami–Wenzl algebra introduced
in [2,30,31], see Deﬁnition 2.1 for precise deﬁnition. Let Bn,q := Bn(−q2l+1,q) be the specialized
Birman–Murakami–Wenzl algebras. Let V be the natural representation of Uq(sp2l) over Q(q). By [20],
there is a right action of Bn,q on V⊗n which commutes with the left action of Uq(sp2l). We refer
the reader to [20, §4] for the deﬁnitions of V and these actions. Let ϕ,ψ be the natural algebra
homomorphisms:
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(
V⊗n
)
, ψ : Uq(sp2l) → EndBn,q
(
V⊗n
)
,
respectively. For each integer k  0, we write λ  k to mean that λ = (λ1, λ2, . . .) is a partition of k,
and denote by (λ) the largest integer i such that λi = 0. The following results are referred as the
quantized Schur–Weyl duality of type C .
Theorem 1.1. (See [7, 10.2], [20].)
(1) Both ϕ and ψ are surjective; if l n, then ϕ is an isomorphism.
(2) There is an irreducible Uq(sp2l)-Bn,q-bimodule decomposition
V⊗n =
[n/2]⊕
f=0
⊕
λn−2 f
(λ)l
L(λ) ⊗ D f ,λ,
where [n/2] is the largest integer which is not bigger than n/2 and for each ( f , λ), L(λ) and D f ,λ denote
the associated irreducible Uq(sp2l)-module and irreducible Bn,q-module respectively.
This Schur–Weyl duality is a natural generalisation of the well-known quantized Schur–Weyl du-
ality of type A (see [27]). When specializing q to 1, one recovers the classical Schur–Weyl duality
of type C . Equivalently, one can replace V by a 2l-dimensional symplectic vector space VC over C,
Uq(sp2l) by the group algebra CSp(VC), and Bn,q by the specialized Brauer algebra Bn(−2l). Then
there is a Schur–Weyl duality between CSp(V ) and Bn(−2l) on V⊗nC (cf. [3]). Note that characteristic-
free versions of the classical Schur–Weyl duality of types A, B,C, D are available by the results in
[6,8–11]. The integral versions of the quantized Schur–Weyl duality of types A,C are also known to
be valid by the results in [1,12,13,22].
It is natural to ask how to describe the kernel of the homomorphism ϕ , i.e., the annihilator of
V⊗n in the algebra Bn,q . In the classical case, i.e., when q = 1, the kernel of ϕ was known to be
rigid (cf. [9,21]) in the sense that its dimension is independent of the ground ﬁeld. A basis of Kerϕ
was given by the ﬁrst author in [21], where it was proved that Kerϕ is always equipped with an
S2n-module structure and has a Specht ﬁltration as an S2n-module. Similar results are also obtained
in [11] for the classical types B, D cases. We remark that there is also an invariant theory approach to
the description of these kernels, cf. [17], where it is proved that the kernel is spanned by the elements
which can be described in terms of the so-called diagrammatic Pfaﬃans or minors. In the quantized
type A case, the annihilator of V⊗n in the Hecke algebra Hq(Sn) is explicitly described in [13,19].
Little is known in the quantized type C case except that (by [22, Theorem 1.5]) Kerϕ is still rigid in
the sense that its dimension does not depend on the choice of the ground ﬁeld and the specialization
of the parameter q. Therefore, it is desirable to give a description of Kerϕ in a characteristic free
manner in the quantized type C case.
The purpose of this article is to answer the above question. We construct a certain element of
the annihilator and prove that it generates the whole annihilator as a two-sided ideal in Bn,q . In
particular, this gives rise to a presentation1 of the endomorphism algebra EndUq(sp2l)(V
⊗n) over the
rational functional ﬁeld Q(q). We conjecture that the same is still true if we replace the ground ﬁeld
Q(q) by an arbitrary ground ﬁeld and q by any specialization (including roots of unity). This conjec-
ture is veriﬁed in the case when q is specialized to 1 and the case when n = l + 1. As a byproduct,
we explicitly describe the one-dimensional two-sided ideals of the generic Birman–Murakami–Wenzl
algebra (modulo the determination of some constants) and of the generic Brauer algebra.
The paper is organized as follows. In Section 2, we recall some basic deﬁnitions about Birman–
Murakami–Wenzl algebras and their actions on n-tensor spaces. In Section 3, we construct the
one-dimensional two-sided ideals in the generic Birman–Murakami–Wenzl algebra Bn(r,q). They are
1 We note that G. Lehrer and R.B. Zhang have considered a similar problem in [29] in the rank one orthogonal case.
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constants in the Brauer algebra case, i.e., when r = q = 1. We obtain an explicit generator of the
annihilator of the n-tensor space in the specialized Brauer algebra Bn(−2l) deﬁned over an arbi-
trary ground ﬁeld. In Section 5, we apply the result in Section 3 and Section 4 to get an element
in the annihilator of the n-tensor space V⊗n in the specialized Birman–Murakami–Wenzl algebra
Bn(−q2l+1,q) and prove that it generates (as a two-sided ideal) the whole annihilator of V⊗n in
Bn(−q2l+1,q).
2. Preliminaries
In this section, we shall recall some basic deﬁnitions about Birman–Murakami–Wenzl algebras and
their actions on n-tensor spaces.
Let x, r,q be three indeterminates over Z. Set A := Z[q,q−1], the Laurent polynomial ring on q.
Let R be the ring
R := Z[r, r−1,q,q−1, x]/〈(1− x)(q − q−1)+ (r − r−1)〉.
For simplicity, we shall use the same letters r, r−1,q,q−1, x to denote their images in R respectively.
Deﬁnition 2.1. (See [2,30,31].) The generic Birman–Murakami–Wenzl algebra (or generic BMW algebra
for short) Bn(r,q) is a unital associative Q(r,q)-algebra with generators Ti, Ei , 1  i  n − 1 and
relations
(a) Ti − T−1i = (q − q−1)(1− Ei), for 1 i  n − 1,
(b) E2i = xEi , for 1 i  n − 1,
(c) Ti Ti+1Ti = Ti+1Ti Ti+1, for 1 i  n − 2,
(d) Ti T j = T j Ti , for |i − j| > 1,
(e) Ei Ei+1Ei = Ei, Ei+1Ei Ei+1 = Ei+1, for 1 i  n − 2,
(f) Ti Ti+1Ei = Ei+1Ei, Ti+1Ti Ei+1 = Ei Ei+1, for 1 i  n− 2,
(g) Ei Ti = Ti Ei = r−1Ei , for 1 i  n − 1,
(h) Ei Ti+1Ei = rEi, Ei+1Ti Ei+1 = rEi+1, for 1 i  n − 2.
We use Bdn to denote the set of all the Brauer n-diagrams which are graphs on two rows of
n vertices joined by edges with the property that every vertex is incident to precisely one edge.
The algebra Bn(r,q) has a natural R-form Bn(r,q)R , which is (cf. [30]) isomorphic to the Kauffman’s
tangle algebra [28] whose R-basis is indexed by Brauer n-diagrams. In particular, Bn(r,q)R is a free
R-module of rank (2n − 1)!!.
Let us recall the deﬁnition of Kauffman’s tangle algebra. We consider the pictures in the plane
in which two rows of n vertices are joined by lines, with over and under crossings indicated and
such that each line connects two vertices and every vertex is joined to precisely one line. There is
an equivalence relation generated by two Reidemeister moves (cf. [28]) on the set of these pictures.
An n-tangle is deﬁned to be an equivalence class of these pictures. We use Tn to denote the set of
n-tangles. For each 1 i  n set i− = 2n+ 1− i. We shall adopt the following labeling of the vertices
in each Brauer n-diagram or n-tangle (except in Theorem 4.12 and the four paragraphs above it).
Namely, for each Brauer n-diagram D or n-tangle t , we shall label the vertices in the top row of D or
t by 1, . . . ,n from left to right, and label the vertices in the bottom row of D or t by 1−, . . . ,n− also
from left to right. Note that such labeling coincides with that used in [16].
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above t2 and join the vertices). Write BMWn for the quotient of RTn by the relations generated by
For each 1 i < n, let Ti be the n-tangle with edges {i, (i+1)−} passing over {i+1, i−}, and all other
edges are vertical, connecting the vertex k on the top row with the vertex k− on the bottom row
for all k /∈ {i, i + 1}; let T−1i be the n-tangle with edges {i, (i + 1)−} passing under {i + 1, i−}, and all
other edges are vertical, connecting the vertex k on the top row with the vertex k− on the bottom
row for all k /∈ {i, i + 1}; let Ei be the n-tangle with horizontal edges connecting the vertices i, i + 1
on the top row and the vertices i−, (i + 1)− on the bottom row, and all other edges are vertical,
connecting the vertex k on the top row with the vertex k− on the bottom row for all k /∈ {i, i + 1}.
It is well known that the submonoid of BMWn generated by Ti, T
−1
i , Ei , 1 i  n − 1 is isomorphic
to the BMW algebra Bn(r,q) and the isomorphism sends the generators Ti, T
−1
i , Ei to the canonical
generators in the same letters in Deﬁnition 2.1.
If t ∈ Tn , we deﬁne its Brauer diagram φ(t) ∈ Bdn by {i, j} is an edge in φ(t) if and only if the
vertex i is joined to the vertex j in t . Now we deﬁne a section
T : Bdn → Tn (2.2)
of φ as follows: if D ∈ Bdn , then TD is the picture obtained from the Brauer diagram D by requiring
that
if i < k < j < l and neither {i, j} nor {k, l} is a horizontal edge then {i, j} passes over {k, l};
if i < k < j < l and at least one of {i, j}, {k, l} is a horizontal edge then {i, j} passes under {k, l}.
(2.3)
In the next section we shall prove that the elements in the set {TD | D ∈ Bdn} actually form a basis of
the BMW algebra Bn(r,q).
Note that each Ti in our Bn(r,q) satisﬁes the following equation:
(Ti − q)
(
Ti + q−1
)(
Ti − r−1
)= 0. (2.4)
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can be deﬁned over Z[x]. The algebra Bn(x) is nothing but the Brauer algebra with parameter x. To
avoid confusion, we shall denote the corresponding generators of Bn(x) by e1, . . . , en−1, s1, . . . , sn−1,
where
ei := Ei↓r=1=q, si := (−Ti)↓r=1=q .
We regard A as an R-algebra by sending r to −q2l+1, x to 1−∑li=−l q−2i . The resulting A -algebra
will be denoted by Bn,A . We deﬁne Bn,q := Bn,A ⊗A Q(q). We call it the specialized Birman–
Murakami–Wenzl algebra. If we specialize further q to 1, then Bn,q will become the specialized Brauer
algebra Bn(−2l) used in [9,11].
Let V be the natural representation of the quantized enveloping algebra Uq(sp2l). Then dim V = 2l
and V has a natural basis {v1, v2, . . . , v2l}. Let VA be the free A -submodule generated by
v1, . . . , v2l . We refer the reader to [20, §4] for the deﬁnition of the action of each Chevalley gen-
erators of Uq(sp2l) on V (which will not be used in this paper). There is an action of the algebra
Bn,A on the n-tensor space V
⊗n
A which we now recall. We set
(ρ1, . . . , ρ2l) := (l, l − 1, . . . ,1,−1, . . . ,−l + 1,−l),
and deﬁne i := sign(ρi) and i′ := 2l+1− i for each 1 i  2l. For any i, j ∈ {1,2, . . . ,2l}, we use Ei, j
to denote the corresponding basis of matrix unit for EndQ(q)(V ).
We deﬁne
γ ′ :=
∑
1i, j2l
qρ j−ρii j Ei, j′ ⊗ Ei′, j,
β ′ :=
∑
1i2l
(
qEi,i ⊗ Ei,i + q−1Ei,i′ ⊗ Ei′,i
)+ ∑
1i, j2l
i = j, j′
Ei, j ⊗ E j,i
+ (q − q−1) ∑
1i< j2l
(
Ei,i ⊗ E j, j − qρ j−ρii j Ei, j′ ⊗ Ei′, j
)
.
Note that the operators β ′, γ ′ are related to each other by the equation
β ′ − (β ′)−1 = (q − q−1)(idV⊗2 −γ ′).
For i = 1,2, . . . ,n − 1, we set
βi := idV⊗i−1 ⊗β ′ ⊗ idV⊗n−i−1 , γi := idV⊗i−1 ⊗γ ′ ⊗ idV⊗n−i−1 .
By [20, §4] and [7, (10.2.5)], the map ϕ which sends each Ti to βi and each Ei to γi for i =
1,2, . . . ,n − 1 can be naturally extended to a representation of (Bn,q)op on V⊗n such that all the
statements in Theorem 1.1 hold. Note also that our β ′ is actually (q−1βq)−1 in Hayashi’s notations
(see [20, §4]).
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The purpose of this section is to determine the one-dimensional two-sided ideal of the generic
BMW algebra Bn(r,q) which will be used in the next section. Throughout this section, unless other-
wise stated, we shall work over the ground ﬁeld Q(r,q). In particular, the BMW algebra Bn(r,q) is
split semisimple.
Let α be a partition. The Young diagram [α] of α is the set {(i, j) | 1 j  αi}. An α-tableau is a
bijection t : [α] → {1,2, . . . ,n}. The α-tableau t is standard if t(i, j) t(i′, j′) whenever i  i′ , j  j′ .
Recall that a bipartition of n is a pair (λ(1), λ(2)) of partitions of numbers n1 and n2 with n1 +n2 = n.
The notions of Young diagram, bitableaux, etc., carry over easily. For example, if λ := (λ(1), λ(2)) is a
bipartition of n, then a λ-bitableau t is deﬁned to be a bijective map from the Young diagram [λ]
to the set {1,2, . . . ,n}. Thus t is a pair (t(1), t(2)) of tableaux, where t(1) is a λ(1)-tableau and t(2) is
a λ(2)-tableau. A bitableau t = (t(1), t(2)) is called row standard if the numbers increase along rows
in both t(1) and t(2) . For each integer 0  f  [n/2], we set ν f := ((2 f ), (n − 2 f )), where (2 f ) :=
(2,2, . . . ,2)︸ ︷︷ ︸
f copies
and (n − 2 f ) are considered as partitions of 2 f and n − 2 f , respectively. Therefore, ν f
is a bipartition of n. Let tν f be the standard ν f -bitableau in which the numbers 1,2, . . . ,n appear
in order along successive rows of the ﬁrst component tableau, and then in order along successive
rows of the second component tableau. Let Sn be the symmetric group on n letters with standard
Coxeter generators s1, . . . , sn−1. For each w ∈ Sn , we write (w) the minimal integer k such that
w = si1 si2 · · · sik for some 1 i1, . . . , ik < n. We deﬁne
D f :=
{
d ∈ Sn
∣∣∣ (t(1), t(2)) = tν f d is row standard and the ﬁrst column of t(1)is an increasing sequence when read from top to bottom
}
.
For each partition λ of n−2 f , we denote by Std(λ) the set of all the standard λ-tableaux with entries
in {2 f + 1, . . . ,n}. The initial tableau tλ in this case has the numbers 2 f + 1, . . . ,n in order along
successive rows.
For each integer 0 f  [n/2], we deﬁne D f := D f ∩ S2 f . Let
P f (n) :=
{
(i1, . . . , i2 f )
∣∣ 1 i1 < · · · < i2 f  n}.
For each J ∈ P f (n), we use d J to denote the unique element in D f such that the ﬁrst component of
tνd J is the tableau obtained by inserting the integers in J in increasing order along successive rows
in tν
(1)
. Set J0 = (n − 2 f + 1,n − 2 f + 2, . . . ,n). Let d0 be the unique element in S2 f such that
(a)d0 =
{
(a + 1)/2, if a ∈ {1,3, . . . ,2 f − 1},
2 f + 1− a/2, if a ∈ {2,4, . . . ,2 f }.
Then d0 ∈ D f . By [22, Lemma 5.12], d0d J0 is the unique longest element in D f .
Lemma 3.1. For each D ∈ Bdn there exists a unique quadruple (d1,d2, f , σ )with 0 f  [n/2], d1,d2 ∈ D f ,
σ ∈ S{2 f+1,2 f+2,...,n} and such that D = d−11 e1e3 · · · e2 f−1σd2 . In particular, the elements in the following
set
{
d−11 e1e3 · · · e2 f−1σd2
∣∣ 0 f  [n/2], d1,d2 ∈ D f , σ ∈ S{2 f+1,2 f+2,...,n}}
form a basis of the Brauer algebraBn(x) and it coincides with the natural basis given by the Brauer n-diagrams.
Proof. This follows directly from the deﬁnition of the diagrammatic multiplication rule of Brauer
algebra and the result in [14]. 
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diagram where the top horizontal edges connect (2i − 1)d1 and (2i)d1, the bottom horizontal edges
connect ((2i − 1)d2)− and ((2i)d2)− , for i = 1,2, . . . , f , and the vertical edges connect ( j)d1 with
(( j)σd2)− for j = 2 f + 1,2 f + 2, . . . ,n.
For each w ∈ Sn , the element Tw is well deﬁned in the BMW algebra Bn(r,q) because of the
braid relations. Precisely, Tw = T j1 T j2 · · · T jk ∈ Bn(r,q) for any reduced expression s j1 s j2 · · · s jk of w .
Recall the deﬁnition of the map φ in Section 2 as well as the section T in (2.2). The following result
can be regarded as a natural generalisation of Lemma 3.1.
Lemma 3.2. Let D ∈ Bdn and (d1,d2, f , σ ) be the unique quadruple such that 0  f  [n/2], d1,d2 ∈ D f ,
σ ∈ S{2 f+1,2 f+2,...,n} and D = d−11 e1e3 · · · e2 f−1σd2 . Then we have that
TD = Td−11 E1E3 · · · E2 f−1Tσ Td2 .
In particular, the elements in the set {TD | D ∈ Bdn} form a basis of the BMW algebra Bn(r,q).
Proof. By the main result in [14], we know that the elements in the following set
{
Td−11
E1E3 · · · E2 f−1Tσ Td2
∣∣ 0 f  [n/2], d1,d2 ∈ D f , σ ∈ S{2 f+1,2 f+2,...,n}}
form a basis of the BMW algebra Bn(r,q). Therefore, it suﬃces to show that TD = Td−11 E1E3 · · ·
E2 f−1Tσ Td2 . Furthermore, by Lemma 3.1 and the fact that T is a section of φ, it suﬃces to show
that each element Td−11
E1E3 · · · E2 f−1Tσ Td2 lives inside the set {TD | D ∈ Bdn}.
By the concatenation rule for tangles, it is easy to see that both Td−11
and E1E3 · · · E2 f−1Tσ live
inside the set {TD | D ∈ Bdn}. By the deﬁnition of D f , we have that (2i − 1)d1 < (2i)d1 for each
1 i  f , and
(1)d1 < (3)d1 < · · · < (2 f − 1)d1, (2 f + 1)d1 < · · · < (n − 1)d1 < (n)d1.
Let i, j be any integers with 1 i < j  f . If (2i)d1 < (2 j − 1)d1, then the edge {(2i)d1, (2i)−} has no
crossing with the edge {(2 j − 1)d1, (2 j − 1)−} in Td1−1 . Also, the horizontal edge {(2i − 1)d1, (2i)d1}
has no crossing with the horizontal edge {(2 j − 1)d1, (2 j)d1} in Td−11 E1E3 · · · E2 f−1Tσ .
If (2i)d1 > (2 j − 1)d1, then by a well-known result in braid group theory and the deﬁnition of
T j (see the paragraph above (2.2)) we know that the edge {(2i)d1, (2i)−} passes under the edge
{(2 j − 1)d1, (2 j − 1)−} in Td1−1 . Note that (2i − 1)d1 < (2 j − 1)d1. In this case there are two possibil-
ities:
Case 1. If (2 j)d1 < (2i)d1, then the edge {(2 j)d1, (2 j)−} must pass over the edge {(2i)d1, (2i)−} in
Td1−1 and hence there is no crossing (by Reidemeister moves) between the edge {(2i − 1)d1, (2i)d1}
and the edge {(2 j − 1)d1, (2 j)d1} in Td−11 E1E3 · · · E2 f−1Tσ .
Case 2. If (2 j)d1 > (2i)d1, then the horizontal edge {(2i − 1)d1, (2i)d1} passes under the horizontal
edge {(2 j − 1)d1, (2 j)d1} in Td−11 E1E3 · · · E2 f−1Tσ .
Now let i, j be any integers with 1  i  f < 2 f < j. If (2i)d1 < ( j)d1, then there is no crossing
of between the edge {(2i − 1)d1, (2i)d1} and the edge {( j)d1, (( j)σ )−} in Td−11 E1E3 · · · E2 f−1Tσ ; if
(2i)d1 > ( j)d1, there are also two possibilities:
Case 3. If (2i − 1)d1 > ( j)d1, then there is no crossing (by Reidemeister moves) between the edge
{(2i − 1)d1, (2i)d1} and the edge {( j)d1, (( j)σ )−} in Td−1 E1E3 · · · E2 f−1Tσ .1
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Hence the edge {(2i − 1)d1, (2i)d1} passes under the edge {( j)d1, (( j)σ )−} in Td−11 E1E3 · · · E2 f−1Tσ
as well.
If i, j are integers with 2 f < i < j then (i)d1 and ( j)d1 can only be joined by vertical
edges to ((i)σ )− and (( j)σ )− respectively in Td−11 E1E3 · · · E2 f−1Tσ . In that case the result follows
from a well-known result in braid group theory and the deﬁnition of each T j . This proves that
Td−11
E1E3 · · · E2 f−1Tσ live inside the set {TD | D ∈ Bdn}. Finally, we apply the same argument to
(Td−11
E1E3 · · · E2 f−1Tσ )Td2 . This completes the proof of the lemma. 
Deﬁnition 3.3. For each D ∈ Bdn , we call TD a basic n-tangle.
Thus we have a basis of Bn(r,q) consisting of all the basic n-tangles. Note that this basis is some-
how different from that of [16, 2.4]. It is obtained from the basis of [16] by interchanging the over
and under crossing whenever at least one of the two crossing edges is horizontal. Note also that if
we identify d ∈ Sn with the Brauer diagram D which contains only vertical edges, then Td = TD is a
basic tangle.
Example 3.4. Let n = 6, f = 2, d1 = s2s3s4, d2 = s2s4s3s2s1 and σ = s5. Then Td−11 E1E3Tσ Td2 is the
following 6-tangle.
Remark 3.5. Note that Lemma 3.2 and the condition (2.3) give rise a simple algorithm to write an
arbitrary tangle into a linear combination of some basic tangles. Namely, whenever the condition
(2.3) is not satisﬁed, we apply the relations Q1), Q2), Q3), Q4) to resolve the tangles. This procedure
must end after a ﬁnite number of step.
Lemma 3.6. Let ρ1 , ρ2 be the two one-dimensional representations of Bn(r,q) which are deﬁned on genera-
tors by
ρ1(Ti) = q, ρ1(Ei) = 0, ∀1 i  n − 1,
ρ2(Ti) = −q−1, ρ2(Ei) = 0, ∀1 i  n − 1,
respectively. If n  3, then up to isomorphism, ρ1 , ρ2 are the only two non-isomorphic one-dimensional rep-
resentations of Bn(r,q); if n = 2 then there is yet another one-dimensional representation ρ3 (of B2(r,q))
which is deﬁned on generators by ρ3(T1) = r−1 , ρ3(E1) = x.
Proof. Using the generators and relations for Bn(r,q), one checks easily that ρ1, ρ2 are two one-
dimensional representations of Bn(r,q) and ρ3 is a one-dimensional representation of B2(r,q).
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three possibilities:
Case 1. vT1 = qv . Using the relation (c) in Deﬁnition 2.1, we deduce that vTi = qv for each 1  i 
n − 1. Then using the relation (a) in Deﬁnition 2.1, we get that vEi = 0 for each 1 i  n − 1. Hence
ρ = ρ1 in this case.
Case 2. vT1 = −q−1v . Using the relation (c) in Deﬁnition 2.1, we deduce that vTi = −q−1v for each
1 i  n− 1. Then using the relation (a) in Deﬁnition 2.1, we get that vEi = 0 for each 1 i  n− 1.
Hence ρ = ρ2 in this case.
Case 3. vT1 = r−1v . Using the relation (c) in Deﬁnition 2.1, we deduce that vTi = r−1v for each
1  i  n − 1. Combining this with the relations (a), (b) in Deﬁnition 2.1, we see that vEi = xv for
each 1 i  n − 1. If n 3, then using the relation (e) in Deﬁnition 2.1, we get that x3 = x, which is
a contradiction. If n = 2, then ρ = ρ3. This completes the proof of the lemma. 
In the rest of this section we assume that n 3. Since Bn(r,q) is split semisimple, it is clear that
Bn(r,q) has two one-dimensional two-sided ideals corresponding to the two non-isomorphic one-
dimensional representations ρ1,ρ2. We aim to construct these one-dimensional two-sided ideals in
an explicit way.
Deﬁnition 3.7. Let D ∈ Bdn and (d1,d2, f , σ ) the unique quadruple with 0  f  [n/2], d1,d2 ∈ D f ,
σ ∈ S{2 f+1,2 f+2,...,n} and such that D = d−11 e1e3 · · · e2 f−1σd2. We deﬁne (D) := (d1)+ (σ )+ (d2).
For each integer 0  f  [n/2], we denote by B( f )n the two-sided ideal of Bn(r,q) generated by
E1E3 · · · E2 f−1. For each i ∈ {1,2}, let Bi ∈ Bn(r,q) be an element such that the two-sided ideal 〈Bi〉 of
Bn(r,q) generated by Bi corresponds to the one-dimensional representations ρi . Let Bdn[ 1] be the
set of all the Brauer n-diagrams which have at least one horizontal edges. Let Hq(Sn) be the Hecke
algebra associated to the symmetric group Sn , deﬁned over Q(q) and with parameter q. By deﬁnition,
Hq(Sn) is generated by T̂1, . . . , T̂n−1 which satisfy the well-known braid relations as well as the
relation (T̂ i −q)(T̂ i +q−1) = 0, for i = 1,2, . . . ,n−1. For each w ∈ Sn , the element T̂ w is well deﬁned
in the Hecke algebra Hq(Sn) because of the braid relations. Precisely, T̂ w = T̂ j1 T̂ j2 · · · T̂ jk ∈ Hq(Sn)
for any reduced expression s j1 s j2 · · · s jk of w .
Lemma 3.8.With the notations as above, we have that the elements B1 , B2 can be taken of the following form:
B1 :=
∑
σ∈Sn
q(σ )Tσ +
∑
D∈Bdn[1]
CD(r,q)q
(D)TD ,
B2 :=
∑
σ∈Sn
(−q)−(σ )Tσ +
∑
D∈Bdn[1]
CD
(
r,−q−1)(−q)−(D)TD ,
where CD(r,q) ∈ Q(r,q) for each D ∈ Bdn[ 1].
Proof. Let θ be the ﬁeld automorphism of Q(r,q) deﬁned by θ( f (r,q)) = f (r,−q−1), ∀ f (r,q) ∈
Q(r,q). It is clear that θ extends to a Q(r,q)-algebra isomorphism θ˜ : Bn(r,q) ∼= Bn(r,q) by deﬁning:
θ˜ (Ti) = Ti, θ˜ (Ei) = Ei, θ˜
(
f (r,q)
)= f (r,−q−1), ∀1 i < n, f (r,q) ∈ Q(r,q).
It follows that θ˜ (B1) = B2. Therefore, if we write B1 = ∑D∈Bdn CD(r,q)q(D)TD then we must have
that B2 =∑D∈Bd CD(r,−q−1)(−q)−(D)TD .n
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π : Bn(r,q)Bn(r,q)/B(1)n ∼= Hq(Sn).
Since the algebras Bn(r,q),Hq(Sn) are both semisimple, it follows from Lemma 3.6 that the image of
the two one-dimensional two-sided ideals of Bn(r,q) under π must be the only two non-isomorphic
one-dimensional two-sided ideals of Hq(Sn). The lemma now follows from the well-known results
on the one-dimensional two-sided ideals of the Hecke algebra Hq(Sn). 
Let “∗” be the anti-automorphism of Bn(r,q) which is deﬁned on generators by T ∗i = Ti , E∗i = Ei
for each 1 i  n − 1. Using Lemma 3.8, we see that B∗1 = B1 and B∗2 = B2. For an arbitrary element
b ∈ Bn(r,q), we say that the tangle TD with D ∈ Bdn is involved in b, if TD appears with nonzero
coeﬃcient when writing b as a linear combination of the basis {TD | D ∈ Bdn}. The following technical
lemma will play an important role when we determine the coeﬃcients CD(r,q).
Lemma 3.9. Let D ∈ Bdn and i be an integer with 1 i  n− 1. If there is no edge {i, i + 1} in TD , then either
Ti TD or T
−1
i T D is a basic n-tangle.
Proof. By assumption, we see that there are two edges {i, j}, {i + 1,k} in TD such that j,k ∈
{1, . . . ,2n} \ {i, i + 1}. We divide the proof into two cases:
Case 1. {i, j} and {i + 1,k} have no crossing in TD . In this case, there are only the following ﬁve
possibilities:
Subcase 1. k < j < i < i + 1. Note that both {k, i} and { j, i + 1} are horizontal edges in T−1i T D and
{k, i} passes under { j, i + 1} in T−1i T D . Hence T−1i T D is a basic tangle.
Subcase 2. j < i < i + 1 < k. Then { j, i + 1} is a horizontal edge in Ti TD and passes under {i,k} in
Ti TD . Hence we deduce that Ti TD is a basic tangle.
Subcase 3. i < i+ 1< k < j  n. Note that both {i,k} and {i+ 1, j} are horizontal edges in T−1i T D and
{i,k} passes under {i + 1, j} in T−1i T D . Hence T−1i T D is a basic tangle.
Subcase 4. i < i + 1 < k  n < j. Note that {i,k} is a horizontal edge and {i + 1, j} is a vertical edge
in T−1i T D and the horizontal edge {i,k} passes under the vertical edge {i + 1, j} in T−1i T D . Hence
T−1i T D is a basic tangle by deﬁnition.
Subcase 5. i < i + 1  n < k < j. Now both {i, j} and {i + 1,k} are vertical edges in TD . By the
concatenation rule of tangles it is easy to see that {i,k} passes over {i + 1, j} and hence Ti TD is
a basic tangle.
Case 2. {i, j} and {i + 1,k} have a crossing in TD . In this case, there are only the following ﬁve
possibilities:
Subcase 1. j < k < i < i + 1. Note that both { j, i} and {k, i + 1} are horizontal edges in TD and { j, i}
passes under {k, i+1} in TD . It follows (from Reidemeister moves) that { j, i+1} has no crossing with
{k, i} in Ti TD and hence Ti TD is a basic tangle.
Subcase 2. k < i < i + 1 < j. Note that {k, i + 1} is a horizontal edge and passes under {i, j} in TD .
It follows (from Reidemeister moves) that {k, i} has no crossing with {i + 1, j} in T−1i T D and hence
T−1i T D is a basic tangle.
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passes under {i + 1,k} in TD , it follows (from Reidemeister moves) that {i,k} has no crossing with
{i + 1, j} in Ti TD and hence Ti TD is a basic tangle.
Subcase 4. i < i + 1 < j  n < k. Since {i, j} is horizontal edge and {i + 1,k} is a vertical edge in TD
and {i, j} passes under {i+1,k} in TD , it follows (from Reidemeister moves) that {i,k} has no crossing
with {i + 1, j} in Ti TD and hence Ti TD is a basic tangle.
Subcase 5. i < i + 1  n < j < k. Now both {i, j} and {i + 1,k} are vertical edges and {i, j} passes
over {i + 1,k} in TD . It follows (from Reidemeister moves) that {i,k} has no crossing with {i + 1, j} in
T−1i T D and hence T
−1
i T D is a basic tangle. 
Lemma 3.10. Let f be an integer with 0  f  [n/2]. There exists a unique element w0 ∈ D f of max-
imal length f (2n − 3 f − 1). If si1 si2 · · · si f (2n−3 f−1) is a reduced expression of w0 , then for any integer
0  j  f (2n − 3 f − 1), si1 si2 · · · si j ∈ D f . Conversely, for any d ∈ D f , there exists a reduced expression
si1 si2 · · · si f (2n−3 f−1) of w0 such that d = si1 si2 · · · si j for some 0 j  f (2n − 3 f − 1).
Proof. By [22, Lemma 5.12], w0 := d0d J0 is the unique element in D f of maximal length
f (2n−3 f −1). Note that the set D f in this paper was denoted by Dν f in [22]. The second statement
follows from [22, Lemma 5.2], while the last statement follows from [22, Lemma 5.12(3)]. 
Recall the coeﬃcients CD(r,q) introduced in Lemma 3.8. The following proposition is the main
result in this section, which reveals a surprising similarity between the elements B1, B2 with the
symmetrizer and antisymmetrizer in the Hecke algebra case. For each integer 1  f  [n/2] we use
Bdn[ f ] to denote the set of Brauer n-diagrams which have exactly f horizontal edges in each row.
Proposition 3.11. For each integer 1 f  [n/2], and any D1, D2 ∈ Bdn[ f ], we have that
CD1(r,q) = CD2(r,q).
In particular, the elements B1 , B2 in Lemma 3.8 can be taken of the following form:
B1 :=
∑
σ∈Sn
q(σ )Tσ +
[n/2]∑
f=1
c f (r,q)
∑
D∈Bdn[ f ]
q(D)TD ,
B2 :=
∑
σ∈Sn
(−q)−(σ )Tσ +
[n/2]∑
f=1
c f
(
r,−q−1) ∑
D∈Bdn[ f ]
(−q)−(D)TD ,
where c f (r,q) ∈ Q(r,q) for each 1 f  [n/2].
Before proving the above proposition, we need two lemmas.
Lemma 3.12. Let f be an integer with 1 f  [n/2]. For any d1,d2,d3 ∈ D f and σ ∈ S{2 f+1,2 f+2,...,n} , we
have that
Cd−11 e1e3···e2 f−1σd2(r,q) = Cd−13 e1e3···e2 f−1σd2(r,q).
Proof. By Lemma 3.10, it suﬃces to prove that
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whenever d1si ∈ D f with (d1si) = (d1) + 1. First, we claim that
Ti Td−11
E1E3 · · · E2 f−1Tσ Td2 is not involved in Ei TD . (3.13)
In fact, suppose that Ti Td−11
E1E3 · · · E2 f−1Tσ Td2 is involved in Ei TD . Then
Ei TD = a1Ti Td−11 E1E3 · · · E2 f−1Tσ Td2 +
∑
D ′∈S
aD ′ TD ′ , (3.14)
where a1,aD ′ ∈ Z[r, r−1,q,q−1], a1 = 0 and S is a subset of Bdn satisfying
sid
−1
1 e1e3 · · · e2 f−1σd2 /∈ S.
By Remark 3.5, we deduce that each basic tangle involved in Ei TD must have the horizontal edge
{i, i + 1}. Therefore, Ti Td−11 E1E3 · · · E2 f−1Tσ Td2 has the horizontal edge {i, i + 1}. It follows that
Td−11
E1E3 · · · E2 f−1Tσ Td2 does not have the horizontal edge {i, i + 1} (otherwise by the concatena-
tion rule of tangles we would have Ti Td−11
E1E3 · · · E2 f−1Tσ Td2 = r−1Td−11 E1E3 · · · E2 f−1Tσ Td2 , which
contradict to the fact that d1si,d1 ∈ D f and d1 = d1si). Multiplying T−1i on both sides of (3.14) and
noting that each TD ′ (for D ′ ∈ S) has the horizontal edge {i, i + 1}, we get that
rEi TD = a1Td−11 E1E3 · · · E2 f−1Tσ Td2 +
∑
D ′∈S
aD ′rTD ′ .
This implies that the basic tangles Td−11
E1E3 · · · E2 f−1Tσ Td2 must also have the horizontal edge
{i, i + 1}, a contradiction. This proves our claim (3.13).
Now we set
Σi := {D ∈ Bdn | Ti Td−11 E1E3 · · · E2 f−1Tσ Td2 is involved in Ti TD}.
We claim that
D ∈ Σi if and only if D ∈
{
d−11 e1e3 · · · e2 f−1σd2, sid−11 e1e3 · · · e2 f−1σd2
}
. (3.15)
In fact, the “if part” of (3.15) follows immediately from the claim (3.13) we have just proved.
It remains to prove the “only if part”. Assume that D ∈ Σi . Since Ti is invertible we know that
Ti TD = 0. If there is only one basic tangle involved in Ti TD , then this basic tangle must be equal to
Ti Td−11
E1E3 · · · E2 f−1Tσ Td2 . In particular, we have that Ti TD = cTi Td−11 E1E3 · · · E2 f−1Tσ Td2 for some
0 = c ∈ Q(r,q). Multiplying T−1i on both sides, we get that TD = cTd−11 E1E3 · · · E2 f−1Tσ Td2 . Hence
c = 1 and D = d−11 e1e3 · · · e2 f−1σd2, as required; if there are more than one basic tangles involved
in Ti TD , then Ti TD cannot be a basic tangle. Furthermore, we claim that {i, i + 1} is not an edge in
the tangle TD . In fact, if {i, i + 1} is an edge in the tangle TD , then the concatenation rule for tangles
implies that Ti TD = r−1TD , which is a contradiction. Therefore, we can apply Lemma 3.9 to get that
T−1i T D is a basic tangle. We write
Ti TD = T−1i T D +
(
q − q−1)TD − (q − q−1)Ei TD .
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E1E3 · · · E2 f−1Tσ Td2 = TD then D = sid−11 e1e3 · · · e2 f−1σd2 and we are done. Suppose that
Ti Td−11
E1E3 · · · E2 f−1Tσ Td2 = TD .
By the claim (3.13) we have proved, Ti Td−11
E1E3 · · · E2 f−1Tσ Td2 is not involved in Ei TD . Therefore, we
must have that Ti Td−11
E1E3 · · · E2 f−1Tσ Td2 = T−1i T D . Hence
TD = T 2i Td−11 E1E3 · · · E2 f−1Tσ Td2
= (1+ (q − q−1)(Ti − r−1Ei))Td−11 E1E3 · · · E2 f−1Tσ Td2
= Td−11 E1E3 · · · E2 f−1Tσ Td2 +
(
q − q−1)Ti Td−11 E1E3 · · · E2 f−1Tσ Td2
− r−1(q − q−1)Ei Td−11 E1E3 · · · E2 f−1Tσ Td2 ,
which implies that
TD − Td−11 E1E3 · · · E2 f−1Tσ Td2 =
(
q − q−1) ∑
D ′∈Bdn
rD ′ TD ′ ,
where rD ′ ∈ Z[r, r−1,q,q−1] for each D ′ ∈ Bdn . Since r,q are both indeterminates over Z and both
TD and Td−11
E1E3 · · · E2 f−1Tσ Td2 are basic tangles, we deduce that TD = Td−11 E1E3 · · · E2 f−1Tσ Td2 .
However, by assumption, d1si ∈ D f , hence Ti TD = Ti Td−11 E1E3 · · · E2 f−1Tσ Td2 is a basic tangle, a con-
tradiction. This completes the proof of the claim (3.15).
Now the claims (3.15) and (3.13) imply that the coeﬃcient of Tsid−11 e1e3···e2 f−1σd2 in Ti B1 is
q(d1)+(σ )+(d2)Cd−11 e1e3···e2 f−1σd2(r,q) +
(
q − q−1)q(d1)+1+(σ )+(d2)Csid−11 e1e3···e2 f−1σd2(r,q).
Since Ti B1 = qB1, we get that Cd−11 e1e3···e2 f−1σd2 (r,q) = Csid−11 e1e3···e2 f−1σd2 (r,q). This completes the
proof of the lemma. 
Lemma 3.16. Let f be an integer with 1  f  [n/2]. For any d1,d2,d3,d4 ∈ D f and σ1, σ2 ∈
S{2 f+1,2 f+2,...,n} , we have that
Cd−11 e1e3···e2 f−1σ1d2(r,q) = Cd−13 e1e3···e2 f−1σ2d4(r,q).
Proof. Using the fact that B∗1 = B1 and Lemma 3.12, we see that
Cd−11 e1e3···e2 f−1σ1d2(r,q) = Ce1e3···e2 f−1σ1d2(r,q) = Ce1e3···e2 f−1σ1(r,q).
Therefore, to prove the lemma, it suﬃces to show that
Ce1e3···e2 f−1σ1(r,q) = Ce1e3···e2 f−1σ2(r,q).
Equivalently, it is enough to show that Ce1e3···e2 f−1siσ (r,q) = Ce1e3···e2 f−1σ (r,q) for any
σ ∈ S{2 f+1,2 f+2,...,n} and 2 f + 1  i < n satisfying (siσ) = (σ ) + 1. Our argument is similar to
that given in the proof of Lemma 3.12. For completeness, we add it here.
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Ti Tσ E1E3 · · · E2 f−1 is not involved in Ei TD . (3.17)
In fact, suppose that Ti Tσ E1E3 · · · E2 f−1 is involved in Ei TD . Then
Ei TD = a′1Ti Tσ E1E3 · · · E2 f−1 +
∑
D ′∈S ′
a′D ′ TD ′ , (3.18)
where a′1,a′D ′ ∈ Z[r, r−1,q,q−1], a′1 = 0 and S ′ is a subset of Bdn satisfying
e1e3 · · · e2 f−1siσ /∈ S ′.
By Remark 3.5, we deduce that each basic tangle involved in Ei TD must have the horizontal
edge {i, i + 1}. Therefore, Ti E1E3 · · · E2 f−1Tσ has the horizontal edge {i, i + 1}. It follows that
E1E3 · · · E2 f−1Tσ does not have the horizontal edge {i, i + 1} (otherwise by the concatenation rule
of tangles we would have Ti Tσ E1E3 · · · E2 f−1 = r−1E1E3 · · · E2 f−1Tσ , which contradicts to the fact
that Ti Tσ E1E3 · · · E2 f−1 = E1E3 · · · E2 f−1Tsiσ , E1E3 · · · E2 f−1Tσ are two different basic tangles). Mul-
tiplying T−1i on both sides of (3.18) and noting that each TD ′ (for D
′ ∈ S ′) has the horizontal edge
{i, i + 1}, we get that
rEi TD = a′1E1E3 · · · E2 f−1Tσ +
∑
D ′∈S ′
a′D ′rTD .
This implies that the basic tangles E1E3 · · · E2 f−1Tσ must also have the horizontal edge {i, i + 1}, a
contradiction. This proves our claim (3.17).
We set
Σ ′i := {D ∈ Bdn | Ti Tσ E1E3 · · · E2 f−1 is involved in Ti TD}.
We claim that
D ∈ Σ ′i if and only if D ∈ {e1e3 · · · e2 f−1σ , e1e3 · · · e2 f−1siσ }. (3.19)
In fact, the “if part” of (3.19) follows immediately from the claim (3.17) we have just proved.
It remains to prove the “only if part”. Assume that D ∈ Σ ′i . Since Ti is invertible we know that
Ti TD = 0. If there is only one basic tangle involved in Ti TD , then this basic tangle must be equal
to Ti E1E3 · · · E2 f−1Tσ . In particular, we have that Ti TD = cTi E1E3 · · · E2 f−1Tσ for some 0 = c ∈
Q(r,q). Multiplying T−1i on both sides, we get that TD = cE1E3 · · · E2 f−1Tσ . Hence c = 1 and
D = e1e3 · · · e2 f−1σ , as required; if there are more than one basic tangles involved in Ti TD , then
Ti TD cannot be a basic tangle. Furthermore, we claim that {i, i + 1} is not an edge in the tangle TD .
In fact, if {i, i + 1} is an edge in the tangle TD , then the concatenation rule for tangles implies that
Ti TD = r−1TD , which is a contradiction. Therefore, we can apply Lemma 3.9 to get that T−1i T D is a
basic tangle. We write
Ti TD = T−1i T D +
(
q − q−1)TD − (q − q−1)Ei TD .
If Ti Tσ E1E3 · · · E2 f−1 = TD then we are done. Suppose that
Ti Tσ E1E3 · · · E2 f−1 = TD .
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Ti Tσ E1E3 · · · E2 f−1 = T−1i T D . Hence
TD = T 2i Tσ E1E3 · · · E2 f−1
= (1+ (q − q−1)(Ti − r−1Ei))Tσ E1E3 · · · E2 f−1
= E1E3 · · · E2 f−1Tσ +
(
q − q−1)Ti E1E3 · · · E2 f−1Tσ
− r−1(q − q−1)Ei Tσ E1E3 · · · E2 f−1,
which implies that
TD − E1E3 · · · E2 f−1Tσ =
(
q − q−1) ∑
D ′∈Bdn
rD ′ TD ′ ,
where rD ′ ∈ Z[r, r−1,q,q−1] for each D ′ ∈ Bdn . Since r,q are both indeterminates over Z and both
TD and E1E3 · · · E2 f−1Tσ are basic tangles, we deduce that TD = E1E3 · · · E2 f−1Tσ . However, by as-
sumption, (siσ) = (σ ) + 1 and hence Ti Tσ = Tsiσ , we get that Ti TD = E1E3 · · · E2 f−1Tsiσ is a basic
tangle, a contradiction. This completes the proof of the claim (3.19).
Now the claims (3.19) and (3.17) imply that the coeﬃcient of Te1e3···e2 f−1siσ in Ti B1 is
q(σ )Ce1e3···e2 f−1σ (r,q) +
(
q − q−1)q(σ )+1Ce1e3···e2 f−1siσ (r,q).
Since Ti B1 = qB1, we get that Ce1e3···e2 f−1σ (r,q) = Ce1e3···e2 f−1siσ (r,q). This completes the proof of the
lemma. 
Proof of Proposition 3.11. This follows immediately from Lemma 3.8 and Lemma 3.16. 
It would be interesting to give explicit formulae for these constants c f (r,q) for each
1 f  [n/2].
Let K be a ﬁeld and r0,q0 be two invertible elements in K . We regard K as an R-algebra by
specializing r to r0 and q to q0. We deﬁne Bn(r0,q0) := Bn(r,q) ⊗R K . By some abuse of notations,
we still use ρ1,ρ2 to denote the two one-dimensional representations of Bn(r0,q0) similarly deﬁned
as in Lemma 3.6.
Corollary 3.20. Let i ∈ {1,2}. Assume thatBn(r0,q0) contains an one-dimensional two-sided ideal 〈Yi〉which
affords the one-dimensional representation ρi . Then we can take Yi as
C0
∑
σ∈Sn
q(σ )0 Tσ +
[n/2]∑
f=1
C f
∑
D∈Bdn[ f ]
q(D)0 TD ,
if i = 1; or
C ′0
∑
σ∈Sn
(−q0)−(σ )Tσ +
[n/2]∑
f=1
C ′f
∑
D∈Bdn[ f ]
(−q0)−(D)TD ,
if i = 2, where C f ,C ′f are some constants in K for each 0 f  [n/2].
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the proof of Proposition 3.11. 
Note that in the above corollary, we do not know whether the constants C0,C ′0 are always nonzero
or not.
4. The Brauer algebra case
In this section, we ﬁrst explicitly determine the one-dimensional two-sided ideals of the generic
Brauer algebra Bn(x). Then we explicitly characterize the generator of the annihilator of the n-tensor
space in the specialized Brauer algebra Bn(−2l).
Let x be an indeterminate over Z. If we regard Q(x) as an R-algebra by specializing both r and q
to 1, then the Brauer algebra Bn(x) is deﬁned to be Bn(x) := Bn(r,q)R ⊗R Q(x). As a Q(x)-algebra,
Bn(x) is generated by s1, . . . , sn−1, e1, . . . , en−1 and satisﬁes the following relations:
s2i = 1, e2i = xei, eisi = siei = ei, ∀1 i  n − 1,
si s j = s j si, sie j = e jsi, eie j = e jei, ∀1 i < j − 1 n − 2,
si si+1si = si+1si si+1, eiei+1ei = ei, ei+1eiei+1 = ei+1, ∀1 i  n − 2,
siei+1ei = si+1ei, ei+1eisi+1 = ei+1si, ∀1 i  n − 2.
We shall also call Bn(x) the generic Brauer algebra. It is well known that Bn(x) has a natural Z[x]-
form BZn (x) which is a free Z[x]-module of rank (2n − 1)!! = (2n − 1) · (2n − 3) · · · · · 3 · 1. For any
commutative Z[x]-algebra K with x specialized to δ ∈ K , we deﬁne Bn(δ) := BZn (x) ⊗Z[x] K and call
Bn(δ) the specialized Brauer algebra with parameter δ. Note that by the result in [18], the algebra
Bn(δ) is always cellular. The representation theory of the Brauer algebra was studied in a number of
literatures, see e.g., [4,5,9,11,16–18,21,23,25].
The Brauer algebra was ﬁrst introduced by R. Brauer (see [3]) when he studied how the n-tensor
space V⊗n decomposes into irreducible modules over the orthogonal group O (V ) or the symplectic
group Sp(V ), where V is an orthogonal vector space or a symplectic vector space. In Brauer’s original
formulation, the Brauer algebra was deﬁned as the complex linear space with basis the set Bdn of all
the Brauer n-diagrams.
If we arrange the vertices in two rows of n each, the top and bottom rows, and label the vertices in
the top (resp., the bottom) row of an n-diagram by the indices 1,2, . . . ,n (resp., 1−,2−, . . . ,n−) from
left to right, then the generator si corresponds to the n-diagram with edges {i, (i + 1)−}, {i + 1, i−},
and {k,k−} for all k = i, i + 1, and the generator ei corresponds to the n-diagram with edges {i, i + 1},
{i−, (i + 1)−}, and {k,k−} for all k = i, i + 1.
The multiplication of two Brauer n-diagrams is much simpler than in the BMW algebra case. It can
be described as follows: we compose two diagrams D1, D2 by identifying the bottom row of vertices
in the ﬁrst diagram with the top row of vertices in the second diagram. The result is a graph, with
a certain number, n(D1, D2), of interior loops. After removing the interior loops and the identiﬁed
vertices, retaining the edges and remaining vertices, we obtain a new Brauer n-diagram D1 ◦ D2, the
composite diagram. Then we deﬁne D1D2 = xn(D1,D2)D1 ◦ D2. In general, the multiplication of two
elements in Bn(x) is given by the linear extension of the product deﬁned on diagrams. Note that the
subalgebra of Bn(x) generated by s1, s2, . . . , sn−1 is isomorphic to the group algebra of the symmetric
group Sn over Q(x).
Lemma 4.1. Let ρ ′1,ρ ′2 be the two one-dimensional representations of Bn(x) which are deﬁned on generators
by
ρ ′1(si) = 1, ρ ′1(ei) = 0, ∀1 i  n − 1,
ρ ′2(si) = −1, ρ ′2(ei) = 0, ∀1 i  n − 1,
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resentations of Bn(x); if n = 2, there is yet another one-dimensional representation ρ ′3 (of B2(x)) which is
deﬁned on generators by ρ ′3(s1) = 1, ρ ′3(e1) = x.
Proof. Using the generators and relations for Bn(x), one checks easily that ρ ′1,ρ ′2 are two one-
dimensional representations of Bn(x) and ρ ′3 is a one-dimensional representation of B2(x).
Suppose that K v affords a one-dimensional representation ρ of Bn(x). Since s21 = 1 and e21 = xe1,
there are only three possibilities:
Case 1. ve1 = 0 and vs1 = v . Using the relations si si+1si = si+1si si+1 and ei+1eiei+1 = ei+1, we deduce
that vsi = v and vei = 0 for each 1 i  n − 1. Hence ρ = ρ1 in this case.
Case 2. ve1 = 0 and vs1 = −v . Using the relations si si+1si = si+1si si+1 and ei+1eiei+1 = ei+1, we
deduce that vsi = −v and vei = 0 for each 1 i  n − 1. Hence ρ = ρ2 in this case.
Case 3. ve1 = xv . If n 3, then using the relations e2e1e2 = e1 and e22 = xe2 we get a contradiction. If
n = 2, then the relation e1s1 = e1 implies that vs1 = v . Hence ρ = ρ ′3 in this case. This completes the
proof of the lemma. 
In the rest of this section we assume that n  3. Since Bn(x) is split semisimple over Q(x),
it is clear that Bn(r,q) has two one-dimensional two-sided ideals corresponding to the two non-
isomorphic one-dimensional representations ρ ′1,ρ ′2. Our ﬁrst task is to construct these two one-
dimensional two-sided ideals in an explicit way.
For each i ∈ {1,2}, let B ′i ∈ Bn(x) be an element such that the two-sided ideal 〈B ′i〉 of Bn(x)
generated by B ′i corresponds to the one-dimensional representations ρ
′
i .
Lemma 4.2. The element B ′2 can be taken of the following form:
B ′2 =
∑
w∈Sn
(−1)(w)w.
Proof. This follows from the generators and relations for Bn(x) and the fact that
∑
w∈Sn (−1)(w)w
has both a left factor (1− si) and the right factor (1− si) for any 1 i  n− 1. 
Theorem 4.3. The element B ′1 can be taken of the following form:
B ′1 =
∑
w∈Sn
w +
[n/2]∑
f=1
c f
∑
D∈Bdn[ f ]
D,
where for each 1 f  [n/2],
c f = (−2)
f f !∏ f
j=1(x+ 2(n − j − 1))
.
Proof. Let B(1)n (x) be the two-sided ideal of Bn(x) generated by e1. We have a surjective algebra
homomorphism Bn(x)Bn(x)/B(1)n (x) ∼= Q(x)Sn . Note that both Bn(x) and Q(x)Sn are semisimple
Q(x)-algebra. It follows that the one-dimensional two-sided ideal of Bn(x) which affords the repre-
sentation ρ ′1 must map onto the one-dimensional two-sided ideal of Q(x)Sn which affords the trivial
representation. Therefore, we can take B ′1 of the following form:
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∑
w∈Sn
w +
[n/2]∑
f=1
c f
∑
D∈Bdn[ f ]
D,
where for each 1 f  [n/2], c f ∈ Q(x). It remains to compute these c f explicitly.
We ﬁrst compute c1. The strategy we shall use is to compare the coeﬃcients of e1 in both sides
of the equality
0= e1B ′1 =
∑
w∈Sn
e1w +
[n/2]∑
f=1
c f
∑
D∈Bdn[ f ]
e1D. (4.4)
Note that by the concatenation rule of Brauer diagrams e1D = xn(D)D ′ for some n(D) ∈ Z0 and
D ′ ∈ Bdn . By the cellular structure of the Brauer algebra Bn(x), we know that e1 is involved in e1D
only if D ∈ Bdn[0] ∪ Bdn[1]. If D ∈ Bdn[0], then (using the concatenation rule of Brauer diagrams) it
is easy to see that e1 is involved in e1D if and only if D ∈ {1, s1}; if D ∈ Bdn[1], then there are two
possibilities:
Case 1.1. n(D) > 0. In this case, e1 is involved in e1D if and only if D = e1.
Case 1.2. n(D) = 0. In this case, e1 is involved in e1D if and only if there exists an integer 3 k  n
such that
(a) { j, j−} is an edge of D for any j /∈ {1,2,k}; and
(b) either {1, j}, {2, j−} are edges of D or {1, j−}, {2, j} are edges of D .
Therefore, the coeﬃcient of e1 on the right-hand side of (4.4) is
(1+ 1)+ c1
(
x+ 2(n − 2))= 2+ c1(2n − 4+ x),
which implies that c1 = −2/(x+ 2n − 4) as required.
In general, suppose that 2 f  [n/2]. The strategy we shall use to compute c f is to compare the
coeﬃcients of e1e3 · · · e2 f−1 in both sides of the following equality
0= e1B ′2 =
∑
w∈Sn
e1w +
[n/2]∑
k=1
ck
∑
D∈Bdn[k]
e1D. (4.5)
As before, we know that e1D = xn(D)D ′ for some n(D ′) ∈ Z0 and D ′ ∈ Bdn . We claim that
e1e3 · · · e2 f−1 is involved in e1D only if D ∈ Bdn[ f − 1] ∪ Bdn[ f ].
In fact, by the cellular structure of the Brauer algebra Bn(x), we know that e1e3 · · · e2 f−1 is in-
volved in e1D only if D ∈ Bdn[0] ∪ Bdn[1] ∪ · · · ∪ Bdn[ f ]. It remains to show that e1D is not involved
in Bdn[k] for any 0 k  f − 2. But this follows directly from the concatenation rule of Brauer dia-
grams. This proves our claim.
If D ∈ Bdn[ f − 1], then (using the concatenation rule of Brauer diagrams) it is easy to see that
e1e3 · · · e2 f−1 is involved in e1D if and only if there exists an integer 1 k f such that
(a) { j, j−} is an edge of D for any 2 f + 1 j  n; and
(b) {2 j − 1,2 j} is an edge of D for any 2 j  f ; and
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(d) either {1, (2k − 1)−}, {2, (2k)−} are edges of D or {1, (2k)−}, {2, (2k − 1)−} are edges of D .
In this case, the coeﬃcient of e1e3 · · · e2 f−1 in e1D is 2 f .
Assume that D ∈ Bdn[ f ] and e1e3 · · · e2 f−1 is involved in e1D . We write e1D = xn(D)D ′ for some
n(D) ∈ Z0 and D ′ ∈ Bdn , then there are three possibilities:
Case f.1. n(D) > 0. Then we must have that D = e1e3 · · · e2 f−1. In this case, the coeﬃcient of
e1e3 · · · e2 f−1 in e1D is x.
Case f.2. n(D) = 0 and there exists an integer 2 k f such that
(a) { j, j−} is an edge of D for any 2 f + 1 j  n; and
(b) {(2 j − 1)−, (2 j)−} is an edge of D for any 1 j  f ; and
(c) {2 j − 1,2 j} is an edge of D for any j ∈ {2,3, . . . ,k − 1,k + 1,k + 2, . . . , f }; and
(d) either {1,2k − 1}, {2,2k} are edges of D or {1,2k}, {2,2k − 1} are edges of D .
In this case, the coeﬃcient of e1e3 · · · e2 f−1 in e1D is 2( f − 1).
Case f.3. n(D) = 0 and there exists an integer 2 f + 1 k n such that
(a) { j, j−} is an edge of D for any j ∈ {2 f + 1,2 f + 2, . . . ,k − 1,k + 1, . . . ,n}; and
(b) {2 j − 1,2 j} and {(2 j − 1)−, (2 j)−} are edges of D for any 1 j  f ; and
(c) either {1,k}, {2,k−} are edges of D or {1,k−}, {2,k} are edges of D .
In this case, the coeﬃcient of e1e3 · · · e2 f−1 in e1D is 2(n − 2 f ).
Therefore, the coeﬃcient of e1e3 · · · e2 f−1 in the right-hand side of (4.5) is
(2 f )c f−1 +
(
x+ 2( f − 1)+ 2(n − 2 f ))c f = 2 f c f−1 + (2n − 2 f − 2+ x)c f ,
which implies that
c f = −2 f c f−1x+ 2(n − f − 1) .
By a simple induction argument, we prove that
c f = (−2)
f f !∏ f
j=1(x+ 2(n − j − 1))
,
as required. This completes the proof of the theorem. 
Remark 4.6. There is a special case where each coeﬃcient c f can be specialized to an integer. Namely,
when n = l + 1 and x = −2l, then c0 = c1 = · · · = c[n/2] = 1. In other words, the element ∑D∈Bdn D
generates an one-dimensional two-sided ideal of the specialized Brauer algebra Bl+1(−2l) which af-
fords the trivial representation ρ ′1. If we choose to work over a ﬁeld of characteristic 0, it can be
proved (using a similar argument as used in the ﬁrst two paragraphs of the proof of Theorem 5.4)
that in that case this is a unique one-dimensional two-sided ideal of Bl+1(−2l) which can afford the
trivial representation ρ ′1. We leave the details to the reader.
2912 J. Hu, Z. Xiao / Journal of Algebra 324 (2010) 2893–2922In the rest of this section, we shall concentrate on the specialized Brauer algebra BKn (−2l) with
parameter −2l and deﬁned over a ﬁeld K . Let VZ be the free Z-module generated by v1, . . . , v2l . By
[3], there is a natural right action of BZn (−2l) on V⊗nZ . We refer the reader to [9,21] for the precise
deﬁnition of this action. In [21], a basis for the annihilator of V⊗n
Z
in BZn (−2l) was obtained. We shall
use the main result in [21] to give some new characterization of the annihilator.
Let “∗” be the anti-automorphism of BZn (−2l) which is deﬁned on generators by s∗i = si , e∗i = ei
for each 1  i  n − 1. Let a,b be two integers such that 0  a,b  n and a + b is even. Following
[21, p. 299], we deﬁne a set Bdn(a,b) as follows: if a  b then let Bdn(a,b) be the set of all Brauer
n-diagrams D such that:
(1) for each integer s with a + 1 s n, D connects the vertex labeled by s with the vertex labeled
by s−;
(2) for each integer s with 1 s (a−b)/2, D connects the vertex labeled by (b+2s−1)− with the
vertex labeled by (b + 2s)−;
if b a then let Bdn(a,b) be the set of all Brauer n-diagrams D such that:
(1) for each integer s with b + 1 s n, D connects the vertex labeled by s with the vertex labeled
by s−;
(2) for each integer s with 1  s  (b − a)/2, D connects the vertex labeled by a + 2s − 1 with the
vertex labeled by a + 2s.
For example, let D1 be the following Brauer 7-diagram
Then D1 ∈ Bd7(5,3). Let D2 be the following Brauer 7-diagram
Then D2 ∈ Bd7(3,5).
For any integer 1 k n, we set
Xk :=
∑
D∈Bdn(k,k)
D,
and use 〈Xk〉 to denote the two-sided ideal of Bn generated by Xk . For any ﬁeld K we deﬁne
V K := VZ ⊗Z K , BKn (−2l) := BZn (−2l)⊗Z K . By some abuse of notations, we shall write Xk instead of
Xk ⊗Z 1K .
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0⊆ 〈Xn〉 ⊆ · · · ⊆ 〈X2〉 ⊆ 〈X1〉 = BKn (−2l).
Proof. It suﬃces to prove that X j+1 ∈ 〈X j〉 for each 1 j  n−1. For each k ∈ {1,2, . . . , j,1−,2−, . . . ,
( j+ 1)−}, we use Bdn[k, j+ 1] to denote the subset of the Brauer diagrams in Bdn( j+ 1, j+ 1) which
have the edge {k, j + 1}.
If k = a ∈ {1,2, . . . , j} then we use D1 to denote the Brauer n-diagram which has {a, j + 1},
{a−, ( j + 1)−} as its horizontal edges and
{
r, r−
}
, ∀r ∈ {1,2, . . . ,n} \ {a, j + 1},
as its vertical edges. By the concatenation rule of Brauer diagrams, we deduce that
∑
D∈Bdn[k, j+1]
D = D1X j ∈ 〈X j〉.
If k = a− ∈ {1−,2−, . . . , ( j + 1)−} then we use D2 to denote the Brauer n-diagram which has
{
a, (a + 1)−}, {a + 1, (a + 2)−}, . . . , { j, ( j + 1)−}, { j + 1,a−},{
r, r−
}
, ∀r ∈ {1,2, . . . ,a − 1} ∪ { j + 2, j + 3, . . . ,n},
as its (vertical) edges. By the concatenation rule of Brauer diagrams, we deduce that
∑
D∈Bdn[k, j+1]
D = X jD2 ∈ 〈X j〉.
Therefore, by the deﬁnition of X j+1 we have that
X j+1 =
∑
k∈{1,2,..., j,1−,2−,...,( j+1)−}
∑
D∈Bdn[k, j+1]
D ∈ 〈X j〉.
This completes the proof of the lemma. 
Lemma 4.8. Let a,b be two integers such that 0 a,b  n and a+b is even, then there exists a Brauer diagram
D ′ ∈ Bdn such that either∑D∈Bdn(a,b) D = X(a+b)/2D ′ or∑D∈Bdn(a,b) D = D ′X(a+b)/2 . In particular,
∑
D∈Bdn(a,b)
D ∈ 〈X(a+b)/2〉.
Proof. We set k = (a + b)/2. If a  b then a = k + r, b = k − r for some 0  r  n − k. Let D1 be
the Brauer n-diagram which has the horizontal edges {k,k + 1}, {k − 1,k + 2}, . . . , {k − r + 1,k + r},
{(b + 1)−, (b + 2)−}, {(b + 3)−, (b + 4)−}, . . . , {(b + 2r − 1)−, (b + 2r)−} and the vertical edges {i, i−}
for all 1 i  b and a + 1 i  n. We claim that
∑
D∈Bd (a,b)
D = XkD1 ∈ 〈Xk〉. (4.9)
n
2914 J. Hu, Z. Xiao / Journal of Algebra 324 (2010) 2893–2922In fact, we ﬁrst note that for any D ∈ Bdn(k,k), the concatenation of D and D1 produces no interior
loops. Moreover, if D = D ′ ∈ Bdn(k,k) then DD1 = D ′D1 and DD1, D ′D1 ∈ Bdn(a,b). Second, it is clear
that
#Bdn(a,b) = #Bd(a+b)/2 = #Bdn(k,k).
This forces the equality (4.9) to hold. This proves the lemma in the case a b.
If a < b then we have that
∑
D∈Bdn(a,b)
D =
( ∑
D∈Bdn(b,a)
D
)∗
∈ 〈Xk〉.
This completes the proof of the lemma. 
From now on until the end of this section, we shall use the same convention as in [21, §2] to label
the vertices in a Brauer diagram. Namely, for each Brauer n-diagram D , we shall label the vertices in
the top row of D by odd integers 1,3,5, . . . ,2n − 1 from left to right, and label the vertices in the
bottom row of D by even integers 2,4,6, . . . ,2n from left to right. The reason we do this is to avoid
some unnecessary trouble of notations when citing a result from [21]. Following [21, p. 299, the last
paragraph], given any two subsets A(1) ⊆ {1,3, . . . ,2n − 1}, A(2) ⊆ {2,4, . . . ,2n} with |A(1)| + |A(2)| is
even, we set 2n0 = |A(1)| + |A(2)|, and
{a1,a2, . . . ,a2n−2n0} := {1,2, . . . ,2n} \
(
A(1) ∪ A(2)).
Let (i1, j1, i2, j2, . . . , in−n0 , jn−n0 ) be a ﬁxed permutation of {a1,a2, . . . ,a2n−2n0 }. Let
i := (i1, i2, . . . , in−n0), j := ( j1, j2, . . . , jn−n0).
We deﬁne Bdi,jn (A
(1), A(2)) to be the set of all Brauer n-diagrams D such that: for each integers s
with 1 s n − n0, D connects the vertex labeled by is with the vertex labeled by js . Note that the
set Bdn(a,b) we deﬁned before is a special case of the set Bd
i,j
n (A
(1), A(2)) we deﬁned here. For each
partition α of n, we use std(α) to denote the set of standard α-tableaux with entries in {1,2, . . . ,n}.
Deﬁnition 4.10. Let Pn be the set of partitions of n. We set
2Pn :=
{
(2λ1,2λ2, . . .)
∣∣ λ = (λ1, λ2, . . .) ∈ Pn},
Tl :=
{
(ν, t)
∣∣ t ∈ std(ν), (2l + 2,2n−l−1) ν ∈ 2Pn}.
Lemma 4.11. (See [21, Proposition 4.6].) Let K be a ﬁeld. Suppose that n > l. Then
Xl+1 ∈ AnnBKn (−2l)
(
V⊗nK
)
.
The next theorem is the main result in this section, which characterizes (for any ﬁeld K ) the
annihilator of the n-tensor space V⊗nK in the specialized Brauer algebra BKn (−2l) as its two-sided
ideal.
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Bdn ×Bdn, such that the elements in the following set
{
D1Xl+1D2
∣∣ (D1, D2) ∈ Σν,t, (ν, t) ∈ Tl} (4.13)
form a basis of AnnBKn (−2l)(V
⊗n
K ). In particular,
〈Xl+1〉 = AnnBKn (−2l)
(
V⊗nK
)
.
Proof. By [21, Theorem 2.13, Theorem 3.4], we know that AnnBKn (−2l)(V
⊗n) has a basis consisting of
elements of the form Xν,t , where (ν, t) ∈ Tl . It remains to show (by Lemma 4.11) that each Xν,t can
be expressed as a linear combination of some elements in (4.13).
Let (ν, t) ∈ Tl . Recall by deﬁnition (see [21, the 2nd paragraph in §2 and p. 290, line 7]),
Xν,t =
∑
i,j
∑
D∈Bdi,jn (A(1),A(2))
D,
where
A(1) := {(i)d(t) ∣∣ i = 1,2,3, . . . , ν1}∩ {1,3, . . . ,2n − 1},
A(2) := {(i)d(t) ∣∣ i = 1,2,3, . . . , ν1}∩ {2,4, . . . ,2n},
with |A(1)| + |A(2)| = 2n0 = ν1, and
i := (i1, i2, . . . , in−n0), j := ( j1, j2, . . . , jn−n0),
such that (i1, j1, i2, j2, . . . , in−n0 , jn−n0 ) runs over a subset of permutations of the integers in{1,2, . . . ,2n} \ (A(1) ∪ A(2)).
Now the proof of [21, Corollary 3.3] implies that
∑
D∈Bdi,jn (A(1),A(2))
D = D ′1
( ∑
D∈Bdn(|A(1)|,|A(2)|)
D
)
D ′2,
for some D ′1, D ′2 ∈ Bdn . By Lemma 4.8, there also exist D ′′1, D ′′2 ∈ Bdn such that
∑
D∈Bdn(|A(1)|,|A(2)|)
D = D ′′1Xn0D ′′2.
Note that the condition (ν, t) ∈ Tl implies that 2n0 = ν1  2l + 2 and hence n0  l + 1. It follows
from Lemma 4.7 that Xn0 must be able to be expressed as a linear combination of some elements
of the form D ′1Xl+1D ′2, where D ′1, D ′2 ∈ Bdn . Putting all the above discussion together, we conclude
that Xν,t can be expressed as a linear combination of some elements of the form D ′1Xl+1D ′2, where
D ′1, D ′2 ∈ Bdn . Therefore, for each (ν, t) ∈ Tl there exists a ﬁnite subset Σν,t ⊆ Bdn ×Bdn , such that the
elements in the following set
{
D1Xl+1D2
∣∣ (D1, D2) ∈ Σν,t, (ν, t) ∈ Tl} (4.14)
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⊗n
K ). In particular, we have that
AnnBKn (−2l)
(
V⊗nK
)⊆ 〈Xl+1〉.
Applying Lemma 4.11, we deduce that AnnBKn (−2l)(V
⊗n
K ) = 〈Xl+1〉. This completes the proof of the
theorem. 
5. Tensor space for the specialized BMW algebra
In this section, we shall apply the main results in the last two sections to give a characterization
of the annihilator of the n-tensor space V⊗n in the specialized BMW algebra Bn,q := Bn(−q2l+1,q).
Throughout this section, unless otherwise stated, we shall work over the ground ﬁeld Q(q). We shall
denote the natural A -form of Bn,q by Bn,A . Note that the specialized BMW algebra Bn,q is not
necessarily semisimple.
Let f be an integer with 0 f  [n/2] and λ a partition of n − 2 f . We deﬁne
xλ :=
∑
w∈Sλ
q(w)Tw , yλ :=
∑
w∈Sλ
(−q)−(w)Tw ,
where
Sλ := S{2 f+1,2 f+2,...,2 f+λ1} × S{2 f+λ1+1,2 f+λ1+2,...,2 f+λ1+λ2} × · · ·
is the Young subgroup of S{2 f+1,...,n} corresponding to λ. Recall that tλ is the standard λ-tableau in
which the number 2 f + 1,2 f + 2, . . . ,n appears in order along successive rows. We denote by tλ
the standard λ-tableau in which the number 2 f + 1,2 f + 2, . . . ,n appears in order along successive
columns. Let wλ ∈ S{2 f+1,...,n} be such that tλwλ = tλ . In general, for each t ∈ Std(λ) with entries in
{2 f + 1, . . . ,n}, let d(t) ∈ S{2 f+1,...,n} be such that tλd(t) = t.
We need Enyang’s Specht module theory for the BMW algebras. By [14, Theorem 4.1], we know
that the elements in the following set
{
T ∗d1 E1E3 · · · E2 f−1T ∗d(s) yλTd(t)Td2
∣∣∣ 0 f  [n/2], d1,d2 ∈ D f , λ  n − 2 f ,
s, t ∈ Std(λ)
}
form a cellular basis of Bn,q . For each integer 0  f  [n/2] and each partition λ of n − 2 f , we
use S( f , λ) to denote the corresponding Specht module (i.e., cell module) associated to ( f , λ). By
general theory of cellular algebra (cf. [18]), there is a naturally deﬁned bilinear form 〈,〉 on each
S( f , λ). We use rad〈,〉 to denote the radical of this bilinear form and set D( f , λ) := S( f , λ)/ rad〈,〉.
If D( f , λ) = 0 then D( f , λ) is the unique simple Bn,q-head of S( f , λ). Furthermore, the modules in
{D( f , λ) = 0 | 0 f  [n/2], λ  n − 2 f } form a complete set of pairwise non-isomorphic absolutely
irreducible Bn,q-modules.
Deﬁnition 5.1. Let f be an integer with 0  f  [n/2] and λ a partition of n − 2 f . An up-down λ-
tableaux of length n is a sequence Λ = (Λ(0),Λ(1), . . . ,Λ(n)) of partitions, where Λ(0) = ∅, Λ(n) = λ
and for each 1 k n the partition Λ(k) is obtained from Λ(k−1) by either adding an addable node
or removing a removable node. An up-down λ-tableaux Λ = (Λ(0),Λ(1), . . . ,Λ(n)) is said to be
(−2l)-admissible if (Λ(k)) l for each 0 k n.
For each partition λ we denote by λ′ = (λ′1, λ′2, . . .) the conjugate of λ.
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dim S
(
f , λ′
)= #{up-down λ-tableaux of length n}.
Now assume that λ is a partition of n − 2 f satisfying (λ)  l. Following [24], we deﬁne z f ,λ :=
α⊗ f ⊗ vλTwλ yλ′ , where
α :=
∑
1k2l
q−ρkkvk ⊗ v2l+1−k,
vλ := v1 ⊗ · · · ⊗ v1︸ ︷︷ ︸
λ1 copies
⊗ v2 ⊗ · · · ⊗ v2︸ ︷︷ ︸
λ2 copies
⊗· · · ⊗ vl ⊗ · · · ⊗ vl︸ ︷︷ ︸
λl copies
.
Lemma 5.3. (See [24, Theorem 1.4, Lemma 3.6].) Let f be an integer with 0 f  [n/2] and λ a partition of
n − 2 f satisfying (λ) l. Then we have that
(1) z f ,λ is a maximal vector of weight λ in V⊗n;
(2) as a right Bn,q-module, D( f , λ′) ∼= z f ,λBn,q ∼= D f ,λ . Moreover,
dim z f ,λBn,q = #
{
(−2l)-admissible up-down λ-tableaux of length n}.
Let VA be the free A -submodule of V generated by v1, v2, . . . , v2l . Let UA (sp2l) be the Kostant–
Lusztig A -form in Uq(sp2l). For any ﬁeld K which is an A -algebra, we set V K := VA ⊗A K , and
UK (sp2l) := UA (sp2l) ⊗A K .
Let ϕ(l) be the surjection from Bl+1,q onto EndUq(sp2l)(V⊗l+1) given by Theorem 1.1 with n replaced
by l + 1. By the main result in [22], we know that the integral version of the type C quantized
Schur–Weyl duality is valid. In particular, ϕ(l) induces a surjection
ϕ
(l)
A : Bl+1,A  EndUA (sp2l)
(
V⊗l+1A
)
.
We set ϕ(l)K := ϕ(l)A ⊗A id, which can be identiﬁed with the surjection from Bl+1,K onto
EndUK (sp2l)(V
⊗l+1
K ). For simplicity, we shall use B
(1)
l+1,K to denote the two-sided ideal of Bl+1,A ⊗A K
generated by E1 ⊗A 1.
Theorem 5.4. There exists a unique element Yl+1 of the form
Yl+1 =
∑
σ∈Sl+1
(−q)−(σ )Tσ +
[(l+1)/2]∑
f=1
c f (q)
∑
D∈Bdl+1[ f ]
(−q)−(D)TD ,
where c f (q) ∈A = Z[q,q−1] for each f , such that Yl+1 ∈ Kerϕ(l) and
Q(q)Yl+1 =
{
x ∈ Bl+1
(−q2l+1,q) ∣∣∣ Tix = xTi = −q−1x, and
Eix = 0 = xEi , ∀1 i  n − 1
}
.
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multiplications. We regard EndUq(sp2l)(V
⊗l+1) as a Bl+1,q-Bl+1,q bimodule by deﬁning
(af )(v) := f (va), ( f b)(v) := f (v)b,
for any f ∈ EndUq(sp2l)(V⊗l+1), a,b ∈ Bl+1,q , v ∈ V⊗l+1. It is easy to check that this is well de-
ﬁned and ϕ(l) is actually a Bl+1,q-Bl+1,q-bimodule homomorphism. Since ϕ(l) is surjective and
EndUq(sp2l)(V
⊗l+1) is semisimple, it follows that V⊗l+1 is a semisimple Bl+1,q-module. Furthermore,
EndUq(sp2l)(V
⊗l+1) is a semisimple Bl+1,q-Bl+1,q-bimodule with bimodule decomposition
EndUq(sp2l)
(
V⊗l+1
)∼= [(l+1)/2]⊕
f=0
⊕
λl+1−2 f
(λ)l
D ′f ,λ ⊗ D f ,λ,
where D ′f ,λ is the left simple Bl+1,q-module corresponding to ( f , λ). In particular, D
′
f ,λ = D f ,λ as a
Q(q)-linear space.
Counting the number of up-down tableaux of length (l + 1) and combining Lemma 5.2 and
Lemma 5.3, we deduce that for each λ  l + 1 − 2 f with 0  f  [(l + 1)/2], S( f , λ′) = D( f , λ′)
unless f = 0 and λ = (1l+1) := (1, . . . ,1︸ ︷︷ ︸
l+1 copies
). Note that the Specht module S(0, (l + 1)) labelled by
(0, (1l+1)′) = (0, (l+1)) is nothing but the one-dimensional sign representation ρ2 of Bl+1,q . It follows
that dimKerϕ(l) = dimBl+1,q − dimEndUq(sp2l)(V⊗l+1) = 1. Since the one-dimensional representation
ρ2 must appear as a composition factor in the regular module Bl+1,q and we also know that ρ2 does
not appear in
Bl+1,q/Kerϕ(l) ∼= EndUq(sp2l)
(
V⊗l+1
)∼= [(l+1)/2]⊕
f=0
⊕
λl+1−2 f
(λ)l
D
⊕dim D f ,λ
f ,λ ,
we deduce that Kerϕ(l) must be the unique one-dimensional two-sided ideal of Bl+1,q which af-
ford the representation ρ2. Applying Corollary 3.20, we deduce that there exists a nonzero element
Yl+1 ∈ ϕ(l) of the form
Yl+1 = c0(q)
∑
σ∈Sl+1
(−q)−(σ )Tσ +
[(l+1)/2]∑
f=1
c f (q)
∑
D∈Bdl+1[ f ]
(−q)−(D)TD ,
where c f (q) ∈A := Z[q,q−1] for each f , such that
Q(q)Yl+1 =
{
x ∈ Bl+1,q
∣∣∣ Tix = xTi = −q−1x, and
Eix = 0 = xEi , ∀1 i  n − 1
}
.
Furthermore, since Yl+1 ∈ Kerϕ(l)A and (by [22]) Kerϕ(l)A is a free A -module of rank 1, we can assume
without loss of generality that Kerϕ(l)A =A Yl+1. It remains to show that c0(q) is invertible in A , i.e.,
c0(q) = ±qk for some k ∈ Z.
Note that for any ﬁeld K which is an A -algebra, we have that dimKerϕ(l)K = 1. In particular, the
assumption Kerϕ(l)A =A Yl+1 and the main result in [22] imply that Kerϕ(l)K = K (Yl+1 ⊗A 1K ). Now
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algebra such that c0(q) ⊗A 1K = 0. In particular, this means 0 = Yl+1 ⊗A 1K ∈ B(1)l+1,K . Henceforth
we ﬁx such a ﬁeld K .
Let 1 f  [n/2] be the minimal integer such that c f (q)⊗A 1K = 0. We ﬁx this integer f . Recall
our deﬁnition of d0,d J0 (with respect to our f and with n replaced by l + 1) in the third paragraph
of Section 3. We deﬁne
c= (c1, c2, . . . , c2 f ) =
(
(l − f + 1)′, . . . , (l − 1)′, l′, l, l − 1, . . . , l − f + 1),
I f :=
{
b= (b1, . . . ,bl+1−2 f )
∣∣ 1 bl+1−2 f < · · · < b2 < b1  l − f }.
We write vc := vc1 ⊗· · ·⊗ vc2 f . Note that by assumption l− f  l+1−2 f and l+1 2 f . If l+1= 2 f ,
then I f = ∅. In this case, applying [22, Lemma 5.15], we get that
vc(Yl+1 ⊗A 1K )
= vc
(
c f (q) ⊗A 1K
) ∑
D∈Bdn[ f ]
(−q)−(D)TD
= (c f (q) ⊗A 1K )(v(l− f+1)′ ⊗ vl− f+1 ⊗ · · · ⊗ v2′ ⊗ v2 ⊗ v1′ ⊗ v1)E1E3 · · · E2 f−1
= 0;
if l + 1 > 2 f then I f = ∅. In this case we can take a b ∈ I f and write vb := vb1 ⊗ · · · ⊗ vl+1−2 f .
Applying [22, Lemma 5.15], we get that
(vb ⊗ vc)(Yl+1 ⊗A 1K )
= (vb ⊗ vc)
(
c f (q) ⊗A 1K
) ∑
D∈Bdn[ f ]
(−q)−(D)TD
= (c f (q) ⊗A 1K )(v(l− f+1)′ ⊗ vl− f+1 ⊗ · · · ⊗ v2′ ⊗ v2 ⊗ v1′ ⊗ v1)E1E3 · · · E2 f−1
⊗ vb
( ∑
σ∈S{2 f+1,2 f+2,...,l+1}
d2∈D f
(−q)−(σ )−(d2)−(d0d J0 )Tσ Td2
)
= (c f (q) ⊗A 1K )(v(l− f+1)′ ⊗ vl− f+1 ⊗ · · · ⊗ v2′ ⊗ v2 ⊗ v1′ ⊗ v1)E1E3 · · · E2 f−1
⊗ vb
( ∑
σ∈S{2 f+1,2 f+2,...,l+1}
d2∈D f
(−q)−(σ )−(d2)−(d0d J0 ) T̂σ T̂d2
)
= 0,
where the last inequality follows from the assumption that c f (q)⊗A 1K = 0 and the well-known fact
that the Hecke algebra HK (Sl+1−2 f ) acts faithfully on vb = vb1 ⊗ · · ·⊗ vbl+1−2 f (because vbTw = vwb
for any w ∈ Sl+1−2 f ). Therefore, in both cases we get a contradiction to the fact that 0 = Yl+1 ⊗A
1K ∈ Kerϕ(l)K . This proves that c0(q) is invertible in A and hence this completes the proof of the
theorem. 
For any integers k n, the natural map
Ti → Ti, Ei → Ei, ∀1 i  k − 1
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embedding. Therefore, if n > l then we can regard Yl+1 as an element in the BMW algebra Bn,q .
We deﬁne the annihilator of V⊗n in Bn,q by
AnnBn,q
(
V⊗n
) := {x ∈ Bn,q ∣∣ vx = 0, ∀v ∈ V⊗n}. (5.5)
The main result in this section is the following proposition.
Proposition 5.6. Suppose that n> l, then
〈Yl+1〉 = AnnBn,q
(
V⊗n
)
.
Proof. We ﬁrst show that 〈Yl+1〉 ⊆ AnnBn,q (V⊗n). By the deﬁnition of Yl+1, any tangle involved in
Yl+1 only acts on the ﬁrst l + 1 components of any simple n-tensor vi1 ⊗ vi2 ⊗ · · · ⊗ vin ∈ V⊗n .
Therefore, to show that Yl+1 ∈ AnnBn,q (V⊗n), it suﬃces to show that Yl+1 ∈ AnnBl+1,q (V⊗l+1).
However, this follows directly from Theorem 5.4. This proves that Yl+1 ∈ AnnBn,q (V⊗n) and hence
〈Yl+1〉 ⊆ AnnBn,q (V⊗n).
By Theorem 5.4, we know that the element Yl+1 is of the following form:
Yl+1 =
∑
σ∈Sn
(−q)−(σ )Tσ + c1(q)
∑
D∈Bdn[1]
(−q)−(D)TD + · · ·
+ c[(l+1)/2](q)
∑
D∈Bdn[[(l+1)/2]]
(−q)−(D)TD ,
where ci(q) ∈A for each 1  f  [(l + 1)/2]. We use BQn,q to denote the natural Q[q,q−1]-form of
Bn,q and B
Q
n the specialized Brauer algebra Bn(−2l) over Q with parameter −2l. Note that if we
specialize q to 1 then each Ti ∈ BQn,q will become −si ∈ BQn so that the element Yl+1 will become
the element Xl+1 ∈ BQn .
Let ϕ(l)0 be the natural homomorphism from (B
Q
n (−2l))op to EndQ(V⊗nQ ). By Theorem 4.12, we
know that Kerϕ(l)0 has a Q-basis consisting of the elements of the following form∑
(D1,D2)∈Σν,t
D1Xl+1D2, (ν, t) ∈ Tl,
where Σν,t is a certain ﬁnite subset of Bdn ×Bdn for each pair (ν, t) ∈ Tl . For each pair (ν, t) ∈ Tl , it
is clear that ( ∑
(D1,D2)∈Σν,t
TD1Yl+1TD2
)⏐⏐⏐
q=1
=
∑
(D1,D2)∈Σν,t
D1Xl+1D2.
It follows that the elements
∑
D1,D2∈Σν,t
TD1Yl+1TD2 , (ν, t) ∈ Tl,
are Q[q,q−1]-linearly independent because Q[q,q−1] is an Euclidean domain, and hence are also
Q(q)-linearly independent in 〈Yl+1〉. Hence
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= dimQ BQn −
∑
0 f[n/2], λn−2 f
(λ)l
(
dim D(0)f ,λ
)2
= dimQ BQn −
∑
0 f[n/2], λn−2 f
(λ)l
(
#
{
(−2l)-admissible up-down
λ-tableaux of length n
})2
= dimQ(q) BQn,q −
∑
0 f[n/2], λn−2 f
(λ)l
(dimQ(q) D f ,λ)
2
= dim(AnnBn,q(V⊗nK )),
where we use D(0)f ,λ to denote the simple module over the specialized Brauer algebra B
Q
n (−2l) corre-
sponding to ( f , λ) (in the bimodule decomposition of n-tensor space). Since 〈Yl+1〉 ⊆ AnnBn,q (V⊗nK ),
the above inequality must be an equality. It follows that 〈Yl+1〉 = AnnBn,q (V⊗n). This completes the
proof of the proposition. 
Corollary 5.7. Let K be any ﬁeld. Then Proposition 5.6 is still true with Q(q) replaced by K (q), where q is an
indeterminate over K .
Proof. This follows from the same argument as was used in the proof of Proposition 5.6. 
Conjecture 5.8. Let K be any ﬁeld which is anA -algebra. Then Proposition 5.6 is still true withQ(q) replaced
by K .
Corollary 5.9. Conjecture 5.8 is true in the case where q is specialized to 1 and the case where n = l + 1.
Proof. If q is specialized to 1, the claim follows directly from Theorem 4.12. If n = l + 1 then by the
proof of Theorem 5.4 and the fact that dimKerϕ is independent of K we know that dimKerϕ = 1.
Since 0 = Yl+1 ∈ Kerϕ , it follows that Kerϕ must be spanned by Yl+1 in this case. 
Corollary 5.10. For each integer 1 f  [n/2], we have that c f (1) = 1.
Proof. This follows directly from Theorem 4.3 (see also Remark 4.6). 
We actually conjecture that for each 1 f  [n/2], c f (q) = qk for some k ∈ Z.
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