We study the pointwise properties of k-subharmonic functions, that is, the viscosity subsolutions to the fully nonlinear elliptic equations 
Introduction
The notion of k-subharmonic function in R n related to the fully nonlinear k-Hessian operator F k , k = 1, . . . , n, was introduced in [39] , [40] , and [41] . It generalises the classical notion of subharmonic function. The present paper concerns the structural properties of k-subharmonic functions. More precisely, we investigate here the basic questions of potential theory for such functions analogous to the questions of the classical potential theory for the subharmonic functions. In the real nonlinear setting, potential theory was previously developed only for the quasilinear equations in divergence form. For fully nonlinear elliptic operators, the (pluri-)potential theory was developed for the complex Monge-Ampère operator in C n , n ≥ 2. Although we use ideas of E. Bedford and B. Taylor from pluripotential theory, some of our results for the operators F k are completely different. The reason for this is that we prove a new pointwise estimate that has no counterpart in the pluricomplex case.
Let be a domain in R n , n ≥ 2. For k = 1, 2, . . . , n and u ∈ C 2 loc ( ), the k-Hessian operator F k is defined by
where λ = (λ 1 , . . . , λ n ) are the eigenvalues of the real symmetric Hessian matrix D 2 u , and where S k are the elementary symmetric functions
The alternative expression for F k [u] is the sum of all principal (k × k)-minors of the matrix D 2 u . The fully nonlinear operators F k , k = 2, . . . , n, are not elliptic in the entire space C 2 loc ( ). For k = 2, . . . , n, the operator F k is degenerate elliptic on any function u ∈ C 2 loc ( ) such that The definition of k-subharmonic functions (see [40] ; see also [39] , [41] ) involves the modern language of viscosity solutions. An upper semicontinuous function u :
≥ 0 for any quadratic polynomial q such that u −q has a finite local maximum in . Equivalently, an upper semicontinuous function u : → [−∞, +∞) is k-subharmonic if, for every subdomain ⊂⊂ and every function φ ∈ C 2 loc ( ) ∩ C( ) satisfying F k [φ] ≤ 0 in , the following implication holds:
Another equivalent definition is to require that the last implication be true for any ⊂⊂ and all φ ∈ C( ) which solve the equation F k [φ] = 0 in in the viscosity sense. A function u ∈ C 2 loc ( ) is k-subharmonic if and only if inequalities (1.2) hold. We denote by k ( ) the set of all k-subharmonic functions in which are not equal to −∞ identically. This set is a convex functional cone. The maximum of two ksubharmonic functions is k-subharmonic. From the viscosity definition, n ( ) ⊂ n−1 ( ) ⊂ · · · ⊂ 1 ( ) (cf. [40] ). For smooth k-subharmonic functions, these inclusions follow directly from (1.2). For k = 1, the definition above is equivalent to the classical definition of subharmonic functions (see, e.g., [18] ). Thus k-subharmonic functions are subharmonic and, in particular, locally integrable. For k = n, n ( ) is the set of functions convex in .
The important tool in potential theory for k ( ) is the Radon k-Hessian measure F k [u] defined for any u ∈ k ( ) (see [39] , [40] , [41] ). This measure is weakly* continuous with respect to the L 1 loc ( ) convergence. We also mention that the classical solutions of the Dirichlet problem for operators (1.1) were studied in [6] , [13] , [19] , [20] , [23] , and [36] .
Specifically, our paper is organised in the following way. Section 2 contains a new pointwise estimate for a function u ∈ k (B(x, r )) in terms of the Wolff potential This estimate has no parallels in pluripotential theory. We were inspired by the similar estimate established recently by T. Kilpeläinen and J. Malý [21] for the p -subharmonic functions associated with the p-Laplacian p u = ÷(|Du| p−2 Du), p > 1. They used tools from the theory of quasilinear elliptic partial differential equations (PDE) which are not applicable in our situation. The Wolff potential is known to be an effective tool in the potential theory related to function spaces (see [31] , [16] , [3] ).
Section 3 contains the applications of the main estimate from Section 2 to the continuity of a k-subharmonic function at a point. We prove that a Morrey-type restriction on the k-Hessian measure is the natural requirement for the Hölder continuity. We also obtain the Serrin characterisation of isolated singularities of solutions to
In Section 4 we use the capacity introduced in [41] to characterise the (−∞)-sets of functions from k ( ), 1 ≤ k ≤ n/2, as the sets of the vanishing capacity. The latter requirement is also equivalent to the k-negligibility and to the k-thinness of the set. For k > n/2, k-subharmonic functions are locally Hölder continuous (see [39] ) as in the case of convex functions k = n. We show that a compact set K is removable for bounded k-harmonic functions if and only if it has the k-capacity zero. As in [41] we strongly use ideas of Bedford and Taylor [4] from the pluripotential theory in C n .
In Section 5 we use the Wolff potential estimate to show that, vaguely speaking, the Hausdorff dimension n − 2k, 1 ≤ k ≤ n/2, separates the sets of the capacity zero from the sets of the positive capacity. More precisely, we give a necessary condition and a sufficient condition for a set to be of the k-capacity zero in terms of the Hausdorff measure, where the dimension n − 2k is critical. The results are com-pletely analogous to the classical comparison theorems for the Laplacian (k = 1). It is well known that there is no such connection between the Hausdorff measure and the capacity from [4] related to the complex Monge-Ampère operator.
Section 6 begins with the investigation of the k-thin sets. We prove the Wiener test for a set E to be k-thin at a point x 0 ∈ E. Then we investigate the regularity of a boundary point for the Dirichlet problem
in a bounded domain . The lack of the total ellipticity of F k , k = 2, . . . , n, implies that even points on the C ∞ -smooth boundary may not be regular for the Perron solution. We make the natural modification in the statement of the Dirichlet problem (the same as in [13] , [14] ), and we prove the Wiener test for the regularity of x 0 ∈ ∂ . Previously, the Wiener test was known to hold only for the quasilinear equations in divergence form.
Notation. By B(x, r ), we denote the open ball in R n with the centre x and the radius r . For a set E ⊂ R n , we denote by E its closure and by |E| its Lebesgue measure. By C, C, C 1 , . . . , we denote positive constants depending only on the dimension n and k, k = 1, 2, . . . , n. The value of C ( C, C 1 , . . .) may vary even in the same line. We write A B if A/C ≤ B ≤ C A for some C. For functions u, v defined on a set , we put {u < v} = {x ∈ : u(x) < v(x)}. By " ", we denote the weak* convergence of Radon measures.
Estimates in terms of the Wolff potential
In this section we prove a bilateral pointwise estimate for a k-subharmonic function by the Wolff potential of its k-Hessian measure. It has no analogies in pluripotential theory. This estimate is analogous to the estimate of Kilpeläinen and Malý [21] (see also [28, Chap. 2] ) for the A -subharmonic functions. Here A is the quasilinear elliptic operator in divergence form with some structural assumptions. Such tools of quasilinear theory as truncations and multiplication by cutoff functions are not available for fully nonlinear and not totally elliptic k-Hessian equations.
We employ several estimates from [37] and [40] . Let u be a function in , σ ≥ 0. Following [12] , we denote
(2.1)
For such u, estimate (2.1) and the mean value property of subharmonic functions imply
We use the following Sobolev-type inequalities from [44] and [37] for the functions
The Wolff potential of a Radon measure µ is the integral
1/k dt t (see [16] , [3] , [31] ). For the purpose of this article, we choose W µ k (x, r ) as a notation for the Wolff potential instead of W µ 2k/k+1,k+1 (x, r ) in [3] . The following estimate obviously holds for the Wolff potential of µ:
The following comparison principle for viscosity solutions is also used. Let g, h
(for the proof, see [6] , [42] , [34] ).
Remark 2.2 Estimate (2.7) holds also in the case n/2 < k ≤ n. For these k the proof of the left estimate is the same as below. The right estimate in (2.7) for n/2 < k ≤ n is a simple consequence of the much stronger L ∞ -estimate due to Trudinger [37] . The latter generalises the classical Aleksandrov-Bakelman estimate of u L ∞ ( ) in terms of | det D 2 u| (see, e.g., [12, Chap. 9] ).
Proof of Theorem 2.1
First we prove the lower estimate for the Wolff potential in (2.7). Let ϕ be a radial, smooth function with compact support, ϕ ≥ 0, ϕ = 1. By the standard mollification of a locally integrable function g, we mean the convolution g * ϕ ε , ϕ ε (·) = (1/ε n )ϕ(·/ε), ε > 0. Consider the standard mollifications u * ϕ ε of function u from the theorem. The convexity of the functional cone k ( ) implies that u * ϕ ε ∈ k ( ) for ⊂⊂ and small enough ε > 0 (see [40] ). For any fixed δ > 0, we can find a sequence {u j }, u j = u * ϕ ε j , ε j ↓ 0, such that
The monotonicity here follows from the classical (1-)subharmonicity of u (see [18] , [15] ). By the weak* continuity of the k-Hessian measures (see [40] ),
Consequently (see, e.g., [26, 
Assume for a moment that the lower estimate in (2.7) holds for any u j as above. Then from (2.8) and Fatou's lemma for the integral over dr we obtain the estimate in its full generality. Hence we need to prove the left estimate in (2.7) only for negative
To do this, we put R j = 8 − j R, j = 1, 2, . . . . We apply (2.3) to the function (u − sup B 8R j u) considered in B 2R j , and we obtain
for all x ∈ B R j . Now we use the following mean value property of the classical subharmonic functions:
for all x ∈ B R j . From (2.9) and (2.10),
Taking the summation over j ≥ 1, we obtain
Using (2.5), we see that the lower estimate in (2.7) holds. Now we prove the upper estimate in (2.7). Although the inequality lim sup
holds for any closed ball B and any sequence µ j µ, we are not able to use Fatou's lemma. Thus we cannot reduce the proof to the smooth case as easily as was done in the first part.
The proof of the right-hand side inequality in (2.7) consists of three steps. The first step (the first reduction) is to show that it is sufficient to prove the estimate for continuous functions with only a finite number of nonzero terms in the sum in (2.5). The second step (the second reduction) reduces the proof further to an integral estimate for smooth functions. The final step is to establish the estimate for the smooth functions.
First reduction
We show that it is enough to prove an inequality similar to the upper estimate in (2.7) for the functions u ∈ k (B 2R ) of the following special type. Let us assume that for
(2.12)
we have 14) where N (r ) ∈ N is the minimal integer such that R2 −N (r ) < r . We then deduce (2.7) in its full generality.
we form the sequence of the standard mollifications
and, from the subharmonicity of u,
Fix any such u j . For m ≥ 4, we construct the "k-harmonic lifting" v m j of u j in the ball B R/(2 m ) :
• in B R/2 m , let v m j be the unique solution of the Dirichlet problem
The existence and uniqueness for this Dirichlet problem is the consequence of the viscosity theory for the operators F k from [34] (see also [38] , [40] ). We claim that v m j ∈ k (B 2R ). We present a detailed proof of the claim because we encounter the same construction several more times in the paper. One proof essentially copies the basic argument in viscosity theory (cf., e.g., [5] , [9] [10], [34] ), saying that the maximum of two subsolutions to an elliptic equation is again a subsolution. Take any quadratic polynomial q for which v m j − q has a finite local maximum at
). Alternatively, the claim can be proved in the spirit of classical potential theory using the last definition of k-subharmonic functions (see, e.g., [12, Chap. 2] for k = 1).
By our assumptions, v m j satisfies (2.12) -(2.14). In [39] and [41] it was proved that for bounded (and, in particular, for continuous) functions g, h ∈ k ( )∩ L ∞ ( ) in a bounded smooth domain , the following implication holds:
For the discontinuous functions, the equality g = h is understood in the limit sense.
Consequently, from (2.14) we obtain
The monotonicity here follows directly from the definition of a k-subharmonic function. The function U m is the limit of a decreasing sequence of k-subharmonic functions. Consequently, U m ∈ k (B 2R ) (see [40] , [41] ). Passing to the limit as j → ∞ in (2.16), we also obtain the following from (2.11):
Inequality v m j ≥ v (m+1) j , which again follows directly from the definition of a ksubharmonic function, implies U m ≥ U m+1 . Now we have U m ↓ U as m → ∞, U ∈ k (B 2R ), and U = u everywhere, except maybe at zero. For any subharmonic function g, we have (see [18] , [15] )
From (2.17) applied to the subharmonic function U , we conclude that U (0) = u(0) as well. Therefore, for our u ∈ k (B 3R ), we have
and the right-hand-side estimate in (2.7) is proved.
Second reduction
We show that to establish (2.14) for functions satisfying (2.12) and (2.13), it is sufficient to prove that for any v ∈ k (B ρ ), ρ > 0, such that
, the following estimate holds for all J = 0, 1, . . . :
We remark that v ∈ C ∞ (B ρ ) from [6] and [36] . In fact, let u ∈ k (B 2R ), u ≤ 0, satisfy (2.12) and (2.13). Estimate (2.14) directly follows from (2.2), (2.13), and inequality 20) where r and N (r ) are taken from (2.13) and (2.14). To deduce (2.20) from (2.19) we use a special modification U of u introduced in [40] . This technical trick plays, to a certain extent, a role similar to multiplication by the cutoff function in quasilinear theory. It is also used further in our paper. Let
and in the shell B 2R \ B R , let U be the solution to the Dirichlet problem
The viscosity solution to the Dirichlet problem (2.21) exists, is unique, and can be obtained by the Perron process (see, e.g., [34] ). To see that the Perron process for viscosity solutions works in this situation, note the following. Function Now we proceed to the proof of (2.20). By construction,
Consider the standard mollifications
. Take any ε > 0. For any j, say j ≥ 10, we define the function u j as the solution to the Dirichlet problem
Thus u j is of the type (2.18), and by our assumption estimate (2.19) holds for u j with ρ = 3R/2. Apply comparison principle (2.6) to u j + min ∂ B 3R/2 U j and U j in B 3R/2 . We obtain
By the uniform convergence of U j , we have
U for all j sufficiently large. From (2.2) and (2.21), we also have
The maximum principle for the subharmonic function U in B 3R/2 implies 0 ≥ max
Now for r and N (r ) taken from (2.13) and (2.14), we obtain the following from (2.19):
We claim that the last term can be estimated from above by C(− max B R u). In fact, let us cover the shell B 3R/2 \ B R/2 by χ(n) number of balls B i ⊂⊂ B 2R , i = 1, . . . , χ (n), of radius, say, 11R/10. Then from (2.3), (2.2), and the maximum principle for the subharmonic function U , we obtain the following for all j sufficiently large:
u.
The limit in this inequality when j → ∞, along with (2.11), gives (2.20).
Final step: The proof of (2.19) for the solution of (2.18)
For our smooth v, we have (summating over the repeated indices)
and (2.22) follows. In this chain of inequalities, the second equality follows from the identity (see [33] ) Now by the scaling invariance of (2.18) and (2.19), we can assume ρ = 1. From the structure of the sum in (2.19), we can assume in the proof that J ≥ 4, J odd. Let J = 2 p − 1 for some fixed p ≥ 3.
We are going to split f from (2.18) in a special way. We consider the partition of B 1 into the sequence of the spherical shells
Consider the radial function η ∈ C ∞ (B 1 ) such that
Let v i , i = 1, 2, be the (k-subharmonic) solutions of the Dirichlet problems [6] , [39] ). Thus, due to comparison principle (2.6), we obtain v 1 + v 2 ≤ v ≤ 0. Consequently, it is enough to establish estimate (2.19) for v 1,2 from (2.23) and then let δ → 0 as we did in the second reduction. We prove (2.19) for v 1 . The proof for v 2 is exactly the same. We consider the spheres P l lying inside the spherical shells S ε 2l , l = 1, 2, . . . , p − 1:
and we denote
Let us define the numbers M 1 , M 2 , . . . , M p−1 and the functions w 1 , w 1 , . . . , w p−1 in the following inductive way. Let
and let w 1 be the solution to the Dirichlet problem
and let w l be the solution of the Dirichlet problem
By comparison principle (2.6),
From (2.2) and (2.22) applied to v 1 in B 1 ,
From (2.24) -(2.27),
Combining (2.28) with the similar estimate for v 2 , we conclude that (2.19) holds for solutions of (2.18).
Local behaviour of k-subharmonic functions
In this section we give the first applications of estimate (2.7). We investigate the behaviour of k-subharmonic functions in the neighbourhood of an interior point. Assertions of Theorems 3.1-3.5 for the p-Laplacian (and more general quasilinear operators) were proved in [21] . In Theorem 3.6 we establish the Serrin-type characterisation of isolated singularities for the equation F k [u] = 0. We call u satisfying this equation k-harmonic. The equation can equally be understood in the viscosity sense (see [34] , [42] ), in the weak sense (see [38] ), or in the sense of measures (see [39] , [40] ). 
Proof Assume first that for any ε > 0, inequality (3.1) holds for all x ∈ B r . From Theorem 3.1, u(0) > −∞. Because u is upper semicontinuous, we can find ρ > 0 such that
and such that r in (3.1) satisfies r < 10ρ. Now for any x 0 ∈ B ρ we apply the right estimate in (2.7)
Due to the maximum principle for the subharmonic u,
and finally, for all x ∈ B ρ ,
To prove the converse, suppose that u(0) > −∞, and suppose that u is continuous at zero. For a fixed ε > 0, we choose r > 0 such that for all x ∈ B 10r ,
Pick any x 0 ∈ B r . Then apply the left estimate in (2.7) to (u − sup B 4r u) in B(x 0 , 3r ), and obtain
, and let there exist constants
for all x ∈ B R/10 , 0 < r < R/10. Then
3)
where
Proof
For any x ∈ B r , we apply the right estimate in (2.7) to u in B(x, 6r ). Using (3.2) and the maximum principle for the subharmonic function u, we obtain
and (3.3) follows.
, and let there exist constants M > 0,
for all x, r such that B(x, 10r ) ⊂⊂ B R . Then for any compact set K ⊂ B R , there exist constants
Proof Fix any z 0 ∈ B R . From (3.4), inequality (3.3) holds for (u + inf B(z 0 ,10ρ) |u|). We obtain that for all ρ > 0 small enough,
|u| and where C 1 > 0 is taken from (3.3). Consequently,
We conclude that there exists
The corollary now follows from the well-known DeGiorgi lemma on the iterations of monotone functions on the real interval (0, ρ 0 ) (see, e.g., [12, Chap. 8] , [17, Chap. 6] ).
The following theorem is, in a sense, converse to Corollary 3.4.
, and let there exist constants C > 0,
for all x, y ∈ B R/2 . Then there exists M > 0 such that
Proof Fix any r , 0 < r < R/10. Apply the left estimate in (2.7) to u − sup B 3r u in B 3r . Using (3.5), we obtain
and (3.6) follows.
We say that the singularity of u at zero is removable if u can be defined at zero, so
From (2.1), we see that solutions to
loc . In contrast to the case k = 1, this is, in general, the best possible local regularity for k ≥ 2. For the Monge-Ampère equation, k = n, this is well known. The examples for any k ≥ 2 can easily be constructed using the Perron solution to the Monge-Ampère equation in R k and using the extension of functions to R n as in [42] .
The fundamental solutions k to the operators F k are defined by (see [39] ,
where δ is the Dirac measure at zero.
The following result is a refined version of Serrin-type characterisation of isolated singularities to (3.7). Such characterisation was established in J. Serrin's famous paper [32] for the quasilinear equations. For the fully nonlinear uniformly elliptic equations, a similar characterisation was obtained in [25] .
and let it satisfy (3.7). Then either the singularity of u at zero is removable, or there exist constants C
Proof For any ε > 0, the function
belongs to k (B R ). This follows from the upper semicontinuity of u ε and from the viscosity definition of the k-subharmonicity. As soon as u ε → u in L 1 loc (B R ), ε → 0, we can define u at zero, so that u ∈ k (B R ) (see [40] ). From (3.7), the equality (3.9) holds with C 1 ≥ 0. If C 1 = 0, then the singularity at zero is removable. Otherwise, applying Theorem 2.1, we obtain
for some constant a > 0. In the remaining part of the proof, we refine (3.11) and prove (3.10). We can assume that max ∂ B R/2 u = 0. Consider the sequence {v j }, where 
We claim that there exist a subsequence { j k } and a function U ∈ k (B R/2 \ {0})
Accepting this assertion, we finish the proof of the theorem. The proof of the claim is given after that. From (3.12) and (3.14), we have
In particular, U (x) → −∞ when x → 0. From (3.12), (3.14) , and the weak* continuity of the Hessian measures, we obtain
Now the rotational invariance of F k and comparison principle (2.6) allow us to apply the moving plane arguments to solutions of (3.16) to derive that U is radial. In fact, for 0 ≤ λ ≤ R/2, define the plane
and write x λ = (x 1 , . . . , x n−1 , 2λ − x n ) to denote the reflection of x in P λ . Define also
In order to follow the classical moving plane arguments (see, e.g., [11] ), we only need to show that
Define F λ = {x : x = y λ for some y ∈ E λ },
For any fixed δ > 0, we apply (2.6) to U in B R/2 \ B δ , and we obtain U ≤ 0 in B R/2 . To prove (3.17), first take λ ∈ (R/4, R/2); thus 0
, and (3.17) holds in the full generality. Next, solving the corresponding ordinary differential equation (see [37] , [40]), we conclude that
for some β > 0, γ ∈ R. Combining this with (3.15), we derive (3.10).
It is left to establish (3.14) for the sequence {v j } given by (3.12). From (3.11) and (3.13), we obtain
with C and M independent of j. The existence of a subsequence {v j k } with property (3.14) now follows directly from the Arzelà-Ascoli lemma and (2.1). Estimate (3.11) holds also for n/2 < k ≤ n with the possible shift u(x) − u 0 , u 0 ∈ R, in (3.11). The proof in this case is slightly different as the fundamental solutions k are bounded. To overcome the difficulty, one needs to exploit the viscosity definition of k-harmonic functions in the same way as was done for uniformly elliptic fully nonlinear equations in [25] . Concerning the proof of Theorem 3.6, we remark that the moving plane arguments have been applied (for a different purpose) to the Hessian equations in [41].
Capacity and exceptional sets
Let be a bounded open set in R n . The purpose of this section is to give the potentialtheoretic description of various "small" sets related to functions from k ( ). The main result of this section is Theorem 4.2, giving the description of exceptional sets in terms of a suitable capacity.
Investigating the uniqueness for the Dirichlet problem for the equation F k [u] = µ with a Radon measure µ, Trudinger and Wang [41] introduced capacities for functions from k ( ), 1 ≤ k ≤ n. These capacities are defined in the same way as the capacity introduced by Bedford and Taylor in [4] for the plurisubharmonic functions (see also [22] ). Let us state the definition. Let K ⊂ be a compact set. Note that for the main results we use only the case = B R . The (relative) k-Hessian capacity of K in is defined by
For an arbitrary set E ⊂ , we define
The value of (4.1) agrees with (4.3) for compact sets E in the most important, for us, case = B R . This is the content of claim (iv) in the following lemma. 
sequence of compact subsets of B R , and K
= j K j , then lim j→∞ cap k (K j , B R ) = cap k (K , B R ) = inf cap k (ω, ) : ω is open, B R ⊃ ω ⊃ K ,
where the capacity of the compacta is defined by (4.1).
The first three assertions of the lemma follow easily from (4.1) -(4.3), exactly as in [4] and [22, Chap. 4] . The proof of the last assertion is more involved. We give it later.
As in the axiomatic theory, a set E ⊂ is called capacitable if Now we define two types of exceptional sets. A set E ⊂ R n is said to be k-polar if for each point a ∈ E there is a neighbourhood B(a, r ) and a function u ∈ k (B(a, r )) such that u| E∩B(a,r ) = −∞.
Let us define the other type of exceptional sets. Let U ⊂ k ( ) be a family of functions that are locally bounded from above. For z ∈ , we define
The function U is not, in general, k-subharmonic or even upper semicontinuous. However, its upper semicontinuous regularisation
is k-subharmonic. The inclusion U ∈ k ( ) can be easily proved in two different ways. The first way is to proceed as in the case of the classical subharmonic functions (see, e.g., [18, Chap. 3] ), using the fact that a distribution U ∈ D ( ) is equivalent to a function u ∈ k ( ) if and only if 
for some family U as above. The inclusions
were established in [39] and [40] . (The case k = 1 is well known; see, e.g., [18] .) Thus the exceptional sets are empty for k > n/2. Also, considering functions (3.8), it is easy to see that for n/2 < k ≤ n only the empty set has zero k-Hessian capacity.
In this section we always assume that 1 ≤ k ≤ n/2. THEOREM 
Let E ⊂⊂ B R . The following three statements are equivalent:
In Corollary 6.2 we show that each of (i) -(iii) in Theorem 4.2 is equivalent to E being k-thin (see Sec. 6 for the definition).
The important result in the potential theory is the quasicontinuity of k-subharmonic functions with respect to the capacity (4.1) (see Th. 4.3). It was proved in [41] in connection with the investigation of the uniqueness for the generalised Dirichlet problem. We use Theorem 4.3 in our proofs. For k = 1, this is the classical result of H. Cartan [7] (see also [26] ). Before turning to the proof of Theorem 4.2, we finish the proof of Lemma 4.1. To do this, we introduce the main tool in the potential theory for F k . This is the relative extremal function defined as (E ⊂⊂ )
The regularised relative extremal function is the upper semicontinuous regularisation R k (E, ) of the relative extremal function,
As was explained earlier in this section, R k (E, ) ∈ k ( ). From the well-known result for the classical subharmonic functions, R k (E, ) = R k (E, ) a.e. in (cf., e.g., [18] , [15] ). For a compact set K ⊂ B R , the construction of R k (K , ) in \ K is nothing but the Perron process. Thus from viscosity theory,
in the viscosity sense. Equality (4.5) holds also in the sense of weak solutions (see [38] ) and in the sense of the Hessian measures (see [39] , [40] ). From (4.5) and (2.1), R k (K , ) and R k (K , ) are equal and locally Lipschitz continuous in \ K . Let = B R . Considering the k-subharmonic functions max{u, M(|x| 2 − R 2 )} (M > 0 is big enough), we see that lim y→x R k (E, B R )(y) = 0 for any x ∈ ∂ B R , E ⊂⊂ B R . More generally, R k (E, )| ∂ = 0, provided is a bounded uniformly k-convex domain, ∂ ∈ C 2 (for the definitions and exhaustion functions for the kconvex domains, see [6] , [37] , [34] ).
Example 1
We give the explicit formulae for R k (B r , B R ), 0 < r < R. Using fundamental solutions (3.8) and the definition of k-subharmonic functions (see [34] , [36] , [40]), we immediately obtain for 1 ≤ k < n/2,
where x ∈ B R .
Proof of Lemma 4.1(iv)
First we prove convergence in (iv). We claim that for any x ∈ B R ,
Hence there exists
On the other hand, from the definition we have
Take u ∈ k ( ), u < 0, such that u| K < −1. The set {z ∈ B R : u(z) < −1} is open. Therefore u < R k (K j , B R ) for all j big enough, and
and (4.8) holds. Thus
The convergence in (iv) now follows from the weak* continuity of the Hessian measures and the following claim: for a compact set K ⊂ B R ,
Here cap k (K , B R ) is understood in the sense of (4.1). Let us prove (4.9). The last equality in (4.9) holds due to (4.5). From definition (4.1),
for any ε > 0. Thus to prove (4.9) it is enough to show that
for any v from (4.10). Consider the decreasing sequence of the open sets { j }, j+1
From the regularity of ∂ j , we have
Now we apply (2.15) to the bounded k-subharmonic functions v and u j in B R . Using (4.5), we obtain
for some fixed small δ > 0. Now (4.11) follows from the weak* continuity of the Hessian measures and (2.11) because
Finally, the last equality in (iv) in the lemma follows from the first part of (iv). We just need to take a decreasing sequence {K j }, j K j = K , with K j being the closure of a smooth domain. Now we proceed with the proof of Theorem 4.2. We need several lemmata. First we show that the k-polar sets can be defined globally. This can be established following the proof of the Josefson theorem in pluripotential theory given in [4] . We prefer to give the direct proof based only on the maximum principle and estimate (2.2) for k-harmonic functions. LEMMA 
4.4
Let E ⊂ R n be k-polar. Then there exists U ∈ k (R n ) such that U | E = −∞.
Proof
The set E can be covered by a sequence {B j } = {B(q j , r j )} of balls with the following properties. For each j, (q j , r j ) are rational numbers and there exists a function
as a series with the terms built using {u j }.
Let B m be one of the balls above. We can assume that B m = B R . Let us first construct a function w such that
The function u m = u corresponding to B m = B R is locally bounded from above. Thus for any δ > 0, subtracting possibly a constant, we have
Using the standard regularisation, we can find a function sequence { u j } defined in B 3R such that
For any j = 1, 2, . . . , we define the function v j in B 3R as follows:
and in the shell B 3R \ B R , we define v j to be the viscosity solution of
By exactly the same arguments as for problem (2.21), we see that v j exists and
|v j |.
Due to the strong maximum principle for classical subharmonic functions, v j | ∂ B 5R/2 < 0. Thus for the function
Thus due to (2.1) and the Arzelà-Ascoli lemma, there exist a subsequence (we still denote it {w j }) and a function w ∈ k (R n ) such that
From the construction, w j = v j = u j in B R and, consequently,
Now we construct U ∈ k (R n ) such that U | E = −∞. First assume that E is bounded, E ⊂⊂ B ρ . Let {B j } = {B(q j , r j )} be the sequence of balls covering E described at the beginning of the proof. We can assume that r j ≤ 1 for all j. Thus we can find N = N (ρ) such that
As we already know, for each B j there exists u j ∈ k (R n ) such that u j | B j ∩E = −∞. If {B j } is finite, then we can put
If {B j } is infinite, then we proceed as follows. For each j = 1, 2, . . . , we define
The series obviously converge in L 1 loc (R n ). Consequently (see [40] ), U = U a.e. for some U ∈ k (R n ). We also have U j ≤ 0 on B ρ for all j ≥ 1. Thus U is upper semicontinuous in B ρ as the limit of a decreasing sequence of upper semicontinuous functions. Consequently, U = U in B R . Due to the construction, U | E = −∞.
If E is unbounded, we apply a similar construction to the sequence of k-subharmonic functions related to {E ∩ B(0, N )}, N = 1, 2, . . . .
LEMMA 4.5 Let E ⊂⊂ B R . Then E is k-polar if and only if
From the definition of the relative extremal function, we can find a sequence
Conversely, if E is k-polar, then by Lemma 4.4 we can find u ∈ k (B R ) such that u| E = −∞. For any ε > 0, εu| E ≤ −1. Thus R k (E, B R )(x) = 0 for any x such that u(x) = −∞. Taking x ∈ B R \ E, we also obtain R k (E, B R )(x) = 0. The strong maximum principle for classical subharmonic functions gives R k (E, B R ) = 0 (cf. [18] , [15] ). LEMMA 
Let E ⊂⊂ B R . Then
(4.12)
Proof
First we claim that for an open set ω ⊂⊂ B R ,
To prove (4.13), we consider the increasing sequence of the compact sets {K j },
Functions R k (K j , B R ) monotonely decrease to R k (ω, B R ), and (4.9) implies (4.13). Now we prove (4.12) in its whole generality. Let us show that
Let ω ⊂⊂ B R be an open set such that E ⊂ ω. Then from (2.15) and (4.13) we have for any ε > 0,
and (4.14) follows when ε → 0. Let us show the inequality opposite to (4.14) . From the Choquet topological lemma, we can find (in the same way as for the classical subharmonic functions) an increasing sequence
(on this construction, see, e.g., [18, Chap. 3] , [17, Chap. 8] ). Consider open sets
We have E ⊂ ω j and
Consequently,
From the weak* continuity of the Hessian measures, we obtain
and Lemma 4.6 is proved.
Let us consider the following application of Lemma 4.6.
Example 2
We compute cap k (B r , B R ), 0 < r < R. First we recall a formula (see [35] ; see also [37] , [39] ) which is also used further in the paper.
where ν is the outer normal to , and where S k−1 [∂ ] is the elementary symmetric function of the curvatures of ∂ (see [35] , [39] , [37] )
. From (4.15), using the standard regularisation of the relative extremal functions (4.6) and (4.7), we obtain, after elementary calculations,
. By Lemma 4.4, we can find u ∈ k (B R ) such that u < 0, u| E = −∞. Consider the family u ε = εu, ε > 0, and
Then U (x) = 0 if u(x) = −∞, and U | E = −∞. Consequently, U = 0 in B R , and our set E is of the form (4.4).
(ii) ⇒ (iii). Let E be of the form (4.4). Due to the subadditivity of cap k (·, B R ), the problem is purely local. Thus, as in pluripotential theory (see [4] , [18] , [22] ), we can assume that from (4.4) is B R , U < 0 in B R , functions U and U are equal and continuous outside a compact set K , and E ⊂ K ⊂ B R . By the Choquet lemma (see [18, Chap. 3] , [17, Chap. 8]), we can assume that the family U in the definition of k-negligible sets is countable, U = {u j }. By quasicontinuity (see Th. For rational numbers r < s ≤ 0, we define
We have
where the conjunction is taken over all rational r < s ≤ 0. Thus
Since U | B R \ω is lower semicontinuous and U is upper semicontinuous, each of the sets K r,s is either compact or empty. For any K r,s = K , we have
and consequently 
for some j ∈ N. Now the definition of the capacity and Lemma 4.6 imply that 
This is possible only when cap
Then cap k (e, B R ) = 0.
Proof
The set e is k-negligible. THEOREM 
The function cap k (·, B R ) is a generalised capacity in the sense of Choquet on subsets of B R . This means that
Moreover, all Suslin (in particular, all Borel) subsets of B R are capacitable.
Proof
It is the classical result (see [8] ) that the last assertion of the theorem follows from 
and let
From the upper semicontinuity of the regularised relative extremal function, the sets U j , V j are open. We have
Then by the subadditivity of cap k (·, B R ) and Lemma 4.6,
Finally,
When ε → 0, we obtain (iii).
We conclude the section with an application of our potential estimates to removability of singular sets for k-harmonic functions. The following theorem complements Theorem 3.6.
can be extended as a solution to
Then K is k-polar due to Theorem 4.2. Consequently, due to Lemma 4.4, we can find a function U ∈ k (B R ), U | K = −∞. Now let u satisfy (4.21). We consider u +εU . Arguing as in the proof of Theorem 3.6, we conclude
Metric estimates for capacity
For the classical capacity, the Hausdorff dimension n − 2, loosely speaking, separates polar from nonpolar sets (see, e.g., [26, Chap. 3] ). More precisely, sets with the finite (n − 2)-Hausdorff measure have zero capacity, and, conversely, sets of zero capacity have the (n − 2 + ε)-Hausdorff measure zero for any ε > 0. The same effect takes place for the capacity related to the variational integral |Du| p d x, 1 < p ≤ n. In this case the critical Hausdorff dimension is n − p (see, e.g., [17, Chap. 2], [28, Chap. 2]). In fully nonlinear pluripotential theory, there is no critical dimension for the Bedford-Taylor capacity (see [4] ). In this section we use estimate (2.7) to show that the Hausdorff dimension n − 2k, 1 ≤ k ≤ n/2, is critical for k-polar sets. In the case k = 1 we are dealing with the classical subharmonic functions, and all results are of course well known. In Theorems 5.1 and 5.2 only compact sets are considered. The case of arbitrary E follows then from general facts about the Hausdorff measures and the Choquet capacities (see, e.g., [3, Chap. 5] ).
Let h be a real-valued, increasing function on [0, 1) with lim r →0 h(r ) = h(0) = 0. The h-Hausdorff measure of E is defined by
where the infimum is taken over all coverings of E by the balls B j with the radii r j not exceeding δ.
We remark that our idea of utilising the relative extremal function in the proof of the next theorem works also in the pluricomplex case. In the latter situation this idea allows us to prove the pluripolarity of any set E ⊂ C n with (log(1/r )) −n (E) < +∞, and this result is sharp (see [24] ). To prove Theorem 5.1, we also use a construction from [43] . THEOREM 
5.1
Let h(r ) = r n−2k for 1 ≤ k < n/2, let h(r ) = (log(1/r )) −n/2 for k = n/2, and let E ⊂ B R be a compactum. Then
Proof Seeking a contradiction, assume that cap k (E, B R ) > 0, and, consequently, assume that R k (E, B R ) = 0. Let
The set E 1 is Borel, being the intersection of the family of the open sets
In particular, E 1 is capacitable. Thus there exists a compact set K ⊂ E 1 such that
for any bounded open set ⊃ K . The claim is established at the end of the proof. Assuming for a moment that (5.2) holds, we now deduce the contradiction.
In fact, by the definition, R k (E, B R ) is continuous at x 0 , provided R k (E, B R )(x 0 ) = −1. Consequently, the compactness of K ⊂ E 1 implies that
Now (4.1), (5.1), and (5.3) imply
It is left to prove that (5.2) holds for any bounded open set ⊃ K . Let δ = dist(K , ), ε < δ 2 , 0 < δ < 1. Then r < ε, along with (4.16) and (4.17), implies
We cover K by open balls B(z j , r j ), j = 1, 2, . . . , such that r j < ε/2. We may assume that B(z j , r j ) ⊂ . Now using the subadditivity and monotonicity properties of the capacity, we obtain
Taking the infimum over all such coverings and letting ε → 0, we obtain (5.2).
The next theorem can be proved using estimate (2.7) in several different ways. For example, we could first (following [3, Chap. 5] ) use a construction of Frostman to obtain a special measure, then apply the existence theorem (see [40] ) to the Dirichlet problem for F k with this measure in the right-hand side, and then use (2.7). We prefer to follow the lines of classical potential theory (see [26, Chap. 3] ). 4) and let E ⊂ B R be a compactum. Then
Proof Without loss of generality we can assume that E ⊂⊂ B R/4 . From Lemma 4.4, there exists a function u
We fix x ∈ E. Theorem 3.1 implies that
where µ = F k [u] . Consequently, from (2.3), for any ε > 0 we can find r x , 0 < r x < ε, such that
For a fixed ε > 0, we consider the family x∈E B(x, r x ) covering the set E. Numbers r x are taken from (5.6). Applying the Besicovitch covering theorem to this family, we extract a sequence {B j } = {B(x j , r j )}, r j = r x j , such that E ⊂ j B j and such that any point in R n is contained in no more than α(n) balls B j . From (5.6),
Thus h (E) ≤ α(n)µ(B R ). The functions N h, N > 0, still satisfy (2.3). Consequently, we obtain
When N → ∞, we obtain (5.5).
Thinness and the Wiener test
In this section we apply estimate (2.7) and capacity (4.3) to the investigation of the k-thinness for the k-Hessian operators. Our main result is the Wiener test for the regularity of a boundary point for the Dirichlet problem. The classical Wiener test characterises regular points for the Dirichlet problem for the Laplace equation. Since the 1960s, it has been generalised to linear (possibly degenerate) elliptic equations in divergence and nondivergence forms. In his seminal paper [29] , V. Maz'ya started the investigation of the Wiener regularity for quasilinear equations. A study of the quasilinear equations was recently completed by Kilpeläinen and Malý in [21] . An important contribution was made earlier by P. Lindqvist and O. Martio [27] . Rather complete results were obtained for the linear heat equation and quasilinear subelliptic equations. We complement the picture by establishing the Wiener test for the elliptic equations nonlinear on the second derivatives.
We are not reviewing all interesting literature on the subject. The complete bibliography on the Wiener test before 1994 can be found in [1] and [30] . The history is carefully expounded in [1] (see also D. Adams's review [2] of the book [28] ). The monographs [17] and [28] contain detailed investigation of the regularity of a boundary point for the quasilinear elliptic equations and the bibliography after 1994.
We define the k-thin sets in the same way as the thin sets are defined in classical potential theory (see [26] ). Set E ⊂ R n is called k-thin at x 0 , 1 ≤ k ≤ n, if either x 0 ∈ E or x 0 ∈ E, and there exist ε > 0 and u ∈ k (B(x 0 , ε)) such that lim sup
Set E is k-thin if for any x, x ∈ E, E is k-thin at x. Thus the 1-thinness coincides with the classical thinness. From the continuity of k-subharmonic functions for k > n/2, a set E is k-thin at x 0 if and only if x 0 ∈ E. Also, for k > n/2 only, E = ∅ is k-thin.
Each of the statements (i)-(iii) in Theorem 4.2 is equivalent to the condition E is k-thin.
Now we describe our results concerning the following Dirichlet problem in bounded
By the Perron solution to (6.3), we mean the continuous function
It satisfies the equation from (6.3) inside in the viscosity sense (see [10] , [9] , [34] ) and in the sense of measures (see [39] , [40] , [41]). As in the classical theory, if (6.3) is solvable, then the solution coincides with P f . For 2 ≤ k ≤ n, the Perron solution to (6.3) does not attain the boundary values f ∈ C(∂ ) even for some domains with ∂ ∈ C ∞ . The situation is completely analogous to the case of the Monge-Ampère equation (k = n), when to solve (6.3) for any f ∈ C(∂ ) (in the elliptic framework) the convexity of is required. For 1 < k < n, the natural generalisation of the convexity condition is the k-convexity of , ∂ ∈ C 2 (see [6] , [36] , [34] , [39] , [40] ). We refer to [6] and [36] for the solution of the Dirichlet problem (6.3) with nonzero right-hand side in the uniformly elliptic case (and also in some degenerate cases).
To treat problem (6.3) in general domains using the elliptic theory, we follow the approach from [13] and [14] . In [13] the Dirichlet problem (6.3) with nonzero righthand side (and even with a nonlinear right-hand side) was treated for the smooth data. Instead of convexity-type conditions on (in [13] , ∂ ∈ C 2 ), a condition on f was imposed. The condition was, roughly speaking, that f is the trace of a k-subharmonic subsolution to the corresponding equation.
A boundary point x 0 ∈ ∂ of a bounded domain ⊂ R n is called regular for the Dirichlet problem if for any f ∈ k ( ) ∩ C( ), the Perron solution P f to (6.3) has the limit value f (x 0 ) at x 0 . The point is irregular if it is not regular. Theorem 6.5 states that the set of irregular points of ∂ has the capacity zero. Now we formulate the Wiener criterion for regularity. 
In the proofs of Theorems 6.1 and 6.3, we use ideas from the quasilinear theory. The good references are [17] and [28] . We need the following lemma.
(6.5)
Proof
We consider the decreasing sequence of the open sets { j },
For the corresponding sequence of the relative extremal functions {R k ( j , B R )} and
we have u j ∈ C(B R ), j ≥ 1, and
For t ∈ (−1, 0), the sets
are compact. Due to (4.5) and comparison principle (2.6) for the viscosity solutions in the shell B R \ K j , we have
Thus, from Lemma 4.6 and (2.15), we obtain
The last set is k-negligible. Thus, by Corollary 4.7, cap k (F \ K t , B R ) = 0 and
From (6.6) and Theorem 4.8, we have
and (6.5) holds.
Proof of Theorem 6.1
We assume that x 0 = 0, E ⊂ B R . In the proof we denote B j = B R2 − j , j = 0, 1, . . . 
Moreover, we may also assume that u < 0 in B R , u < −1 in B R ∩ E. Otherwise, taking r > 0 small enough, we can consider the function
For j ≥ 1, we define
Consequently, (6.2) is proved if we show that for every j ≥ 1, 8) and the following inequality, which holds for all j ≥ 2 and any x ∈ B j−1 :
Let us prove (6.8). We define 
From (2.2), we have the Harnack inequality for
Finally, we prove by induction that (6.9) holds for every j ≥ 2. For j = 2, we need to show that for any x ∈ B 1 ,
(6.10)
To see this, we consider the function (−1 + α 1 + α 1 w 1 ) ∈ k (B 1 ). Note that from (6.8) with j = 1,
and also
Thus for all x ∈ B 1 ,
and (6.10) holds. Assume that (6.9) holds for a fixed j. From (6.7), we obtain, as in (6.11) and (6.12), −1 + α j + α j w j (x) ≤ 0, x ∈ B j , −1 + α j + α j w j (x) = −1, x ∈ U ∩ B j+1 , and, consequently, −1 + α j + α j w j (x) ≤ w j+1 (x), x ∈ B j . (6.13)
Using (6.9) to estimate w j in the left-hand side of (6.13) from below, we obtain (6.9) with ( j + 1) instead of j. Thus (6.9) holds for any j ≥ 2, and (6.2) holds. Now we prove that (6.2) implies that E is k-thin at zero. We may assume that E is open. Otherwise, for every j = 1, 2, . . . , we find an open set U j ⊃ (B j ∩ E) such that cap k (B j ∩ U j , B j−1 ) ≤ cap k (B j ∩ E, B j−1 ) + (R/2 j ) n−k , and we put
(see [28, Chap. 2] ). Let E j = E ∩ B j , j ≥ 0. We fix an integer m ≥ 2, and we put u = R k (E m , B m−2 ), µ = F k [u] . To prove the sufficiency assertion of the theorem, we show that for m large enough,
From Lemma 6.4 we obtain, using the exhaustion of E m by compact sets, for m large enough. We estimated the second term in the right-hand side of (2.7) using (6.15).
Proof of Corollary 6.2
From Theorem 6.1, it follows directly that Theorem 4.2(iii) implies Lemma 4.1(iv).
To finish the proof, we show that k-thin sets are k-negligible. Let {B j } be all balls with rational centres and radii such that B j ⊂⊂ B R , B j ∩ E = ∅. Let N j = x ∈ B R : R k (B j ∩ E, B R )(x) > R k (B j ∩ E, B R )(x) .
According to Corollary 4.7 and Theorem 4.2, the set N = ∞ j=1 N j is k-negligible. Let us show that E ⊂ N .
We pick any x 0 ∈ E. We can assume that x 0 is not an isolated point of E. Because E is k-thin at x 0 , we can find u ∈ k (B R ), u < 0 in B R , and a ball B j x 0 such that u(x) < u(x 0 ) − ε, ε > 0, for any x ∈ (E ∩ B j ) \ {x 0 }. We introduce the functions then zero is not regular for the Dirichlet problem (6.3). From (6.19) and Theorem 6.1, the set R n \ is k-thin at zero. Consequently, we can find a ball B r , r > 0, and a function u ∈ k (B r ) such that Using the function u, we construct the functions f ∈ k ( ) ∩ C( ) and U ∈ k ( ) such that U (x) + ε( k (x) − C) = U (x), x ∈ , and (6.17) does not hold due to (6.21) . We finish the proof of the theorem constructing f and U . We define f (x) = max k (x) − k (r/2), −1 , x ∈ R n , and U (x) = max{u(x), f (x)}, x ∈ B r/2 , f (x), x ∈ R n \ B r/2 .
In B r/2 , u = −1 on ∂ \ {0}, and we conclude that (6.20) holds. Condition (6.21) also holds because lim sup The estimates we obtained in the proofs of Theorems 6.1 and 6.3 allow us to investigate the Hölder continuity of the solution to Dirichlet problem (6.3) with Hölder continuous data, provided the domain satisfies the lower capacity density condition (cf. [29] , [17] ). We do not consider this question in the present paper. We finish the section showing that, for an arbitrary bounded domain, the set of irregular boundary points is small. THEOREM 
6.5
Let ⊂⊂ B R be a bounded domain, and let I ⊂ ∂ be the set of points irregular for Dirichlet problem (6.3) . Then cap k (I, B R ) = 0.
Proof
The proof of Theorem 6.3 implies that for any x 0 ∈ I , we can find a ball B(q, r ) x 0 with rational q and r such that x 0 ∈ x : R k B(q, r ) \ , B(q, 2r ) (x) > R k B(q, r ) \ , B(q, 2r ) (x) .
Thus I belongs to a countable union of k-negligible sets and the theorem follows from Theorem 4.2.
