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Abstract
Spatio-temporal data are everywhere: we encounter them on TV, in newspapers, on
computer screens, on tablets, and on plain paper maps. As a result, researchers in di-
verse areas are increasingly faced with the task of modeling geographically-referenced
and temporally-correlated data. In this dissertation, we propose two different spa-
tiotemporal models to capture the behavior of rainfall and flood data in the state of
South Carolina.
Both models are built using a Bayesian hierarchical framework, which involves
specifying the true underlying process in the first level and the spatio-temporal ran-
dom effect in the second level of the hierarchy. The prior distribution of the param-
eters or hyper-parameters is specified in the third stage. The two models differ in
the covariance structure of the spatial random effects. In the rainfall spatiotemporal
model, we employ a Gaussian process model which has a distance-based covariance.
To model the flood data, we use a conditional autoregressive (CAR) model with a
proximity matrix.
Another aspect that sets the models apart is the covariates considered. In particu-
lar, the precipitation model incorporates a variable related to sea surface temperature
(SST) to reflect the effect of El Niño-Southern Oscillation (ENSO) activity, along
with monthly maximum temperature among other predictors. In the flood model, a
gridded field of precipitation values with a spatial resolution of roughly 4 × 4 km is
used as one of the covariates since investigating the dynamics between the rainfall
v
and flood levels is of interest.
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Spatial and spatio-temporal data are everywhere: we encounter them on TV, in
newspapers, on computer screens, on tablets, and on plain paper maps. As a re-
sult, researchers in diverse areas are increasingly faced with the task of modeling
geographically-referenced and temporally-correlated data.
The data we are studying are rainfall and flood data measured across the state of
South Carolina from the start of 2011 to the end of 2015. The precipitation record
in 2015 is of particular interest because a storm in October 2015 in North America
triggered a high precipitation event, which caused historic flash flooding across North
and South Carolina. Rainfall across parts of South Carolina reached 500-year-event
levels (NBC News, Oct. 4, 2015). Accumulations reached 24.23 inches near Boone
Hall (Mount Pleasant, Charleston County) by 11:00 a.m. Eastern Time on October
4, 2015. Charleston International Airport saw a record 24-hour rainfall of 11.5 inches
(290 mm) on October 3 (Santorelli, Oct. 4, 2015). Some areas experienced more than
20 inches of rainfall over the five-day period. Many locations recorded rainfall rates
of two inches per hour (National Oceanic and Atmospheric Administration (NOAA),
U.S. Department of Commerce, 2015).
The extraordinary rainfall event was generated by the movement of very moist
air over a stalled frontal boundary near the coast. The clockwise circulation around
a stalled upper level low over southern Georgia directed a narrow plume of tropi-
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cal moisture northward and then westward across the Carolinas over the course of
four days. A low-pressure system off the U.S. southeast coast, as well as tropical
moisture related to Hurricane Joaquin (a category 4 hurricane) was the underlying
meteorological cause of the record rainfall over South Carolina during October 1-5,
2015 (NOAA, U.S. Department of Commerce, 2015).
Flooding from this event resulted in 19 fatalities, according to the South Carolina
Emergency Management Department, and South Carolina state officials said damage
losses were 1.492 billion dollars (NOAA, U.S. Department of Commerce, 2015). The
heavy rainfall and floods, combined with aging and inadequate drainage infrastruc-
ture, resulted in the failure of many dams and flooding of many roads, bridges, and
conveyance facilities, thereby causing extremely dangerous and life-threatening situ-
ations.
In Chapter 3, we look at the monthly precipitation records at South Carolina from
NOAA between 2011 and 2015 with location information. We first explore the rain-
fall patterns from a purely spatial perspective, followed by a spatio-temporal point
of view. The major challenge is to estimate the spatial and temporal correlation
structure. We also explore more variables from external sources, e.g. the sea surface
temperature from NOAA, to facilitate modeling. To take advantage of the clustered
pattern in the locations, we build an alternative model based on bivariate normal
kernels, and comparisons are made based on mean squared error and parameter esti-
mates.
In Chapter 4, we give an overview of how data munging is handled in our study
since data scraping, cleaning, aggregating and transforming constitute a major part
of our study. We demonstrate several reusable models we have developed for data
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preprocessing and data visualization by providing some basic examples to demon-
strate their use.
In Chapter 5, we examine the daily gage records across South Carolina, which
can indicate flooding, during 2015. The conditional autoregressive model is used to
reflect the spatial correlation. The proximity matrix with binary elements is defined
based on water basin information. Furthermore, a remedy for the heavy tail behavior




In this chapter, we give an overview of three distinct types of spatial data: geo-
statistical, areal (regionally aggregated) data and point process data (Cressie, 1993),
followed by an introduction of the latest progress in the spatio-temporal research in
the literature.
2.1 Areal Data Analysis
Spatial data are often observed on polygon entities with defined boundaries. The
observed data are frequently aggregations within the boundaries, such as population
counts. The areal entities are usually an exhaustive tessellation of the area of interest,
leaving no part of the total area unassigned to an entity.
In models for areal data, the geographic regions or blocks (e.g., zip codes, coun-
ties) are denoted by 𝐵𝑖, and the data are typically sums or averages of variables
over these blocks. To introduce spatial association, we define a neighborhood struc-
ture based on the arrangement of the blocks in the map. Once the neighborhood
structure is defined, models resembling autoregressive time series models are con-
sidered. Two popular models that incorporate such neighborhood information are
the simultaneously and conditionally autoregressive models (abbreviated SAR and
CAR), originally developed by Whittle (1954) and Besag (1974), respectively.
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2.1.1 Proximity Matrix
The primary concept in exploring areal data is a proximity matrix W, which defines
how spatial blocks connect with each other. Given measurements 𝑌1, … , 𝑌𝑛 associ-
ated with areal units 1, 2, ..., 𝑛, the entries 𝑤𝑖𝑗 in W spatially connect units 𝑖 and 𝑗
in some fashion.
The proximity matrix can be either built based on distances or binary choices. For
instance, one can define 𝑤𝑖𝑗 = 1 if 𝑖 and 𝑗 share some common boundary and 0 other-
wise. Alternatively, 𝑤𝑖𝑗 could reflect “distance” between units. Further modifications
can be made as well. For instance, we could set 𝑤𝑖𝑗 = 1 for all 𝑖 and 𝑗 within a spec-
ified distance. Or, for a given 𝑖, we could get 𝑤𝑖𝑗 = 1 if 𝑗 is one of the 𝐾 nearest (in
distance) neighbors of 𝑖. Also, each entry 𝑤𝑖𝑗 can be standardized by ∑𝑗 𝑤𝑖𝑗 = 𝑤𝑖+.
The entries in W can be viewed as weights. The weight 𝑤𝑖𝑗 is larger the closer 𝑗 is to 𝑖.
One can also define distance bins, e.g., (0, 𝑑1], (𝑑1, 𝑑2], (𝑑2, 𝑑3], and so on. This
enables the notion of first-order neighbors of unit 𝑖, i.e., all units within distance 𝑑1
of 𝑖. Similarly, the notion of second-order neighbors refers to all units more than 𝑑1
but at most 𝑑2 from 𝑖. Analogous to W we can define W(1) as the proximity matrix
for first-order neighbors. That is, 𝑤(1)𝑖𝑗 = 1 if 𝑖 and 𝑗 are first-order neighbors, and
equals 0 otherwise. Similarly we define W(2) as the proximity matrix for second-order
neighbors; 𝑤(2)𝑖𝑗 = 1 if 𝑖 and 𝑗 are second-order neighbors, and 0 otherwise.
2.1.2 Measures of Spatial Association
A map of the data values is often used as an exploratory tool. Figure 2.1 gives the
statewide average verbal SAT exam scores as reported by the College Board and ini-
tially analyzed by Wall (2004). Clearly these data exhibit strong spatial pattern, with
midwestern states and Utah performing best, and some coastal states and Indiana
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performing less well.
Figure 2.1 Choropleth map (i.e., a map with different shadings, according to the
magnitude of the variable being mapped) of 1999 average verbal SAT scores, lower
48 U.S. states and the district of Columbia.
Two standard statistics that are used to measure strength of spatial association
among areal units are Moran’s 𝐼 and Geary’s 𝐶 (Ripley, 1977). These are spatial
analogues of statistics for measuring association in time series, the lagged autocorre-
lation coefficient and the Durbin-Watson statistic, respectively. Moran’s 𝐼 takes the
form
𝐼 =
𝑛 ∑𝑖 ∑𝑗 𝑤𝑖𝑗(𝑌𝑖 − ̄𝑌 )(𝑌𝑗 − ̄𝑌 )
(∑𝑖≠𝑗 𝑤𝑖𝑗) ∑𝑖(𝑌𝑖 − ̄𝑌 )2
,
where 𝐼 is a ratio of quadratic forms in Y, which provides the idea for obtaining
approximate first and second moments through the delta method. Moran (1950)
shows that under the null hypothesis where the 𝑌𝑖’s are i.i.d., 𝐼 is asymptotically
normally distributed with mean −1/(𝑛 − 1) and variance
Var(𝐼) = 𝑛
2(𝑛 − 1)𝑆1 − 𝑛(𝑛 − 1)𝑆2 − 2𝑆20
(𝑛 + 1)(𝑛 − 1)2𝑆20
,
where 𝑆0 = ∑𝑖≠𝑗 𝑤𝑖𝑗, 𝑆1 = 12 ∑𝑖≠𝑗(𝑤𝑖𝑗 + 𝑤𝑗𝑖)
2 and 𝑆2 = ∑𝑘(∑𝑗 𝑤𝑘𝑗 + ∑𝑖 𝑤𝑖𝑘)
2,
where 𝑤𝑖𝑗 are the spatial weights in the proximity matrix W. Values significantly
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below −1/(𝑁 − 1) indicate negative spatial autocorrelation and values significantly
above −1/(𝑁 − 1) indicate positive spatial autocorrelation. Moran’s 𝐼 is recom-
mended as an exploratory measure of spatial association, rather than being used in a
test of spatial significance (Banerjee et al., 2014). For the SAT scores in Figure 2.1,
the calculated Moran’s 𝐼 is 0.6125, a reasonably large value. The associated standard
error estimate of 0.0979 suggests very strong evidence against the null hypothesis of
no spatial correlation in these data.
Another commonly used measure of spatial association is Geary’s 𝐶 statistic,
which takes the form
𝐶 =
(𝑛 − 1) ∑𝑖 ∑𝑗 𝑤𝑖𝑗(𝑌𝑖 − 𝑌𝑗)
2
2(∑𝑖≠𝑗 𝑤𝑖𝑗) ∑𝑖(𝑌𝑖 − ̄𝑌 )2
.
𝐶 has mean 1 for the null model; small values (i.e., between 0 and 1) indicate positive
spatial association. Similarly to 𝐼 , 𝐶 is asymptotically normal under the null hypoth-
esis where the 𝑌𝑖 are i.i.d. For the SAT verbal data in Figure 2.1, we obtained a value
of 0.3577 for Geary’s C, with an associated standard error estimate of 0.0984. The
marked departure from the mean of 1 indicates strong positive spatial correlation in
the data.
Convergence to asymptotic normality for a quadratic form is slow, and thus the
Monte Carlo approach is recommended for a significance test using Moran’s 𝐼 or
Geary’s 𝐶 (Banerjee et al., 2014). Under the null model the distribution of 𝐼 (or
𝐶) is invariant to permutation of the 𝑌𝑖’s. The exact null distribution of 𝐼 (or 𝐶)
requires computing its value under all 𝑛! permutations of the 𝑌𝑖’s, thus is infeasible
for typical sample sizes 𝑛 in practice. However, a Monte Carlo sample of, say, 1000
permutations, including the observed one, will position the observed 𝐼 (or 𝐶) relative
to the remaining 999 to determine whether it is extreme.
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2.1.3 Modeling Areal Data
Spatial observations are usually dependent because there may exist some correlation
between neighboring areas. In principle, many correlation structures could be feasible
in order to account for spatial correlation. However, we focus on two approaches
that are commonly used in practice, such as SAR (Simultaneous Autoregressive)
and CAR (Conditionally Autoregressive) models. Many results below depend on the
assumption of normal data. For the case of non-normal variables, we could transform
the original data to achieve the desired normality. Hence, the techniques described
below can still be applied on the transformed data.
Conditional Autoregressive Models
Cressie (1993) showed that for Gaussian data, the conditional density of random
variable 𝑍(s𝑖) can be written as
𝑓(𝑧(s𝑖)|{𝑧(s𝑗) ∶ 𝑗 ≠ 𝑖}) =
1
√2𝜋𝜏2𝑖
exp [−𝑧(s𝑖) − 𝜃𝑖({𝑧(s𝑗) ∶ 𝑗 ≠ 𝑖})2𝜏2𝑖
] , (2.1)
where 𝑖 = 1, 2, … , 𝑛, and 𝑓 denotes the conditional density of 𝑍(s𝑖) given other
observations. The conditional mean and variance are 𝜃(⋅) and 𝜏2𝑖 , respectively. The
conditional mean, under a regularity condition of “pairwise-only dependence” between
sites, is given by




𝑐𝑖𝑗 (𝑧(s𝑗) − 𝜇𝑗), (2.2)
where 𝑖 = 1, 2, … , 𝑛 and 𝑐𝑖𝑗𝜏2𝑗 = 𝑐𝑗𝑖𝜏2𝑖 . Note that 𝑐𝑖𝑘 = 0 unless there is pairwise
dependence between site 𝑖 and 𝑘. Based on (2.1) and (2.2), Cressie (1993) also estab-
lished that Z ∼ MVN(𝜇, (I−C)−1M), where Z = (𝑍(s1, … , 𝑍(s𝑛))′, 𝜇 = (𝜇1, … , 𝜇𝑛)′
and C = (𝑐𝑖𝑗) is an 𝑛×𝑛 matrix whose (𝑖, 𝑗)th element is 𝑐𝑖𝑗, and M = diag(𝜏21 , … , 𝜏2𝑛)
is an 𝑛 × 𝑛 diagonal matrix. It is assumed that (I − C) is invertible, and (I − C)−1M
is symmetric and positive definite. Estimation of parameters 𝜇, C and M is usually
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achieved by maximizing the likelihood
1
(2𝜋)𝑛/2√|M||I − C|
exp {−12(z − 𝜇)
′M−1(I − C)(z − 𝜇)} .
For more about the computational details, one can consult Strauss (1977) and Younes
(1988).
Simultaneous Autoregressive Models
The SAR specification uses a regression on the values from the other areas to account
for the spatial dependence. This means that the error terms 𝑒𝑖 are modeled so that






Here, 𝜖𝑖 are used to represent residual errors, which are assumed to be indepen-
dently distributed according to a normal distribution with zero mean and diagonal
covariance matrix Σ𝜖 with elements 𝜎𝜖𝑖 , where 𝑖 = 1, … , 𝑚. The 𝑏𝑖𝑗 values are used
to represent spatial dependence between areas and 𝑏𝑖𝑖 must be set to zero so that
each area is not regressed on itself.
Note that if we express the error terms as e = B(Y − X𝑇 𝛽) + 𝜖, the model can be
also expressed as Y = X𝑇 𝛽 + B(Y − X𝑇 𝛽) + 𝜖. Hence, this model can be formulated
in a matrix form as follows:
(I − B)(Y − X𝑇 𝛽) = 𝜖,
where B is a matrix that contains the dependence parameters 𝑏𝑖𝑗 and I is the identity
matrix of the required dimension. The matrix I − B must be non-singular in order to
make this SAR model well defined. Under this model, Y is distributed according to
a multivariate normal with mean 𝐸[Y] = X𝑇 𝛽 and Var[Y] = (I−B)−1Σ𝜖(I−B𝑇 )−1.
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One can simplify the variance by assuming a single parameter 𝜎2 in Σ𝜖 and obtain
Var[Y] = 𝜎2(I − B)−1(I − B𝑇 )−1. One can further rewrite this model by setting
B = 𝜆W, where 𝜆 is a spatial autocorrelation parameter and W is a matrix that
represents spatial dependence. Following this specification, the variance of Y becomes
Var[Y] = 𝜎2(I − 𝜆W)−1(I − 𝜆W𝑇 )−1.
2.2 Point Process Data Analysis
In general, a point process is a stochastic process in which we observe the locations
of some events of interest within a bounded region 𝒜. The analysis of point patterns
appears in many different areas of research. In ecology, for example, the interest may
be focused on determining the spatial distribution of a tree species. Diggle (2003)
defines a point process as a “stochastic mechanism which generates a countable set of
events.” Diggle gives definitions of different types of a point process and their main
properties. The locations of the events generated by a point process in the area of
study are called a point pattern. Sometimes, additional covariates may have been
recorded and they are attached to the locations of the observed events.
The most basic test that can be performed when studying a point process is that
of complete spatial randomness (CSR), which means the events are distributed inde-
pendently at random and uniformly over the study area. This implies that (1) there
are no regions where the events are more (or less) likely to occur and that (2) the
presence of a given event does not have an effect on the probability of other events
appearing nearby.
The point process can be informally tested by plotting the point pattern and
observing whether the points tend to appear in clusters or, on the contrary, they
follow a regular pattern. In neither of these cases, the points are distributed uni-
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formly. Clustered patterns usually occur when there is attraction (i.e. ‘contagion’)
between points, while regular patterns occur when there is inhibition (i.e. ‘competi-
tion’) among points.
Figure 2.2 shows three examples of point patterns that have been generated by
different biological mechanisms and seem to have different spatial distributions. In
particular, the plot of the Japanese pine trees (middle) seems neither clustered nor
regularly distributed, while the redwood seeds (right) show a clustered pattern and
the cells (left) a regular one. Hence, only the spatial distribution of Japanese pine
trees seems to be compatible with CSR.
Figure 2.2 Three point patterns from left to right: regular (cells), CSR (Japanese
pine trees) and cluster (California redwood)
2.2.1 Statistical Framework to Measure Spatial Association
Measurement of CSR
To measure the degree of the CSR, several functions can be computed on the data, one
of which is the 𝐺 function denoted as 𝐺(𝑟). It measures the distribution of distances
from an arbitrary event to its nearest neighbor. We estimate the 𝐺 function by ̂𝐺(𝑟),
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which is defined as
̂𝐺(𝑟) = #{𝑑𝑖 ∶ 𝑑𝑖 ≤ 𝑟, ∀𝑖}𝑛 .
In fact, ̂𝐺(𝑟) is the proportion of pairs of points that are closer than a given distance
𝑟. Under the CSR condition, it follows that 𝐺(𝑟) = 1 − exp{−𝜆𝜋𝑟2}, where 𝜆 is the
intensity, or the mean number of events for a unit area.
Hence, one can plot the graph of the theoretical 𝐺(𝑟) against the empirical ̂𝐺(𝑟).
Furthermore, one can also a simulate pointwise envelope based on a CSR point process
and the estimated intensity 𝜆. If the empirical function is contained inside, one can
conclude that a CSR process is observed. This method is demonstrated in Figure 2.3,
in which only the distribution of Japanese pine tree is compatible with CSR.
Figure 2.3 Envelopes and observed values of the G function for three point
patterns : regular (cells), CSR (Japanese pine trees) and cluster (California
redwood)
Density Estimation
The point pattern can be described by estimating the spatial statistical density from
the observed data. The spatial density has the same properties as a univariate den-
sity, but its domain is the study area where the point process takes place.
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In this section, we focus on Poisson processes because they offer a simple approach
to a wide range of problems. We distinguish between homogeneous and inhomoge-
neous Poisson point processes (HPP and IPP). Both HPP and IPP assume that the
events occur independently and are distributed according to a given intensity. How-
ever, the HPP assumes that the intensity function is constant, while the intensity of
an IPP varies spatially.
Diggle (2003) describes an HPP in a region 𝒜 as fulfilling: (1) The number of events
in 𝒜 is Poisson distributed with mean 𝜆𝒜, where 𝜆 is the constant intensity of the
point process. (2) Given 𝑛 observed events in region 𝒜, they are uniformly distributed
in 𝒜. In other words, a homogeneous Poisson process is characterized as representing
the kind of point process in which all events are independently and uniformly dis-
tributed in the region 𝒜 where the point process occurs. This means that the location
of one point does not affect the probabilities of other points appearing nearby and
that there are no regions where events are more likely to appear.
The HPP is also stationary and isotropic. It is stationary because the intensity
is constant and the second-order intensity depends only on the relative positions
of two points (i.e. direction and distance). In addition, it is isotropic because the
second-order intensity is invariant to rotation. Hence, the point process has constant
intensity and its second-order intensity depends only on the distance between the two
points, regardless of the relative positions of the points.
Since HPP has constant intensity, the problem of estimation boils down to esti-
mating a constant function 𝜆 such that the expected number of events in the region
𝒜 is equal to the observed number of cases. An unbiased estimator of the intensity
is 𝑛/|𝒜|, where |𝒜| is the area of region 𝒜. This ensures that the expected number
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of points is the observed number of points.
In most cases assuming that a point process under study is homogeneous is not
realistic. Hence, one can consider the IPP, which is a generalization of the HPP
and allows for a nonconstant intensity. The same principle of independence between
events holds, but now the spatial variation can be more diverse, with events appear-
ing more likely in some areas than others. As a result, the intensity will be a generic
function 𝜆(𝑥) that varies spatially.
The estimation of the intensity for the IPP can be done in different ways. It
can be done nonparametrically by means of kernel smoothing or parametrically by
proposing a specific function. Diggle (1985) proposes a kernel smoothing method. If






𝐾 (||𝑥 − 𝑥𝑖||ℎ /𝑞(||𝑥||)) ,
where 𝐾(𝑢) is a bivariate and symmetrical kernel function. 𝑞(||𝑥||) is a border cor-
rection to compensate for the missing observations that occur when 𝑥 is close to the
border of the region 𝒜. The bandwidth ℎ affects the level of smoothing by controlling
how many spatial observations contribute substantially to the estimate ?̂?(𝑥).
Alternatively, a specific parametric or semiparametric form for the intensity may
be of interest (e.g., to include available covariates). Standard statistical techniques,
such as the maximization of the likelihood, can be used to estimate the parameters
that appear in the expression of the intensity. Although the expression of the like-
lihood can be difficult to work out for many point processes, in the case of the IPP
(and, hence, the HPP) it has a very simple expression. The log-likelihood of a real-







log 𝜆(𝑥𝑖) − ∫
𝐴
𝜆(𝑥)𝑑𝑥,
where ∫𝐴 𝜆(𝑥)𝑑𝑥 is the expected number of cases of an IPP with intensity 𝜆(𝑥) in
region 𝒜.
2.3 Geostatistical Data Analysis
The geostatistical analysis of spatial data involves point-referenced data, where 𝑌 (s)
is a random vector at a location s ∈ ℛ𝑟, where s varies continuously over 𝐷, a fixed
subset of ℛ𝑟 that contains an 𝑟-dimensional rectangle of positive volume (Banerjee
et al., 2014). The sample points are measurements of some phenomenon such as
precipitation measurements from meteorological stations or elevation heights. The
geostatistical analysis models a surface using the values from the measured locations
to predict values for each location in the landscape. This point-level data analysis can
be generalized to include the time component 𝑡. The rainfall data in South Carolina,
which are analyzed extensively in this thesis, belong to this category.
2.3.1 Variogram
We assume that our spatial process has a mean, 𝜇(s) = 𝐸(𝑌 (s)), and that the vari-
ance of 𝑌 (s) exists for all s ∈ 𝐷. The process 𝑌 (s) is said to be Gaussian if, for any
𝑛 ≥ 1 and any set of sites {s1 … , s𝑛}, Y = (𝑌 (s1), … , 𝑌 (s𝑛))𝑇 has a multivariate
normal distribution. Moreover, the process is intrinsic stationary if, for any given
𝑛 ≥ 1, any set of 𝑛 sites {s1, … , s𝑛} and any h ∈ ℛ𝑟, we have 𝐸[𝑌 (s+h)−𝑌 (s)] = 0,
and 𝐸[𝑌 (s + h) − 𝑌 (s)]2 = Var(𝑌 (s + h) − 𝑌 (s)) = 2𝛾(h) (Banerjee et al., 2014).
In other words, 𝐸[𝑌 (s + h) − 𝑌 (s)]2 only depends on h, and not the particular
choice of s. The function 2𝛾(h) is then called the variogram, and 𝛾(h) is called the
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semivariogram. Another important concept is that of an isotropic variogram. If the
semivariogram function 𝛾(h) depends upon the separation vector only through its
length ||h|| (distance between observations), then the variogram is isotropic. Other-
wise, it is anisotropic. Isotropic variograms are popular because of simplicity, inter-
pretability, and, in particular, because a number of relatively simple parametric forms
are available as candidates for the semivariogram e.g., linear, spherical, exponential,
Gaussian, or Matérn (or K-Bessel).
A variogram model is chosen by plotting the empirical semivariogram, a simple
nonparametric estimate of the semivariogram, and then comparing it to the various
theoretical parametric forms (Matheron, 1963). For demonstration purposes, we fit-
ted the precipitation data from October 2014 with some commonly used parametric
variogram models, and plots are shown in Figure 2.4. The dots display the sample
variogram.
2.3.2 Spatial Prediction
Inverse Distance Weighted Interpolation
To model a spatially continuous surface, Bivand (2008) proposes the inverse distance




, where 𝑤(s𝑖) = ||s𝑖 − s0||−𝑝. (2.3)
In other words, the weight of a given observed location is based on its 𝐿𝑝-distance
to the interpolation location. If location s0 happens to have an observation, then
the observation itself will be used to avoid the case of infinite weights. The weight
assigned to data points will be more influenced by neighboring points when they are
more clustered.
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Figure 2.4 Different parametric models (solid line) to fit sample variogram (dots).
The model types are: (Exp: exponential), (Sph: spherical), (Gau: Gaussian), (Mat:
Matern), (Wav: Wavelet), (Cir: circular), (Ste: Stein’s parameterization for Matern
model), (Pen: pentaspherical).
Although this method does not incorporate the covariates, it still possesses some
desirable features. For instance, prediction can be made for any given location given
the latitude and longitude information.
Linear Gaussian Process Model (Kriging)
Cressie (1993) formalizes the kriging method by defining the spatial process at loca-
tion s ∈ ℛ𝑑 as
𝑍(s) = 𝑋(s)𝛽 + 𝑤(s), (2.4)
where X(s) is a set of 𝑝 covariates associated with each site s, and 𝛽 is a 𝑝-dimensional
vector of coefficients. Spatial dependence is imposed via the residual terms, i.e., 𝑤(s).
Specifically, we model {𝑤(s) ∶ s ∈ ℛ𝑑} as a zero mean Gaussian process. In other
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words, the vector w = (𝑤(s1), … , 𝑤(s𝑛))𝑇 follows
w|Θ ∼ 𝑁𝑛(0, Σ(Θ)), (2.5)
where Σ is assumed to be a symmetric and positive definite matrix in order to end
up with a sensible distribution. To ensure these conditions, Σ(Θ) can be treated
as a function of Θ with certain constraints, which are tantamount to specifying a
variogram model.
Letting Z = (𝑍(s1), … , 𝑍(s𝑛))𝑇 , one can estimate the multivariate normal dis-
tribution for Z after parameter estimation. To find the unknown parameters Θ and
𝛽, one can use Bayesian methods implemented by the spTimer package in R (Bakar,
2015), which requires users to provide sensible prior information based on sample
variogram graphs. Note that this model fitting process will collapse if initial values
are far from the true values.
Monte Carlo Simulation for Kriging
Predictions of the process, Z∗ = (𝑍(s∗1), … , 𝑍(s∗𝑚))𝑇 , where s∗𝑖 is the 𝑖th new location,
can be obtained via the posterior predictive distribution
𝜋(Z∗|Z) = ∫ 𝜋(Z∗|Z, Θ, 𝛽)𝜋(Θ, 𝛽|Z)𝑑Θ𝑑𝛽,
by sampling from the posterior predictive distribution in 2 steps:
• Step 1: Simulate Θ′, 𝛽′ ∼ 𝜋(Θ, 𝛽|Z) by the Metropolis-Hastings algorithm.
• Step 2: Simulate Z∗|Θ′, 𝛽, Z from a multivariate normal density.
For step 1, it suffices to find the posterior distribution 𝜋(Θ, 𝛽|Z) based on (2.4)
and (2.5). The posterior distribution has low dimension as long as we do not have
many covariates. The major challenge is that since covariance parameters might be
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highly correlated, one must expect autocorrelation issues in the sampler, which can be
alleviated by a block updating scheme, a scheme that generates multiple covariance
parameters in a single Metropolis-Hastings step.























based on which one can find the conditional distribution of Z∗|Θ′, 𝛽, Z. According to
Anderson (2003), it follows that
𝐸(Z∗|Θ′, 𝛽, Z) = 𝜇2 + Σ21Σ−111 (Z − 𝜇1),
Var(Z∗|Θ′, 𝛽, Z) = Σ22 − Σ21Σ−111 Σ12.
Hence, one can obtain simulated observations that follow a given covariance structure
by iterating between step 1 and step 2.
2.4 Spatio-temporal Models
When extending the spatial model into the spatio-temporal model, the Bayesian hi-
erarchical methods are preferred because practitioners benefit from their ability to
reduce uncertainty in the inference that arises from joint space-time modeling (Cressie
and Wikle, 2015). Bayesian methods’ popularity is also due to their ability to com-
bine information from several sources using melding or data fusion (Sahu et al. 2010).
The Bayesian spatio-temporal models can be represented in a hierarchical struc-
ture, where, according to Gelfand (2012), we specify distributions for data, process
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and parameters in three stages.
First [𝑑𝑎𝑡𝑎| 𝑝𝑟𝑜𝑐𝑒𝑠𝑠, 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟]
Second [𝑝𝑟𝑜𝑐𝑒𝑠𝑠|𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟]
Third [𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟]
In the second stage, the process can incorporate different levels. For example, in
Gaussian Process (GP) models (Cressie and Wikle, 2015), we have the true under-
lying process in the first level and the spatio-temporal random effect in the second
level of the hierarchy. In the third stage of the hierarchy, we introduce the prior
distribution of the parameters or hyperparameters.
As mentioned above, the independent Gaussian process model is specified hierar-
chically as follows:
Z𝑡 = 𝜇𝑡 + 𝜖𝑡
𝜇𝑡 = X𝑡𝛽 + 𝜂𝑡,
in which Z𝑡 = (𝑍(s1, 𝑡), … , 𝑍(s𝑛, 𝑡))𝑇 , which contains the response variable for all
𝑛 locations at time 𝑡. It is known that s1, … , s𝑛 can be indexed by latitude and
longitude. In the first layer, Z𝑡 is defined by a simple mean model plus a pure white
noise term, 𝜖𝑡. We therefore assume that 𝜖𝑡 ∼ 𝑁(0, 𝜎2𝜖 I𝑛) where 𝜎2𝜖 is the pure error
variance and I𝑛 is the identity matrix.
The second stage of this process determines 𝜇𝑡, which is the sum of fixed covari-
ates and random effects at time 𝑡. The fixed term, X𝑡𝛽, comes from the covariates,
and 𝜖𝑡 contains the spatial and temporal random effects, 𝜂𝑡 = (𝜂(s1, 𝑡), … , 𝜂(s𝑛, 𝑡))𝑇 .
Similar to 𝜖𝑡, 𝜂𝑡 also follows a multivariate normal distribution whose mean vector
is 0. However, 𝜂𝑡 has a more complicated covariate matrix compared with 𝜖𝑡. There
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are multiple models to specify the correlation matrix random effects. Two types are
particularly popular in literature, the Matérn function and the exponential function.
In both cases, the correlation strength is solely based on the distance between s𝑖 and
s𝑗.
A natural extension based on GP models that include a varying temporal compo-
nent is the hierarchical autoregressive model developed by Sahu, Gelfand, and Hol-
land (2007). An explicit autoregressive term for the underlying true spatio-temporal
process is assumed in a hierarchical setup:
Z𝑡 = 𝜇𝑡 + 𝜖𝑡
𝜇𝑡 = 𝜌𝜇𝑡−1 + X𝑡𝛽 + 𝜂𝑡,
where 𝜌 denotes the unknown temporal correlation parameter assumed to be in the
interval (−1, 1). Obviously, for 𝜌 = 0, these models reduce to the GP models de-
scribed before. The autoregressive models require specification of the initial term, the
first random effect, which has mean 𝛽0 and covariance matrix 𝜎20S0. The correlation
matrix can be modeled using the same formulation as in GP models. The derivation
of the posterior distribution is similar to that in the GP model with no 𝜌 term.
Lastly, Finley, Sang, Banerjee and Gelfand (2009) modified the AR model to
include a recently developed Gaussian predictive process approximation technique
for handling large spatial and spatio-temporal data. The main idea is to define the
random effects 𝜂(s𝑖, 𝑡) at a smaller number, 𝑚, of locations, called the knots, and
then use kriging to predict those random effects at the data and prediction locations.
Therefore, an AR model is only assumed for the random effects at the knot locations
and not for all the random effects at the observation locations.
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At the top level we assume the model: Z𝑙𝑡 = X𝑙𝑡𝛽 + Aw𝑙𝑡 + 𝜖𝑙𝑡 for all 𝑙 and 𝑡,
where A = CS−1𝜂 and C denotes the 𝑛 × 𝑚 cross-correlation matrix between the
random effects at the 𝑛 observation locations and 𝑚 knot locations, while S𝜂 is the
𝑚 × 𝑚 correlation matrix of the 𝑚 random effects w𝑙𝑡. We specify w𝑙𝑡 at the knots
conditionally given w𝑙𝑡−1 as w𝑙𝑡 = 𝜌w𝑙𝑡−1 + 𝜂𝑙𝑡 for all 𝑙 and 𝑡, where 𝜂𝑙𝑡 ∼ 𝑁(0, Σ𝜂)
independently, and Σ𝜂 = 𝜎2𝜂S𝜂. Note that Σ𝜂 is an 𝑚 × 𝑚 matrix which is of much
lower dimension than that of previous GP and AR models since we assume that
𝑚 << 𝑛.
To implement the three approaches above, Bakar et al. (2015) give an overview of
the package spTimer, which is able to fit models and spatially and temporally predict
large amounts of space-time data using all three common Bayesian models. Users are
given control over many options regarding covariance function selection, distance cal-
culation, prior selection and tuning of the implemented MCMC algorithms, although




Spatial and Spatio-temporal Analysis of
Precipitation Data from South Carolina
3.1 Introduction
In this chapter, we analyze the monthly rainfall data from a spatial and spatio-
temporal perspective. The original data used in this research are the daily precipita-
tion records in South Carolina from NOAA between 2011 and 2015. The original data
files include daily precipitation, maximum temperature and minimum temperature,
along with the latitude, longitude and elevation of each observation’s location.
In addition, to investigate the effect of El Niño-Southern Oscillation (ENSO) ac-
tivity on precipitation, we have calculated an index based on the monthly sea surface
temperature (SST). The derivation of our index is given in Section 3.2.2.
This chapter is arranged as follows: In Section 3.2, we give an overview of our
precipitation data, in conjunction with some other variables, e.g., sea surface tem-
perature, which might help explain the behavior of the precipitation. In Section 3.3,
we introduce the kriging method to analyze the precipitation using a pure spatial
analysis. In Section 3.4, some methods in seasonal trend removal are discussed. In




We collected 218 unique meteorological locations in South Carolina with varying com-
pleteness of data. If we look at the most recent five years (2011 - 2015), 31 locations
do not have any record of precipitation while 65 locations have a complete record.
The other 185 locations contain missing data ranging from 30% to less than 5% of
the total data set size for that location.
We plotted all the meteorological locations with an available precipitation record
for October 2015, when the storm occurred in South Carolina. Smoothing is necessary
since most of observations are clustered in several regions, e.g, Charleston, Greenville
and Columbia. A clustered map in Figure 3.1(right panel) gives the counts of obser-
vation in each area.
Figure 3.1 The meteorological locations with available records of precipitation for
October 2015. The right panel gives a clustered view by counting the locations
within a certain range.
Figure 3.2 is a zoomed-in view of Columbia and its measurement locations, most
of which are located along I-26 and near Lake Murray. This might explain the vari-
ability in the observations since data are collected from vastly different landscapes.
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Figure 3.2 The available observation stations for October 2015 in the Columbia
area.
We aggregate the daily records into monthly variables. The monthly maximum
of precipitation is calculated since we are interested in capturing the extreme rainfall
behavior which might lead to subsequent flooding. The monthly midrange tempera-
ture, which reflects the general warmth of that month, is computed by averaging the
highest and the lowest daily temperature for that month.
To incorporate more temperature information, we find the range of daily maxima
over a month. We similarly obtain the range of the daily minima. Lastly, for each
location, we also find an overall range, the difference of the maximum and minimum
temperature of that month.
In the data set, several variables, e.g., precipitation, elevation, and temperature
have missing values. We replace each missing observation with the weighted average
of its neighbors. The weights are determined by the distance between locations. In
other words, if we denote the missing value at s∗ by 𝑌 (s∗), then ∑𝑛𝑖=1 𝑤(s𝑖)𝑌 (s𝑖) can
be used as the imputed value, where








ℎ ) . (3.1)
Note that ||s𝑖 − s∗|| refers to the haversine distance rather than the the Euclidean
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distance. We impute missing data based on neighboring observations because doing
so takes the spatial correlation into consideration.
3.2.2 A Sea Surface Temperature (SST)-Related Variable
El Niño-Southern Oscillation (ENSO) is an irregular variation in winds and sea sur-
face temperature (SST) over the tropical eastern Pacific Ocean, affecting much of
the tropic and subtropics. Like other climate indices, ENSO occurs irregularly and is
associated with changing in physical pattern of temperature and precipitation. Fig-
ure 3.3 gives the plot of sea surface temperature for ocean locations off the coast of
South Carolina in June 2015. In this figure, dark colors correspond to cooler sea
temperature values. Scientists believe that the ENSO has a significant influence on
precipitation and hence controls flood magnitude and frequency. We thus include
an SST-based index as a proxy for the ENSO activity. Since our rainfall data are
observed for inland locations, we must define our index related to SST for such in-
land locations, rather than for off-shore locations where sea temperature is actually
measured.
Figure 3.3 The sea surface temperature near South Carolina
For any inland location s𝑖 at a given month, we build an index based on the SST
values of the nearest 𝑛 adjacent ocean observation points {z𝑗}, where 𝑗 = 1, … , 𝑛.
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where the weight 𝑤𝑗 can be determined by the kernel function 𝐾(||s𝑖 − z𝑗||) for
𝑗 = 1, … , 𝑛, which is symmetric around 0. We use the standard normal density
as the kernel function. The kernel function includes a bandwidth ℎ, thus making
𝑤𝑗 = 1ℎ𝐾(
||s𝑖−z𝑗||
ℎ ). The bandwidth parameter ℎ is set to 0.25 times the range of all
of the distances.
Additionally, we simplify the calculation by considering only locations within a
certain threshold. Figure 3.4 gives a demonstration to calculate the SST-related index
for Columbia, South Carolina. We first determine the sea temperature records to be
included based on a 300-mile threshold. For the included measurements, we find their
weights by calculating their distance to Columbia, and derive the SST-related index
based on (3.2). Note that, the closer a location is to the coast, the more sea surface
temperature records are used to derive an SST-related index for that location.
Figure 3.4 A demonstration of the calculation of the SST-related variable. The red
points are the observations that are included in the calculation.
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3.3 Precipitation Modeling: A Spatial Perspective
In this section, we use a spatial model for the rainfall data without considering the
temporal aspect. Since geostatistical data feature a strong correlation between ad-
jacent locations, we start by modeling the covariance structure with a variogram,
and then we use IDW and kriging method to predict the rainfall for new location.
The precipitation data from October 13 in 2015, shortly after the flood struck South
Carolina, along with location information, is used for demonstration purpose.
3.3.1 Variogram
Assuming intrinsic stationarity and isotropy, the exponential model is used due to
its better fit to the empirical semivariogram. See Figure 3.5 for a plot of this fit.
The covariance function of exponential variogram comes with with parameters Θ =
(𝜓, 𝜅, 𝜙), where 𝜓, 𝜅, 𝜙 > 0. The exponential covariance Σ(Θ) has the form
Σ(Θ) = 𝜓I + 𝜅𝐻(𝜙), where 𝐻(𝜙) = exp(−||s𝑖 − s𝑗||)/𝜙).
Note that ||s𝑖 − s𝑗|| is the Euclidean distance between location 𝑖 and 𝑗. Another type
of distance, Geodesic, takes the curvature of the earth’s surface into consideration.
We use Euclidean distance since most of our distances are between South Carolina
counties and the effects of curvature is thus negligible.
Besides, the exponential model enjoys a simple interpretation. The “nugget” in
a variogram graph is represented by 𝜓 in this model, and this nugget is also the
variance of the non-spatial error. Moreover, 𝜅 and 𝜙 dictate the scale and range of
the spatial dependence, respectively. Also note that the exponential model assumes
the covariance and hence dependence between two locations decreases as distance
between locations increases, which is sensible for the study of rainfall behavior.
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Figure 3.5 The empirical and parametric exponential variogram for the
precipitation values in October 13, 2015.
3.3.2 Spatial Prediction
Inverse Distance Weighted Interpolation
We use (2.3) to compute a spatially continuous rainfall estimate. The IDW method
does not depend on the choice of variogram model and only requires a parameter 𝑝 for
its 𝐿𝑝 distance. However, the weight assigned to data points will be more influenced
by neighboring points when they are more clustered. The prediction for our rainfall
data may not be ideal since most of the observations locations are concentrated in
several limited areas.
We used the monthly data from October 2015 and implemented the IDW method.
The best 𝑝 found by cross validation for the analysis of our data set is approximately
2.5. Figure 3.6 is the heat map generated by this algorithm; in this display, the
darker locations had higher rainfall, with the lighter locations having less rainfall. The
Charleston and Myrtle Beach suffered the most from the hurricane during October
2015. Columbia and Greenville also experienced unusual storm weather.
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Figure 3.6 The heat map based on October precipitation data by IDW method.
Darker color indicates heavier rainfall.
Linear Gaussian Process Model (Kriging)
According to (2.4), we employ the linear Gaussian process model with an exponen-
tial variogram model. Letting Z = (𝑍(s1), … , 𝑍(s𝑛))𝑇 , we estimate the multivariate
normal distribution for Z after parameter estimation. To find the unknown parame-
ters Θ and 𝛽, we use Bayesian methods implemented by the spTimer package in R
(Bakar, 2015), which requires users to provide sensible prior information based on
sample variogram graphs.
We implemented the Monte Carlo simulation for kriging based on the algorithm in
Section 2.3.2. Note that as Z becomes a larger matrix with more data generated,
the algorithm becomes more and more expensive. Many strategies are proposed for
reducing the considerable computational burden posed by matrix operations, includ-
ing the use of covariance functions (Hughes and Haran, 2013) as well as setting a
maximum number of neighbors (Bivand, 2008). In our study, we used the maximum
number of neighbors with the nearest 40 observations.
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Figure 3.7 demonstrates 10 simulated predictions of the spatial distribution of
rainfall amounts in a small rectangular spatial area in the northwest corner of South
Carolina. The darker color indicates heavier predicted precipitation and the lighter
color a small predicted rainfall. The consistent pattern across all 10 simulations
reveals a robust performance of the kriging model. A pointwise prediction at any
spatial location could be obtained by averaging the predicted rainfall values at that
location across all 10 simulations.
Figure 3.7 Ten simulated precipitation heat maps based on kriging. The darker
color indicates heavier precipitation and vice versa. A consistent look reveals a
robust performance of the kriging model.
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3.4 Seasonal Trend Removal
We now analyze the geostatistical rainfall data across time. Due to the nature of our
rainfall data, the seasonality is of particular interest when we model the temporal
trend. We propose two methods to remove the seasonal trend in this section.
3.4.1 Harmonic Regression
To remove the seasonal trend, one approach is to fit a first-order harmonic regression
model with terms sin(𝑥) and cos(𝑥). In addition, we set 𝑥 = 2𝜋𝑡 if the period is
1. In our case, it is justifiable to set the period as 12 since the monthly rainfall is
measured, and thus 𝑥 = (𝜋/6)𝑡 is used. Hence, one can regress the precipitation 𝑦
against dependent variables sin((𝜋/6) 𝑡) and cos((𝜋/6) 𝑡). The omnibus F-test to test
for the usefulness of the trigonometric terms in this multiple regression model gives
a 𝑝-value close to 1, which confirms the existence of seasonality.
One can also use a second-order harmonic model to capture more complex be-
havior, in which two more terms, sin[(4𝜋/𝜔)𝑡] and cos[(4𝜋/𝜔)𝑡] are included, where
𝜔 is the periodic parameter. However, for our rainfall data, it is unnecessary to in-
clude these two other terms since we observe no great improvement in model fit by
introducing the extra terms (see Figure 3.8).
3.4.2 Seasonality Indicator
Another approach to model seasonality in the spatio-temporal model is the seasonal
means model. Specifically, one indicator variable will be 1 if the record is collected
from January to March, and will be 0 otherwise. Similarly, another dummy variable
indicates the month April to June while a third dummy variable indicates July to
September. Lastly, if all three variables are 0, then the observation is from the last
three months of the year. Note that one could also include dummy variables for
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Figure 3.8 The fitted model based on the first- and second-order harmonic models.
The dotted green line corresponds to the second-order model, and the solid red line
corresponds to the first-order model.
months in a similar way if necessary, but we have found that it is sufficient to model
the means of the four seasons.
3.5 Precipitation Modeling: A Spatio-temporal Perspective
In this section, we discuss how to model spatio-temporal data with two different
methods, the Gaussian process (GP) model and autoregressive (AR) model. The
latter model is an extension of the Gaussian process model obtained by introducing
an autoregressive term.
3.5.1 Gaussian Process (GP) Model
The independent Gaussian process (GP) model (Cressie and Wikle, 2015; Gelfand et
al., 2010) is specified hierarchically in two stages,
Z𝑡 = 𝜇𝑡 + 𝜖𝑡 (3.3)
𝜇𝑡 = X𝑡𝛽 + 𝜂𝑡, (3.4)
in which Z𝑡 = (𝑍(s1, 𝑡), … , 𝑍(s𝑛, 𝑡))𝑇 , which defines the response variable for all
𝑛 locations at time 𝑡. It is known that s1, … , s𝑛 can be indexed by latitude and
longitude. In the first layer, Z𝑡 is defined by a simple mean model plus a pure white
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noise term, 𝜖𝑡. We therefore assume that
𝜖𝑡 ∼ 𝑁(0, 𝜎2𝜖 I𝑛), (3.5)
where the 𝜎2𝜖 is the pure error variance and I𝑛 is the identity matrix.
The second level models 𝜇𝑡 as the sum of fixed covariates and random effects at
time 𝑡. The fixed term, X𝑡𝛽, comes from the covariates, and 𝜂𝑡 is the spatio-temporal
random effects, 𝜂𝑡 = (𝜂(s1, 𝑡), … , 𝜂(s𝑛, 𝑡))𝑇 . Similar to 𝜖𝑡, 𝜂𝑡 also follows a multivari-
ate normal distribution whose mean vector is 0. However, 𝜂𝑡 has a more complicated
covariance matrix than does 𝜖𝑡.
We use the exponential function to specify the correlation matrix of the random
effects. The correlation strength is solely based on the distance between s𝑖 and s𝑗,
which is given by
Σ𝜂 = 𝜎2𝜂𝐻(𝜙) + 𝜏2I𝑛,
where 𝐻(𝜙) = exp(−||s𝑖 − s𝑗||)/𝜙), and ||s𝑖 − s𝑗|| indicates the spatial distance be-
tween location 𝑖 and 𝑗. This function is used to determine each element in the matrix
S𝜂, where Σ𝜂 = 𝜎2𝜂S𝜂. This parameterization allows 𝜎2𝜂 to capture the invariant spa-
tial variance, and S𝜂 is used to capture the spatial correlation.
The posterior distribution involves three layers, i.e., the prior distribution for
parameters, the mean model and the random effects model. We will set aside the
prior for later discussion and use 𝜋(𝜃) = 𝜋(𝛽, 𝜈, 𝜙, 𝜎2𝜂, 𝜎2𝜖 ) to refer to the prior in
general. Thus the posterior is given by




𝑓𝑛(Z𝑡|𝜇𝑡, 𝜎2𝜖 )𝑔𝑛(𝜇𝑡|𝛽, 𝜐, 𝜙, 𝜎2𝜂) (3.6)
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To be specific, we use 𝑓𝑛(⋅) and 𝑔𝑛(⋅) to indicate an 𝑛-dimensional joint density
function. In this case, each of them is a multivariate normal distribution, and 𝑛 is
the number of locations in the data set and 𝑁 is the number of time points. 𝜇𝑡 is
the vector of random effects for time 𝑡 and we use 𝜇 on the left hand side to refer to
the collection of all random effects.
Since both Z𝑡 and 𝜇𝑡 follow a multivariate normal distribution, their density
functions are given as follows:




(Z𝑡 − 𝜇𝑡)𝑇 (Z𝑡 − 𝜇𝑡)) , (3.7)




(𝜇𝑡 − X𝑡𝛽)𝑇 𝑆
−1
𝜂 (𝜇𝑡 − X𝑡𝛽)) , (3.8)
Thus the posterior distribution is given by plugging (3.7) and (3.8) into (3.6).
The logarithm of the joint posterior distribution of the parameters for this Gaussian
process model is given by










(Z𝑡 − 𝜇𝑡)𝑇 (Z𝑡 − 𝜇𝑡)









(𝜇𝑡 − X𝑡𝛽)𝑇 𝑆
−1
𝜂 (𝜇𝑡 − X𝑡𝛽)) + log 𝜋(𝜃)
We specify the prior 𝜋(𝜃) to reflect the assumption that 𝛽, 𝜈, 𝜙, 𝜎2𝜂 and 𝜎2𝜖
are mutually independent, so the joint prior is the product of the marginal prior
densities, which are given as follows: All the parameters describing the mean, e.g.,
𝛽 and 𝜌 (see Section 3.5.2) are given independent normal prior distributions, with
the prior on 𝜌 truncated to have support on (−1, 1). We assume 𝜙 and 𝜈 both
follow uniform distributions, while the prior for the precision (inverse of variance)
parameter is a gamma distribution. We choose the hyperparameters to make these
prior distributions very diffuse.
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3.5.2 Autoregressive (AR) Model
In this section, we introduce the autoregressive model (Sahu and Bakar, 2012). The
hierarchical AR(1) model is given as follows:
Z𝑡 = 𝜇𝑡 + 𝜖𝑡
𝜇𝑡 = 𝜌𝜇𝑡−1 + X𝑡𝛽 + 𝜂𝑡,
where 𝜌 denotes the unknown temporal correlation parameter assumed to be in the
interval (−1, 1). Obviously, for 𝜌 = 0, these models reduce to the GP model de-
scribed in Section 5.1.
The autoregressive model requires specification of the initial term, the first random
effect, which has mean 𝛽0 and covariance matrix 𝜎20𝑆0. The correlation matrix 𝑆0 is
obtained using the exponential correlation function. The derivation of the posterior
distribution is similar to that in the GP model with 𝜌 = 0. The logarithm of the
posterior distribution of the parameters is now given by




















(𝜇𝑡 − 𝜌𝜇𝑡−1 − X𝑡𝛽)𝑇 𝑆
−1
𝜂 (𝜇𝑡 − 𝜌𝜇𝑡−1 − X𝑡𝛽))





(𝜇0 − 𝛽0)𝑇 𝑆
−1
0 (𝜇0 − 𝛽0) + log 𝜋(𝜃)
Note that 𝛽0 is only a mean vector for the initial random effect term, which is
different from 𝛽, which refers to regression coefficients corresponding to covariates
X. In other words, the terms in the last line (except log 𝜋(𝜃)) derive from the initial
random effect term.
3.5.3 Model Fitting
In this section, we fit the AR(1) model with monthly precipitation data from the
beginning of year 2011 to the end of year 2015. A natural log transformation was
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initially applied to the precipitation to improve the model fit and ensure positive
predicted rainfall values once we back-transform by exponentiating the predicted log-
rainfall values. We include temperature range, sea surface temperature and elevation
as monthly covariates.
We initially found that ordinary temperature measurements such as the monthly
average temperature were not apparently related to precipitation after accounting
for the season and thus we did not include these in the model. However, measure-
ments of variability in temperature over each month, e.g., the range of daily maxima
and the range of daily minima over a month, were believed to have an effect on pre-
cipitation and thus we include these to determine whether their effects are significant.
We also include a flood-year indicator as a dummy variable, where data from
2015 is labeled as 1 and otherwise 0, to account for the unusual October precipitation
amounts in this year. Interaction terms involving the dummy variable were also
tested, none of which were statistically significant and were thus removed from the
final model. The acceptance rate from the Metropolis step for all parameters is
42.97% and a brief summary of model fitting details is given as follows:
-----------------------------------------------------
Model: AR
Call: LOG ~ RANGE_OVERALL + RANGE_LOW + RANGE_HIGH







Mean Median SD Low2.5p Up97.5p
(Intercept) 0.3635 0.3689 0.1363 0.0894 0.6265
RANGE_OVERALL -0.0006 -0.0006 0.0017 -0.0039 0.0027
RANGE_LOW 0.0017 0.0017 0.0030 -0.0040 0.0078
RANGE_HIGH 0.0006 0.0007 0.0011 -0.0016 0.0028
SST -0.0057 -0.0058 0.0045 -0.0142 0.0033
ELEVATION 0.0001 0.0001 0.0001 0.0000 0.0002
Year2015 0.0808 0.0810 0.0180 0.0450 0.1154
rho 0.0756 0.0757 0.0151 0.0466 0.1054
sig2eps 0.0054 0.0054 0.0002 0.0051 0.0057
sig2eta 0.0764 0.0739 0.0121 0.0617 0.1073
phi 0.0501 0.0502 0.0090 0.0322 0.0659
-----------------------------------------------------
The dummy variable for year 2015 is significant. After back-transforming, we can
say the predicted monthly rainfall for 2015 is exp(0.0808) = 1.084 times greater than
the predicted monthly rainfall in other years, holding other predictors fixed. This is
consistent with the flooding event in the fall of 2015. Another finding is that eleva-
tion might be an explanatory factor to the rainfall since higher elevation relates to
higher volumes of precipitation. In addition, a statistically significant and positive
𝜌 indicates that a rainy month might tend to precede another one. On the other
hand, the SST has a marginally negative effect on the rainfall prediction but is not
significant based on the 95% credible interval.
We also obtain the residuals and the QQ plot in Figure 3.9. There is no obvious
pattern in the residual plots. However, the residuals show deviations in the tails to
some extent from normality based on the QQ plot on the right panel, which indicates
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a heavy-tailed error distribution and lack of symmetrical pattern (e.g., Samadi et al.,
2017).
Figure 3.9 The residual plot and QQ plot from AR(1) prediction
3.6 Model Comparison: State-Space Model vs. Gaussian Process
Another framework for spatio-temporal data analysis is the dynamic state-space
model. A formulation of the spatio-temporal framework (Stroud et al., 2001) is
specified as follows:
𝑦𝑡(s) = x𝑡(s)𝑇 𝛽𝑡 + 𝑢𝑡(s) + 𝜖𝑡(s), 𝜖𝑡(s) ∼ 𝑁(0, 𝜏2𝑡 )
𝛽𝑡 = 𝛽𝑡−1 + 𝜂𝑡, 𝜂𝑡 ∼ 𝑁(0, Σ𝜂)
𝜇𝑡(s) = 𝜇𝑡−1(s) + 𝑤𝑡(s), 𝑤𝑡(s) ∼ 𝐺𝑃(0, 𝐶𝑡(⋅, 𝜃𝑡)).
Here x𝑡(s) is a 𝑝×1 vector of predictors and 𝛽𝑡 is a 𝑝×1 vector of coefficients. The
𝐺𝑃(0, 𝐶𝑡(⋅, 𝜃𝑡)) denotes a spatial Gaussian process with covariance function 𝐶𝑡(⋅, 𝜃𝑡).
We further specify 𝐶𝑡(s1, s2; 𝜃𝑡)) = 𝜎2𝑡 𝜌(s1, s2; 𝜙𝑡), where 𝜃𝑡 = {𝜎2𝑡 , 𝜙𝑡} and 𝜌(⋅; 𝜙) is
a correlation function with 𝜙 controlling the correlation decay.
The same response variable and covariates with AR(1) model are used when fitting
the state-space model. The R package spBayes (Finley, 2007) provides a framework
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to sample parameter values from the posterior distribution. The 95% credible interval
for sea surface temperature and elevation are plotted for all 12 months in 2015.
The state-space model allows for a more detailed monthly look of the effect of
covariates. For instance, one can conclude that, based on Figure 3.10, the SST-based
variable affects the rainfall amount in a more significant manner during the first
few months of the year. These results strengthen the previous findings of Häkkinen
(2000), Mehta et al. (2000), Wang et al. (2006), and Dima and Lohmann (2010),
and further support the hypothesis that the variability of North Atlantic SST is
coherent with the fluctuations of the rainfall pattern and occurrence. In other words,
intense ocean-atmosphere coupling exists in the North Atlantic, particularly during
winter. In contrast, elevation is more related to the precipitation in June and October,
when heavier rainfall is observed. This covariate specifies a convective mode that is
widely recognized as an important contributor to the probability and type of severe
convective rainfall during summer and early fall in the southeast region.
Figure 3.10 The 95% confidence interval for 𝛽1 (the SST-related variable) and 𝛽2
(Elevation) over 12 months in 2015.
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Figure 3.11 The residual plot and QQ plot from the state-space model
3.7 An Alternative Method: Locally Weighted Spatial Model
3.7.1 Overview
In this section, we propose an alternative modeling scheme, which takes advantage
of the clustered pattern among the locations. Specifically, in our study, most of
the observations are collected in the neighborhood of major cities, e.g., Charleston,
Columbia, Myrtle Beach, Clemson and Greenville. This prior knowledge can be used
to determine where 2-d kernel functions are placed in a kernel-based method.
A kernel-based method for spatio-temporal analysis is formalized by Stroud et
al. (2001). For observation 𝑌 (x) at location x at domain 𝐷, the spatial mean is
defined by 𝑌 (x) = 𝑆(x; 𝛽) + 𝜖(x), where 𝑆(x; 𝛽) = ∑𝐽𝑗=1 𝜋𝑗(x)f
′
𝑗(x)𝛽𝑗. 𝜋𝑗(x)
is a non-negative weighting kernel at location x and 𝐽 denotes the number of mix-
ing kernels. Also, f𝑗(x) = {𝑓𝑗1(x), … , 𝑓𝑗𝑞(x)}′ is a set of known basis function and
𝛽𝑗 = (𝛽𝑗1, … 𝛽𝑗𝑞) is a vector of unknown parameters. We can further reduce the
model by assuming a constant surface and setting 𝑞 = 1. Hence, we can write
the model in the form of a simple linear regression, where X = [𝜋1, … , 𝜋𝐽 ], where
𝜋𝑗 = (𝜋(x1), … , 𝜋𝑗(x𝑛))′, and 𝛽 = (𝛽1, … , 𝛽𝐽)′.
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One can choose different types of kernel functions and a bivariate normal pdf is
the most common choice. Furthermore, we can reflect our prior knowledge of the data
by setting appropriate values for 𝜎1, 𝜎2 and 𝜌. The first two parameters determine
the marginal variability and the last one determines the direction and strength of
the correlation. For instance, by setting a positive 𝜌, a stronger correlation from SE
(southeast) to NW (northwest) observations is implied. A demonstration of such a
kernel is given in Figure 3.12 on the left, while the right panel assumes independence
among 𝑥1 and 𝑥2.
Figure 3.12 The kernels to construct the locally weighted mixture. The right
configuration assumes independence among the marginal distributions while the left
one does not.
One can choose not only the types, but also the locations, of kernel functions. We
can use either evenly-spaced kernels or kernels centered at the aforementioned data-
rich cities. We choose the latter method since it can effectively reduce the variability
of estimation. We can use clustering algorithms, e.g., K-means, to find the centroids
and place the kernels accordingly. The markers in Figure 3.13 show the ideal kernel
locations based on the K-means algorithm, and the colors indicate membership for
each station.
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Figure 3.13 The kernels selected based on K-means
Additionally, to investigate the effects of covariates on the rainfall, we extend the
aforementioned model to include covariates:
𝑌 (x) = 𝑆(x; 𝛽) + 𝐺(x; 𝜆) + 𝜖(x),
where 𝐺(x; 𝜆) = 𝜆1𝑔1(x) + … + 𝜆𝑗𝑔𝑗(x), where 𝑔(x) is a known feature (SST, for
instance) related to location x.
3.7.2 Model Fitting and Variational Inference
The setup of the kernel model is consistent with the Gaussian Process model for the
most part, including the dataset, the covariates (monthly temperature and SST) and
the distributions of their priors, so that the key metrics for model fitting are compara-
ble. A detailed discussion of model comparison is given in Section 3.7.3. Similarly to
the Gaussian Process model, a natural log transformation is applied for the response
variable to avoid negative predicted rainfall values. A similar temporal structure
(AR(1)) is also included to extend the model to handle spatio-temporal data. The
related parameter, 𝜌, is modeled by a uniform distribution between -1 and 1.
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However, as opposed to the Gaussian Process model, a prior on the kernel function
is needed for a Bayesian hierarchical model framework. For the multivariate normal
kernel functions, the centroids can be determined by the K-means algorithm, but the
choices of strength and direction of correlation are less obvious. Hence, we apply
a relatively flat prior for the covariance matrix Σ of the bivariate kernel function.
We choose the LKJ prior (Daniel, 2003) over the inverse-Wishart distribution for
computational convenience. Nevertheless, computation time is drastically increased
by introducing such a prior. Hence, to speed up the algorithm, we use Bayesian
variational inference instead of the Gibbs sampler to sample from the posterior dis-
tribution. Variational methods are commonly used as an approximate method when
a simulation-based full Bayesian model is too computationally expensive (Gelman,
2013).
In variational inference, the posterior distribution of a set of unobserved variables
𝜃 = {𝜃1, … , 𝜃𝑛} given some data 𝑦 is approximated by a variational distribution 𝑞(𝜃),
i.e., 𝑝(𝜃|𝑦) ≈ 𝑞(𝜃). The distribution 𝑞(𝜃) is restricted to belong to family of distribu-
tions of a simpler form than the true posterior. There are various ways of defining
the class of distributions for the variational approximation, 𝑞(𝜃|𝜙), in which 𝜙 stands
for any necessary hyperparameter. A standard approach is to assume independence,
and make 𝑞(𝜃|𝜙) = ∏𝐽𝑗=1 𝑞𝑗(𝜃𝑗|𝜙𝑗) for a 𝐽 -dimensional parameter 𝜃.
The lack of the similarity between the true and approximated posterior is mea-
sured by a dissimilarity function 𝑑(𝑞; 𝑝); and the inference is performed by selecting
the distribution 𝑞(𝜃) that minimizes 𝑑(𝑞; 𝑝). The most common type of variational
Bayes uses the Kullback-Leibler(KL) divergence of 𝑝 from 𝑞 as the choice of dissimi-
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larity function, which is given by
KL(𝑞||𝑝) = −𝐸𝑞 (log (
𝑝(𝜃|𝑦)
𝑞(𝜃) )) = − ∫ log (
𝑝(𝜃|𝑦)
𝑞(𝜃) ) 𝑔(𝜃)𝑑𝜃
The implementation of variational inference is similar to the EM algorithm. EM
proceeds by alternately evaluating conditional expectations of the log density and
using these to maximize a function of a set of hyperparameters, converging to a point
estimate of the hyperparameters and thus an approximation to the posterior distri-
bution. In variational Bayes, the iterations lead to a closed-form approximation that
is the closest fit (in terms of KL divergence) to the posterior distribution within some
specified class of functions.
Specifically, for each dimension 𝑗, we examine the expectation of the log posterior
density log 𝑝(𝜃|𝑦), considering it as a function of 𝜃𝑗 by averaging over all other 𝑗 −
1 dimensions. In other words, we need to determine the functional forms of the
approximating distributions, 𝑞𝑗(𝜃𝑗|𝜙𝑗). The algorithm proceeds by starting with some
guess of 𝜙 and then iteratively updating it by using the expectations from the current
values of the other distributions. Gelman (2013) proves that these steps of variational
Bayes decrease 𝐾𝐿(𝑞||𝑝) and thus gradually bring the approximating distribution 𝑞(𝜃)
closer to the target posterior distribution.
3.7.3 Model Fitting Result and Interpretation
In order to make the kernel-based model and the GP model comparable, we include
the same covariates, e.g., the elevation, sea surface temperature, and monthly tem-
perature range, in both models. In addition, a dummy variable is included in both
models to indicate if a record is from 2015. Other similar operations, like the log
transformation, are also applied to the response variable.
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The kernel-based model, when setting 𝑘 = 5 kernels, gives similar parameter es-
timates compared to the aforementioned Gaussian process model, e.g., a negative
point estimate for the effects of sea surface temperature as shown in Table 3.1. How-
ever, there are a few notable differences. For instance, although the credible intervals
are generally wider under the kernel-based model, more coefficients are significant,
especially temperature-related variables. In particular, the range of daily maximum
temperature for a month might have a negative effect on rainfall while the range of
daily minimum temperature contributes positively to the rainfall amount. This would
imply that a month with much variation in its daily high temperatures would tend
to have less rain, while a month with much variation in its daily low temperatures
tends to have higher rainfall (with other predictors held constant).
Table 3.1 Parameter estimates for the kernel-based model (𝑘 = 5)
Parameter Variable Point Estimate 95% Credible Interval
𝛽0 Intercept -0.0376 (-0.522, -0.236)
𝛽1 Sea Surface Temperature -0.1499 (-0.0876, -0.0434)
𝛽2 Elevation 0.4136 (-0.0199, 0.8569)
𝛽3 Range Low 0.1844 (0.1071, 0.5946)
𝛽4 Range High -0.2403 (-0.2452, -0.2306)
𝛽5 Range Overall -0.4152 (-0.7029, -0.3277)
𝛽6 Year 2015 0.3085 (0.2945, 0.5828 )
𝜌 Temporal Correlation 0.098 (0.09788, 0.09826)
𝜎1 Marginal Kernel Variance 0.8099 (0.7779, 0.8494)
𝜎2 Marginal Kernel Variance 1.272 (0.5353, 2.021)
𝜎12 Kernel Covariance -0.336 (-0.6559, 0.122)
Additionally, we impose a flat prior on the covariance of the bivariate kernel, and
based on the parameter estimates, the independence assumption is appropriate since
the covariance parameter is not significantly different from zero. In other words, the
ground truth of the bivariate kernel is closer to the right panel in Figure 3.12.
Notably, the kernel choices have a major effect on parameter estimation. For in-
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stance, once the number of kernels is changed from 𝑘 = 5 to 𝑘 = 6, the coefficients
change significantly (Table 3.2). For example, the coefficient of the dummy variable
for 2015 is no longer significant, which might be due to the fact that the additional
kernel absorbs an undue amount of variability. The temporal coefficient ceases to be
significant as well, potentially due a similar reason.
This might be a shortcoming of the kernel-based model, since sometimes there is
no discernible clustering pattern in the locations and thus the number and locations
of centroids can be difficult to determine. One can make the number of locations
a hyperparameter, which can be sampled later from the posterior, but this adds
computational burden and might lead to overfitting. The fitted parameters under
the 𝑘 = 6 model are provided in Table 3.2 for interested readers.
Table 3.2 Parameter estimates for the kernel-based model (𝑘 = 6)
Parameter Variable Point Estimate 95% Credible Interval
𝛽0 Intercept 0.5203 (0.536, 0.6024)
𝛽1 Sea Surface Temperature 0.1615 (-0.2598, 0.53)
𝛽2 Elevation 0.6198 (0.5389, 0.7994)
𝛽3 Range Low 0.3486 (0.3475, 0.3644)
𝛽4 Range High -0.379 (-0.7267, -0.2895)
𝛽5 Range Overall 0.0846 (-0.1881, 0.483)
𝛽6 Year 2015 -0.0963 (-0.3803, 0.3138)
𝜌 Temporal Correlation 0.019 (-0.09788, 0.09826)
𝜎1 Marginal Kernel Variance 0.7168 (0.6024, 0.7652)
𝜎2 Marginal Kernel Variance 0.8134 (0.8079, 0.8252)
𝜎12 Kernel Covariance -0.1374 (-0.3969, -0.0819)
3.7.4 Model Diagnosis
We plot the residuals on the map of South Carolina to examine the spatial distribu-
tion of errors. The spatial residual plot is generated for all 12 months in 2015 (see
Figure 3.14), and the radius of the circle is proportional to the residuals. A red circle
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indicates over-predicting while black indicates under-predicting. The model might be
misfitting the data if it persistently overestimates the rainfall values in certain areas
and underestimates in others.
Figure 3.14 The spatial distribution of residuals from the kernel model for the
rainfall data in 2015. The radius of the circle is proportional to the residuals. Red
dots indicate overestimating and black ones indicate underestimating.
The model is predicting the rainfall values fairly well for some months, e.g., Jan-
uary and April, since positive and negative residuals are evenly mixed, but there is




We have presented both spatial and spatio-temporal models for rainfall in South Car-
olina during a period including one of the most destructive storms in state history.
Our models have allowed us to determine several covariates that affect the rainfall
and to interpret their effects. In particular, the flood year of 2015 was an important
indicator of rainfall, and elevation also had a positive significant effect on precip-
itation. There was a significant positive correlation in rainfall measurements over
time. Finally, our novel SST index provided some evidence that cooler nearby sea
temperatures corresponded to higher rainfall at inland sites, although this SST ef-
fect was not significant at the 0.05 level, based on a 95% credible interval for its effect.
A spatial prediction at a new location and a temporal prediction at a future time
point can be obtained based on the posterior predictive distribution for 𝑍(s0, 𝑡′),
where s0 denotes a new location and 𝑡′ is a future time point.
The GP model is used to make predictions for 30 new locations for the next
monthly precipitation (January, 2016). The error plot in Figure 3.15 gives the 95%
credible interval for out-of-sample (left) and in-sample prediction (right). The points
in lighter color (orange) are based on the observed data and the ones in darker color
(blue) are medians based on posterior predictive sampling.
The out-of-sample prediction does not perform as well as the in-sample prediction
(right panel, based on data from December 2015), since several observed values fall
outside of the 95% credible interval, which might suggest an overfitting issue for the
GP model.
Further details regarding these predictions are provided in Cressie and Wickle
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Figure 3.15 The error plot based on 95% credible interval for out-of-sample (left)
and in-sample prediction (right). The points in lighter color (orange) are based on
the observed data and the ones in darker color (blue) are medians based on
posterior predictive sampling.
(2015) for the GP models, and Sahu et al. (2007) for the AR models.
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Chapter 4
Data Munging to Prepare the Flood Data
Data scraping and cleaning are pivotal to our study of the dynamics between the
rainfall and flood data. This is not least because multiple data sources are involved:
the elevation information is obtained from Shuttle Radar Topology Mission (SRTM),
a project operated internationally, including by NASA; the precipitation observations
are retrieved from an archive maintained by National Weather Service, and the gage
levels are scraped from the website of U.S. Geological Survey. Therefore it is vitally
important to unify different data sources in a sensible way. Furthermore, for historical
and operational reasons, a fair amount of public data is not prepared in an easy-to-
access format, e.g., txt or csv, which poses an additional challenge for data munging.
We start with a discussion of the programming language of choice, Python, by
discussing its advantages and disadvantages in data processing and statistical anal-
ysis. An extended overview of a few well-established third party libraries are given
since they are also an integral part of our workflow. This is followed by a discus-
sion of how we handle the aforementioned data scraping challenges with Python. In
the meantime, we have developed some handy tools to automate some common data
scraping and preprocessing tasks, and examples are provided in the following sections
as well.
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4.1 Python for Data Science
4.1.1 Data Scraping and web crawling
Python is used as the primary language in our project partly due to its versatility
in data scraping. This is particularly helpful because the data of interest do not
manifest themselves in a well-organized format, and some even require web crawling.
For instance, daily gage values are acquired by parsing the relevant webpage from the
National Weather Service (NWS). This processing is automated in Python thanks
to open source libraries, e.g., requests and beautifulsoup. The former simplifies
sending an HTTP request into a few lines of code; the latter comes in handy for
matching given patterns in text. Although parsing HTML has been made easier in R
recently due to packages like rvest, Python still stands out for its performance and
stability in this department.
4.1.2 Data Preprocessing
When it comes to data preprocessing, the Python library numpy and pandas are the
centerpieces. The Python library numpy allows a matrix-like data structure, array,
and thus vectorized operations are made possible. Python, like R, is a dynamic pro-
gramming language and applying operations to individual elements causes sizable
overhead and slows down the computation significantly, and numpy circumvents this
issue by vectorization.
In addition, numpy is also used as the backend of other quantitative Python
packages, among which is pandas, which provides another data structure called
DataFrame. Like its R counterpart, DataFrame is capable of common operations
such as slicing, transposing and indexing and has features like named columns.
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A particularly powerful function in pandas is groupby, which splits the DataFrame
into smaller chunks of data based on certain criteria (regions for instance). Users can
define an operation for each region such as calculating a mean, maximum, or even a
customized function. Once such an operation is done, a combined table (DataFrame)
of results for each region is returned. Figure 4.1 provides an illustration of the split-
apply-combine paradigm. In spatio-temporal research, we leverage this paradigm
heavily to convert daily data into monthly data, and aggregate observations from
smaller areas to larger ones.
Figure 4.1 A paradigm for a groupby operation in pandas.
Further, pandas also provides additional functionalities, e.g., imputing missing
values, finding percentiles, detecting duplicates and sorting rows by values, many of
which serve as building blocks for more sophisticated functionalities in our project.
Furthermore, these functionalities operate on rows or columns, rather than single
entries in a data frame. Such vectorized operations lead to better readability and
performance in the code base.
pandas also implements advanced database operations via the merge function,
which allows one-to-one, one-to-many and many-to-many relationships. This is par-
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ticularly useful for combining several data sources based on geographical information.
Additionally, scipy is another library that provides some other functionalities
essential to data preprocessing, e.g., distance computation. Although it is reasonably
simple to implement such algorithms from scratch, scipy guarantees better perfor-
mance since its algorithms are written in C or Fortran.
4.1.3 Statistical Modeling
R provides cleaner and more comprehensive summaries for most of the statistical
procedures like the two-sample t test and ANOVA. However, Python is catching up
in modeling capabilities due to the maturity of libraries such as sklearn, which is
reputable for its large assortment of machine learning algorithms with consistent and
intuitive APIs. One can find decent out-of-the-box solutions for decision trees, linear
regression including ridge and lasso, support vector machines and more. Another
library, statsmodels, adopts a more statistical perspective by providing more model
diagnosis tools, and its outputs are reminiscent of an R or SAS style.
More relevant to our project, pymc3, a library similar to stan, gives great flexibil-
ity and extensibility to a large suite of problems, hierarchical models in particular. Its
focus is primarily on advanced Markov Chain Monte Carlo (MCMC) and variational
inference (VI) algorithms. Some common tools in Bayesian analysis, like checking for
convergence, are also part of the library.
pymc3 gained its popularity because of the easy-to-use interface. To build with
a Bayesian framework, users can simply specify the prior distribution and likelihood
function. An example to build a simple linear regression with normal priors for 𝛽0
and 𝛽1 is given as follows:
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import pymc3 as pm
import numpy as np
x_ = np.linspace(0, 10, 1000)
y_ = 3*x_ + 20 + np.random.standard_normal(1000) #ground truth
with pm.Model() as m:
beta_1 = pm.Normal(`beta_1', 0, 10)
beta_0 = pm.Normal(`beta_0', 0, 10)
sigma = pm.Gamma(`noise', alpha=2, beta=1)
y = pm.Normal(`y', mu=beta_1*x_+beta_0, sd=sigma, observed=y_)
posterior_sample = pm.sample() #sampling posterior
By default, pymc3 will implement an MCMC sampler with four chains so that
convergence can be checked. The first 500 samples will be discarded; users can mod-
ify this option for more complex models. Figure 4.2 provides the trace plots for all
three parameters, as well as their posterior sampling distributions.
Lastly, the aforementioned sklearn also provides toolkits for most of the run-
of-the-mill tasks in modeling. For instance, one can import the train_test_split
function from sklearn.model_selection and save the effort of implementing such
an algorithm from scratch. Similarly, one can also find utility functions to calculate
metrics, e.g., MSE, MAE, ROC, etc.
4.1.4 Data visualization
Python has a series of mature libraries for graphical display. To start with, pandas
has plotting functionalities built in as part of the DataFrame class. For more control
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Figure 4.2 The trace plot and posterior distribution for a linear model.
of the plotting, one can use matplotlib, which is a fairly low level tool, and users
have to understand some implementation details such as Figure and Axes. seaborn,
on the other hand, hides the details from users and provides a more refined look and
an extensive color palette. It is worth noting the aforementioned libraries not only
work with the default Python data structure (the list), but are also compatible with
data structures in numpy and pandas.
4.1.5 Integration with popular web framework
Web development has been a strong suit of Python since its inception, and frameworks
like Django and Flask empower users to create a prototype of a dynamic website.
A web application is a good choice to deploy data products to end users. Hence,
Python is a sensible solution for end-to-end data science problems, whose third-party
libraries cover from data cleaning to building web application.
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4.2 A Visualization System for Spatial Data
In spatial analysis, as part of an exploratory study, displaying data on a map might
help researchers understand the spatial pattern. Specifically, one might want to plot
the locations indexed by latitude and longitude. Another type of visualization, which
involves plotting an area (polygon), is also common. Although geographic informa-
tion systems (GIS) usually include visualization tools, such Python libraries are still
lacking.
We build a plotting system that allows users to build spatial elements on top of
each other in the manner of the R package ggplot. This system is built on folium,
which provides low-level functionalities to draw markers, points and areas on a map.
Figure 4.3 provides a bare-bones demonstration of the spatial plotting system.
Figure 4.3 A demonstration of the spatial plotting system. Three types of
elements are supported: markers (blue), polygon and points (red).
The code to generate Figure 4.3 is given as follows. To initialize a canvass, one
needs to pass a coordinate, which is used as the center of the map. Currently, three
types of elements are supported: markers, polygon and points.
from visualization import SpatialPlotter
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canvass = SpatialPlotter([34, -80])
canvass.add_point([[33.9, -80], [33.8, -80], [33.2, -80]])\
.add_contour(`South Carolina')\
.add_value([[33, -80, 1], [33, -81, 2]])\
.plot()
Note that the add_contour method allows any user-defined polygon object, but
as a convenience, we have the 50 states and D.C. built in, so that users can plot
a state by simply passing the name. Besides, add_value() requires each element
to be three-dimensional, since the last dimension is the observed value (rainfall, for
example) corresponding to that location. The radius of the circle is proportional
to the observed value. Additionally, a default behavior of add_value() is to color
positive and negative values differently, which can be used to detect biases in residual
plots.
4.3 Data Sources
Since different variables are gathered from vastly different sources and formats, the
data processing step for each is understandably distinctive. For instance, missing data
as a major issue shows up only in the flood observations but neither in precipitation
nor elevation. Therefore, the acquisition of elevation, precipitation, gage level and
basin/watershed information are discussed separately.
Precipitation
The National Weather Service (NWS) collects precipitation information at 12 Con-
tiguous United States (CONUS) River Forecast Centers (RFCs). A typical data area
is a gridded field with a spatial resolution of approximately four by four kilometers.
The record is an accumulation of 24-hour periods and 1200 GMT is used as the end-
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ing time for a 24-hour total.
Spatially, the original dataset extends well beyond the U.S. border, most notably
north of Washington and Idaho and west of Texas, in order to model rivers that flow
into the United States. However, only the observations within South Carolina are
retained in our study since the rainfall outside the state is unlikely to have a major
effect on gage levels. Temporally, the dataset traces back to 2004 and still is actively
updated by NWS. Rainfall values from 2009 to 2016 were retrieved for our study.
The data munging task is challenging since the original data files from NWS are
stored in a less-known NetCDF format and cannot be easily accessed like .txt or
.csv files. Worse still, the NWS archive divides the data into days, and the user
experience is far from ideal if a longer date range is desired.
As part of our package, we have developed a module to automate this process,
and users only have to specify the date range and the state name. The example
code showcases how to use the class RainfallDownloader. The following snippet
downloads the file for each date from January 1 to January 10 in 2010, parses the
NetCDF file on the fly, and discards the observations outside New York, and writes
the New York data to a txt file in the demo/ folder. Since multiple days have been
selected, the observations are combined into one single file.






Note that if the number of dates to download is large, users can suspend the job and
continue any time later, without worrying losing their progress. Preliminary testing
shows that with multiprocessing (4 core 8 threads) it takes 1.5 seconds to finish all the
aforementioned operations. Note that the larger the state is, the longer it takes, since
most grid points are roughly evenly spaced. Also, since data are based on CONUS
stations, Alaska, Hawaii, Puerto Rico, etc. are not supported.
Elevation
The elevation information is obtained based on the Shuttle Radar Topography Mis-
sion (SRTM), which is an international research effort that obtained digital elevation
models on a near-global scale from 56∘S to 60∘N. It is a joint effort of NASA, the
German and Italian space agencies, and the National Geospatial-Intelligence Agency
to generate the most complete high-resolution digital topographic database of Earth.
During the 11-day mission in February 2000, the SRTM payload used an imaging
radar to map the surface of Earth numerous times from different perspectives. The
combination of these radar data were processed at NASA Jet Propulsion Laboratory
to produce a global topographic map. The 30-meter topographic data products are
publicly distributed by the U.S. Geological Survey (USGS) along with the 90-meter
data.
These data are made available via an Earth Explorer on the US Geological Survey
website. However, the original files are in tiff format and a series of transformations
needs to be done to retrieve the elevation data. We have developed a handy function
to streamline this task in the data_preprocessing_tools module.
from data_preprocessing_tools import get_elevation
elevation = get_elevation([-80.03, 33])
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print(elevation)
>assuming the format is [longitude, latitude]
>the unit is measured in meter
>16
This function is primarily built on a third-party Python library rasterio, which
provides extensive functionalities to handle multi-layer files and raster images. Users
can also pass a dataframe with location information, and get_elevation() updates
the dataframe by adding a new column ELEVATION.
Basins and Watersheds
In an areal study, it is of primary interest to define the adjacency matrix W, which,
in our study, is determined by river basins: locations within in the same basin con-
tour are considered neighbors and otherwise not.
The river basin is a collection of watersheds, the concept of which is used in order
to reflect the localized nature of the rainfall and flood. A drainage basin/watersheds
is any area of land where precipitation collects and drains off into a common outlet,
such as into a river, bay, or other body of water. A watershed may be small and
represent a small stream within a larger system, or, on the other hand, may cover
thousands of miles. The size of the watershed is reflected by the hydrologic unit code
(HUC), which is a unique code assigned to each hydrologic unit. Figure 4.4 shows
the 8-digit HUC regions in South Carolina.
However, defining a proximity matrix based on the regions in Figure 4.4 is not
practical in that this scheme leaves several watersheds with no observations or only
one isolated observation. Hence, a larger region, e.g., a river basin which comprises
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Figure 4.4 Map of HUC-8 watersheds in South Carolina
several watersheds, is a better choice for defining values in the proximity matrix.
Figure 4.5 Map of river basins in South Carolina
USGS hosts hydrologic unit information on Amazon Web Services (AWS), which
is publicly available. It is a repository of contour files with varying degrees of detail,
ranging from maps of 4-digit to 10-digit watersheds. However, the contour infor-
mation of water basins is relatively harder to find. In order to obtain the water
basin information for each location, we use the Watershed Unit Index Map provided
by South Carolina Department of Health and Environment Control (DHEC), which
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helps define a one-to-many mapping for water basins and watersheds. Hence, for each
location, one can find its watershed, and then look up the related water basin with
the map from DHEC.
Gage Level
As part of U.S. Geological Survey (USGS), gage levels are recorded in South Car-
olina. USGS provides an archive of approximately 1.9 million sites in all 50 States,
the District of Columbia, Puerto Rico, the Virgin Islands, Guam, American Samoa,
under the Water Data for the Nation portal. However, this number is drastically re-
duced when we narrow down to locations only measuring surface water. Filtering the
stations that have stopped functioning reduces the number even further. Eventually,
there are approximately 150 to 200 locations (depending on which day) within South
Carolina that continue to give a valid reading of the gage level on a daily basis.
We have developed another class to automate the downloading and preprocessing
of the gage level data, which works in a similar way to that of precipitation. An
example code snippet that downloads gage level data from South Carolina for the
first 10 days in January, 2010, is given as follows. The speed of the gage downloading
is typically faster than that of precipitation given that far fewer locations are involved.






4.4 Handling Missing Data
We demonstrate our methodology to approach missing values using the response vari-
able, gage values, as an example, since that is where most of the missing data issues
arise. A ratio of missing data is calculated by the percentage of days with missing
records over a given time span. We discard the location if the missing data ratio is
beyond a certain threshold.
Applying a higher threshold gives superior data quality but a smaller sample size.
One can strike the balance with the help of Figure 4.4, which shows how many lo-
cations are retained for different time spans and thresholds. Note that the x-axis is
number of years from 2016 counting backwards. For instance, there are 120 locations
retained in the dataset for 2016 for a 95% threshold. Based on Figure 4.4, we pick
90% as the threshold for a time span of five years, since further increasing the thresh-
old leads to a significant drop in the amount of available locations.
Figure 4.6 Surface water basins in South Carolina
Imputation is implemented for the rest of the missing data by calculating the
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where 𝑌𝑡 is the missing value at time 𝑡 and 𝑤∗ = 𝑤𝑡−2 + 𝑤𝑡−1 + 𝑤𝑡+1 + 𝑤𝑡+2. We
set 𝑤𝑡−1 = 𝑤𝑡+1 = 2 and 𝑤𝑡−2 = 𝑤𝑡+2 = 1 since observations closer in time to the
missing value might be more informative.
4.5 Miscellaneous Code
Besides the aforementioned modules, we have developed several utility functions to
facilitate the analysis of spatial and spatio-temporal data.
4.5.1 Load Sample Data
Users can load the rainfall and precipitation data used with our model by calling the
load_data() function. Two example datasets are shown below: one that would be
modeled with the Gaussian Process (GP) model in Chapter 3 and the other for use
with the Conditional Autoregressive (CAR) model in Chapter 5. Users can specify
their choice by setting option to “rain” or “flood”. In short, the “rain” dataset related
to the GP model contains the monthly rainfall data from 2011 to 2015, along with
covariates such as sea surface temperature, and the “flood” dataset related to the
CAR model contains daily rainfall and flood values of 365 days in 2015. Necessary
steps involving data munging have been applied to both datasets, which come as a
pandas DataFrame object. The following is an example of how to load the first few
lines of the rainfall data.
> example_1 = load_data(option='rain') #monthly rain
> print(example_1.head())
SITENUMBER DATE LAT LON PRCP SST
65
0 US1SCBK0016 2011-01-31 33.0347 -80.135 0.49 19.618
1 US1SCBK0016 2011-02-28 33.0347 -80.135 1.12 18.396
2 US1SCBK0016 2011-03-31 33.0347 -80.135 1.58 18.425
3 US1SCBK0016 2011-04-30 33.0347 -80.135 0.85 20.004
4 US1SCBK0016 2011-05-31 33.0347 -80.135 0.44 22.888
Optionally, users can specify a freq argument if they wish to aggregate data based
on a different frequency. For instance, aggregating the daily data for CAR model into
monthly data can be done by setting freq='M'.
> example_2 = load_data(option='flood', freq='M') #monthly flood
> example_2.head()
SITENUMBER DATE BASIN LAT LON PRCP GAGE_MAX_DEV
0 02110500 2015-01-31 Pee Dee 33.91 -78.71 4.93 117.09
1 02110500 2015-02-28 Pee Dee 33.91 -78.71 3.95 82.16
2 02110500 2015-03-31 Pee Dee 33.91 -78.71 3.31 114.68
3 02110500 2015-04-30 Pee Dee 33.91 -78.71 2.63 61.07
4 02110500 2015-05-31 Pee Dee 33.91 -78.71 5.32 64.40
Note that PRCP and GAGE_MAX_DEV are calculated as the monthly maximum by
default. To overwrite this setting, users can further pass a dictionary specifying
a different operation. For instance, setting agg_ops={'PRCP': np.sum} returns a
dataframe whose PRCP column contains the summation of daily rainfall for each lo-
cation.
4.5.2 Dataframe Transpose
A common operation in spatio-temporal data analysis is transposing a data frame
from a “long” format to a “wide” format. A “long” format, in our study, refers to a
dataframe with a dedicated DATE column, in particular.
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ID DATE VAR
0 02110500 DAY_1 100
1 02110500 DAY_2 200
2 02110500 DAY_3 300
3 02110500 DAY_4 400
4 02110500 DAY_5 500
5 02110501 DAY_1 100
6 02110501 DAY_2 200
7 02110501 DAY_3 300
8 02110501 DAY_4 400
9 02110501 DAY_5 500
Sometimes it is easier to assign dedicated columns for each day, which is collo-
quially referred as the “wide” format. Users can automate the conversion from wide
to long with the transpose_dataframe() function. Note that the DATE column has
disappeared and its information has been incorporated in the naming of the columns
related to VAR.
> transpose_dataframe(df, keys='ID', date_column='DATE')
ID VAR_1 VAR_2 VAR_3 VAR_4 VAR_5
0 02110500 100 200 300 400 500
1 02110501 100 200 300 400 500
Note that in the wide format, SITENUMBER is unique and each record contains the in-
formation of all five days. It is essential for users to specify the ID and DATE columns.
All other variables with repeated measurements are treated analogously to the treat-
ment of the VAR variable in the example above unless otherwise specified.
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Additionally, users can specify fixed_variables when calling the function. It
should be a list of variables that do not change over time (elevation, for example).
By doing so, the wide format generated by transpose_dataframe() contains only
one elevation column rather than elevation_i for each day.
4.5.3 Merge Data from Multiple Sources
As discussed in Section 4.1, pandas provides a series of functions to merge datasets
(pd.join, pd.merge, etc) with optimized performance, but it is more challenging to
merge data sources in a spatial study since sometimes the merging condition is less
well-defined. For instance, the rainfall and flood data in our study are collected from
nearby but distinct locations. Combining the two pieces of information is desired but
less straightforward.
We implemented an approach to do a “blurry lookup” based on the nearest neigh-
bor algorithm. The operation is similar to an SQL left join, which implies that all
rows of the left table are retained. In our study, the left table is the flood values table
with latitude and longitude, and the right table contains rainfall information. For
each row (location 𝑖) in the left table, we find a location 𝑗 in the right table that is
closest to it. We add the rainfall information at location 𝑗 to location 𝑖 for each 𝑖 in
the left table. Users can merge any two tables as long as the location information is
complete in both dataframes. The function is merge(left, right, start, end)
in which start and end are optional functional arguments to truncate the dataset
based on date and time information.
Some under-the-hood optimization is done when there are multiple stations shar-
ing the same location, in which case the lookup operation happens only once. In other
words, the time complexity of this algorithm is proportional to unique stations in the
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dataset. This can greatly reduce the computation time, since in a spatiotemporal
dataset there are multiple duplicates due to repeated measures on different days.
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Chapter 5
Conditional Autoregressive Model for Flood
Data from South Carolina
The covariance structure for a flood model is different from that of a precipitation one,
because flood data has more localized behavior. In other words, movement of water
within the hydrological cycle is, more often than not, restricted within a watershed.
5.1 Watershed
A watershed is an area of land where rainfall accumulates and drains off into a river,
bay or other body of water. Other terms used interchangeably with watershed are
drainage area, catchment basin and water basin. The watersheds have different scales
and are organized hierarchically. A watershed may be small and represent a small
stream within a larger system.
The size of a watershed is reflected by the hydrologic unit code (HUC), which is a
unique code to be assigned to each hydrologic unit. As one can see in Table 5.1, the
hydrologic unit indexed by a two-digit code covers the largest area while the 12-digit
code corresponds to the smallest scale.
The choice of hydrologic unit scale determines the adjacency matrix since all lo-
cations in the same area are marked as “neighbors”. An extended discussion of the
adjacency matrix can be found in Section 5.2. We pick a proper scale of segmentation
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Table 5.1 Hydrological unit code. Fewer digits implies larger hydrological area.
2-digit HUC first-level (region)
4-digit HUC second-level (subregion)
6-digit HUC third-level (water basin)
8-digit HUC fourth-level (catchment)
10-digit HUC fifth-level (watershed)
12-digit HUC sixth-level (subwatershed)
(Figure 5.1) so that each area has more than one observation. Note that a 6-digit
HUC corresponds to a water basin. 8-digit and 10-digit HUCs are commonly referred
as catchment and watersheds, respectively.
Figure 5.1 Surface water basins in South Carolina
Among the eight regions shown in Figure 5.1, the Salkehatchie River Basin has
the fewest number of observational stations. Table 5.2 summarizes the number of
available stations for each water basin after filtering out missing data. (An extended
discussion of handling missing data can be found in Section 4.4).
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Table 5.2 The number of observations in each waterbasin.
Name of Water Basin Number of Stations
Broad River Basin 20
Savannah River Basin 17
Pee Dee River Basin 14
Santee River Basin 13
Catawba River Basin 11
Saluda River Basin 10
Edisto River Basin 7
Salkehatchie River Basin 2
5.2 Adjacency Matrix
The concept of the adjacency/proximity matrix W is first introduced by Cressie
(1993) in areal data analysis to reflect the dependence among nearby locations. The
entries 𝑤𝑖𝑗 in W describe the connection between location 𝑖 and 𝑗 in some fashion.
Typically, one can build the adjacency matrix based on either a distance or a
binary status. For instance, one can define 𝑤𝑖𝑗 = 1 if 𝑖 and 𝑗 share some common
boundary and 0 otherwise. Alternatively, 𝑤𝑖𝑗 could reflect “distance” between units.
Further modifications can be made as well. For instance, we could set 𝑤𝑖𝑗 = 1 for all
𝑖 and 𝑗 within a specified distance. Or, for a given 𝑖, we could get 𝑤𝑖𝑗 = 1 if 𝑗 is one
of the 𝐾 nearest (in distance) neighbors of 𝑖.
In the context of our study, we define the adjacency matrix based on the afore-
mentioned watershed information. Specifically, if two locations are within the same
basin, then 𝑤𝑖𝑗 = 1 and 𝑤𝑖𝑗 = 0 otherwise.
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5.3 Model Setup
Our model setup is largely inspired by conditional autoregressive modeling (CAR),
which is a standard method in spatial data analysis. However, the primary use of
the CAR model generally arises from areal data in which the proximity matrix can
be naturally defined. States sharing borders, for example, are first-order neighbors.
In contrast, our data are point-referenced, and the definition of “neighbors” involves
the some external information, e.g., watersheds.
The essential idea of the CAR model is that the response variables estimated at






Note that 𝑤𝑖𝑖 = 0, and 𝜎2𝑖 is a spatially varying covariance parameter. One can
further simplify this setup by assuming the conditional variance is constant.
We extend the CAR model by introducing more covariates, e.g., rainfall volume,






𝑤𝑖𝑗𝑦𝑗 + 𝛽0 + 𝛽1𝑥𝑖 + 𝛽2𝑥𝑖 + ⋯ + 𝛽𝑘𝑥𝑖, 𝜎2𝑖 )
In the standard CAR model, spatial weights are often computed using natural
borders or some form of distance decay function. We define W, however, based on
the watershed information. Specifically, 𝑤𝑖𝑗 = 1 if two locations are within the same
basin and 𝑤𝑖𝑗 = 0 otherwise.
Expressing the CAR model in matrix terms brings significant computational ben-
efits. Applying Brook’s Lemma assuming zero conditional autoregressive effects gives
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us y ∼ N𝑛(X𝛽, 𝜎2(I − 𝜌W)−1), where X𝛽 is the expected level of the response vari-
able determined by the predictors. We assume constant spatial variance, 𝜎2, and W
is the proximity matrix whose (𝑖, 𝑗)th element is 𝑤𝑖𝑗, which is equal to 1 or 0 depend-
ing on whether 𝑖 and 𝑗 are in the same water basin. Note that taking advantage of
the fact that I − 𝜌W is a sparse matrix can further accelerate the MCMC sampling.
See Section 5.4 for more on this.
Additionally, we define the priors in a relatively non-informative way. Specifically,
𝛽𝑝 ∼ 𝑁𝑝(0, 106 ⋅ I), 𝜌 ∼ 𝑈(0, 1) and 𝜎2 ∼ InvGamma(0.001, 0.001).
5.4 Sparse Matrix Implementation
A sparse matrix is a matrix where most elements are zero. By contrast, a matrix is
considered dense if most elements are nonzero. A measure to quantify the sparsity of
a matrix is the number of zero-valued elements divided by the total number of ele-
ments. As a rule of thumb, a matrix is considered sparse when its sparsity is greater
than 0.5. The covariance matrix in the aforementioned CAR model is largely based
on our adjacency model, and has a sparsity of 0.86.
Once a sparse matrix is recognized, one can use specialized algorithms and data
structures to accelerate computation. This is because memory and computing power
are wasted on the zeroes if we employ a standard dense-matrix algorithm. Specifi-
cally, a dense matrix is typically stored as a two-dimensional array, and each entry
in the array represents an element 𝑎𝑖𝑗 of the matrix. One can access any element by
specifying the row index 𝑖 and the column index 𝑗. In contrast, in a typically sparse
matrix representation, only the nonzero entries are stored and thus memory use can
be reduced substantially. As a tradeoff, retrieving individual elements becomes more
complex in a sparse matrix.
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In practice, there are several representations of a sparse matrix. While some
types stand out for their efficient modification, such as DOK (Dictionary of Keys)
and COO (Coordinate List), others, e.g., Compressed Sparse Row (CSR), support
fast matrix operations. CSR suits our needs better since evaluating a multivariate
normal distribution involves matrix multiplication, and thus is implemented as part
of our model.
The compressed sparse row (CSR) represents a matrix by three one-dimensional
arrays: the nonzero values, the row indices, and the column indices. Note that the
row indices are not defined in a straightforward manner. An example is given as
follows to demonstrate how a CSR representation is implemented.
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝
0 0 0 0
5 8 0 0
0 0 3 0
0 1 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠
The three vectors to represent the example sparse matrix is
A = [5, 8, 3, 6] IA = [0, 0, 2, 3, 4] JA = [0, 1, 2, 1].
The array A is the nonzero values, whose column indices are stored in JA. For
instance, 3 is in the third column and thus the third element in JA is 2, which stands
for the third column since a zero-based index is used. On the other hand, IA con-
tains the row information and is defined recursively, where IA[0] = 0 and IA[i]
= IA[i-1] + k. Note that k is number of nonzero elements on the 𝑖th row in the
original matrix. According to this definition, the length of IA is 𝑚 + 1 when the ma-
trix has 𝑚 columns, and the last element in IA is always the number of nonzero values.
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The sparse matrix stored in CSR is efficient in matrix-vector multiplication due
to the structure of IA and JA. For instance, multiplying [5, 8, 0,0] by another
vector, say [1, 0, 9, 9], requires only retrieving nonzero values at location 0 and 1
from the second row. The location information is conveniently stored in JA, and the
length of nonzero values can be found in IA. Since we only need to compute the dot
product of [5, 8] and [1, 0], the computation is reduced by half. In practice, we
observe a six-to-ten times boost in sampler performance by switching from a dense
matrix implementation, since the adjacency matrix has greater sparsity.
5.5 Covariates
Major predictors that we consider include precipitation, elevation and a flood season
indicator.
The National Weather Service (NWS) collects precipitation information, and a
typical data area is a gridded field with a spatial resolution of approximately four by
four kilometers. The record is an accumulation in inches of 24-hour periods. Daily
rainfall data values from 2011 to 2015 were retrieved from the NWS for our study.
However, we fit model using only the daily data from 2015.
Elevation information, which might account for the water movement, is also in-
cluded as a predictor. The elevation information is obtained based on the Shuttle
Radar Topography Mission, which is an international research effort that obtained
digital elevation models on a near-global scale from 56∘S to 60∘N. It is a joint ef-
fort of NASA, the German and Italian space agencies, and the National Geospatial-
Intelligence Agency to generate the most complete high-resolution digital topographic
database of Earth.
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We add a dummy variable, a flood season indicator, for September, October and
November, in which abnormal weather patterns are the mostly likely to occur. More
importantly, an interaction term of the flood season indicator and precipitation is
included, so that we can explore whether a difference in rainfall effect on flood levels
exists across seasons. Specifically, if such an interaction variable manifests itself as
positively significant, one can draw the conclusion that during September to Novem-
ber, rainfall increases are more likely to lead to an expected rise in gage levels.
Lastly, a first-order autoregressive term is also included along with the covariates,
to account for the time lag in gage rise caused by the precipitation. The optimal
order of autoregressive component is determined by inspecting the ACF and PACF
of the residuals, along with a comparison of mean squared errors with models with
more or fewer autoregressive terms. See Section 5.7 for more on this.
5.6 Model Fitting
5.6.1 Scaling
Scaling is implemented for the gage level measurements since baseline levels vary
drastically across locations. For instance, Station 02160991, located in the Broad
River near Jenkinsville in South Carolina, has an average gage level of more than 200
feet, while the Waccamaw River, for example, is barely several feet above sea level.
To account for the disparity, we use 𝑦𝑖𝑗 − ̃𝑦𝑖⋅ as the response variable, where 𝑦𝑖𝑗 is the
original gage level for location 𝑖 on 𝑗th day, and ̃𝑦𝑖⋅ is the median of location 𝑖 over
10 years. Figure 5.2 is a time series plot of five randomly selected locations for gage
levels after scaling.
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Figure 5.2 Time series plot for five randomly selected locations after the median
level has been removed.
5.6.2 Result
We sample four chains from the posterior distribution of 𝛽, 𝜏 and 𝜌, and 95% credible
intervals are reported as follows. The posterior distribution and trace plots are given
in Figure 5.3.
Table 5.3 Parameter estimates of CAR model.
Parameter Variable Point Estimate 95% Credible Interval
𝛽0 Intercept -0.0376 (-0.0522, -0.0236)
𝛽1 Precipitation 0.1355 ( 0.1227, 0.1484)
𝛽2 Flood Season Indicator -0.0045 (-0.0108, 0.0018)
𝛽12 Interaction 0.0445 (0.021, 0.0674)
𝜌 Temporal Correlation 0.9807 (0.9788, 0.9826)
𝛼 Spatial Correlation 0.5294 (0.0883, 0.8584)
𝜏 Spatial Variability 45.5587 (34.7916, 57.3599)
We initially found that the season dummy variables were not significantly related
to the gage level after including the aforementioned flood season dummy variable.
Hence, these variables are not included in the final model. The elevation information
is also excluded from the model for a similar reason.
Precipitation has a significant effect on the flood level, and a rise of one inch
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Figure 5.3 Posterior distributions and trace plots from CAR model. The x-axis is
the number of iterations.
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precipitation leads to an 0.13 inch increase in the gage measurements on average,
holding other factors constant. 𝛽2, the coefficient for the flood season dummy variable,
is not significant since its interval contains zero. However, the parameter of the
interaction of these two indicates that the effect of rainfall on gage levels are different
across seasons. Specifically, during the flood season, rainfall contributes to a larger
rise (0.04 inches more) in the gage level. In other words, a stronger connection between
precipitation and flooding can be observed during the flood season compared to other
times of the year.
5.7 Model Diagnosis
In this section, we examine the CAR model from several different perspectives. From
a temporal point of view, the residuals from the model is supposed to be mostly free
from autocorrelation, and the autocorrelation function (ACF) and partial autocorre-
lation (PACF) are used; from a spatial point of view, any obvious patterns should
be absent in the plot when residuals are displayed on the map. In addition, we also
propose to modify the distribution of errors to handle the heavy-tail data.
5.7.1 PACF and ACF
The autocorrelation function (ACF) and partial autocorrelation (PACF) provide a
systematic way to identify the number of AR (autoregressive) and MA (moving aver-
age) terms needed in the model. Finding the ACF involves calculating the correlation
coefficient of the lagged time series and the original time series. Note that, when the
lag 𝑘 = 3, for instance, we omit the last 3 data points from the initial time series
since identical length is required.
In general, the “partial” correlation between two variables arises in the presence
of other variables. For example, in a regression setting of 𝑌 against three covariates
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𝑋1, 𝑋2, 𝑋3, the partial correlation between 𝑌 and 𝑋3 is the amount of correlation
between 𝑌 and 𝑋3 that is not explained by their common correlations with 𝑋1 and
𝑋2. Similarly, in the time series setting, the PACF at lag 𝑘 is the correlation that
cannot be explained by the terms at shorter lags.
Some rules are established to identify the model structure based on ACF and
PACF. For example, if the PACF displays a sharp cutoff while the ACF decays more
slowly, the autocorrelation pattern can be explained more easily by adding AR terms
than by adding MA terms. This tends to arise in series which are slightly underdif-
ferenced, and AR term acts like a partial difference in the model.
In principle, any autocorrelation pattern can be removed by adding enough au-
toregressive terms but this is not the most efficient way sometimes. Including MA
terms might be a better solution for a given pattern of autocorrelation. In fact, the
ACF plot plays the same role for MA terms that the PACF plays for AR terms.
In other words, the ACF indicates the number of moving average terms needed to
remove the autocorrelation. Hence, if the ACF cuts off at lag 𝑘, this indicates that
exactly 𝑘 MA terms should be used in the forecasting equation.
Fitting the aforementioned CAR model without autoregressive terms results in
the ACF and PACF in Figure 5.4. Specifically, we average the residuals over all
locations within each water basin. Considering the slow decay in the ACF plot and
the cut-off pattern in the PACF plot in conjunction, it is appropriate to include an
AR(1) term in the CAR model.
To evaluate the effectiveness of the autoregressive model, we plot a time series
plot (Figure 5.5, left panel) after averaging out residuals spatially. We also calculate
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Figure 5.4 The ACF and PACF of residuals from the CAR model without
autoregressive term. Left panel: ACF plot; right panel: PACF plot. The x-axis is
the number of lags, and the y-axis is the correlation coefficient.
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the 2.5% and 97.5% percentile, and thus the shaded area indicates the range of 95%
of all residuals. No apparent autocorrelation pattern is detected, although the last
few observations indicate increased volatility in the gage level. The absence of an
autocorrelation pattern is attributed to the autoregressive term, since a CAR model
without the AR(1) term gives the residual time series plot that shows a more obvious
autocorrelation pattern and more variability (Figure 5.5, right panel).
Figure 5.5 The time series plot of residuals from the CAR model. The shaded area
contains 95% of residuals. Left panel: with AR(1) term. Right panel: without
AR(1) term.
5.7.2 Spatial Distribution of Residuals
One can employ Moran’s I test to formally test the existence of spatial correlation.
We can, however, visually examine the distribution of residuals with the plotting
system introduced in Section 4.2, which displays both the size and sign of residuals.
It is a powerful tool to find patterns, e.g., where most residuals on the east side are
positive and west side negative.
We examine the residuals in two approaches: daily view and yearly view. The
daily view uses the raw residuals directly from the model and plots them on the map
of South Carolina. The yearly view displays data in the same way except it performs
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a yearly aggregation operation before that. For simplicity, Figure 5.6 gives the yearly
view, from which one can conclude that the residuals are fairly evenly distributed,
and no certain area shows signs of overestimation or underestimation.
Figure 5.6 The residuals from the CAR model on the map of SC.
Another way to examine the residuals spatially is to group them by water basin.
We plot the histogram of in-sample prediction residuals for each water basin. Fig-
ure 5.7 suggests that the residuals are roughly symmetric and unimodal.
5.7.3 Heavy-Tail Residuals and Remedy
The gage data manifest a heavy-tail distribution after scaling (Figure 5.8), since maxi-
mum values of daily gage level might intrinsically contain more variability. The data
are also slightly skewed to the right possibly due the occasional hurricanes, which
cause short-term and severe rises in the gage levels.
Fitting the CAR model assuming normal errors gives the QQ plot in Figure 5.9,
which indicates a violation of normality. Rather, we propose using the error terms
that follow either a t or Laplace distribution. We pick the degrees of freedom 3 for
the t distribution since 𝜈 = 3 defines a distribution with reasonably heavy tails and
guarantees that both expectation and variance exist. Alternatively, one can also set
𝜈 as a hyper-parameter which can be sampled from the posterior distribution.
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Figure 5.7 The histogram of residuals by watersheds.
Figure 5.8 The histogram of gage measurements after scaling
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Figure 5.9 The QQ plot residuals assuming normal errors.
A comparison of residuals is given among the three assumptions for error terms
(Figure 5.10). The residuals from the normal error model manifest a heavy tail
distribution, which is consistent with the QQ plot in Figure 5.9. In contrast, a model
based on Laplace or t distribution represents the data fairly well and no extreme
residuals are present.
Figure 5.10 The residuals from three assumptions on error terms.
Although the models based on the t distribution and the Laplace distribution
might give similar residual distributions based on Figure 5.10, the t distribution
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where 𝜈 = 3 (right panel, Figure 5.11) is slightly better in terms of its QQ plot than
the Laplace (left panel, Figure 5.11).
Figure 5.11 The QQ plot and histogram of residuals assuming normal errors.
Additionally, the three error assumptions yield different parameter estimates. No-
tably, the estimation based on the two heavy-tail assumptions are close and the re-
ported result in Section 5.6.2 is based on the t distribution with 3 degrees of freedom.
The normality assumption yields much different results. We report the other two
parameter estimation results in Tables 5.4 and 5.5 for interested readers.
Table 5.4 Parameter estimates of CAR model based on normality.
Parameter Variable Point Estimate 95% Credible Interval
𝛽0 Intercept -0.0261 (-0.0575, 0.0044)
𝛽1 Precipitation 0.3115 ( 0.2731, 0.3497)
𝛽2 Flood Season Indicator 0.1577 (0.1296, 0.1861)
𝛽12 Interaction 0.3764 (0.3309, 0.4228)
𝜌 Temporal Correlation 0.8914 (0.8866, 0.8962 )
𝛼 Spatial Correlation 0.6719 (0.1997, 0.9206)
𝜏 Spatial Variability 17.9818 (11.4508, 26.6073)
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Table 5.5 Parameter estimates of CAR model based on the Laplace distribution.
Parameter Variable Point Estimate 95% Credible Interval
𝛽0 Intercept -0.0348 (-0.048, -0.0215 )
𝛽1 Precipitation 0.1539 (0.1358, 0.173 )
𝛽2 Flood Season Indicator 0.0034 ( -0.0033, 0.01 )
𝛽12 Interaction 0.1966 ( 0.1623, 0.2314 )
𝜌 Temporal Correlation 0.9694 (0.9668, 0.972 )
𝛼 Spatial Correlation 0.4705 (0.0506, 0.8355 )
𝜏 Spatial Variability 47.3369 (35.9454, 59.6911 )
5.8 Model Comparison
It is of interest to evaluate the forecasting capability of the aforementioned CAR
model since the gage observations, in and of themselves, are time series data, and
predicting incoming flood events might be helpful for early evacuation of certain ar-
eas in practice. We compare out-of-sample predictions for the first week of 2016 with
the ground truth and calculate the mean square error and the mean absolute error
as metrics since they can be applied to any type of models as long as the response
variables are continuous.
In the meantime, we consider several other models to compare with the CAR
model: generalized linear regression, random forest and boosting trees. Comparing
the linear model with CAR highlights the necessity of including a proximity ma-
trix since a customized covariance structure is the major difference. Random forest
and boosting trees, two popular machine learning algorithms, can give decent bench-
marks of model performance. Random forest and boosting trees are both tree-based
algorithms and entropy is used as the loss function, but the random forest works
in parallel while adaptive boosting works sequentially. Specifically, a random forest
obtains results by taking the average of each decision tree regression, while adaptive
boosting builds decision trees iteratively, and the weight of each observation is ad-
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justed until convergence.
For a fair comparison, all three models include the same covariates as the CAR
model: precipitation, a dummy variable for the flood season and the interaction of the
two. However, the spatial information is handled differently. Rather than defining a
covariance matrix based on the basin information, we include the water basin as a
categorical variable with 8 categories. The mean square error (MSE) and the mean
absolute error (MAE) are reported in Table 5.6.
Table 5.6 The comparison of the out-of-sample predictions.
Model MAE MSE
CAR model 0.3077 0.2903
Linear Model 1.2638 3.0411
Random Forest 1.3041 3.4282
Boosting Trees 1.5557 4.3659
Notably, including the dummy variables for seasons (spring, summer, fall and
winter) improves the MSE and MAE for the benchmark models although we eliminate
them in the CAR model due to a lack of statistical significance. Including the season
dummy variable and refitting the benchmark models closes the gap in MSE and MAE,
as shown in Table 5.7.
Table 5.7 The comparison of the out-of-sample predictions. Season dummy
variable included for benchmark models.
Model MAE MSE
CAR model 0.3077 0.2903
Linear Model 0.7923 1.724
Random Forest 0.7370 1.226
Boosting Trees 0.772 1.1515
Another means of comparison is related to the usefulness of covariates. It is
of interest to find out if a variable considered as “significant” in one model is also
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important in another. One can use the 𝑝-value in the linear model to determine the
usefulness, while variable importance for the random forest serves a similar goal. In
short, a variable’s importance in random forest models is measured by the amount
of entropy reduced after it is added to the full model. In Table 5.8, we present the
feature importance based on two tree-based models: random forest (RF) and boosting
tree (BT). Note that the Salkehatchie River Basin is considered as the baseline level
and thus not present in Table 5.8.




Flood Season Dummy Variable 0.0 0.0
Interaction (𝛽12) 0.0 0.0
Broad River Basin 0.0229 0.1751
Savannah River Basin 0.0327 0.0133
Pee Dee River Basin 0.0439 0.0245
Santee River Basin 0.1042 0.0441
Catawba River Basin 0.0055 0.1929
Saluda River Basin 0.0241 0.0032
Edisto River Basin 0.0877 0.0691
One can conclude that both random forest and boosting trees recognize rainfall
as an important predictor. However, the basin information enters the model via
categorical variables, whose low feature importance suggests that the location infor-
mation is under-utilized by the tree-based models. Besides, the tree-based models
also fail to recognize the importance of the dummy variable and its interaction with
precipitation, which explains the worse performance compared to the CAR model.
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