The level of the yield curve is strongly associated with a very important macroeconomic variable for developing economies: the inflation. Therefore, it becomes relevant for economic studies the development of a time series model that can accurately predict this variable. This article proposes the estimation and prediction of the yield curve level using the GAS (Generalized Autoregressive Score) class of time-varying coefficient models. The formulation of these models facilitates a general framework for time series modelling presenting a series of advantages, including the possibility of specifying any conditional distribution deemed appropriate for the yield curve level. In addition, the complete structure of the predictive distribution is transported to the mechanism that updates the time-varying parameters, via score function. When analyzing the evaluation criteria, the measures of adherence, and both Wilcoxon and Diebold & Mariano tests, it was verified that the adjustment of the GAS model (2,2) with gamma distribution to the series containing the Brazilian Yield Curve level of January 2006 and February 2017 presented a satisfactory result.
parameters estimated for all three distributions tested, as well as the tests and diagnoses applied to the waste, the criteria for model assessment and the chosen efficiency tests named Wilcoxon and Diebold & Mariano. Section 4 presents the main conclusions of this paper. Finally, section 5 describes the possible future developments of this research.
Literature Review
The yield curve can be modeled using the metrics of main components of Siegel (1987) and Diebold and Li (2006) this methodology is considered, in the literature, as a benchmark in The Yield Curve estimation.
"Nelson Siegel's model establishes a functional form of four parameters that seeks to approximate the forward rate curve by a sum of exponential functions. It is a parametrically parsimonious model able to generate term structures with very similar formats to those observed in the financial market" (Franklin et al., p. 8, 2012 ).
The Nelson-Siegel technique was used by Diebold and Li (2006) to model the Yield Curve. They showed that time-varying parameters can be interpreted as factors corresponding to the level, slope and curvature and that can be estimated with high efficiency. In This model the Yield Curve can be decomposed and explained by three components, namely: 1 , 2 and 3 , that can identify the movements in the level, in the slope and in the curvature of the interest curve, respectively. The first component 1 is associated with essentially parallel movements that occur in instruments with long-and short-term maturities, but with less intensity in the short-term. Litterman and Scheinkman (1991) realized that the second component reflects the slope of The Yield Curve. This interpretation was verified when the rotation that occurred in relation to an average curve was observed. The third component was called by the authors curvature. As described by Litterman and Scheinkman (1991) it is mainly associated with volatility.
Interest Rate and Macroeconomic Variables
According to Shousha (2008) in Brazil as in most industrialized countries, the Central Bank uses as a monetary policy instrument the short-term interest rate. However, it is the longest rates that matter to determine the aggregated demand. This is because the agents' credit cost depends on rates with different terms. As Shousha (2008) defined, long-term interest rates are determined by the future expectation of short-term rates adjusted by the risk of withholding such securities. These long-term rates have a risk premium component associated with the duration of the contracts, also known as term premium.
Based on Siegel (1987) whatever the objectives of economic policies may be, The Yield Curve should be considered by its effects on the level of activity and on inflation, through consumption. The Yield Curve is also important for investors in the financial market because it serves as a reference for calculating the expected returns from more elaborated financial operations, for instance operations that involve credit risk, with coupon payment, or post-fixed rates. Silveira (2005) and Matsumara and Moreira (2005) apud Shousha (2008) are the first authors to explicitly employ macroeconomic variables in a curve model to try to explain the dynamics of The Yield Curve. A potential cause for this incipience is the absence of long-term applications in Brazil because of the long inflationary experience and economic instability.
In his article Obara (2014) detected an association between macroeconomic variables and The Yield Curve. According to the author, this result may indicate a dynamic in which the agents observe the macroeconomic variables and, because of this information, he transfer their monetary policy expectations throughout The Yield Curve.
Numerous studies have shown that the level component (long-term interest) is related to a very important macroeconomic variable, mainly for underdeveloped countries, that is, inflation (Ejsing, Garcia, & Werner, 2007; Shousha, 2008; Vicente & Graminho, 2014; and Bernz, 2014) . Therefore, estimating this variable correctly can help predict inflation.
In macroeconomic terms, the mapping of the Yield Curve components allows a greater visibility of the monetary policy effects on the real side of the economy. In this sense, this article aims to model one of the three components of the Yield Curve, the level, referred to in the literature as a long-term component. According Diebold and Li (2006) the level component is mainly associated with movements in the interest rates with long-term maturity. In his article Chirinos- Leañez and Pagliacci (2015) also conclude that the level component is associated with expectations of income from long-term securities.
Gas -Models with Time-Varying Parameters
The estimation of Brazilian Yield Curve level -long-term rate, 1 , -was carried out by using a class of time-varying coefficient models, called GAS (Generalized Autoregressive Score). These models, also known as Dynamic Conditional Score (DCS), developed by Creal et al. (2008) provide a general framework for modelling time series and panel data. From this framework it is possible to specify and estimate any conditional distribution which is considered appropriate to the level of the Brazilian interest rate.
In GAS models, likelihood is available in closed form, which is not the case for state space models with non-Gaussian distributions. In addition, the complete structure of the predictive distribution is carried to the mechanism of updating the time-varying parameters, via score function (Equation 5 ). These are some of the advantages of the models proposed in this article, compared to the models already consolidated in the literature.
Some well-known models used in the literature can be seen as particular cases of GAS models. Examples include conditionally heteroscedastic autoregressive models (GARCH) by Engle and Bollerslev (1986) , the autoregressive models of intensity and conditional duration, by Engle and Russell (1998) and Engle's (2002) multiplicative error (MEM) models.
Gas Models -Specifications and Properties
Consider a stochastic process with continuous state space, and Ψ vectors with time varying and static parameters, respectively. In addition, the information sets = ( 1 , 2 , … , ) and $ = ( 0 , 1 , … , ) are also defined. Thus, we characterize all information available until time − 1 as:
The conditional density is represented by:
The mechanism for updating , is similar to the one adopted in ARMA(p,q) model as it follows.
where is a vector of constants, the matrices and have adequate dimensions, determined by the dimensions of and . is a function of the past data, = ( , ; Ψ), to be detailed.
The estimate of the factors in time, , given the past observations, −1 = ( 1 , … , −1 ), for a value of Ψ, is similar to the filtering process of the models in state space ([13] ). When the observation becomes available, is computed as defined in Equation (4). In practice, the filtering process starts at time = 1 with 1 being a fixed value or, as in this article, being part of the vector of unknown parameters, Ψ.
As in Creal et al. (2008) . the weighted score vector, , present in Equation (3) is defined as being:
The score vector, ∇ contained in Equation (4), is given by:
is a weighting matrix obtained from the Fisher information matrix, being given by:
Where
Being −1 (•) = −1 (• | , −1 ; Ψ)$. The weighting mechanism of the score vector present in Equation (4) is a relevant feature of GAS models. Choosing = 0 the identity matrix ( = ) can be obtained, with which the update mechanism starts to use only the gradient for updating the time-varying parameters. If = 1/2, then one can show that −1 ( ) = 0 and −1 ( ) = 1, that is, is a martingale difference with unit variance process.
GAS Models with Gamma Density
As already describe in this article, the following distributions were tested: normal, gamma and beta. As the gamma distribution proved to be the most adequate for the data set, this section deals with the GAS models with this distribution. The time-varying parameter in this application is the scale parameter, .
The density for each (level of the yield curve) will be given by Equation (8).
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, | , , −1 -= Ψ( ) − log( ) (10) As seen, for the development of the GAS model (p,q) it will be necessary to calculate the score vector, ∇ and Fisher's information matrix, | −1 following that:
The GAS model (2,2) with gamma distribution to model the dependency structure between the levels of the Brazilian interest rate is presented below.
In which, for this application, is equal to:
A crucial step in the data statistical modeling is the investigation of the probability of the model used, to be a reasonable approximation to the true data, generating probability mechanism. In this article, the diagnostics for the models evaluation are based on tests performed on Pearson residual. The Pearson residual is defined as:
Results
This article used monthly closing spreads of the Brazilian Yield Curve, based on federal government bond rates (NTN-B) (Note 1), provided by the Brazilian Association of Financial and Capital Market Entities -ANBIMA. Altogether, 134 observations were used, referring to monthly data between January 2006 and February 2017.
According to a methodological manual available on ANBIMA´s (Note 2), website, the development of the Yield Curve is based on Svensson's 4-factor model, using the rates of NTN-Bs. To simplify the interpretation of the results, the Yield Curve estimated by ANBIMA under the aegis of Svensson's 4-factor model (op.cit.) was used to obtain the level of interest rate (long-term rate). The time series formed by Yield Curve levels from January 2006 to February 2017 is shown in Figure. 1. Vol. 11, No. 9; 2019 the objective of lengthening the federal public debt profile and stimulating the liquidity of titles (Note 3).
As it can be seen in Figure 1, The performed normality tests were: Lilliefors, Shapiro-Wilk and Anderson-Darling. All tests have as null hypothesis ( 0 ) that the series come from a normal population. As it can be seen in Tab. 1, for the complete series and the Out-of-sample Series, the normality hypothesis is rejected, to the usual significance levels (5% and 10%). For the In-sample series, the normality hypothesis is accepted.
The Table 2 illustrates the analyzed models, presenting the associated distribution, the parameters considered in each of them and then which parameter is variant in time. It should be noted that the GAS models (p,q) were tested (Adjusted) with all two parameters varying in time, as well as each individually. The Tab. 2 presents the model with the respective time-varying parameter that best fit to the data. The Table 3 presents the estimates of all statistical parameters, to each estimated parameter it is presented the standard deviation of the estimation, the t-statistic, and the p-value associated, which has the purpose of verifying if the estimated parameter is significant. Considering a level of 5% confidence, p-values lower than this level of significance lead us to reject the null hypothesis that the parameter is equal to zero. The statical parameters presented in Table 3 are related to the updating of the time-varying vectors of the GAS models (Equation 3). The statical parameters were estimated via maximum likelihood. To select the dependency dimension of the GAS models, (p,q), it was initially estimated the static version of the model (that is, with = 0 and = 0) and from the evaluation criteria, the dimensions were deepened, and then the most suitable (p,q) for each distribution (normal, gamma and beta) were selected.
The Table 4 presents the AIC and BIC evaluation criteria. These criteria shall be used to evaluate which model has the best fit. It should be noted that the selected evaluation criteria increase according to the sum of the quadratic errors, therefore, smaller values of these measures are preferable. Table 4 . Evaluation criteria Models/Evaluation criteria AIC BIC GAS (2,2) with normal dist.
-540.65 -531.13 GAS (2,2) with gamma dist.
-669.23 -654.94 GAS (2,2) with normal dist.
-668.71 -654.41
The Table. 5 presents the tests of Heteroscedasticity, Box-Ljung and Jarque-Bera in Pearson residuals. In the Homoscedasticity (Chi-Square) test the p-value did not suggest rejection of 0 , which means that, there is no evidence of heteroscedasticity. In the Box-Ljung test, there is no evidence to reject the null hypothesis, which means that, the residuals are uncorrelated. In the Jarque-Bera normality test, the null hypothesis, the hypothesis of normality of Pearson residuals, is not rejected.
To assist in the residual analysis of the GAS model (2,2) with gamma distribution, in Annex there is a graph of the residuals and the associated autocorrelation functions.
We use State Space Models -SSM (Note 4) to compare the results obtained under de GAS models. Accuracy measures can be found on Tables 6 and 7 (Note 5). As it can be seen in Table 6 (measurements of adherence calculated for the estimation series), the MAPE and the Pseudo 2 evaluation criteria, shows a better accuracy on the GAS model (2,2) with gamma distribution. The EQM evaluation criteria points to a better accuracy on the SSM. According to Table 3 (measurements of adherence calculated for the predicting series), all the evaluation criteria points to a better accuracy on the GAS model (2,2) with gamma distribution.
In Tab. 8 can be found the p-values of the Wilcoxon and Diebold & Mariano tests. The tests were applied to the estimation series (from January 2006 to 2012), using GAS models (2,2) with the normal, gamma and beta distributions. In addition, the State Space Models was also used.
The Wilcoxon test is an extension of the signal test. The test development is based on random samples from continuous populations. The data is transformed into counts of a dichotomous variable, that correspond to the observations below or above the median. In the present study, is the difference between errors made in the adjustment of the model ( ) and the errors made by the adjustment of the model ( ). The hypotheses in this case are: 0 , the adjustments provided by the two models ( , ) are equivalent; and in 1 , the adjustment provided by the model ( ) is better than the adjustment provided by the model ( ). Further details of the test are in Ferreira (2013) .
To assist in the decision-making regarding the most efficient model, the Diebold & Mariano test was employed. The test has the purpose of comparing the precision of predictions obtained through two different models. The loss function used was MAPE. The null hypothesis, 0 , is that the model ( ) and the model ( ) generate predictions of the same precision, and the alternative hypothesis, 1 is the hypothesis that the model ( ) is more accurate than the model ( ). Further details of the test are found in Diebold and Mariano (1995) . Model (i) Model (j) Statistics Z (Wilcox) P-value (DW) GAS (2,2) normal dist. SSM 5.295 0.110 GAS (2,2) gamma dist. SSM 5.002 0.086 GAS (2,2) beta dist. SSM 1.721 0.086 GAS (2,2) normal dist. GAS (2,2) beta dist. 4.926 0.077 GAS (2,2) gamma dist. GAS (2,2) normal dist. 1.636 0.005 GAS (2,2) with beta dist. GAS (2,2) with gamma dist. 5.568 0.005
As it can be seen in the Tabble 8 in Wilcoxon's non-parametric test for two paired samples, we accept the alternative hypothesis that the adjustment provided by the GAS model (2.2) is better than the adjustment provided by the State Space Models. In the Diebold & Mariano test it is accepted that the GAS model (2,2) with gamma and beta distribution is more accurate than the State Space Models.
with beta distribution, in the Diebold & Mariano test, is possible to accept the hypothesis that the GAS model (2,2) with normal distribution and the GAS model (2,2) with distribution generate predictions of the same accuracy. Note that the following hypothesis have been rejected: the model with normal distribution is more accurate than the model with beta distribution. As it can be seen in Table 6 , the MAPE of the model with normal distribution is more than double the MAPE of the model with beta distribution, so this hypothesis would not be the most appropriate. Regarding Wilcoxon's non-parametric test, it accepts the hypothesis that the adjustment provided by the model with normal distribution is better than the adjustment provided by the beta distribution model. As the Wilcoxon test is a test of counts of a dichotomous variable, the result shows that in a higher number of times the errors of the beta distribution model were higher than the errors presented by the model with normal distribution.
The Figure 2 presents the time series formed by the Yield Curve levels from January 2006 to February 2017, the predictions within the sample (06/12 to 02/17) and the predictions out of the sample (03/17 to 02/19). The predictions within the sample (from September 2012 to February 2017) were used to calculate the accuracy measurements shown in Table 7 and are shown in blue in Chart 2. As above mentioned, the GAS model (2,2) with gamma distribution can be considered as a model with good adherence to real data.
As in most non-linear and non-Gaussian models, GAS models do not have analytic expressions for the computation of + | when > 1 (See Equation 2). The forward k-step predictions were obtained by Monte Carlo (Note 6) simulation.
The Figure 2 presents the prediction of the Yield Curve levels from March 2017 until February 2019 in red.
According to the selected model -GAS model (2,2) with gamma distribution -the long-term interest rates of the Brazilian economy may present a certain stability in the selected period for the out-of-sample prediction. The Table 9 presents some recent forecasts and actual data. For these predictions the following error measures were found: MAPE (%): 8.53; EQM; 4.11(+10 −5 ) and Pseudo 2 : 32.0%. The prediction of the Yield Curve level through a model that generates a good adjustment becomes relevant for economic studies, especially because this variable has a strong relation with a very important macroeconomic variable for developing economies, the inflation.
Discussion
The article proposes the estimation of the level of the Brazilian Yield Curve -long-term rate, 1 -using a new class of models called GAS (Generalized Autoregressive Score). The proposed models have as differentials: the fact that likelihood is available in closed form, which is not the case for models in state space with non-Gaussian distributions, and that the complete structure of the predictive distribution is transported to the time-varying parameter updating mechanism, via score function.
Using models with time-varying parameters called GAS models, it is possible to estimate all the components (level, slope and curvature) of the Yield Curve. This paper focused on the estimation and prediction of the long-term interest rate, 1 . To give continuity to this work, in the future, the other components of the ETTJ ( 2 and 3 ) will be estimated and predicted via GAS models (p, q) and, using the main components model, the Yield Curve will be constructed.
For the decision of the GAS model that best fits the database, the AIC and BIC criteria were used. A residual analysis using Homoscedasticity test, autocorrelation and normality was also made. It was also observed the adherence of the models inside and outside the sample, using the evaluation criteria MAPE, EQM and Pseudo 2 . Finally, to assist in the decision-making regarding the most appropriate model, the Wilcoxon and Diebold & Mariano tests were employed. The tests have the purpose of comparing the accuracy of the predictions obtained through two different models. After all results analysis, it was concluded that the best fit to the series of the Brazilian Yield Curve level can be done via GAS model (2,2) with gamma distribution.
As seen in the literature inherent to the theme, there is evidence that macroeconomic variables are directly linked to the components of the Yield Curve, given this evidence, it is extremely important that the components of the Yield Curve are appropriately modeled and predicted. This article contributes in this sense, proposing a suitable model for the estimation and prediction of the level component of the Yield Curve.
In finance, the use GAS models to predict Yield Curve Components such as level can be very helpful to identificate trade opportunities fixed income, or price arbitrages accros developing markets. The goal of more accurately modeling the Yield Curve components is linked, besides future financial gains, to the use of these as auxiliary variables to predict end of cycles of recession and economic growth, since authors as Ang e Piazzesi (2001), Wu (2003) , Braum (2010 ), Diebolde Rudebusch (2013 showed relationships between the components of the Yield Curve and macroeconomic variables.
