Abstract. In certain signal processing problems, it is customary to estimate parameters in distorted signals by approximating what is termed a cross ambiguity function and estimating where it attains its maximum modulus. To unify and generalize these procedures, we consider a generalized form of the cross ambiguity function and give error bounds for estimating the parameters, showing that these bounds are lower if we maximize the real part rather than the modulus. We also reveal a connection between these bounds and certain uncertainty principles, which leads to a new type of uncertainty principle.
Introduction
For various applications in signal processing, it is of interest to jointly estimate the time delay and Doppler shift of a signal. Suppose that a given signal F : R −→ C is subjected to A similar problem in wideband signal processing is to estimate the time delay t d and time scale α d > 0 from the distortion attains its maximum modulus, e.g. see [8, 18, 20, 23] . While the cross ambiguity function [11] and also proves highly successful. In this paper we consider the general situation of (1.5) and take general approximations F N , G N to F, G. We then derive, in Section 3, error estimates in approximating t d by a point t N d at which A(F N , G N ), defined as in (1.6), attains its maximum modulus. These results require the unitary operator U (t) to satisfy certain properties; these are described in Section 2 and shown to hold in the examples considered.
The error estimates given in Section 3 extend work in [10] in three ways. Firstly [10] considers only the case of time delay and Doppler shift, maximizing (1.2), whereas here we allow the general situation of maximizing (1.6), thus including all the examples mentioned earlier, as well as other possible choices of U (t) such as rotation in R Thirdly we note that [10] and, as far as we are aware, all previous work in the literature, consider maximizing the modulus of the cross ambiguity function. However at the required point t d , A(F, G) attains not only its maximum modulus but also its maximum real part.
In Theorem 3.2 we give an error bound for estimating t d by maximizing the modulus of A(F, G), and in Theorem 3.1 we give an error bound gained by maximizing the real part.
In Section 4, we use a general result on symmetric operators to show, in Corollary 4.1, that the error estimate in Theorem 3.1 is better than that in Theorem 3.2. Taken together with forthcoming work on noisy data, this suggests that maximizing the real part could be better in practice than maximizing the modulus.
We also see in Section 4, extending work in [10] , that for the case s = 2, i.e. t d ∈ R 2 , upper bounds on the areas of the estimation regions in Theorems 3.1 and 3.2 can be gained from an uncertainty principle for two symmetric operators given in Theorem 4.2. Although the uncertainty principle can be quite easily derived from a known generalization of Heisenberg's uncertainty principle, the form in which it is expressed suggests extension to an uncertainty principle involving s symmetric operators, s ≥ 3. This is achieved in Theorem 4.3 for s = 3.
This gives upper bounds on the volumes of the estimation regions in Theorems 3.1 and 3.2 for s = 3, e.g. Example 2.1, but we also feel, since it is to our knowledge a completely new type of uncertainty principle, that Theorem 4.3 is also of general theoretical interest.
Generalized cross ambiguity functions
For f , g in a Hilbert space X and t ∈ S, where S is an open set in R s , s ≥ 1, we define the generalized cross ambiguity function
where for every t ∈ S, U (t) is a unitary operator on X and for some t 0 ∈ S, U (t 0 ) = I. Note that for t ∈ S,
For simplicity in subsequent derivations, we shall assume that for all f, g ∈ X and t ∈ S,
A(f, g)(t) is continuous in t.
Now take F ∈ X and for some t d ∈ S, let G be defined by (1.5). Then for any f ∈ X,
and by (2.3),
Thus both Re A(F, G) and |A(F, G)| attain their maximum at t d .
For the approximation properties considered later, we shall need the following properties.
there is a (possibly unbounded) linear operator
In addition, for F and G as in (1.5) and
Note that since Re A(F, G) attains its maximum at t d , (2.5) and (2.3) give
Let us identify some sufficient conditions for the properties (2.5) and (2.6). If we have for
where the convergence is in X, then (2.5) follows from (2.8) and (2.1).
As for (2.6), for 1 ≤ j, k ≤ s, assume that
where
The first equality is due to (2.5). For the second equality, we argue as follows. Let v r,j be a vector in R s for which only the jth component is nonzero and given by r. Then
Observe that
by (2.2) and the continuity of A
. Therefore (2.9) holds. Consequently, to obtain (2.6), it is sufficient to show 
and so
and it follows that (2.8) holds with
For j = 1, 3, (2.4) holds by integration by parts, while for j = 2, (2.4) clearly holds. Also 11) and all other such derivatives are zero. It follows that in all cases (2.10) holds, where for the case (2.11) we recall (2.7).
We note that in the above example the operators U (t), t ∈ R 2 × (0, ∞), form a Lie group. Moreover it can be seen that each operator T j (t) can be written in the form T j (t) = 
12)
and ϕ = (ϕ 1 , . . . , ϕ s ).
by (2.12), which is the required analogue of (2.8). From (2.4), it is easily seen that for
The two terms on the right vanish by (2.7) and (2.10) respectively, which gives the required analogue of (2.10).
Remark 2.1. Note that for t ∈S,
by (2.1), and so Proposition 2.1 is essentially considering a change of variable in A(f, g).
The next three examples correspond to the practical scenarios highlighted in Section 1 and all are obtained by a change of variable in Example 2.1. 
From (2.12), the operatorT 1 (t) equalsT 1 , t ∈ R, whereT 1 f := f .
Example 2.3. (Translation and modulation)
Define ϕ :
Here for t, ω ∈ R,
We note that in the literature, the term e 
Here for t ∈ R, α > 0,T
Our next example is also gained by a change of variable in Example 2.1 and we shall see shortly that it is central to target estimation in sonar and radar as in [1] .
Here for ω ∈ R,T
We note that this cross ambiguity function could also be obtained by applying the cross ambiguity function in Example 2.2 to the Fourier transforms of f and g.
In [1] , they consider the range-angle ambiguity function A(r, θ) which can be expressed as
where In [7] , a notion of generalized ambiguity functions for f, g ∈ L 2 (R) is introduced, which is defined as
is a 2 × 2 real matrix with determinant ±1. This extends the symmetric version of (2.13) given by b 11 = 1,
While the formulation in [7] is different from here, it is interesting to note that the nondegenerate cases of (2.16), i.e.
b 11 b 12 = 0, are also obtainable from (2.1). More precisely, by multiplying the normalizing constant |b 11 b 12 | to (2.16), the resulting cross ambiguity function may be written in the form of (2.1) for appropriate unitary operators U (t, ω), t, ω ∈ R. Further, the corresponding operators T 1 (t, ω) and T 2 (t, ω) can be identified and shown to satisfy (2.4), (2.8) and (2.10).
It is also worthwhile mentioning that in [2, 14] , ideas on unitary equivalence in signal analysis and processing tools, especially time-frequency representations, are introduced and investigated. They generate new classes of such tools from existing ones by applying a unitary transformation to the signal before performing standard processing to the transformed signal.
In a similar vein, we may apply a unitary operator V to f, g ∈ X in (2.1) to obtain
which is again a generalized cross ambiguity function of the form (2.1).
Approximation
We return to the general situation of Section 2, where we take F ∈ X and define G by
in X. The approaches developed in [10, 11] are special cases of this setting. For h = Re A(F, G) or |A(F, G)|, we recall that h attains its maximum at t d . We shall suppose that 
Proof. By (2.1) and (2.2), for t ∈ S,
which gives the result. Lemma 3.1 was proved in [10] for the special case of Example 2.3. The following result was also proved in [10] . Proof. We give a proof here for completeness. The condition (3.2) is clearly equivalent to h attaining its maximum at the unique point a, and for any sequence (y N ) in Y ,
Although Lemma 3.2 can be proved so easily, it is very useful for us as it requires very few conditions, e.g. no continuity of the functions h, h N and no uniqueness of the point a N where h N attains its maximum.
(Y ) and denote by M the s × s matrix given by 
The following is a simple extension of a result in [10] . 
Proof. Applying Taylor's theorem to h about a, we see that for all x in some neighborhood of a,
Since lim N →∞ a N = a, for all large enough N , a N lies in this neighborhood and so
The result then follows from (3.6), (3.7) and (3.4).
We now consider the general situation of Section 2 and study two cases:
Case I:
Case II:
In both cases we know that h attains its maximum at t d and we assume that h N attains its maximum at t We now apply Lemma 3.3 to consider the error t
) and then from (2.6), (2.3) and (2.4),
Case I: Denote by B the s × s matrix given by
Thus B ≥ 0. We assume B > 0, which will be the case if 
where E B (c) is defined as in (3.4) , B given by (3.9) and
In (3.12), we have used G = F . We note that by (3.4) and (3.10),
and
by (2.3), (2.5) and (3.8). Writing
Denote by C the s × s matrix given by
As for Case I, we have C ≥ 0 and assume C > 0, which is the case if 
where E C (c) is defined as in (3.4) , C given by (3.14) and (3.13) , and c by (3.12).
Inequalities
We now see that the error bounds are smaller for Case I than for Case II, i.e., recalling 
Proof. For µ ∈ R s , define the real symmetric s × s matrix P (µ) by
Fix x ∈ C s and define
As in the calculation leading to (3.10), for
Then for µ ∈ R s , and µ ∈ R s defined by (4.3),
where We now take s = 2 and consider a bound on the areas of the regions E B (c) and E C (c) in (3.11) and (3.15). Recalling (3.5), we see that
To gain a lower bound on det C, we recall the following generalization of Heisenberg's uncertainty principle which appears in [17] , extending work in [6] . Take symmetric operators 8) where B and C are 2 × 2 matrices defined by (4.1)-(4.3).
Proof. Now
and so (4.6) can be written as
Recalling (4.1), for s = 2, we get (4.7). In addition, replacing S j by S j − µ j I, j = 1, 2, and using (4.2) and (4.3) gives (4.8).
While (4.7) and (4.8) follow easily from (4.6), they can be viewed as a new type of uncertainty principle which involves the determinants of the matrices B and C. For s = 2, the diagonal entries of B are S j F 2 , j = 1, 2, and those of C are
F 2 , j = 1, 2. These are exactly the quantities appearing in uncertainty principles of the Heisenberg type, e.g. see [12] . Now applying Corollary 4.1 with s = 2, we see from (4.4) and (4.5) that for any c > 0, 9) where the second inequality is given by Theorem 4.2 with S j = iT j (t d ), j = 1, 2. We illustrate this with Example 2.3, where c is given by (3.12) . In this case, it follows from (2.14) that
, and (4.9) becomes
by (3.12). Unlike the uncertainty principles in [16] that address how sharply peaked the cross ambiguity function (1.2) could be, the inequalities obtained from Theorem 4.2 focus on the interplay of the functions
, from (2.8), which lead to bounds for the areas of the regions E B (c) and E C (c).
The above work suggests extending the uncertainty principles (4.7) and (4.8) to s ≥ 3.
We shall do this for s = 3. These uncertainty principles are of a different type from the uncertainty principles in [9] on multiple pairs of symmetric operators. 11) where B and C are 3 × 3 matrices defined by (4.1)-(4.3), and
Proof. Consider the 3 × 3 matrix B as defined in (4.1) and also the 3 × 3 matrix Q whose entries are given by
Recall that B is real symmetric and note that Q is Hermitian. For
and so B ≥ 0, Q ≥ 0. Now 
Since Q ≥ 0, we have det Q ≥ 0. Then recalling (4.1) gives the uncertainty principle
which we can also write as (4.10) with ξ as in (4.12). Furthermore, replacing S j by S j − µ j I, j = 1, 2, 3, with µ j as in (4.3), and recalling (4.2) gives (4.11).
Unlike the case s = 2, the right-hand sides of (4.10) and (4.11) may be different, though
We may employ Theorem 4.3 to obtain an inequality analogous to (4.9) for the case s = 3 in terms of the volumes of the regions E B (c) and E C (c) in (3.11) and (3.15) . This is possible because by (3.5),
Then taking S j = iT j (t d ), j = 1, 2, 3, as before and using (4.4) yields such an inequality.
It would be interesting to extend Theorem 4.3 to s ≥ 4, but we have as yet been unable to do it.
Interpolation
Recall from (3.1) that we are approximating functions F , G in a Hilbert space X by dt, ω ∈ R.
We choose ∆ > 0 with 2∆Ω ≤ 1. Then Shannon's sampling theorem states that for f ∈ X,
where u denotes the sinc function
The convergence in (
The truncation error in the L 2 (R)-norm, which we require here, is estimated simply by applying Parseval's identity followed by a direct calculation, while more involved pointwise estimates are extensively studied in the literature (see for instance [15] ).
Thus for F ∈ X, N = 1, 2, . . ., we define
and we have the error estimate
Making the corresponding definition for G N , (3.12) gives c = 4µ∆
For Examples 2.3 and 2.4, this approach is used respectively in [10, 11] We shall also assume that φ is bounded and
Note that conditions (5.3) are satisfied provided that
for some c > 0, γ > 1/2. Now for σ > 0 and an integer K ≥ 1, define for f ∈ X, x ∈ R,
The convolution integral (5.4) and its discretized version (5.5) are rather standard formulations (see for instance [4] ), and their convergence in L 2 (R) can be proved easily.
and thus
(R) as σ → ∞, which gives the result.
Proof. Since φ is continuous and
We shall show that Φ ∈ L 2 (R) and then the result follows from the Dominated Convergence
Theorem. Now
(R) and the proof is complete.
Take F ∈ X and > 0. By Lemma 5.1, we may choose σ > 0 with V (σ)F − F < /2, and by Lemma 5.2 we can select K ≥ 1 with W (σ, K)F − V (σ)F < /2, and so
. ., such that with
and similarly for G ∈ X.
Remark 5.1. As an example we could take
In this case,
Another simple choice is to take φ as the Gaussian, 
We now make Remark 5.3 precise. Suppose 
On recalling (5.7), it remains to consider
We shall study this for the case of Example 2.3. Here S = R 
In practice, |t d | is small relative to L and computation using the above method, with φ as one of the choices in Remark 5.1, gives a good approximation (t by the Cauchy-Schwarz inequality. So for > 0, we can choose K so that for t, ω ∈ R, α > 0, . The result then follows from (A6)-(A9).
|A(F, G)(t, ω, α)| < F

