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We analyze in detail some properties of the worldsheet of the closed string theories sug-
gested by Gopakumar to be dual to free large N SU(N) gauge theories (with adjoint mat-
ter fields). We use Gopakumar’s prescription to translate the computation of space-time
correlation functions to worldsheet correlation functions for several classes of Feynman
diagrams, by explicit computations of Strebel differentials. We compute the worldsheet
operator product expansion in several cases and find that it is consistent with general
worldsheet conformal field theory expectations. A peculiar property of the construction is
that in several cases the resulting worldsheet correlation functions are non-vanishing only
on a sub-space of the moduli space (say, for specific relations between vertex positions).
Another strange property we find is that for a conformally invariant space-time theory, the
mapping to the worldsheet does not preserve the special conformal symmetries, so that the
full conformal group is not realized as a global symmetry on the worldsheet (even though
it is, by construction, a symmetry of all integrated correlation functions).
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1 Introduction and Summary
It is widely believed that large N SU(N) gauge theories (with adjoint matter fields) are
dual to closed string theories with a string coupling constant gs ∼ 1/N , in the limit of
large N with fixed ’t Hooft coupling λ ≡ g2YMN . The original argument of ’t Hooft for this
duality [1] was based on a reinterpretation of the Feynman diagrams of the gauge theory
as closed string diagrams. The Feynman diagrams may be written in ’t Hooft’s double-line
notation, in which they can be interpreted as two dimensional surfaces with holes. It was
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conjectured that there should be an equivalent description in which the holes get filled up,
leading to closed Riemann surfaces without boundaries. In a normalization in which the
gauge coupling constant appears only as a factor of 1/g2YM sitting in front of the action,
the dependence of each Feynman diagram on gYM and on the rank N of the gauge group
is determined by the topology of its surface. A graph with V vertices and E propagators,
whose topology has g handles and h holes, is proportional to
(g2YM)
−V+ENh = (g2YM)
−V+E−h(g2YMN)
h = (g2YM)
2g−2(g2YMN)
h = (g2YM)
2g−2λh. (1)
For any correlation function M , the sum over Feynman diagrams may then be rewritten
as a sum over all topologies,
M =
∞∑
g=0
∞∑
h=1
Fg,h(g
2
YM)
2g−2λh =
∞∑
g=0
Fg(λ)(g
2
YM)
2g−2 =
∞∑
g=0
F˜g(λ)N
2−2g, (2)
where Fg(λ) ≡
∑∞
h=1 λ
hFg,h, F˜g(λ) ≡ λ2g−2Fg(λ), and the coefficients Fg,h depend on all
other coupling constants of the theory. This equation has the same form as the pertur-
bative expansion of a closed string theory with string coupling gs ∼ 1/N , motivating the
conjecture described above. Even though the derivation of (2) was based on perturbation
theory, such an expansion is believed to exist for any value of λ.
The arguments above do not give a direct construction of the string theory dual to a
specific large N gauge theory. In the beginning, the only examples of ’t Hooft’s conjecture
were limited to field theories in two dimensions or less. This has changed in the last decade,
following [2]. Now there are many examples in which it is known how to find the closed
string dual of gauge theories which can be realized as the world-volume theories of D-branes
in some decoupling limit4. In these cases5 the closed string dual turns out to be a standard
closed string theory, living in a warped higher dimensional space. In some cases, for which
the gauge theory is strongly coupled, the dual string background is weakly curved and a
gravity approximation of the string theory may be used. In general (and, in particular,
for all weakly coupled gauge theories), this is not the case, and the dual string theory is
4There are also more general dualities between open and closed string theories, which we will not discuss
here.
5This is believed to be true also for general gauge theories, which can be reached by deformations of
theories living on D-branes.
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complicated (and does not necessarily have a geometrical interpretation). For standard
gauge theories it is not known how to derive the duality to closed strings, though there is
a lot of evidence that it is correct; in some topological cases one can provide an explicit
derivation of the duality [3].
The general mapping (2) works for any value of λ, and in particular it is interesting
to consider the λ → 0 limit, for which the gauge theory has a perturbative expansion.
This limit does not always make sense, since in many cases λ is related to the only scale
in the theory. However, the limit λ → 0 is expected to be smooth in many cases of four
dimensional conformal gauge theories (which are conformal for every value of the gauge
coupling), such as the N = 4 supersymmetric Yang-Mills theory (dual to type IIB string
theory on AdS5 × S5), and even in other theories one can try to use (2) to define a closed
string theory when λ is strictly equal to zero6. Indeed, the correlation functions of free
gauge theories (with gYM = 0) have a topological expansion of the form (2) in powers of
1/N2, and it is interesting to ask what is their closed string dual7. Note that in this limit
the closed string coupling must be identified with 1/N rather than with the vanishing gYM
(even though D-brane constructions usually give gs ∝ g2YM). Clearly, given a dual to the
free gauge theory, one can map the interaction vertices in space-time to interactions on
the worldsheet (by the mapping of gauge-invariant operators in space-time to integrated
vertex operators on the worldsheet), and rewrite the perturbative expansion in λ of the
space-time gauge theory as a perturbative expansion in λ on the worldsheet.
There have been various proposals for how to study the string dual of free large N
gauge theories (see, for instance, [5, 6, 7, 8, 9, 10, 11, 12, 13]). It is clear that the dual
string theories must live in a highly-curved background, which may or may not have a
geometrical interpretation (for four dimensional free gauge theories with massless adjoint
fields, which are conformally invariant, one expects that any geometrical interpretation
6Of course, the free gauge theory does not have confining strings, which were one of the original
motivations for ’t Hooft’s proposal. However, following the AdS/CFT correspondence, it was recognized
that confinement is not a necessary feature for a dual string theory to exist. Compactified free gauge
theories do exhibit a deconfinement phase transition and a Hagedorn spectrum [4].
7Of course, we are discussing here correlation functions of local gauge-invariant operators such as
Tr(Fnµν), and not the S-matrix which is the identity matrix in the free gauge theory. These are expected
to be the correct observables for gauge theories and for their string theory duals.
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should include an AdS5 factor). In this paper we will study in detail a specific proposal by
R. Gopakumar [11] for how to map the Feynman diagrams to worldsheets8. This proposal
is based on rewriting the propagators in the Feynman diagrams as integrals over Schwinger
parameters, and mapping these parameters to the moduli of a Riemann surface with holes
(which include the moduli of the closed Riemann surface, plus the circumferences of the
holes). One can then integrate over the parameters of the holes, and translate any Feynman
diagram to a correlation function on the string worldsheet. We will focus on the special
case of correlation functions of gauge-invariant operators involving adjoint scalar fields in
four dimensional free gauge theories, but the conclusions apply more generally, to any local
gauge-invariant operators in any free gauge theory.
The mapping of [11] (which we review below) gives a closed string theory whose inte-
grated correlation functions (of physical vertex operators), by construction, reproduce the
space-time correlation functions. The worldsheet theory is also automatically conformally
invariant (so that it can be interpreted as a closed string theory in conformal gauge) and
modular invariant. However, the construction does not give a Lagrangian for the world-
sheet theory, and it is not clear from the construction if this worldsheet theory is a standard
local conformal field theory or not.
In this paper we will note two strange properties of the worldsheet correlation functions
resulting from Gopakumar’s prescription. The first is that, for some Feynman diagrams,
the correlation functions turn out to be non-vanishing only on a sub-space of the moduli
space. The dimension of the moduli space for a closed string n-point function at genus g is
2n+ 6g − 6, and in some cases we find that the locus on which the correlation function is
non-vanishing has a lower dimension. For example, for a particular planar 4-point function,
we find that it is non-vanishing only when all four points lie on a line. Obviously, such
a result is not consistent with the usual analyticity properties of correlation functions in
local field theories (such as having operator product expansions at small distances). There
are (at least) three possible explanations of this result : (a) Gopakumar’s prescription
is wrong; (b) The worldsheet theory is non-local, and its correlation functions are not
analytic; (c) There are global contributions to correlation functions (in addition to the local
ones), coming for instance from zero modes on the worldsheet, which cause the correlation
8This proposal was further studied in [14].
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functions to vanish in many circumstances. We will not be able to determine which of
these interpretations is correct – this is an interesting topic for further research.
A second strange property involves the space-time symmetries. Apriori one would ex-
pect that any (global) symmetry of the space-time theory should be realized as a symmetry
of the worldsheet theory, which does not act on the worldsheet coordinates. For example,
in the AdS/CFT correspondence, both global symmetries and the conformal symmetry in
space-time map to global symmetries on the worldsheet (often related to isometries of a
sigma model). Gopakumar’s prescription guarantees that any space-time symmetries will
be present in the integrated correlation functions, but it does not guarantee that they will
act locally on the worldsheet. We will find that, for conformally invariant theories, the
mapping preserves the Poincare´ and scaling symmetries, but not the special conformal
transformations. These transformations are not manifestly preserved by the mapping, and
by explicit computations we show that they are not symmetries of the worldsheet cor-
relation functions (at fixed positions on the worldsheet). Thus, it seems that (unlike in
the AdS/CFT correspondence) the Poincare´ and scaling symmetries are realized as global
symmetries on the worldsheet, but the special conformal symmetries are not. It would be
interesting to investigate possible modifications of Gopakumar’s prescription in which the
special conformal transformations would also act locally on the worldsheet (this may re-
quire a different choice of gauge for the worldsheet diffeomorphisms than the one implied by
the mapping of [11], just like Lorentz transformations do not act locally in light-cone gauge
and space-time supersymmetry does not act locally in the NSR superstring formulation).
On the more positive side, we investigate in detail the operator product expansion
(OPE) on the worldsheet, resulting from specific correlation functions in the limit where
two points on the worldsheet approach each other. As mentioned above, in some cases
this OPE is ill-defined because the correlation functions are non-vanishing only at special
positions, but in other cases the correlation functions are non-zero when the two points
approach each other, so one can check if they have an OPE expansion. We find that, in
such cases, there is indeed a sensible OPE expansion, as expected from a standard local
worldsheet theory. We compute the worldsheet dimensions of the operators appearing in
the OPE, we show that they are consistent with a local conformal field theory (namely,
they have integer values of h−h¯), and we show that consistent results emerge from different
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correlation functions (of the same operators). This may be viewed as support for option
(c) above, that the conformal worldsheet theory is a standard local theory, but with some
global contributions to its correlation functions.
We begin in section 2 by reviewing Gopakumar’s mapping from Feynman diagrams
to worldsheets in detail. The mapping involves Strebel differentials, and we review what
these are and how they are related to the moduli space of Riemann surfaces with holes.
We also discuss the strange properties noted above. Section 3 is a general discussion
of our expectations about space-time and worldsheet OPEs for free gauge theories and
their string duals. In section 4 we discuss in detail several examples of planar correlation
functions, with three, four, and five vertices. We show how to map the Feynman diagrams
to worldsheet correlation functions (by computing the relevant Strebel differentials) and
analyze their OPE expansions. In section 5 we perform a similar analysis for the two-point
function on the torus. In appendix A we provide a few more examples of planar correlation
functions, for which we were not able to perform the full computation. Finally, in appendix
B we review some properties of elliptic functions which are used in section 5.
2 A Recipe for the Closed String Dual of Free Gauge
Theories
2.1 Mathematical background
The nuts and bolts of Gopakumar’s proposal rely on the mathematical theory of Strebel
differentials, and in particular on a theorem by K. Strebel which we describe below9. Let
X be a Riemann surface. A quadratic differential is an expression of the form q = φ(z)dz2,
which is a section of the bundle TCX
⊗
TCX (it may have poles for marked surfaces). Given
such a differential, we call a curve γ(t) horizontal if it satisfies φ(γ(t))(γ′(t))2 > 0. Similarly,
a vertical curve satisfies φ(γ(t))(γ′(t))2 < 0. The prime denotes differentiation with respect
to the affine parameter of the curve. The horizontal curves have an interesting behavior
near the zeros and poles of φ. At a zero of order m there are m + 2 horizontal curves
intersecting. At a simple pole there are no locally intersecting horizontal curves. Near a
9Strebel differentials are useful also in closed string field theory [15, 16].
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pole of second order, one can locally write
φ(z)dz2 ≃ − p
2
(2π)2z2
dz2. (3)
To classify the horizontal and vertical curves, we note that the circular curves
γ(t) = r0e
it, t ∈ [0, 2π) (4)
are horizontal near z = 0, while straight lines emanating from the pole,
γ(t) = teiθ, t ∈ R+ (5)
are vertical near z = 0. Thus, locally around any pole of second order the geometry is that
of a semi-infinite cylinder.
From here on we will focus on the horizontal curves, whose global structure may in
general be very complicated. It is customary to distinguish the closed simple horizontal
curves from the other horizontal curves, and to call the complimentary set to the closed
simple horizontal curves the set of critical curves (in particular, these are the curves that
go through the intersection points at the zeros of φ). The set of critical curves for a general
second order differential is very complicated and not much is known about it. Here the
notion of a Strebel differential is important. Let there be n marked points x1, · · · , xn on
our compact Riemann surface X. A Strebel differential q is a second order meromorphic
differential which satisfies the following requirements :
• q is holomorphic on X \ {x1, · · · , xn},
• q has a pole of second order at each xi,
• The set of critical curves of q is compact and of measure zero.
Now we are ready to quote the theorem of K. Strebel (for proofs and more details see
[17, 18, 19]). Assigning a positive number pi to each marked point xi, the theorem states
that there is a unique Strebel differential with double poles of residues pi at the points
xi. Equivalently, we require
∮
xi
√
q = pi, where the integration is on a horizontal closed
curve (close enough to the double pole) and the branch cut is chosen so that the integral
is positive with respect to the orientation specified by the complex structure. The space of
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possible X’s with n marked points and a positive number pi at each marked point is called
the decorated moduli space of Riemann surfaces, Mg,n × Rn+, where g is the genus of X.
The theorem provides a unique Strebel differential for any point on this moduli space.
The conclusions above can be carried further to establish a more useful (for us) isomor-
phism between the (equivalence classes of the) space of graphs with a prescribed length
to each edge and the decorated moduli space. It follows from the definitions above that
the set of critical curves of any Strebel differential is a graph. Given the critical graph, we
assign a length to each edge of the critical graph by the integral along the edge
∫ z2
z1
√
q,
where the integral is performed in the orientation for which it is positive (the integrand
is real since the curve is horizontal). Note that z1 and z2 are zeros of q, and the integral
is carried over the critical curve, although the result for any homotopic curve is the same
(correctly dealing with the branch cuts). Using Strebel’s theorem, this gives a mapping
from the decorated moduli space to graphs with edge lengths. The opposite mapping,
gluing a graph with given edge lengths to form a specific Riemann surface, is a bit more
intricate and is described in the references above.
2.2 Cell decompositions
In this subsection we show how the above results give rise to cell decompositions of X and
of the decorated moduli space.
Firstly, the unique Strebel differential on a specific marked Riemann surface X induces
a cell decomposition of X in the following manner. One collects all vertices of the critical
graph (which are the zeros of q) in the 0-cell part of the complex. The 1-cells are the edges
of the critical graph, and finally, the 2-cells are the domains around the poles, which are
foliated by the closed simple horizontal curves. This gives a cell decomposition because
the domains around the poles are conformal to disks. In particular, one may define a new
holomorphic coordinate wi around each xi such that the differential in the whole domain
foliated by the closed simple horizontal curves is given exactly by
q = − p
2
i
(2π)2w2i
dw2i . (6)
Of course, the Euler formula v−e+f = 2−2g is satisfied, where v is the number of 0-cells,
e is the number of 1-cells and f is the number of 2-cells. Figure 1, copied from [16], shows
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this decomposition for the case of four punctures on the sphere (conformally mapped to
the plane with the punctures at 0, 1, ξ,∞).
w3
w2
w1
w4
z
h2
h1
h4
h3
1
ξ
0
Figure 1: The horizontal curves for a four-punctured sphere. Each domain is conformally a disk. The
critical graph is easily seen. This figure was produced by a numerical analysis which is described in [16].
Secondly, the isomorphism of the decorated moduli space with the metric graphs induces
a cell decomposition of the decorated moduli space. It is clear that any vertex of order
higher than 3 in the critical graph can be split in various channels until the graph has
only vertices of order 3. This can be done without intersecting other edges or affecting
the genus. Hence, a generic Riemann surface is mapped to a Strebel differential which has
at most simple zeros. Consequently, these trivalent graphs sweep out a top dimensional
cell of the decorated moduli space. Riemann surfaces which map to graphs with higher
order vertices (coming from at least two zeros that have merged) are part of some lower
9
.x
x
x
x
Figure 2: (borrowed from [11]) A characteristic ring domain in the vicinity of a double pole (marked
with a dot). The non-closed horizontal trajectories are shown by thick lines. These begin and end at zeros
marked by a cross.
dimensional cell in the complex. It can be shown that this description is compatible with
the continuity notion on the decorated moduli space, and hence can be viewed as a cell
decomposition. This result has had many applications both in mathematics and in physics.
Some are summarized in the references of [11] (see especially the Kontsevich theory [20]).
2.3 Schwinger parametrization of Feynman diagrams
As described in the introduction, we wish to map the Feynman diagrams of a free gauge
theory to closed string diagrams, namely to punctured Riemann surfaces. It is quite clear
that the critical graph itself is not similar in any way to the typical Feynman graph of a free
gauge theory (where we put composite operators such as Tr(F nµν) as insertions). Indeed, in
the vicinity of some second order pole the critical graph would generically look like Figure
2. This is not adequate to describe a subgraph of a free gauge theory diagram; rather, this
seems to describe vacuum-vacuum transitions in some theory with a cubic interaction term
and elementary fields in the adjoint representation (such as the Kontsevich matrix model
[20]). To figure out how to recast free gauge theory graphs in this form we make a detour
in this subsection to introduce the Schwinger parametrization of Feynman diagrams.
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For simplicity, we will discuss only correlation functions of operators involving adjoint
scalar fields Φ, of the form 〈Tr(Φi1(x1)) Tr(Φi2(x2)) · · ·Tr(Φin(xn))〉. A Euclidean propa-
gator with momentum p of a scalar field of mass m can be rewritten as an integral over
the Schwinger parameter τ of the propagator,
1
p2 +m2
=
∫ ∞
0
dτe−τ(p
2+m2). (7)
It is usually easier to compute free field theory correlation functions in position space rather
than in momentum space, since there are no integrations required in position space. The
propagator in position space from xi to xj is the Fourier transform of (7). For the special
case of massless scalar fields in four dimensions (which we will focus on for the rest of this
paper, though the generalization to any other fields should be straightforward), it is simply
given by (up to a constant)
4
(xi − xj)2 =
∫ ∞
0
dσe−σ(xi−xj)
2/4, (8)
where σ ≡ 1/τ is the inverse Schwinger parameter. In order to avoid divergences, we do
not consider lines that begin and end on the same vertex (so our operators will be normal
ordered). A general Feynman diagram is given by a product of such factors over all the
propagators in the diagram – if the k’th propagator in the Feynman diagram (k = 1, · · · , E)
connects xik with xjk , the amplitude is given (up to a constant) by
∫ E∏
k=1
dσke
−(xik−xjk )
2σk/4. (9)
As noted in [11], any two homotopic edges in the Feynman diagram can be combined
into an integral over an effective Schwinger parameter satisfying
1
τeff
=
1
τ1
+
1
τ2
or σeff = σ1 + σ2. (10)
This is the well-known analogy to electrical networks (it is most easily understood by
inspection of (9) where the integrand manifestly depends only on the sum of σ’s for homo-
topic lines). Thus, we can collapse all homotopic lines to a single line, but with a modified
dependence on the effective Schwinger parameters (following from (10)). Such reduced
diagrams will be named skeleton graphs. Note that the notion of homotopy is well defined
11
Gluing
Figure 3: (borrowed from [11]) A specific (planar) 6-point diagram is reduced to a skeleton graph by
collapsing color loops which are homotopic to a line.
after the diagram is drawn on some Riemann surface, or alternatively is given in double
line notation where loops that respect the color flow are apparent. Strictly speaking, in a
gauge theory with adjoint matter we can also combine lines in this way for non-homotopic
lines between the same pair of points, but this is not useful for reasons that will become
clear below. The resulting formula for the amplitude, if we have E˜ reduced edges, with
the r’th edge (connecting xir and xjr) coming from joining together mr homotopic lines,
such that its Schwinger parameter is σ˜r =
∑mr
µr=1
σµr , is (up to a constant depending on
the mr) ∫ E˜∏
r=1
dσ˜rσ˜
mr−1
r e
−(xir−xjr )
2σ˜r/4. (11)
Pictorially, this procedure looks like (it is not easily drawn for some non-planar diagrams)
Figure 3.
2.4 The mapping of a free field theory graph to a closed string
amplitude
Now we are ready to describe the mapping from a free field theory graph to a closed
string graph, by recasting the integrals over the Schwinger parameters into integrals over
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the decorated moduli space of Riemann surfaces. The “skeleton reduction” procedure
reviewed above suggests that the generic field theory Feynman diagram may be viewed
as a triangulation of the appropriate surface. Since the critical graphs were generically
trivalent, it is natural to conjecture that the rearrangement into integrals over the moduli
space of Riemann surfaces should go through graph duality. In particular, the field theory
insertions which are the vertices of the Feynman graph should map to poles of second order
in the differential, which are faces of the critical graph, and the faces of the Feynman graph
should map to the zeros of the differential. Each edge of the Feynman diagram, associated
with an effective Schwinger parameter τi, is mapped by the graph duality to an edge of the
critical graph of length li. Gopakumar’s suggestion for the mapping was to identify li with
1/τi = σi. This maps the integration over Schwinger parameters in the amplitude (11) to
an integration over the space of graphs with edge lengths, which can then be mapped to an
integration over the decorated moduli space. This can then be identified as a closed string
amplitude (after the integration over the parameters pi associated with the circumferences
of the holes), and the procedure described above can be used to write down the integrand
(the worldsheet correlation function) in this amplitude.
It is obvious from the construction that the parameters on both sides match. As
we noted, by skeleton reduction the most generic field theory diagram reduces to some
triangulation of the Riemann surface it lives on, so the dual graph will consist of trivalent
vertices. By Euler’s theorem (applied to the dual graph), v− e+ f = 2− 2g where v, e, f
are the numbers of vertices, edges, and faces respectively. For the case of trivalent vertices
e = 3
2
v. In the dual graph, f is the number of field theory insertions. So, we denote f ≡ n
and we obtain that the number of lengths that we integrate over is
e = 6g − 6 + 3n = 6g − 6 + 2n+ n. (12)
As is well known, 6g−6+2n is the number of real moduli for a Riemann surface of genus g
with n insertions (note that for g 6 1 one has to saturate with the right number of vertex
operators needed by the order of the conformal Killing group to use the above formula).
The additional n that we obtained corresponds to the moduli pi of the decoration, R
n
+.
It is clear that the worldsheet theory which is dual to a free gauge theory must have
some strange properties. For instance, a given correlation function in a free gauge theory
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only gets contribution from a finite number of Feynman graphs whose genus is bounded by
g ≤ g0, so the corresponding worldsheet correlation functions must vanish on all Riemann
surfaces of genus g > g0. This is a generic property of any mapping of free field Feynman
diagrams to Riemann surfaces. However, the specific mapping suggested by Gopakumar
also has some other strange properties. As we noted, generic Feynman diagrams (with
many edges) will map to generic points on the decorated moduli space. However, in
specific correlation functions one could get contributions also from less generic diagrams
that have less edges. On the dual graph side such diagrams correspond to joining together
several zeros of the Strebel differential, so they are localized on subspaces of the decorated
moduli space. In particular, for some correlation functions the only contributions come
from non-generic graphs. For example, consider the correlation function (involving a single
adjoint scalar field) 〈Tr(Φ2(x1)) Tr(Φ2(x2)) · · ·Tr(Φ2(xn))〉. The only connected Feynman
diagrams here are circular graphs which have the topology of a sphere, n vertices and n
edges, so the dual graph has f = e = n and v = 2. This Feynman diagram is mapped
by Gopakumar’s mapping to an n-dimensional subspace of the decorated moduli space,
which is (for n ≥ 3) of dimension −6 + 3n. Moreover, for n > 6 this subspace has a lower
dimension than the moduli space of marked spheres itself (of dimension 2n − 6), so even
after we integrate over the hole sizes pi, the corresponding amplitude will vanish for generic
insertion positions, and will only be non-vanishing for specific insertion positions. This is
quite surprising, since one would think that the correlation functions on the worldsheet
should be smooth functions of the insertion positions. We will encounter several more
examples of this phenomenon below. Even generic correlation functions, for which there
are contributions from generic Feynman graphs, could have contributions also from graphs
with less edges, and these contributions would give non-smooth worldsheet correlation
functions as described above.
It is clear that an identification of the string theory dual of free gauge theories, of the
type described above, can straightforwardly be generalized to any order in perturbation
theory, simply by identifying the string theory duals of the interaction vertices in the space-
time theory and adding them to the worldsheet action. Obviously, at any finite coupling a
specific correlation function gets contributions involving any number of interaction vertices,
so the strange properties described above would disappear. This may suggest that the limit
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of taking the gauge coupling constant to zero is a singular limit, but one can still hope
that it might be possible to understand the corresponding worldsheet theory.
Note that in our definition of free field theory correlation functions above we assumed
that the operators are all normal-ordered; this is necessary for all correlation functions to
be finite (and for preserving conformal invariance in the case of four dimensional gauge
theories). However, the mapping described above from decorated Riemann surfaces to
Feynman graphs gives generic Feynman graphs, which can include also self-contractions
(propagators from a vertex to itself), as long as these self-contractions are toplogically
non-trivial (they go around another insertion or around a non-contractible curve of the
Riemann surface). Again, this will result in large regions of the decorated moduli space on
which the correlation functions on the worldsheet will vanish (since the corresponding field
theory Feynman diagrams are set to zero). We will see explicit examples of this below.
Finally, we wish to describe another peculiar feature of the mapping described above
from Feynman diagrams to worldsheets. It is natural to expect the worldsheet theory to
respect all the symmetries of the space-time theory. In particular, the worldsheet vertex
operators should transform under the Poincare´ group in the same way as the correspond-
ing space-time operators. And indeed, the mapping described above satisfies this property,
since the Schwinger parameters (which can be thought of as proper times along the propaga-
tors) are Poincare´-invariant, so a Poincare´ transformation does not change the (decorated)
moduli. Next, let us assume that the space-time theory is invariant under scaling transfor-
mations x→ αx (as is the case for a free gauge theory with massless matter fields). Under
a scaling transformation the Schwinger parameter τ transforms as τ → α2τ . This means
that the hole radii pi are not invariant under dilatations, because the hole radii are given
by the appropriate circumferences (which are linear combinations of σj ’s). However, note
that any Strebel differential, multiplied by a positive constant, is still a Strebel differential
on the same Riemann surface. Thus, the scaling transformation in space-time will act on
the decorated moduli space just by multiplying the Strebel differential by a constant, and
in particular the Riemann surface moduli are invariant (note that this implies that these
moduli depend only on ratios of Schwinger parameters). Hence, the worldsheet vertex
operators are expected to have well defined scaling transformations. Now, let us consider
special conformal transformations (which are symmetries of four dimensional free gauge
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theories with massless matter fields). The special conformal transformation generated by
the inversion xµ → xµ/x2 acts in a more involved way on the Schwinger parameters. The
propagator (for massless four dimensional scalar fields) from xi to xj is given by the ex-
pression
∫
dσe−σ(xi−xj)
2/4, so in order for it to transform properly under inversion we need
to take σ → x2ix2jσ. The formulas relating the Schwinger length parameters to the Rie-
mann surface moduli are not invariant under such a transformation (since each Schwinger
length transforms in a different way). Thus, the special conformal transformations act
non-trivially on the Riemann surface moduli and not just on the vertex operators, and we
do not expect to have well defined transformation laws of worldsheet vertex operators un-
der special conformal transformations. This will be shown explicitly below. Note that this
implies that the full conformal group is not realized as a global symmetry of the worldsheet
theory, but only its subgroup including the Poincare´ and scaling transformations.
3 On Worldsheet and Space-time OPEs
In this section we discuss our expectations about the worldsheet OPEs in the string theory
which is dual to a free large N gauge theory, and their possible relations to the space-
time OPEs. For simplicity we write down formulas which are correct for d = 4, but the
generalization to other dimensions is straightforward.
The space-time OPEs in free gauge theories are rather trivial. If we just had a theory
of (say) a free scalar field φ, the OPE of φ(x) with φ(y) would contain a single singular
term of the form I/|x − y|2 (where I is the identity operator), and non-singular terms of
the form (x − y)n(φ∂nφ)(y) for n = 0, 1, · · · . In a gauge theory the OPE is slightly less
trivial because we need to look only at gauge-invariant operators. For example, consider
a scalar field Φ in the adjoint representation of SU(N). The gauge-invariant operators
we can make out of this field include Tr(Φn(x)) for n ≥ 2 (in the large N limit all these
operators are independent), traces of products of Φ’s which include derivatives, and multi-
trace operators which are products of these traces. The OPE of an operator Tr(Φn1(x))
with Tr(Φn2(y)) takes the form (as x→ y)
Tr(Φn1(x)) Tr(Φn2(y)) ∼
n1+n2∑
n=|n1−n2|
Cn1,n2,n|x− y|n−n1−n2 Tr(Φn(y))+ other operators, (13)
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where the “other operators” include both operators with derivatives and multi-trace oper-
ators. In the large N limit, the coefficients Cn1,n2,n have an expansion in powers of 1/N
2,
corresponding to the genus of the free-field diagrams contributing to the three-point func-
tions represented in (13) (when they are written in ’t Hooft’s double-line notation [1]). Note
that the space-time dependence of the OPE coefficients is determined by the dimensions
of the participating operators, since the free gauge theory is scale-invariant.
As discussed above, we expect that the free large N gauge theory should have a string
theory dual with a string coupling scaling as 1/N , in which each of the single-trace operators
of the gauge theory O(x) should be represented by a vertex operator on the worldsheet
VO(x; z) (we will use x, y to denote space-time positions and z, w to denote worldsheet
positions). We do not know much about what this worldsheet theory is for specific free
gauge theories, but we expect that we should be able to put it into a conformal gauge, in
which the space-time correlation functions are equal to correlation functions of integrated
vertex operators
∫
d2zVO(x; z). In this gauge, all physical worldsheet vertex operators
should have worldsheet scaling dimension (h, h¯) = (1, 1). In particular, we expect each
single-trace gauge-invariant operator O(x) = Tr(· · · (x)) of the space-time theory (with or
without derivatives) to correspond to a vertex operator of this dimension.
A natural object to consider in the worldsheet theory is the worldsheet OPE; we expect
that as z → w, the product VOi(x; z)VOj (y;w) of two physical vertex operators should have
an expansion in local worldsheet operators of the form
VOi(x; z)VOj (y;w) ∼
∑
k
(z − w)hk−2(z¯ − w¯)h¯k−2Cijk(x, y)Vk(z), (14)
where the operators Vk which appear have worldsheet scaling dimensions (hk, h¯k). Ob-
viously, there is no reason why the operators on the right-hand side of (14) should all
be physical operators; we expect the OPE in general to include both physical operators
(of dimension (1, 1), leading to an OPE coefficient proportional to 1/|z − w|2) and other
operators with various dimensions.
As in any theory, the OPE coefficients Cijk are related to the three-point functions
of the operators VOiVOjVk (the two are proportional to each other in a basis where the
two-point functions of the Vk’s are diagonal). In particular, they should be non-vanishing
whenever the three-point function is non-vanishing. Thus, if we have a non-vanishing
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three-point function of three operators in space-time (as implied, for instance, by (13)), we
know that the OPE coefficient of the corresponding physical worldsheet operators should
also be non-vanishing. In this case, where Vk corresponds to a physical operator, the
operators Vk are labeled by a space-time position u, such that the sum in (14) is really an
integral, and the OPE coefficients Cijk(x, y) are a product of powers
10 of |x − y|, |x − u|
and |y − u| (we will discuss the precise form in more detail below). It is natural to expect
that also the non-physical vertex operators appearing in the OPE should have a space-time
interpretation, but it is not completely clear that only local space-time operators should
appear. Note that in this discussion (as above) we assumed that the free field theory lives
on Minkowski space; obviously for a theory living (for instance) on a compact space-time,
we could expand all the gauge-invariant operators in Kaluza-Klein modes on the compact
space-time and the OPE discussed above would be discrete rather than continuous.
In the previous paragraph we discussed one source of a continuum appearing in the
OPE, related to the non-compactness of the Minkowski space-time which the field theory
lives on. In some sense this continuum is fake, because if we label the operators by their
space-time momentum p rather than their position x, defining V˜Oi(p;w) =
∫
d4xeipxVOi(x;w),
then the momentum of the operator appearing on the right-hand side of a product of V˜ ’s
would be determined by momentum conservation and this continuum would disappear.
However, in string theories which provide holographic descriptions of field theories there is
another source of a continuum which does not disappear even in momentum space. When
we have a “bulk space-time” interpretation of these string theories, for instance (for con-
formal field theories) as sigma models on anti-de Sitter space, this continuum arises from
the non-compactness of the “radial direction” which is holographically related to the en-
ergy scale of the dual field theory. For physical vertex operators, corresponding to on-shell
fields in this “bulk space-time” (but not in the original field theory), the dependence on this
“radial direction” is determined by the momentum in the field theory directions; but we
expect to have also unphysical vertex operators, loosely corresponding to off-shell fields in
the “bulk space-time”, which can have an arbitrary dependence on the “radial direction”,
leading to a continuum of operators with various worldsheet dimensions.
In general we would expect all the operators with the appropriate quantum numbers
10In general, contact terms could also appear.
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to appear in the worldsheet OPE, so we would expect the right-hand side of (14) to in-
clude a continuum of dimensions (note that this is different from the continuum coming
from the non-compact space-time directions for the physical vertex operators discussed
above, for which all the operators had the same worldsheet dimension). The existence of
such a continuum is expected on general grounds, and it explicitly appears in the world-
sheet OPE whenever the worldsheet theory holographically dual to a field theory is known,
for example in sigma models on AdS3 [21, 22] or SL(2)/U(1) [23]. One technical rea-
son which necessitates the appearance of such a continuum is that the space-time theory
has non-vanishing planar two-point functions (for instance 〈Tr(Φn(x)) Tr(Φn(y))〉), while
in standard string theories all two-point functions on the sphere vanish; this is consis-
tent because the operators of the worldsheet theory are generally labeled by a continuous
parameter j (determining their dependence on the “radial position”) such that their two-
point functions behave as Vj1Vj2 ∝ δ(j1− j2), and the infinity in the delta function cancels
the infinity from the volume of the symmetry group of the sphere with two punctures [24].
Another reason why a continuum must always appear is that, as discussed above, physical
vertex operators on the right-hand side of (14) lead to an OPE behaving as 1/|z − w|2.
If we look at an n-point function involving the operators VOi(z) and VOj (w) with n > 3,
the position z should be integrated over, and such a behavior would lead to a divergent
integral in the region z ∼ w (unless the correlation function of Vk with the other operators
in the correlator vanishes, which we do not expect to happen generically). On the other
hand, the position space space-time correlation functions in the free field theory (assuming
the operators are normal-ordered) are all finite, and we do not expect any divergences to
appear. The resolution is that in general the physical vertex operator on the right-hand
side would appear as part of a continuum of operators Vα of worldsheet scaling dimen-
sion 2 + α, and the correlator would behave as
∫
d2z
∫
dαCα/|z − w|2−α rather than as∫
d2z/|z − w|2; we expect that the form of Cα should be such that no divergence appears
as z → w, and again this is confirmed in the cases of AdS3 and SL(2)/U(1) where one can
explicitly analyze the worldsheet theory.
So far we have separately discussed our expectations concerning the space-time and
worldsheet OPEs; we now ask if there is any relation between them. As we mentioned
above, in general there is no such relation. We expect that any operator appearing in the
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space-time OPE should also appear as a physical operator in the worldsheet OPE, but in
general many more operators (physical or unphysical) should also appear in the worldsheet
OPE, which have no clear interpretation in the space-time OPE. However, it is still natural
to expect that the worldsheet OPE should have some space-time interpretation, since when
two points on the worldsheet come together, one expects their images in space-time to come
together as well. Thus, we expect that the leading terms in the worldsheet OPE will depend
strongly on the space-time positions x, y labeling the worldsheet operators. In some cases
we expect contact terms (behaving as a derivative of a delta function of x− y) to appear,
while in other cases, when the OPE includes a worldsheet operator which can be interpreted
as a local space-time operator at a position u, we expect the coefficients to diverge as x, y
and u come together. Again, these expectations are confirmed in the known case of AdS3,
and we will see that they are also confirmed by the OPEs we will find below.
As discussed above, we expect many of the operators appearing on the right-hand side
of the OPE (14) to behave as local operators in space-time (even though, when they are
not physical, they do not map to actual space-time operators). Then, a specific term in
the OPE takes the form
VOi(x; z)VOj (y;w) ∼
∫
ddu(z − w)hk−2(z¯ − w¯)h¯k−2Cijk(x, y, u)Vk(u; z). (15)
It is natural to expect that the operators Vk should scale under space-time scaling trans-
formations with a fixed scaling dimension ∆k (for example, the physical vertex operator on
the worldsheet corresponding to Tr(Φn(x)) should scale under space-time scaling transfor-
mations as an operator of dimension n). Naively we can then use the conformal symmetry
to determine the space-time dependence of Cijk; for a scalar (in space-time) operator we
would obtain
Cijk(x, y, u) = Cijk|x− y|d−∆k−∆i−∆j |x− u|∆j−∆i−d+∆k |y − u|∆i−∆j−d+∆k . (16)
However, as mentioned in the previous section, the translation of [11] from the space-time
to the worldsheet does not preserve the full conformal group, but just the Poincare´ and
scaling symmetries. These do not constrain the coefficients to the form (16), but more
general forms are also allowed (of overall space-time scaling dimension ∆i +∆j + d−∆k).
In our analysis of four-point functions below, we will see that indeed more general forms
do arise which are not consistent with the full conformal symmetry group.
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4 Sphere Diagrams
We begin our analysis of the worldsheet properties of the string theory dual to free gauge
theories with planar (sphere) amplitudes. The analysis of general amplitudes is complicated
already at this level, even for correlators with a small number of insertions, because finding
the Strebel differential involves solving implicit integral equations as well as simple algebraic
ones. We will show that one can learn interesting lessons by considering very simple special
diagrams. We begin by discussing the simplest example, of three-point functions on the
sphere, to illustrate how the general formalism works. Then, we calculate the simplest four
and five-point diagrams one can construct. The analysis of more general cases (on which
we were not able to make as much progress) may be found in appendix A.
4.1 Three-point function on the sphere
The simplest non-trivial correlation function in a standard string theory is the three-point
function on the sphere (for string duals to field theories there are also planar two-point
functions, but we will not discuss them here). In this case there is no moduli space, since we
can use the worldsheet conformal symmetry to fix the three insertions on the worldsheet to
z = 0, 1,∞. Thus, the worldsheet three-point function is exactly the same as the space-time
three-point function. However, as described above, in Gopakumar’s formalism we work on
the decorated moduli space, and translate the Feynman diagrams into functions on the
decorated moduli space (whose integral over the circumferences pi gives the closed string
correlator). For a three-point function this decorated moduli space is three dimensional.
For simplicity, we consider only simple scalar correlation functions (in four dimensional
gauge theories) of the form
〈Tr(ΦJ1(x1)) Tr(ΦJ2(x2)) Tr(ΦJ3(x3))〉S2. (17)
The most general Strebel differential for this problem is11:
q = − 1
4π2
(
a
(
dz
z
)2
+ b
(
dz
1− z
)2
+ c
(
dz
z(1− z)
)2)
, (18)
11The essential part of the analysis appears in [18].
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where the parameters a, b, c are related to the residues pi by
a =
1
2
(
p20 + p
2
∞ − p21
)
, b =
1
2
(
p21 + p
2
∞ − p20
)
, c =
1
2
(
p20 + p
2
1 − p2∞
)
. (19)
This equation gives us a simple explicit formula for the Strebel differential as a function of
the coordinates of the decorated moduli space. There are three different types of possible
critical graphs, depending on where we are in the decorated moduli space. The three cases
are characterized by the sign of ∆ ≡ ab+ ac+ bc :
0
L1
1
L3
L2
L1 L2
0 1
L2
1
L1
0
L3
(a) (b) (c)
Figure 4: The three possibilities for the topology of the critical curves of the Strebel
differential : (a) ∆ > 0, (b) ∆ = 0, (c) ∆ < 0.
• ∆ > 0 : A representative critical graph for this case is drawn in Figure 4(a). The
relation between the edge lengths Li of the critical graph and the circumferences pi
is given by
L1 =
1
2
(p0 + p∞ − p1), L2 = 1
2
(−p0 + p∞ + p1), L3 = 1
2
(p0 − p∞ + p1). (20)
The quantity ∆ for this graph is equal to 16L1L2L3(L1 + L2 + L3), which is indeed
positive.
• ∆ = 0 : This is a degenerate case (see Figure 4(b) for an example) in which the two
zeros of the Strebel differential have joined together, and one of the edges has degen-
erated; in the case depicted in the figure (the other cases are related by permutations
of the points) the edge lengths are given by:
L1 = p0, L2 = p1, p∞ = p0 + p1. (21)
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• ∆ < 0 : In this case the topology of the critical graph is given by Figure 4(c) (up to
permutations of the three points), and the edge lengths are given by:
L1 = p0, L2 = p1, L3 =
1
2
(p∞ − p1 − p0). (22)
In Figure 5 we show where each of the different possible three-point critical graphs appears
in the decorated moduli space.
p0
p1
p∞
p∞
∆ > 0
∆ < 0
∆ < 0
∆ < 0
Figure 5: The critical graphs in the different regions in the decorated moduli space. We
exhibit a slice with constant p∞. On the lines p0 + p1 = p∞ and p0 = p1 ± p∞ we have the
interpolating degenerate diagram, such as Figure 4(b).
After writing down the Strebel differentials we can translate any given three-point
function in the gauge theory to the string theory language, writing it as an integral over
the decorated moduli space. In each region we have a different critical graph corresponding
to a different dual field theory graph, so a given Feynman diagram will contribute only in
one of the three regions described above. We now discuss the translation in each of the
three regions :
• ∆ > 0 : The gauge theory diagram for this case is given in Figure 6(a) (which is
the dual graph of Figure 4(a)). As a specific example, we discuss the correlation
function 〈Tr(Φ2(x1)) Tr(Φ2(x2)) Tr(Φ2(x3))〉S2 for which this is the only contributing
diagram. When written in terms of the inverse Schwinger parameters σi, which we
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(a) (b) (c)
Figure 6: The possible gauge theory graphs : (a) ∆ > 0, (b) ∆ = 0, (c) ∆ < 0. In this
paper we denote composite operators by a circle with a cross in it.
identify with the lengths Li of the critical graph, the diagram is given by
G = A
∫
dσ1dσ2dσ3e
−
(x2−x1)
2σ1
4 e−
(x2−x3)
2σ2
4 e−
(x3−x1)
2σ3
4 =
=
64A
(x2 − x1)2(x3 − x1)2(x2 − x3)2 , (23)
where A is a numerical factor. To write this expression as an integral over the
circumferences we use the dictionary (20). The integral then becomes
G =
1
2
A
∫ ∞
0
dp0
∫ ∞
0
dp1
∫ p0+p1
|p0−p1|
dp∞e
−
p0
8
((x2−x1)2−(x2−x3)2+(x3−x1)2) ×
e−
p1
8
(−(x2−x1)2+(x2−x3)2+(x3−x1)2)e−
p∞
8
((x2−x1)2+(x2−x3)2−(x3−x1)2), (24)
which is our final expression for the amplitude as a function on the decorated moduli
space (note that it is only non-zero in the region where ∆ > 0). The generalization to
the contribution of this diagram to 〈Tr(ΦJ1(x1)) Tr(ΦJ2(x2)) Tr(ΦJ3(x3))〉S2 is simply
given by adding appropriate powers of σi’s in (23).
• ∆ = 0 : The topology of the corresponding gauge theory graph in this case is given
by Figure 6(b). This graph contributes, for instance, to correlation functions of the
form 〈Tr(ΦJ1(x1)) Tr(ΦJ1+J2(x2)) Tr(ΦJ2(x3))〉S2, for which it is the only contributing
graph. For example, the 〈Tr(Φ2(x1)) Tr(Φ4(x2)) Tr(Φ2(x3))〉S2 correlation function is
given by
G = A˜
∫
dσ1dσ2σ1σ2e
−
(x2−x1)
2σ1
4 e−
(x2−x3)
2σ2
4
= A˜
∫
dp0dp1p0p1e
−
(x2−x1)
2p0
4 e−
(x2−x3)
2p1
4 =
16A˜
(x2 − x1)4(x3 − x2)4 (25)
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for some constant A˜. Again, the generalization to more general correlation functions
is straightforward. Note that the non-zero contribution of this diagram comes just
from the two-dimensional subspace of the decorated moduli space with p∞ = p0+p1.
• ∆ < 0 : The topology of the corresponding graph is given by Figure 6(c). It has a
(topologically non-trivial) self-contraction, so when all operators are normal-ordered
it vanishes. Thus, all diagrams vanish in this part of the decorated moduli space.
To summarize, when we calculate an amplitude 〈Tr(ΦJ1(x1)) Tr(ΦJ2(x2)) Tr(ΦJ3(x3))〉S2
with no self-contractions, the multiplicities mij of the edges are given by
mij =
1
2
(
∑
k
Jk)−
∑
k
|ǫijk|Jk. (26)
We always get a contribution from only one region of the decorated moduli space. If one
of the mij is zero we find a contribution only from ∆ = 0, while if all the mij > 0 the only
contribution comes from ∆ > 0. In other cases the amplitude vanishes.
4.2 The Y four-point function diagram
Now that we understand how the formalism works on the simple three-point function ex-
ample we turn to four-point functions. Our main interest will be in studying the worldsheet
OPE. Studying this OPE using four-point functions is somewhat subtle, since in a two di-
mensional conformal field theory, the non-trivial dependence on the positions in four-point
functions is a function only of the cross-ratio z = (z1 − z2)(z3− z4)/(z1− z3)(z2 − z4), and
the z → 0 limit can be interpreted either as z1 → z2 or as z3 → z4. We will see that one of
the interpretations will turn out to be more natural in the computation of this subsection.
Finding the Strebel differential for a general four-point diagram is a difficult task. The
most general Strebel differential for a four-point amplitude, when we choose the insertions
to be at z = ±t, 1,∞, has the following form [11]:
q = − p
2
∞
4π2
∏4
i=1(ci − z)
(1− z)2(t2 − z2)2dz
2. (27)
The sphere four-point function has a single complex modulus t, and there are four circum-
ferences pi. The worldsheet OPE appears in this parametrization as t → 0. Recall that
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1t
∞ −t
c
1
t
−t
(a) (b)
Figure 7: The Y diagram with t in the middle: (a) in the gauge theory, (b) on the
worldsheet.
the field theory amplitude is given in terms of the edge lengths of the edges connecting the
zeros. These are integrals of the square root of (27). The differential is Strebel when these
edge lengths are real, and this gives very non-trivial equations on the parameters of (27).
In the rest of this section we will consider special cases where the Strebel problem can be
explicitly solved.
The first case we consider is the Y diagram of the gauge theory, drawn in Figure 7(a).
We arbitrarily mapped the operator in the middle to the point t on the worldsheet, meaning
that we compute the OPE between the operator in the middle and another on an edge; as
discussed above, we cannot distinguish this from an OPE between the two other operators
(which are both on edges) so this is in fact the most general possibility. The gauge theory
scalar correlators which get contributions from this diagram are:
〈Tr(Φmt(0)) Tr(Φm∞(x∞)) Tr(Φm−t(x−t)) Tr(Φm1(x1))〉S2 (28)
(putting xt = 0 for convenience), with mt = m∞ +m−t+m1, and this is the only diagram
contributing to these correlators. The dual diagram, drawn (schematically) in Figure 7(b),
consists of three disjoint disks glued at a point. Since six horizontal lines join at the vertex,
it is a degenerate zero of the Strebel differential of order four. Thus, the Strebel differential
for this diagram is given by:
q = − p
2
∞
4π2
(
(z − c)2
(z − 1)(z2 − t2)
)2
dz2. (29)
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We have three edges in this diagram, so the diagram will be non-zero only on a three real-
parameter subspace of the six-real-dimensional decorated moduli space. From the figure it
is clear that the four circumferences satisfy one constraint among themselves,
pt = p∞ + p1 + p−t, (30)
so only three are independent; we can thus label the position in the subspace where the
diagram is non-zero either by three of the circumferences, or by t and one of the three
circumferences. In general to determine the pi from the Strebel differential we need to take
a square root of the residues p2i , and there is a sign ambiguity. However, in this case (30)
fixes the signs of the square roots uniquely :
pt
p∞
= − (c− t)
2
2t(−t+ 1) ,
p1
p∞
= −(c− 1)
2
1− t2 ,
p−t
p∞
= − (c+ t)
2
2t(t+ 1)
. (31)
Defining
A =
p−t
p∞
− pt
p∞
, B =
pt
p∞
+
p−t
p∞
, (32)
we have
c =
1
2
(−A− tB) , t2 (4 +B2 + 4A)+ 2t (2B + AB) + A2 = 0. (33)
The discriminant of this quadratic equation with real coefficients, ∆ = 16(B2−A2)(A+1),
is always non-positive because of the obvious inequalities |B| ≥ |A| and A ≤ −1, so the
solutions for t as a function of the edge-lengths are generally complex (as expected).
Next, we would like to work out the change of variables from the Schwinger parameters
(which are simply related to the edge lengths, which for this diagram are equal to p1, p∞
and p−t) to t and p∞, in order to be able to study the OPE limit t → 0. The change
of variables to p∞, A and B is straightforward. Next, we can translate A and B to t by
using12
Re(t) = − 2B +BA
4 +B2 + 4A
, |t|2 = A
2
4 +B2 + 4A
. (34)
12It is important to emphasize that two given metric graphs of the form above which differ only in the
cyclic order of the points around the graph are not in the same isomorphism class, and hence they corre-
spond to two distinct Riemann surfaces. These two Riemann surfaces are related by complex conjugation
of t.
27
With some algebra we find that the measure on the decorated moduli space transforms as∫
dp∞dAdB =
∫
dp∞d
2t|Im(t)|
∣∣∣∣4A((A+ 2)2 − B2)(B2 + 4A+ 4)3
∣∣∣∣
−1
. (35)
Next, we examine the field theory amplitude, and integrate over p∞. The field the-
ory amplitude (28) in position space, when expressed in terms of the inverse Schwinger
parameters, is given up to a constant by
G =
∫
dp∞dp−tdp1p
(m∞−1)
∞ p
(m−t−1)
−t p
(m1−1)
1 e
−p∞(x2∞+x
2
−t(B+A)/2−x
2
1(1+A)), (36)
which may be rewritten (after changing variables using (35) and integrating over p∞) in
the convenient form
G =
∫
d2t|Im(t)|(x2∞ + x2−t(B + A)/2− x21(1 + A))−m∞−m1−m−t×
×
∣∣∣∣4A((A+ 2)2 − B2)(B2 + 4A+ 4)3
∣∣∣∣
−1
(A+B)(m−t−1)(1 + A)(m1−1). (37)
We can now consider the OPE limit t→ 0. Writing t = |t|eiφ, we find that for small t
we have
B =
2
(1− cos(φ))|t| +O(1), A =
−2
1− cos(φ) +O(|t|). (38)
Substituting this into (37) we find that the leading term in the OPE which contributes to
this diagram is given by (up to a constant) :∫
d2t|t|mt−m−t−2| sin(φ)|(1 + cos(φ))m1−1(1− cos(φ))m∞−1(x2−t)−mt . (39)
As expected, only powers of |t| bigger than (−2) appear, since the integration over t must
be convergent. From the form of (39) we can read off the worldsheet conformal dimensions
(h, h¯) of the operators appearing in the leading term: generically we find operators with
h+ h¯ = mt −m−t + 2, h = q
2
(q ∈ Z), h, h¯ ≥ 3
2
. (40)
For instance, for mt = 7, m−t = 2, we have
(h, h¯) = (
3
2
,
11
2
), (2, 5), (
5
2
,
9
2
), (3, 4), (
7
2
,
7
2
), (4, 3), (
9
2
,
5
2
), (5, 2), (
11
2
,
3
2
). (41)
Note that, as expected, the OPE coefficient becomes singular as xt approaches x−t (this
is why it is more natural to interpret this OPE in terms of these two points approaching each
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other, rather than the other two points). As discussed in section 3, when the space-time
theory has a conformal symmetry (as in our case), we would expect that for every value
of t the worldsheet correlation function should transform under the conformal symmetry
in the same way as the full space-time correlation function (given by the integral over t).
However, it is easy to see that this is not the case; the ratio between the expression (x2−t)
−mt
which we found for small t and the exact field theory answer (x2−t)
−m−t(x2∞)
−m∞(x21)
−m1
cannot be written as a function of the two cross-ratios (x∞ − x−t)2x21/(x∞ − x1)2x2−t and
x2∞(x−t − x1)2/(x∞ − x1)2x2−t, as conformal invariance would demand. However, our small
t expression does have the correct scaling transformation (consistent with our discussion
in section 3).
Next, we calculate the subleading term in the expansion of the OPE. The leading
correction to (38) is given by
B =
2
(1− cos(φ))|t| +
2|t|(cos(φ)− 1
2
)(cos(φ) + 1)
cos(φ)− 1 +O(|t|
2),
A =
−2
1− cos(φ) −
|t|2 cos(φ)(cos(φ) + 1)
cos(φ)− 1 +O(|t|
3). (42)
Using (37) we find that the subleading term in the worldsheet OPE is∫
d2t|t|mt−m−t−1| sin(φ)|(1 + cos(φ))m1−1(1− cos(φ))m∞−1(x2−t)−mt−1×
× (x2−t(1−m∞ −m1) + x2∞(cos(φ)− 1)mt − x21(cos(φ) + 1)mt) . (43)
The qualitative behavior is similar to that of the leading term, but now we find a different
space-time dependence for different terms in the OPE (with the same h + h¯ but different
h), as we would generally expect.
Even though this diagram is quite simple, we showed that it is possible to use it to
study many of the features of the gauge-string duality that we are trying to understand.
4.3 The Π four-point function diagram
The next solvable four-point function we consider is the other diagram with three edges,
which we call the Π diagram (Figure 8). It contributes to various correlators in general
field theories; for example, in a free gauge theory with three adjoint scalar fields Φ1,Φ2,Φ3
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−t ∞
1t
c t−t 1
(a) (b)
Figure 8: The Π diagram: (a) in the gauge theory, (b) on the worldsheet.
it is the only contribution to the correlator :
〈Tr(Φ21(x1)) Tr(Φ21Φ2(x2)) Tr(Φ2Φ23(x3)) Tr(Φ23(x4))〉S2. (44)
We will see that this diagram has a very strange property – the string theory amplitude
has support only for real values of t (namely, when all four points lie on a straight line in
the plane).
The Strebel differential here is again given by:
q = − p
2
∞
4π2
(
(z − c)2
(z − 1)(z2 − t2)
)2
dz2, (45)
but with a different relation between the circumferences. When we label the points as in
Figure 8, we have
pt − p−t = p1 − p∞. (46)
The only possible sign choice is then
p±t
p∞
=
(c∓ t)2
2t(∓t+ 1) ,
p1
p∞
=
(c− 1)2
1− t2 . (47)
Again, it is convenient to define
A =
p−t
p∞
− pt
p∞
, B =
pt
p∞
+
p−t
p∞
. (48)
Then, we have
2c = A + tB, (A+ tB)2 = 4t(B + tA− t). (49)
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The last equation gives t for a given value of the circumferences. We would naively expect
to have solutions for all values of t near zero, in order to get an expression with a smooth
OPE expansion. However, this turns out not to be the case; equation (49) gives :
t2(B2 − 4A+ 4) + 2t(AB − 2B) + A2 = 0. (50)
This is a quadratic equation with real coefficients. The discriminant is
∆ = 4(AB − 2B)2 − 4A2(B2 − 4A+ 4) = 16(A2 − B2)(A− 1). (51)
This is always non-negative by the obvious inequalities B ≥ |A| and A ≤ 1. So, these
diagrams always correspond to real values of t, covering just a one-dimensional subspace
of the moduli space. Thus, in this case, if we translate a correlation function such as (44)
to the worldsheet, we find a non-smooth correlation function on the worldsheet which is
non-zero only on a one-dimensional subspace. Obviously, this does not have a good OPE
expansion, and it cannot arise from a sensible local field theory on the worldsheet. Perhaps
there are some global zero modes causing this worldsheet correlation function to vanish for
generic values of t.
t−t 1 c 1t−t
c
c t−t 1 −t
t
c
1
Figure 9: The four possible positions of the zero c and the structure of critical leaves
implied by the symmetry of reflections round the real axis. The two critical curves on
the left (and on the right) are different as metric graphs because they have a different
orientation.
Note that our choice (46) by itself does not uniquely determine the topology of the
critical curve; there are four topologically distinct critical curves obeying this relation. We
31
11
A+B
2
1−A
Figure 10: The four regions of A,B space; for each A,B there are two possible solutions of
the quadratic equation, and we draw the two distinct diagrams that they corresponds to.
As explained, each metric graph (including orientation) appears exactly once.
draw these four possibilities in Figure 9. The differential in this case is real, so the critical
lines are obviously invariant under reflection with respect to the real axis. At first sight one
may worry that we obtain from the quadratic equation (50) above two different solutions
for t with the same circumferences, even though the Strebel isomorphism should give a
unique (marked) Riemann surface for every value of the edge lengths. The resolution is
that the two solutions have different topologies, so they correspond to different graphs
(Feynman diagrams) on the field theory side. The summary of the possible graphs which
appear for each value of the circumferences (labeled by A and B) is given in Figure 10.
4.4 The X five-point function diagram
The final example we discuss in detail is the five-point X amplitude, drawn in Figure 11.
This is the single contribution to correlators of the form
〈Tr(Φm1(x1)) Tr(Φmb(xb)) Tr(Φm∞(x∞)) Tr(Φm−t(x−t)) Tr(Φmt(xt))〉S2, (52)
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with mt = m1+mb+m∞+m−t. Here we will illustrate how the fact that the string theory
amplitude localizes on a sub-manifold of the moduli space makes it difficult to extract the
OPE.
1 ∞
−t
t
b
c
1
−t
tb
(a) (b)
Figure 11: The X diagram: (a) in the gauge theory, (b) on the worldsheet.
The Strebel differential in this case has a zero of order six, so it is given by (choosing
the insertions at z = 1,±t, b,∞):
q = − p
2
∞
4π2
(c− z)6
(1− z)2(b− z)2(t2 − z2)2dz
2. (53)
The ratios of the circumferences are given by (denoting pt = p+, p−t = p−)
p1
p∞
= γ1
(c− 1)3
(1− t2)(b− 1) ≡ α
3
1,
pb
p∞
= γb
(c− b)3
(b2 − t2)(b− 1) ≡ α
3
b ,
p+
p∞
= γ+
(c− t)3
2t(1− t)(b− t) ≡ α
3
+,
p−
p∞
= γ−
(c+ t)3
2t(1 + t)(b+ t)
≡ α3−, (54)
up to signs γi, which depend on the choice of which vertex we put in the middle; note the
useful identity
(c− 1)3
(1− t2)(b− 1) −
(c− b)3
(b2 − t2)(b− 1) −
(c− t)3
2t(1− t)(b− t) +
(c+ t)3
2t(1 + t)(b+ t)
− 1 = 0. (55)
If we put the vertex at the point j in the middle we have:
∑
i6=j
pi
pj
− 1 = 0. (56)
There are two possible cases to consider when taking the small t limit : either putting one
of ±t in the middle, or putting both on the edges.
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On the field theory side we have four edge-length parameters, which should map to
a subspace of the decorated moduli space (the circumferences, b and t). As discussed in
section 2 we have a pi → αpi scaling symmetry which does not change the Riemann surface
(and rescales the edge lengths), so we will cover at most a three real-dimensional subspace
of the moduli space (the space of b’s and t’s).
As in the previous examples, we can solve the equations above to get all the constraints,
without any need to invoke the reality conditions of the Strebel differential (which are
automatically satisfied). We define
F1 = γ
1/3
1
(
(1− t2)(b− 1)
)1/3
, F± = γ
1/3
±
(
2t(1∓ t)(b∓ t)
)1/3
, (57)
where we choose a specific root for the third root of the expressions in the brackets, and the
ambiguity is swallowed in the third root of the γ’s. The equations for the circumferences
become:
α1F1 + 1 = c, α+F+ + t = c, α−F− − t = c. (58)
We take all the αi to be real and positive. The first equation can be taken to be an equation
for c, and from the two others we get four real equations. Two are equations for α± :
2t1 = α−Re(F−)− α+Re(F+), 2t2 = α−Im(F−)− α+Im(F+), (59)
where t1 ≡ Re(t) and t2 ≡ Im(t). One equation gives α1,
α1 = Re
(
t+ α+F+ − 1
F1
)
, (60)
and the last one is a constraint on the moduli space:
0 = Im
(
t+ α+F+ − 1
F1
)
. (61)
The equations for α± are easily solved:
α± = 2
t2Re(F∓)− t1Im(F∓)
Re(F+)Im(F−)−Re(F−)Im(F+) . (62)
We begin with the case when the two ±t insertions are on the edges. Without loss of
generality we take ∞ to be in the middle. For this choice the signs are
γ1 = −γb = −γ+ = γ− = 1. (63)
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To the leading order in t we then get :
F± = (2|tb|)1/3e i3 (pik±+φ+θb), (64)
where k+ is an odd integer and k− is even, φ is the phase of t, and θb is the phase of b.
From here we find
∆ ≡ Re(F+)Im(F−)−Re(F−)Im(F+) =
= (2|tb|)2/3
(
cos(
πk+ + φ+ θb
3
) sin(
πk− + φ+ θb
3
)− sin(πk+ + φ+ θb
3
) cos(
πk− + φ+ θb
3
)
)
= (2|tb|)2/3 sin
(
π(k− − k+)
3
)
. (65)
Note that if k− − k+ = 3m we get a contradiction : we find that p± should go as ±B/|t|
for small t, which contradicts the positivity of the circumferences (because the zero c goes
to a constant as t→ 0 if k− − k+ = 3m). Thus, the α± are:
α± =
2(2|t|)2/3
|b|1/3 sin
(
pi(k−−k+)
3
)(sin(φ) cos(πk∓ + φ+ θb
3
)− cos(φ) sin(πk∓ + φ+ θb
3
)
)
= 2(2|t|)2/3
sin
(
1
3
(2φ− πk∓ − θb)
)
|b|1/3 sin
(
pi(k−−k+)
3
) . (66)
The circumferences are:
p±
p∞
=
8(2|t|)2
|b|
(sin( 2φ−pik∓−θb
3
)
sin
(
pi(k−−k+)
3
) )3. (67)
The phases k± are set unambiguously by demanding the positivity of these expressions.
The phase choices are:
φ− θb
2
∈ (0, π)→ (k−, k+) = (0, 5), (2, 3); (68)
φ− θb
2
∈ (π, 2π)→ (k−, k+) = (4, 5), (2, 1).
There are four choices of the phases which give exactly the same results. The different
choices are simply switching p+ and p− (relabeling the edges). We note that here c → 0
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as t → 0, and thus b = −pb/p1 ≤ 0. Thus, b is real and negative. The Jacobian for the
change of variables from p+/p∞, p−/p∞ to |t|, φ is easily obtained from here : for small |t|
J ∼ |t|3
sin
(
1
3
(2φ− πk+)
)2
sin
(
1
3
(2φ− πk−)
)2
sin
(
pi(k−−k+)
3
)5 . (69)
Note also that the constraint (61) on the moduli space reads
0 = Im
[
1
F1
]
→ Im
[
γ
1/3
1 (1− b)
]
= 0, (70)
so we get that γ
1/3
1 = 1. We also have two positivity constraints for p1, pb which give
− 1 ≤ Re
[
1
F1
]
≤ 0→ −1 ≤ 1
(b− 1)1/3 ≤ 0, (71)
which is satisfied. Thus all the phases are set.
Let us now discuss the case of one ±t insertion in the middle, say t. We obtain:
F± = e
pii
3
k±(2tb)1/3(1∓ (1 + b−1)1
3
t). (72)
In this case
γ1 = −γb = γt = γ−t = −1. (73)
Note that if k+ 6= k− the equations are essentially the same as above. Thus, the p± circum-
ferences go to zero as t goes to zero. This, however, implies that the other circumferences
cannot all be positive because we have p+ = p−+ p1+ pb+ p∞. Thus, this case is inconsis-
tent and we must have here k± = k where k is odd or even depending on which insertion,
±t, we chose to put in the middle. Thus we find (at leading order in |t|)
α± =
3
(2|tb|)1/3
(sin(1
3
(2φ− πk − θb)
)
|1 + b−1| sin
(
φ+ θ˜b
) ± |1 + b
−1| sin
(
1
3
(φ+ πk) + θb + θ˜b
)
sin
(
φ+ θ˜b
) |t|), (74)
where θ˜b is the phase of (1 + b
−1) and θb is the phase of b. The circumferences behave as:
p±
p∞
=
27
2|tb|
(sin( 1
3
(2φ− πk − θb)
)
|1 + b−1| sin
(
φ+ θ˜b
) )3(1±3|1+b−1|2 sin
(
1
3
(φ+ πk) + θb + θ˜b
)
sin
(
1
3
(2φ− πk − θb)
) |t|). (75)
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Note that k should be chosen such that the expression will be positive, and it depends on
θ˜b. The details are similar to the previous case but the expressions are more complicated
so we omit them here. There is only one choice of k such that the solution is well-behaved
as a function of φ. Also note that here α1 depends on the phase φ. The Jacobian is a
complicated function of the phases, because even the leading term of α1 has a non-trivial
dependence on φ, and b is also a complicated function of φ. At leading order as t→ 0 we
find
J = J0(θb, |b|, φ) 1|t|2 , (76)
where the Jacobian is from the integration over pi/p∞ to the integration over d
2bd|t|dφ.
We now calculate the string theory amplitude from the gauge theory expression as
usual, for the correlation function (52). In the gauge theory we have (up to a constant)
G =
∫ ∏
i=−t,b,1,∞
dσiσ
mi−1
i e
−
(xi−xt)
2
4
σi
=
∫ ∏
i=−t,b,1
d
pi
p∞
(
pi
p∞
)mi−1
∫
dp∞p
∑
i=−t,b,1,∞(mi−1)+3
∞ e
−p∞A
∝
∫ ∏
i=−t,b,1
d
pi
p∞
(
pi
p∞
)mi−1
(
1
A
)mt
, (77)
where
A ≡
∑
i=−t,b,1,∞
(xi − xt)2
4
pi
p∞
. (78)
We find that in the t→ 0 limit the amplitude has the simple form :
G ∝
∫
d2t
1
(xt − x−t)2mt |t|
m1+mb+m∞−2F˜ (φ) (79)
=
∫
d2t
1
(xt − x−t)2mt |t|
mt−m−t−2F˜ (φ).
The dependence on the phases here is quite complicated. The leading divergent power in
the OPE agrees with what we found for the 4-point Y amplitude (39). Note that, unlike
what we found before, the dependence on the phase φ is not a finite sum of sin’s. The easy
way to see this is to note that the only dependence on m∞ in (77) comes from the term(
1
A
)m∞
∼
(
1
(xt − x−t)2 p−tp∞
)m∞
(80)
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in the integrand. From the calculation of p−t
p∞
above we know that the phase dependence
of this term is of the form
( sin(φ+ θ˜b
)
sin
(
1
3
(2φ− πk − θb)
))3m∞ . (81)
This expression does not factorize as a finite sum of trigonometric functions. However, it
turns out that this is a meaningless statement because we have the delta function constraint
(61) (recall that the integral is only over a three-dimensional subspace of the space of b’s
and t’s), which is a functional relation among φ, θb and |b| (to the leading order in |t|),
and thus, we can substitute anything which equals one on the constraint space into the
integrand. The result is that the φ dependence is not well defined here. On the other hand,
the power of |t| appearing in the OPE is well-defined, because the delta function for small
|t| is independent of |t|. This is not trivial; if the constraint had looked like (for small |t|)
δ( ···
|t|
), then the power of |t| in the most singular term would have also been an ill-defined
quantity.
An interesting point to note is that for the previous case, with the ±t insertions on the
edges, the series begins with more regular terms than in the other OPEs we analyzed so
far. We find that the most singular term in this case is given by :
G ∼
∫
d2t|t|2(mt+m−t)−2F˜2(φ, xi). (82)
Our interpretation of this is that the leading terms in the OPE, going as |t||mt−m−t|−2 and
higher powers, do not contribute to the correlation function in this case, and the terms
which contribute start at the order appearing in (82).
It is easy to generalize the procedure of this subsection to general star diagrams, with
one point in the middle connected to n − 1 other points by edges. For an n-point star
diagram, if we put ±t on the edges, we find
p±
p∞
∼ |t|n−3, J ∼ |t|2(n−4), (83)
and we will get even higher powers of |t| as the first terms of the OPE expansion. It is
still true, however, that the power will depend only on the combination mt +m−t. On the
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other hand, if we put t in the middle and −t on the edge, we reproduce the same |t| power
that we found (for n = 4, 5) in the Y and X diagrams. We find here:
p±
p∞
∼ 1|t| , J ∼ |t|
−2, (84)
leading to a leading power of t in the OPE equal to mt −m−t − 2.
5 Two-Point Function on the Torus
In this section we will discuss some aspects of the two-point function on the torus (note
that while in a general string theory one could have also non-zero one-point functions on
the torus, these are not present in free gauge theories with normal-ordered operators so
we ignore them here). In string theory, a general two-point function on a torus has four
real parameters, the complex position b of one of the insertions (when the other insertion
is chosen at z = 0) and the complex torus modulus τ . In the decorated moduli space there
are two additional moduli, the two circumferences related to the two insertions. Thus, we
have six real parameters for a two-point function on the torus.
If we map a generic point on this decorated moduli space to a field theory two-point
function using the general prescription described in section 2, we find a toroidal Feyn-
man diagram with six edges, but with two (topologically non-trivial) self-contractions.
A toroidal 2-point function with no self-contractions has only four edges in its “skeleton
graph” (see, for instance, [25] for discussions of toroidal 2-point functions in free gauge
theories); thus, the non-vanishing Feynman diagrams in our theory map to a four real-
dimensional subspace of the decorated moduli space. Moreover, since this subspace is
clearly invariant under a rescaling of the circumferences pi → αpi (which corresponds to a
rescaling of all the Schwinger parameters, as mentioned in section 2), its projection onto
the moduli space is at most a three real-dimensional space (out of the four real dimen-
sions). So, again we find that the worldsheet correlation function vanishes at generic points
on the moduli space. In this section we will investigate in detail the subspace on which
the correlation function is non-vanishing. Some basic definitions and facts about elliptic
functions which will be used extensively in the following may be found in Appendix B.
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The non-zero toroidal two-point functions in a free field theory take the form
〈Tr(Φn(x1)) Tr(Φn(x2))〉T 2. (85)
We are interested in diagrams without self-contractions. It is easy to convince oneself that
for such diagrams the two circumferences, p0 and pb, must be equal, as depicted in Figure
12(a). Any critical curve which is not topologically of the form drawn in Figure 12(a) will
have self-contractions.
0 1
τ
b
z1
z2
TrΦn
TrΦn
(a) (b)
Figure 12: Two-point function on the torus without self-contractions: (a) The critical
graph (dual to the gauge theory graph). (b) The gauge theory graph.
From the figure it is clear that the Strebel differential corresponding to such a graph
should have two double zeros (the general two-point function on the torus will have four
simple zeros, but also self-contractions). The Strebel differential should respect the peri-
odicities of the torus and thus should be an elliptic function. For any elliptic function, the
sum of the poles (weighted by their order) minus the sum of the zeros (weighted by their
order) is a period of the torus. Denoting the zeros by zi (i = 1, 2), this gives:
0 + 2b−
4∑
i=1
(zeros) = 2b− 2(z1 + z2) = nτ +m (n,m ∈ Z). (86)
There are now two distinct cases, one when the zeros and poles satisfy
b− z1 − z2 = n˜τ + m˜, (n˜, m˜ ∈ Z) (87)
and the other where
b− z1 − z2 6= n˜τ + m˜, (n˜, m˜ ∈ Z). (88)
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TrΦn
TrΦn
(a) (b)
Figure 13: A specific two-point function on the torus with self-contractions, with τ = 2i
and b = i: (a) Critical (dual) graph. (b) Gauge theory graph.
Note that our demand that the differential will have two double zeros is still not enough
to rule out self-contractions. For instance, the following differential (on a torus with τ = 2i)
has both double zeros and self-contractions, as depicted in Figure 13:
q = − L
2
4π2
℘(z | τ = i)dz2. (89)
Note that for this differential (which has b = i) we are in the case (88). In the rest of this
section we will analyze the general differential with no self-contractions, and we will see
that it satisfies (87). Thus, we claim that any diagram with self-contractions satisfies (88),
and the ones without self-contractions satisfy (87).
First, let us discuss a specific explicit example. We argue that
q = − L
2
4π2
{℘(z) + ℘(z − τ + 1
2
)− e1 − e3}dz2 (90)
is a good Strebel differential without self-contractions for some class of τ ’s. This differential
has double zeros at z = τ/2 and z = 1/2, and double poles at z = 0 and z = (τ + 1)/2.
Thus, the zeros and poles satisfy (87). We can check if this is a Strebel differential by
noting that
q =
(
iLd℘
4π(℘− e2)
)2
, (91)
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so we can easily compute the edge lengths, say between the zeros w1 = 1/2 and w3 = τ/2:
σ =
∫ w3
w1
√
q =
iL
4π
∫ e3
e1
d℘
℘− e2 =
iL
4π
ln
e3 − e2
e1 − e2 . (92)
For this to be real (note that this is independent of the branch of the log) we should have
e3 − e2
e1 − e2 = e
iθ (93)
for real θ, which implies a condition on τ . This condition can be understood graphically :
e3− e2 and e1 − e2 should lie on the same circle in the ℘ plane (see Figure 14). When this
℘ = e2
℘ = e1
℘ = e3
θ
Figure 14: The ℘-plane horizontal curves of (90).
is satisfied, there will be two different edges of the critical graph with lengths:
σ1 = L
θ(τ)
4π
, σ2 = L
2π − θ(τ)
4π
. (94)
We note that the quantity e3−e2
e1−e2
is used in the mathematical literature, and is usually
denoted by13 k2(τ). It satisfies that for any complex a 6= 0, 1 there is a τ such that
k2(τ) = a. Thus, the solutions to (93) give a one-dimensional subspace of the three-
dimensional submanifold we are looking for. One can show that the solution of (93) is
simply (in the fundamental domain) |τ | = 1 14. We will see some examples of such solutions
in numerical calculations below. For these τ ’s, the differential (90) is a perfectly good
13It satisfies k2(τ) = θ410(0|τ)/θ400(0|τ).
14This can be proven using elementary modular properties of the so-called λ functions.
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Strebel differential, so we have found a class of examples of differentials without self-
contractions satisfying (87).
In the rest of this section we look for the most general Strebel differential which has
double zeros and satisfies (87). It can be written as:
q = − c
2
4π2
(
℘(z − z1+z2
2
)− ℘( z1−z2
2
)
℘(z − z1+z2
2
)− ℘( z1+z2
2
)
)2
dz2, (95)
which has poles of second order at 0, b = z1 + z2 and zeros of second order at z1, z2. The
equal residues are given by
p20 = p
2
b = c
2
(
℘( z1+z2
2
)− ℘( z1−z2
2
)
∂℘
∂z
( z1+z2
2
)
)2
. (96)
We fix the value of τ , and we wish to find c and the zeros such that (95) is a Strebel
differential with a pole at b = z1 + z2. We have solutions only for a three-dimensional
submanifold of τ , b, determined by the reality of the integrals of
√
q along curves γi
between the zeros :
σi =
ic
2π
∫
γi
dz
℘(z − z1+z2
2
)− ℘( z1−z2
2
)
℘(z − z1+z2
2
)− ℘( z1+z2
2
)
=
ic
2π
∫
γi
dz
(
1 +
℘( z1+z2
2
)− ℘( z1−z2
2
)
℘(z − z1+z2
2
)− ℘( z1+z2
2
)
)
=
=
ic
2π
(
γi(1)− γi(0) +
(
℘(
z1 + z2
2
)− ℘(z1 − z2
2
)
) ∫
γi
dz
1
℘(z − z1+z2
2
)− ℘( z1+z2
2
)
)
.
(97)
This integral is expressible in terms of different Weierstrass functions
∫
dz
1
℘(z − a)− ℘(a) =
ln σ(z−2a)
σ(z)
+ 2zζ(a)
℘′(a)
, (98)
whose definitions are summarized in Appendix B. Denoting ∆z = z2−z1, we find that the
three independent length-integrals lead to the equations :
• Direct z1 → z2 integral :
0 = Re
{
c
2π
(
∆z +
℘( z1+z2
2
)− ℘(∆z
2
)
℘′( z1+z2
2
)
(
ln
σ(−z1)
σ(z2)
− ln σ(−z2)
σ(z1)
+ 2∆zζ(
z1 + z2
2
)
))}
=
= p0Re
{
℘′( z1+z2
2
)∆z
℘( z1+z2
2
)− ℘(∆z
2
)
+ 2∆zζ(
z1 + z2
2
) + 2 ln
σ(z1)
σ(z2)
}
,
(99)
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• z1 → z2 + 1 integral minus z1 → z2 integral :
0 = p0Re
{
℘′( z1+z2
2
)
℘( z1+z2
2
)− ℘(∆z
2
)
+ 2ζ(
z1 + z2
2
) + ln
σ(−z1 + 1)
σ(z2 + 1)
− ln σ(−z1)
σ(z2)
}
=
= p0Re
{
℘′( z1+z2
2
)
℘( z1+z2
2
)− ℘(∆z
2
)
+ 2ζ(
z1 + z2
2
)− 2(z1 + z2)η1
}
, (100)
• z2 → z1 + τ integral minus z2 → z1 integral :
0 = p0Re
{
℘′( z1+z2
2
)τ
℘( z1+z2
2
)− ℘(∆z
2
)
+ 2τζ(
z1 + z2
2
)− 2(z1 + z2)η3
}
=
= p0Re
{
℘′( z1+z2
2
)τ
℘( z1+z2
2
)− ℘(∆z
2
)
+ 2τζ(
z1 + z2
2
)− 2(z1 + z2)τη1 + 2i(z1 + z2)π
}
.(101)
It is possible to combine the last two equations into
℘′( z1+z2
2
)
℘( z1+z2
2
)− ℘(∆z
2
)
+ 2ζ(
z1 + z2
2
)− 2(z1 + z2)η1 = −2iπIm(z1 + z2)/τ2, (102)
which is further conveniently rewritten as
℘(
∆z
2
) =
℘′( z1+z2
2
)
2ζ( z1+z2
2
)− 2(z1 + z2)η1 + 2iπIm(z1 + z2)/τ2 + ℘(
z1 + z2
2
). (103)
An immediate consequence is that for small b = z1 + z2 we have
℘(
∆z
2
) ∼
(
−2η1 + 2πi
τ2
Im(b)
b
)
+O(b) = O(1), (104)
which means that both of the zeros approach a constant (depending on the phase of b) as
b→ 0.
We define a function K(z1,2, z¯1,2, τ, τ¯) by the inverse Weierstrass function acting on
(103) :
∆z
2
= ℘−1
(
℘′( z1+z2
2
)
2ζ( z1+z2
2
)− 2(z1 + z2)η1 + 2iπIm(z1 + z2)/τ2 + ℘(
z1 + z2
2
)
)
≡ K(z1,2, z¯1,2, τ, τ¯).
(105)
Plugging this result back into (99) we get an equation directly for z1,2 so that the differential
(95) is a Strebel differential on the torus with modulus τ and with a marked point at
(z1 + z2) mod(lattice) :
0 = Re
{(
2(z1 + z2)η1 − 2iπ
τ2
Im(z1 + z2)
)
K(z1,2, z¯1,2, τ, τ¯) + ln
σ( z1+z2
2
−K(z1,2, z¯1,2, τ, τ¯))
σ( z1+z2
2
+K(z1,2, z¯1,2, τ, τ¯))
}
.
(106)
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Note that, as expected, the definition of K and equation (106) depend only on z1 + z2,
so this gives a real equation for b and τ ; however, we chose to write the equation as an
equation for the zi and not for b because it is periodic under simultaneous shifts of z1
and z2 by n +mτ , but not under general lattice shifts of z1 + z2 (although the space of
solutions for b = z1 + z2 is of course periodic). In practice, we solve for the sum of the
zeros and then b is uniquely determined, modulo the lattice. We are now able to find
directly the curves on which b can lie. We expect that for a generic τ the insertion b can
be moved on some curves in the fundamental domain. In Figure 15 we show these curves
(computed numerically from (106)) for some representative values of τ . For some special
values of τ which have symmetry we have non-generic behaviour. One can see that the
point b = (1 + τ)/2 is indeed a solution when |τ | = 1, as discussed above.
The equations above simplify when we have only three edges in the field theory graph
(which is to be drawn on the torus). Here, the dual graph has only one zero of order four,
which we denote by z0, and the pole is at b = 2z0. One can read off the constraint on the
moduli space of marked tori from (105) with ∆z = 0:
ζ(z0)− 2z0η1 + 2iπIm(z0)/τ2 = 0. (107)
Note that we have to look for solutions in which b = 2z0 mod (lattice) is not a lattice
point (since these do not correspond to Strebel differentials). This defines some two di-
mensional subspace of the moduli space, which we can analyze numerically. We observe
that there are no solutions for τ = i, for instance. In addition, for τ = epii/3 one can
see that z0 = (1 + e
pii/3)/3 and z0 = 2(1 + e
pii/3)/3 are solutions of equation (107), with
b = 2(1 + epii/3)/3 and b = (1 + epii/3)/3, respectively15. These points appear in Figure
15(a) as the junction points where three lines meet. This is a general phenomenon: for all
values of τ 6= i with |τ | = 1 there are junctions of three lines which correspond to one edge
going to zero length.
15Note that other values of z0 for which 2z0 equals (modulo the lattice) these values of b are not solutions,
so there is indeed a unique Strebel differential on a given marked Riemann surface.
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(a) (b) (c)
(d) (e) (f)
Figure 15: Numerical plots of the curves on which the second insertion, b, can lie for
six different values of τ : (a) τ = epii/3, (b) τ = i, (c) τ = eipi/3.7, (d) τ = 1.3eipi/6,
(e) τ = 1.2eipi/4.2, (f) τ = 2eipi/6. The fundamental domain is plotted with dashed lines
(in figure (a) b can lie on the boundaries of the fundamental domain we chose). The
small “diamonds” appearing in (a),(b),(c) are the result of numerical errors, and should
be replaced by straight lines going through the middle of the “diamonds”.
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Appendix
A More Sphere Diagrams
In this appendix we will discuss two additional sphere diagrams, the four-point and five-
point diagrams with the topology of a circle (with edges running all around the circle).
Such circular diagrams are the only contributions to correlation functions of the form
〈∏ni=1Tr(Φ2(xi))〉. Our discussion will illustrate further some of the points which were
mentioned in section 4. The four-point gauge theory diagram and dual critical graph are
drawn in Figure 16. In the four-point diagram the decorated moduli space contains one
modulus t and four circumferences; however, from the diagram it is clear that there is one
linear relation between the circumferences (in the specific case drawn in Figure 16(b) it is
pt + p∞ = p1 + p−t), so the diagram maps at most to a five-dimensional subspace of the
decorated moduli space. However, in the gauge theory we have only four Schwinger param-
eters, so the diagram will localize on a codimension-one subspace of this five-dimensional
subspace, similar to what we found in previous cases. In the case of the X amplitude
which we discussed in section 4.4 the δ-function describing the localization did not depend
on the magnitude of the complex modulus t (at leading order for small t), so the question
of the leading power appearing in the OPE was well-defined. On the other hand, for the
circle diagram we will see that the constraint does depend on |t| even in the leading or-
der, and thus we cannot determine the powers appearing in the OPE unless we explicitly
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perform the integrals over the circumferences (which we were unable to do). In the case
of the five-point circle diagram, we will see that the string theory diagram can be written
without any δ-functions. We can translate explicitly all the circumferences to the string
moduli (and one overall scaling parameter).
A.1 Circular four-point function
+t −t
1 ∞
−t +t 1
∞
(a) (b)
Figure 16: Four-point circle diagram on a sphere : (a) Gauge theory graph, (b) Dual
graph.
The most general Strebel differential for the circular four-point diagram (with insertions
at z = 1,±t,∞) has the following form:
q = − 1
4π2
(
γ+
pt
z − t + γ−
p−t
z + t
+ γ1
p1
z − 1
)2
dz2, (108)
where the γi are sign choices which are determined by the ordering of the insertions around
the circle. The ordering specifies a precise relation between the circumferences, which we
wrote as γ+pt+γ−p−t+γ1p1 = p∞. In order to check that (108) is a Strebel differential we
need to make sure that the edge-lengths are real. For given circumferences we will find one
such condition, which implies that (for given circumferences) t cannot take any complex
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value but lies in a one-dimensional subspace. The condition is :
0 = Im{
∫ c−
c+
dz
√
q} = Re{
∫ c−
c+
dz
2π
(
γ+
pt
z − t + γ−
p−t
z + t
+ γ1
p1
z − 1
)
} = (109)
=
1
2π
Re
(
γ+pt ln(z − t) + γ−p−t ln(z + t) + γ1p1 ln(z − 1)
)∣∣∣∣
c−
c+
,
where c± are the two zeros of the differential; defining
B ≡ γ+pt + γ−p−t
p∞
, A ≡ γ−p−t − γ+pt
p∞
, (110)
they are given by:
c± =
1
2
(
B + At±
√
(B + At)2 − 4t(A+ (B − 1)t)
)
. (111)
Equation (109) is an explicit real constraint on the complex parameter t and on the real
parameters A and B. A numerical solution of this constraint is depicted in Figure 17 for a
specific value of t. The solutions B(A, t) (or A(B, t)) scale with t even at the leading order
-0.4 -0.2 0 0.2 0.4
-0.4
-0.2
0
0.2
0.4
-0.4 -0.2 0 0.2 0.4
-0.4
-0.2
0
0.2
0.4
(a) (b)
Figure 17: Solutions to the constraint (109), for a specific value t = 0.0005e2.75ipi : (a) This
graph shows B(A, t), (b) This graph shows B(1/A, t). We see that the constraint can be
solved to obtain as the three free real parameters the complex t and either A or B.
of small t. Thus, before solving the constraint and integrating over the circumferences
(which we were not able to do) we cannot make any claim about the OPE arising from
this diagram.
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A.2 Circular five-point function
We turn now to the circular five-point diagram. The field theory and the dual graphs
are very similar to the four-point case we discussed above. However, a crucial difference
is that in this case there is no constraint relating the circumferences; in fact, there is a
simple invertible linear relation between the five edge-lengths and the five circumferences.
Choosing the insertions to lie at z = 1,±t, b,∞, the general Strebel differential has the
form:
q =
(
ip∞
2π
(c1 − z)3/2(c2 − z)3/2
(1− z)(t2 − z2)(b− z)dz
)2
. (112)
On the gauge theory side we have five Schwinger parameters; on the string theory side
we have five independent circumferences and two complex moduli (t and b). Recalling
that the moduli do not change when we rescale all the edges, we expect to be able to
rewrite the gauge theory diagram as an integral over all the moduli and over an overall
scale factor related to scaling all the circumferences. Namely, we expect that for any set
of circumferences (up to rescalings) which is consistent with the topology of the graph, we
will find a single value for the moduli.
The technical details are as follows. First, we change variables from the circumferences
pi to an overall scaling parameter p∞ and four parameters αi related to ratios of the
circumferences, defined by :
p1
p∞
= (−1)γ1 (c1 − 1)
3/2(c2 − 1)3/2
(1− t2)(b− 1) ≡ α
3/2
1 , (113)
p±
p∞
= (−1)γ± (c1 ∓ t)
3/2(c2 ∓ t)3/2
2t(1∓ t)(b∓ t) ≡ α
3/2
± ,
pb
p∞
= (−1)γb (c1 − b)
3/2(c2 − b)3/2
(t2 − b2)(1− b) ≡ α
3/2
b .
Here, we denoted the residues at ±t by p±. The sign parameters γi take values in {0, 1},
according to which region of the parameter space we are in (as for the four-point function).
The four complex equations (113) give a relation between the (real parameters) αi, the
two complex zero positions ci and the two complex moduli. We would like to write the
four circumference parameters αi as functions of the moduli space. Define four quantities
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which depend only on the moduli:
F± ≡ e 4pii3 η±+ 2pii3 (1−γ±)
(
2t(1∓ t)(b∓ t)
)2/3
, (114)
Fb ≡ e 4pii3 ηb+ 2pii3 (1−γb)
(
(t2 − b2)(1− b)
)2/3
,
F1 ≡ e 4pii3 η1+ 2pii3 (1−γ1)
(
(t2 − 1)(1− b)
)2/3
,
where the ηi can take the values {0, 1, 2} (assuming a specific choice of phase for the 2/3
power). From the definition of α± we find :
c1c2 =
1
2
(
α+F+ + α−F− − 2t2
)
, (115)
c1 + c2 =
1
2t
(
−α+F+ + α−F−
)
.
Now, we have
αb =
b2 − t2
Fb
+ α+
(
1 +
b
t
)
F+
2Fb
+ α−
(
1− b
t
)
F−
2Fb
, (116)
α1 =
1− t2
F1
+ α+
(
1 +
1
t
)
F+
2F1
+ α−
(
1− 1
t
)
F−
2F1
,
and we have two more equations which come from the reality of the circumferences:
− Im
(
b2 − t2
Fb
)
= α+Im
((
1 +
b
t
) F+
2Fb
)
+ α−Im
((
1− b
t
) F−
2Fb
)
, (117)
−Im
(
1− t2
F1
)
= α+Im
((
1 +
1
t
) F+
2F1
)
+ α−Im
((
1− 1
t
) F−
2F1
)
.
We can now write α± purely as a function of the circumferences :
1
2
α+ =
−Im
[
b2−t2
Fb
]
Im
[(
1− 1
t
)
F−
F1
]
+ Im
[
1−t2
F1
]
Im
[(
1− b
t
)
F−
Fb
]
Im
[(
1 + b
t
)
F+
Fb
]
Im
[(
1− 1
t
)
F−
F1
]
− Im
[(
1 + 1
t
)
F+
F1
]
Im
[(
1− b
t
)
F−
Fb
] ,(118)
1
2
α− =
Im
[
b2−t2
Fb
]
Im
[(
1 + 1
t
)
F+
F1
]
− Im
[
1−t2
F1
]
Im
[(
1 + b
t
)
F+
Fb
]
Im
[(
1 + b
t
)
F+
Fb
]
Im
[(
1− 1
t
)
F−
F1
]
− Im
[(
1 + 1
t
)
F+
F1
]
Im
[(
1− b
t
)
F−
Fb
] .
Thus, we have found explicitly the dictionary from the moduli to the ratios of the cir-
cumferences. We can calculate the Jacobian in a straightforward way, though the explicit
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expression is quite complicated. The only things which are not set yet are the phases γi and
ηi; this is a discrete choice of parameters, depending on which region of the moduli space
we are in. The exact regions are not simple to compute, but we will mostly be interested
in the OPE region t→ 0 where we will be able to determine the phases.
The gauge theory result for a five-point function 〈∏5i=1Tr(ΦJi(xi))〉 is given by:
G ∝
∫
(
5∏
i=1
dσiσ
mi−1
i )e
−
(x1−x2)
2σ1
4
−
(x2−x3)
2σ2
4
−
(x3−x4)
2σ3
4
−
(x4−x5)
2σ4
4
−
(x5−x1)
2σ5
4 , (119)
where the mi are related in a simple way to the Ji. There is a similar simple relation
between the σi and the circumferences pi (written in a specific ordering depending on the
ordering of the vertices around the graph). Defining βi ≡ pi/p∞, it is given by
σi =
1
2
4∑
k=0
(−1)kpi+k(mod 5) = 1
2
p∞
4∑
k=0
(−1)kβi+k(mod 5). (120)
We can now change coordinates from the σi to four βi and p∞. The Jacobian is proportional
to p4∞. Defining
G2(β) =
(x1 − x2)2σ1 + (x2 − x3)2σ2 + (x3 − x4)2σ3 + (x4 − x5)2σ4 + (x5 − x1)2σ5
4p∞
(121)
(which is implicitly a function of the β’s using (120)), the amplitude becomes:
G ∝
∫ ∞
0
dp∞p
4+
∑5
i=1(mi−1)
∞
∫ ∞
0
4∏
i=1
dβi
[ 5∏
j=1
(
1
2
4∑
k=0
(−1)kβj+k
)mj−1]
e−p∞G2(β) (122)
∝
∫ ∞
0
4∏
i=1
dβi
G1(β)
(G2(β))
∑5
i=1 mi
,
where
G1(β) ≡
5∏
j=1
(
1
2
4∑
k=0
(−1)kβj+k
)mj−1
. (123)
Above we calculated the dictionary between the αi = β
2/3
i and the moduli t, b, so we can
now rewrite (122) as a (complicated) integral over the moduli.
All that remains to compute the OPE is to analyze the choice of phases ηi, γi. We
assume that the points ±t lie in adjacent disks of the critical graph; specifically, we choose
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the cyclic order of the points to be t,−t, 1, b,∞. For a “generic” choice of signs, with
different signs at t and −t, we find that as t→ 0 α± ∼ |t|1/3 and αb,1 ∼ |t|0, which implies
that β± ∼
√|t| and βb,1 are finite. Since each circumference pi is the sum of two adjacent
σ’s, this means that three σi’s go as
√|t| and two go as |t|0. We claim that this case is
inconsistent. If we have three edges going to zero then we should have that (at leading
order in t) pb = p1 + p∞, or α
3/2
b = α
3/2
1 + 1. In the limit of t→ 0 we have:
F± = δ±
(
2tb
)2/3
, Fb = δb
(
b2(1− b)
)2/3
, F1 = δ1
(
1− b
)2/3
, (124)
and
2αb =
2b2
Fb
+
(
F+α+ − F−α−
)
b
tFb
, (125)
2α1 =
2
F1
+
(
F+α+ − F−α−
)
1
tF1
.
The only solution we could find to16 α
3/2
b = α
3/2
1 + 1 is to choose δ+ = δ−; in this case at
leading order we have F+ = F− and α+ = α− so F+α+ − F−α− = 0, and then
α
3/2
b − α3/21 =
(
b3
δ
3/2
b b
2(1− b)
− 1
δ
3/2
1 (1− b)
)
, (126)
which indeed equals one for an appropriate choice of δb,δ1.
However, in this case of δ+ = δ− it actually turns out that the scaling at small t is
different. In this case we find α± ∼ |t|−2/3 and αb,1 ∼ |t|0, which implies that β± ∼ 1/|t|
and βb,1 ∼ 1. Thus, one of the σi’s (the edge connecting the two operators which are
coming together) scales as 1/|t| while the others are finite (as we found in some of the
previous OPEs we analyzed). The Jacobian for the change of variables from the β’s to the
absolute value and phase of t and b goes in this case as A/|t|2 + B/|t| for some constants
A and B. It is easy to see that G1 ∝ |t|1− 12 (Jt+J−t−J1+Jb−J∞) while G2 ∝ (xt − x−t)2/|t|, so
we find that the full diagram scales as (for small t)
G ∝
∫
d|t|d(arg(t)) 1|t|2 |t|
1− 1
2
(Jt+J−t−J1+Jb−J∞)(|t|/(xt − x−t)2)
∑
imi
∝
∫
d2t|t|J1+J∞−2|xt − x−t|−
∑
i Ji. (127)
16We can prove this is the only solution in some regions of parameter space, such as 1/|t| ≫ |b| ≫ 1.
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It is easy to see that whenever the diagram is non-zero, the power of t that we find is
always larger than the power we found in the star diagrams which was |Jt − J−t| − 2. So,
the OPE is consistent with this being the minimal power appearing in the OPE, and we
see that in many cases in the five-point function all the leading terms in the OPE cancel
and the first term appearing is (127). The space-time dependence of the leading small t
result is again consistent with scaling invariance.
B A Short Primer on Elliptic Functions
In our study of Strebel differentials on a torus we need to use elliptic functions. In this
section we will briefly review the basic theory of such functions and some useful facts. A
meromorphic function f(z) which is doubly periodic,
f(z + a) = f(z + a˜) = f(z), (128)
where the periods satisfy Im(a˜/a) > 0, is called an elliptic function. These functions have
many nice properties, including :
• The sum of the residues of the simple poles of an elliptic function inside the period-
parallelogram (the parallelogram spanned by the two periods a and a˜) is equal to
zero.
• The number of zeros of a non-constant elliptic function inside the period parallelo-
gram is equal to the number of poles, where the zeros and poles are weighted by their
degrees.
• The sum of the positions of the zeros of a non-constant elliptic function inside the
period parallelogram differs from the sum of the position of the poles by a period
(an integer linear combination of a and a˜), where again the sum is weighted by the
degrees of the zeros and poles.
A useful example of an elliptic function is the Weierstrass function, which can be defined
by the following expansion:
℘(z|τ) = 1
z2
+
∑
m,n 6=(0,0)
(
1
(z +m+ nτ)2
− 1
(m+ nτ)2
)
. (129)
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This is a periodic function with periods τ and 1 and with a double pole at z = 0. This
function solves the following differential equation:
℘′(z|τ)2 = 4(℘(z|τ)− e1)(℘(z|τ)− e2)(℘(z|τ)− e3), e1 + e2 + e3 = 0 (130)
where the derivative is with respect to z, ei ≡ ℘(ωi) and ωi are the half-periods of the
torus,
ω1 =
1
2
, ω2 =
1 + τ
2
, ω3 =
τ
2
. (131)
Another useful property of this function is the addition theorem:
℘(z1 + z2) =
1
4
(
℘′(z1)− ℘′(z2)
℘(z1)− ℘(z2)
)2
− ℘(z1)− ℘(z2). (132)
Any elliptic function f(z|τ) can be written as:
f(z|τ) = P (℘(z|τ)) + ℘′(z|τ)Q(℘(z|τ)) (133)
where P (x) and Q(x) are rational functions. From the properties we quoted above it
follows that if one is given the structure of singularities of a given elliptic function, and one
succeeds in building another elliptic function with the same singularities, the two functions
will differ by a constant. We will use this fact extensively.
There are some additional functions related to the Weierstrass function, which are not
elliptic but nevertheless play an important role. We define σ(z) and ζ(z) by their relation
to the Weierstrass ℘(z) function,
σ′(z)
σ(z)
= ζ(z), ζ ′(z) = −℘(z). (134)
A useful identity for σ(z) is its variation along the periods of the torus
σ(z + 2ωi) = −e2ηi(z+ωi)σ(z), (135)
where ηi ≡ ζ(ωi). We will also use the Legendre theorem, which states that for the periods
(2ω1, 2ω3) = (1, τ)
τη1 − η3 = iπ. (136)
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