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ON THE ALMOST SURE CENTRAL LIMIT THEOREM FOR
ARX PROCESSES IN ADAPTIVE TRACKING
BERNARD BERCU AND VICTOR VAZQUEZ
Abstract. The goal of this paper is to highlight the almost sure central limit
theorem for martingales to the control community and to show the usefulness of
this result for the system identification of controllable ARX(p, q) process in adap-
tive tracking. We also provide strongly consistent estimators of the even moments
of the driven noise of a controllable ARX(p, q) process as well as quadratic strong
laws for the average costs and estimation errors sequences. Our theoretical results
are illustrated by numerical experiments.
1. INTRODUCTION
Zadeh [32] introduced the concept of system identification as the determination,
on the basis of input and output, of a system within a specified class of systems
to which the system under test is equivalent. Hence, any theoretical result which
leads us to make such determination in a more precise way will be a step into the
spirit of Zadeh’s definition. In order to track some of the most relevant results in
system identification, we may find exhaustive and very useful reviews summarizing
the most important contributions in this area of applied mathematics. To the best of
our knowledge, the most relevant of them are the survey of Astro¨m and Eykhoff [1],
the excellent book of Astro¨m and Wittenmark [2], the work of Ljung [27] devoted to
adaptive tracking in system identification, and the beautiful and captivating book-
chapter of Gevers [20] which deals with the recent developments in identification
theory. We also refer the reader to [23] for an overview of basic research on model
selection approaches for linear systems and to [29] for Kernel methods in system
identification, machine learning and functional estimation.
Since the pioneer works on system identification and adaptive control, there has
been a great deal of activity from the control community on the theoretical aspects
as well as on the practical applications. Recently, Cho et al. [17] proposed a new
parameter estimation method in the framework of composite model reference adap-
tive control, in order to improve parameter estimation without persistent excitation.
Heydari [21] investigated the stability of adaptive optimal control using value iter-
ation, initiated from a stabilizing control policy. Jaramillo et al. [24] presented
an adaptive control framework for compensation of uncertainties and perturbations
that satisfy the matching condition on a class of nonlinear dynamic systems. More-
over, Zhu et al. [34] proposed an adaptive model predictive control for unconstrained
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discrete-time linear systems with parametric uncertainties We also refer the reader
to Gao et al. [19] who investigated the problem of adaptive tracking control for a
class of stochastic uncertain nonlinear systems in the presence of input saturation, to
Zhao et al. [33] who studied the adaptive control for linear systems with set-valued
observations in order to track a given periodic target, and to Tao et al. [31] for the
higher-order tracking properties of model reference adaptive control systems.
Bercu et al. [6, 7] investigated the asymptotic behavior of the least squares es-
timator for ARX process in adaptive tracking [2]. More precisely, a new notion of
strong controllability for multidimensional ARX processes was proposed in [6]. In
addition, via a persistently excited version of the adaptive control, it has been shown
in [7] how to avoid this strong controllability condition. In the scalar framework,
a serial correlation noise was considered in [8] for ARX processes. The asymptotic
behaviour of the least squares estimator was analyzed together with the almost sure
convergence of the Durbin-Watson statistics as well as its asymptotic normality.
It led us to proposed a bilateral statistical test for testing whether or not the se-
rial correlation parameter is equal to some non zero fixed value. Finally, in [9],
the introduction of a persistent excitation in the A¨strom and Wittenmark adaptive
control led us to explore a statistical test for detecting the presence of a serial corre-
lated noise together with the asymptotics of the least squares estimator and of the
Durbin-Watson statistics.
The primary goal of this paper is to highlight the almost sure central limit theorem
(ASCLT) for martingales to the control community and to show the usefulness of this
result for the system identification of a controllable ARX(p, q) process in adaptive
tracking. The ASCLT has been widely investigated in stochastic approximation
theory [5, 13, 28] and in statistics [11, 22]. On the one hand, a large literature is
available on the ASCLT for sums of independent random variables [12, 25, 30, 10].
On the other hand, it is also possible to find many references on the ASCLT for
martingales [4, 5, 15, 16, 26].
Surprisingly, the deep impact of the ASCLT has not deeply reached to the control
community. To the best of our knowledge, no reference is available in the engineering
literature dealing the ASCLT. Hence, the aim of this paper is to show how the
ASCLT for martingales could provide interesting results for increasing the deepness
of the system identification of ARX processes in adaptive tracking. The main result
in this paper is also related to the estimation error sequence and to the properties
of the driven noise, in particular to the almost sure estimation of its even moments.
Consequently, our result leads us to increase our knowledge on the distribution of
the driven noise of a controllable ARX(p, q) process.
The paper in organized as follows. Section 2 is devoted to the one-dimensional
ARX(p, q) processes in adaptive tracking, while the ASCLT for the least squares
estimator is given in Section 3. Our theoretical results are illustrated by numerical
experiments in Section 4. A short conclusion is given in Section 5. The almost sure
central limit theorem for martingales is provided in Appendix A, while all technical
proofs are postponed to Appendix B.
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2. ARX processes
In this section, we focus our attention on the one-dimensional ARX(p, q) processes
in adaptive tracking, given for all n ≥ 0 by
(2.1) A(R)Xn+1 = B(R)Un + εn+1
where R stands for the shift-back operator, Xn, Un and εn are the system output,
input and driven noise, respectively. The polynomials A and B are given for all
z ∈ C by
A(z) = 1− a1z − · · · − apzp,
B(z) = 1 + b1z + · · ·+ bqzq,
where ai and bj are typically unknown real numbers. In all the sequel, we shall
make use of the well-known causality assumption on B, also known as the minimum
phase condition, as well as the usual notion of controllability for one-dimensional
ARX processes. To be more precise, we assume that the polynomial B(z) only
has zeros with modulus > 1 and that polynomials A(z) − 1 and B(z) are coprime.
Relation (2.1) may be rewritten in the compact form
(2.2) Xn+1 = θ
TΦn + Un + εn+1
where θT = (a1, . . . , ap, b1, . . . , bq) and Φ
T
n =
(
Xpn, U
q
n−1
)
withXpn = (Xn, . . . , Xn−p+1)
and U qn = (Un, . . . , Un−q+1). We shall assume that the driven noise (εn) is a mar-
tingale difference sequence adapted to the filtration F = (Fn) where Fn is for the
σ-algebra of the events occurring up to time n, which means that for all n ≥ 0,
E[εn+1|Fn] = 0 a.s. Moreover, we assume that, for all n ≥ 0, E[ε2n+1|Fn] = σ2 a.s.
where σ2 > 0. Finally, we assume that (εn) satisfies, for some integer m ≥ 1 and
some real number a > 2m,
(2.3) sup
n≥0
E
[|εn+1|a |Fn] <∞ a.s.
The goal of adaptive tracking is to regulate the dynamics of the process (Xn) by
forcing the output Xn to track, step by step, a predictable reference trajectory (xn)
such that
n∑
k=1
x2k = o(n) a.s.
Moreover, at the same time, we shall also estimate the unknown parameter θ.
First, we focus our attention on the estimation of θ. We shall make use of the
least squares estimator which satisfies, for all n ≥ 0,
(2.4) θ̂n+1 = θ̂n + S
−1
n Φn
(
Xn+1 − Un − θ̂ Tn Φn
)
,
Sn =
n∑
k=0
ΦkΦ
T
k + Iδ
where the initial value θˆ0 may be arbitrarily chosen and Iδ is the identity matrix of
order δ = p + q.
4 BERNARD BERCU AND VICTOR VAZQUEZ
Next, we are concerned with the choice of the adaptive control sequence (Un).
With that aim, we shall make use of the adaptive tracking control proposed by
Astro¨m and Wittenmark [2] given, for all n ≥ 0, by
(2.5) Un = xn+1 − θ̂ Tn Φn.
By substituting (2.5) into (2.2), we obtain the closed-loop system
(2.6) Xn+1 − xn+1 = πn + εn+1,
where prediction error πn = (θ − θ̂n)TΦn. Finally, for each integer m ≥ 1 (this
integer will be related to the conditional moments of order 2m of the driven noise),
denote by (Cn(m)) and (Gn(m)) the sequences of average costs and estimation errors
given by
(2.7) Cn(m) =
1
n
n∑
k=1
(
Xk − xk
)2m
and
(2.8) Gn(m) =
n∑
k=1
km−1
∥∥θ̂k − θ∥∥2m.
We assume that the polynomial B(z) only has zeros with modulus > 1. If r > 1 is
strictly less than the smallest modulus of the zeros of B(z), then B(z) is invertible
in the ball with center zero and radius r and B−1(z) is a holomorphic function. For
all z ∈ C such that |z| ≤ r, denote
(2.9) P (z) = B−1(z)(A(z)− 1) =
∞∑
k=1
pkz
k.
All the coefficients pk may be explicitly calculated as functions of a1, . . . , ap and
b1, . . . , bq [6]. For any 1 ≤ i ≤ q, let
(2.10) hi =
∞∑
k=i
pkpk−i+1.
In addition, denote by H the square matrix of order q,
H =


h1 h2 · · · hq−1 hq
h2 h1 h2 · · · hq−1
· · · · · · · · · · · · · · ·
hq−1 · · · h2 h1 h2
hq hq−1 · · · h2 h1

 .
Let K be the rectangular matrix of dimension q × p given, if p ≥ q, by
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K =


0 p1 p2 · · · · · · pp−2 pp−1
0 0 p1 · · · · · · pp−3 pp−2
· · · · · · · · · · · · · · · · · · · · ·
0 · · · 0 p1 p2 · · · pp−q+1
0 · · · 0 0 p1 · · · pp−q


while, if p ≤ q, by
K =


0 p1 · · · pp−2 pp−1
0 0 p1 · · · pp−2
· · · · · · · · · · · · · · ·
0 · · · 0 0 p1
· · · · · · · · · · · · · · ·
0 0 · · · 0 0

 .
Finally, denote by L the square matrix of order δ = p+ q
(2.11) L =
(
Ip K
T
K H
)
.
3. MAIN RESULTS
Our first result deals with the ASCLT for the least squares estimator θ̂n of the
unknown parameter θ.
Theorem 3.1. Assume that the ARX(p, q) process is causal and controllable. More-
over, assume that for some real number a > 2,
(3.1) sup
n≥0
E
[|εn+1|a |Fn] <∞ a.s.
Then, we have the ASCLT
(3.2)
1
log n
n∑
k=1
1
k
δ√k(θ̂k−θ) ⇒ Nδ(0, L−1) a.s.
In other words, for any bounded continuous function h,
lim
n→∞
1
logn
n∑
k=1
1
k
h
(√
k(θ̂k − θ)
)
=
∫
Rδ
h(x)dG(x) a.s.
where G stands for the Nδ(0, L−1) Gaussian measure.
Remark 3.1. One can observe that the scalar variance σ2 vanishes in the ASCLT.
Corollary 3.1. Assume that the ARX(p, q) process is causal and controllable. More-
over, assume that (εn) satisfies, for some integer m ≥ 1, condition (2.3). Then, we
have
(3.3) lim
n→∞
1
log n
n∑
k=1
km−1
(
(θ̂k − θ)TL(θ̂k − θ)
)m
= ℓ(m) a.s.
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where
(3.4) ℓ(m) = (p+ q)
m−1∏
k=1
(p+ q + 2k).
Remark 3.2. In the special case m = 1, we can deduce from (3.3) the quadratic
strong law
(3.5) lim
n→∞
1
log n
n∑
k=1
(θ̂k − θ)TL(θ̂k − θ) = p+ q a.s.
We now focus our attention on the average costs and estimation errors sequences
(Cn(m)) and (Gn(m)) given by (2.7) and (2.8). First of all, it was proven in Lemma
3 of [6] that the matrix L is positive definite. Hence, (3.3) immediately implies that
Gn(m) = O(log n) a.s.
Furthermore, denote
Γn(m) =
1
n
n∑
k=1
ε2mk .
The asymptotic behavior of (Cn(m)) is as follows.
Corollary 3.2. Assume that the ARX(p, q) process is causal and controllable. More-
over, assume that (εn) satisfies, for some integer m ≥ 1, condition (2.3). Suppose
that it exists some integer 1 ≤ s ≤ m such that E [ε2sn+1|Fn] = σ(2s) a.s. Then,
Cn(s) is a strongly consistent estimator of σ(2s),
(3.6) lim
n→∞
Cn(s) = σ(2s) a.s.
More precisely, for all 0 < b < 1 such that 2m < ab, we have
(3.7)
(
Cn(s)− Γn(s)
)2
= o
(
nb−1
)
a.s.
4. Numerical Experiments
We provide now some numerical experiments in order to illustrate the most rel-
evant almost sure results of Section 3. More precisely, we shall focus attention on
the quadratic strong law given by (3.5) as well as on the almost sure convergence
of even moments given by convergence (3.6) for different values of m. For the sake
of simplicity, we assume that the driven noise (εn) is a sequence of independent
and identically distributed random variables sharing the same N (0, σ2) distribution
with σ2 = 0.8, and the reference trajectory (xn) is identically zero. Consider the
ARX(2, 2) process given by (2.1) where
A(z) = 1 +
6
5
z − 1
2
z2 and B(z) = 1 +
2
5
z +
1
4
z2.
One may observe that B is causal since its complex roots have modulus 2. Moreover,
one may easily check that the process is controllable and the matrix L is given by
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L =


1 0 0 0
0 1 6/5 0
0 6/5 244/99 −628/495
0 0 −628/495 244/99

 .
In order to illustrate the quadratic strong law given by (3.5), the sample size will
increases from n = 100 to n = 5000, and we shall denote by ∆n the average of
N = 100 values of
1
log n
n∑
k=1
(θ̂k − θ)TL(θ̂k − θ).
We may conclude by observing Table 1 that, even with the slow growth of the
logarithmic function, relative errors are small, and the quadratic strong law is nicely
shown. We recall here that the almost sure limit given by (3.5) is p+ q = 4.
n ∆n relative error
100 4.33 8.14%
500 4.14 3.51%
1 000 3.97 0.69%
2 000 4.03 0.78%
5 000 3.972 0.70%
Table 1. Quadratic strong law.
Let us deal now with the almost sure convergence of even moments given by con-
vergence (3.6). For that purpose, we shall consider the average of N = 100 values of
sample size n = 10 000 of Cn(m). The corresponding results are presented in Table
2 where the values of m increases from 1 to 5.
m Cn(m) σ(2m) relative error
1 0.6426 0.64 0.41%
2 1.245 1.229 1.84%
3 4.07 3.932 3.51%
4 18.81 17.62 6.75%
5 110.61 101.47 9.00%
Table 2. Convergence of even moments.
We observe that as the value of m increases, the relative error also increases. In
other words, it is necessary to take large sample sizes in order to estimate large
order even moments. For example, choose the value of m = 5 and consider the large
sample sizes n = 20 000, 30 000 and 50 000 as indicated in Table 3. As expected,
for large sample sizes values, the almost sure convergence of even moments can be
improved substantially.
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n Cn(5) relative error
20 000 108.54 6.90%
30 000 106.15 4.61%
50 000 105.44 3.91%
Table 3. Estimation of σ(10).
5. Conclusion
In this paper, we established the almost sure central limit theorem for the least
squares estimator of the unknown parameter of a controllable ARX(p, q) process in
adaptive tracking. We have also provided a strongly consistent estimator for the
even moments of the driven noise. Even when most of the engineering methods do
not consider high order moments, it is useful to go deeper into the knowledge of the
driven noise distribution through the estimation of such moments since it gives us
a better notion of the underlying uncertainty.
Appendix A
On the almost sure central limit theorem for martingales
The goal of this Appendix is to highlight the ASCLT for martingales [3, 4, 5, 15,
16, 26] to the control community. Let (Ω,F ,P) be a probability space endowed with
a filtration F = (Fn) where Fn is for the σ-algebra of the events occurring up to
time n. Assume that (Mn) be a sequence of integrable random vectors in R
d such
that, for all n ≥ 0, Mn is Fn-measurable. We shall say that (Mn) is a martingale
with respect to the filtration F if for all n ≥ 0, E[Mn+1|Fn] = Mn almost surely.
Throughout this Appendix, (εn) is a martingale difference sequence adapted to F
such that, for all n ≥ 0, E[ε2n+1|Fn] = σ2 a.s. where σ2 > 0. Let (Φn) be a sequence
of random vectors of Rd, adapted to F. Denote by (Mn) the locally square integrable
martingale
Mn =M0 +
n∑
k=1
Φk−1εk,
where the initial value M0 can be taken arbitrarily. Its increasing process 〈M〉n is
defined, for all n ≥ 1, by
〈M〉n =
n∑
k=1
E[∆Mk∆M
T
k |Fk−1]
where ∆Mk =Mk −Mk−1. We clearly have 〈M〉n = σ2Sn−1 where
Sn =
n∑
k=0
ΦkΦ
T
k .
A simplified version of the ASCLT for multivariate martingales is as follows [14].
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Theorem A.1. Assume that it exists a positive definite symmetric matrix L such
that
(A.1) lim
n→∞
1
n
Sn = L a.s.
Moreover, assume that (Mn) satisfies Lindeberg’s condition which means that for all
ε > 0,
(A.2) lim
n→∞
1
n
n∑
k=1
E
[||∆Mk||2I{||∆Mk||≥ε√n}|Fk−1] = 0 a.s.
Then, we have the ASCLT
1
log n
n∑
k=1
1
k
δMk/
√
k ⇒ Nd(0, σ2L) a.s.
In other words, for any bounded continuous function h,
lim
n→∞
1
logn
n∑
k=1
1
k
h
(
Mk√
k
)
=
∫
Rd
h(x)dG(x) a.s.
where G stands for the Nd(0, σ2L) Gaussian measure.
The convergence of the even moments in the ASCLT for multivariate martingales
was established in [5].
Theorem A.2. Assume that the almost sure convergence (A.1) is satisfied. In
addition, suppose that for some integer m ≥ 1 and for some real number a > 2m,
(A.3) sup
n≥0
E
[|εn+1|a|Fn] <∞ a.s.
Then, we have
(A.4) lim
n→∞
1
logn
n∑
k=1
1
k
(
MTk S
−1
k−1Mk
)m
= ℓ(m) a.s.
where
(A.5) ℓ(m) = dσ2m
m−1∏
k=1
(d+ 2k).
Remark A.1. The limit ℓ(m) corresponds exactly to the mean value of ||Z||2m
where Z has a standard Nd(0, σ2Id) distribution. Consequently, Theorem A.2 can
be seen as the convergence of moments of order 2m in the ASCLT for multivariate
martingales.
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Appendix B
Proofs of our main results
Proof of Theorem 3.1. It follows from (2.2) and (2.4) that for all n ≥ 1,
(B.1) θ̂n − θ = S−1n−1Mn
where
Mn =M0 +
n∑
k=1
Φk−1εk
with M0 = θ̂0 − θ. It was proven in Theorem 5 of [6] that
(B.2) lim
n→∞
Sn
n
= Λ a.s.
where Λ = σ2L and the limiting matrix L is given by (2.11). Moreover, we can
deduce from (3.1) that Lindeberg’s condition (A.2) is satisfied. Consequently, we
obtain (3.2) from Theorem A.1 together with (B.1) and (B.2).
Proof of Corollary 3.1. The almost sure convergence (3.3) follows from the con-
junction of Theorem 3.1 together with (B.1) and (B.2), using the same arguments
as in the proof of Corollary 3.3 in [5].
Proof of Corollary 3.2. For any integer 1 ≤ s ≤ m, we obtain from (2.6) that
n
(
Cn(s)− Γn(s)
)
=
n∑
k=1
(Xk − xk)2s −
n∑
k=1
ε2sk
=
n∑
k=1
(πk−1 + εk)
2s −
n∑
k=1
ε2sk
=
n∑
k=1
π2sk−1 +Rn(s)(B.3)
where
Rn(s) =
2s−1∑
l=1
n∑
k=1
(
2s
l
)
π2s−lk−1 ε
l
k.
On the one hand, in the special case s = 1, we deduce from Theorem A.2 with
m = 1 that
(B.4) lim
n→∞
1
logn
n∑
k=1
π2k = σ
2(p+ q) a.s.
In addition, we find from the strong law of large numbers for martingales [18] that
(B.5) Rn(1) = o(logn) a.s.
Hence, we obtain from (B.3) together with (B.4) and (B.5) that
(B.6) lim
n→∞
n
log n
(
Cn(1)− Γn(1)
)
= σ2(p+ q) a.s.
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Therefore, as
lim
n→∞
Γn(1) = σ
2 a.s.
convergence (B.6) clearly leads to (3.6) since σ(2) = σ2. On the other hand, for
2 ≤ s ≤ m, it follows from convergence (B.2) that log dn ∼ (p + q) logn where
dn = det(Sn). Consequently, Corollary 3.1 of [5] lead us to
(B.7) lim
n→∞
1
logn
n∑
k=1
π2sk = 0 a.s.
Moreover, it is not hard to see that the remainder term Rn(s) plays a negligible role.
Hence, as
lim
n→∞
Γn(s) = σ(2s) a.s.
we obtain (3.6) from (B.3) and (B.7). Finally, we deduce (3.7) from Remark 3.1 of
[5], which completes the proof of Corollary 3.2.
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