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A path-integral for the t-J model in two dimensions is constructed based on Dirac quantization,
with an action found originally by Wiegmann (Phys. Rev. Lett. 60, 821 (1988); Nucl. Phys. B323,
311 (1989)). Concentrating on the low doping limit, we assume short range antiferromagnetic
order of the spin degrees of freedom. Going over to a local spin quantization axis of the dopant
fermions, that follows the spin degree of freedom, staggered CP1 fields result and the constraint
against double occupancy can be resolved. The staggered CP1 fields are split into slow and fast
modes, such that after a gradient expansion, and after integrating out the fast modes and the
dopant fermions, a CP1 field-theory with a massive gauge field is obtained that describes generically
incommensurate coplanar magnetic structures, as discussed previously in the context of frustrated
quantum antiferromagnets. Hence, the possibility of deconfined spinons is opened by doping a
collinear antiferromagnet.
PACS numbers: 05.30.-d,71.10.Fd,74.72.-h
I. INTRODUCTION
High temperature superconductivity (HTS) remains an unresolved problem in spite of an enormous research effort
over more than twenty years [1]. On the theoretical side, a number of phenomenological theories were proposed
[2, 3, 4] that may describe certain aspects of the experimental findings, however, they rely on fundamentally different
assumptions, so that it is, at this point, difficult to assess their validity. Also approaches based on microscopic
models like the t-J one were advanced [5], based on the so-called slave boson formulation, where electrons are split
into separated spin (spinon) and charge (holons) degrees of freedom. Such a separation introduces a local gauge
invariance, that renders mean-field like approximations particularly troublesome. A common feature of the above
mentioned approaches is the difficulty to connect in a controlled way the states proposed for the doped case to the
undoped one.
In fact, the theoretical description of the evolution from a Ne´el state in the parent compounds towards the state
of a doped quantum antiferromagnet, lies at the heart of a theoretical understanding of HTS. A phenomenological
description of doped antiferromagnets was first given by Shraiman and Siggia in a series of seminal papers [6, 7, 8, 9].
The picture emerging from a semiclassical treatment of mobile holes in an antiferromagnet corresponds to a coplanar
twist of the spin background that gives rise to a dipolar field centered on the dopant holes. Similar coplanar structures
are also expected in frustrated quantum antiferromagnets [10, 11, 12].
The field-theoretic treatment of frustrated quantum antiferromagnets showed on the one-hand, that an O(4) symme-
try is dynamically generated, and in two dimensions at temperature T = 0 long-range order can set in either through
a first order transition or a second order one with exponents corresponding to an O(4) non-linear σ model [10, 11]. On
the other hand, when the effective theory is formulated in terms of CP1 fields, the presence of deconfined spinons can
be induced from the fact that the corresponding gauge field becomes massive [12, 13, 14]. Yet, an explicit connection
between doped antiferromagnets and the effective theories for frustrated quantum antiferromagnets is missing.
The experimental observation of incommensurate peaks in neutron scattering experiments on La2−xSrxCuO4
(LSCO) [15] and on YBa2Cu3O7 (YBCO) [16, 17, 18, 19] revived the interest on coplanar magnetic configurations in
cuprates. A number of theoretical works [20, 21, 22, 23, 24] focused on material specific descriptions of the magnetic
structures at low doping, mostly based on the phenomenology developed by Shraiman and Siggia. Although these
works were very successful in interpreting the experimental results, demonstrating that the used phenomenology
describes very well the generic features at low doping, they did not make an explicit connection to a microscopic
model.
An alternative way to describe the low energy physics of doped antiferromagnets is the development of an effective
field-theory based on the symmetries of the system (global SU(2) and U(1) in the case of a doped quantum antifer-
romagnet) and the possible spontaneously broken symmetry phases. Such a path, reminiscent of chiral perturbation
theory was followed starting with the Hubbard model, as a representative one for doped antiferromagnets [25]. At
the moment the predictive power of the derived effective action is not clear.
The most direct approach for treating a microscopic model like the Hubbard [26] or t-J [27] models encountered
until now a number of difficulties. While on the one hand, a mean-field treatment of the t-J model based on the
slave boson approach [5] led to a qualitative understanding of various experimental results, like the existence of a
2pseudogap, it is difficult to assess their reliability due to the uncontrolled nature of the mean-field approximation. The
inclusion of fluctuations of the gauge fields remains until now difficult, since in this case their coupling to the matter
fields is strong. Although their treatment led to a qualitative description of the doped phase, still progress would be
desirable on a more quantitative basis [5]. On the other hand, numerically exact results could be only obtained by
diagonalization in rather small clusters [28] so that their interpretation remains inconclusive when contrasted to the
low energy behavior in HTS. For larger sizes, variational Monte Carlo techniques indicate that the t-J model supports
superconductivity [29]. Still, in spite of the accuracy of the method, further insight in the system is still missing.
Unfortunately, large scale quantum Monte Carlo simulations are hindered by the so-called minus sign problem that
affects the simulation of doped antiferromagnets.
In view of the described situation, a controlled analytical treatment of a microscopic model is desirable, in particular
with the possibility of examining the low doping regime, such that the change from an antiferromagnet with long-
range order at zero doping to a doped situation can be followed in detail. A first step in that direction was made by
Wiegmann [30], who obtained an action for the t-J model based on the coherent-states method [31]. The same action
was found by using a supersymetric version of the Faddeev-Jackiw symplectic formalism [32] applied to the t-J model
[33], with explicit expressions for the measure of the path integral.
In the present work we use alternatively the well known procedure of Dirac quantization for constrained systems
[34] to set up the path integral, recovering the results in Ref. [33], as shown in Sec. II. There we shortly review the
t-J model and its representation in terms of Hubbard X-operators [35, 36, 37], that fulfill the graded Lie algebra
Spl(2,1) [30, 31, 38]. Introducing a series of primary constraints and on the basis of the action proposed by Wiegmann
[30, 31], all the constraints of the theory are determined. It turns out that only second class constraints appear, such
that they can be solved by inverting the matrix of constraints, and the Dirac brackets reproduce the algebra of the
X-operators. On this basis, the path integral can be set up. Passing from the representation by X-fields to real vector
fields for the spin degrees of freedom and Grassmann variables for the dopant holes [30, 33], we arrive at the action
that will be the starting point for a long-wavelength expansion. In order to proceed further, we restrict ourselves to
the low doping limit and neglect terms quadratic in the density of dopant holes.
The long-wavelength expansion is performed in Sec. III, where a staggered CP1 representation is introduced for the
spin-fields. Using the CP1 representation it is possible to resolve exactly the constraint against double occupancy [30],
that is in general the stumbling block for a controlled treatment of the model. Slow and fast modes of the CP1 fields
are identified in the same spirit as done for vector fields in quantum antiferromagnets [39]. The effective action for
the magnetic degrees of freedom is reached after integrating out the fast CP1 modes and the fermions. The resulting
effective field-theory corresponds to a CP1 model with a massive gauge field, as was generally discussed in the context
of frustrated quantum antiferromagnets [12, 13, 14]. In the present work, however, we obtained the explicit doping
dependence of the coupling constants. In Sec. VII we discuss the obtained results that open the possibility of having
deconfined spinons by doping. Some intermediate results are presented in the appendices that may be helpful for
readers interested in reproducing our results.
II. DIRAC QUANTIZATION OF THE t-J MODEL
We introduce first the t-J model and its representation in terms of so-called X-operators that operate only in the
subspace without doubly occupancy. After discussing shortly the algebra they fulfill, we delineate the procedure of
Dirac quantization.
A. The t-J model and X-operators
The t-J model is defined by the following Hamiltonian in second quantization:
Ht−J = −t
∑
<i,j>
σ
c˜†iσ c˜jσ +
J
2
∑
<i,j>
(
Si · Sj − 1
4
n˜in˜j
)
− µ
∑
i
n˜i , (1)
with c˜†iσ = (1 − ni−σ)c†iσ, n˜i =
∑
σ c˜
†
iσ c˜iσ, Si =
∑
σ,σ′
c†iσσσσ′ciσ′ , where the operators c
†
iσ and ciσ denote canonical
creation and annihilation operators, respectively, for electrons at site i and spin indices σ = ±. The operators c˜†iσ
and c˜iσ project out doubly occupied states. Then, t gives the hopping amplitude, J is the antiferromagnetic exchange
coupling and µ the chemical potential. The symbol < i, j > restricts the sums to nearest neighbors. The Hamiltonian
(1) was obtained from a multiband model [27] and represents the minimal model for cuprates.
3Introducing so-called X-operators [35, 36, 37] defined as
Xˆαβi = | αi >< βi | , (2)
with αi = 0, σ for site i, the Hamiltonian becomes a bilinear form in such operators.
Ht−J = −t
∑
<i,j>
σ
Xˆσ0i Xˆ
0σ
j +
J
4
∑
<i,j>
σ,σ¯
(
Xˆσσ¯i Xˆ
σ¯σ
j − Xˆσσi Xˆ σ¯σ¯j
)
− µ
∑
i,σ
Xˆσ0i Xˆ
0σ
i . (3)
The X-operators fulfill the following graded algebra[
Xˆαβi , Xˆ
γδ
j
]
±
= δij
(
δβγXˆαδi ± δαδXˆγβi
)
, (4)
with − (+) corresponding to a commutator (anticommutator). Anticommutation relations appear only when both
operators are fermionic. Furthermore, we have the completeness condition∑
α
Xˆααi = 1 . (5)
A further insight into the graded algebra above can be gained by considering the commutation and anticommutation
relations of the even (bosonic) and odd (fermionic) parts. Denoting the even generators by Qm, m = 1, 2, 3 and B,
and the odd ones by Ui, i = 1, . . . , 4, the commutation relations of the Spl(2,1) algebra are [38]
[Qm, Qn] = iεmnpQp , [Qm, B] = 0 ,
[Qm, Uα] =
1
2
σˆmβαUβ , [B,Uα] =
1
2
ǫˆβαUβ ,
{Uα, Uβ} =
(
Cˆσˆm
)
αβ
Qm −
(
Cˆǫˆ
)
αβ
B , (6)
where the 4× 4 matrices σˆm, Cˆ, and ǫˆ are defined as follows,
σˆm =
(
σm 0
0 σm
)
, Cˆ =
(
0 C
C 0
)
, ǫˆ =
(
1 0
0 −1
)
, (7)
with σm, m = 1, 2, 3 the Pauli matrices and C = iτ2. In the irreducible representation corresponding to the X-
operators, the generators above look as follows. For the even sector we have
Q1 =
1
2
(
Xˆ+− + Xˆ−+
)
, Q2 = − i
2
(
Xˆ+− − Xˆ−+
)
,
Q3 =
1
2
(
Xˆ++ − Xˆ−−
)
, B =
1
2
(
Xˆ++ + Xˆ−−
)
− 1 . (8)
The first three generators are those of SU(2) while the last one corresponds essentially to particle number. Here and
in the following we eliminate Xˆ00 using the completeness relation (5). For the odd sector we have
U1 = Xˆ
+0 , U2 = Xˆ
−0 , U3 = Xˆ
0− , U4 = −Xˆ0+ . (9)
As shown in Ref. [38], the Casimir operator quadratic in the generators is given by
K2 = Q
2 −B2 + 1
2
UCˆU , (10)
that in terms of the X-operators looks as follows.
K2 =
1
2
(
Xˆ+−Xˆ−+ + Xˆ−+Xˆ+−
)
+
1
4
(
Xˆ++ − Xˆ−−
)2
−
[
1
2
(
Xˆ++ + Xˆ−−
)
− 1
]2
+
1
2
(
−Xˆ+0Xˆ0+ − Xˆ−0Xˆ0− + Xˆ0−Xˆ−0 + Xˆ0+Xˆ+0
)
. (11)
Then, it is easily seen, that this Casimir operator has eigenvalue zero in the present irreducible representation.
4B. Dirac quantization for the t-J model
In the following we consider a classical system with the Lagrangian found by Wiegmann [30, 31], expressed in terms
of X-fields [33], with, as usual, complex fields corresponding to bosonic operators in Sec. II A, and Grassmann fields
for fermionic ones.
L
(
X, X˙
)
= −i
∑
i
(1 + ρi)ui − 1
(2− vi)2 − 4ρi − u2i
(
X−+i X˙
+−
i −X+−i X˙−+i
)
+
i
2
∑
i,σ
(
Xσ0i X˙
0σ
i +X
0σ
i X˙
σ0
i
)
−H (X) ,(12)
where the following definitions were introduced
ρi ≡ X0+i X+0i +X0−i X−0i , ui ≡ X++i −X−−i , vi ≡ X++i +X−−i . (13)
Furthermore,we take into account the set of primary constraints found in the supersymetric extension of the symplectic
formalism introduced by Faddeev and Jackiw [33], where we omit the site indices.
φ(1) = X++ +X−− + ρ− 1 ,
φ(2) = X+−X−+ +
1
4
u2 −
(
1− 1
2
v
)2
+ ρ ,
φ(7) = X00 − (X0+X+0 +X0−X−0) ,
φ(9) =
X0+X+−
X++
−X0− ,
φ(10) = X+0X−+ −X−0X++ . (14)
The constraints are imposed by setting φ(a) = 0 and the order of the labels a is such that the supermatrix of constraints
has a normal form [40, 41]. The special choice of φ(9) was made in order to have a simple expression for the measure
of the path integral obtained at the end. The constraint φ(1) (together with φ(7)) corresponds to the completeness
relation (5), while φ(2) comes from the Casimir operator (11) having eigenvalue zero. Furthermore, φ(7) relates the
empty sites with fermionic holes, and the rest of the constraints above define new product rules instead of the ones
obeyed by the operators in Sec. II A [33].
There are other nine primary constraints resulting from considering the canonical momenta
Παβ =
∂rL
∂X˙αβ
, (15)
where ∂rL/∂X˙
αβ refers to the right derivative, the Xαβ and its derivatives being elements of the Berezin algebra [40]
(see Appendix A). The additional nine constraints are listed in Appendix A.
Once the constraints are determined, a Hamiltonian
H =
∑
αβ
ΠαβX˙αβ − L (16)
can be in principle obtained, where we have to take into account the constraints. This can be done introducing
Lagrange multipliers λ that enter in the equations of motion for any observable f(X,Π). In particular, if the primary
constraints are required to apply at any time, we should require that
φ˙(a) =
{
H,φ(a)
}
+ λb
{
φ(b), φ(a)
}
= 0 , (17)
where the curly brackets denote now Poisson brackets and summation over repeated indices is assumed. It is under-
stood that the constraints are applied after the derivatives in the Poisson brackets are calculated. For the Poisson
brackets among the constraints we have the general form [40]
{
φ(a), φ(b)
}
=
∑
k
α,β
[
∂rφ
(a)
∂Xαβk
∂ℓφ
(b)
∂Παβk
− (−1)Pφ(a)Pφ(b) ∂rφ
(b)
∂Xαβk
∂ℓφ
(a)
∂Παβi
]
, (18)
where Pφ(a) is the parity of φ
(a), and ∂ℓφ
(b)/∂Παβk refers to the left derivative [40], that is defined in a similar way
as the right derivative in (15) (see Appendix A). If the matrix of constraints
{
φ(a), φ(b)
}
is not singular, then the
constraints are second class [34].
5In our case, the matrix of Poisson brackets can be written as a supermatrix of the form
{
φ(a), φ(b)
}
=
[
A B
C D
]
, (19)
where A is an 8× 8, B an 8× 6, C a 6× 8, and D a 6× 6 matrix. Matrix A has the form
A = A(0) +A(1) , (20)
where A(0) contains only bosonic fields and A(1) is proportional to ρ. The explicit form of the matrices above is given
in Appendix A. In order to see whether the matrix is singular, we have to consider the superdeterminant [40, 41]
sdet
{
φ(a), φ(b)
}
= detA
[
det
(
D −CA−1B)]−1 . (21)
Here we have
detA = − (1 + 2ρ) , (22)
and
det
(
D −CA−1B) = 1 , (23)
such that the matrix of constraints is not singular. Hence we have only second class constraints.
Since
{
φ(a), φ(b)
}
is not singular, it is possible to obtain the Lagrange multipliers from eq. (17) by considering its
inverse
λa = −
{
H,φ(b)
}{
φ(b), φ(a)
}−1
. (24)
Then, the equation of motion for an observable can be written in terms of the Dirac bracket [34]
f˙ = {H, f}D , (25)
where
{f, g}D = {f, g} −
{
f, φ(a)
}{
φ(a), φ(b)
}−1 {
φ(b), g
}
. (26)
In order to obtain the inverse of the supermatrix of the constraints we determine first the inverses of A(0) and D,
and form the following matrix
N =
[ (
A(0)
)−1
0
0 D−1
]
, (27)
Multiplying the matrix of the constraints (19) by N , we have{
φ(a), φ(b)
}
N = 1−R , (28)
where
R = −

 A(1)
(
A(0)
)−1
BD−1
C
(
A(0)
)−1
0

 . (29)
Then, since R contains Grassmann fields, the inverse of the matrix of constraints is achieved with a finite number of
powers of R:
{
φ(a), φ(b)
}−1
= N
(
1+R+R2 +R3 +R4
)
. (30)
6Having the inverse of the matrix of constraints, it can be readily seen that the commutations relations (4) are
reproduced by the Dirac brackets:
[
Xαβi , X
γδ
j
]
±
= i
{
Xαβi , X
γδ
j
}
D
. Hence, the Lagrangian (12) and the set of
constraints (14) lead to the algebra (4).
The path integral quantization can be performed starting with the Hamiltonian, and integrating over the canonical
fields and the corresponding momenta. As shown by Senjanovic [40, 42], in the case of second class constraints, the
path integral is as follows,
Z =
∫
DX DΠ
∏
a
δ
[
φ(a)
]
sdet1/2
{
φ(a), φ(b)
}
ei
R
dt[ΠX˙−H] . (31)
In the present case it is possible to integrate over the momenta, leading to
Z =
∫
DX
∏
i
δ
[
φ
(1)
i
]
δ
[
φ
(2)
i
]
δ
[
φ
(7)
i
]
δ
[
φ
(9)
i
]
δ
[
φ
(10)
i
]
(1 + 2ρi)
1
2 e−S , (32)
where the action in imaginary time is given by
S =
∫ β
0
dτ
{
−
∑
i
(1 + ρi)ui − 1
(2− vi)2 − 4ρi − u2i
(
X−+i X˙
+−
i −X+−i X˙−+i
)
+
1
2
∑
i,σ
(
Xσ0i X˙
0σ
i +X
0σ
i X˙
σ0
i
)
+H (X)
}
, (33)
with β = 1/kBT the inverse temperature. The term coming from the superdeterminant gives just a shift of the
chemical potential, and can be ignored. Since X00 does not enter in the action, we can integrate over it, eliminating
the constraint φ(7).
As a final step, we perform the change of variables introduced in [30, 33] that will be useful for further considerations:
X++ = (1− ρ) (1 + Ωz) /2 , X−− = (1− ρ) (1− Ωz) /2 ,
X+− = (1− ρ) (Ωx − iΩy) /2 , X−+ = (1− ρ) (Ωx + iΩy) /2 ,
X+0 = ψ+ , X
−0 = ψ− ,
X0+ = ψ∗+ , X
0− = ψ∗− ,
(34)
where we introduced Grassmann field ψ± and ψ
∗
±. Accordingly, we have ρ = ψ
∗
+ψ+ + ψ
∗
−ψ−. Since we have only 7
new variables, chosen in such a way that φ(1) is automatically satisfied, we integrate over X−− taking care of the
constraint φ(1) before performing the change of variables. After the change of variables, the remaining constraints
look as follows:
φ(2) =
1
4
(1− ρ)2 (Ω2 − 1) , (35)
φ(9) = ψ∗+
Ωx − iΩy
1 + Ωz
− ψ∗− , (36)
φ(10) = ψ+ (Ωx + iΩy)− ψ− (1 + Ωz) . (37)
For φ(2) the factor (1− ρ)2 can be absorbed in the chemical potential, such that it reduces to φ(2) → φ˜(2) = (Ω2 − 1).
After making the change of variables, we finally have
S =
∫ β
0
{
− i
2
∑
i
ΩxΩ˙y − ΩyΩ˙x
1 + Ωz
+
∑
i,σ
ψ∗iσψ˙iσ + t
∑
<i,j>
σ
ψ∗iσψjσ
+
J
8
∑
<i,j>
(1− ρi) (1− ρj) (Ωi ·Ωj − 1)− µ
∑
i
ρi
}
, (38)
with constraints φ˜(2), (36), and (37). For the undoped case, the action above reduces to the one corresponding to a
quantum Heisenberg antiferromagnet, as obtained e.g. using coherent states [39].
7III. STAGGERED CP1 REPRESENTATION
Here we concentrate us on the limit of low doping, in order to study the consequences of doping on the antiferro-
magnetic state present in the undoped case. In such a situation, we can assume a large correlation length for spins,
such that a long-wavelength expansion is justified. In this limit we can also neglect terms ∼ ρiρj obtaining thus a
bilinear form in the fermionic degrees of freedom. Then, the action has the following form
S = SS + SF , (39)
where
SS =
∫ β
0
dτ
{
− i
2
∑
i
A[Ωi] · ∂τΩi + J
8
∑
<i,j>
Ωi ·Ωj
}
, (40)
is the action of a pure Heisenberg model. A is the vector potential of a magnetic monopole, (∇×A) ·Ω = 1, where
derivatives are taken in the Ω-space. In this case it is given by
A =
[
− Ωy
(1 + Ωz)
,
Ωx
(1 + Ωz)
, 0
]
. (41)
The fermionic part is given by
SF =
∫ β
0
dτ
{∑
i,σ
ψ∗iσ∂τψiσ + t
∑
<i,j>
σ
ψ∗iσψjσ + t
′
∑
<<i,j>>
σ
ψ∗iσψjσ
+t′′
∑
<<<i,j>>>
σ
ψ∗iσψjσ −
J
4
∑
<i,j>
σ
ψ∗iσψiσΩi ·Ωj + µ
∑
i,σ
ψ∗iσψiσ
}
, (42)
where we allowed hopping to 2nd. nearest neighbors along the diagonals of the square lattice, denoted by << i, j >>,
with hopping amplitude t′, and to 2nd. nearest neighbors along the principal axis, denoted by <<< i, j >>>, with
hopping amplitude t′′. Such hopping terms have been taken into account, since there is consensus that they are
present in the real materials [43]. Furthermore, we have to take into account the constraints φ˜(2), (36) and (37).
A. Rotating reference frame and staggered CP1
representation
In order to take into account the constraints (36) and (37), and in order to work with smoothly varying fields, we
consider now the fact that the field Ω is staggered on nearest neighbors and define a local quantization axis for the
fermions with a rotation that fulfills
U †i Ωi · σ Ui = (−1)i σz , (43)
where σa, with a = x, y, or z are the Pauli matrices. For i even the condition above is accomplished by U ∈ SU(2),
U =
(
z1 −z∗2
z2 z
∗
1
)
, (44)
where z¯ z = 1, and
Ωa = z¯ σa z . (45)
For i odd, on the other hand, we take rotation matrices (44) and
Ωa = zα σ
y
αβ σ
a
βγ σ
y
γδ z
∗
δ . (46)
This ensures that (43) is fulfilled.
81. Constraints in the rotating reference frame
Here we discuss the transformation of the constraints (36) and (37) on going to the rotating reference frame
introduced above. For simplicity of notation,we redefine them as follows.
ϕ∗F,2 = −ψ∗+
Ωx − iΩy
1 + Ωz
+ ψ∗− ,
ϕF,2 = −ψ+ (Ωx + iΩy) + ψ− (1 + Ωz) , (47)
Since ϕ∗F,2 is a fermionic constraint, we can use a corresponding δ-function for Grassmann variables ξ and ξ
′:
δ (ξ − ξ′) = − (ξ − ξ′) , (48)
such that
δ
(
ϕ∗F,2
)
=
1
1 + Ωz
δ
(
ϕ˜∗F,2
)
, (49)
where we defined ϕ˜∗F,2 ≡ −ψ∗+ (Ωx − iΩy)+ψ∗− (1 + Ωz). Furthermore, going back to the original formulation in terms
of the X-fields, we can rewrite φ(9) in (14) as follows. Insertion of φ(1) into φ(2) leads to
φ(2
′) = X+−X−+ −X++X−− , (50)
such that
X++ =
X+−X−+
X−−
, (51)
and φ(9) can be brought to the form
φ(9
′) = X0+X−− −X0−X−+ , (52)
that after the change of variables (34) we can write as
ϕ˜∗F,1 = ψ
∗
+ (1− Ωz)− ψ∗− (Ωx + iΩy) . (53)
Then, we can consider the first constraint in (47) as part of
ϕ˜∗F = ψ
∗ (1−Ω · σ) = 0 . (54)
We can introduce now new fermions χ = U †ψ and χ∗ = ψ∗U , such that
ϕ˜∗FU = χ
∗U † (1−Ω · σ)U = χ∗ (1∓ σz) = 0 , (55)
where the upper (lower) sign is for even (odd) sites.
In the same way, we have for the second constraint in (47)
U †ϕF = U
† (1−Ω · σ)Uχ = (1∓ σz)χ = 0 . (56)
However, since the constraints are actually given solely in terms of ϕ˜∗F and ϕF , we introduce
θ∗ ≡ ϕ˜∗FU , θ ≡ U †ϕF , (57)
such that for the original form of the constraints we have
δ
(
ϕ∗F,2
)
δ
(
ϕF,2
)
=
1
1 + Ωz
δ
(
ϕ˜∗F,2
)
δ
(
ϕF,2
)
=
1
1 + Ωz
δ (θ∗1z
∗
2 + θ
∗
2z1) δ (z2θ1 + z
∗
1θ2) . (58)
We consider now the action of the constraints on even and on odd sites.
9i) Even sites.
θ∗1 = θ1 = 0 , θ
∗
2 = 2χ
∗
− , θ2 = 2χ− . (59)
Furthermore, we have
1 + Ωz = 2 | z1 |2 , (60)
such that finally,
δ
(
ϕ∗F,2
)
δ
(
ϕF,2
)
=
1
2 | z1 |2 δ (θ
∗
2z1) δ (z
∗
1θ2) = 2δ
(
χ∗−
)
δ
(
χ−
)
. (61)
i) Odd sites.
θ∗1 = 2χ
∗
+ , θ1 = 2χ+ , θ
∗
2 = θ2 = 0 . (62)
In this case we have due to (46),
1 + Ωz = 2 | z2 |2 , (63)
such that finally,
δ
(
ϕ∗F,2
)
δ
(
ϕF,2
)
=
1
2 | z2 |2 δ (θ
∗
1z
∗
2) δ (z2θ1) = 2δ
(
χ∗+
)
δ
(
χ+
)
. (64)
The constraints above lead to χ− = 0 on even sites, whereas χ+ = 0 on odd sites. We can therefore work with
spinless fermions χA on even sites and χB on odd sites, where A and B denote the two sublattices, such that the
constraints on fermions are exactly taken into account.
2. Slow CP1 variables in the rotating reference frame
After introducing cells j, each one containing one even (A) and one odd (B) site, we can define new fields
z˜j =
1
2
(
zBj + z
A
j
)
, aζj =
1
2
(
zBj − zAj
)
, (65)
where a is the original lattice constant. Due to the constraints | zAj |2=| zBj |2= 1, the new fields are subjected to the
constraint
¯˜z ζ + ζ¯ z˜ = 0 . (66)
This condition can be used to fix the phase of ζ with respect to that of z, such that they change by the same amount
under a gauge transformation. This will be discussed in more detail in Sec. VIA. Equation (66) also implies that
both fields are subjected to the constraint
¯˜z z˜ + a2 ζ¯ ζ = 1 . (67)
We then introduce new fields
z˜ = z
√
1− a2 ζ¯ζ , (68)
such that the constraint (67) is satisfied with z¯z = 1, and the constraint (66) translates into
z¯ ζ + ζ¯ z = 0 . (69)
The fact that zBj − zAj is of O(a) can also be seen by going back to the vector representation, where we have
ΩA −ΩB ∼ z¯σz while ΩA +ΩB ∼ ζ¯σz + z¯σζ, i.e. the field ζ is directly related to ferromagnetic fluctuations within
the unit cell.
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IV. LONG-WAVELENGTH EXPANSION
Once we have identified smoothly varying fields and their slow modes, we perform an expansion of the action in
powers of the lattice constant a up to second order, after a transformation to the rotating reference frame. For clarity
of the presentation we deal first with the action SS in eq. (40) and then with SF in eq. (42).
A. Spin action in the staggered CP1 representation
Here we consider the pure Heisenberg model as given by (40). We pass to CP1 variables using (45) for even sites
and (46) for odd sites.
For the Berry phase we have
−
∑
i
i
2
A[Ωi] · ∂τΩi = 2a
∑
j
[
z¯j ∂τζj + ζ¯j ∂τzj
]
+O (a4) . (70)
Terms containing a total time derivative were discarded due to periodic boundary conditions in imaginary time.
For the interaction term we first discuss our convention in defining new coordinates for the units cells containing
sites A and B. On passing to the new coordinate system we choose
x′ =
1√
2
(x+ y) , y′ =
1√
2
(y − x) , (71)
such that in the new coordinate system the basis vectors for sublattice A and B are, respectively,
xA = (0, 0) , xB =
(
a/
√
2,−a/
√
2
)
. (72)
Introducing the notation
Gj ≡ 2izjασyαβζjβ , Fjµ ≡ izjασyαβ∂µzjβ , (73)
where µ = x or y, we obtain after a lengthy but straightforward calculation,
∑
<i,j>
Ωi ·Ωj = 8
∫
dx2
{
2
[
GjG
∗
j + FjyF
∗
jy + FjxF
∗
jx
]− (FjxF ∗jy + FjyF ∗jx)
+
√
2
[(
Fjy − Fjx
)
G∗j +Gj
(
F ∗jy − F ∗jx
)]}
, (74)
where constants terms were discarded.
B. Fermionic part in the staggered CP1 representation
Here we consider the action (42) in the rotating reference frame, i.e. with fermions as defined in Sec. III A 1:
χ = U †ψ , χ∗ = ψ∗U . (75)
After applying the constraints (36) and (37), we can define a new spinor per unit cell
χ =
(
χA
χB
)
, (76)
following the discussion in Sec. III A 1.
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1. Temporal derivatives
Defining
Aj,µ = −iz¯j∂µzj , Cj,µ ≡ z¯j ∂µζj + ζ¯j ∂µzj , (77)
we have ∑
i,σ
ψ∗iσ∂τψiσ =
∑
j
χ∗j (Dτ − aCτ )χj , (78)
where we introduced
Dµ ≡ ∂µ + iσzAµ . (79)
At this point we can check gauge invariance. Since χA and χB have opposite charges, a gauge transformation leads
to
χA → e+iφ χA , χB → e−iφ χB ,
z → e+iφ z , ζ → e+iφ ζ . (80)
It can be easily seen that the term with the covariant derivative is invariant under the gauge transformations above,
and that Cµ is gauge invariant due to the constraint (66):
Cµ → z¯ ∂µζ + ζ¯ ∂µz + ∂µφ
(
z¯ ζ + ζ¯ z
)
. (81)
2. Kinetic term
For the kinetic term of the fermions we have the contributions proportional to t, t′, and t′′, that we treat separately
in the following. We consider first contributions from nearest neighbor hopping, where, after Fourier transformation,
we have
− t
∑
<i,k>
σ
ψ∗iσψkσ → −t
∑
k1,k2
χ∗k1 Ξ(k1,k2)χk2 , (82)
where
Ξ(k1,k2) ≡
[
4∑
i=1
Ξ
(i)
AB(k1,k2)
]
σ+ +
[
4∑
i=1
Ξ
(i)
BA(k1,k2)
]
σ− , (83)
with σ± = (σx ± iσy) /2. The explicit expressions for Ξ(i)(k1,k2) are given in Appendix B. They contain only
contributions up to O(a), since, as seen above, terms proportional to t are off-diagonal, and hence, no contribution
linear in Ξ appears in the final action, as shown in Sec. V. They enter in a quadratic form after integrating fermions
out.
Next we consider contributions from second nearest neighbor hopping along the diagonal. In this case we have
− t′
∑
<<i,k>>
σ
ψ∗iσψkσ →
∑
k1,k2
χ∗k1 Ψ(k1,k2)χk2 , (84)
where
Ψ(k,k′) = ǫ1 (k) δk,k′ 1+
[
4∑
i=1
Ψ
(i)
AA(k,k
′)
]
γ+ +
[
4∑
i=1
Ψ
(i)
BB(k,k
′)
]
γ− , (85)
with
ǫ1 (k) = −2t′
[
cos
(√
2kxa
)
+ cos
(√
2kya
)]
, (86)
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and γ± = (1± σz) /2. Again, explicit expressions for Ψ(i)(k,k′) are given in Appendix B. Contrary to the previous
case, we consider here terms up to O (a2), since terms proportional to t′ connect sites within a sublattice, giving rise
to diagonal contributions to the self-energy of the fermions, as seen above.
Finally, we have the contributions from second nearest neighbor hopping along the principal axis:
− t′′
∑
<<<i,k>>>
σ
ψ∗iσψkσ →
∑
k1,k2
χ∗k1 Φ(k1,k2)χk2 , (87)
where
Φ(k,k′) = ǫ2 (k) δk,k′ 1+
[
4∑
i=1
Φ
(i)
AA(k,k
′)
]
γ+ +
[
4∑
i=1
Φ
(i)
BB(k,k
′)
]
γ− , (88)
with
ǫ2 (k) = −4t′′ cos
(√
2kxa
)
cos
(√
2kya
)
, (89)
and Φ(i)(k,k′) as given in Appendix B. Here again, contributions up to O (a2) have to be taken into account.
3. Spin interaction dressed with fermions
For such contributions we have
J
4
∑
<i,k>
σ
ψ∗iσψiσΩi ·Ωk =
J
4
∑
k1,k2
χ∗k1 F(k1,k2)χk2 − J
∑
k
χ∗k χk , (90)
where
F(k1,k2) ≡ F+ 1+ F− σz , (91)
with F+ and F− displayed in Appendix B.
V. INTEGRATION OF FERMIONIC DEGREES OF FREEDOM
Once the gradient expansion was performed, we integrate out in a first step the fermionic degrees of freedom, that
are considered at all wavelengths. In a second step we integrate out the magnetic fast degrees of freedom in order to
obtain the effective action for the slow magnetic modes.
Collecting all results obtained in Sec. IVB we have the following form for the action
SF = −
∑
k,k′
χ∗k
[
G−10 (k, k
′)− Σ(k, k′)]χk′ , (92)
where k = (iνn,k), νn being Matsubara frequencies for fermions, and we defined
G−10 (k, k
′) ≡ 1
β
{iνn − [ǫ (k) + J + µ]} δkk′ , (93)
i.e. the free propagator for fermions in the present theory. The self-energy Σ is given by
Σ(k, k′) = iσzAτ (k, k
′)− aCτ (k, k′) + tΞ(k, k′) + t′Ψ(k, k′) + t′′Φ(k, k′)− J
4
F(k, k′) . (94)
The dispersion relation for the holes is given by the ones in (86) and (89).
ǫ (k) = ǫ1 (k) + ǫ2 (k) = −2t′
[
cos
(√
2kxa
)
+ cos
(√
2kya
)]
− 4t′′ cos
(√
2kxa
)
cos
(√
2kya
)
. (95)
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This dispersion is obtained for the magnetic Brillouin zone. By rotating to the original Brillouin zone, we have
k′x =
1√
2
(kx − ky) , k′y =
1√
2
(kx + ky) , (96)
and the dispersion is given by
ǫ
(
k′
)
= −4t′ cos (kxa) cos (kya)− 2t′′ [cos (2kxa) + cos (2kya)] . (97)
It should be noticed, that the free dispersion of the dopant holes is determined here entirely by t′ and t′′. This
is to be contrasted with calculations of the single hole dispersion of the pure t-J model in the self-consistent Born
approximation [44, 45, 46] that are in very good agreement with quantum Monte Carlo simulations [47], where a
dispersive band is found also in the case t′ = t′′ = 0. Instead, in our case, on passing to the continuum limit, such
a dispersion can be obtained only by explicitely introducing finite values for those hopping amplitudes. In fact, the
dispersion of the single hole found previously can be reproduced by (97) for appropriate values of t′ and t′′ (t′ = −0.3t
and t′′ = −0.115t for J = 0.4t in Ref. [47]). Hence, on focusing on lower energy scales, operators corresponding to t′
and t′′ should be expected to be generated even if such operators are initially missing.
Arranging terms according to powers of the UV cutoff a, we have
Σ(k, k′) = aΣ(1)(k, k′) + a2Σ(2)(k, k′) +O (a3) , (98)
such that after integrating out fermions and keeping contributions up to O (a2), the fermionic part of the action goes
over into
SF → −Tr
(
G0Σ +
1
2
G0ΣG0Σ
)
+O (a3) . (99)
The terms entering (94) can be regrouped as
Σ(i) = Σ
(i)
0 1+Σ
(i)
z σ
z +Σ
(i)
+ σ
+ +Σ
(i)
− σ
− , (100)
with i = 1, 2. This leads for the terms linear in Σ to
TrG0Σ = TrG0
[
aΣ
(1)
0 + a
2Σ
(2)
0
]
+O (a3) , (101)
and for the terms quadratic in Σ to
TrG0ΣG0Σ = a
2Tr
[
G0Σ
(1)
0 G0Σ
(1)
0 +G0Σ
(1)
z G0Σ
(1)
z + 2G0Σ
(1)
+ G0Σ
(1)
−
]
+O (a3) . (102)
Introducing indices τ , t, t′, and t′′ for the temporal, and different hopping processes, respectively, we arrange the
different contributions in (94) as follows:
Σ
(i)
0,z(k, k
′) = Σ
(i,τ)
0,z +Σ
(i,t′)
0,z +Σ
(i,t′′)
0,z , (103)
while Σ
(1)
± contains only contributions proportional to t.
An explicit evaluation using the results in Appendix B shows that there are no contributions in first order in a.
The contributions in O (a2) coming from TrG0Σ are as follows:
TrG0Σ
(2,τ) =
4ρ˜
a
∫ β
0
dτ
∫
d2x
(
z¯∂τζ + ζ¯∂τz
)
,
TrG0Σ
(2,t′) = −16t′′ρ˜1
∫
dτ
∫
d2x (∂xz¯∂xz + ∂y z¯∂yz) ,
TrG0Σ
(2,t′′) = −16t′′ρ˜2
∫
dτ
∫
d2x (∂xz¯∂xz + ∂y z¯∂yz) ,
TrG0Σ
(2,J) = −8Jρ˜
∫
dτ
∫
d2x
{
2GG∗ + 2FyF
∗
y + 2FxF
∗
x −
(
FyF
∗
x + FxF
∗
y
)
+
√
2
[ (
Fy − Fx
)
G∗ +G
(
F ∗y − F ∗x
) ]}
. (104)
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where ρ˜ is the density of holes, i.e.
ρ˜ =
1
N
∑
k
n (k) , (105)
ρ˜1 is defined as
ρ˜1 ≡ 1
N
∑
k
n (k) cos
(√
2kxa
)
(106)
and
ρ˜2 ≡ 1
N
∑
k
n (k) cos
(√
2kxa
)
cos
(√
2kya
)
. (107)
In the expressions above, and in the following, n (k) is the Fermi distribution function
n (k) =
1
exp {β [ǫ (k)− µ]}+ 1 . (108)
We focus now on the contributions quadratic in Σ, given in eq. (102). The different terms from the expressions
containing Σ
(1)
0 are:
TrG0Σ
(1)
0 G0Σ
(1)
0 = TrG0Σ
(1,τ)
0 G0Σ
(1,τ)
0 + 2TrG0Σ
(1,τ)
0 G0
[
Σ
(1,t′)
0 +Σ
(1,t′′)
0
]
+TrG0Σ
(1,t′)
0 G0Σ
(1,t′)
0 + 2TrG0Σ
(1,t′)
0 G0Σ
(1,t′′)
0 +TrG0Σ
(1,t′′)
0 G0Σ
(1,t′′)
0 . (109)
The same expression results for the terms containing Σ
(1)
z .
In the following we consider the different nonvanishing contributions. From the temporal part we have
TrG0Σ
(1,τ)
0 G0Σ
(1,τ)
0 +TrG0Σ
(1,τ)
z G0Σ
(1,τ)
z =
4ρ˜ κ
a2
∫ β
0
dτ
∫
d2x (z¯ ∂τz)
2
, (110)
where the electronic compressibility is defined as usually,
κ ≡ 1
ρ˜
∂ρ˜
∂µ
. (111)
From terms proportional to t we have
TrG0Σ
(1,t)
+ G0Σ
(1,t)
− = 16t
2ρ˜
∫ β
0
dτ
∫
d2x
[
2κ1G
∗G+
√
2κ1G
∗ (Fy − Fx) +
√
2κ1
(
F ∗y − F ∗x
)
G
+
(
κ2F
∗
y Fy − κ1F ∗y Fx − κ1F ∗xFy + κ2F ∗xFx
)]
, (112)
where we defined
κ1 ≡ 1
ρ˜
∂
∂µ
1
N
∑
k
n (k) cos2
(√
2
2
kxa
)
cos2
(√
2
2
kya
)
, (113)
and
κ2 ≡ 1
ρ˜
∂
∂µ
1
N
∑
k
n (k) cos2
(√
2
2
kxa
)
. (114)
The terms proportional to t′ lead to
TrG0Σ
(1,t′)
0 G0Σ
(1,t′)
0 +TrG0Σ
(1,t′)
z G0Σ
(1,t′)
z = −32t′2a2ρ˜κ3
∑
j
∫ β
0
dτ
[
(z¯∂xz)
2
+ (z¯∂yz)
2
]
, (115)
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where we defined
κ3 ≡ 1
ρ˜
∂
∂µ
1
N
∑
k
n (k) sin2
(√
2kxa
)
. (116)
From the terms proportional to t′′ we obtain
TrG0Σ
(1,t′′)
0 G0Σ
(1,t′′)
0 +TrG0Σ
(1,t′′)
z G0Σ
(1,t′′)
z = −64t′′2a2ρ˜κ4
∑
j
∫ β
0
dτ
[
(z¯∂xz)
2
+ (z¯∂yz)
2
]
, (117)
with
κ4 ≡ 1
ρ˜
∂
∂µ
1
N
∑
k
n (k) sin2
(√
2kxa
)
cos2
(√
2kya
)
. (118)
Finally, there is a contribution proportional to t′t′′ of the form
TrG0Σ
(1,t′)
0 G0Σ
(1,t′′)
0 +TrG0Σ
(1,t′)
z G0Σ
(1,t′′)
z = −64t′t′′a2ρ˜κ5
∑
j
∫ β
0
dτ
[
(z¯∂xz)
2
+ (z¯∂yz)
2
]
, (119)
where
κ5 ≡ 1
ρ˜
∂
∂µ
1
N
∑
k
n (k)
[
sin2
(√
2kxa
)
cos
(√
2kya
)
+ sin2
(√
2kya
)
cos
(√
2kxa
) ]
, (120)
Collecting all contributions after integrating fermions out, we have
SF → S(z)F + S(ζ)F , (121)
where
S
(z)
F =
∫ β
0
dτ
∫
d2x
{
16 (t′ρ˜1 + t
′′ρ˜2) (∂xz¯∂xz + ∂y z¯∂yz)− 2ρ˜ κ
a2
(z¯ ∂τz)
2
+16ρ˜
(
J − t2κ2
) (
F ∗xFx + F
∗
y Fy
)− 8ρ˜ (J − 2t2κ1) (F ∗xFy + F ∗y Fx)
+16ρ˜
(
t′
2
κ˜3 + 2t
′′2κ˜4 + 4t
′t′′κ˜5
) [
(z¯∂xz)
2
+ (z¯∂yz)
2
]}
, (122)
contains only contributions with the z-field, and
S
(ζ)
F =
∫ β
0
dτ
∫
d2x
{
− 4ρ˜
a
(
z¯∂τζ + ζ¯∂τz
)
+8ρ˜
(
J − 2t2κ1
){
2G∗G+
√
2
[
G∗ (Fy − Fx) +
(
F ∗y − F ∗x
)
G
]}}
, (123)
contains contributions with ζ-fields.
VI. INTEGRATION OF FAST MAGNETIC MODES
The effective action at this stage contains only the slow modes described by the z-fields and the fast modes
corresponding to the ζ-fields, The next step is to integrate out the ζ-fields. However, due to the gauge freedom
introduced by the CP1 fields, a gauge fixing is necessary.
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A. Gauge fixing
In order to integrate out the ζ-field we have to discuss the gauge-fixing for the z-fields and its consequences on the
ζ-fields. As already mentioned in Sec. III A 2, the condition (66) can be used to fix a global phase of the ζ-field with
respect to the one of the z-field. In order to see this, we can use the following parametrization of the z-field:
z =

 cos
(
θ
2
)
exp
{−i (ϕ2 − Λ)}
sin
(
θ
2
)
exp
{
+i
(
ϕ
2 + Λ
)}

 , (124)
where 0 ≤ θ ≤ π. For ζ we use a similar parametrization
ζ =

 ρ1 exp
{−i (χ2 − Γ)}
ρ2 exp
{
+i
(
χ
2 + Γ
)}

 . (125)
Then, the condition (66) can be fulfilled with Γ = Λ + (2m+ 1)π/2, with m integer, that is equivalent to
ζ1
| ζ1 |
ζ2
| ζ2 | = e
2iΓ = −e2iΛ = − z1| z1 |
z2
| z2 | , (126)
that can be translated into
1− | z1 || ζ1 || z2 || ζ2 | = 0 . (127)
Then, the condition (66) can be enforced as follows:
δ
(
z¯ζ + ζ¯z
)
=
| z2 || ζ2 |
| z1 | (ζ∗2 z2 + z∗2ζ2)
δ
( | z2 || ζ2 |
| z1 | − | ζ1 |
)
, (128)
where we solved the constraint (127) in favor of | ζ1 |.
Once we enforced the constraint (66), we impose the following gauge fixing for the z field
z1 + z
∗
1 = 0 , (129)
as normally done in a CP1 theory. The implementation of the constraint (128) in the part of the action containing
ζ-fields (123) is given in Appendix C.
B. Change of measure
We discuss here the change of variables from the real vectors ΩA,B to the complex fields z and ζ, taking into
account the Jacobian of the transformation, together with the constraints for the z- and ζ-fields already discussed in
Sec. VIA. For this purpose we first consider (45) and (46).
ΩAj =
(
z¯j
√
1− a2ζ¯jζj − aζ¯j
)
σ
(
zj
√
1− a2ζ¯jζj − aζj
)
, (130)
ΩBj =
(
zj
√
1− a2ζ¯jζj + aζj
)
σy σ σy
(
z∗j
√
1− a2ζ¯jζj + aζ∗j
)
. (131)
Then, we have
| ΩAj |2 =
[
z¯jzj
(
1− a2ζ¯jζj
)
+ a2ζ¯jζj − a
(
z¯jζj + ζ¯jzj
)√
1− a2ζ¯jζj
]2
,
| ΩBj |2 =
[
z¯jzj
(
1− a2ζ¯jζj
)
+ a2ζ¯jζj + a
(
z¯jζj + ζ¯jzj
)√
1− a2ζ¯jζj
]2
. (132)
Therefore,
δ
(
| ΩA | −1
)
δ
(
| ΩB | −1
)
≃
(
1 +
3
2
a2ζ¯ζ
)
δ (z¯z − 1) δ (ζ¯z + z¯ζ) . (133)
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The transformation of the last constraint due to gauge fixing was already discussed in (128). On the other hand, we
have due to (127)
ζ¯ζ =
| ζ2 |2
| z1 |2 , (134)
where we used z¯z = 1.
Due to gauge fixing, and without imposing the constraints on the moduli of the vector fields ΩA and ΩB, since
we take them into account with (133), we have independent variables Imz1, Rez2, Imz2, | ζ1 |, Reζ2, and Imζ2. The
Jacobian going from vector fields to CP1 variables is in an expansion in powers of a,
J = a3 (J0 + a2J2)+O (a6) , (135)
where
J0 = 32
iImz1
(
2 | z1 |2 −1
)
| z1 |
(ζ∗2 z2 + z
∗
2ζ2)
| z2 || ζ2 | , (136)
and
J2 = −48
iImz1
(
2 | z1 |2 −1
)
| z1 |
(ζ∗2z2 + z
∗
2ζ2) | ζ2 |
| z2 | , (137)
such that we finally have
J = a332 iImz1
(
2 | z1 |2 −1
)
| z1 |
(ζ∗2 z2 + z
∗
2ζ2)
| z2 || ζ2 |
(
1− 3
2
a2
| ζ2 |2
| z1 |2
)
. (138)
Taking into account the Jacobian above, the constraints in Sec. VIA, the transformation of the constraints (133)
together with (134), the measure changes as follows
∫
dΩA dΩB δ
(
| ΩA | −1
)
δ
(
| ΩB | −1
)
→
∫
dImz1 dRez2 dImz2 δ (z¯z − 1)
iImz1
(
2 | z1 |2 −1
)
| z1 |2
×
∫
dReζ2 dImζ2 . (139)
C. Effective field theory for the magnetic properties of the t-J model
The final step is to integrate out the ζ-field. Therefore, we concentrate on the corresponding integrals.∫
DReζ2DImζ2 e−S
(ζ)
eff
=
∫
DReζ2DImζ2 exp
{
−
∫ β
0
dτ
∫
d2x
[
ζ∗2∆ζ2 + Λ
∗ζ22 + Λζ
∗2
2 + (Ξ− Γ) ζ∗2 − (Ξ∗ + Γ∗) ζ2
]}
, (140)
where we introduced the following notation:
J˜ =
[
J + 8ρ˜
(
J − 2t2κ1
)]
,
∆ = 8J˜
| z2 |4 + | z1 |4
| z1 |2 ,
Λ = 8J˜z22 ,
Ξ =
[
2 (1− 2ρ˜)
a
]
z2
(
1
| z1 |2 z1 ∂τz
∗
1 +
1
| z2 |2 z
∗
2 ∂τz2
)
,
Γ = 2
√
2J˜z2
[
z∗1z
∗
2
| z2 |2 (Fy − Fx) +
(
F ∗y − F ∗x
) z1z2
| z1 |2
]
. (141)
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We go now over to real and imaginary parts ζ2 ≡ η + iξ, such that for eq. (140) we have∫
DReζ2DImζ2 e−S
(ζ)
eff ∝
∫
DηDξ exp
[
−
∫ β
0
dτ
∫
d2x
(Aη2 + Bξ2 + 2iCηξ +Dη + iEξ)
]
, (142)
with A ≡ ∆ + Λ∗ + Λ, B ≡ ∆ − (Λ∗ + Λ), C ≡ Λ∗ − Λ, D ≡ Ξ − Ξ∗ − (Γ∗ + Γ), and E ≡ − (Ξ + Ξ∗) + (Γ− Γ∗).
Performing the integrals over the ζ-fields leads to the effective action
S˜eff =
∫
dτ
∑
j
{
1
2
ln
(AB + C2)+
(AE2 − 2CDE − BD2)
4 (AB + C2)
}
. (143)
Next we proceed to evaluate the different contributions to the action. We consider first the term that affects the
measure
AB + C2 =
{
8
| z1 |2
[
J + 8ρ˜
(
J − 2t2κ1
)] (
1− 2 | z1 |2
)}2
. (144)
Then,
exp
[
−1
2
ln
(AB + C2)] = { 8| z1 |2
[
J + 8ρ˜
(
J − 2t2κ1
)] (
1− 2 | z1 |2
)}−1
, (145)
such that the measure and constraints of the path-integral are now
Z →
∫
Dz¯Dz δ (z¯z − 1) δ (z1 + z∗1) (z1 − z∗1) · · · , (146)
that are the ones usually appearing in the CP1 model.
After a lengthy but straightforward calculation we have(AE2 − 2CDE − BD2)
4 (AB + C2) =
{
1
2J˜
[
(1− 2ρ˜)
a
]2 [
∂τ z¯ ∂τz + (z¯∂τz)
2
]
+
1√
2
[
(1− 2ρ˜)
a
]
[∂τ z¯ (∂yz − ∂xz)− ∂τz (∂y z¯ − ∂xz¯)]
−J˜
[
∂xz¯∂xz + ∂y z¯∂yz + (z¯∂xz)
2
+ (z¯∂yz)
2
−∂xz¯∂yz − ∂y z¯∂xz − 2 (z¯∂xz) (z¯∂yz)
]}
. (147)
Taking into account the contribution to the action in (122), that remains unaffected by the integration over the
ζ-fields, we arrive at the effective action for the z-fields
S =
∫
dτ d2x
∑
µ
1
gµ
[
∂µz¯ ∂µz + γµ (z¯∂µz)
2
]
, (148)
with µ = τ , x, y, and
gτ =
2J˜a2
(1− 2ρ˜)2 ,
gx = gy =
[
J (1 + 8ρ˜) + 16ρ˜t2 (κ1 − κ2) + 16 (t′ρ˜1 + t′′ρ˜2)
]−1
,
γτ = 1− 4ρ˜κJ˜
(1− 2ρ˜)2 ,
γx = γy =
J (1 + 8ρ˜) + 16ρ˜
[
t2 (κ1 − κ2) + t′2κ3 + 2t′′2κ4 + 4t′t′′κ5
]
[J (1 + 8ρ˜) + 16ρ˜t2 (κ1 − κ2) + 16 (t′ρ˜1 + t′′ρ˜2)] , (149)
where J˜ was defined in (141). Equation (148) together with (149) are the main result of this work.
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VII. DISCUSSION OF THE RESULTS AND CONCLUSIONS
The action (148) at which we arrived, is of the form previously analyzed in the context of frustrated quantum
antiferromagnets [12, 13, 14]. In the absence of doping, i.e. setting ρ˜ = ρ˜1 = ρ˜2 = 0, we have γτ = γx = γy = 1, such
that the model reduces to the CP1 model appropriate for a Heisenberg antiferromagnet, making thus explicitely the
connection with the undoped case. As is well known, the excitations in that case correspond to bosons describing the
transverse fluctuations of a vector field pertaining to the O(3) non-linear σ-model. From the point of view of the CP1
model this corresponds to a phase where the z-fields are confined.
However, in the presence of doping, when the couplings γµ 6= 1, the model does not correspond any more to a
collinear antiferromagnet but describes in general coplanar incommensurate quantum antiferromagnets [12, 13]. This
can be seen by constructing R ∈ SO(3) out of matrices g ∈ SU(2), as follows:
Rab(g) =
1
2
Trσagσbg† , (150)
where g is given in terms of the z-fields like in (44). Then, it can be readily shown that the action (148) can be
expressed in terms of SO(3) fields:
S =
∫
dτ dx2
∑
µ
1
8gµ
Tr
(
∂µR∂µR
−1 − γµ∂µRQ∂µR−1
)
, (151)
where Q = diag(1, 1,−1). Expressing the matrix R as R = (n1,n2,n3), where the vectors ni fulfill n2i = 1 for
i = 1, 2, 3 and ni · nj = 0 for i 6= j, the action (151) takes the form
S =
∫
dτ dx2
∑
µ
1
4gµ
[
2∑
i=1
∂µni · ∂µni − (1 + γµ) (n1 · ∂µn2)2
]
, (152)
showing that in general a coplanar configuration is favored. In the case γµ = 1, the action above reduces as expected
to the O(3) non-linear σ-model by virtue of the relation
∂µn3 · ∂µn3 = ∂µn1 · ∂µn1 + ∂µn2 · ∂µn2 − 2 (n1 · ∂µn2)2 . (153)
On the other hand, for the general case γµ 6= 1, assuming for simplicity that γµ = γ and gµ = g for µ = τ, x, y, it
can be seen that, following Ref. [13], the gauge fields responsible for confinement in the case γ = 1, acquire a mass
M2 = −2
g
(
1− 1
γ
)
. (154)
Moreover, it is expected that in the infrared limit, the behavior is dominated by an O(4) fixed point [12, 13], i.e.
it is expected that the coupling γ scales to zero, raising the mass of the gauge fields. Further arguments in Cavour
of deconfinement were advanced by showing that for γ 6= 1, the mass of the gauge field is inversely proportional
to the square root of the temperature [14], and therefore, a confinement-deconfinement transition as a function of
temperature can be expected when γ departs from 1. Hence, we see that the possibility of deconfined (bosonic)
spinons is opened due to doping of a collinear antiferromagnet.
Finally, we would like to remark, that the present results show some differences from those obtained previously
by one of the authors [48] and collaborators, dealing with a doped antiferromagnet modeled by the so-called spin-
fermion model. This model is the starting point that leads to the t-J model in the limit where the exchange coupling
between the dopant hole, that mainly resides on the oxygen orbitals, and the copper hole form the Zhang-Rice singlet
[27]. The gradient expansion for the spin-fermion model based on the assumption of a short-range antiferromagnetic
order led to an O(3) non-linear σ-model, that as a function of doping had a transition to the corresponding quantum
disordered phase [49]. Hence, under the same assumption as in the present work, no hint to deconfinement of spinons
was obtained. An SO(3) non-linear σ-model can be obtained from the spin-fermion model only under the assumption
of an incommensurate coplanar short-range order in the microscopic model [50]. Therefore, although considering
the symmetries present in a doped antiferromagnet, both models appear equivalent, we conclude on the basis of the
present results that imposing the constraint against double occupancy leads to a richer picture of the possible phases
of a doped antiferromagnet, with a minimal number of assumptions.
Acknowledgments We are grateful to A. Greco, A. Dobry and A. Foussats for interesting discussions in the early
stages of this work. We thank also M. Barbosa da Silva Neto for illuminating discussions on incommensurate coplanar
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APPENDIX A: SET OF CONSTRAINTS FOR THE t-J MODEL
We give here the explicit expressions of the constraints arising from considering the canonical momenta of the
system, and the matrix of constraints. First we recall the definitions of right and left derivatives in order to reach a
self-contained presentation.
Given generators za of a Berezin algebra with a = 1, . . . , k, the right derivative is defined as
∂r
∂za
za1 · · · zak =
k∑
i=1
(−1)
Pi+1
j=k P(a)P(aj ) δa,a1 z
a1 · · · zai−1zai+1 · · · zak , (A1)
where P(a) = 0, 1 depending on the parity of the generator (even or odd, respectively). For later use, we introduce
also left derivatives defined as
∂ℓ
∂za
za1 · · · zak =
k∑
i=1
(−1)
Pi−1
j=1 P(a)P(aj ) δa,a1 z
a1 · · · zai−1zai+1 · · · zak . (A2)
In both cases it is understood that when the index j runs beyond the interval [1, k], then P(aj) = 0. Both derivatives
are equivalent to ordinary derivatives when dealing with even generators za.
With the rules above we obtain the following constraints from (15).
φ(3) = Π++ , φ(4) = Π+− + i (1+ρ)u−1
(2−v)2−4ρ−u2
X−+ , φ(5) = Π−+ − i (1+ρ)u−1
(2−v)2−4ρ−u2
X+− ,
φ(6) = Π−− , φ(8) = Π00 , φ(11) = Π+0 − i2X0+ ,
φ(12) = Π−0 − i2X0− , φ(13) = Π0+ − i2X+0 , φ(14) = Π0− − i2X−0 .
(A3)
The matrix of constraints (19) has the following components
A(0) =


0 0 1 0 0 1 0 0
0 0 1−X−− X−+ X+− 1−X++ 0 0
−1 X−− − 1 0 i4X+− − i4X−+ 0 0 0
0 −X−+ − i4X+− 0 − iX++ −
i(1+X−−)
4X++X+− 0 0
0 −X+− − iX+− iX++ 0
i(1+X−−)
4X++X−+ 0 0
−1 X++ − 1 0 i(1+X
−−)
4X++X+− −
i(1+X−−)
4X++X−+ 0 0 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 −1 0


, (A4)
A(1) =


0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0
i(2+X++)ρ
X++X+− −
i(2+X++)ρ
X++X−+ 0 0 0
0 0 − i(2+X
++)ρ
X++X+− 0 − iρX++ −
i(2+X−−)ρ
4X++X+− 0 0
0 0
i(2+X++)ρ
X++X−+
iρ
X++ 0
i(2+X−−)ρ
4X++X−+ 0 0
0 0 0
i(2+X−−)ρ
4X++X+− −
i(2+X−−)ρ
4X++X−+ 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0


. (A5)
The matrix B contains only single Grassmann generators.
B =


0 0 X0+ X0− −X+0 −X−0
0 0 X0+ X0− −X+0 −X−0
B31 X
−0 0 0 0 0
B41 0 B43 B44 B45 B46
0 −X+0 B53 B54 B55 B56
0 0 0 0 0 0
0 0 −X0+ −X0− X+0 X−0
0 0 0 0 0 0


, (A6)
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where
B31 =
X0+X+−
(X++)2
, B41 = − X0+X++ ,
B43 = − i(1+X
−−+2X++X−−)X0+
4X++X+− , B44 = −
i(1+X−−+2X++X−−)X0−
4X++X+− ,
B45 =
i(1+X−−+2X++X−−)X+0
4X++X+− , B46 =
i(1+X−−+2X++X−−)X−0
4X++X−−X+− ,
B53 =
i(1+X−−+2X++X−−)X0+
4X++X−+ , B54 =
i(1+X−−+2X++X−−)X0−
4X++X−+ ,
B55 = − i(1+X
−−+2X++X−−)X+0
4X++X−+ , B56 = −
i(1+X−−+2X++X−−)X−0
4X++X−+ .
(A7)
Furthermore, C = −BT , and
D =


0 0 0 0 X
+−
X++ −1
0 0 X−+ −X++ 0 0
0 X−+ 0 0 −i 0
0 −X++ 0 0 0 −i
X+−
X++ 0 −i 0 0 0−1 0 0 −i 0 0


. (A8)
APPENDIX B: FERMIONIC TERMS IN THE STAGGERED CP1 REPRESENTATION
We give here the explicit expressions for the fermionic contributions up to O (a2). Defining vectors
x(1) = (0, 0) , x(2) =
(
0,
√
2a
)
, x(3) =
√
2a (−1, 1) , x(4) = √2a (−1, 0) , (B1)
we have for the fermionic terms Ξ
(i)
e (k1,k2) with i = 1, . . . , 4
Ξ
(i)
AB(k1,k2) = −
2a
N
exp
{
i
[
k1 · xA − k2 ·
(
xB + x
(i)
)]}∑
j
exp [i (k1 − k2) · xj ] U˜ (i)j,AB , (B2)
where U˜
(i)
j,AB denotes the matrix element of the product of the SU(2) matrices in nearest neighbor sites, connecting
sublattices A and B within the unit cell j. The index i denotes the four nearest neighbors starting from sublattice
A. Using the notation introduced in (73), the gradient expansion of the products of the SU(2) matrices up to O(a)
have the following form
U˜
(1)
j,AB = G
∗
j , U˜
(2)
j,AB = G
∗
j +
√
2F ∗jy ,
U˜
(3)
j,AB = G
∗
j −
√
2
(
F ∗jx − F ∗jy
)
, U˜
(4)
j,AB = G
∗
j −
√
2F ∗jx .
(B3)
For the fermionic terms Ξ
(i)
BA(k1,k2) we have
Ξ
(i)
BA(k1,k2) = −
2a
N
exp {i [k1 · xB − k2 · (xA − xi)]}
∑
j
exp [i (k1 − k2) · xj ] U˜ (i)j,BA , (B4)
with U˜
(i)
j,BA = U˜
(i)∗
j,AB.
Next we list the terms originating from contributions proportional to t′. For Ψ
(i)
AA(k1,k2), i = 1, . . . , 4, we have
Ψ
(1,3)
AA (k1,k2) =
2
N
exp [±ik2 · x4]
∑
j
exp [i (k1 − k2) · xj ] U˜ (1,3)j,AA , (B5)
Ψ
(2,4)
AA (k1,k2) =
2
N
exp [∓ik2 · x2]
∑
j
exp [i (k1 − k2) · xj ] U˜ (2,4)j,AA , (B6)
where U˜
(i)
j,AA denotes the product of SU(2) matrices on second nearest neighbor sites on sublattice A along the
diagonals, starting from the unit cell j, and i numbers the four possibilities. They have the following expansion in
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powers of a:
U˜
(1)
j,AA =
√
2az¯j∂xzj + a
2
[
z¯j∂
2
xzj −
√
2
(
z¯j∂xζj + ζ¯j∂xzj
)]
,
U˜
(2)
j,AA =
√
2az¯j∂yzj + a
2
[
z¯j∂
2
yzj −
√
2
(
z¯j∂yζj + ζ¯j∂yzj
)]
,
U˜
(3)
j,AA = −
√
2az¯j∂xzj + a
2
[
z¯j∂
2
xzj +
√
2
(
z¯j∂xζj + ζ¯j∂xzj
)]
,
U˜
(4)
j,AA = −
√
2az¯j∂yzj + a
2
[
z¯j∂
2
yzj +
√
2
(
z¯j∂yζj + ζ¯j∂yzj
)]
. (B7)
For Ψ
(i)
BB, we have the same phase factors as for Ψ
(i)
AA but we have to replace U˜
(i)
j,AA by U˜
(i)
j,BB that are as follows:
U˜
(1)
j,BB =
√
2azj∂xz¯j + a
2
[
zj∂
2
xz¯j +
√
2
(
zj∂xζ¯j + ζj∂xz¯j
)]
,
U˜
(2)
j,BB =
√
2azj∂y z¯j + a
2
[
zj∂
2
y z¯j +
√
2
(
zj∂y ζ¯j + ζj∂y z¯j
)]
,
U˜
(3)
j,BB = −
√
2azj∂xz¯j + a
2
[
zj∂
2
xz¯j −
√
2
(
zj∂xζ¯j + ζj∂xz¯j
)]
,
U˜
(4)
j,BB = −
√
2azj∂y z¯j + a
2
[
zj∂
2
y z¯j −
√
2
(
zj∂y ζ¯j + ζj∂y z¯j
)]
. (B8)
For the contributions proportional to t′′ we have for processes involving the sublattice A,
Φ
(1,3)
AA (k1,k2) =
2
N
exp [±ik2 · x3]
∑
j
exp [i (k1 − k2) · xj ] U¯ (1,3)j,AA , (B9)
Φ
(2,4)
AA (k1,k2) =
2
N
exp [∓ik2 · (x2 − x4)]
∑
j
exp [i (k1 − k2) · xj ] U¯ (2,4)j,AA , (B10)
where U¯
(i)
j,AA denotes the product of SU(2) matrices on second nearest neighbor sites on sublattice A along the principal
axes, starting from the unit cell j, and i numbers the four possibilities. They have the following expansion in powers
of a:
U¯
(1)
j,AA =
√
2a (z¯j∂xzj − z¯j∂yzj)
+a2
{
z¯j∂
2
xzj − 2z¯j∂xyzj + z¯j∂2yzj −
√
2
[
z¯j (∂xζj − ∂yζj) + ζ¯j (∂xzj − ∂yzj)
]}
,
U¯
(2)
j,AA =
√
2a (z¯j∂xzj + z¯j∂yzj)
+a2
{
z¯j∂
2
xzj + 2z¯j∂xyzj + z¯j∂
2
yzj −
√
2
[
z¯j (∂xζj + ∂yζj) + ζ¯j (∂xzj + ∂yzj)
]}
,
U¯
(3)
j,AA = −
√
2a (z¯j∂xzj − z¯j∂yzj)
+a2
{
z¯j∂
2
xzj − 2z¯j∂xyzj + z¯j∂2yzj +
√
2
[
z¯j (∂xζj − ∂yζj) + ζ¯j (∂xzj − ∂yzj)
]}
,
U¯
(4)
j,AA = −
√
2a (z¯j∂xzj + z¯j∂yzj)
+a2
{
z¯j∂
2
xzj + 2z¯j∂xyzj + z¯j∂
2
yzj +
√
2
[
z¯j (∂xζj + ∂yζj) + ζ¯j (∂xzj + ∂yzj)
]}
. (B11)
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For Φ
(i)
BB, we have the same phase factors as for Φ
(i)
AA but we have to replace U¯
(i)
j,AA by U¯
(i)
j,BB that are as follows:
U¯
(1)
j,BB =
√
2a (zj∂xz¯j − zj∂y z¯j)
+a2
{
zj∂
2
xz¯j − 2zj∂xyz¯j + zj∂2y z¯j +
√
2
[
zj
(
∂xζ¯j − ∂y ζ¯j
)
+ ζj (∂xz¯j − ∂y z¯j)
]}
,
U¯
(2)
j,BB =
√
2a (zj∂xz¯j + zj∂y z¯j)
+a2
{
zj∂
2
xz¯j + 2zj∂xyz¯j + zj∂
2
y z¯j +
√
2
[
zj
(
∂xζ¯j + ∂y ζ¯j
)
+ ζj (∂xz¯j + ∂y z¯j)
]}
,
U¯
(3)
j,BB = −
√
2a (zj∂xz¯j − zj∂yz¯j)
+a2
{
zj∂
2
xz¯j − 2zj∂xyz¯j + zj∂2y z¯j −
√
2
[
zj
(
∂xζ¯j − ∂y ζ¯j
)
+ ζj (∂xz¯j − ∂y z¯j)
]}
,
U¯
(4)
j,BB = −
√
2a (zj∂xz¯j + zj∂yz¯j)
+a2
{
zj∂
2
xz¯j + 2zj∂xyz¯j + zj∂
2
y z¯j −
√
2
[
zj
(
∂xζ¯j + ∂y ζ¯j
)
+ ζj (∂xz¯j + ∂y z¯j)
]}
. (B12)
Finally, we list below the contributions from spin interactions dressed with fermions. We defined
F± ≡ 1
2
[
F (e)(k1,k2)±F (o)(k1,k2)
]
, (B13)
with
F (e,o)(k1,k2) = 4a
2
N
exp [i (k1 − k2) · xA,B]
∑
j
exp [i (k1 − k2) · xj ]Υj , (B14)
where
Υj = 4
{
2GjG
∗
j + 2FjyF
∗
jy + 2FjxF
∗
jx −
(
FjyF
∗
jx + FjxF
∗
jy
)
+
√
2
[(
Fjy − Fjx
)
G∗j +Gj
(
F ∗jy − F ∗jx
)]}
, (B15)
contains the contributions from Ωi ·Ωj .
APPENDIX C: EFFECTIVE ACTION S
(ζ)
eff
We display here, in order to facilitate a reproduction of our results, the different contributions to the part of the
action containing the ζ-fields (123) after imposing the constraint (128). We consider first the part containing temporal
derivatives in (123)
z¯ ∂τζ + ζ¯ ∂τz =
ζ∗2 z2
| z1 |2 z1 ∂τz
∗
1 −
z∗2 ζ2
| z1 |2 z
∗
1 ∂τz1 + z
∗
2 ∂τ ζ2 − z2 ∂τ ζ∗2 . (C1)
We consider next the interaction part in (123). Here we have
G = −2z1
(
z22 ζ
∗
2
| z1 |2 + ζ2
)
. (C2)
Then, for the different terms entering (123) we have,
G∗G = 4
( | z2 |4 + | z1 |4
| z1 |2 | ζ2 |
2 +z∗22 ζ
2
2 + z
2
2 ζ
∗2
2
)
,
G∗Fα = −2z∗1
(
z∗22 ζ2
| z1 |2 + ζ
∗
2
)
Fα ,
F ∗αG = −2F ∗αz1
(
z22 ζ
∗
2
| z1 |2 + ζ2
)
. (C3)
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