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In this work, we introduce and consider a new class of general variational inequalities
involving three nonlinear operators, which is called the extended general variational
inequalities. Noor [M. Aslam Noor, Projection iterative methods for extended general
variational inequalities, J. Appl. Math. Comput. (2008) (in press)] has shown that the
minimum of nonconvex functions can be characterized via these variational inequalities.
Using a projection technique, we establish the equivalence between the extended general
variational inequalities and the general nonlinear projection equation. This equivalent
formulation is used to discuss the existence of a solution of the extended general variational
inequalities. Several special cases are also discussed.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
In this work, we introduce and consider a new class of variational inequalities involving three nonlinear operators, which
is called the extended general variational inequalities. We show that this new class includes general variational inequalities
and several other classes of variational inequalities as special cases. Noor [14] has proved that the minimum of a class
of nonconvex functions on nonconvex convex sets can be characterized by extended general variational inequalities. One
can show that the extended general variational inequalities provide us with a unified, simple and natural framework in
which to study a wide class of problems which arise in various areas of pure and applied sciences. Using the projection
technique, it is shown that the extended general variational inequalities are equivalent to the nonlinear projection
equations. This alternative equivalent formulation is used to discuss the existence of a solution of the extended general
variational inequalities under suitable conditions. Since the extended general variational inequalities include various classes
of variational inequalities and optimization problems as special cases, results proved in this work continue to hold for these
problems. It is expected that this new class will inspire and motivate further research in this area.
2. Preliminaries
LetH be a realHilbert spacewhose inner product andnormare denoted by 〈·, ·〉 and‖.‖, respectively. LetK be a nonempty
closed set in H .
For given nonlinear operators T , g, h : H → H,we consider the problem of finding u ∈ H, h(u) ∈ K such that
〈Tu, g(v)− h(u)〉 ≥ 0, ∀v ∈ H : g(v) ∈ K . (2.1)
An inequality of type (2.1) is called the extended general variational inequality involving three operators. Noor [13,14] has
shown that the minimum of a class of differentiable nonconvex functions on hg-convex set K in H can be characterized by
extended general variational inequality (2.1). For this purpose, we recall the following well known concepts; see [2].
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Definition 2.1. Let K be any set in H . The set K is said to be hg-convex if there exist functions g, h : H −→ H such that
h(u)+ t(g(v)− h(u)) ∈ K , ∀u, v ∈ H : h(u), g(v) ∈ K , t ∈ [0, 1].
Note that every convex set is hg-convex, but the converse is not true; see [2]. If g = h, then the hg-convex set K is called
the g-convex set, which was introduced by Youness [16]. See also Cristescu and Lupsa [2] for its various extensions and
generalization. As pointed out by one of the reviewers, it is very interesting to compare this concept with the concept of
geodesic convexity; see Rapcsak [15].
From now onward, we assume that K is an hg-convex set, unless otherwise specified.
Definition 2.2. The function F : K −→ H is said to be hg-convex if there exist two functions h, g such that
F(h(u)+ t(g(v)− h(u))) ≤ (1− t)F(h(u))+ tF(g(v)). ∀u, v ∈ H : h(u), g(v) ∈ K , t ∈ [0, 1].
Clearly every convex function is hg-convex, but the converse is not true. For g = h, Definition 2.2 is due to Youness [16].
For the properties and applications of the hg-convex functions, see Jian [5].
We now show that the minimum of a differentiable hg-convex function on an hg-convex set K in H can be characterized
by the extended general variational inequality (2.1). This result is due toNoor [14].We include it for the sake of completeness
and to convey the flavour of the idea.
Lemma 2.1. Let F : K −→ H be a differentiable hg-convex function. Then u ∈ H : h(u) ∈ K is the minimum of the hg-convex
function F on K if and only if it satisfies the inequality
〈F ′(h(u)), g(v)− h(u)〉 ≥ 0, ∀v ∈ H : g(v) ∈ K , (2.2)
where F ′(u) is the Frechet differential of F at h(u) ∈ K .
Proof. Let u ∈ H : h(u) ∈ K be a minimum of the hg-convex function F on K . Then
F(h(u)) ≤ F(g(v)), ∀v ∈ H : g(v) ∈ K . (2.3)
Since K is an hg-convex set, then for all u, v ∈ H : h(u), g(v) ∈ K , t ∈ [0, 1], g(vt) = h(u) + t(g(v) − h(u)) ∈ K . Setting
g(v) = g(vt) in (2.3), we have
F(h(u)) ≤ F(h(u))+ t(g(v)− h(u)).
Dividing the above inequality by t and taking t −→ 0, we have
〈F ′(h(u)), g(v)− h(u)〉 ≥ 0, ∀v ∈ H : g(v) ∈ K ,
which is the required result (2.2).
Conversely, let u ∈ H : h(u) ∈ K satisfy the inequality (2.2). Since F is an hg-convex function, ∀u, v ∈ H : h(u), g(v) ∈
K , t ∈ [0, 1], h(u)+ t(g(v)− h(u)) ∈ K and
F(h(u)+ t(g(v)− h(u))) ≤ (1− t)F(h(u))+ tF(g(v)),
which implies that
F(g(v))− F(h(u)) ≥ F(h(u)+ t(g(v)− g(u)))− F(h(u))
t
.
Letting t −→ 0, we have
F(g(v))− F(h(u)) ≥ 〈F ′(h(u)), g(v)− h(u)〉 ≥ 0, using (2.2),
which implies that
F(h(u)) ≤ F(g(v)), ∀v ∈ H : g(v) ∈ K
showing that u ∈ K is the minimum of F on K in H. 
Lemma 2.1 implies that hg-convex programming problem can be studied via the extended general variational inequality
(2.1) with Tu = F ′(h(u)). In a similar way, one can show that the extended general variational inequality is the Fritz–John
condition of the inequality constrained optimization problem.
We now give an example to show that F is an hg-convex function, but F is not a convex function and h is not an h-convex
function. This example is due to Jian [5].
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Example 2.1 ([5]). Let K = R and the function F : R −→ be defined by
F(x) =
{−1 if x > 1
1 if x ≤ 0.
Consider the operators g and h defined by
h(x) = x3, g(y) = 0.
For t ∈ [0, 1], we have
F((1− t)g(y)+ th(x)) = F(tx3) =
{−1 if x > 1
−tx3 if x ≤ 0.
and
tF(h(x))+ (1− t)F(g(y)) = tF(x3) =
{−t if x > 1
−tx3 if x ≤ 0.
Thus
F(th(x)+ (1− t)g(y)) ≤ F(h(x))+ (1− t)F(g(y)), x, y ∈ R : h(x), g(y) ∈ K , t ∈ [0, 1].
This implies that F is hg-convex on K . However F is neither convex nor h-convex, since
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We would like to emphasize that problem (2.1) is equivalent to that of finding u ∈ H : h(u) ∈ K such that
〈Tu+ h(u)− g(u), g(v)− h(u)〉 ≥ 0, ∀v ∈ H : g(v) ∈ K . (2.4)
This equivalent formulation is also useful from the applications point of view.
We now list some special cases of the extended general variational inequalities.
I. If g = h, then problem (2.1) and problem (2.4) are equivalent to that of finding u ∈ H : g(u) ∈ K such that
〈Tu, g(v)− g(u)〉 ≥ 0, ∀v ∈ H : g(v) ∈ K , (2.5)
which is knownas general variational inequality, introduced and studied byNoor [6] in 1988. It turned out that odd order and
nonsymmetric obstacle, free, moving, unilateral and equilibrium problems arising in various branches of pure and applied
sciences can be studied via general variational inequalities; see [7,10,11].
II. For g ≡ I , the identity operator, the extended general variational inequality (2.1) collapses to: Find u ∈ H : h(u) ∈ K
such that
〈Tu, v − h(u)〉 ≥ 0, ∀v ∈ K , (2.6)
which is also called the general variational inequality; see Noor [11].
III. For h = I, the identity operator, then problem (1) is equivalent to that of finding u ∈ K such that
〈Tu, g(v)− u〉 ≥ 0, ∀v ∈ H : g(v) ∈ K , (2.7)
which is also called the general variational inequality, introduced and studied by Noor [12].
IV. For g = h = I, the identity operator, the extended general variational inequality problem of (2.1) is equivalent to that
of finding u ∈ K such that
〈Tu, v − u〉 ≥ 0, ∀v ∈ K , (2.8)
which is known as the classical variational inequality. For recent applications, numerical methods, sensitivity analysis,
dynamical systems and formulation of variational inequalities, see [1–17] and the references therein.
V. If K ∗ = {u ∈ H; 〈u, v〉 ≥ 0, ∀v ∈ K} is a polar (dual) convex cone of a closed convex cone K in H , then problem (2.1) is
equivalent to that of finding u ∈ H such that
g(u) ∈ K , Tu ∈ K ∗, 〈g(u), Tu〉 = 0, (2.9)
which is known as the general complementarity problem; see [3,4,6–11,14,16]. If g = I , the identity operator, then problem
(2.9) is called the generalized complementarity problem. For g(u) = u− m(u), wherem is a point-to-point mapping, then
problem (2.9) is called the quasi (implicit) complementarity problem; see [11,14,16] and the references therein.
From the above discussion, it is clear that the extended general variational inequality (2.1) is most general and includes
several known classes of variational inequalities and related optimization problems as special cases. These variational
inequalities have important applications in mathematical programming and engineering sciences.
We also need the following concepts and results.
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Lemma 2.2. Let K be a closed convex set in H. Then, for a given z ∈ H, u ∈ K satisfies the inequality
〈u− z, v − u〉 ≥ 0, ∀v ∈ k,
if and only if u = PK z, where PK is the projection of H onto the closed convex set K in H.
It is well known that the projection operator PK is a nonexpansive operator.
Definition 2.3. For all u, v ∈ H , an operator T : H → H is said to be:
(i) strongly monotone if there exists a constant α > 0 such that
〈Tu− Tv, u− v〉 ≥ α‖u− v‖2,
(ii) Lipschitz continuous if there exists a constant β > 0 such that
‖Tu− Tv‖ ≤ β‖u− v‖.
If the operator T verifies (i) and (ii), then α ≤ β.
3. Main results
In this section, we establish the equivalence between the extended general variational inequality (2.4) and the fixed
point problem. This alternative equivalence is used to study the existence of a solution of the extended general variational
inequalities under suitable conditions. We can prove that the general variational inequality (2.4) is equivalent to the fixed
point problem by invoking Lemma 2.2.
Lemma 3.1. The function u ∈ H : h(u) ∈ K is a solution of the extended general variational inequality (2.4) if and only if
u ∈ H : h(u) ∈ K satisfies the relation
h(u) = PK [g(u)− ρTu], (3.1)
where PK is the projection operator and ρ > 0 is a constant.
Proof. Let u ∈ H : g(u) ∈ K be a solution of (2.4). Then, from (2.4), we have
〈h(u)− (g(u)− ρTu), g(v)− h(u)〉 ≥ 0, ∀v ∈ H : g(v) ∈ K ,
which implies, using Lemma 2.2, that
h(u) = PK [g(u)− ρTu],
the required (3.1). 
Lemma 3.1 implies that the extended general variational inequality problem of (2.4) is equivalent to the fixed point
problem. This alternative equivalent formulation is very useful from the numerical and theoretical points of view. Zhao and
Sun [17] used the concept of the exceptional family to study the existence of a solution of the nonlinear projection equation
(3.1).
We rewrite the relation (3.1) in the following form:
F(u) = u− h(u)+ PK [g(u)− ρTu], (3.2)
which is used to study the existence of a solution of the extended general variational inequality (2.4).
We now study those conditions under which the extended general variational inequality (2.4) has a solution and this is
the main motivation for obtaining our next result.
Theorem 3.1. Let the operators T , g, h : H −→ H be both strongly monotone with constants α > 0, σ > 0, µ > 0 and
Lipschitz continuous with constants β > 0, δ > 0, η > 0 respectively. If∣∣∣∣ρ − αβ2
∣∣∣∣ <
√
α2 − β2k(2− k)
β2
, α > β
√
k(2− k), k < 1, (3.3)
where
k =
√
1− 2σ + δ2 +
√
1− 2µ+ η2, (3.4)
then there exists a unique solution u ∈ H, h(u) ∈ K of the extended general variational inequality (2.4).
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Proof. From Lemma 3.1, it follows that problems (3.2) and (2.4)are equivalent. Thus it is enough to show that themap F(u),
defined by (3.2), has a fixed point. For all u 6= v ∈ H,we have
‖F(u)− F(v)‖ = ‖u− v − (h(u)− h(v))+ PK [g(u)− ρTu] − PK [g(v)− ρTv]‖
≤ ‖u− v − (h(u)− h(v))‖ + ‖PK [g(u)− ρTu] − PK [g(v)− ρTv]‖
≤ ‖u− v − (g(u)− g(v))‖ + ‖u− v − (h(u)− h(v))‖ + ‖u− v − ρ(Tu− Tv)‖, (3.5)
where we have used the fact that the operator PK is nonexpansive.
Since the operator T is strongly monotone with constant α > 0 and Lipschitz continuous with constant β > 0, it follows
that
‖u− v − ρ(Tu− Tv)‖2 ≤ ‖u− v‖2 − 2ρ〈Tu− Tv, u− v〉 + ρ2‖Tu− Tv‖2
≤ (1− 2ρα + ρ2β2)‖u− v‖2. (3.6)
In a similar way, we have
‖u− v − (g(u)− g(v))‖2 ≤ (1− 2σ + δ2)‖u− v‖2, (3.7)
‖u− v − (h(u)− h(v))‖2 ≤ (1− 2µ+ η2)‖u− v‖2, (3.8)
where σ > 0, µ > 0 and δ > 0, η > 0 are the strong monotonicity and Lipschitz continuity constants of the operators
g and h respectively.
From (3.5)–(3.8), we have
‖F(u)− F(v)‖ ≤ (
√
1− 2σ + δ2 +
√
1− 2µ+ η2 +
√
1− 2αρ + β2ρ2)‖u− v‖
= (k+ t(ρ))‖u− v‖, using (3.4).
= θ‖u− v‖,
where
t(ρ) =
√
1− 2αρ + ρ2β2
and
θ = k+ t(ρ).
From (3.3), it follows that θ < 1, which implies that the map F(u) defined by (3.2), has a fixed point, which is the unique
solution of (2.4). 
Remark 3.1. It is worth mentioning that the condition (3.3), which plays an important part in the derivation of the main
result, that is, Theorem3.1, is very convenient and reasonably easy to verify in practical problems; seeNoor [11]. For different
choices of the operators T , g, h, this condition iswell known and has already been used in showing the existence of solutions
of variational inequalities.
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