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Abstract
In a panel data model with random eﬀects, when autocorrelation in the
error is considered, (Gaussian) maximum likelihood estimation produces a
dramatically large number of corner solutions: the variance of the random
eﬀect appears (incorrectly) to be zero, and a larger autocorrelation is (incor-
rectly) assigned to the idiosyncratic component. Thus heterogeneity could
(incorrectly) be lost in applications to panel data with customarily available
time dimension, even in a correctly speciﬁed model. The problem occurs
in linear as well as nonlinear models. This paper aims at pointing out how
serious this problem can be (largely neglected by the panel data literature).
A set of Monte Carlo experiments is conducted to highlight its relevance,
and we explain this unpleasant eﬀect showing that, along a direction, the
expected log-likelihood is nearly ﬂat. We also provide two examples of ap-
plications with corner solutions.
Keywords: Panel data, autocorrelation, random eﬀects, maximum likeli-
hood, expected log-likelihood.
1 Introduction
Panel datasets comprise time series of cross-section pertaining to the same unit, or,
put it diﬀerently, repeated cross-section at diﬀerent points in time over the same
sample. As pooling cross-section and time series data, a panel dataset would allow
to jointly model individual heterogeneity and autocorrelation over time. Over the
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1cross-sectional dimension, the error terms of diﬀerent units can be thought of as
mutually independent and heteroskedastic. When looking at data along the time
dimension, residuals belonging to the same unit are expected to be autocorrelated
(Kmenta, 1986 [24, ch. 12]; Wansbeek, 1992 [34]).
Diﬀerent approaches have been proposed in the literature. For example, Kmenta
(1986) [24, ch. 12] proposes a cross-sectional heteroskedastic and timewise autore-
gressive (AR) model, allowing both for heteroskedasticity among units, and auto-
correlation over time. Most often, empirical analysis relies on the error component
model, made popular by Balestra and Nerlove in 1966 [1] (see Baltagi, 1986 [2];
Baltagi et al., 2008 [5]). This approach explicitly decomposes the error term as
the sum of three diﬀerent elements: (i) one component that varies over units but
is constant over time, capturing individual heterogeneity; (ii) one component that
varies over time but is constant across units, to model economywide variations not
explicitly included in the regressors;1 (iii) the “standard” regression residual that
varies over both dimensions (idiosyncratic component). Even if “workhorse” in
panel data analysis, this structure allows poor modeling of dynamics (Wansbeek,
1992 [34]). The idiosyncratic component is customarily assumed to be uncorrelated
over time, therefore implying that the correlation between the error terms of the
same unit at two diﬀerent points in time is constant, independently of the time lag
between the two time periods. This assumption might not be appropriate in the
case of economic relationships, where the eﬀect of an unobserved shock this period
is often expected to wipe out as the time lag increases. Ignoring this pattern could
be troublesome. Troubles are more severe in non-linear panel data models, where
misspeciﬁcation of the error structure can aﬀect coeﬃcient estimates (Stern, 1997
[32, fn. 25]). The problem is less severe in linear models, where coeﬃcients can be
consistently estimated in any case, and “robust” formulas can be applied for the
computation of standard errors. In both cases, however, it could be interesting for
the researcher to distinguish transitory (idiosyncratic) from permanent (individ-
ual) error component; the latter can be particularly interesting when heterogeneity
is at the core of the analysis.
The purpose of this paper is to show an unpleasant behavior of the Gaussian
maximum likelihood estimates for linear panel data models with random eﬀects
and autocorrelated idiosyncratic noise. The problem can easily invalidate results
of applications. We deal with a “correctly speciﬁed” Gaussian framework, with
various combinations of the three error term parameters (the variance of the in-
dividual random eﬀect, the variance of the idiosyncratic noise, the autoregression
parameter). Monte Carlo simulation of the data, followed by maximum likelihood
estimation, very often produces a zero estimate of the variance of the individual
1As the time dimension in panel dataset is typically short, this component is often accommo-
dated by the use of dummy variables identifying the diﬀerent time periods.
2random eﬀect parameter (corner solution): heterogeneity, even of a sizable amount,
can be “masked”. Correspondingly, there is a shift of the other parameters, whose
distributions are no more scattered only around their “true” values. Bi-modal
distributions become the rule, rather than an exception.
The problem occurs in a dramatically large number of cases when the time
dimension is very small, no matter what combination of parameters is adopted
(balanced or completely unbalanced values of the two variances, small or large
values of the autoregression parameter). Only enormously large numbers (unrea-
sonable) of individuals can compensate very small time dimensions.
For moderately small time dimensions (T) the problem is still relevant when
the autoregression parameter is large, for any combination of the two variance
parameters. For a large value of the autoregression parameter and a variance of
the individual random eﬀect smaller than the idiosyncratic variance, the problem
still occurs even for moderately large values of T.
For any combination of the parameters, the problem becomes less important
when the time dimension enlarges and disappears for very large T. It is quite
relevant for the N and T dimensions used in practical applications.
Whether the model is linear or non-linear, the problem seems to have been
neglected by the literature. On the contrary, earlier work of the authors in the
context of the Tobit model evidenced the existence of corner estimation for the
variance of the indivual eﬀect (Calzolari and Magazzini, 2008 [10]). Being clear
that the diﬃculty arises from the error structure and not from the non-linearity,
we focus in this paper on the linear case, where some analytical explanations can
be provided, besides Monte Carlo evidence. We show that this unpleasant eﬀect is
driven by the shape of the expected log-likelihood, as it is nearly ﬂat over a (large)
subset of the admissible parameter space. A non-linear application will anyway be
discussed.
The next section provides a description of the model of interest and of the
related literature. Section 3 presents a Monte Carlo study in order to highlight
the behavior of the (Gaussian) maximum likelihood estimator in typical panel
data samples. Section 4 analyzes the expected log likelihood function (with the
score and Hessian matrix). Section 5 provides two empirical examples where the
problem presented in this paper arises in applications. Section 6 summarizes our
results.
2 Notation and related literature
The data generating process on the dependent variable yit is expressed as a linear
function of a set of independent variables, xit, and an error term, νit:
3yit = x
′
itβ + νit (1)
where i denotes the unit (individual, household, ﬁrm, country, ...), and the index
t denotes time, with i = 1     N;t = 1     T.
Kmenta (1986) [24, ch.12] combines the assumption of heteroskedasticity, usual
in a cross-section context, with the assumption of autocorrelation over time, typical
of time series modeling. In its simplest form, Kmenta suggests to specify:
νit = ρνit−1 + wit (2)
where wit ∼ N(0 σ2
w(i)). Diﬀerent units in the sample are assumed to be indepen-
dent.2 The model is estimated by correcting for serial correlation in the ﬁrst step
and heteroskedasticity in the second step.
More commonly in the literature, the error components approach decomposes
νit into three independent terms:
νit = αi + λt + eit (3)
where αi is the individual eﬀect, representing all the time-invariant characteristics
of unit i (unobserved or unobservable heterogeneity), λt is the time eﬀect, rep-
resenting all the characteristics of time t, invariant across all the cross-sectional
units in the sample, and eit is a random term that varies over time and individuals
(idiosyncratic noise). The error term λt is not considered in the analysis, since
it can be easily accounted for in a typical (short-T) panel setting by inserting
time-dummies in the regression. Thus, we are considering
νit = αi + eit (4)
In standard settings, the error term eit is assumed to be serially uncorrelated.
All the correlation in νit over time is ascribed to the presence of the individual
eﬀect. As a result, the autocorrelation in νit is constant over time, independently
of the time lag between the two observations considered: E[νitνis] = σ2
α for each
s  = t t = 1     T. This assumption is not suited to situations where the eﬀect
of unobserved variables varies systematically over time, as in the case of serially
correlated omitted variables or transitory variables whose eﬀect lasts more than
one period. In order to take into account these variables and provide a more
general autocorrelation scheme, autocorrelation can be considered among eit for
2Kmenta also proposes more complex formulations, where the autocorrelation parameter ρ is
allowed to vary for each unit in the sample, and some correlation may exist between the units in
the sample (Kmenta, 1986 [24, ch. 12]).
4the same individual.3 In this paper we will consider disturbances generated by an
AR(1) process:4
eit = ρeit−1 + wit (5)
with wit homoskedastic, uncorrelated, and with mean zero. Normality of all the
error terms is assumed.5
As a result of these assumptions, the variance-covariance matrix of the error







e if i = j t = s
σ2
α + ρ|t−s|σ2
e if i = j t  = s
0 if i  = j
(6)
If the explanatory variables xit are strictly exogenous, there is no eﬀect of the
xit on the problems we are considering in this paper. We can therefore focus on
the error terms parameters only.6 Assuming the error terms follow a Gaussian
distribution, the likelihood depends only on the variance-covariance matrix, thus
only on the three parameters σ2
α, σ2
e, ρ.
Autocorrelated disturbances in panel data linear models have been consid-
ered for the ﬁrst time in longitudinal studies of wages and earnings (David, 1971
[12]; Hause, 1977 [17]; Lillard and Willis, 1978 [26]; Lillard and Weiss, 1979 [25];
MaCurdy, 1982 [27]; Bhargava et al., 1982 [9]; Berry et al., 1998 [8]).
Lillard and Willis (1978) [26] estimate an earning function with permanent
and serially correlated transitory components due to both measured and unmea-
sured variables on data drawn by the US National Science Foundation’s Register
of Technical and Scientiﬁc Personnel. Their sample includes a balanced panel of
4,330 Ph.D. observed at two-years intervals over the decade 1960-70 (T = 6). As
3Recent research in linear models with random eﬀects considers serial correlation in λt (Karls-
son and Skoglund, 2004 [22]).
4More general error structures are also considered in the literature. In the linear case,
MaCurdy (1982) [27] considers an ARMA(p q) speciﬁcation; Hause (1977) [17] considers het-
eroskedastic innovations and time-varying AR parameters. In the non-linear (probit) case Inkman
(2000) [21] considers the AR(1) process with heterosckedasticity.
5Without need of the normality assumption, Baltagi and Li (1991) [3] discuss GLS estimation
of panel data models with serially correlated error component disturbances.
6 Of course, T ≥ 3. With T = 2, the covariance matrix would only contain two diﬀerent
elements (σ2
α + σ2
e on the diagonal, and σ2
α + σ2
eρ oﬀ-diagonal), from which it is impossible to
identify separately the three parameters of the model σ2
α, σ2
e and ρ. T = 3 is the smallest
possible time dimension that leads to three diﬀerent elements in the variance-covariance matrix,
making identiﬁcation possible. Of course the situation becomes even better for larger values of
T, where the presence of higher powers of ρ increases the number of diﬀerent elements in the
matrix. However, a ﬁrst glance at equation (6) suggests that when ρ|t−s| is near 1, variances and
covariances will be hardly distinguishable. Thus, it is reasonable to expect troubles in estimation
when ρ is near 1 and/or T is small (then, |t − s| is always very small).
5transitory eﬀects and permanent eﬀects have diﬀerent economic implications, the
paper aims at separating the permanent and transitory elements of earnings devel-
opment. As the sample covariance between the error terms at two diﬀerent points
in time is smaller for longer time lags, an AR speciﬁcation of the idiosyncratic com-
ponent is considered in the analysis. In order to estimate the model parameters,
the authors ﬁrst apply OLS to the data pooled over individuals and years, and then
estimate the variance components and the autocorrelation parameter by applying
maximum likelihood to the OLS residuals. This two-step approach is asymptot-
ically equivalent to quasi-maximum likelihood procedure, robust to failure of the
normality hypothesis (MaCurdy, 1982 [27]). Maximum likelihood estimation ap-
plied to OLS residuals for the identiﬁcation of the components of the covariance
matrix is also exploited in Lillard and Weiss (1979) [25], who draw data from
the University of Michigan Panel Study of Income Dynamics (PSID). Data about
1,114 male head of households observed over 7 years are used for the estimation
of the parameters of an empirical earning function with permanent and serially
correlated transitory component due to both measured and unmeasured variables.
The estimates are then employed to track the probability of time sequences of
poverty states.
More recently, the one-way error component model with AR disturbances has
been applied to study the impact of plant closing on the mean and variance of log
earnings (Berry et al., 1998 [8]). Data are drawn from the PSID over the period
1975-81 (T = 7).
Theoretical investigation has mainly focused on the development of testing
procedures for identifying the presence of serial correlation in the disturbances.
Within the ﬁxed eﬀect framework, Bhargava et al. (1982) [9] develop a Durbin-
Watson type statistics to test the model for serial independence and test the ran-
dom walk hypothesis. An earning function is estimated using data from the Michi-
gan Survey of Income Dynamics to illustrate the uses of the tests and the proposed
estimation procedures.
A locally best invariant test for zero ﬁrst order autocorrelation is provided by
Baltagi and Wu (1999) [7], who also deal with unequally spaced panels.
Within the random eﬀect framework, a series of LM statistics for testing the
presence of serial correlation and individual eﬀect is devised by Baltagi and Li [4].
The proposed LM statistics are invariant to the form of ﬁrst order serial correlation,
i.e. they can be applied both to AR(1) and MA(1) processes. Size and power of
the tests are studied by means of Monte Carlo simulation for various combination
of the autocorrelation parameter and ratio of the individual eﬀect variance over
the amount of the composite error variance. Diﬀerent sample sizes are considered,
changing both N and T, but always with T ≥ 10.
Wooldridge (2002) [35, §10.6] proposes a new test based on the ﬁrst diﬀer-
6ences of pooled OLS residuals. If eit is serially uncorrelated then we expect
Corr(eit eit−1) = −0 5. The test is easily implemented and requires little as-
sumptions with respect to available options (see also Drukker, 2003 [13]).
If the assumption of spherical disturbances for eit is violated, as it is in our
AR(1) setting, the ordinary formulae for estimating coeﬃcient variances will lead
to inconsistent standard errors. Although estimators of the variance exist that are
robust to the presence of heteroskedasticity and serial correlation of arbitrary form
for ﬁxed T and large N, they have two main limitations. First, robust estimation
can have poor ﬁnite sample properties as it requires the estimation of T(T − 1) 2
parameters (Wooldridge, 2002 [35, §10.4]); then, it is not possible to distinguish
between the two sources of variability. Finally, the AR(1) speciﬁcation is custom-
arily employed in order to tackle the issue of autocorrelation in the idiosyncratic
component of non-linear panel data models (see, e.g., Roberts and Tybout, 1997
[31]; Contoyannis et al., 2004 [11]). It has also been used as a benchmark for
simulation-based estimators (Hajivassiliou, 1994 [14]; Keane, 1994 [23]).7
3 Monte Carlo Experiment
In this section, we present a Monte Carlo experiment that study the ﬁnite sample
properties of the maximum likelihood estimator applied to panel data model (1).
However, the presence of the exogenous variables has no impact on the troublesome
eﬀect that we want to evidence in this paper. The model is set as follows:
yit = νit = αi + eit
where αi ∼ IN(0 σ2
α), and eit = ρei t−1 + wit with wit ∼ IN(0 σ2
e × (1 − ρ2)).
Therefore, our analytical and Monte Carlo analysis will focus only on the estima-
tion of the three parameters σ2
α, σ2
e, ρ. Empirical applications, in Section 5, will
obviously include exogenous explanatory variables.
By means of a wide Monte Carlo experiment, we shall show that, whatever
the values of the two variance parameters, balanced (σ2
α = 0 5 and σ2
e = 0 5), or
quite unbalanced in either way (σ2
α = 0 1 and σ2
e = 0 9, or viceversa σ2
α = 0 9
and σ2
e = 0 1), corner solutions for the maxima can occur, providing an estimate
ˆ σ2
α = 0 0; correspondingly, the estimate of σ2
e will compensate the zero, giving a
value around the sum of the two “true” variances; the estimate of ρ will be close
to a weighted average between the “true” value and one. The sample size chosen
for the experiments resembles the values of N and T encountered in practical
7This paper has been inspired by the poor performance of the indirect inference approach in
the context of the panel data Tobit model with random eﬀects and AR(1) disturbances (Calzolari
and Magazzini, 2008 [10]). The poor performance of the simulation estimator can be ascribed to
the large incidence of corner solutions.
7applications. In particular, we consider N = 100 1000 units, and T = 3 5 10 20
time periods.






ρ 0 1 0 5 0 9 0 1 0 5 0 9
T = 3 0 0 17 0% 0% 0% 0% 0% 0%
0 5 39 0% 12 0% 2 0% 18 0% 0% 0%
0 9 45 0% 40 0% 34 0% 45 0% 25 0% 5 0%
T = 5 0 0 1 0% 0% 0% 0% 0% 0%
0 5 22 0% 0% 0% 0 6% 0% 0%
0 9 43 0% 25 0% 16 0% 41 0% 7 5% 0%
T = 10 0 0 0% 0% 0% 0% 0% 0%
0 5 5 8% 0% 0% 0% 0% 0%
0 9 40 1% 3 3% 0% 17 4% 0% 0%
T = 20 0 0 0% 0% 0% 0% 0% 0%
0 5 0 3% 0% 0% 0% 0% 0%
0 9 25 6% 0 4% 0% 2 0% 0% 0%
N = 100 N = 1000
Table 1: Share of corner solutions (ˆ σ2
α = 0). 10000 Monte Carlo replications
Corner solutions occur more often when ρ is large and T is small. This conﬁrms
the intuition that troubles would arise in the case when ρ is near 1 and/or T is small
(variances and covariances in equation (6) are hardly distinguishable; see footnote
6). However, few cases occur also when the “true” autoregression parameter is
zero (but only if T, N and σ2
α are small). Some cases can be found even with the
combination of large T and large N (but only when σ2
α is small).
The typical histograms of the three parameters will show: a probability “mass”
at zero for ˆ σ2
α, and a partial histogram around the “true” value; a bimodal dis-
tribution for each of the other two parameters. As an example, we report the
Monte Carlo distribution of parameters for two diﬀerent set ups (Figures 1 and 2).
Inference would really be problematic (according to Table 1, there would be cases
much worse than the two represented in the Figures)!
From the viewpoint of the empirical economist, a corner solution, ˆ σ2
α = 0,
would mislead the conclusion of the analysis: individual heterogeneity does not
appear.
A diﬀerent parameterization, which avoids restrictions, can provide a diﬀerent
8picture of the bimodal distribution.8 Concentrating out one of the variance param-
eters, then deﬁning γ = log(σ2
α σ2
ν) and ω = ρ 
 
1 − ρ2, the same results of Figure
1 appear as in Figure 3. Large negative values of the ˆ γ parameter correspond, in
practice, to the corner solutions of Figure 1, while the autoregression parameter ˆ ω
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Figure 1: Monte Carlo distribution of estimated parameters: T = 3, N = 1000,
σ2
α = σ2
e = 0 5, and ρ = 0 9
8This parameterization has been explicitly proposed by one of the Referees of the paper that
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Figure 2: Monte Carlo distribution of estimated parameters: T = 10, N = 100,
σ2
α = σ2
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Figure 3: Monte Carlo distribution of estimated parameters under the alternative
parametrization (set up as in Figure 1)
114 Numerical considerations on the expected log-
likelihood



















where θ = [σ2
α σ2
e ρ]′ is the vector of parameters, and B is the (T ×T) covariance
matrix of the vector of error terms νi (4, 5). As from (6), B is therefore the sum
of a matrix whose elements are all σ2
α, say σ2
αιι′ (where ι is the T ×1 vector whose
elements are all = 1) and the covariance matrix of the AR(1) process (5) with the
well known Toepliz structure: B = σ2
αιι′ + σ2
eA with {Aij} = ρ|i−j|.
Remembering that the particular structure of matrix A leads to a simple ex-
pression of the determinant |A| = (1 − ρ2)
T−1 and of the inverse (a tridiagonal
matrix), the computation of the determinant and inverse of matrix B greatly ben-
eﬁts from the use of Woodbury (or Sherman-Morrison) matrix inversion lemma
(e.g. Householder 1964 [20, §5.1]), both in terms of computation time as well as
(more important) computation accuracy: no matrix inversion is involved in the
formulas, so numerical correctness does not depend on the routines that perform
numerical inversions. If one is not scared by the complexity of the equations (see
Appendix A for details), their use guarantees the accuracy that sometimes we need
when suspicion arises about the numerical value of a gradient at the maximum: is
it zero or is it not zero? We shall frequently meet gradients whose norm is less than
10−6, and are not zeroes (not to mention cases where 10−11 have to be discarded;
any “standard” optimization program would achieve convergence at such points,
and this might produce misleading results).
Let the vector νi be produced by a multivariate normal distribution with zero
mean and “true” covariance matrix R = ψ2
αιι′ + ψ2
eC with {Cij} = φ|i−j|.
Taking expectation of equation (7), the expected value of the log-likelihood
computed at any value of θ = [σ2
α σ2
e ρ]′ is













e, ρ = φ (so that, B = R),9 thus ensuring, in principle,
identiﬁcation (Newey and McFadden, 1994 [30, p.2124]). However, along a par-
ticular direction, this expected log-likelihood is nearly ﬂat, making it diﬃcult to
distinguish between diﬀerent sets of parameters.
9The result follows from the so called “information inequality”; for instance Newey and Mc-
Fadden (1994) [30, p.2124].
12For example, for error terms produced by “true” parameter values ψ2
α = 0 5,
ψ2
e = 0 5, φ = 0 5 and a “large” time dimension T = 20, comparing the expected
log-likelihood at the “true” values σ2
α = 0 5, σ2
e = 0 5, ρ = 0 5 with the value at
σ2
α = 0 0, σ2
e = 1 0, ρ = 0 75 the diﬀerence is about 50%; so the two points are
easily distinguishable. But for T = 5 the diﬀerence is 6%, and for T = 3 (the
smallest possible value for identiﬁcation) the diﬀerence is only a bit more than
1%.
When the autocorrelation parameter is large (e.g. ρ = 0 9 as in Table 2), these
diﬀerences become much smaller, and the risk of confusing the diﬀerent points in
numerical computations becomes not negligible.
In Table 2, we ﬁrst compute, for several values of T (till the smallest possible
value which is T = 3), the expected log-likelihood at the “true” values of the
parameters 0 5, 0 5, 0 9, where it attains its maximum. We then “constrain” σ2
α
at diﬀerent values between the true value (0 5) and 0, and for each of them we
maximize the expected log-likelihood with respect to the other two parameters.
In Table 2 we display the absolute diﬀerence between each constrained maximum
and the absolute maximum (that might be relevant for hypotheses testing), as
well as the relative diﬀerence (that might be relevant when a poor computational
accuracy does not guarantee to discriminate between the two). The constrained
σ2
α σ2
e ρ T = 20 T = 10 T = 5 T = 3
diﬀ. diﬀ. diﬀ. diﬀ.
0.4 near 0.6 near 0.91 N ×  00325 N ×  00106 N ×  00021 N ×  00004
0.2 near 0.8 near 0.93 N ×  02339 N ×  00590 N ×  00107 N ×  00018
0.0 1.0 0.95 N ×  04403 N ×  01061 N ×  00191 N ×  00033
%diﬀ. %diﬀ. %diﬀ. %diﬀ.
0.4 near 0.6 near 0.91 0.03% 0.02% 0.01% 0.004%
0.2 near 0.8 near 0.93 0.20% 0.11% 0.05% 0.02%
0.0 1.0 0.95 0.40% 0.19% 0.10% 0.04%
Table 2: Constrained maximization at σ2
α versus absolute maximum at the true
values ψ2
α = 0 5 ψ2
e = 0 5 φ = 0 90
maxima for σ2
α ﬁxed at 0 4 or 0 2 are at values of the other two parameters always
near the values displayed in the tables, when T varies from 20 to 3. However,
when σ2
α is ﬁxed at zero, always the constrained maximum is attained for a σ2
e
equal to the sum of the two “true” variances, and ρ at a weighted average between
the “true” value and 1 0 (thus, respectively, 1 0 and 0 95 in the tables).
Observing each case in greater detail, one would ﬁnd that, varying σ2
α slowly
from the “true” value to zero, the constrained maximum decreases monotonically:
13faster, if T is large, very very slowly if T is small. The diﬀerence between the
maximum and the value at zero is only N × 0 00033 when T = 3, thus one would
need a value of N of several thousands to discriminate between the two maxima
with some kind of criterion (e.g. likelihood ratio). Moreover, in relative terms,
the two maxima diﬀer only by 0 04%: an optimization algorithm must be very
accurately applied to be able to discriminate between the two. And what just
described is a comparison at the two extremes of the interval for σ2
α; diﬀerences
with respect to intermediate values would be even more diﬃcult to appreciate
(0 004% between the constrained maxima at σ2
α = 0 5 and σ2
α = 0 4).
A look at ﬁrst and second derivatives of the expected log-likelihood (formulas
in Appendix B) shows that, starting from three ﬁrst derivatives (expected score)
equal zero at the maximum, the derivative with respect to σ2
α is no more zero at
the constrained maxima, but nevertheless it is very small even when departing far
away from the true value, if T is small. For example, still in the case of the Table
2, when T has the smallest value (T = 3), the norm of the (average) expected
score (sum of the squared ﬁrst derivatives) quickly grows from zero to a value
5 × 10−7 as soon as we constrain σ2
α to a value slightly smaller than the “true”
0 5; then this norm varies very little (say between 5 × 10−7 and 3 × 10−7) when
σ2
α is constrained to values smaller and smaller, till σ2
α = 0. A stopping rule of an
optimization algorithm based on such a norm might easily fail and stop at a false
maximum.10
Second order derivatives could be helpful at this point. The three eigenvalues of
the Hessian matrix have the correct sign (negative) when derivatives are computed
at the “true” value (or absolute maximum). But one of them is very small in
absolute value. Still for the example above, still for the most critical case of T = 3,
the smallest (in absolute value) eigenvalue is −0 0052 (the largest is −103 8). When
σ2
α is constrained to zero, two eigenvalues remain negative, while the smallest (in
absolute value) is positive (+0 00033). Thus, if the numbers were “exact”, we
might conclude that σ2
α = 0 does not provide a maximum, but something close
to a saddle point. But could we really trust in the change of sign of the smallest
eigenvalue from −0 0052 to +0 00033 when a matrix is so ill conditioned? Maybe
we can trust because all derivatives, till second order, are supposed to be very
10Let’s play even further with numbers and joke on a problem that might be serious! For
the same values of the variances just considered in the example, but with an autoregression
parameter 0 99, if the time dimension is very small (T = 3), the expected log-likelihoods at
the “true” parameter values 0 5, 0 5, 0 99 and false values 0 0, 1 0, 0 995 diﬀer approximately
by 0 0001%. Between the “true” parameter values and the false values 0 4, 0 6, 0 99167, the
diﬀerence is about 0 00001%; in absolute value, the diﬀerence is N × 3 5 × 10−7; discrimination
between “true” and false maxima by means of some criterion (e.g. likelihood ratio) might require
a panel with some 107 individuals! In none of the points the norm (sum of the squared elements
of the average expected score) is greater than 3 × 10−11.
14accurate, having been computed analytically and without using any “numerical”
routine for matrix inversion, thanks to the use of the Woodbury (or Sherman-
Morrison) matrix inversion lemma; for sure, there would be no warranty of this
kind if derivatives were computed numerically, as it usually happens. Notice, en
passing, that the smallest eigenvalue would remain with the correct negative sign
till some distance from the absolute maximum: at σ2
α = 0 3 the norm is about
5 × 10−7 and all eigenvalues are negative. Easily, an “ordinary” stopping rule
might incorrectly ﬁnd this as a satisfactory maximum; only some “pathologically
tight” convergence criteria, as we have applied in our computations, can detect
the existence of the problem, avoiding the serious risk of misleading false maxima.
A conclusion of this section seems therefore as follows: the model is identiﬁed,
but the identiﬁcation rules are very close to be “numerically” violated for small
values of T. When passing from “expected log-likelihoods” (8) to log-likelihoods
computed from a sample (7), “swaps” might easily occur. It will be enough for the
sample log-likelihood around the “true” parameter values to be just a bit smaller
than its expectation, and/or sample log-likelihood computed at parameter values
far away from the “true” to be just a bit higher, and maximum likelihood estimates
would fall in a wrong place. Inverting the expected Hessian at the true parameter
values provides the asymptotic variance-covariance matrix of the maximum likeli-
hood parameters. A large number of corner solutions is accompanied by a large
value of the (asymptotic) standard deviation of the maximum likelihood estimated
ˆ σ2
α.
The consequences on estimation could be severe, like those evidenced in Section
3.
5 Empirical applications
In this Section, we will use the method of maximum likelihood to estimate mod-
els with random eﬀect and autocorrelation in the idiosyncratic component. We
are aware of the fact that in the case of linear models other “robust” options are
available for the autocorrelation problem. So we also provide an empirical appli-
cation on a non-linear model, where maximum likelihood is a common estimation
technique.
5.1 A Cobb-Douglas production function
First, we focus on the data analyzed by Baltagi and Pinnoi (1995) [6] (see also
Munnel, 1990 [29] and Holtz-Eakin, 1994 [19]). The research question that inspired
the three papers aimed at capturing the eﬀect of public infrastructures on the
performance of the private economy. An “augmented” Cobb-Douglas production
15function is considered, where public capital stock is included among the regressors
along with private capital and employment.
The panel dataset consists of 48 US states observed over the period 1970–1986
(T = 17). Data include information about gross state product Y , labor input L
and private capital stock K, as well as public capital stock PK.11 Information
about state unemployment rate Unemp is also provided, and it will be included
in the regression to capture the eﬀect of the business cycle at the state level.12
The analysis is limited to “Model 1” in Baltagi and Pinnoi (1995) [6], speciﬁed
as:13
yit = β0 + β1lit + β2kit + β3Unempit + νit (9)
where small caps indicates log of the variables and νit = αi + eit and we allow for
serial correlation in eit.
Results are reported in Table 3.14
Column 1 reports the estimated coeﬃcients by means of the FGLS estimator
(standard random eﬀect approach). At the bottom of the Table, we report the
Hausman statistic comparing the random eﬀects and ﬁxed eﬀects speciﬁcation of
the model. The statistic does not allow to reject the null of no correlation between
the individual eﬀect and the variables included on the right hand side of the model
(p-value =  4733). According to the estimates of the variances, 84% of the variance
in the error term is due to the individual eﬀect αi.
In order to understand whether the “standard” random eﬀect speciﬁcation is
suited to the data, we report three tests for the autocorrelation of the residuals,
11The original dataset also reports information about the components of public capital: high-
ways and streets, water and sewer facilities, and other public buildings and structures.
12Please refer to Baltagi and Pinnoi (1995) [6] for details on data and measurement issues.
13Baltagi and Pinnoi (1995) [6] consider three diﬀerent models: “Model 1” considered here, and
two diﬀerent “augmented” Cobb-Douglas production functions, where output is a function of (i)
private inputs (capital and labor) and public capital stock; (ii) private inputs (capital and labor)
and the components of public capital stock (highways and streets, water and sewer facilities, and
other public buildings and structures). We do not report results on the other models for two main
reasons. First, when public capital is included in the regression, the Hausman test comparing
the random eﬀects and ﬁxed eﬀects speciﬁcations of the model (Hausman, 1978 [18]), would lead
us to reject the random eﬀect speciﬁcation (at the 5% level of signiﬁcance). Second, Baltagi and
Pinnoi (1995) [6] points to the possibility of measurement errors in public infrastructure, leading
to correlation between PK and the idiosyncratic error component. The authors solve this issue
by using an instrumental variable (IV) approach. The interest in this paper is about the random
eﬀect speciﬁcation of the model, we therefore focus on the model where only private inputs are
considered in the analysis. The IV estimator is also considered by Hotz-Eakin (1994) [19] who
raises the issue of simultaneous determination of output, capital and labor. We will not pursue
this issue further in this paper and assume that the variables are strictly exogenous.
14Standard errors are deliberately omitted from the Table, as interest is in the estimation of













Bhargava et al. stat. .3870
Baltagi-Wu statistic .6480
Wooldridge statistic 128.9
Table 3: Maximum Likelihood Estimator
namely the Bhargava et al. (1982) [9] modiﬁed Durbin-Watson statistics, the
Baltagi and Wu (1999) [7] test, and the Wooldridge (2002) [35, §10.6] test.15
The results show that the null of lack of autocorrelation has to be rejected. The
Bhargava et al. statistic and the Baltagi-Wu statistic are generalizations of the
Durbin-Watson statistic to panel data. Under the null hypothesis of no correlation
in the idiosyncratic error component, the value of the test is expected to be around
2. In our case the value is close to zero, suggesting the presence of autocorrelation
in the idiosyncratic error component. On the contrary the Wooldridge statistic
has a F-distribution. The p-value of the tests lead us to reject the null of no
autocorrelation.
Therefore we propose the application of a random eﬀect model with autocor-
relation in the idiosyncratic component, and the method of maximum likelihood
is applied for the estimation of the parameters.16
As a non-negativity constraint is imposed when estimating the variances by
MLE, the estimated value of σ2
α is practically zero. Deeper investigation in the
value that maximizes the likelihood function shows us that the score function
with respect to σ2
α is negative (while it is zero with respect to σ2
e and ρ), i.e.
15Computations of the tests are performed using STATA 9. The Wooldridge (2002) [35, §10.6]
test is computed by using the xtserial command (Drukker, 2003 [13]).
16As already said, a more robust option than MLE is available for estimation in linear model
(as it is the case in this example). Nonetheless, the paper aims at pointing out a problem of the
MLE in this context, largely employed for the estimation of non-linear models. However, the
problem is not merely driven by the non-linearity of the model, rather (as shown in the previous
section) is related to the shape of the log-likelihood function.
17the likelihood function is increasing as σ2
α decreases (the unconstrained maximum
would be on the negative segment of the real line). The Hessian matrix is negative
deﬁnite.
5.2 Union membership
The second empirical application is based on the data used by Vella and Verbeek
(1998) [33]. The sample is drawn from the National Longitudinal Survey (Youth
Data) and comprises 545 full-time working males followed over the period 1980-
1987. For additional details on the dataset, please refer to Vella and Verbeek
(1998) [33].
We focus on the determinants of union membership. The dependent variable
Uit is a 0/1 variable, indicating whether individual i joined union at time t. Vella
and Verbeek (1998) [33] consider a dynamic random eﬀect probit model, where
Uit−1 is included among the regressors. We take a diﬀerent approach and consider






with Uit = 1 if U∗
it > 0 (0 otherwise), νit = αi + eit and eit = ρeit−1 + wit (with
wit white noise). A normal distribution is assumed both for αi and eit, and we
normalize σ2
e = 1.
To obtain an estimate of the parameters, we use the method of simulated
maximum likelihood. The Geweke-Hajivassiliou-Keane (GHK) simulator is used
for the evaluation of normal probabilities.17
Results are reported in Table 4. A corner solution arises when a subset of
the original sample is considered, namely Hispanics and Afro-Americans (H-AA,
N = 148), and we also restrict the time window and consider T = 5.
Note that when σ2
α is estimated to be zero, the estimated ρ is biased towards
one. Assuming as “good” the estimated values when all time periods are considered
for the selected subset of individuals (in column II), we could predict the value
of the autocorrelation coeﬃcient that will be estimated when a corner solution
arises. As discussed in Section 4, it would be a weighted average between 1 and
the “good” value: this gives a value of the autocorrelation coeﬃcient equal to
.7076, close to values which are in fact estimated in column (III) and (IV).
17See e.g. Hajivassiliou and McFadden, 1998 [16] for details. The GHK simulator is based on
the algorithm by Moeltner and Layton (2002) [28] and Hajivassiliou (1997) [15].
18(I) (II) (III) (IV)
Sample All obs. H-AA only H-AA only H-AA only
Time window 1980–87 1980–87 1980–84 1980–84
LogExper -.0885 -.2295 .5020 .0490
School -.0151 -.0246 .0806 .0553
Mar .1725 .1715 -.0470 -.0083
Black .8142 – – –
Hisp .4076 .0313 .0269 -.0552
Rur .0149 -.0715 -.3009 -.0899
Hlth -.0098 .0545 .6346 .3006
NE .0972 .2206 .0538 -.0394
S .0032 .0704 .1090 -.1349
NC .1946 1.100 .7879 .6987
Constant -.8215 .0076 -1.886 -1.012
Industry dummies yes yes yes yes
Occupational dummies no no no yes
Time dummies yes yes yes yes
σ2
α 1.560 1.045 .9e-22 .0919
ρ .5942 .4021 .7353 .6888
Table 4: The determinants of union membership, RE probit with AR(1) idiosyn-
cratic noise
196 Summary
This paper has shown a severe problem that arises in the case of Gaussian max-
imum likelihood estimation of the random eﬀect panel data model with AR(1)
idiosyncratic noise.
By means of a wide Monte Carlo experiment, we show that corner solutions
(zero estimate of the variance of the individual random eﬀect) are encountered in
a large fraction of the experiments. As a consequence, individual heterogeneity
(even strong) is not properly accounted for by the estimation results. When this
is the case, the other parameters of the model shift, and the distributions are no
more scattered only around their “true” values, rather they are bi-modal. The
problem is less relevant when T is large (but we show an empirical application
where the problem occurs). When T is small, the problem would disappear only if
the sample involves an (unreasonably) enormous number of units. For the N and
T dimensions used in practical applications, the problem is relevant.
Some explanations was found considering that the expected log-likelihood is
nearly ﬂat along a particular direction.
Two empirical applications show that the problem is likely to appear in prac-
tice, both in the linear and non-linear context.
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A Matrix Inversion
Given the particular structure of matrix B in equation (7), the computation of
the determinant and inverse of matrix B greatly beneﬁts from the use of Wood-
bury (or Sherman-Morrison) matrix inversion lemma (e.g., Householder 1964 [20,
§5.1]), both in terms of computation time as well as (more important) computation
























       

1 −ρ 0     0 0
−ρ 1 + ρ2 −ρ     0 0
0 −ρ 1 + ρ2     0 0
                       
                       
0 0 0     1 + ρ2 −ρ
0 0 0     −ρ 1








e(1 + ρ) + [T − (T − 2)ρ]σ2
α}

    
  

1 (1 − ρ) (1 − ρ) (1 − ρ)     (1 − ρ) 1
(1 − ρ) (1 − ρ)2 (1 − ρ)2 (1 − ρ)2     (1 − ρ)2 (1 − ρ)
(1 − ρ) (1 − ρ)2 (1 − ρ)2 (1 − ρ)2     (1 − ρ)2 (1 − ρ)
                           
(1 − ρ) (1 − ρ)2 (1 − ρ)2 (1 − ρ)2     (1 − ρ)2 (1 − ρ)
(1 − ρ) (1 − ρ)2 (1 − ρ)2 (1 − ρ)2     (1 − ρ)2 (1 − ρ)
1 (1 − ρ) (1 − ρ) (1 − ρ)     (1 − ρ) 1





Notice that there is no matrix inversion in the last two equations, so numerical
correctness does not depend on routines that perform numerical inversions.












(where θj is one of the three elements of the parameters vector θ = [σ2
α σ2
e ρ]′). We
then observe that derivative of the Toepliz matrix A with respect to ρ (D = ∂A ∂ρ)
is the matrix whose h k-th element is |h − k|ρ|h−k|−1.


















21We now indicate with F the T × T matrix F = ∂D ∂ρ = ∂2A ∂ρ2, whose h k-th
element is |h−k|(|h−k|−1)ρ|h−k|−2. Some tedious but straightforward algebra al-
lows to compute in closed form the second derivatives of the expected log-likelihood









h1 1 h1 2 h1 3
h2 1 h2 2 h2 3
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