In this paper we present a heterogeneous multi-colony ant optimization with a novel interaction strategy named pheromone fusion to balance the search ability and the convergence speed of the conventional ant colony optimization. The pheromone fusion performs interaction directly and effectively by the interchange of the pheromone matrices. It could exploit the benefits of pheromone distribution and take full use of the advantages of heterogeneous sub-colonies. There are also two states defined in this study to control the interaction. The global state based on KL divergence determines which sub-colonies should interact with each other, while the local state based on information entropy decides when a sub-colony starts interaction. These two states greatly improve the adaptability and ensure the effectiveness of the interaction. In addition, a reward and punishment strategy is introduced to adjust the pheromone distribution and facilitate the interaction. The experimental results on the Traveling Salesman Problem demonstrate that the proposed algorithm outperforms the multi-colony algorithms presented in some recent works. The studies also indicate that the proposed algorithm could improve the solution quality and accelerate the convergence compared with single-colony algorithms.
I. INTRODUCTION
Ant Colony Optimization (ACO) [1] is one of the most effective evolutionary algorithms, which simulates the foraging behavior of ants in nature. It has been successfully applied to solve combinatorial optimization problems, such as the Traveling Salesman Problem (TSP) [2] , the Sequential Ordering Problem (SOP) [3] and the Vehicle Routing Problem (VRP) [4] . In 1992, Marco Dorigo first proposed the Ant System (AS) [1] inspired by the mechanism of biological evolution. This algorithm is characterized by constructive greedy heuristics, positive feedback and distributed computation. After that, many researchers have improved the performance of AS algorithm by introducing minor changes into the overall algorithmic structure. Among these improvements, the most well-known ones are Rank Based Ant System
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(RAS) [5] , Ant Colony System (ACS) [6] and Max-Min Ant System (MMAS) [7] . In RAS, all ants rank in increasing order according to the length of the path they have searched. The pheromone update rule of the ants is determined by this order. In ACS, the global updating rule and the local updating rule are introduced to make the search more directed. MMAS limits the range of pheromone values to a preset interval, which prevents the over-rapid growth of pheromones on some edges. However, the main bottleneck of the development of ACO is the balance between the convergence and the diversity [8] . For example, the principle of the pheromone update is based on the positive feedback between the path length searched by ants and the pheromone accumulation on this path. Therefore the ants will gather on a single path rapidly. It greatly speeds up the convergence while the search area is narrowed. As a result, the AC falls into local optimum.
In order to keep a more reasonable balance between the search ability and the convergence in the search process, a large amount of variations of ACO have been presented over the past few years [4] , [2] , [9] , [10] . Reference [3] uses simulated annealing to improve the efficiency of ACS to solve the SOP. Reference [11] proposes a memetic ACO algorithm for the TSP in which a local search operator is introduced to expand the search area. Reference [12] proposes a new improved niche ant colony algorithm based on the fitness sharing principle for the TSP. Reference [13] introduces a different tour construction method and a new pheromone updating strategy to keep a balance between intensification and diversification. Reference [14] proposes a hybrid ant colony optimization algorithm in which the Particle Swarm Optimization is embedded to improve the search ability of ACS. Reference [15] applies a lower pheromone trail bound and a dynamic updating rule based on Entropy to improve the efficiency. Recently, a degree based ant colony system (DBACS) [16] is proposed for the TSP and achieves promising results.
The improvements of ACO above have greatly boosted the performance. However, these algorithms are based on a single colony with pheromone self-update mechanism. In order to further expand the search ability and keep fast convergence, Multi-colony Ant Colony Optimization (MCACO), also known as Multi-population Ant Colony Optimization, are proposed [34] , [37] , [38] . At present, there are mainly two kinds of multi-colony algorithms: a) ones that consists of homogeneous sub-colonies; b) ones that consists of heterogeneous sub-colonies. Reference [17] presents a communication strategy applying homogeneous colonies to improve the search ability. Despite this strategy obtains a great results, the solution quality is still low resulting from the lack of diversity of ant colonies. The heterogeneous MCACO [18] , [19] consists of variant sub-colonies with desirable characteristics, such as great search ability and fast convergence speed. It is able to efficiently diversify the whole system. The interaction of these heterogeneous sub-colonies could take full use of their abilities so as to improve the exploration while keeping fast convergence. Reference [20] proposes a dual population ant colony algorithm, in which one ant colony is in charge of diversity and another one in charge of convergence speed. Reference [21] proposes a novel communication mechanism called allotropic mechanism with dual heterogeneous colonies, Depth-first population and Breadth-first population. Reference [22] proposes an interaction strategy based on Pearson correlation coefficient. Reference [23] applies the co-evolution mechanism and the pheromone diffusion mechanism to improve the performance of MCACO. There are also some hybrid MCACO algorithms to improve the search ability [14] , [24] - [27] . In addition, [28] proposes a method by combining the genetic algorithms and Physarum-inspired model to solve the multiobjective TSP.
A. MOTIVATIONS AND CONTRIBUTIONS
The interaction strategy of multi-colony algorithms mainly focuses on the global and the local pheromone update formulas and new kinds of sub-colonies. A more effective interaction strategy is required to balance the contradiction between search ability and convergence speed of MCACO. Reference [29] points out that different ant colonies have different ways to change the pheromone matrices. However, it did not further exploit the benefits of pheromone distribution. As we found that the pheromone distribution could identify the search behavior of a certain colony, such as the best path found presently and the current situation of convergence, the interchange between pheromone matrices would be a direct and effective method to impact the search behavior and take full advantages of each sub-colony. Some strategies also can be designed to adjust the pheromone distribution to promote the interaction. Furthermore, conventional multi-colony ant optimization algorithms, such as [21] and [22] , only introduce an ant colony with great search ability and another one with fast convergence which are treated as a compromise of exploration and exploitation. For better performance, a colony owning both of the above advantages should also be applied. All of above are what motivate our work.
In this paper, we proposed a multi-colony ant optimization with a novel interaction strategy named pheromone fusion to expand the search area while improving the convergence ability. The pheromone fusion strategy performs interaction by the interchange of pheromone matrices, which is a direct and effective way to exploit the pheromone distribution. In order to improve the adaptability and ensure the effectiveness of the interaction, we define the global state, which is based on KL divergence, and the local state, which is based on information entropy, to control the interaction. The global state measures the similarity between pheromone matrix distributions and determines which sub-colonies should perform pheromone fusion, while the local state detects the convergence of each sub-colony and decides when the fusion occurs. These states could also exploit the benefits of pheromone distribution. For better performance, the heterogeneous sub-colonies in this study consist of ACS [6] which benefits from quick convergence, MMAS [7] which keeps wide search area and DBACS [16] with both of above merits. In addition, a reward and punishment strategy (RP strategy) is introduced and developed to slightly adjust the pheromone distribution and promote the interaction.
The contributions of this paper are summarized as follows: 1) A novel interaction strategy, pheromone fusion, is proposed based on the interchange of pheromone distributions. It is able to directly and effectively exploit the search behavior of sub-colonies. With heterogeneous sub-colonies, i.e. ACS, MMAS and DBACS, the pheromone fusion could take full advantages of them to accelerate the convergence while expanding the search area.
2) The global state and the local state are defined in this paper to control the interaction to improve the adaptability and ensure the effectiveness. It could further exploit the benefits of pheromone distribution. RP strategy is also developed to slightly adjust the pheromone distribution so as to facilitate the interaction.
3) The proposed algorithm is performed on the TSP instances. The results demonstrate that it could find more quality solutions while converging faster compared with the single-colony algorithms and some effective multi-colony algorithms, especially in the large-scale instances.
This paper is organized as follows. The section II introduces the background knowledge of ACO and some definitions we will use in this paper. The following section illustrates our proposed multi-colony ant optimization in details and analyzes it theoretically. The Section IV presents the experimental results and evaluates the performance of proposed methods. The last section concludes this paper.
II. RELATED WORKS A. ANT COLONY SYSTEM
ACS is proposed by Dorigo [6] to improve the convergence ability of AS. At each iteration of the algorithm, M ants are positioned in N cities randomly and the next city j from i for the ant k is determined by the transition probability, which is defined as follows.
where τ ij is the pheromone of the edge from the city i to the city j (edge (i, j)), η ij = 1/d ij is the heuristic information in which d ij is the length of the edge (i, j), α and β are two parameters to control the influence of τ ij and η ij , and allowed k is the set of cities that the ant k is allowed to reach from the city i. At each time an ant reaches a new city, a number of pheromone is released to this edge. This procedure is named as local pheromone updating and is defined below.
where ξ and τ 0 are two constant parameters, and τ 0 is set to the same as the initial pheromone value. The local updating could reduce the pheromone on the edge (i, j), so that this edge becomes less attractive to other ants. After all ants finish searching, an extra amount of pheromone should be added to the best path, which is defined as global pheromone updating. The formula is written as:
where ρ represents the evaporation of pheromone, τ = 1/C best is the amount of added pheromone and C best is the length of the best path.
B. MAX-MIN ANT SYSTEM
MMAS [7] is proposed by Stutzle to improve the diversity of the ants. In MMAS, only the pheromone in the best path is updated and updating rule is defined as same as (3). MMAS also impose the minimum and maximum amount of pheromone in each edge. More specifically, the pheromone in each edge is limited to the interval [τ min , τ max ]. If τ ij is less than τ min , τ ij will be scaled to τ min . If τ ij is larger than τ max , τ ij narrows down to τ max . There is also a reinitialization rule which resets the pheromone in all edges to τ ij and avoids stagnation.
C. DEGREE BASED ANT COLONY SYSTEM
Recently, DBACS [16] is proposed to improve the search ability of ACS. The concept ''degree'' refers to aggregation degree that is introduced to measure the deviation of the ant number on each edge. The calculation is defined as follows:
where i is the index of city, M is the number of ants, R is the number of edges connected to the city i, and M r is the number of ants in the rth edge. In TSP, R is equal to N − 1 and N is the number of cities. In DBACS, the aggregation degree is utilized to control the amount of local pheromone updating. For example, if degree(i) is equal to 0, all ants from city i are crossing the same edge, a reduced number of pheromone should be added to this edge to widen the search area. The improved local pheromone updating formula is as follows:
where degree 0 is the threshold of the aggregation degree. Through this adaptive local pheromone updating mechanism, the pheromone will not be too centralized which enhances the search ability.
D. KULLBACK-LEIBLER DIVERGENCE
Kullback-Leibler divergence (KL divergence) [30] is a nonsymmetric measure of the difference between two probability distributions. For discrete probability distributions P(X ) and Q(X ) defined on the same probability space, the KL divergence is given:
The bigger the KL(P||Q) is, the more different the distributions P and Q are. Moreover, KL(P||Q) equaling to 0 indicates that P and Q are identical. KL(P||Q) can be seen as the expectation of the difference between distributions P and Q, where the expectation is taken by P. In this study, we introduce KL divergence for an ant colony to select another colony which could most influence the former. To the best of our knowledge, the use of KL divergence has not been studied in the field of ACO. The details are demonstrated in Section III.
E. INFORMATION ENTROPY
In information theory, entropy [31] is a measure of the unpredictability and the average information content. In another word, it refers to the average of disorder or uncertainty in a system. Many researches [32] - [34] apply information entropy to measure the diversity of ants and decide the communication frequency instead of a preset iteration number [20] , [29] . Information entropy is defined as
If all of the x occur with equal ability, the information is rather high, otherwise, it is relatively low. This property can be used in this paper to evaluate the uniformity of pheromone distribution so as to measure the convergence and divergence of a colony. The details will be illustrated in Section III.
III. PROPOSED MULTI-COLONY ANT OPTIMIZATION
In this section, the proposed multi-colony ant optimization is demonstrated in details. The framework is shown in Fig. 1 . It includes three heterogeneous sub-colonies, pheromone fusion strategy, global and local states, and RP strategy embedded in each colony. Pheromone fusion is a novel interaction strategy proposed in this paper, which takes full use of the pheromone distribution in three heterogeneous sub-colonies to improve performance. The global state detects the collection of all pheromone matrices and selects the sub-colonies that should perform interaction, while the local state of a certain sub-colony determines when this colony should perform interaction. RP strategy is also developed for every sub-colony to adjust the pheromone matrix and facilitate interaction. The details are described in the following subsections.
A. GLOBAL STATE
The pheromone matrix could inflect the search behavior, such as the best path found presently and the current situation of convergence. More specifically, the current best path can be inferred from the pheromone distribution, if one path accumulates the most value of pheromone. Besides, the colony will converge to local optimal solution if the ants concentrate greatly on a certain path. Inspired by this, the pheromone distribution of a sub-colony can be interchange with one that is most different from the former, which could greatly change the search behavior to expand the search area. Therefore, an appropriate measurement needs to be applied to evaluate the difference (or similarity) of pheromone distribution between all of the sub-colonies. In this paper, global state is defined to compare the pheromone matrix distributions between sub-colonies to determine the pairs that need to perform interaction. The global state is based on KL divergence in (6) , which could measure the similarity of information contained in pheromone matrices and find the most different pairs of subcolonies to execute interaction. The formula can be rewritten as follows.
where GS(P k , P h ) is the global state between the colony k and the colony h, N is the number of all cities, P k is the pheromone distribution of the colony k, and P k ij is calculated by the ratio of the pheromone in the edge (i, j) to the sum of the whole matrix:
Ph k rs (9) where Ph k ij is the pheromone value of edge (i, j) in the pheromone matrix of the colony k.
Let g is the sub-colony that need to interact with the colony k, the colony g can be determined as follows.
where A is the set of all sub-colonies and GS(P k , P h ) is the global state defined in (8) . As introduced in Subsection II D, it can be expected for the colony k that GS(P k , P h ) could find a colony g over all h ∈ A which could largely influence the pheromone matrix distribution of the colony k. Instead of randomly choosing the colonies that perform interaction, the global state could effectively measure the similarity of the search behavior among colonies and directly find the pairs that enlarge the diversity most.
B. LOCAL STATE
Beside the global state, another proper metric is required to control when a colony should interact with others. On the one hand, the pheromone matrix distribution will be more and more imbalanced with the iteration number increases. The interaction should be performed to increase the diversity. On the other hand, frequent interaction could reduce the variety of sub-colonies as all colonies trend to be similar to each other though interaction. This can be seen as a reduction from multi-colony system to a single colony and affects the search ability and the convergence ability. Therefore, the frequency of the interaction also matters to the whole system. In this study, local state is defined as a controller to determine when a colony should perform interaction. It is defined based on the information entropy in (7) . The formulation is rewritten as follows. (11) where LS(P k ) is the local state of the colony k and P k ij is the pheromone distribution which can be calculated by (9) .
The local state can be interpreted as the convergence and divergence behavior of a colony. More specifically, if the local state of a colony is relatively low, which means that the pheromone concentrates on a small number of paths, the system tends to converge and the interaction should be performed on this colony to keep diversity, and vice versa. Based on local state, the multi-colony system could interact more properly and facilitate the search ability. To sum up, the global and the local states could improve the adaptability and ensure effectiveness of the interaction. The usage of these two states is illustrated in the next subsection.
C. PHERONOMONE FUSION
The main objective of multi-colony interaction is to benefit from the sub-colonies and improve the performance. The work [29] points out that the change ways of pheromone matrix have a significant influence on the performance of the algorithm. Moreover, as mentioned in the Subsection III A, we found that the pheromone distribution could reflect the search behavior of colonies, the interchange of pheromone matrices could directly and effectively change the state of sub-colonies. Based on the insights above, a novel interaction strategy named pheromone fusion is proposed to improve the search ability while keeping fast convergence. The formula of the interaction is defined below.
where k is the colony that would perform interaction with the colony g, g is selected by (10), λ is the fusion rate which controls the interaction level, and LS k = LS(P k ) is the local state of the colony k, and LS 0 is the threshold of the local state. LS k ≤ LS 0 indicates that the colony k has low diversity and should perform pheromone fusion to expand the search area.
The mechanism of the pheromone fusion as well as the global and local states can be demonstrated as follows. In the initial stage of the algorithm, the values in Ph k are considered to be even, and the LS k is the largest. With the increase of pheromone accumulation in a certain path, LS k decreases gradually and the system converges quickly in local optimal solution. As the threshold is set for the local state, the pheromone fusion is performed properly and keeps high diversity of the sub-colony. At the same time, global state is applied for the colony k to find the g which has the most difference on the pheromone distribution with respect to the k. It could directly and effectively change the distribution of k and helps overstep the local optimum. At the end of the search stage, the pheromone fusion enables the sub-colonies to find the optimal solution and greatly increase the pheromone accumulation on the optimal path to keeps a fast convergence. As consequence, the pheromone fusion could balance the exploration and exploitation.
In order to diversify the sub-colonies, the proposed algorithm consists of three heterogeneous ant colonies, ACS, MMAS and DBACS. As we know that ACS benefits from fast convergence and MMAS is characterized by high diversity, pheromone fusion could aggregate their advantages and makes compromise between convergence and diversity. For further improving the search ability, DBACS, an ant colony with both advantages above, is utilized in the proposed multi-colony system. The pheromone fusion could take full advantages of these heterogeneous colonies to improve the exploration and exploitation. In addition, a colony only needs to interact with one another, which also makes pheromone fusion efficient.
D. REWARD AND PUNISHMENT STRATEGY
In order to further improve the pheromone fusion, some strategies can be applied to adjust the pheromone distribution. It can be seen directly that the relatively great colonies deserve more pheromone for their best paths and the inferior ones need cut-down updating. It could enlarge the difference of the pheromone distributions over sub-colonies and promote the pheromone fusion. Therefore in this paper, RP strategy in [35] is introduced and developed to the global pheromone updating defined in (3) .
As [35] demonstrates that the subtraction of the average path length over all colonies and the path length of a certain colony could measure the solution quality of this colony, it can be used as a judgment to perform reward or punishment. The judgment is defined as follows.
where C avg is the average path length over all sub-colonies, C best is the best path length, and C k best is the path length searched by the sub-colony k.
Based on this judgment, the new global updating rule can be defined as follows:
where τ k ij is the pheromone of the colony k in edge (i, j), ω k is the judgment defined in (13) , ρ is the pheromone evaporation rate, and C k best is the optimal path of the colony k at the current iteration. If the search quality of colony k is better than the average level, the global pheromone should be updated based on ω k for reward; otherwise, the pheromone needs to evaporate for punishment. This could slightly adjust the 
Algorithm 1 Proposed Heterogeneous Multi-Colony Ant Optimization
Input: the parameters {hp k }, where k = 1, 2 · · · K . Output: the optimal path path best .
1. Initialize the pheromone matrices Ph k , k = 1, 2 · · · K . 2. While t ≤ T do: 3. While k ≤ K do: 4. Placing the ants in certain cities randomly; 5. Search the path by (1); 6. Update the local pheromone by (2) or (5); 7. End while 8. Obtain {Ph k , path k best }, where k = 1, 2 · · · K ; 9. Calculate the judgment by (13); 10. Adjust the global pheromone by (14); 11. Calculate the global and local states by (8) and (11) pheromone distribution and enlarge the difference between sub-colonies, which facilitate the pheromone fusion.
E. ALGORITHM
In this subsection, the proposed algorithm is summarized in Algorithm 1, where the input hp k is the collection of parameters for the colony k, the output path best is the searched best path, Ph k is the pheromone matrix, T is the maximum of iteration number, K is the colony number and path k best is the best path of one certain colony. At each iteration, the colonies search paths and update the pheromone locally (the step 3 to 8). After that, the RP strategy is applied to slightly adjust the pheromone distribution (the step 9 and 10). In the step 11 and 12, the global and the local states are calculated and the pheromone fusion is performed. As a result, the exploitation of the whole system and the exploration of every single colony are facilitated. The algorithm is then back to the step 2 for new iteration and it stops when the maximum number of iteration is reached.
F. TIME COMPLEXITY ANALYSIS
In this subsection, we analyze the time complexity of the proposed multi-colony algorithm. As we can see in Algorithm 1, the step 3 to the step 7 represents the basic operations in K generic ant colonies. Hence the complexity is O KMN 2 , where N is the number of cities and M is the number of ants in a single colony. As for adjusting the global pheromone based on RP strategy, the complexity of the step 8 to the step 10 is O(K ), O(K ) and O(KN ), respectively. According to (8) and (11) , the global and the local states are calculated between every two colonies, which indicates that the complexity of the step 11 is O(K 2 N 2 ). After that, the pheromone fusion with O(KN 2 ) occurs, as (12) in the step 12 is calculated though the pheromone matrix. With consideration of all iterations, the complexity of entire algorithm is proved to be O(T (K + M )KN 2 ). Under the assumption of K << M , the complexity of proposed multi-colony algorithm is K times higher than that of ACS owing O(TMN 2 ), which is acceptable to a system with K sub-colonies.
IV. EXPERIMENTAL RESULTS
In this section, the experimental results are listed and analyzed, including the experiment setting, the comparison with single-colony algorithms and multi-colony algorithms, and the parameters of the proposed interaction strategy.
A. SETUP
In order to validate the performance of the proposed algorithm, we perform it on the TSP instances from TSPLIB standard library (http://www.iwr.uni-heidelberg.de/groups/ comopt/software/TSPLIB95/) which are listed in Table 1 .
As illustrated in the previous section, three single-colony algorithms, i.e. ACS [6] , MMAS [7] and DBACS [16] , are selected as sub-colonies for our proposed multi-colony ant optimization and their parameters are shown in Table 1 . In the experiments, initial values of the parameters in sub-colonies are set based on the work [16] , [22] , then the alternative values were tested and modified to obtain the most effective parameter values [36] . After that the parameters regarding the pheromone fusion strategy, such as λ and LS 0 , are set for the proposed algorithm. The proposed algorithm is implemented in MATLAB and the experiments of every instance are performed independently 20 times for the sake of fairness.
The aforementioned single-colony algorithms are also performed to test whether the proposed algorithm could improve the performance of sub-colonies (see Table 2 ). The proposed algorithm is also compared with some effective multi-colony algorithms, i.e. CMCPO [37] , HACO [25] , CGAS [24] , HMMA [27] , PSO-ACO-3Opt [14] , HHACO [20] , PACO-3Opt [26] , EDHACO [21] , PCCACO [22] , ICMPACO [36] and WPS-LS [23] (see Table 3 ). The best solution over all executions (Best), the mean solution (Mean), the standard deviation of the solutions (Std), the error rate (ER), and the convergence time (CT) are applied to evaluate the performance. Specifically, the solution represents the path length the algorithm eventually searched and the error rate is calculate as
where C k best is the best path length obtained by the colony k and C opt is the optimal solution of a certain TSP instance. Convergence time represents the iteration number that the algorithm finds the best solution.
B. COMPARISON WITH SINGLE-COLONY SYSTEMS
In this subsection, our proposed algorithm is compared with three single-colony algorithms, i.e. ACS [6] , MMAS [7] and DBACS [16] . The overall performance is shown in Table 2 in which the ''proposed'' represents our proposed algorithm and the Optimal represents the optimal solution of a certain TSP instance. All metrics in Table 2 are introduced in the previous subsection. It can be seen in Table 2 , the proposed algorithm is superior to ACS, MMAS and DBACS in all metrics which illustrates the effects of the multi-colony ant optimization. Note that these single-colony algorithms are also act as sub-colonies in our proposed algorithm, which indicates that the proposed algorithm is able to take full advantages of sub-colonies to promote the solution quality and balance the convergence and diversity.
The results listed in Table 2 can be analyzed more specifically. On small scale TSP instances, like eil51 and eil76, single-colony algorithm could easily find the optimal solution. However, the proposed algorithm could find the optimal solution with smaller convergence time than single-colony algorithms. It demonstrates the strong convergence ability obtained by the pheromone fusion over sub-colonies. In addition, the Mean and the Std of single-colony algorithms are larger than that of the proposed algorithm, which indicates that the proposed algorithm is able to obtain stable and quality solutions over many-time independent executions. On the middle scale and the large scale instances, the proposed algorithm could remain fast convergence while find much better solutions than single-colony algorithms, which indicates that the pheromone fusion in our proposed algorithm could promote the convergence ability while boosting the diversity.
The convergence curves of different scales of instances are also depicted in Fig. 2 , where we take the instance eil51, kroB100, kroA200 and lin318 as example to illustrate the convergence ability of our proposed algorithm. Fig. 2 demonstrates that the proposed algorithm (proposed) could perform faster convergence than the single-colony algorithms. More specifically, Fig.2 (a) shows that the proposed algorithm finds the best solution after 39 iterations which is better than 609, 868 and 95 iterations performed by ACS, MMAS and DBACS, respectively. On the middle and large scale instance, the convergence speed of the proposed algorithm is also better than that of the single-colony algorithms. Fig. 2 also shows that the proposed algorithm could find better solutions than the single colonies especially on the large scale instance lin318. These results prove that the pheromone fusion strategy in our proposed algorithm exploits the merits of three single-colony algorithms, enhances the exploration and facilitates the exploitation of the whole multi-colony system, especially on the large scale instances.
To verify the authenticity of the listed results, Fig. 3 displays the paths of best solutions found by our proposed algorithm in several TSP instances, where the nodes represents the cities and the lines between nodes represents the edges on the best path. 
C. COMPARISON WITH MULTI-COLONY SYSTEMS
For further illustrating the performance of our proposed algorithm, we compare it with several effective multi-colony algorithms, i.e. CMCPO [37] , HACO [25] , CGAS [24] , HMMA [27] , PSO-ACO-3Opt [14] , HHACO [20] , PACO-3Opt [26] , EDHACO [21] , PCCACO [22] , ICMPACO [36] and WPS-LS [23] . The results are listed in Table 3 where ''proposed'' represents our proposed algorithm and the results of other algorithms are obtained from their corresponding articles. Note that the metric values of a TSP instance are set to ''-'' if an algorithm did not perform on this instance in its article.
As shown in Table 3 , our proposed algorithm outperforms other multi-colony algorithms on middle scale and large scale instances, such as kroB100 and lin318. These desirable results are mainly attributed to the exploration ability improved by the proposed pheromone fusion strategy. Specifically, the best solution searched by the proposed algorithm is lower than that by others, which proves promising search ability performed by the pheromone fusion. Moreover, the Mean of the proposed algorithm is also better than that of others. It indicates that the proposed algorithm performs more steadily than others. Our proposed algorithm also finds the optimal solution on the instance eil51, eil76 and kroA100. In a word, the proposed pheromone fusion strategy could promote the multi-colony algorithms to obtain more quality and more stable solutions, especially on the large scale instances.
D. PHEROMONE FUSION
In this subsection, the influence of pheromone fusion is evaluated. The instances eil51, kroB100, kroA200 and lin318 are taken as examples, the value of fusion rate λ defined in (12) is changed and the corresponding Mean is calculated to validate the performance. The results are listed in Table 4 , which shows that the Mean decreases with λ increases and then the Mean increases after λ is equal to 0.7. It demonstrates that 0.7 is the best setting for λ. It is worth to note that there is no interaction between sub-colonies if λ is equal to 0, which indicates that the multi-colony optimization is reduced to three independent single colonies. Therefore the performance is the worst which proves the effects of pheromone fusion. If λ is equal to 1, it means that the pheromone matrix of one colony is replaced by another one. It largely affects the search behavior of former which may reduce the diversity of the whole system.
It is straightforward to know that the threshold of the local state LS 0 in (12) could control the frequency of the interaction. Specifically, if LS 0 is rather low, the sub-colonies would not perform interaction until the pheromone accumulates on a single path, and vice versa. Therefore LS 0 is also essential to the proposed pheromone fusion strategy. We take the TSP instance lin318 as an example, the results of Mean and CT are depicted in Fig. 4 (see the solid lines). As we can see that the Mean decreases firstly and then increases with the increment of LS 0 . It demonstrates that the potentials of sub-colonies could not be fully exploited if LS 0 is low and the search ability would be limited if LS 0 is high. That is also the reason why the local state is needed to control the interaction. Meanwhile, the CT decreases along with the increasing of LS 0 . It reveals that frequent interactions of sub-colonies facilitate the convergence. However, the quality of solution degenerate seriously when LS 0 is rather high. Therefore, LS 0 is also a trade-off between search ability and convergence speed.
The effective of the global state is also evaluated. In this experiment, we drop the global state that helps a sub-colony select the most different one to perform interaction. In another word, a sub-colony would interact with all of the other colonies every time. The results are depicted in Fig.4 (see the dashed lines). As we can see that the performance of the algorithm with global state is better than that without global state. It indicates that over-interaction would affect the diversity of the sub-colonies. It also proves that the global state could greatly control the pheromone fusion and improve the efficiency of the interaction.
As mentioned in Subsection III D, the RP strategy could improve the effectiveness of the pheromone fusion. Therefore, we take the TSP instance lin318 as an example and compare the Mean and the CT of our proposed algorithm with that removing the RP strategy. Table 2 has already listed the Mean and the CT of the proposed algorithm, which are 42831.05 and 631, respectively. The Mean and CT of our algorithm without RP strategy are 42956.70 and 688, respectively. It indicates that the RP strategy could facilitate the pheromone fusion to improve the search ability and the convergence ability.
V. CONCLUSION
In this paper, a novel interaction strategy named pheromone fusion is proposed for multi-colony ant optimization to improve the search ability and speed up the convergence. This strategy performs a direct and effective interaction, exploits the benefits of pheromone distributions and takes full advantages of heterogeneous sub-colonies, ACS, MMAS and DBACS.
The global state and the local state are also defined to control the pheromone fusion, which improves the adaptability and ensure effectiveness of the interaction. The global state could measure the similarity of a pair of sub-colonies and select the most different colony for another for effective and efficient interaction. The local state could estimate the convergence behavior of a sub-colony and determine a proper time to perform interaction.
In addition, reward and punishment strategy is developed to enlarge the difference of pheromone distributions to promote the interaction.
Experimental results have proved that the proposed algorithm improves the solution quality and enables a fast convergence, compared with single-colony algorithms. The experiments also indicate that the proposed algorithm is superior to some promising multi-colony ant optimization algorithms.
For further research, a new form of pheromone fusion strategy can be designed and more heterogeneous sub-colonies can be introduced to this strategy. Besides the global state and the local state defined in this paper, more measures from statistics and information theory can be also applied to exploit the capabilities of pheromone distribution. In addition, it is worthwhile to study the pheromone fusion for other combinational optimization problems.
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