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In December 1993, an international symposium on Quantitative Risk Assessment (QRA) 
took place at the German Cancer Research Center in Heidelberg, Germany. This issue 
of the journal contains the Proceedings of this meeting. The articles span a wide range 
of theory and application within this field which is an exoellent example of interdiscipli-
nary research. Contributions from almost all areas of research can be found, although 
epidemiology, toxicology and biostatistics can be regarded as the most influential ones. 
However, the field of risk management and the related question of risk perception are 
closely related to QRA, and therein ethical and philosophical considerations play also 
a major role, such as the question of risk acceptance in an industrialized world. 
A major part of QRA is cancer risk assessment, however, most of the methods can be 
used for other endpoints as weil. There are plenty of definitions for QRA, and it may 
be useful to begin with the cornmonly used in cancer risk assessment (GRAHAM, GREEN, 
ROBERTS, 1988). 
"Cancer risk assessment can be thought of as a four-stage process: 
* Hazard identification: a study of the weight of scientific evidence to determine whether 
or not a chemical or mixture poses a potential risk of cancer to humans. 
* Dose-responseassessment: a studyofthe quantitative relationship between the amount 
of chemical exposure and the incidence of cancer. 
* Exposure assessment: a study of the number of people exposed to a chemical and 
their exposure profiles (concentration, frequency, and duration). 
* Risk characterization: a summary of the overall magnitude of risk attributable to 
chemical exposure, including some reporting of the degree of scientific uncertainty 
about risk." 
Another definition is given by WAHRENDORF & BECHER (1990): 
"QRA in carcinogenesis denotes the estimation of the effect that a substance has on 
the cancer mortality and/or morbidity in a population. lt uses biostatistical methods to 
estimate with experimental or epidemiological data the risk of cancer after an exposure 
to a substance in a specific concentration and application". 
The heart of QRA is the fit of an appropriate dose-response-relationship between 
exposure and disease which is considered in many of the papers. The ordering is as 
follows: The first three papers contain general methodological issues which are not 
specific for a certain substance, however, suitable examples are always included. Bailler 
and S tayner use methylene chloride as an example how toxicologic and epidemiologic 
data can joiotly be considered for QRA. S teindorf and Becher present different methods 
to estimate parameters commonly used for QRA, such as the unit risk. Mosbach-Schulz 
and Tirnm describe mathematical models to be used in risk managemernt for ambient 
air substances after a risk assessment has already been done. 
The following four papers consider specific topics in QR A from experimental animal 
data. Kopp-Schneider describes low-dose extrapolation for QRA using two different 
mechanistic models which can be applied to experimental initiation-promotion experi-
ments. Sherman and Portier use a multipath way, multistage model of carcinogenesis 
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and describe their biological plausibility and possible applications. lt has recently been 
advocated that use of pharmacokinetic knowledge should be incorporated in risk 
assessment. Edler describes some models within that context. Meister gives an overview 
of methods within the field of reproductive toxicity. 
The final four papers are on quantitative risk assessment for environmental exposure. 
Flesch-Janys and Becher describe data from German occupational cohort studies and 
methods to be used for a dioxin (2,3,7,8-TCDD) cancer risk assessment. An a lternative 
approach for TCDD risk assessment is developed by Salvan and co-workers using data 
from a United States cohort study. Roller and Pott describe the use of experimental 
data for risk assessment with the examples polycyclic aromatic hydrocarbons, diese! 
engine emiss:ions, and fibre dusts. Neuss and co-workers estimate the effects of road 
traffic on death from coronary heart disease and compare it to other exposures. 
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Contrasting the Utility of Toxicologic 
and Epidemiologie Information 
for Quantitative Risk Assessment 






Die Modellierung der Dosis- Wirkungsfunktion ist eine Schlüsselstelle in der quantitativen 
Risikoabschätzung. Die Wahl derfunklionalen Form hat bei der Risikoschätzung besondere 
Bedeutung. Vor dieser Wahl muß entschieden werden, welche Daten als Basis für die 
Modellierung dienen sollen. Sowohl lierexperimentelle als auch epidemiologische Studien 
können zur Verfügung stehen. In diesem Artikel wird diskutiert, welche Daten für eine 
Risikoschätzung idealerweise vorliegen müßten, und welche Möglichkeiten beide Studien-
typen in der Praxis bieten können. In einem Beispiel wird dargestellt, daß sich tierexperi-
mentelle und epidemiologische Daten ergänzen können. 
Summary 
Dose-response modeling is a key ingredient in quantitative risk estimation. The choice of 
thefunctionalform is of clear importance in the estimation of risk. Even before this choice 
is made, the data sets that serve as the foundation of the modeling exercise must be made. 
Both human and animal studies may be available for use. In this manuscript, we discuss 
the information available from human and animals studies in light of the clata that would 
be considered ideal for risk eslimation. We use an example to illustrate that human and 
animal study data may be complementary. 
• Department of Mathematics & Statistics, Mlami University, Oxford, Ohio 45056, USA 
' Risk Assessment Program. Division of Standards Oevelopment and Technology Transfer. National Institute for Occupatit>nal 
Safety and Hea~th, 4676 Columbia Par~way, Cincinnati, Ohio 45226, USA 
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1. lnlroduclion 
Quantitative risk estimation essentially involves obtaining a function for modeling the 
relationship between toxin <lose and adverse response. Once such a function is obtained 
and parameters of this model are estimated, the estima ted function is then used for 
predicting the risk of an adverse effect at exposure levels of human concern. These levels 
rnay refiect current environmental or occupational exposure or may refiect proposed 
exposure standards. 
The choice of appropriate dose-response models for use in quantitative risk assessment 
(QRA) has been a source of great debate. This debate stems from the observation that 
many functional forms may fit the observed data equally well; however, extrapolations 
to <loses weil below the lowest tested <lose may differ by several orders of magnitude. 
Thechoice ofthe functional form for QRA may then become a risk management decision. 
This decision should be informed by the recommendations from the risk assessors. For 
example, a model that is "conservative'', generates risk estimates that are likely to exceed 
the true risk, may be selected as a means of protecting human health. Functional forms 
that are linear in the low dose region such as the linearized multistage model [see e.g. 
BROWN and KozroL, 1983] are often used to reflect this objective. 
In addition to selecting the functional form of the model, another critical decision is the 
selection of appropriate data sets for the purposes of risk assessment. Often a choice 
between relying upon data from studies of experimental animals or humans is required. 
We consider the selection of data sets for purposes of QRA in this paper. In the next 
sections, we introduce the attributes of data sets that would be ideal for Q RA and use 
these attributes to review the type of data that are typically available from human and 
animal studies. 
2. Selecling a Data Sei 
2.1 Ideal Data 
Hypothetically, what would be the attributes of perfect data for use in a dose-response 
model in a quantitative r isk assessment? The following attributes would be associated 
with an ideal data set: 1) the data would be derived from a study of a species with similar 
physiologic, metabolic and pharmacodynamic characteristics as humans; 2) the study 
would include multiple exposure levels, and these exposures would span levels of interest 
(e.g. current human exposure levels, proposed exposure levels) so that low dose ex-
trapolation of the mode[ would be unnecessary; 3) the effects of exposure would not 
be confounded by simul taneous exposure to other toxicants of by other factors (e.g. 
genetic); 4) tllere would be adequate sample size to be able to detect risks of regulatory 
interest (e.g. 1x10- 3) and to minimize the error of risk predictions; 5) the study 
population would have been followed for an adequate period of time to detect effects 
with a long latent period (e.g. cancer); 6) the adverse health effect should be weil 
documented and based upon a thorough pathologic evaluation; 7) the exposure and 
preferably the dose delivered to the target tissue should be weil characterized. As discussed 
below, neither existing epidemiologic data nor existing data from studies of experimental 
animals fully meet these " ideals". 
2.2 Human Epidemiologie Studies 
The primary advantage of epidemiologic studies is that they are based upon the species 
of interest. Nonetheless, t here may be issues of generalizability from occupational studies 
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of healthy populations for predicitng risks to sick individuals, children or the elderly. 
(Studies of occupational cohorts have been the type of epidemiologic data that has been 
most frequently used for quantitative risk assessmt:nt.) Another allractive feature of 
epidemiologic studies is that the patterns of exposures and sometimes the level of exposure 
may correspond to the patterns and levels that are of regulatory concern. However, the 
pattern and levels of exposu.re observed in studies of working populations may not be 
representative for otber groups in the general population. 
Data from epidemiologic studies often fall short in meeting several of om: other ideals. 
The inability to assign and randomize exposures in epidemiologic studies often results 
in potential confounding by other toxicants and risk factors. On the other hand, the 
presence of multiple exposures may perrnit the evaluation of interactions and might be 
viewed in some cases as an advantage of epidemiologic studies. The size of epidemiologic 
studies is generally inadequate for detecting the relatively small risks that are of regulatory 
concern and frequently result in dose-response functions that are highly imprecise. As 
an example, STAYNER and SMHH (1993) calculated that a cohort of 400000 would be 
required to detect a 10-3 added risk above a background rate of 6%. lt is rare for 
epidemiologic studies to include individuals who have been followed for an entire lifetime 
and studies often fail to include a sufficient number of individuals who are followed for 
an adequate period of time to detect latent effects. In many epidemiologic studies that 
have been used for quantitative risk assessment, the presence of an adverse response 
may be based on death certificates or other clinical records without an extensive 
pathological review. Finally, and perhaps most importantly, exposure levels may be 
unknown or only grossly characterized. In most studies, exposure classifications are 
rarely based on individual measurements, but rather are constructed from work histories 
along with industrial hygiene calculations that may involve some personal or area 
measures associated with certain job classifications. This may lead to exposure mis-
classification; an error that may lead to a bias in parameter estimation even when the 
misclassifications is nondifferential with respect to exposure. 
2.3 Animal Studies 
Given the potential problems with human epidemiologic studies, should we only use 
animal studies as the basis of exposure-response models? Toxicologic studies a.re 
consistent with our ideals that exposure is not confounded by other toxicants, the animals 
are followed for a lifetime, the adverse health effect is generally confirmed by pathologic 
studies and the exposure and even sometimes the dose to the target tissue is weil 
characterized, although the pattern of exposures in animal studies may be very different 
than in human exposure situations. This is the good news. Unfortunately, there are also 
problems associated with using anima] studies as the basis of a quantitative risk 
assessment. First and foremost, exposures are not in the species of interest and serious 
questions may be raised about physiologic, metabolic or pharmacodynamic differences. 
Second, exposures are often above the levels of human concern. Finally, animal studies, 
like epidemiologic studies, generally Jack the statistical power to detect risks of regulatory 
concern. 
Thus it would appear that neither animal nor human data are ideal for quantitative 
risk assessment. In a sense, the choice between whether to use toxicologic or epidemiologic 
data is a false one. Clearly, when available, both sets of information need to be used if 
we are to obtain the fullest characterization of human .risks. Often the strengths and 
weaknesses of these data sources complement one another, and only by comparing rund 
possibly combining the results from epidemiologic and toxicologic studies can we hope 
to obtain th.e fullest characterization of human risks. An example of how the resuHs 
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from an epidemioJogicstudy may be compared with the predictions from a risk assessment 
that was based on a toxicoJogic model follows. 
3. An Example 
We illustrate tbe process of making comparisons between animal and human studies 
using an example of carcinogenic risk associated with methylene chloride. The best 
available animal data is from an inhalation carcinogenicity study conducted by the 
National ToxicoJogy Study (NTP, 1986). In this study, mice and rats were exposed 
to methylene chloride for 6 hours per day, 5 days per week for 102 weeks starting 
at age 6- 8 weeks (mice: 0, 2000, 4000 ppm; rats: 0, 1000, 2000, 4000 ppm). This 
represents a chronic exposure over a substantial proportion of a rodent lifetime. 
Statistically signiftcant increases in mice liver and Jung adenomas and carcinomas were 
observed (NTP, 1986). 
These results are in contrast with those from an epidemiologic study of Kodak workers 
(HEARNE et a l., 1987) who had been occupationally exposed to methylene chJoride. This 
study failed to detect an increase in either Jung or liver cancer risk. Which data set 
shouJd be used for purposes of quantitative risk assessment? Obviously, the lack of any 
dose-response relationship makes it difficult to utilize this epidemiologic study for 
performing a quantitative risk assessment. On the other band, it might be argued that 
positive results observed in the toxicologic study and the fäilure to observe these resul ts 
in the epidemiologic study are reflections of interspecies dilTerences and that use of the 
toxicologic study for risk assessment purposes is inappropriate. 
The approach that we (STAYNER and BAILER, 1993) and others (HEARNE et al., 1987; 
TOLLEFSON et al. 1990) bave used draws upon information from both data sources. The 
toxicologic da ta were used to develop a dose-response fu111ction and to estimate huma n 
risks, and the epidemiologic data were used to assess whether these predictions were 
statistically inconsistent with the negative findings in humans. In order to make these 
comparisons, adjustments were needed to account for dilTerences in exposure patterns 
and length of follow-up in the two data sets (epidemiologic and toxicologic). The workers 
were exposed for a substantially shorter period of their life span, starting much later in 
life, and followed for relativeJy a shorter proportion of their Jife span. The strategy that 
we pursued essentially involved placing these studies on an equivalent time/exposure 
scale. In order to contrast the difTerences in results, the confidence intervals of the relative 
risks observed in the epidemiologic study and the relative risks that would be predicted 
based upon the toxicologic study were compared after making the appropriate adjust-
ments. 
Summarizing the details described by STAYNER and BAILER (1993), three adjustments 
were considered when comparing human and animal studies of methylene chloride. The 
first adjustment accounted for the (relativeJy) dilTerential length of follow-up in animal 
studies as compared to human studies. By assuming a Weibull time-to-tumor model 
with shape parameter "s'', it was possible to obtain a modification of simple quantal 
multistage model parameters. Suppose two studies were conducted for different Jengths 
of time, say t and t*. Further suppose a quantal multistage model was fit to the study 
conducted of length t. The prediction of tumor onset probabilities for a study of length 
t* could be based on the quantal model fit to the study of Jength t where the coefficients 
of this model were multiplied by (t*/ t)'. 
Determination of equivalent dose in both humans and rodents was required. As done 
in an earlier risk assessment for methylene chJoride (CRUMP et al., 1986), mg/kg/day was 
assumed to be the dose metric on which equivalent dose led to equivalent risk across 
species. 
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The predicted SMR from the animal study was calculated as (E + p)/E where E 
represented the expected number of cases and p represented tbe predicted number of 
excess cases based upon the analysis of the animal data. Confidence l.imits for this 
quantity were constructed from upper and lower confidence limits on excess cases, i.e. 
a confidence jnterval for p was the foundation for the confidence interval for the predicted 
SMR. 
Finally, healthy worker effect adjustments were made in the analysis by modifying the 
expected number of cases in the SMR calculation. The expected number of cases was 
multiplied by an adjustment factor, the ratio of observed to expected deaths d ue to all 
causes of death other than liver and lung cancer. 
As can be seen from Figure l , the confidence intervals for the excess risk in the human 
cohorts based upon predictions from the animal data were completely contained within 
the confidence intervals based on the human data. This suggested that the animal and 
human data for methylene chloride carcinogenicity, though on the surface appearing to 
be inconsistent, may simply reflect difTerences in tbe studies ratber tban di!Terences in 
the dose-response pattern. Note that this is not an assert ion that methylene chloride is 
carcinogenic in humans; this is simply a statement that characteristics of the human 
study are such that they do not preclude the possibility of a carcinogenic e!Tect of the 
magnitude seen in the animal studies. 
Figure 1: SMRs, and associated confidence intervals, for Lung and Li ver Tumors Combined 
associated with exposure to Methylene Chloride. Epidemiologically-based estimates are denoled 
by "o" and the animal study predictions by "p". Separate intervals are presented for the four 
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4. Conclusions 
We have described some of tbe features of an ideal data set for use in QRA. Given this 
as a standard, the strengths and weaknesses of animal and human studies are considered. 
Ultimately, the consideration of data for use in QRA involves as much synthesis of the 
various data sources as it does data selection for dose-response modeling. 
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Estimation of unit risk and unit loss of life 
expectancy in quantitative risk assessment 
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Keywords: 
Quantitative risk assessment; absolute risk; relative risk; dose-response-relationship; w1it 
risk; loss-of-life-expectancy 
Zusammenfassung 
Ein wichtiges Problem quantitativer Risikobewertungen (QRA) im öffentlichen Gesundheits-
wesen besteht darin, den Schaden zu quantifizieren, den eine bestimmte Substanz in einer 
gewissen Konzentration bei einer lebenslang exponierten Population verursacht. Je nach 
Definition des Begriffs „Schaden" werden verschiedene Maßzahlen verwendet. Eine davon 
ist das Lebenszeit-Exzeß-Risiko, die zusätzliche Wahrscheinlichkeit, aufgrund der lebens-
langen Exposition gegenüber einer vorgegebenen Konzentration der betrachteten Substanz 
an einer bestimmten Krankheit zu versterben. Eine weitere Maßzahl ist der erwartete 
Lebenszeitverlust, bei dem der Effekt der Substanz als Differenz zwischen den Lebenserwar-
tungen ohne und mit Exposition formuliert wird. 
Für beide Maßzahlen werden Schätzverfahren hergeleitet, die die Informationen aus den 
Mortalitätsraten der Allgemeinbevölkerung mit den Ergebnissen epidemiologischer und/ 
oder experimenteller Studien verbindet. Der Zusammenhang zwischen den unterschiedlichen 
Schätzern, die derzeit bei verschiedenen Institutionen ( EP A, U BA, WHO) Verwendung 
finden, wird untersucht. Dabei läßt sich zeigen, daß sie alle als Spezialfälle eines 
allgemeineren Schätzverfahrens darstellbar sind. Die analytischen Ergebnisse far beide 
QRA-Maße werden an einem Beispiel zum Risiko for Tumoren der Atemwege durch 
Arsenexposil ion verdeutlicht. 
Summary 
An essential problem in public health quantitative risk assessment ( QRA) is to quantify 
the harm which a specific substance in a certain concentration would impose on a lifelong 
exposed human population. Depending on the definition of "harm" severat measures are 
used. One is the excess lifetime risk, the additional probability of dying of a purticular 
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disease under a llfelong exposure of the substance of interest with a specified concentration. 
Another is the expeczed loss of lifetirne. lt gives the effect of this substance in terms of the 
difference of life expectancy with and without exposure. 
For both measures estimation procedures will be derived which combine the information 
in the mortality rates of the general population with the results of epidemiological and/or 
experimental studies. The relationship between the various estimates ivhich are currently 
in use by different agencies ( EPA, UBA, WHO) will be investigated. lt will be !ihown 
that they all can be rewritten as special cases of a more general estimate. The an.alytical 
results for both QRA parameters will be elucidated by an example of respiratory cancer 
risk due to arsenic exposure. 
1. lntroduclion 
Quantitative risk assessment (QRA) consists of a number of different steps, from 
identifying a substance to be harmful to estimating the effect which this substance has 
for a given population. T his process is described in more detail in B ECHER & STEINDORF 
(1993) and BECHER (1993). The heart of QRA is the estimation of a dose-response-curve 
and the derivation of parameters to desciribe the absolute effect. While there is a whole 
body of literature on modelling dose-response-relationships from epidemiological (e.g. 
BRESLOW & DAY, 1987) or experimental (e.g. GART et al., 1986) data, less work has 
been done on estimating relevant parameters for QRA after a dose-response-function 
has been identified. This is the topic of the present paper. lt deals with QRA within a 
public healtb context where the results of former epidemiological aod/or experimental 
studies on a specific disease are to be used to quantify the impact of a corresponding 
environmental exposure on a more general population. The motivation for such an 
analysis is to provide a quantity which is useful and scientifically sufficiently accurate 
for risk management. 
The aim of this paper is twofold: First, two different parameters, lthe excess lifetime 
risk and the loss of life expectancy will be discussed which differ in their definition of 
harm. Second, different statistical methods, which are currently used by the variou s 
agencies to estimate these quantities, will be presented and compared. 
2. Data and notation 
We assume that a dose- response relationship has been identified and is given via a 
relative risk function RR(x). This is most commonly the case in epidemiological studies. 
The variable x refers to the dose of the substance of interest, for example the cumulative 
<lose. If the dose-response-relationship is an excess absolute risk function (ER (x)) the 
following procedures need only minor modifications. 
Further, we assume that age-, sex- and cause-specific mortality rates are available from 
the population of interest for which the impact of the exposure should be quantified. In 
the Federal Republic of Germany tbese data are publisbed yearly in official vital statistics 
and are given for the 19 age intervals [O, 5), [5, 10), .. . , [85, 90), and [90, eo). These intervals 
will be denoted by [ak; ak+i) where k = 0, ... , 18. 
The annual mortality rate for the disease D of interest and for the age group k will be 
denoted by h 1 k· We omit an index for sex and year for ease of presentation, so that it 
is assumed that a fixed year and a single sex is considered. Thus, h1.k "" dD.k/nk> wbere 
d0 , k is the number of observed deaths due to cause D in the age group k, and nk is the 
number of persons who "belong to age group k at a certain point of the year. Often, the 
midyear population is taken. Accordingly, we bave hz,k = dfJ,kf nk, where J5 denotes t!he 
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number of observed deaths from all other causes. The overall mortality rate is denoted 
by hk = h1,k + h2,k• 
3. The conc·ept of the excess lifetime risk 
For tbe excess lifetime risk, bann is defined as tbe additional probability of dying at 
any age of a specific d isease D under a defined exposure pattern to a substance S. This 
parameter is already in use by several agencies involved in public health issues like tbe 
Umweltbundesamt (FRG), the EPA (USA), and the BEIR IV committee (USA). 
One special case of this dose-dependent parameter is given by tbe so called unit risk 
(UR), where the exposure pattern is defrned as a lifelong constant exposure to a 'unit 
dose' of the substance of interest. In the context of air pollutants the dose l µg/m3 is 
often used. H owever, this is only one example of an excess lifetime risk and all the 
methodology is directly transferable to a broad dass of other <loses or other exposure 
patterns. 
In more statistical terms, the unit risk is defined as 
UR = P[D 1 constant exposure to unit dose] - P[D 1 no exposure to S] 
=:P 1 - P 0 • 
Derivation of an estimate for tbe unit risk 
First, we estimate the baseline risk P 0 from data in the form given in section 2. Lee T 
denote the survival time. Then P 0 can be partitioned into 
1 8 k-1 
P0 = I P(Dinintervalk l T ;:::-:: ak) f1 (1 - P(ai :S: T < aj+ i 1 T ;:::-:: ai)) , 
k = O j = O 
and further into 
18 
P0 = L P(D in interval k 1 ak :S: T < ak+ 1) P(ak :S: T < ak+ 1 1 T ;:::-:: ak) 
k = O 
k - 1 
f1 (1 - P(ai :S: T < ai+i 1 T ;:::-:: a)) , 
j =O 
where the prnduct stands for the probability P(T ~ ak). The first factor can be estimated 
by the fraction h1.dhk. If the notation q" = P(ak :s; T < ak +l 1 T ;:::-:: ak) is used, where 
by defioition q 18 = 1, a general estimate for P 0 is then given by 
1 8 h k-1 
Po = I ~ qk f1 (1 - qJ . 
k = O hk j = O 
Thus, the estimation problem is already reduced to the estimation of qk. For the estimation 
of these conditional probabilities, a result from lifetable analysis (see e.g. C HIANG (1968)) 
sbows that 
5 hk 
l + 5 (1 - J,,J hk 
with 
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Here, h is defined as the expected proportion ot time, which an individual who will die 
in the age in terval [ak, ak + 1] will survive during this 5-year interval. lf for example f 12 
is equal lo 0.4 for Lhe age interval which ranges from 60.0 lo 64.9 yeaß, this would mea n 
that the average age at death of people dying in this interval is 62 years. The basic idea 
behind the estimate for q" is that it is not possible to estimate qk only from the mortality 
rates, but that some additional information or assumptions about the population of 
interest are needed, like those given by fk· Once h is specified, tbe estimate for qk can 
be inserted into the general form, so that an estimate of P0 is given by: 
Po= I 5 h1,k Yt ( 5 hi ) . 
k = O 1 + 5 (1 - f,j hk j=O 1 + 5 (1 - Jj) hj 
The estimate of P 1 follows in a similar way. Here, the informa tion of the dose-response 
relationship must be combined with the rates for the unexpected population. We assumed 
tbat the dose-response curve is given in terms of the relative risk. So, it follows directly 
that the mortality rates for the exposed pop ulation, indexed by *, are given bl..@ultiplying 
the rates for the unexposed population witb the relative risk, i.e. h!,k = h1, k · RR(x). 
We assume that the exposure only inlluences the hazard of the cause of interest and 
not that of tbe o ther causes. Then the overall mortality rate for the exposed population is 
given by the sum of the mortality rate for the cause of interest and the unchanged rate 
for the other causes, i.e. ht = h! k + h2 k · 
lt is possible to consider any (possibly age-specific) relative risk function in tbis approach. 
Under an excess absolute risk model ER(x) the corresponding mortality rates for the 
exposed population wou]d be h!,k = h1,k + ER(x). 
Obviously, the calculation of the absolute probability for this exposed population is 
basically the same as for the unexposed, apart from using different mortality rates. 
Thus, an estimate for the unit risk (UR) is given by 
UR = L l,k TI 1 - j 18 5 h* k- 1 ( 5 h* ) 
k=O 1 + 5 (1 - ft) ht j =O 1 + 5 (1 - fj) hj 
- 2: l , k TI 1 - 1 . ls Sh k- 1( Sh - ) 
k= 0 1 + 5 (1 - fk) hk j = O 1 + 5 (1 - Jj) hj 
Comparison of different estimation procedures 
In the last section we derived an estimate for the unit risk. This estimate has not yet 
been used by any official bodies. There a_re several other approaches which are used by 
different agencies involved in public health issues. In this part, the itwo most popular 
estimates wm be presented. Furthermore, they will be compared to the approach just 
derived, which will be called the 'Jifetable approach' in the following. 
We will restrict this comparison to the quantity P 0. The result is, as before, directly 
transferable to the estimate for the exposed population. 
The first alternative estimate was for example used by the EPA (1984) to derive estimates 
for arsenic, and will be called the 'EPA-approach' in the following. lt is given by 





P0 = I 5 h1 ,k TI (1 - 5 h) + -- fl (1 - 5 h). k=O j =O h1 s j=O 
If we compare this expression with the general estimate from section 2, we see that this 
procedure estimates qk (k = 0, ... , 17) by multiplying the overall mortality rates by the 
length of the age interval. 
lnformalik, Biometrie und Ep:demiologie in Medizin und Biologie 4/ 1994 
STEINDORF/ DECHER, Estimation of unit risk . . . 229 
Another estimate, which is e.g. presented and used by the BEIR IV committee (BEIR, 
1988) to quantify the influence of radon, is explicitely derived under the assumption that 
the distribution of Tcan be approximated by an exponenlial dislribution wilhin each 
age interval. The estimate has the form 
~ 17 h1 k . k - 1 
Po= L _. (1 - exp( - 5hk)) n (exp(-5h)) 
k - 0 hk i - 0 
h 17 +~ 0 (exp(-5h)). 
h1s i - o 
This will be called the 'BEIR approach' in the following. Here qk is estimated as 
(1 - exp (-5hk)), k = 0, ... , 17. 
So we bave tbree estimates wbicb only differ in the estimation of the conditionaJ 
probabilities. qk, k = 0, ... , 18. However, it can be shown that the two alternative concepts 
are in fact special cases of the lifetable approach from the last section. The EP A approach 
corresponds to fk = 1 for all k in tbe lifetable approach, inherently assuming that every 
individual wbo dies in tbe interval will survive tbe total live years and then will die just 
at tbe end of tbe interval. An assumption which obviously will never be true. On the 
otber band, the argument in favour of this formula is, that it is easy to calculate. 
The BEIR approach results from the lifetable estimate by using 
1 1 
/,,.= 1 + - - ------
5 hk 1 - exp ( - 5 hk) 
Thus, /,,. is given as a function of the overall mortality rates. In the range of the mortality 
rates this function decreases monotonically from 0.5 as limiting value for hk ...... 0 to a 
value near 0.2 for hk = 1. As tbe mortality rates tend to be small this also means that 
for most applications fk will be near 0.5. Furtbermore, this means that in the BEIR 
approacb /,,. will never be higher than 0.5, thus it is always assumed that on average 
people die in tbe first half of tbe 5 year interval, whicb is not necessarily true. 
So, all tbree presented approacbes to estimate P 0 only dilTer in the assumed values for 
tbe J,,.'s. This result is directly transferable to the estimation of P 1, and thus also to the 
calculation of the unit risk. The example in the next section sbould demonstrate what 
impact different J,,.-values do bave on absolute risk estimates. 
Example: Exposure to arsenic and respiratory cancer 
In this section we apply the above methods to the example of respiratory cancer due 
to exposure to a unit dose of arsenic. Let the male population of West Germany in 1989 
be the population of interest. As the risk function we use RR(x) = 1 + 0.0009224 · x, 
wbere x refers to the cumulative occupational exposure (in µg/m 3 x years). This function 
was derived from publisbed data by OTT et al. (1974), who investigated a group of 
industrial workers engaged in the production of insecticides that contained arsenic. 
Assuming that the occupational exposure refers to 8 working hours per day and 240 
days a year, tbe converting factor from tbe occupational exposure to an environmental 
exposure is given by 8/24 · 240/ 365 = 0.22 (EPA, 1984). A concentration of 1 µg/m3 
as occupational exposure corresponds to a constant environmental concentration of 
0.22 µg/m3, so that the converted relative risk function in terms of the environmental 
exposure z is RR(z) '""' l + 0.00419 · z. From these data we estimated the- absolute 
probabilities P 0 and P 1 , as weil as tbe unit risk, for different values of [,,. Some of tbe 
results are sbown in Table 1. Apart from the BEIR-approach the same values for /,,. were 
used for all age groups. 
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lt is obvious that different values of /,, give different results. Furthermore, it can be seen 
that absolute probabilities and the unit risk are increasing with /,, so that the approach 
with f = 1 is the most conservative one. The corresponding results for the piecewise 
exponential approach (BEIR) are also included in this table. As expected, the result for 
the BEIR-approach is very close to the result with f = 0.5. 
4. The concept of the loss of life expectancy 
In the last section, barm was defined in terms of tbe excess absolute probability. Witb 
tbis definition, the impact of a constant environmental exposure to arsenic in our example 
is that the additional individual probability to die ofrespiratory cancer is about 0.018. 
However, this result only refers to the cause of death without considering age at death. 
A parameter which refers to this aspect is the loss of life expectancy due to tbe exposure, 
where harm is defined in terms of life shortening. Tbis concept will be presented in this 
section. Although it is mu.ch less used, we will see that this parameter also gives important 
information on the impact of a specilic exposure. 
Again, we consider a unit <lose exposure. T he corresponding parameter is called the unit 
loss of life expectancy (UL), and is defined as the life expectancy for the unexposed 
population minus the life expectancy for the exposed population, 
U L = E[T 1 no exposure to S] - E[T 1 constant exposure to unit dose of S] 
= = Lo - Li. 
lt can be shown that tbe general form for an estimate of the life expectancy for the 
unexposed population is given by 
18 k - 1 
L0 = I (ak + 5/,,) qk TI (1 - iij). 
k=O j =O 
Tbis is a weigbted mean, where the age-specific probabfüty of dying is weighted with 
the expectation of Jjfe for people who will die in the corresponding age interval. In the 
example to explain the meaning of fk in section 3, this weight would be 62 years for the 
age group [60; 65). As for the unit risk, the general estimator depends only on qk for 
which the general estimate was already derived in the last section. So if tbese results ·are 
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used for the unexposed and the exposed population the general estimate for the unit 
loss of Iife expectancy is given by: 
fiL = L (ak + sJ,.) k TI l - ' 18 5 h k-1 ( 5 h · ) 
k=O l + 5 (1 - fk) hk j = O 1 + 5 (1 - Jj) hj 
- L: (a" + sfti k n l - 1 . 18 5 h* k - 1 ( 5 h* ) 
k = O l + 5 (1 - j{) ht j = O 1 + 5 (1 - fj) hj 
Example (continoed): exposure to arsenic and respiratory cancer 
The concept of the unit loss of lifetime was also applied to the example of respiratory 
cancer and arsenic. The results are shown in Table 2. T he estimated life expectancies 
increase with increasing values for f However, the life shortening decreases at the same 
time in this example. In par ticular, this also suggests that the approach with f = 1 
is not the most conservative one, as it was for the unit risk. The example also shows 
that the estimation of the U L is less affected by the choice of f than the estimation of 
the UR. 
Altogether, we now have a second measure of harm for an exposed population. 
This time we get the result that a lifelong exposure against a unit dose of arsenic will 
result in a liife shortening of about 80 days per person, whereas before we quantified 
the harm in terms of the additional risk of respiratory cancer to be 0.018. 
5. Discussion 
Two different ways of describing harm were presented. Both of them give important 
information on tbe impact of a specific exposure. We think tbat botb quantities are 
useful to look at. Otber measures exist and are meaningful in certain settings (see e.g. 
THOMAS et al. (1992)). 
For both parameters different estimators exist. lt is important to be aware of the 
underlying assumptions inberent to tbe chosen estimator. Furtbermore, tbe differences 
between the estimators have to be considered in the context of the corresponding 
variances. This aspect will be discussed in a forthcoming paper. The practical relevance 
of the d ifferences is difficult to assess and will depend on the context. For example if 
Table 2: Estimated expectations of life and unit loss of life expectancy for different values of f 
f expectations of life UL UL (in days) 
Lo L i 
0.2 71.47 71.25 0.220 80.3 
0.2 71.88 71.66 0.219 79.9 
0.4 72.32 72.10 0.218 79.6 
0.6 72.77 72.55 0.217 79.3 
0.8 73.25 73.03 0.216 78.9 
1.0 (EPA) 73.76 73.54 0.215 78.6 
piecewise expon. (BEIR) 72.50 72.28 0.218 79.6 
0.5 72.54 72.32 0.218 79.4 
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the interest is in the ranking of different substances according to their hazard, it does 
not make any difference which approach is chosen as long as it is the same for all 
substances. 
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Zusammenfassung 
Regulationen for einzelne' Schadstojje folgen meist einfachen Mechanismen zur R isiko-
begrenzung. Werden mehrere Ursachen gleichzeitig betrachtet, müssen zusammenfassende 
Strategien entwickelt und angewandt werden: proportionale Reduktion, Homogenisierung 
des Spektrums etc. Ein sachgerechtes Risikomanagement bei Gesundheitsgefahren versucht 
eine optimale Wahl zwischen den Regulationsstrategien zu treffen, die das individueLle 
Risiko begrenzt und gleichzeitig gesellschaftlichen Anforderungen genügt. Mathematische 
M odelle können hier sinnvoll eingesetzt werden: 1. zur quantitativen Erfassung des Risikos 
einer Bevölkerung, 2. zur Systematisierung der Regulationsstrategien, 3. zur quantitativ.en 
Beschreibung der regulativen Wirkung und4. zur Optimierung der Regulation unter äußeren 
Kriterien. 
Am Beispiel der Bestimmung von Bew·teilungsmaßstäbenfor kanzerogene Luftschadstoffe, 
die in Zusammenarbeit mit der Arbeitsgruppe „Krebsrisiko durch Luftschadstoffe" des 
Länderausschusses für Immissionsschutz durchgefohrt wurde, soll die Vorgehensweise 
erläutert werden. Ausgehend von einer umfassenden Risikobeurteilung durch kanzerogene 
Luftschadstoffe for zwei typische Belastungssituationen (städtische und ländliche Gebiete) 
wurde ihr mittleres Gesamtrisiko durch kanzerogene Luftschadstoffe modelliert und 
berechnet. An Hand dieser Modellierung konnten anschließend verschiedene Regulations-
strategien entwickelt, verglichen und optimiert werden. Ein Ausblick auf mögliche Erweite-
rungen und neue Interpretationen schließt den Text ab. 
Summary 
The regulation of health risk is usualty defined separately for each pollutant. ff, howei1er, 
more than one cause of the disease in question must be taken into consideration, new 
strategiesfor a simultaneous regulation may be used, e.g. proportional reduction, adjustment 
of risks. Risk management should make the optimal choice among all the possible regulations 
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which both limits the individual risk and meets all social requirements. The areas of 
application of mathematical modelling are the following: I. the quantitative description of 
individual risk, 2. the systernatic overview of regulation strategies, 3. the quantitative 
description, and 4. the optimal choice of regulation. 
The following paper will present the derivation of the German s tandar<is for carcinogenic 
air pollution, which was made in cooperation with a study group of the " Länderausschuß 
far Immissionsschutz" ( a jederal council in Germany). The cancer risk attributable to air 
pollutants was es timated f or two typical exposure situations (urban, rural). We will explain 
different regulation strategies and the way we have arrived at the risk rnanagernent decisions. 
Finally we will outline some possible new directions and interpretations. 
lntroduction 
In the early eighties the regulation of health risks was regarded as a synthesis of risk 
assessment a nd management. While risk identification and evaluation are primarily 
scientific problems, the social interpretation and reduction appear tobe a more political 
issues. Risk assessment has always been an important field for mathematical modelling. 
N evertheless mathematical models can also be employed profitably in risk management 
as helpful tools in discussions and in decisions under risk. The paper of the G erman 
study group mentioned a bove has shown how valuable mathematical concepts may be 
in setting standards for carcinogenic air pollutants. 
The following text explains the general ideas and points out the simplifications necessary 
for the special application. The examples are taken from the final report of the German 
study group (Arbeitsgruppe "Krebsrisiko durch Luftverunreinigungen", 1992) and 
describe the situation in West Germany (excluding Berlin) before the reunification. 
1. Individual risk 
Decisive for regulations s hould only be either the individual risks of disease or <langer 
of accidents, which occur in the population of interest. In most cases a disease or accideot 
has more than one cause. Even though a single pollutant may, by itself, contribute only 
a negligible part of the total risk, the combined effect of all causes may be significant. 
Consequently, the combined risk to an individual will be the cumulation of all N 
pollutants weighted by a risk function ,-<N> measured in quantities (x1, „., xN) which 
describes the relation between the causes. and the risk of disease or accident. 
Causes: 
(x1, ... , xN) 
r 
---+ 
Risk of disease or accident: 
r <NJ (x1, „ „ xN) 
For example, there are N = 23 substances in the ambient air which are suspected to 
induce human cancer to such a degree tlhat regulations are advisable (cp. HANSMANN, 
1987). But the actual number N of causes is unknown aod may be mucb bigger. 
Risk management in the sense of this text means to find an optimal way to reduce the 
estimated risk of a disease or an accident in the fixed population fl', denoted by f: 
f = J r <N>(x 1 (i), ... , xN(i)) di, 
fJ 
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as mean of the risk r(N>, induced by N individual causes (x 1 (i), ... , xN(i)). In practice, the 
concrete form of the functio n r<Nl is unknown. Risk assessment is generally done for 
substance specific dose response curves and more or less omits the interaction of several 
chemicals. If no information about combination effects is taken into consideration, the 
assumption of independency of effects leads to the formula: 
N 
1 - r(Nl(x1, ... , xN) = TI (1 - r"(x")) · 
n = l 
For the magnitude of environmental risks, this is approximately the same as: 
N 
r(Nl(x1 • ... , xN) ~ I rn(xn). 
n=I 
Provided all single studies were done under environmental circumstances, the interaction 
of ubiquitous chemicals is still an implicit part of the risk function. 
In modelling the substance speciJic risk of cancer induced by air pollution, two more 
assumptions were made. First, that the dose response curve for the magnitude of air 
pollutions is almost linear, and can be described by a simple number, namely the unit risk 
value. Second, that the contamination in the population has a log-normal distribution. 
Arsenic and inorganic compounds [x 1], 
asbestos fibres [x2], 
benzene [x3], 
cadmium and compounds [x4 ], 
D iesel engine emissions [x5], 




1'(7) (X l> ... , X7) 
The study group found data for unit risks and exposure levels of German rural and 
urban populations for 7 of the 23 substances only. 
On this basis, the expected risk for peopk who are tiving under typical rural and urban 
contaminations were computed. As a working hypothesis, the study group assumed, 
that the total cancer risk of the whole air pollution amounts to no more than 150% of 
the computed values. 
Table 1: Rural resp. urban contaminations (2.5% - 97.5% quantiles) and unit risk values for selected 
air pollutants in Germany 
Substance 
Arsenic 








1.3 - 5 
25 - 100 
0.5 -1 
0.5 -1.5 
0.5 - 1.5 
0.5 - 1 
0.45 - 3 






















10- 3 m3/µg 
10- 7 m3/f 
io- 6 m 3/µg 
10- 2 m3/µg 
10- s m3/µg 
10- 2 mJ/µg 
mJ/µg 
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Table 2: Expected individual cancer risk for selected air pollutants in Germany 
Substance Expected individual risk 
Absolute (10- 5] Relative [%) 
Rural Urban Rural Urban 
Arsenic l.l 4.3 4.8 3.6 
Asbestos 0.8 2.1 3.4 1.8 
Benzene 0.6 6.5 2.9 5.4 
Cadmium 1.1 3.9 4.8 3.3 
Diesel 6.3 50 28 42 
Pah 5.0 l3 23 11 
2,3,7,8-TCDD 0.0002 0.001 0.0008 0.001 
Sum l5 80 67 67 
Uncontrolled 7.5 40 33 33 
Total 22 120 100 100 
2. Main principles ol regulation 
The methods of the first part have outlined the starting position of risk in a population. 
Even though this way of estimation of the individual risk may be very rough, the results 
allow a discussion about the necessity of regulation. A political process will come to a 
conclusion, which ex- or implicit essence is the maximal individual risk that has to be 
tolerated by tbe population. The mathematical models, however, can make this discussion 
about possible regulation strategies more transparent and systematic. 
Theoretically, a regulation is a function g which reduces the risk of an individual to an 
accepted lower level rmax· 
g(x1, .. „ xN 111 , . „, lK) ::;; min {r01.., r(x 1, „., xN)} . 
The X-dimensional parameter 1 is often defined either as maximal dose, maximal 
substance risk or the maximal total risk. 
During the modelling of regulation strategies, the study group organized a hearing of 
relevant representatives in Germany (LAI, 1988). One of tbe resnlts was that the 
mathematical interpretation of economic and socia! demands forms three main principles 
as translations of special interests in the society. These principles are: free exchangeability, 
proportional reduction and separate adjustment of risks. 
Under an economic perspective, it is not desirable to regulate more than the total risk. 
Tlrns each cause of the disease can exchange against all others. This system is open for 
local optimization by cost-benefit analysis or similar economic strategies. Here the 
regulation parameter l is equivalent to the maximal risk r max· 
g(x1, „. ,xN 11 = rmaJ:::; min {rmaxi r(x1, ... ,xN)} . 
A disadvantage of this method is that the spectrum of causes will be uncontrolled. 
Extreme situations are possible, where the total local risk is induced by only one substance. 
Here the uncertainty of risk assessment for some chemicals could lead to excessive local 
<langer. 
The proportional reduction fixes the present spectrum of risk or thestate of contamination 
as a reasonable starting-point or reference. All reductions should be along the Iine from 
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the present state direct to zero. In the first case the reduction parameter 1 consists of 
the reference risk proportions ''rcr and the reduction factor A: 
with 
N 
g(x1, ... , XN 11 = (},, rrcrl) = L g„(x„ l A., rn,rcf) 
n - 1 
g„(x„ 1..1., r11 , , 0 r) :::;; min {J.rn,rcf> r11(x11)} for all n; 
N 
r m•• = A. I r •••• r . 
n ;; 1 
In the second case, the parameter consists of the reference contamination x,er and the 
reduction factor ..1. ; l = (),, x.0 r): 
g11(x11 1 ..1., x„.rcr) :::;; min {r11(.h„,,.r), r11(x11)} for all 
N 
rmax = L r.(A.xn,rec) · 
n = l 
n · 
' 
The two results coincide under the assumption of linear dose-response curves. 
This principle has the drawback that it is impossible both to include a new substaoce 
into the system and to correct the assumptions without change in the whole regulation, 
as the reduction factor ..1. depends on all single risk functions. 
Therefore, regulatory agencies have suggested to take fixed risk proportions l = s in a 
formal way as reduction parameter, like, for example homogeneous risk or risk 
proportions out of a convergent series. 
g11(x11 1 s„) ::::;; min {s,,, r11(x11)} for all n; 
N 
rm•• ~ I s„; 
n = l 
with special adjustments : 
s„ = rm.J N for n = 1, „., N (for homogeneous risks) 
and 
s„ = rm3 J (2") for n = 1, . „ (for geometric series). 
Under the geometric partition a new substance can be included without change in the 
old values, because a non-zero part of the maximal risk is reserved for new regulations, 
substances etc. Furthermore, the geometric series ofTer a rich collection of possible 
adjustments, provided the positions are chosen more independent from the sequence of 
the substances. For the application, the positions are attached to the poE!utants in such 
a way that the resulting proportions are nearest to a reference spectn.1m. 
3. Risk reductlon 
lf the concrete form of the function g is known, the combination of the results of the 
first and second part will give a quantitative description of the regulatory efTect. l'he 
expected individual risk after regulation follows: 
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If, however, g is unknown, the assumption of the worst case (the minimal possible 
reduction) defines an upper bound for the risk after regulation. 
g(X1, ... , XN 1 rmax) = ffiifi {rma„ r(X1, ... , XN)}, 
g„(x„ 1 },, 'n.rcr) = min {A.rn.ref> r„(x„)}' 
g„(x„ 1 },, x„,,0,) = min {r„(A.x„,, 0 ,), r„(x„)}, 
g„(x„ 1 s„) = .min {s,., rn(x„)} . 
Analogous considerations give results for Jocal or substance specific ri.sk reductions. In 
(TIMM and MOSBACH, 1993), the main principles of regulation will be for the application 
of carcinogenic air pollutants discussed. At the end of this discussion a synthesis of all 
main principles will be formulated; the so called 'Synthesis model'. 
4. Optimal reduction strategies 
The optimization of regulation strategies mainly follows several political and social 
requirements, like: 
Limitation of the total risk of disease or accident 
Determination of separate standards for each cause 
Possibility to incorporate new scientific research 
Transparency/simplicity of the determination 
Adjustment of risks on a fixed level 
Proportional reduction of risks 
Reduction by economical criteria. 
The main principles of regulation meet only some interests, as shown in part 2. lt is 
obvious that a combination of these principles, which supports the pros and avoids the 
cons, will generate optimal results. 
In setting standards for carcinogenic air pollutants, the Gerroan study group arrived at 
a three level regulation as result of their discussions. 
In the first step, the substances were divided into three groups: organic, inorganic 
chemicals and particles. Tlhe reason for this division was to fix the risk spectrum of these 
groups by proportional reduction. As an optimal endpoint of the regulation, the chosen 
reference spectrum was the spectrum in rural regiönS with Small industrial influence. 
The reference proportions were estimated by the present spectrum of only the most 
potent substances of eacb group. For tbese, tbe dependence was reduced to a few very 
important and well-known substances. 
Within these groups, the risk proportions were fixed by a geometric series. The position 
of each subordinated substance was calculated in relation to the most potent ones. 
Consequently, the resulting spectrum is nearest to the rural one, but allows the 
incorporation of new scientific research as weil as new substances. 
In the third step, the chemical compounds of each substance could be exchanged against 
each other. This procedure reflects the restricted possibilities of measurement. 
Finally, the standards were computed as those doses which induce the maximal tolerated 
substance specific risk. 
An important objection to mathematical risk management came from Jegislators: lt is, 
of course, necessary to describe how sensitive the conclusions are to errors in the input 
values. The mathematical definition of the regulation allows to compute the dependence 
of the regulation, especially the standards, on the input assumptions. 
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Table 3: Risk proportions and resulting standards for air pollution in the 'Synthesis model' 
Proportion Substance Standards 
rma:t = 
total within group 1:1000 1:2500 1:5000 
45% O rganic chemicals 
22.5% 1/ 2 Pah 3.2 1.3 0.6 ng/m3 
11.3% 1/ 4 
5.6% 1/8 Beozene 6.3 2.5 1.3 µg/m3 
0.005% 1/ 8192 2,3,7,8-TCDD 39 16 7.8 fg/m3 
20% lnorganic chemicals 
5% 1/4 Cadmium 4.2 1.7 0.8 ng/m 3 
5% 1/4 Arsenic 13 5.0 2.5 ng/m 3 
5% 1/ 4 
2.5% 1/8 
35% Par ticles 
26.5% 1/ 2 + 1/4 Diesel 3.8 1.5 0.8 ~tg/m3 
4.4% 1/8 Aslbestos 220 88 44 f / m3 
2.2% 1/ 16 
Table 4: Expected individual cancer after the regulation with the 'Synthesis model' and a maximal 












Expected individlual risk after regulation 
Absolute [10- 5] Relative(%] 
Rural Urban Rural U rban 
1.1 2.0 4.9 5.0 
0.7 1.6 3.4 4. 1 
0.6 2.3 3.0 5.7 
1.1 2.0 5.0 5.1 
6.3 11 29 27 
5.0 8.8 23 22 
0.0002 0.001 0.0007 0.003 
15 27 69 69 
6.7 13 31 31 
22 40 100 100 
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25 %): d < 0.01 
organic 
Figure 1: Sensi tivity of risk proportion between organic : inorganic chemicals : particles 
The most sensitive part of tbe 'Syntbetic model' is tbe proportion of the tbree groups. 
A simulation of new input data after some convenient distributional assumptions, which 
reOects the uncertainty described in the lite rature, gave the result of Figure 1. Each poin t 
p* = (pf, pi, pj) represents o ne simulated proportion, p lotted into the Simplex of an 
possible tbree-dimensional proportions between 
organic: inorganic chemicals : particles . 
The crossing straight lines indicate the fixed risk proportion p = (p1, p2 , p3) of the 
'Synthesis model' and the closed lines delimit the empirical a-confidence regions KLD(o:) 
formed by minimizing the Kullback-Leibler-Divergence d: 
d(p, p*) = L Pi log (pj pt). 
i 
Tbe simulation shows that the inOuence of uncertain input da ta is small in the sense 
that the mean divergence between the fixed risk proportio n and tbe alternatives is only 
a = 0.0296. Furtherrnore, for 95% of the alternatives the divergence is less than 0.090. 
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5. Conclusiions 
Mathematical modelling in risk management can add three powerful advantages into 
the discussion of risk regulation. 
The regulation concept can be made transparent. 
The effect of the regulation can be expressed in quantitative values: the expected 
individual risk before and after the regulation. 
The sensitivity of the result can be described. 
A criticism that cannot be neglected is that, concerning more general life risks (for 
example smoking and air pollution), the mathematical risk value seems to have little 
relevance for the population. On the other hand, the concepts of mathematical r1sk 
management are transferable to more popular measures of risk or danger, like the 
individual harm of a situation or regulation L. 
ii = J hlN>(x1 (i), . .. , xN(i) 1 L) di--> min 
!? 
The objective is, to obtain the value of adverse effects from empirical evaluations in the 
populations in the form of ranking. 
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mechanistische Modelle der Karzinogenese, AD-Modell, MV K-M odell, Risikoabschätzung 
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mechanistic models of carcinogenesis, AD model, MVK model, risk assessment 
Zusammenfassung 
Zwei mechanistische Modelle der Karzinogenese werden diskutiert, das Mehrstufenmodel/ 
ohne klonales Zellwachstum und das Zweistufenmodell mit klonalem Wachstum der 
intermediären Zellen. Es wird gezeigt, daß anhand von experimentellen Daten unter diesen 
beiden Modellen nicht unterschieden werden kann, zumindest nicht mit einer realistischen 
Anzahl von Versuchstieren. Daten aus Initiations/Promotionsversuchen an der Mäusehaut 
wurden lange fur die ideale Anwendung des Zweistufenmodells mit kt'onaler Expansion 
gehalten. Hier werden Daten aus einem Initiations/ Promotionsver such mit Promotionsstop p 
präsentiert, für die das Zweistufenmodell ungeeignet ist. Zusammenfassend läßt sich 
feststellen, daß Vorsicht geboten ist bei der Anwendung mechanistischer Modelle der 
Karzinogenese in der Risikoabschätzung. Mechanistische Modelle sind vor allem nützlich 
zur Analyse des Prozesses der Krebsentstehung. 
Summary 
Two mechanistic models of carcinogenesis are discussed, the multistage model without 
c/onal expansion and the two-stage model with clonal expansion. lt is shown that these 
mode/s can not be distinguished on the basis of animal carcinogenicity data, at least with 
reasonable numbers of animals in the study. Data from mause skin painting studies with 
initiation and promotion which produce benign and malignant Lesions were lang thought 
to be ideal examples for the application of the two-stage model with clonal expansion. 
Data from a mause skin painting study with initiation/promotion and sJop-promotion are 
demonstrated that show how the two-stage model fails to fit. In conclusion, one should be 
careful in relying on a particular mechanistic model of carcinogenicity for use in risk 
assessment. The main use of mechanistic models of carcinogenicity lies more in explorirr.g 
the mechanism of carcinogenicity than in the application of the modelsfor risk assessment. 
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lntroduction 
Low-dose extrapolation is one of tbe main topics in risk assessment. Three approaches 
are currently used in low-dose risk estimation for carcinogenesis. One is a model-free 
method proposed by Krewski and co-workers (e.g. KREWSKI et al. , 1991), which uses 
linear extrapolation from a low experimental dose to 0. Another approacb is to apply 
a statistical model to the data and extrapolate to the low-dose region. The most widely 
used statistical model is the Weibull model (e.g. VAN RYZIN, 1980). The third approach 
which bas received increasing attention in recent years is the use of biologically based 
mecbanistic models of carcinogenesis such as the multistage modeE proposed by 
ARMITAGE & DOLL (1954) and the two-stage model with clonal expansion commonly 
attributed to Moolgavkar a nd colleagues (e.g. MOOLGAVKAR & VENZON, 1979). Es-
pecially tbe two-stage model with clonal expansion has been favoured because of its 
ability to beuristically explain experimental results obtained from initiation/promotion 
experiments. In this contribution the two mechanistic models of carcinogenesis m entioned 
above are discussed, and their use for low dose risk estimation is critically assessed. 
Normal Cell 
µo 
Stage 1 Cell 
µI 




Two stochastic models of carcinogenesis 
The AD model 
ARMITAGE & DOLL (1954) proposed a model 
which assumes that a normal cell is transformed 
into a neoplastic cell by k ;;::, 1 fundamental 
biological events. In our formulation of the 
model, neither cell death nor cell replication are 
allowed for intermediate cells. The model is 
depicted in Figure 1. The cumulabve distribution 
function for the time T of tbe füst occurrence 
of a malignant cell is weil approximated by 
P(T =::; t) = 1 - exp ( -o:tk) where k is integer and 
o: = X 0µ0 µ1 ... µ"' _ifk! with X 0 the number of 
starting normal cells. 
The MVK model 
This model, shown in Figure 2, assumes that a 
normal cell is transformed into a neoplastic 
cell by two fundamental biological events. lnter-
mediate cells may proliferate or differentiate/die. 
Normal cells follow a deterministic growth pat-
tern; in the present manuscript however, normal 
cells are assumed constant in number. Althougb 
this model was originally proposed by K ENDALL 
( 1960) and NEYMAN & SCOTT ( 1967), the support 
for this model is mostly due to Moolgavkar a nd 
colleagues (e.g. MOLLGAVKAR & VENZON, 1979). 
Figure 1 : The AD model 
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The cumulative d istribution function for the time T of the first occurrence of a malignant 
cell can be approximated by 
( 
e(P-6)i - (ß - Ö) t - 1) 
P(T ~ t) = 1 - exp X 0µ1µ2 2 (ß - Ö) 
for constant rates ß, ö, µ1 and µ2 and no growth in the normal cell population, althougb 
this approximation may fail in well-defined circumstances (KOPP & PORTIER, 1989). For 
piece wise constant rates the exact cumulative distribution function for the time T of 
the first occurrence ofa malignant cell can be calculated numerically by solving a system 
of differential equations obtained from the Kolmogorov backwards equations (cf. 
KOPP-SCHNEIDER & PORTIER, l 994a). The distribution of the number and size of 
intermediate cell clones for piece wise constant rates can be found in KOPP-SCHNEIDER 
(1992). 
Experimental data cannot be used to distinguish between the AD and tlte MVK model 
Both models were fitted to data from untreated control groups of 57 carcinogenicity 
experiments from the National Toxicology Program witlh more than 2500 male and 
female rats aod mice (exact description of the data by PORTIER et al., 1986). The data 
consist of tumor counts from 15 organs and tissues. There were up to 16 necropsy times 
for each sex-species combination. Both models, the AD model and the MVK model, 
were applied to the data, using the approximation to the distribution function of tumor 
onset times. The goodness-of-fit was assessed with the standard x2 test. The analysis 
yielded that either both models fitted the data (at the 10% level), or both models did 
not fit the data. There was only one case of lacking oncurrence, and this case was due 
to a statistical ar tefact because 
the goodness-of-fit test for the 
MVK model has one less degree 
of freedom than the goodness-of-
fit test for the AD model because 
the number o f stages in the AD 
model was fixed. 
The failure to d istinguish between 
models could be due to the in-
accuracy of the data: only up to 
16 necropsy times were evaluated, 
and some animals died of other 
causes than cancer. Another pro-
blem is that both models could 
be wrong in which case they could 
both fail in similar extent. There-
fore simulated data were used to 
a na lyse an ideal situation: animal 
carcinogenicity data were gene-
rated under the assumption that 
Figure 2: The MVK model 
ß 
~ 
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no animal dlied of other causes and tumors were observable on a daily basis. Two a pproaches 
were used to assess the fit of the rnodels. 
In a first approach to assess thc goodness-of-fit of tbe models, a set of 100 tumor onset 
times was generated from one model, e.g. the MVK model. Then maximum likelihood 
methods were used to fit each of the models to these data. The value of the likelihood 
at the maximum, L 0 AD resp. L 0 MVK> was retained. The estimated parameters were used 
to generate 100 data sets of 100 tumor onset times each. For each simulated data set, 
e.g. generated under the AD model, maximum likelihood methods were used to fit the 
corresponding model (in this case the AD model) to the data and the maximum likelihood 
values Li, AD to L10o,AD were retained. Subsequently it was recorded if the original Lo,AD 
was below the empirical 10%-tile of the bootstrapped distribution, i.e. it was checked 
if Lo.AD < L(l t).AD· This procedure was repeated 100 times, for each of both models. 
The following table shows that this procedure is not sufficiently able to reject the wrong 
model: 




Percentage of simulations where the wrong model was rejected 
0 - 36% 
0% 
In a second approach the fit of the model was compared. For this aim, a set of 100 
tumor onset times was generated under one of the models, e.g. tbe AD model. This data 
set is used to fit both models to the data and the values ofthe likelibood at the maximum, 
LAD and 4 1vK, are compared. The number of times is recorded where the wrong model 
yields the best fit, in this case, where LAo < LMvK· This procedure is repeated 1000 times 
for eacb of tbe two models. Table 2 shows the results of this analysis and it shows that 
the ability to reject the wrong model is very weak. lt should be noted that the AD model 
with two stages is identical to the MVK model with no intermediate cell growth, hence 
the fact tbat the data produced by an AD model with two stages are almest always 
better fit by the MVK model than by the AD model can be explained by the higher 
flexibility of the MVK model. 
If tbe size of the data set in the last procedure is increased from 100 animals to its 
10-fold, tben the procedure to compare the fit of the models yields acceptable results. 
This situatiion is however very unrealistic. 
From thc analysis prcscntcd hcrc it is apparent that thc ability to dist1nguish between 
the models is insufficient, even under ideal conditions where tumor onset times can be 
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observed on a daily basis and no animals die of other causes. The models could be 
distinguished if the number of observed tumors in a study would be as large as 1000, 
which means that a much ihigher number of animals would have to be included to allow 
for death of other causes. Details of the analysis presented in this section can be found 
in KOPP-SCHNEIDER & PORTIER (1991). 
The simple MVK model does not explain data from a mouse skin painting experiment 
Since statistical methods cannot be used to distinguish between the AD and the MVK 
model, only biological argruments can be used to decide which model is right and which 
is wrong. A frequent argument in favour of the MVK model is that it is complex enough 
to involve genetic changes and cell proliferation yet simple enough to be applicable to 
tumor incidence data. lt has been considerr:ed appropriate to explain the data obtained 
in initiation/ promotion studies, specifically also the data from mouse skin painting 
studies (CHu et al„ 1987), although the argumentation there relied purely on heuristic 
considerations. An a nalysis of mouse skin painting studies with both malignant and 
premalignant tumor data has not yet been performed. In thiis paper we report an analysis 
of papilloma and carc'.noma data from a mouse skin paintin.g initiation/promotion study 
with varying duration of promotion. 
The data used in the evaluation reported ihere come from a mouse skin painting study 
including 4 experimental groups with 60 animals each. All animals were treated with a 
small dose (100 nmol) of the initiating agent 7,12-Dimethylbenz(a)anthracene (DMBA) 
at the start of the experiment. After one week lag time, the animals were treated twice 
weekly with the skin irritant 12-0 -Tetradecanoylphorbol- 13-acetate (TPA) for 10, 20, 
30 or 40 weeks according to the experimental group they belong to. All animals were 
followed until week 60. The animals were observed weekly. The number of papillomas 
on each animal and the time of occurrence of a carcinoma were recorded. Carcinoma 
bearing animals were kiUed due to animal protection law. 
The model was applied to the data using maximum likelihood methods. The likelihood 
formulation of the model has been described elsewhere (KOPP-SCHNEIDER & PORTIER, 
1992). Papilloma count data and time of carcinoma occurrence had to be assumed 
independent even for data from the same animal because the dependence structure is too 
difficult to be quantified; the impact of this simplification on the parameter estimates 
is however small (see e.g. KOPP-SCHNEIDER & PORTIER, J994a). Analylic expressions for 
the number of detectable papillomas at any time were derived (KOPP-SCHNEIDER, 1992). 
Numerical methods were used to determine the probability distribution of the time to 
carcinoma occurrence (cf. PORTIER & KOPP-SCHNEIDER, 1991). The rates involved in the 
model were assumed to be constant for every experimental step. The birth rates for 
initiated cells were estimated using cell cycle data from the literature to be 
Sx10- 2 h - 1/ cell during the promotion phase and 6.94x l 0- 3 h- 1/cell without 
promotion. The birth and the death rate for initiated cells was assumed equal for the 
one week between initiation and start of promotion. In the simultaneous analysis o.f 
papilloma count data and time to carcinoma occurrence, the number of initiated cells 
directly after initiation was estimated to be 114183, the death rate during promotion 
was 1.0074 x birth rate during promotion, the death rate after the swp of promotion 
was 1.0211 x birth rate after the stop of promotion, the number of initiated cells present 
in a papilloma at the detection limit was 352 and the mutation rate from initiated to 
malignant cells was 3.15 x 10- 8/cell cycle. 
Observed and expected papilloma count data under the model for the 10 week and the 
40 week promotion group are shown in Figure 3. The fit of the model to the papilloma 
count data is satisfactory, although the parameter estimates are somewhat surprising. 
The evaluation of exclusively papilloma count data from a similar ex:periment yielded 
estimates which were close to those ones obtained here and these estimates and tbeir 
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Figure 3: Plot of the observed versus expected papilloma counts over time for the 10 week and 
the 40 week promotion group. The plors of the observed mean papilloma counts are dashed, the 
plots of the mean papilloma counts expected under the fitted model are solid. The expected mean 
papilloma counts are calculated using the maximum likelihood estimates. 
interpretation were discussed thoroughly (KOPP-SCHNEIDER & PORTIER, 1992). Figure 4 
shows the observed aod expected time to carcinoma occurrence for the 10 week and 
the 40 week promotion group. This fit is unsatisfactory and it shows that the MVK 
model cannot be used to explain both papilloma and carcinoma formation if all 
papillomas are assumed to be premalignant lesions. 
One possible explanation for the Jack in correspondeoce is that the papilloma population 
could be heterogeneous, some papillomas being terminally beoign and others being the 
precursor lesions for cancer . The detailed discussion of this modification of the MVK 
model would exceed the scope of the present manuscript. In essence, this modification 
would not amend the fit of the model: although carcinoma occurrence would be 
explained, more papillomas would be expected at the end of the experiment than were 
actually observed. The complete analysis of the data with a thorough discussion of the 
reasons for the failure of the MVK model in this case and the analysis of this modification 
of the MVK model can be found in KOPP-SCHNEIDER & PORTIBR (1994b). 
In summary, the analysis shows that the MVK model is not suited for data from both 
benign and malignant tumor counts from a mouse skin painting study with initiation/pro-
motion and a stop-promotion phase and other models should be considered for t his 
type of data. 
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Figure 4: Plot of the Kaplan-Meier estimate of the cumulative distribution function of carcinoma 
occurrence versus the expected cumulative distribution functions of carcinoma occurrence for the 
10 week and the 40 week promotion group. The plots of the observed cumulative distribution 
function are dashed, the ·plots of the cumulative distribution function expected under the fitted 
model are solid. Tbe expectedl cumulative distribution functions a re calculated using the maximum 
likelihood estimates. 
Conclusion 
Mechanistic models of carcinogenesis have been propagated as a powerful tool for risk 
assessment superior to purely statistical models. One point to Stress in this contribution 
is that in cases where the exact mechanism of carcinogenesis is unknown, the application 
of mechanistic models to tumor incidence data (and similar data such as cause-specific 
mortality data) is nothing more than curve fitting. The model can then be used for 
interpolation between different <lose groups, but extrapolation outside the range of 
experimental <loses is as speculative as extrapolation for models without mechanistic 
interpretation. 
lt should be noted that the use of cell kinetic models for inference about the dose-response 
relationship involves not only the knowledge of the mechanism of carcinogenesis bu t 
also the functional relationship between dose and the different rates in the model. Cell 
kinetic models consist of two components: on one hand, they describe the structural 
properties of tbe process of carcinogenesis such as tbe number of critical events necessary 
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for malignant transformation, and the bebaviour of the cell populations that are involved; 
on the other hand, the model involves parameters which are critical to the shape of the 
dose-response curve. The key assumption in tbe use of cell kinetic models for low-dosc 
extrapolation is that the rates change with the dose. Assumptions about the functional 
relationship between dose and rates may lead to models as arbitrary as purely statistical 
models, only that the cell kinetic models are disguised as being biologically based. 
In this manuscript we showed by a statistical analysis that based on current tumor 
incidence data there is virtually no ability to distinguish between two widely used models 
of carcinogenesis, the AD model and the MVK model. Enormous study sizes and precise 
observation of tumor onset times would be required to distinguish between those models. 
But one may use statistical methods to reject a model on the basis of experimental data: 
Using data from a well-designed experiment allowed us to reject the MVK model for 
the particular situation of mouse skin painting experiments using the chemical s ubstances 
DMBA and TPA. 
In summary, the role of mechanistic models of carcinogenesis for risk assessment purposes 
should not be overstated. F or low-dose extrapolation they are just as useful as statistical 
models or model-free approaches. However, the structural component of cell kinetic 
models is useful for the investigation of the mechanism of carcinogenesis and for the 
development of new experimental designs. 
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Zusammenfassung 
Das multipath/multistage Modell der Karzinogenese führt die Konzepte der multihil und 
multistage Theorien in ein Modell zusammen. Daraus ergibt sich ein Modell, in dem mehrere 
Pfade zu Krebs führen. Die biologische Plausibilität dieses mathematischen Konstrukts 
und Daten, die es unterstützen, werden beschrieben. 
Abstract 
The multipath/multistage model of carcinogenesis fuses the concepts of the multihit and 
multistage theories into one cohesive model, which in turn results in a model where there 
are multiple pathways leading to cancer. The biological plausibility of this mathematica/ 
construct and the data that support it will be described. 
lntroductlon 
Biologically-based mathematical models ofcarcinogenesis have been used for quantifying 
cancer risks for approximately forty years. T hese models are used to understand the 
mechanisms of carcinogenesis and to determine reasonable margins of safety for exposure 
to carcinogens. By capturing the biological aspects of carcinogenesis within the framework 
of the mathematical model, a better understanding of the carcinogenic proce-ss may be 
provided. In addition, it is important to have an accurate model when extrapolating to 
exposures (doses) observed in the human population since predictions from these models 
may vary dramatically. T hus, satisfactory fit (if goodness-of-fit can be assessed) and 
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biological plausibility are key issues in determining the appropriateness of a mathematical 
model. 
There are two basic concepts that have been used in describing the ev,ents leading to 
carcinogenesis: hit theory and multistage theory. The biological hypothesis behind the 
hit theory of carcinögenesis is that a cell must be damaged a certain number of times 
before it loses growth control and becomes tumorigenic. The damage to tbe cell is 
thought eo be caused by particles of the carcinogen hitting ehe nucleus of the cell. The 
damage incurred is dependent on the number of hits the cell receives and the dose of 
the carcinogenic agent. A majority of the literature on hit theory modelling comes from 
tbe area of biopbysics where interest has centered on the interaction between radiation 
particles and target cells with respect to survival. Hit theory directly related to modelling 
tbe process of carcinogenesis has a limited history (IVERSON and ARLEY, 1950; RA1 and 
V AN RYZIN, 1981). 
The multistage theory of carcinogenesis also assumes several events leading to cellular 
damage, however these events must occur in a particular sequence. This theory was 
initia lly conceptualized by MULLER (1951) and NORDUNG (1953) from the observation 
that for some carcinomas the cancer iocidence rate rapidly increased with increasiog 
age. Multistage theory continues tobe a popular concept since current biological evidence 
suggests that genetic changes usually occur in a specific order (BARRETT and WISEMAN, 
1987). 
The history of carcinogenic modelling can be described as a hierarchy o{ models within 
a respective framework, i.e. hits or stages. Generally, each newly developed model 
encompasses the previously developed models. Thus, mathematical models attempt to 
include the evolution of biological evidence in cancer biology. 
The multipath/multistage model incorporates the concepts of hits and stages into a single 
framework. This model encompasses most carcinogenic models developed thus far and 
allows for the investigation of more complicated models. In essence, the multipath/multi-
stage model is a generalized model of carcinogenesis which should allow us to compare 
multihit and multistage models by restricting the parameter space (SHERMAN, 1994). 
The Two-Path/Two-Stage Model of Ca.rcinogenesis 
In fusing the hit theory and multistage theory of carcinogenesis, 1t 1s 1mportant to 
understand the notions of stages and !hits in the context of the multipath/multis~age 
model. Stages will be defined as necessary events for carcinogenesis that must occur 
in a specific order. Conversely, hits are defined as events that bave no specific 
ordering and no direct bearing on carcinogenesis, however, they may augment the rate 
at which a stage occurs. Consequently, by definition, hits yield alternative pathways to 
cancer. 
Figure l displays a two-path/ two-stage model of carcinogenesis. There are two possiible 
paths for a normal cell to be transformed into a malignant cell: 
(1) Anormal cell may undergo two mutational events: transformation from the normal 
state to stage-one without mutation A (rate µ 1 (t)) and then transformation from 
stage-one without mutation A to the malignant state (rate µ 2 (t)). This is the most 
direct path to carcinogenesis where two stages are traversed. 
(2) Anormal cell may undergo three mutational events: transfromation from the normal 
cells to hit A cells (rate µA (t)), transformation to stage-one with mutation A (rate 
µA1 (t)), and then transformation to the malignant state (rate µA2(t)). 
For the model shown in Figure l (and all classes of semi-stochastic multipath/multi-
stage models), the growth of normal cells is assumed to be deterministic. In the 
context of the model, it is assumeci that the number of normal cells at any time t is 
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Fig. 1: Two-path/ two-stage model of carcinogenesis. in this model, mutation rates are denoted 
by µi(t), birth rates are denoted by ßi(t), and death/differentiation rates are denoted by oi(t). 
All rates are expressed as number of events per cell per unit of tnme. All rates may be related to 
dose and age. 
constant. Stage-one cells without mutation A, hit A cells, and stage-one cells with 
mutation A are assumed to undergo growth kinetics via a linear birth-death process. 
A linear birth-death process implies that the rate of ceU growth is proportional to 
the number of cells in the tissue. Further modelling assumptions are that the birth-death 
processes and mutation processes are stochastic and independent of one another. In 
addition, each cell acts independently of other cells. These assumptions imply that this 
mathematical model portrays the process of carcinogenesis as a Markov process. A 
Markov process describes the fate of any cell at time t as depending only on the present 
state of the cell at time t and not on the past history of that cell. More precisely, this 
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model may be described as a continuous time multiple branching process since stage 
cells and hit cells implement growth kinetics that spawn birth-death processes from 
whi<.:h lhe prugeny form bran<.;hing pru<.;esses. 
In a modelling context, Figure 1 is a three-stage model added to a two-stage model 
since hits and stages are mathematically indistinguishable. However, biologically this is 
not simply a three-stage model added to a two-stage model, but a construct based on 
some observations regarding cerlain carcinogenic mechanisms. Because the hit A cells 
still lead to initiated cells, this state does not really constitute a stage by the definition 
given above. The hit A cell state reflects the definition of a hit since passage through 
this state in moving to the initiated state is not required, but does allter the overall 
mutation rate. 
To relate the model in F igure 1 with current biological theories, consider the roles of 
oncogenes and suppressor genes in tumorigenesis. HARRIS and HOLLSTEIN (1993) suggest 
that the critical event in carcinogenesis is the deactivati.on of a tumor suppressor gene. 
In the figure, this deactivation would constitute stage-one. One possible role of an 
activated oncogene (hit A) would be to increase the changes of deactivating a suppressor 
gene by destabilizing the cell (either directly or through increased mitogenesis). Tbus, 
there would be two pathways to carcinogenesis : the rare pathway of direct deactivation 
of a suppressor gene (stage-one) followed by a second mutation to the roalignant state; 
and the preferred pathway of going through oncogene activation (hit A cell s tate), then 
traversing stage-one into the malignant state. In this scenario, oncogene activation is 
not necessary to the actual carcinogenic mechanism, however its importance lies in 
promoting the deactivation of a tumor suppressor gene. 
Data Supporting the Multipath/Multistage Model 
Jnitially, mathematical models of carcinogenesis were developed to describe the incidence 
of certain cancers in various populations (ARMITAGE and DOLL, 1954, 1957; NEYMAN 
and Scorr, 1967, MooLGAVKAR and VENZON, 1979). These models were further developed 
to incorporate the evolution in knowledge of the cancer process and have been 
implemented to describe the incidence of tumors observed in long-term animal carcino-
genicity studies (GART et al., 1986; KODELL and NELSON, 1980). Current experimental 
research in cancer has moved beyond solely collecting tumor incidence data. Experi-
menters are able to obtain more sophisticated data that describe the mechanisms of 
carcinogenesis through a variety of experimental designs, i.e. initiation-promotion, 
start-stop dosing regimens, etc. The data collected from these experiments may include 
multiple stained enzyme-altered premalignant and malignant focal lesions, labelling 
index, and other biomarkers. SCHWARZ et. al. (1989) have observed the heterogeneity 
between single phenotype lesions and multiple phenotype lesions (multiple stained lesions) 
in experiments where enzyme-altered foci were obtained from rat liver. A single-path 
process (multistage model) is not adequate to describe their observations, and a multipath 
model is more appropriate. Furtber experimental evidence in support of the multi-
path/multistage model is found in the work of BANNASCH (1988). Observations in human 
colon carcinogenesis (FEARON and VoGELSTEIN, 1990) a lso point to multiple pathways 
for the process of cancer. 
To improve the mathematical modelling of carcinogenesis, we need to expand the use 
of additional experimental information beyond tumor incidence data alone. Additional 
data will allow for !arger and more sophisticated models that more closely parallel 
current cancer hypotheses. ln turn, these models may increase our understanding of the 
process of cancer. 
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Zusammenfassung 
Physiologisch begründete Pharmakokinetische Modelle ( PB-PK Modelle) haben in 
jüngerer Zeit das besondere Interesse von Toxikologen, Epidemiologen und Statistikern 
gefunden, die sich mit quantitativen Methoden der Risikoabschätzung befassen. Mittels 
ihrer läßt sich die Konzentration einer karzinogenen Substanz im Zielgewebe berechnen 
und eine Reihe wichtiger physiologischer und metabolischer Prozesse quantitativ fassen. 
Man erhofft sich eine genauere und bessere Bestimmung der am Zielort wirkenden biologisch 
aktiven Dosis. PB-PK Modelle stellen somit ein Bindeglied dar zwischen Exposition und 
pharmakodynamisch orientierten Tumorinzidenzmodellen. Somit sind sie Teil einer Revision 
der Methodik quantitativer Risikoabschätzung mit dem Ziel, die Extrapolation vom Tier 
auf den Menschen und daraus abgeleitete Grenzwerte durchsichtiger und nachvollziehbarer 
zu machen. Nutzen und Anwendungen von P B-P KM ode/len werden gezeigt und exemplarisch 
far die Risikobeurteilung von Dioxinen dargestellt. Schließ/ich werden statistische Fragen 
bei der Lösung von Systemen von nichtlinearen Massengleichgewichts~Dijferentialglei· 
chungen und Probleme der Sensitivität und Ungewißheit ihrer Lösungen besprochen. 
Summary 
Physiolog ically-based pharmacokine tic models (PB· P KM odels) haue become of increasing 
interest in quantitative risk assessment for tissue dosimetry, determination of metabolic 
rat es, and description of tissue interactions and protein inductions. P B-PK models describe 
processes occuring in the organism directly ajier exposure and permit the prediction of a 
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biologically effective dose. PB-PK rnodels represent the i11te1face between exposure models 
and pharmacodynamic tumor-incidence models and are part of a revised approach to 
quantitative risk assessment . Transparency is introduced into procedures which extrapolate 
/rom animal clata to human exposure Levels. Applications of PB-PKMs are reviewed to 
demonstrate their use in cancer risk assessmentfocussing on dioxins. Statistical chal/enges 
arise when solving sys1ems of non-linear mass-balance differential equaLions, estimating 
unknown mode/ parameters and assessing sensitivity and uncertainty of the mode/ 
predictions. 
1. lntroduction 
The use of physiological pharmacokinetic modelling in quantitative cancer risk assess-
ment is motivated by the hope that it will improve the quality of risk assessment 
considerably. Cancer risk assessment is burdened by the complexity of chemical 
carcinogenesis which makes it extremely difficult. Part of that complexity originates 
from the fact that there are first stage processes (exposure ~ absorption ~ distribution) 
followed by biochemical alterations possibly followed by reversible and, finally, 
irreversible tissue alterations before the ultimate steps of cancer induction and progres-
sion occur. 
Cell kinetic models such as the two-stage model of clonal expansion have been used for 
describing the steps of tumor formation using mutation and cell growth rates (see 
KOPP-SCHNEIDER, 1994 in this volume). Obviously, there is a common understanding 
that risk assessment has to account for the multistep behavior of carcinogenesis. Each 
step has to be modelled. Pharmacokinetic principles fit well to the early first steps of 
the carcinogenic process, which are absorption, distribution, metabolism and elimination 
of chemicals. F urthennore, they are useful to describe the temporal concentrations of 
the parent compound or its biologically active form. Therefore, physiological pharmaco-
kinetic modelli_ng should as much as possible be based on realistic biological mechanisms. 
PB-PK models are particularly useful for the prediction of <loses of biologically active 
forms at target tissues irrespective of the exposure pathway, and for their application 
to very different mammalian species, including humans. T he last ten years have shown 
considerable activity in constructing and applying physiologically-based pharmacokine-
tic models for the description the phannacokinetics of toxic chemicals and for an 
improvement of cancer risk assessment by better tissue dosimetry. 
2. The Role of Physiologicafly-Based Pharmacokinetic Models in Risk Assessment 
Pharmacokinetics provides the natural interface between environmental agents (air, 
water, soil, food etc.) affecting organisms and the targets (skin, inner organs, immune 
systems, neurological target etc.). Use of external exposure levels (administered <lose) 
in a dose-response model for tumor induction can lead to biased risk estimates when 
the relationship between the exposure level and the biologically active concentration at 
the target tissue is non-linear. Note that, repair or detoxification processes can result 
in a sub-linear (convex) re lationship between the effective and the administered <lose 
which implies a sub-linear dose-response relationship. In that case, a linear approxima-
tion would overestimate the risk. On the other band a super-linear (concave) relationship 
would underestimate risks (LUTZ & DEDRICK, 1987). Low dose extrapolation requires 
pharmacokinetics, however, also route extrapolation, time extrapolation and interspecies 
extrapolation such as from animals to humans. The PB-PK model serves as an interface 
between exposure aod the pharmacodynamics of tumor-incidence. F ig. l exhibits a 
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Comprehensive Approach to Risk Assessment 
ANIMAL Model HUMAN Model : Allowed Ri,sk = r* 
Dose of designed expcriment Estimated dose of allowed exposure 
d RsD(r*) 
Physiological Pharmacokinetic Model Physiological Pharmacokinetic Model 
PB-PK M PB-PK M 
EITective Dose EITective Dose 
E(d) E(d*) : d * = E-1 (RsD(r*) 
II il' 
P luirmacodynamic I 111erface Pharmacodynamic Interface 
J!, II 
Tumor lnc idencc Model: T IM-Animal ) Tumor lncidcnce Model : TIM-Hum 
P(d) = P(E(d )) P(d*l = P(E(d*)) E* = P·1(r*l = RsD(r*l 
TIM==> Biolo11irnlly-based Mecha11i.1·1ic Model ofCaffinogenesis 
Usually: Tl M-Animal = TIM-Hum. 
Often: PB-PK M (Anima!)= PB-PK M (Human) 
Figure 1: Comprehcnsivc model of risk assessment combining two PB-PK models. On the left, 
the biological effective dose E(d) is determined by the PB-PK Model for an animal species as a 
function of the administered dlose d. The dose-response relationship P(d) is then obtained from a 
Tumor-Incidence Model (TIM) which models incidence as a function of E = E(d) : P(d) = P(E(d)). 
That TIM should be based on biological mechanisms for its extrapolation to humans. The right 
part of the scheme shows the determination of a risk specific dose RsD(r*) given an allowed risk 
r*. For its calculation the opposite route has tobe followed: starting from the tumor risk r* an 
allowed effective dose E* is obtained using the inverse of P and from E* an allowcd cxposurc dosc 
d* is obtained using the inverse of the function E, which is determined from a IPB-PK model for 
humans 
comprehensive view ofthat role of PB-PK modelling in risk assessment using mechanistic 
principles. 
PB-PK models are more realistic since they focus on real anatomical body characteristics 
and include so important physiological features such as blood flow and tissue perfusion. 
Furthermore, a PB-PK model can account for clearance, metabolism, binding and 
partitioning, and various transport mechanisms. The remarkable geometric and topologi-
cal similarity in anatomy and physiology of mammalians is the basis for interspecies 
extrapolation. Basic principles of PB-PK modelling were laid down by TEORELL (1937). 
The breakthrough came with the development of PB-PK models for chemotherapy 
research, only to mention the investigation of the cytostatical drug methotrexate 
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(BiscHOFF et al„ 1971). U se for cancer risk assessment was initiated by (LUTZ et al. 
1977). A PB-PK model investigated recent ly for the risk assessment of dioxins to be 
discussed below in some more detail is shown in Fig. 2. Other successful applications 
of PB-PK models concemed a number of volative as weil as non-volative hazardous 
agents, see e.g. ANDERSEN et al. (1993) and the commented bib liography of EDLER & 
RAUSCH (1994). 
3. Construction and Solution of a PB-PK Model 
The basic elements of a PB-PK model are the compartments with the interconnecting 
flow structure, the description of each ind ividual compartment and the mass-balance 
equations defining the dynamics of evolution in time. Basic properties a re described 
below (for more details see EDLER, 1992a). 
COMPARTMENTS are primarily the body regions determined by the anatomy and 
physiology. Certain parts of the body can be considered together as 011e compartment. 
Standard compartments a re the Jiver, richJy perfused organs (adrenaJs, kidneys, thyroid, 
gray matter, white matter, heart), slowly perfused organs (muscle, red marrow, Jean 
subcutaneous tissue, skin) and fat. The gastrointestinaJ tract, Jung or skin may represent 
compartments describing the exposure pathway. Sometimes, subcompartments are 
needed to describe protein binding or DNA binding. Within a compartment it is 
important to define the bindiog of the substance. Often it is assumed that the 
compartment membrane is not rate limiting, so that the en trance of tl1e substance into 
the compartment is onJy flow limited (perfusion modeJ). 
The two importaot CIRCULA TIONS are the blood flow and the air flow. lt is not 
always realized that there is an implicit assumption about the time scales namely that 
the time of observation is ]arger than the mean circulation time of the blood (e.g. l min 
in humans) and that the mixing in blood has to be sufficient to enable the assumption 
of a uniform concentration . 
MASS-BALANCE: The dynamics in time is determined by the mass-balance equations 
which have to account for the influx, efflux, binding and removal of the chemical in 
the compartment. Linear binding in a compartment is based on the concept of partition. 
Hence, the concentration of venous bJood CV Jeaving the tissue is reJated to the tissue 
concentration C by the equation CV = C/R , where R denotes the so-called partition 
coefficient. Major endpoints are either the concentration C = C(t) or the amount 
A = A(t) = Vx C(t), where V denotes the volume of the compartment. 
MODEL PARAMETERS: Partition coefficients, volumes an<l flow rates are the basic 
anatomical and thermodynamical parameters of the PB-PK model. Others are reJated 
to transport, metabolism and clearance or to specific biochemical processes. As an 
illustration, model parameters of the PB-PK model in Fig. 2 are listed in Table 1 fo r 
rats and humans. 
4. PB-PK Models for the Risk Assessment of Dioxins 
Risks caused by environmental or occupational exposure to d ioxins have been a major 
concern for puhlic health in Western countries and have induced epidemiological and 
experimental studies (see e.g. BENNER et al., 1994, PORTIER et al. , 1993). PB-PK models 
were used to base the dioxio risk assessment on much more realistic grounds than with 
the previously used linear low <lose extrapolation and allometric animal-to-human scaling 
methods. PB-IPK models were used to ohtain a real istic bio logically effective dose. At 
first, tetradichlorodibenzo-p-furanes (TCDF) - a polyhalogenated aromatic compound 
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LIYER : VL,QL,RL 
KAD 
KA 
Figure 2: The PB-PK Model proposed by LEUNG et al. (1990) for the risk assessment of dioxins. 
The model consisls of the BLOOD compartment and fo ur lissue compartments: LIVER, rit:hly 
perfused (VISCERA), slowly perfused (MUSCLE/SKIN) and FAT. In comparlment i we denote 
by Vi the volume, by Qi the blood tlow rate and by Ri the respective partition coefficient. Note 
that QB in BLOOD is a cardiac outputequa·1 to the sum of the four flow rates QF + QS + QR + QL. 
Dioxin enters the body orally with absorption parameter KA and is d istributed between blood 
flow and the blood entering the liver at a ratio KAB. In the liver, dioxin can bind non-linearly to 
a cytosolic protein (Ah-Receptor) witb binding constants BCYT and DCYT and to a microsomal 
protein with binding constants DMIC and BMICO/BMICI. The cytosolic protein is able to induce 
Aryl hydroxyhydrolase (AHH) with induction constants AHO and VAH. Excretion of dioxin occurs 
from the liver with the rate KM 
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Table 1: Model parameters for the applicalion of the PB-PK model of LEUNO et al. (1990) to 
Sprague Dawley rats and tentatively to humans. Notice, that because of lacking informalion 
biochemical parameters have l:>een extrapolated from rats to h umans. See F ig. 2 for the definition 
of the parameters 
Sprague-Dawley Rats Humans 
1. Bw body weight 0.3 kg 70 kg 
2. QB cardiac output 5.74 litcr/hour 342 l/h 
3. QL flow rates 1.43 1/h 961/h 
4. QF 0.29 l/!h 18 l/h 
5. QS 1.091/h 93 l/h 
6. QR 2.93 l/h 1351/h 
7. VB volumes 0.015 liter 6.48 1 
8. VL 0.0151 1.82 1 
9. VF 0.033 1 13.3 1 
10. VS 0.21 1 43.4 1 
11. VR 0.012 1 3.5 1 
12. RL partition coefficients 20 25 
13. RF 350 300 
14. RS 40 30 
15. RR 20 10 
16. KA absorption 0.2 1/ h 121/h 
17. KM excretion/meta bolism 2.871/h 0.3 1/h 
18. KAB blood/ liver distr. 2.5 1.0 
19. BCYT cytosolic binding 0.054nmol 
20. DCYT 0.015nM 
21. BMICO microsomal binding 25 nmol 
22. BMICI 175 nmol 
23. DMIC 7nM 
24. AHO AHH-induction. 0.7 nmol/ (min x gram) 
25. VAH 27.5 nmol/ (min x gram) 
and rclated to tetradichlordibenzo-p-dioxins (TCDD) was studied for the rat, mouse, 
monkey, and guinea pig by BIRNBAUM et a l. (1980) and by KING et a l. (1983). They 
shöwed the existence of a first order hepatic metabolism and concentration dependent 
partition coefficients. TCDD was modelled later for the rat, mouse, and human. Whereas 
the TCDD-model of KlSSEL & ROBARGE (1988) was sirnilar to the earlier model of KING 
et al. (1983), the models of LEU 'G et al. (1988) assumed dioxin Sequestration in the liver 
due to high affinity binding proteins. The model allowed also microsomal enzyme 
induction and the induction ofthe binding proteins. A formal mathematical presentation 
of the mass-balance differential equations was given in EDLER (1992 b). Their solutions 
are easy to obtain (see Figure 3 for some major tissue concentrations). 
5. Statistical lssues 
If all model parameters for a PB-PK model are known, one can calculate the 
concentration endpoints straightforwardly by the numerical solution of the differential 
equations. Sta tistical considerations become necessary when the model fit has to be 
assessed. Three topics will be addressed next. 
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Figurc 3: Solution of thc Mass-ßalance Di!Terential Equations of the 
Pß-PK Model. For thc modcl of Fig. 2 the concentrations of dioxin 
in the blood (n), in the liver (b), (c) in the veneous blood in the liver, 
and (d) in thc fa1 companment arc shown for a two week 1imc intcrval 
whcn animals an: doscd at live days per weck. Thc unil on 1hc ordinalc 
is in 11g,lkg nnd J n 1hc absL.issa in days 
9 10 ll t2 1l '4 
tn1t tn r.gon 
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MODEL FIT: ldeally, wfuen all parameters have been determined in independent 
experiments, one can assess the fit of the calculated concentrations to measured values 
by goodness-of-fit tests. Assuming a statistical model, predicted and observed conceutra-
tion values would be compared using a test-statistic and if the model is rejected the 
reasons could have been either wrong model parameters or - more seriously in terms 
of modelling - a wrong model. Unfortunately, in most applications, not all model 
parameters can be determined but have to be approximated roughly or have to 
be estimated during the model fit. Then the same data are used for estimating 
model parameters and for judging the model fit which becomes a serious statistical 
limitation. 
UNCERTAINTY: However, eveo if model parameters have been determined in 
independent experiments there remains a oonsiderable amount of uncertainty in those 
values, causing uncertainty in the endpoints as weil. These statistical issues are discussed 
in EDLER (l992b) and EDLER & PORTIER (1992). The analysis of uncertainty can be 
extended to tbe whole process of risk assessment of Fig. 1. Such an analysis was performed 
for methylene chloride by PORTIER & KAPLAN (1989) with a Monte Carlo type analysis 
applied to the calculation of lifetime cancer risk. lt revealed an increase in variability 
of risk estimates. The increase of variabifüy is a direct consequence of the refined 
modelling and the fact that variation of all or of most of all model parameters is allowed. 
Refined modelling results in more realistic estimates of trne population variability of 
risk estimates which has previously been neglected. Related analyses have been performed 
by Bois et al. ( 1990) and HA TTIS et al. ( 1990). 
SENSITIVITY: Analysis of sensitivity relates changes of the model endpoints to 
changes of the model parameters and is related to error propagation. Its main objective 
is the identification of sensitive model parameters. We identified in the PB-PK model 
of Fig. 2 the elimination rate as most sensitive parameter for the tissue concentration 
(EDLER & PORTIER, 1992). 
6. Discussion 
The utility of PB-PK models for risk assessment results from their ability to relate the 
level of environmental chemicals to target tissue <loses. They have been used to estimate 
tissue levels of the parent substance and to determine rates of metabolism and related 
processes. The improved approximation of the biologically effective dose and the 
opportunity of a more realistic interspecies extrapolation are the most important 
contributions of PB-PK models in carcinogenesis. But this solves only a part of the 
problem of cancer modelling and its impact should not be overestimated. The review 
above showed the benefit of using PB-PK models for the tissue dosimetry and for risk 
assessment in total. The recent intensive use of pharmacokinetic modelling clearly 
demonstrates its advantages. Another aim was to show that the construction of a PB-PK 
model is technically quite easy. But a realistic model requires sound knowledge 
of anatomy, physiology, clearance, metabolism, thermodynamics and transport me-
chanisms in mammals. Out of a number of applications in risk assessment the problem 
of dioxins was chosen. In that example, an adequate dose parameter has still not been 
identified. Is it a concentration in some compartment, an induced protein, a trans-
criptional activity or has it to be calculated from induced enzymes and their effects? 
More applications of PB-PK models are needed. 
lt should be noted that a PB-PK model can only describe a few steps of toxic processes, 
namely those between exposure to exogeneous agents and the target approaches of those 
agents. Intracellular actions can be moddled in the same way, as was demonstrated 
with the dioxin model of KoHN et al. (1993) where a number of ch:emical reactions 
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(activation, detoxification, receptor-ligand binding, enzyme inductions) were directly 
implemented in a set of differential equations connected with those of th.e primary 
PB-PK model. When processes have to be modelled stochastically, analytical solutions 
become extremely difficul t. 
Future developments will have to account for progresses in molecular dosimetry. 
Modelling accumulation and removal of DNA adducts has been suggested. Other dose 
parameters are of genetical origin. T he use of the p53 tumor suppressor gene (e.g. 
mutated in 70% of colo-rectal cancers, 50% of lung cancer and 40% of breast cancer) 
has already been suggested as the molecular dose (HARRIS, 1993). Different carcinogens 
seem to cause different characteristic mutations of the p53 gene. Dosimetrie endpoints 
may be the number of macromolecular adducts, cytogenetic properties or mutational 
spectra. Extensions of PB-PK models by mechanisms of molecular biology are needed, 
but also more information obtained from further experiments. The correct design and 
the correct use of it should both be guided by statistical reasoning and data analysis. 
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Zusammenfassung 
Eine grundsätzliche Aufgabe der Toxikologie ist die Risikoabschätzung potentiell schädigen-
der Chemikalien. Risikoabschätzungen basieren hierbei auf Tierexperimenten in vivo und 
in vitro. 
Dienen Tiere als Modelle für das menschliche System, so ist die Extrapolation des im 
Tierexperiment beobachteten Risikos auf die menschliche Situation ein kritischer Schritt. 
Um bei einer solchen Extrapolation folgenschwere Fehler zu vermeiden, muß sowo'1/ die 
Toxikokinetik des speziellen tierischen Testsystems (einschließlich Aufnahme, Verteilung, 
Elimination und Metabolismus der Chemikalien), als auch die interspezifischen Unter-
schiede zwischen unterschiedlichen Tieren berücksichtigt werden. 
Zur Charakterisierung und Quantifizierung einzelner Kinetiken wird das deterministische 
Zwei-Kompartiment-Modell diskutiert und am Beispiel nichtinvasiver toxikokinetischer 
Inhalationsexperimente an Ratten dargestellt. Das Modell wird durch ein Differentialglei-
chungssystem charakterisiert, dessen Lösung Konzentrations-Zeit Funktione11fiir die Kom-
partimente liefert. Die toxikokinelischen Parameter werden über Nichtlineare Regression 
geschätzt. Schließ/ich wird die Variabilität innerhalb und zwische11 Individuen betrachtet 
und über Populationsmodelle mit zufälligen Effekten beschrieben. 
Summary 
Risk assessment of potential/y harmful chemicals is fundamental in toxico/ogy. Thorough 
research depends on investigations with animals in vivo and in vitro. 
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When animals serve as models of human systems, a critical step is extrapolation from 
the risk observed in the experimental animals to the risk associated with human 
organ.isms. To avoid wrong decisions the researcher must con.sider both toxicokin.etics 
in specific experimental an.imals (including uptake, distribution., elimin.ation., and metabo-
lism of the chemicC1ls) , CIS weil CIS interspecific differences among various animals. 
In order to characterize single kinetic processes an.d to estimate their parameters, the 
deterministic two-compartment modelling is discussed and exemplified by non-invasive 
toxicokinetic inhalation experiments with rats. These models yield systems of differential 
equations which result in concentration-time functions for the compartments. Nonlinear 
regression is used to estimate to toxicokinetic parameters. Finally, variations within and 
between individuals are considered, an.d described by a population mo.del with random 
parameters. 
1. lntroduction 
Risk assessment of potentially hannful chemicals is fundamental in toxicology. Thorough 
research depends on investigations with animals in vivo and in vitro. 
When animals serve as models of human systems, a critical step is extrapolation from 
the risk observed in the experimental animals to the risk associated with the human 
organism. To avoid wrong decisions the researcher must consider both toxicokinetics 
in specific experimental animals (including uptake, distribution, elimination, and 
metabolism of the chemicals), as weil as interspecific differences among various animals. 
Today, physiologically based pharmacokinetic models s.erve as a basis for species 
extrapolation. 
Animals have immensely complicated and interconnected systems and subsystems, all 
with complex biochemical and physiological functions. Experimental desigo aod 
evaluation should account for the complexity of the system under study, although such 
accounting is not always thorough or even possible. The researcher must acknowledge 
discrepancies between practical experimental design and theoretical accuracy. lf physio-
logically based pharmacokinetic models are used in the process of risk assessment, they 
require information about the inherent kinetic processes and estimates about their 
characterizing parameters. This paper is especially concerned with the problem of 
estimating these parameters. The development and application of statistical methods 
for this purpose offer a means to account for the common discrepancies found in the 
analysis of toxicokinetic models. 
In order to be brief, neither the statistical analysis in the case of non-linear kinetic 
processes nor the arising problems concerning heteroscedast ic and auto-correlated errors 
can adequately be discussed in this article. However, it should be mentioned that in the 
case of non-linear kinetic processes the resulting system of differential equations is 
non-linear, too. Suchsystems can then be solved numerically using starting values and 
general techniques as, for example, Runge-Kutta methods. The numerical solution can 
be combined with an optimisation algorithm for improviog the starti111g values, where 
the procedure is continued until a convergence criterion is met. Furthennore, the 
non-linear system can be a pproximated by a linear system, and the estimated constants. 
are then interpreted as functions of the initial state of the system. 
2. Kinetic model for lwo compartments 
Compartmental modelling, including physiologica/ly based pharmacokinetic models, 
gene-rally suffers from the difficulty of controlling all relevant compartments by the 
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measuremenl of concentration. In the context of estimating lcinetic parameters multi-
compartment and physiological/y based pharmacokinetic models are often too complex. 
They are then decomposed to sub-unirs in a first step to get basic information. The 
two-compartment model yields an important approach to this problem. lt can be widely 
used for in vivo and in vitro experimentation. 
2.1 Example 
As an ex.ample, for volatile chemicals, the "closed chamber technique" as reviewed by 
FILSER ( 1992), allows i1westigation of kinetics of volatile substances in vivo. T his 
technique is based on a closed inhalation chamber where during tbe expos ure period 
the atmospheric concentrations of the substance are measured. 
In the inhalation chamber, the exper imental animals are exposed to the substance of 
interest (gas or vapours) . The exhaled C02 is absorbed by soda lime, and its volume 
is replaced by pure oxygen. At the beginning of eacb experiment, the test material (gas 
or vapour) is injected into the chamber. In the course of time, the cha nge of the 
atmospheric concentration within tbe chamber is measured by gas-chromatographic 
means. The experimental data result from measurements at different timc-points. Due 
to tbe way of application, the actual concentration in tbe inhaJation chamber a t the 
beginning of each experiment, i.e. at zero time is not exactly known. In lhe course of 
time, thc concentration y of the test compound declines in the atmosphere. This decline 
is due to the interaction with the orgarusm, if chemical interactions with the soda lime 
are ruled out. Special interest is given to the kinetics governing these processes. 
In the case of overall first-order kinetics, eacb partial process can be characterised by 
one rate or velocity constant k, for example k 12 for the uptake, k21 for the exhalation, 
and kc1 for lhe metabolic elimination. First-order kinetic processes operate as 
. dy1(t) 
Y1(t) = -- = k · y1(t) . dt 
Denoling J1i the volume of compartment i, the resulling model described by two 
compartments and three partial processes is represented in Figure 1, a nd is de-
picted as follows: In the infinitesimal time interval [t, t + dt) the amount of material 
Figure 1: Two-compartmcnt block model in the case of metabolic turnover 
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{k12 · V1 · y 1 (t) · dt} passes from compartment 1 into compartment 2 and the amount of 
material {k21 · V2 · y2 (l) · dt} passes from compartment 2 into compartment 1. The 
amount {k.1 • V2 · y2 (t) · dt} is eliminated directly, or by metabolic processes. 
The rates of change in the quantity of material in the compartments are given by the 
system of differential equations 
or 
Vl dyi (t) = k V ( ) k V ( ) - i2 · 1 · Y1 t + 21 · 2·Y2 t 
dt 
dy2(t) 
V2 -- = +k12 · V1 · Y1(t) - (k21 + k.1) · V2 · Y2(t) 
dt 
dly 1 (t) 
dt 
= ' y(t) = Ay(t) 
dy2(t) 
dt 
with the notation 
A== (-k12 a2·k21 ), 
0'.1 . k12 - (k21 + k.,) 
y(t) '= [yl (t), Y2CtW . 
The matrix A is regular (of full rank) and the deterministic solution my be obtained 
using Laplace-Transformation or matrix-theory. The solutions to the quadratic equation 
det (A - Je · /) = 0 yield the eigenvalues of the matrix A 
with 
and 
}, l + Ä.2 = -(k12 + k11 + k.,). 
Assuming no compound being present in the organism at the beginning of the 
experiments, the initial state of the system is y(O) = [y1 (0), Of, and the solution writes 
y(t) = e·"' y(O) with 
Yl(t) = Yi(O) {(k + }, )e'"' - (k + J.. )e;·•'} (Ä1 - Ä.2) 12 1 12 2 
and 
3. A statistical stralegy for first-order kinetics 
In the present example of experimental design, let the biological system under view be 
exposed to a variety of n initials concentrations y 1,..(0) •= y0111, m = 1, 2, „., n, in n 
individual experiments. Let the random variable Y,„i denote the concentration of the 
substance in the first compartment in the m-th experiment with initial concentration y0111 
at times ti, j = 1, 2, .. „ d ... and m - 1, 2, .. „ n. 
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The expectation value of Y„i, j = 1, 2, ... ,dm, is given by y 1(t1, km), where 
km:= [k12m, k21m, keim• Yo111f. Thus, the j -th measurement Ymi in thc m-th experiment is 
described by the statistical model Ymi = y 1 (Li, k..J + emi for j = l, 2, ... , dm and m = 
1, 2, ... , n, where the mcasurement errors emi are assumed to be uncorrelated with 
E(e'"1) = 0 and Var(e,,,) = a~„ This model is the basis of the practice in compartmental 
analysis of estimating the parameter vector k,,. by least squares, that is by minimising 
dm L {YmJ - Y1(t1, k,,,)}2 for m = 1, 2, .. „ n, 
j • I 
where k„, := (k12,,,, k2111„ f.01111, y0111)r and y,,,1 is the observed concentration in compartment 
1 at time t1. 
If corresponding software is available, the system of differential equations may be solved 
numerically, and estimates of the rate parameters can be obtained using faster 
optimisation algorithms. Methodologjcal problems may arise in connection with the 
number of experiments as a consequence of financial and ethical considerations. The 
models resulting from solutions of systems of differential equations arc non-linear. 
Therefore, numeric optimisation metbods have to be applied for estimating the 
parameters. Problemsare the choice of a suitable software, and the choice of the numeric 
technique where the partial derivatives might become an important factor. Curvature 
elTects are always problematic in non-linear curve-fitting as they may strongly influcnce 
the convergence of the technique and the quality of the estimates. A reparametrised 
model may reduce such curvature effects. In the presented model, the assumption of 
constant variances within each experiment can be extended to tbe much more typical 
case of heterogeneous variances and auto-correlated error structures in biological data. 
However, the most importanl problem is that most kinetic processes within biological 
systems are non-linear. 
As an example, Figure 2 shows actually measured concentration-time data in com-
partmen t 1 (squares) and tbe fitted curve in a single experiment with low initial 
concentration (panel a). The errors of the fit with sketched error structure (dashed linc) 
and 95% limits are shown in panel b. According to the solution of the difTerential 
equations, panel c shows the estimated concentration-time curve in compartmenl 2 fo r 
this experiment. For details see BECKA et al. (1992) and BECKA et al. (1993). 
4. Nonlinear mixed effects model for repeated measures data 
LtNDSTROM and BATES (1990) propose estimators for parameters in nonlinear mixcd 
effects models, which are a natural combination of least squares estimators for nonlinear 
fixed effects models and maximum likelihood (or restricted maximum likelihood) 
estimators for linear mixed effects models, and an empirical Bayesian approach is 
presented by RACINE-POON and SMITH (1990). 
A nonlinear mixed cffects model for the j-th observation on the i-th individual is dcfincd 
as 
i = 1, 2, ... , M , j = 1, 2, ... • 11; 
where ylJ is the j-th response of the i-th individual or the logarithm of a non-negative 
response, x11 is the predictor vector for the j-th response of tbe i-th individual, f is a 
nonlinear function of the predictor vector and a parameter vector <P1 of the length r, 
and e11 is a normally or log-normally distributed noise term for non-negative data such 
as concentrations. The parameter vector <1>1 can vary from individual to individual as 
cf>, = A; · ß + B1 • b, witb b1 ~ N(O, <12 · D), 
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Figurc 2: (a) Top panel: actually measured concentration-time data 
in compartment 1 (squares) and fitted curvc (solid line) for the estimates 
(±s.e.) ( 12 = 0.29 ± 0.004, ( 21 = 0.052 ± 0.011, k,, = 0.367 ± 0.063 
and y0 = 11.947 ± 0.021; (b) central panel: errors of the fit with 
sketched error s tructure (dashecl line) and asymptotic 95% limits; (c) 
bottom panel: estimated concentration-timc curvc in compartmcnt 2 
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where ß is a 11-vector of fixed population parameters, b; is a q-vector of random efTects 
such as important physiological traits associated with individual i, A1 and B1 are design 
matrices of size r x p and r x q for the fixed and random effects, and a 2 • D is the covariance 





Y1 = '11(<1>,) + e;' 
e; = 111(<1>;) = 
f(<l>1i xil) 
f (4>„ X12) 






D = diag (D, D, .... D), 
A = diag(A1iA 2, •.. , AM) 
the overall model is 
YI b,..., N(11(<1>),<J2 ·A), 
where 
5. Estlmatlon of ß and prediction of b 
17( cf>) = 
<I> = A · ß + B · b witb b ,..., N(O, fJ2 • D) 
b= , and A = 
When the matrices A and D are known and '1 is a linear function of ß and b, we have 
lf we define X = (Xi, xr .... ' X;ftf and z = diag (Z h Z 2 • ... 'ZM), the Standard estima-
tor for ß is the generali2ed least squares estimator 
and the empirical Dayes estiroate of b is the posterior mean 
Glin = bu.(B) = .6zTv- 1(y - xßu.(0)], 
where V = A + zjjzr and () contains the elements of D and the parameters in A. The 
estimate ß1111 and the prediction 61;0 jointly maximize the function 
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-1 
gun(ß, b 1 y) = - - 2 · (y - Xß - Zb)T A- 1 (y - Xß - Zb) 2 . (J 
- _1_. bTiJb 
2. (J2 
which for fixed ß is the logarithm of the posterior density of b (up to a constant) and 
for fixed b is the log-likelihood or ß (up to a constant). 
In a nonlinear mixed effects model the maximum likelibood estimator ß(8) and the 
posterior mode fi(8) maximize the function 
-1 
g(ß, b 1 y) = - 2 · (y - 17(Aß + Bb))T A- 1(y - 17(Aß + Bb)) 2 . <l 
- _ 1_ . bTJ5b 
2 . (J2 
which corresponds to equation (6) in BRESLOW and CLAYTON (1993). 
LINDSTROM and BATES (1990) implement Newton-Raphson estimation using com-
putational methods for nonlinear fixed effects models and for linear mixed effects models. 
For the special case of ljnear growth pattern URFER and THÖNI (1976) have applied 
C. R. Rao's MINQUE-approach for estimating the parameters ofa growth-curve model 
in plant physiology. 
6. Application to Michaelis-Menten-kinetics 
An example of data that can be modeled using nonlinear rillxed effects models is the 
guinea pig data discussed in JOHANSEN (1984). In this experiment SO tissue samples were 
taken from the intestine of each of eigbt guinea pigs. For each guinea pig, five tissue 
samples were assigned randomly to each of ten different concentrations of B-methyl-
glycoside and the uptake volume was measured in micromoles per milhgram of fresh 
tissue per 2 minutes. Only the means of the five tissue samples at each concentration 
for each animal are reported and these 80 data points are plotted in Figure 3. These 
are repeated measures data. However, the data are not longitudinal because the 
subsampling units (tissue sample) were randomly assigned to the treatments (concentra-
tions) and there is no reason to suspect the presence of serial correlation. The data are 
balanced because the same set of concentrations was used for the samples from all of 
the guinea pigs. The proposed mechanistic model for uptake volumes y as a function 
of concentrations x is (JOHANSEN, 1984) 
<P1 . X 
y = --- + </>3 . X . 
<P2 + X 
A special case of this model, where <P3 = 0, was used by BECKA et al. (1992) and BECKA 
et al. (1993) to investigate the pharmacokinetics of propylene. 
The parameters <1>2 and <1>3 are modelled as random effects. This implies tliat the maximal 
rate of uptake c1> 1 , is a fixed effect ß 1 ; that the Michaelis-Menten or affin ity constant <1>2 
is a random effect with mea:n ß2 and individual deviations bil; and that 4>3 is a random 
effect diffusion constant with mean ß3 and individual deviations b;2 . That is, 
A; = I , and B; = [ ~ ~ ! J for all i . 
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Figure 3: Scheme of uptake vo-
lume ofB-methyl-glucoside in tissue 
samples from eight guinea pigs ac-
cording to LINOSTROM and BATES 
( 1990). Plot character indicates in-
dividual mean samples; solid line 
represents the mean curve 
-
3 .5 L-.,!,o __ __..,..10~-~2~0----='30~-~4"'=0----='.so--' 
Co:n.c:entra.tion 
Thus the proposed mixed effects model for these data is 
ß1 · xii 
Yii = + (ß3 + bi2) · x,1 + e,1 for i = 1, 2, ... , 8 and ß2 + bil + Xu 
j=l,2, .. . , 10 
where y,1 is the j-th uptake volume for individual i, xii is the j-th concentration level 
for individual i, e~"' N(O, a 2), ß = (ß1, ß2 , ß3)r is a vector of fixed population dTects, 
and b; = (bi1 , b12) is a vector of individual random effects with b ~ N(O, a2 · D). The 
model was fit in the natural log scale where both the data and the model were transformed 
to preserve the interpretability of the parameter estimates. Using this transformation 
the model fit on the log scale is consistent with assumptions of log-normal responses. 
The starting values used were 
ß0 = [0.3, 5.0, O.O!Y , 0 [OJ 0 [ 18.04 bi = 0 ' and D = -0.0698 - 0.0698 J 5.22 X l0-4 . 
The algorithm converged in five "first-level" iterations (where each first-Jevel iteration 
consists of an LME (!inear mixed ~ffect) and a PD ~seudo-~ata) step). Respectively, 
tbe "second-level" iteration within the LME and PD steps used an average of 0.67 and 
0.84 CP U second. The converged estimates are 
p = (0.2006, 2.393, 0.004452)7 , 
A [ 6.69 
D = -0.0329 
- 0.0329 J and 1.88 X 10- 4 ' a2 = 0.00908 . 
The solid curve in Figure 3 is the mean curve (b = 0). 
There are similarities between the described approacb and work in the area of mixed 
generalized linear models done by LAIRD and WARE (1982), LIANG and ZEGER (1986) 
and ZEGER, LIANG and ALBERT (1988), respectively, which need further investigations. 
Accounting for random effects in the context of physiologically based pharmacokinetic 
models can be ascribed to the statistical analysis of stocbastic systems. Stochastic 
formulations of dynamic systems are often more appropriate and realistic than their 
deterministic counterparts. However, for applying stocbastic approaches in toxicology 
satisfactory data bases often do not yet exist. 
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of Quantitative Risk Assessment Based 
on Animal Experiments -




Qualitative Wirkungen; Wurfeffekte; Dosis-Wirkungsbeziehungen; Überlebenszeiten 
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Quanta/ Assay; Benchmark; Litter Effect; Dose-Response; Survivaf Times 
Zusammenfassung 
Verschiedene Ansätze zur quantitativen R isikoabschätzung werden diskutiert. Dabei werden 
sowohl der Fall qualitativer Dosis-Wirkungsbeziehungen wie auch neuere Ansätze far 
quantitative Daten undfar Ereigniszeiten behandelt. Es wird ein Überblick über Methoden 
gegeben, die im Fnll vnn Nir.ht-Standard-Analysen bei Wurfeffekten geeignet sind. Nachteile 
bei der Anwendung von Schweifen ohne beobachteten Effekt ( NEL) und von praktisch 
sicheren Dosen (VSD) im Vergleich zu Referenzschwellen werden demonstriert. Neben 
Referenzschwellen wird die biologische Varianz, die die Steilheit der Dosis-Wirkungskurve 
bestimmt, als notwendige weitere Größe zur Quantifizierung von Risiken identifiziert. 
Abstract 
Different approaches to quantitative risk assessment are discussed. The quama/ response 
case is covered as weil as new approaches for quantitative and for time-ro-event dara. A 
review of methods suitable for non-Standard analyses in the presence of fitter effects is 
included. Drawbacks of using no effect Levels (NELs) or virtual safe doses ( VSDs) 
compared to brenchmarks as risk measures are demonstrated. Besides benchmarks, the 
biologicaf variance, determinating the slope of dose-response curves, is identified as necessary 
additional risk quantifier. 
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1. lntroduction 
Animal experiments are still an important source of inforrnation for r isk assessment. 
There are many in-vivo and in-vitro tests used to increase knowledge on the possible 
mechanism and the dose-dependence of substance related adverse reactions. They offer 
possibilities for preventive measures to avoid serious risks for humans. 
As a result of a risk-assessment procedure one m.ight hope to get safe <loses: limits for 
<loses below which no adverse reaction has to be expected, at least virtually. This hope 
is sometimes said to be based on the intuition of the physician and pharmacologist 
Paracelsus (1493 - 1541) who postulated a sttrict relationship between dose and poisonous 
characteristic of a substance. 
To state our opinion to this desire quite clearly : Quantitative risk assessment is always 
based on the results of a statistical estimation procedure. Without model assumptions, 
consistent estimates for dose-response relations based on quantal assay data do not 
exist. Therefore, the safety of safe doses cannot be guaranteed. But, if not safe doses 
are what is really needed for risk assessment, quantitative risk measures will be absolutely 
sufficient. 
We will present an overview of approacfues and methods used in quantitative risk 
assessment giving special attention to experimental results in prenatal toxicity testing. 
Most of the principles discussed apply to general toxicity as well. In section 2 we discuss 
the models and parameter estimation for Ehe quantal response case. Section 3 gives a 
comparison of different approaches to quantitative risk assessment, including methods 
for non-quantal - continuous, time-to-event - data. 
2. Quantitative risk assessment for quantal-response data 
All quantitative approaches towards risk assessment consider questions concerning the 
AROB - the additional risk over background - for substance related adverse effects. 
These questions can be posed from two points of view: 
• What is the risk at a given dose? 
• Which dose guarantees an acceptable risk? 
There are different ways to answer these questions: The traditional approach is to apply 
uncertainty factors to a dose where no effect has been observed. More recently the 
concept of benchmark <loses combined with uncertainty factors has been introduced. 
lt can be regarded as a compromise between the traditional approach and the estimation 
of virtual safe <loses (VSDs) using mathematical models. 
Quantitative methods for risk assessment have been used for a long time in the context 
of carcinogenicity. For other health hazards such as prenatally induced effects the NOEL 
approach has dominated until today. We will not considler the hypothesis of global 
thresholds which might give a certain support to the use ofNOEL values. In our opinion 
there is nothing special about risk assessment for reproductive toxicology besides some 
points, related to the biological facts. There are problems specific to e:icperimental data 
in teratology such as litter effects, competing risks, confounders and multiple endpoints 
demanding for modifications in the estimation procedures used. Some statistical 
implications of these biological problems are discussedl in MEISTER et al. (1991). 
PtEGORSCH (1991) gives a review of methodology to handle some of th.e problems with 
special regard to the litter based approach. More background information on attempts 
towards risk assessment for prenatally induced adverse hea[th effects can be taken from 
NEUBERT et al. (1992). 
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2.1 Dose-response models for the quantal assay 
In a typical quantal assay a total of N subjects is randomly assigncd to k dose groups 
k 
usually including a control. Tbere are ni subjects per group so L, n1 = N and the 
l • l 
number of responses e.g. subjects showing adverse reactions when exposcd to dose level 
d1 is denoted by r1• lf one assumes that the response is triggered by a la tent variable X 
reprcsenUing the maximum tolerable dose for each individua l, we have 
P(d) = P(X ~ d) = F(d), 
with F denoling the distribution function associated with X. The estimation of risk 
associated with a given dose is tbereby transformed into the estimation of a distribution 
function. If it would be possible to observe the latent tolerances directly then the empirical 
distribution F" would give a natural estimate of the underlying F. In a quantal assay 
situation, however, only indirect information on the individual tolerances is ava ilable. 
Therefore, the only way to get estimates of the response probability at dose levels not 
tested in the experiment is an assumption about tbe distribution function F. Usually, a 
parametric family is chosen for Fand the characterizing parameter values are estimated 
from the quantal-response data. 
When specifying a model, tbe possibility of spontaneous background reactions has to be 
taken into account. Therefore, the following approach is used 
P(reaction 1 d) = Po + (1 - p0 ) F(g(d 1 0)), (1) 
where p0 dcnotes the probability for a reaction in controls and F is a given distribution 
function depending on a real valued parameter vector 0. Often loca tion-scale families 
for the log-tolerances are used specifying 
g(d 1 0) = log (d) - ,u = log [(-d-)(1/a)J 
a exp(µ) with () = (11, a) . 
In noncarcinogenic risk assessment the probit-log model 
F(x) = <P(x) , 
motivated by the central limit theorem, the logit-log model 
( ) exp (x) F X= , 
l + exp (x) 
based on the solution of the Yerhulst differential equation and the Weibull, Gwnbel- or 
Gompertz-log model 
F(x) = 1 - exp ( - exp (x)), 
which stems from a limit theorem for extreme values are the most prominent families 
of tolerance distributions F used. 
2.2 Estimatlon for the quantal assay with overdispersion 
The estimation of the parameters Po and ein (1) can be performed using the ma:cimum 
likelihood approach, if the number of responses per dose group is binomially distributed. 
The technique is Standard and is described in F1NNEY (1971) and MORGAN ( 1992). Tbe 
underlying assumption of identically distributed and independent reactions does no 
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longer hold true, when the experimental unit is litter, as in experiments from teratology 
with animals having multiple ofTspring. The impact of litter efTects on the analysis is 
now discussed since more tban 20 years (HEALY, 1972) and bas motivated numerous 
autbors to propose modifications. For quantal response, litter efTects are present if the 
observations show a greater variance tban expected under the binomia] model. For tbe 
analysis of such overdispersed data, the use of generalized! binomial models has been 
advocated by WILLIAMS (1975), KUPPER and HASEMAN (1978) and ALTHAM (1978). 
Weighted least squaresand quasi likelihood methods have been propose<l by KLEINMANN 
(1973) and WILLIAMS (1982), whereas ÜLADEN (1979), FRANGOS and STONE (1984) and 
CARR (1989) used resampling techniques to correct for possible overdjspersion. These 
approaches have mainly been used to give correct size and power of tests comparing 
response rates of difTerent treatment groups in teratological experiments. 
Litter based methods for the estimation of dose-response curves have been introduced 
by RA Y and V AN R YZIN ( 1985), modelling a dose dependent litter size. The performance 
of their approach has been investigated by WILLIAMS (1987) and CARR and PORTIER 
(1991), who do not recommended the use of the RAv - VAN RvZING model for general 
applications. The incorporation of Jitter effects can be achieved using either likelihood 
estimation for generalized binomial distributions or resampling based weighted estima-
tion. KUPPER, PORTIER, HOGAN and y AMAMOTO (1986) used a beta-binomial likelihood 
for the logistic model without background. MEISTER (1986) proposed a weighted 
nonlinear least squares approach for general tolerance models with background, ClIEN 
and KoDELL (1989) investigated a Weibull-model with independent background and a 
beta-binomial likelihood, a generalization for multiple endpoints using the dirichlet 
trinomial distribution is given in CHEN, KoDELL, HowE and ÜAYLOR (1991). Evaluating 
several likelihood and resampling based metbods CARR and PORTIER (1993) demon-
strated, that both approac!hes yield acceptable estimators for the parameters and their 
variance-covariance matrix. 
3. Approaches to quantitative risk assessment 
We will now turn to the problem of using the results of a dose-response experiment for 
the estimation of dose or risk limits. Whereas the proof of a significant <lose influence 
on the expected response r ates would be sufficient to identify the toxic potential of a 
su bstance, such dose and r isk estimates are the basis to assess potency. 
3.1 The traditional approach: no effect levels 
The way NELs have been used, ignores totally the stochastic nature of experimental 
data. A dose is called NEL - n.o effect Level - if under treatment with such a dose or 
lower ones no effect occurs. To give this value a more scientific labe! longer abbreviations 
have been introduced. There are the terms NOEL, meaning no ohserved effects and 
NOAEL stating that adverse reactions are of interest. The point to bring in a statistical 
touch to this approach is the definition of the n.o effect event. Without observed 
background response this is the case of an observed response rate equal to zero. If 
background response is present, the decision of a statistical test is often used to define 
NELs. In both cases no precision of the estimated values is given. The influence of the 
number of animals under test on the relialbility of the results is ignored. The following 
table gives upper confidence limits for the possible risk at the NEL for the case of zero 
response. lt is based on the following formula for upper confidence limits of estimated 
response probabilities. The limit is the bound of the rejection region of a level a test of 
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p = 0 versus p = Puppcr- For 0 reactions in n trials an upper confidence limit for p the 
probability of response is given by 
_ 1 _ ( )(l/n) 
Pupper - (J. • (2) 
If limits for doses and risks should mirror tbe experimental information, other methods 
are obviously to he applied. 
Tablc 1: Uppcr 95% confidence limits for thc re-












The use of benchmarks instead of NELs has been introduced by CRUMP ( 1984). 
Benchmarks are derived from the additional risk over background n(d). A bencbmark 
dose for a given risk tt0 is defined as a lower confidence limit for a dose d. 0 satisfying 
n(d.0) = n0• This definition implies, that the additional risk over background at the 
benchmark dose is bounded by 1t0 with probability 1 - a. Values of 1 % and 5% have 
been used for tt0. The earlier concept of VSDs - virtual safe doses - will be discussed 
in tbe next paragraph. Tbe advantage of the use of benchmarks instead of NELs is the 
weil defined meaning and an appropriate incorporation of experimenta l errors. lf 
benchmark estimates are based on a small number of experimental units, the price to 
be payed is a larger confidence bound. 
The technical steps necessary for the estimation of benchmark doses involve the 
estimation of the model parameters, tbe calculation of an estimator for the n0-effective 
dose, and of an at least approximative confidence limit. Either the Delta-method, Fieller's 
theorem or thc asymptotics of the deviance are used to construct the confidence bounds. 
The key point for the interpretation ofbenchmarks is the definition ofan adverse reaction 
and in conscquence the definition of n0 in terms of the probability distribu tion of the 
observations. Due to this reason benchmarks have exclusively been used for quantal 
response data for a long time. Recently there have been new proposals for the definition 
and usc of bcnchmarks for othcr typcs of assays, c.g. for quantitative data and for 
time-to-event observations. 
For the quantal assay the risk over background n(d) is given by 
n(d) = P(reaction 1 d) - P(reaction 1 d = 0). 
A similar definition fo r quantitative data is given by K ODELL and WEST (1993): 
n(d) = P(X (d) .=:;; Lpaih) - P(X(O) =::; Lpa•h), 
(3) 
(4) 
assuming X(d) ~ N(J1(d), u 2) with a monotonously decreasing mean µ(d). An adverse 
reaction is assumed to correspond to measurements where X(d) ::5: f .pa•h holds. The limit 
for a pathological measurement is taken as Lpa•h = µ(0) - ku. 
Even for time-to-event data, MEIER, BAILER and PORTIER (1993) introduce the bencbmark 
concept, using 
n(d) = P(T(d) ~ TS) - P(T(O)~ TS), (5) 
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the difference of the cumulative survival fumction and the control curve, at the termi-
nal sacrifice TS as definition for the add itional risk. The observations are survival 
times T(d), possibly censored. The <lose dependence of the survival function 
S(t) = P(T(d) > t) is modeled according to a proportional hazard assumption. Their 
approach makes it possible to adjust the observed survival rates for censored cases. 
Alternative definitions of additional risk as e.g. 
n(d) = P(T(d) < T(O)) , 
the probability to die earlier under treatment than controls, might also be used. 
With these extensions given for other than quantal data, the benchmark concept will 
probably be of increasing importance for quantitative risk assessment. There is a better 
chance for observing even minor effects, wben analysing quantitative and survival data 
compared to the quantal assay, where rare events can hardly be detected. 
3.3 Model-based extrapolation to virtual safe doses 
MANTEL (1969) defined the term virtual safe dose. In the notation of the previous 
section, VSDs are benchmarks for rather low risks: n0 = 0.000001 or even n0 = 
0.00000001. MANTEL proposed an extrapolation from an upper confidence limit of the 
response probability at the lowest dose to n0 using a Probit-log10 (d) model with <J2 = l. 
Many other models have been proposed for the estimation of VSDs. KREWSKI and VA 
RYZIN (1981) discuss probit, Weibull, multihit and multistage models with the general 
mixed background approacb. A critical review of approaches to virtual safety is given 
by ARMITAGE (1982). Often, different models give very similar fits to observed data. Even 
then, estimated virtual safe <loses can vary in several orders of magnitude. GRIEVE et al. 
(1986) give a ranking of the low dose behaviour of different models, depending on the 
mean and the variance of the underlying tolerance distribution. Therefore, VSD 
estimation introduces problems, usually not present when using the benchmark approach. 
Near the experimental range, all sufficiently weil fitting models give very similar 
benchmarks. VSDs will represent more or less tbe tail behaviour of the model, 
not of the data. 
4. Discussion 
The benchmark <lose concept appears as the most stable and reliable approach towards 
quantitative risk assessment, compared to NELs and VSDs. However, risks at low doses 
depend on tbe potential of a' substance and on the shape of tbe dose- response curve. 
These properties are only partially reflected wben a single limit for toxicity is used. Equal 
bencbmarks do not imply equal shapes of dose-response curves. As consequence, similar 
to straight lines, dose-response relations cannot be characterized by a single parameter. 
Straight lines with different slopes do intersect, so may dose-response curves with different 
shapes. However, estimatedl shape parameters can be transformed into variance estimates. 
These variances describe the variability of the biological response of different individuals. 
As in all other applications, variances are at least as important as location measures for 
the description of data. Risik assessment should, therefore, be base on both: benchmarks, 
where the choice of n0 is still open, and a measure of the biological variance. For routine 
applications uncertainty factors are certainly uncertain. 
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Zusammenfassung 
Risikoabschätzungen für Dioxine und Furane basieren gegenwärtig fast ausschließlich auf 
tierexperimentelfen Daten. Das Problem bei der Benutzung epidemiologischer Daten besteht 
hauptsächlich in der Bestimmung einer validen Exposilionsvariablen. in bisherigen epi-
demiologischen Studien wird die Höhe der Exposition grob durch die Beschäjiig1mg in 
bestimmten Bereichen bestimmt und z . T. mit einer Stichprobe validiert, bei der Dioxinmes-
sung vorgenommen wurden. Für eine große Kohorte liegen Blutiverte }ur Diox ine/Furane 
in 14% der Personen vor. Es konnte bereits gezeigt werden, daß die Arbeitsplatzbeschreibung 
in dieser Ho/werte ein guter Prädiktor ]ur die tatsächliche Belastung ist. Zusätzlich 
existieren vergleichbare Daten einer weiteren, kleineren Kohorte. Diese Daten bilden die 
Basis fiir eine quantitative Risikoabschätzung, deren Methoden beschrieben werden. 
Summary 
Current regulatory risk assessments for polychlorinated dibenzo-p-dioxins and -fura11s are 
primarily based 011 anima/ da1a. The crucial poim in using epidemiological data for risk 
assessment is the definition of an adequate quantitative exposure variable. fn the 
epidemiological studies published so far exposure to dioxins/furans is crudely defined by 
assignment 10 certain producrion processes and validated by measureme111s in blood or 
adipose tissue for smalf subsamples. For a /arge cohort blood-levels are now available for 
about 14% of the cohort members. lt has been shown that these data validate rhe work 
his tories a11d other production related variables as good predictors for past dioxi11/fura11 
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exposure. In addition, similar data are now available for one of three other Ger man cohorts 
with exposure to phenoxy herbicicles ancl chlorophenols and contaminants. These clataform 
the basis for a risk assessment for clioxins. The methods are presented. 
1. lntroduction 
Polychlorinated dioxins and furans (PCDD/Fs) today are widespread environmental 
contaminants. Detectable levels of these substances are found in human blood and 
adipose tissue throughout the world (Sc1-IECTER et al. 1990). For Germany several studies 
(PÄPKE et al., 1994; EWERS e t al. 1993) found background blood levels for the population 
in the range up to about 10 ng/kg ( = 10 ppt) for 2,3,7,8-tetrachlorodibenzo-p-dioxin 
(TCDD) - the most toxic agent of this group - and up to 40 ng/kg toxic equivalents. 
Toxic equivalents summarize the concentration of the higher chlorinated congcners in 
terms of their toxic potency relative to TCDD. Due to its pronounced toxic potency in 
experimental animals, including acute toxicity, carcinogenicity, immune- and neuro-
toxicity, teratogenicity, disturbances of lipid metabolism and biochemical effects involving 
drug-metabolizing enzymes (ZEISE et al. 1990), the question of adverse health effects 
of dioxins to humam is still a matter of concern from an environmental health 
perspective. 
While the carcinogenicity ofTCDD is established in experimental animals (KoCIBA et al. 
1978) the question whether it is carcinogen to humans, especially in the low-dose-range, 
is still subject to scientific controversy. Several epidemiological studies in the 1980's, 
motivated by reports on an elevated risk for soft tissue sarcoma and Non-Hodgkin-
Lymphoma showed inconsistent results. The studies concentrated on cohorts occupa-
tionally exposed to TCDD in the production and use of chlorinated phenols and phenoxy 
acetic acids, cohorts exposed by accidents and Vietnam Veterans. In all these studies 
the classification of the exposure status and the magnitude of exposure remained 
unresolved. No epidemiological studies have been performed which address the question 
of carcinogenicity of TCDD to humans in the low-dose-range directly. Consequently, 
the scientific basis for public health decisions can only be a risk estimation, based on data 
from animal bioassays or on sound epidemiological studies in highly exposed groups. 
I n 1985 the US-Environmental Protection Agency developed a risk estimate for the low 
dose range (EPA, 1985). Under the non-threshold-level assumption the observed 
dose-response relationship in the animal experiments was extrapolated to the low dose 
range using a linearized multistage model. This lead to a unit risk of 3.3 >< 10- 5 where 
the unit is 1 pg per m3 in the ambient air. Assuming an "acceptable risk" of 1x10- 6 
a virtually safe dose of 0.006 pg/kg body weight per day was derived. Otber approaches 
assume the existence of a threshold level for TCDD of about 1000 pg/kg/d (WHO 1990). 
Applying several safety factors a tolerable daily intake (TDI) of 1- 10 pgfkg/d was 
derived, which is the recommendation ofthe Federal Health Office in Germany (SCHUSTER 
and DüRKOP 1993). 
The EPA-risk assessment is currently under revision. lt is aimed to develop a risk estimate 
based on a biological mechanistic model for the action ofTCDD (GREENLEE et al. 1991). 
This model will use data from animal experiments describing on a molecular level the 
responses ofTCDD-exposure. However, for a comprehensive quantitative risk assessment 
it is necessary to incorporate especially the data from the latest epidemiological studies_ 
lt is the purpose of this paper to described some aspects of an ongoing project on 
quantitative risk assessment for dioxins. The high quality of the available data may yield 
interesting results which could become very valuable for regulatory agencies. Comparable 
datasets exist and are in current use for similar investigations (SALVAN et al. 1994). 
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2. New epidemiological studies on TCDD-related cancer mortality 
During the last couplc ofycars cpidcmiological studics on long-term industrial exposures, 
and studies on industrial accidents have supported the hypothesis that TCDD is a human 
carcinogen. A complete review is not intended here and only recent results are indicated. 
MANZ et al. (1991) in the so-called Boehringer cohort and FINGERHUT et al. (1991) have 
shown a significant incrcasc in cancer mortality in cohorts with industrial TCDD 
exposure. ZoBER et al. (1990) have sbown a similar result with workers exposed at an 
industrial accident. CoLLINS et al. (1993) found a slight nonsignificant increase in cancer 
mortality and a significantly increased risk for soft-tissue sarcomas in another cohort 
accidentally exposed to TCDD. BERTAZZI et al. (1993) investigated cancer indicence in 
the Seveso population accidentally exposed to TCDD in 1876 and found a significant 
increase in the incidence of hematologic neoplasms (men), multiple myeloma and myeloid 
leukemia (females) and soft-tissue tumours and Non-H odgkin lymphomas (both sexes) 
in different contamination areas. 
3. Exposure assessment 
While in earlier epidemiological studies the exposure assessment in general was poor 
and consequently no estimation of a dose-response relationsbip could be derived, this 
situation has improved with the studies described above. In the Boehringer cohort the 
exposure to TCDD could be validated by n = 48 measurements of TCDD-levels in 
adipose tissue. Subsequently, additiona l measurements in whole blood were undertaken. 
Furthermore, it could be demonstrated tbat TCDD-levels and the levels of higher 
cblorinated dioxins a nd furans could be well predicted by certain exposure indicators, 
namely the duration of work in the different departments of tbe chemical plant 
(FLESCH-J ANYS et al. 1994). Figures 1 and 2 show the results obtained by a non-1inear 
regression analysis where the measured PCDD/ F-levels were regressed on the working 
times according to the following model: 
PCDD/ F = b0 * AGE + k * L + (J
1 
b,'. * x) * exp [ - ~ },i * ti) - e 
In this equation the xi represent the working times, the ti are dummy variables for 
different periods of time between end of exposure and sample taking, the J..i the respective 
excretion parameter, b = (b0 , b 1, •• „ bk) denotes the regression coefficient, a nd L is a 
laboratory control variable. 
For all 2,3,7,8-substituted congeners except of2,3,7,8-T CDF, 1,2,3,7,8-PCDF and OCDF 
a good fit was obtained. Figures 1 and 2 show that work in different production 
departments has different effects of the TCDD and T EQ concentration. The regression 
model offers the opportunity to predict a quantitative estimate of blood levels of 
PCDD/ Fs for each cohort member. Likewise, FINGERHUT et al. (1991) anct ·zosER et al. 
(1990) could af!irm the exposure of their coho rt by the determination of TCDD 
blood-levels in subgroups. The latter also were able to show that the blood levels 
correlated weil with different indicators for the exposure, namely job groups, exposure 
period, location of work and duration of exposure (On et al. 1993). 
In conclusion, these epidemiological studies have strengthened the evidence that TCDD 
is a carcinogen to humans. In addition, for the Boehringer cohort, but also for the 
cohorts reported by ZoBER et al. (1990) and FINGERHUT et al. (1990), the data sitUJation 
offers the opportunity to construct a quantiative exposure indicator for the analysis of 
a dose-response relationsbip as basic step in a quantitative risk assessment. Furthermore, 
due to its high exposure to higher chlorinated dioxins and furans, the Boehringer cohort 
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could be used to assess the carcinogenic risk of these congeners, which is of special 
interest with regard to environmental exposure. In the following scctions the approach 
for a quantitative risk assessment for PCDD(Fs using data from two occupationally 
exposed German cohorts is outlined. 
4. Methods 
In order to provide a risk estimate for the carcinogenicity of dioxins and furans for the 
low dose range based on epidemiological cancer mortality data, the following steps have 
to be undertaken: - evaluation of the data base, - construction of an appropriate 
dose-parameter, - analysis of mortality data for a dose-response relationship, -
evaluation of the form of the dose-response in the low dosc range, and - cstimation 
of appropriate risk characterising parameters (Unit Risk, Years of Potential Life Lost). 
4.1 Data Base 
The data base comprises two German cohorts, the Boehringer cobort and a smallcr 
cohort from Bayer Verdingen (BECHER & WAHRENDORF, 1992) with high exposure to 
TCDD and, in the case of tbe Boebringer cobort, bigher chlorinated oongeners. Ta ble l 
gives some information on the cohorts. In addition, a control cohort of about 3500 
workers of a gas supply company with no known exposure to PCDD/ Fs is available 
for comparison (MANZ et al. 1991). 
4.2 Constructlon of the dose-parameter 
As outlined above it could be demonstrated that the available measurements of PCDD/Fs 
in blood a nd adipose tissue correlated weil with the working times in different production 
departments and could form the basis for the construction of a dosc-paramcter for the 
whole co hort. Howcver, to do this several points have to be taken into account. First, 
there stilD are uncertainties with regard to the kinetics of dioxins and furans which may 
strongly innuence the ret rospective estimations of dioxin levels in the workers. 
For TCDD different research groups estimated a mean half life between 5.1 and 11.3 
years under the assumption of a fist order kinetic; for the group under invcstigation an 
estimate of 10.4 years was obtained (FLESCH-JA vs et al., 1994). However, some data 
indicate that the excretion of dioxins aod furans may not follow a first ordcr kinetic 
Table 1: Data base for the risk assessment 
Chemical produccd 
Time of production 




PCDD/ F levcls 
Smoking history 
BOEHRI 'GER (Hamburg) 
2,4,5-T, -TCP, HCH 
1952- 1984 
1184 males 
31/ 12/ 1992 (in progress) 
all 
17-2750 ng/kg TEQ 
for 165 males 
a\•ailable for a subgroup 
BAYER (Uerdingcn) 
2,4,5-TCP 
1951 - 1976 
144 malcs 
31/ 12/ 1992 
all 
100-1935 ng/kg TCDD 
for 10 males 
available for all 
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(RYAN et al. 1991; FLESCH-JANYS et al. 1994). Little is known about the half lives of the 
higher cblorinated congeners. In order to establish more precise estimates, a half life 
investigation has to be conducted. The data base for this consists of blood samples from 
50 workers, taken at 2 different time points in a distance of ab out 7 years. Fora subsample 
a measuremen t at a third time point is available so that sufficient information with 
regard to the form of the kinetic may be obtained. 
Second, after having established the relation of exposure indicators to blood levels, 
taking into account the kinetics of PCDD/F, a dose parameter has to be determined 
which a llows to separate the exposure ofthe cohort from the lifelong background exposure 
of tbe population. To illustrate the problem, ligure 3 schematically shows the time course 
of the blood level for a worker, who had worked for 10 years in a production department 
with a yearly intake of 20 ng/kg body weight per year starting with the age of 20 years, 
compared to a person with an hypothetical background exposure of 1 ng/kg/yr, 
both measured at the age of 50 years, assuming a lirst-ordler-kinetic with a half life of 
7 years. 
The point bere is that the choice of the time point in the measurement of the dose 
parameter is crucial. Taking the actual measurement, especially a loug time after the 
end of exposure, may result in an underestimation of true exposure. Conversely, use of 
the estimation of the blood level at the end of exposure may result in an overestimation, 
especially in terms of "lifelong" exposure as is needed for the estimation of the risk 
parameters. We propose to use the integral of the time course of blood levels as dose 
parameter. This can be formalized as follows: let a denote the background intake, a; 
the intake per unit time in the i'"-production department, i = 1, ... , n. Further Jet l; be 
tbe age at entry into and ti the age at exit from the i'h production department. A. is the 
Figure 3: Hypothetical course of TCDD blood levels/First order kinetic/ half life 7 yrs 
High: 20 ngjkg/yr, 10 yrs from age 20+ vs. 1 ng/kg/yr lifelong 
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elimination constant in a first order kinetic model. Then y(t), tbe blood level at age t 
after employment is givcn by 
a 
y(t) = - (1 - exp ( - 2 * t)) ). 
n G· 
+ L ~ (1 - exp (-Ji. * (t; - t;))) * exp (- A. * (t - ti)) + e 
i • 1 2 
From this the dose D(t) will be derived as 
, 
D(t) = J y(x) dx, 
0 
which reflects the cumula ted PCDD/ F-dose in terms o f blood-level • time. This can be 
compared to a similar constructed background blood-level • lifetime-dose for th e popula-
tion. In s ummary, the results of tbe quantitative risk assessment will depend on the 
construction of the dose parameter, which itself depends on tbe specification of kinetics, 
thc chosen form, and finally o n the estimatio n tecbnique used to assess the relation 
between exposure indicators and P CDDfF-blood-levels in the subgroup of t he cohort. 
T o deal with this the quantitative estimation will be done in the con text of a number 
of reasonable dose-scenarios. 
4.3 Estimatlon of a dose-response-relationship 
Several assumption have to be critically evaluated for the dose-response estimation. The 
first is tbat the blood levels truely reflecl the exposure to P CDD/ Fs. The existing data 
on the exposure in different occupational and environmental settings are very consistent. 
Some studies show that, besides exposure, blood levels are influenced by body fat related 
variables as weight o r body mass index (MICHALEK et al. 1992, FERTMANN et a l. 1993). 
I n a n evaluation of the available blood data this factor will be controlled. In addition, 
ZoBER & PÄPKE (1993) reported on a drastic increase of PCDD/ F-levels within several 
months in a cancer patient with cachexia. However, this will be controlled in the a na lysis, 
too. 
Second, several s tudies indicate that the concentration of T CD D is o rga n-specitk and 
the relation between o rgan- and blood concentration is not always linear (A HLDORG, 
1993). Furthermore, fro m animal experiments there is evidence that different dose-
response curves occur in different organs (LucIER, 1993). However, no human data are 
available to adress this directly. As the main endpoint in the risk assessment will be 
overa ll cancer mortality the use of blood levels as dose indicators seems reasonable. 
Of basic relevance for the quantitative risk estimation using data from an epidemiological 
study is t he question of the exis tence of a threshold level for the carcinogenic action of 
the PCDDfFs. The fact 1hat the effects o f TCDD are supposed to be mediated by its 
binding to the Ah-recepto r and tbat TCDD shows streng promoting activities in a nimal 
initiator-promotor models gave rise to the hypothesis of the existence of a threshold in 
the low dose range. Howevcr, other findings show that other Ab-receptor mediated 
effects, especially the induction of certain enzymes, show a linear dose-response behaviour 
in the low dose range a nd that the existence of a threshold cannot be derived solely 
from tbe k nowledge that a n effect is receptor mediated (LUClER 1993). With respect to 
these uncertainties a quantiative risk assessment usiog a non-threshold-model appears 
to be justified. 
The key point in quantitative risk assessment is the extrapolation of the observed 
dose-response from the high dose to the low <lose region. T he dose-response estimates 
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which will result from the approach described above will be based on empirical data 
covering a <lose range from background (about 2 ng/kg TCDD and 15 ng/kg TEQ) up 
to about 3000 ng/kg. Tbus, it will be possible to inspect the shape of tbe dose-response 
directly in the low-dose-range, though the power of the study to detect statistically 
significant elevated risk may not be sufficient. However, no extrapolation far below the 
observed level is necessary. 
4.4 Estimation of Uni! Risk and Years of Lifetime Lost 
For regulatory purposes the so-called Unit Risk parameter is in common use (LAI 1992). 
lt gives the additional lifetime probability of dying of cancer under a constant unit 
exposure, applied to a specific population. Properties of this parameter and methods 
for estimation are described in BECHER & STEINDORF ( 1993) and STEINDORF & BECHER 
(1994). Another parameter which can be used to describe the hazard associated with 
the unit exposure is the loss-of-lifetime (STEINDORF & BECHER, 1994). It gives the expected 
life lost and has the advantage of being easy to communicate. For estimating either of 
both parameters the dose-response-function and the population mortality rates are 
needed. 
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Zusammenfassung 
Gegenwärtig wird im NIOSH, basierend auf der Studie von Fingerhut et a/. (1991 ), eine 
quantitative Risikoabschätzung der Krebsmortalität bei beruflicher Exposition von 2,3,7,8-
Tetrachlordibenzo-p-dioxin ( TCDD) durchgeführt. Diese Abschätzung l}erwendet TCDD-
Expositionsschätzungen, die aus TCDD-Konzentration im Blutserum in einer Stichprobe 
der Kohorte erhoben wurde. Die Prozedur zur Schätzung der Dosisrate for TCDD, 
ausgedrückt als durchschnittliche tägliche Aufnahme, wird dargestellt. Diese werden mit 
Hilfe eines einfachen kinetischen Modells für TCDD erhalten und zeigen eine große 
Variabilität. Einige Erklärungen für diese Variabilität werden gegeben, darunter mögliche 
Einschränkungen des benutzten kinetischen Modells. 
Summary 
A quantitative risk assessment of cancer mortality in relation to occupational exposure to 
2,3,7,8-tetrachlorodibenzo-p-dioxin ( TCDD) is in progress at NIOSH, based on the study 
by Fingerhut et al. ( 199 J) . This risk assessment utilizes TCDD exposure estimates derived 
.from serum TCDD Levels collected at one point in time in a subsample of the cohort. 
Details are given on the procedure used to estimate the dose rate of TCDD, expressed as 
average daily intake. The dose rate estimates were obtained by employing a simple kinetic 
model for TCDD and show a wide variability. Several explanations for this vm:iability are 
offered, including possible inadequacies of the kinetic model used. 
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1. lntroduction 
TC DD is a potent animal carcinogen. Cancers tbat have been obscrved in animal 
cxperiments includc cancer of the liver, lung, hard palate, nasal turbinates, tongue, 
thyroid, and skin, as weil as histiocytic lymphomas and fibrosarcomas (LUCIER et al„ 
1993a). The mechanism of carcinogenic action of TCDD appears to be that of a tumor 
promoter, with scarce initiating activity, and of a hormone-like substance (LUCLER et al„ 
1993 b). T hc human carcinogcnicity ofTCDD is, however, less clear. Estimates of hU1man 
cancer risk associated with exposure to TCDD have been mainly bascd on a toxicologic 
study conductcd on Sprague-Dawley rats (KOCIBA et al„ 1978). Estimates of the risk 
specific dose (dose corresponding to an increased risk of 1 cancer in 1 million people) 
based on this study vary over several orders of magnitudes, due to differences in the 
methods used (LuCIER et a l„ 1993b). This degree of uncertainty provides a rationale for 
also using human epidemiologic data for tbe assessment of cancer risk. 
A cohort of over 5000 workers exposed to TCDD from 12 U.S plants was conducted by 
NIOSH (FINGERHUT et aE„ 1991). Elevated standardized mortality ratios (SMR) were 
observed among the 1520 workersexposed for more tban a year and with at least 20 ycars 
since first exposure, for the following: all cancers (SMR = 1.46, 95% Cl = 1.21 - 1.76); 
respiratory canccr (SMR = 1.42, 95% Cl = 1.03-1.92), and soft tissue sarcoma 
(SMR = 9.22, 95% Cl = 1.9-26.9). Contributing to the excess of respiratory cancer 
were lung cancer (SMR = l.39, 95% Cl = 0.99-1.89) and cancer of the larynx 
(SMR = 2.68, 95% Cl = 0.55 - 7.83). The risk assessment will be restrictcd to all cancer 
(265 observed deaths in the cobort) and to lung cancer (89 observed deaths), since these 
are the only sites for which there is an adequate number of cvcnts for modeling 
dose-response. 
The risk assessment will utilize TCDD exposure estimates derived from serum Levels 
collected at one point in time in a subsample of survivors from the cohort (SwEENEY 
et al„ 1989; FINGERHUT et al„ 1991; PIACITELLI et al„ 1992). The 253 workers in this 
sample belonged to two of the plants in the study, located in Missouri (59 wor kers) and 
New Jersey (194 workers). Although this sample was nonrandom, all TCDD-related 
processes found in the remaining 10 plants were present at these two facili ties. The serum 
concentration of TCDD (in ppt) in these workers measured at onc point in time (in 
1987 - 1988), 15 to 37 years after cessation of occupational exposuire, was elevated, 
compared to the level in a sample of 79 referents (220 vs. 7 ppt). Thc TCDD serum level 
in thcsc workers showcd also a strong relation with duration of exposure, in each of the 
two plants (Figure 1). On the other band, workers and referents showed similar levels 
of the other isomers of dibenzodioxins and polychlorinated dibenzofurans (PIACITELLI 
et al„ 1992). 
Justifications for using this cohort are as follows: 1) lt is the largcst study of chemical 
production workers exposed to TCDD (all U.S. production plants are included); 2) 
There is clear evidence of potential daily exposure to TCDD; 3) Exposure to TCDD 
was confirmed by serum levels measured in 253 cohort members; and 4) There is sufficient 
duration of follow-up for the analysis of cancer outcomes. The objectives of a risk 
assessment based on the NIOSH cobort are: 1) to obtain quantitative risk estimates 
based on occupational exposure to TCDD; and 2) to compare these risk estimates with 
tbose based on animal data. 
2. Methods 
Doscs for thc whole cohort are estimated based on the serum levels of TCDD mcasured 
in the sample described above. Tbc dose rate parameter, expressed as average daily 
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intake in ng/kg/day will provide the basis to compute exposure indices (such as weighted 
cumulative exposure) to be used in models for predicting cancer risk. Both Jung cancer 
and all cancer s will be analyzed through the use of statistical models (such as several 
functional forms of Cox or Poisson regression). 
In order to estimate the dose rate ofTCDD it is necessary to construct a pharmacokinetic 
model for TCDD. A simple one-compartment first-order linear kinetic model for TCDD 
is assumed here. The TCDD half life (t 112 ; with k = ln2/ t112, where k is tbe elimination 
rate constant) was initially estimated at a median of 7.1 years (95% Cl 5.8-9.6) (PIRKLE 
et al„ 1989). A recently revised estimate of 11.3 years (95% Cl 10.0, 14.1) is available 
(WOLFE et al. , 1994). The volume of distribution of TCDlD is assumed to be tbe total 
body fat (age dependent), and it includes the essential lipids which are components of 
" lean" tissues. The ratio of tbe concentration of TCDD in adipose tissue to the 
concentration of TCDD in serum lipids is assumed to be 1.09 (s.e. 0.06) (PATTERSON 
et al„ 1988). An estimate of percent body fat based on Strain and Zumoff (1992) is: 
kg of body fat = - 29.43 + 1.99* BMI 
where BMI = body mass index = weight in kg/ (height in m)2. 
Height and weight at pre-employment exams and/or from periodic pbysical exams are 
available from company records for the whole subsample and for 80% of the full cohort. 
For the remaining 20% of the full cohort, BMI will be imputed by sampling from the 
empirical distribution of BMI, conditional on age. Repeated measures of height and 
weight were available for most of the subsample and tbey were used to estimate a median 
rate of change of BMI over age for the subsample (0.12 BMI units/ year). 
Since we are interested in the occupational component of the TCDD exposure, it is 
necessary to eliminate the effect of background exposure on dose rate. Under the 
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assumption of first-order kinetics, the component of serum TCDD level d ue to 
backgrou nd can be subtracted from each person's total serum conccntration o f TCDD. 
A referent group (n = 79) bad a mean serum level of approximately 7 ppl (P1ACITELLI 
et al., 1992), which is in agreement with background levels repo rled in the literalure. The 
total amount of "occupational" TCDD in the body (body burden) at the time the blood 
sample was taken is then given by: 
pg TCDD = (serum ppt - 7) * g of body fat * 1.09 
An occupational body burden equal to 0 was assumed for 16 out o r 253 production 
workers whose lipid-adjusted serum 'fCDD concentrations were less than 7 ppt. 
Our kinet ic modcl can be written as: 
dX (t)/dt = R (t) - kX (t) 
where X (1) is the amount in body at timet (body burden) due to occupationa l exposure, 
R(t) is the rate of occupational exposure to be estimated (amount absorbed per unit 
time) and k is the elimination rate constant (time - 1) . W e indicate with t 1 the beginning 
date of occupational exposure, with t 2 the ending date of occupational exposure and 
with t 3 the date of medical examination. We further assume that R(t) = R, a constant, 
for l in tbe interval [l1,lz), i.e. dl:lfing occupational exposure, and that X (t 1) = 0. For t 
in the interval (1 1, 12) we then have: 
X(t) = (R/k)(l - exp(-k(t - t 1)) 
whereas for t in the interval (t2,t3], i.e. after termination of work, we havc: 
Using thc two preceding relations. we obtain the estimated rate o f occupatio na l exposure 
R as: 
R = X (t3) • k/[exp ( -k(t3 - t 2)) - exp ( - k(t 3 - t .))) 
Furt her refinements of the dose rate estimation procedure (in progress) a re: 1) accounting 
for exposure gaps, which occur in 20% of the sample, and 2) basing t he BMI changes 
by age on longitudina l su rvey data (e.g., WILLIAMSON, 1990). (P reliminary results show 
a mino r impact of these refinements). In addition, sources of variability which are 
presently no t accounted for in our deterministic model, may need to be considered, 
namely a) prcdiction error in the linear relation between body fat a nd BMI, b) variation 
in the ratio netween TC DD in adipose tissue and serum TCDD, ancl c) erro r attached 
to the background serum level o f 7 ppt. 
The median dose rate estimated in the subsample will then be applicd to the full cohort. 
Fora sensitivity analysis, we will also use the lOth and 90th percentiles o f the distribution 
of dose rate in the subsample. Based o n identical kinetics assumptions, thc dose rate 
estimates (median, JOth, and 90th percentile) wilJ be used to estimatc various time-
dependent dose measures for the full cohort, using the individual work history and the 
estimated change in individual BMI over time. More sophisticated methods, such as 
mo dels fo r the imputation of missing values may be considered. In addition, covariate 
measurement error may need to be considered in the risk regressio n models. 
3. Results: Preliminary estimates of dose rate 
Mean, Sta ndard deviation a nd selected percentiles of the distribution of our preliminary 
estimates of dose rate in the subsample of 253 workers are reported in 'fable l, for 
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Table 1: Distribution of estimates of dose rate (average daily intake), for several values of TCDD 
half-life in a sample from two plants in the NIOSH study (n = 253). 
TCDD half-life (years) 
Dose Rate 7.1 10 11.3 14.l 
(ng/kg/day) 
Mean 1.726 0.865 0.717 0.542 
SD 5.324 3.042 2.628 2.115 
5th% 0.000 0.000 0.000 0.000 
10th% 0.053 0.029 0.024 0.018 
25th% 0.210 0.111 0.093 0.069 
Median 0.527 0 .269 0.228 0.167 
75th% L334 0 .604 0.528 0.376 
90th% 2.858 1.336 1.094 0.796 
95th% 6.216 2.462 2.010 1.421 
several assumed values ofTCDD half life. Natural logaritbmic transformations of these 
distributions after addition of the appropriate background intake, in order to avoid 
taking log (0), are reported in Figure 2. A plot of log0 (dose rate + background) by 
years of exposure (Figure 3) evidences two outlying observations in one plant (Missouri), 
with a very high intake corresponding to a very short duration of exposure. 
Figure 2: Distribution oflog. (dose rate+ background), by plant. (T CDD half-life = J 1.3 years) 
Background dose rate= 0.259 pg/kg/day. TCDD half-life= 11.3 years 
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Background dose rate= 0.259 pg/kg/day. TCDD half-life= 11.3 years 
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Figure 3: Dose rate ( + background) by years of exposure, by plant. (Log. - log.plot) 
The dose rate estimates should ideally be unrelated to duration of exposure. This appears 
to bc thc casc, as is shown in plots of log. (<lose rate) by log. (years of exposure) 
(Figure 3) for TCDD t 112 = 11.3 years. The estimate of the regression coefficient for the 
data from both plants is 0.11 (r = 0.09, p = 0.14, 95% Cl = - 0.04, 0.26). Using a 
minimum duration of exposure of one month for inclusion, the estimate of the regression 
coefficicnt is 0.08 (r = 0.06, p = 0.35, 95% Cl = - 0.09, 0.25). Similar results were 
obtained for TCDD t 112 = 7.1 years. 
4. Discusslon 
The basic data and assumptions used to estimate dose rate (average daily intake) m tbe 
surviving subcohort of253 workers out ofthe total cohort of 5000 workers occupationally 
exposed to TCDD werc: 
1) one measurement of serum TCDD concentration, 
2) extrapolation to total amount of TCDD in body fat using an estimate of the amount 
of body fat, 
3) an assumed linear relation between BMI and body fat, and 
4) an assumption of TCDD in body fat following a lst-order elimination kinetics from 
a single compartment and witb a coostant occupational intake rate du ring employment 
in exposed jobs. 
The resulting dispersion of <lose rate estimates deserves some comments: There is a 
range of at least 4 orders of magnitude in the dose rate estimates obta ined in the 
subsample of 253 workers, at all values of assumed TCDD half-life. The <lose-rate 
estimates are also sensitive to variation in TCDD halflife, with the median showing a 
lnformalik, Biometrie und Epidemiologie in Medizin und Biologie 4/ 1994 
298 SALVAN et al., An approach to the quantitative asscssment ... 
two-fold variation between 7.1 and 11.3 years. The reasons for tbe dispersion of tbe 
dose-rate estimates could be several, acting individually or in combination: a) There 
could be a true underlying dispersion of dose rates due to different exposure levels 
attached to different job-department combinations; b) A common value of half-life for 
TCDD was assumed, while individual half-lives may differ. In this case, even if there is 
a unique underlying <lose rate, our procedure would generate a dispersion in the dose 
rate estimates; c) Measurement error for serum TCDD can contribute to increasing the 
dispersion of dose rate estimates: there is in fact a coefficient of variation of 15% at 
7 ppt (Patterson, personan communication); d) Jobs were classified as. exposed or non 
exposed: exposure misclassification would lead to error in the calculation of duration 
of exposure, therefore contributing to error in the dose rate estimates; e) Pre- or 
post-employment exposure to TCDD (not accounted for) would again contribute to 
dose rate error; O Background exposure to TCDD may have changedl over time. 
Some outlying observations contribute to the dispersion of dose rate. Two such 
observations are noticeable in one plant (Missouri), wbere the highest values are 
associated with a very short duration of exposure (Figure 3.). it is possible that such high 
exposures in sbort-tenn workers may bave occurred due to accidents, and it may not be 
appropriate to include such observations when trying to characterize a typical cohort 
exposure (a one-month minimum duration of exposure for inclusion could be used). 
There are other limitations to estimating cancer risk related to TCDD exposure based 
on human epidemiologic data in general and specifically on the NIOSH cohort: 
1) Uncertainties about the kinetics of TCDD: a) There are uncertainties about the 
number of compartments (the one compartment assumed here is based on animal studies, 
with a relatively short follow-up time); b) TCDD half-life in humans is imprecisely 
estimated; c) non-linearities in TCDD kinetics may ex ist and may in fact be non-negligible 
(CARRIER and BRODEUR, 1994). 
2) The exposure information for the full cohort is obtained from a nonrandom sample 
of surviving workers. There are questions on how representative this sample is. Althougb 
it appears that the types of work processes represented at these two plants were simila:r 
to those of the remaining plants, ideally one would want to have serum levels 
on a random sample ofworkers stratified on plant size. The subsample was also restricted 
to survivors. There is therefore the possibility that survivor bias may play a role. 
3) lt is assumed that the increased cancer risk in the NIOSH study is causal. There i.s 
however a potential rote for exposures to other carcinogens, because most plants were 
complex chemical facilities. We are aware that, in addition to lheir TCDD exposure, 
about 700 workers in the full cohort were exposed to pentachlorophenol, which is 
contaminated with highel!'-chlorinated dioxins and furans. Smaller numbers would be 
expected to have exposure to other carcinogens, such as asbestos (as possibly evidenced 
by the occurrence of two mesotheliomas). 
4) Smoking data were available only for tbe subsample with TCDD serum levels. 
Therefore the possibilities for smoking adjustment are limited. 
5) Industrial-hygiene estimates of individual exposures to TCDD are not currently 
available. Our method to estimate the rate of occupational exposure assumes that there 
is no variation in exposure between exposed jobs and that the dose rate for exposed 
jobs does not vary over time. These assumptions are unlikely to be met in the current 
analysis. NIOSH researchers are working on an industrial hygiene-based exposure matrix, 
which will account for variation in exposures among jobs and over time. These data 
could be utilized in future risk assessments. 
One obvious advatage of the proposed approach is that no extrapolation between species 
is necessary. There are in fact questions associated with animal-to-human extrapolation 
for TCDD: 1) Within the range of animaJ responses it is not known which response is 
most relevant to bumans; 2) Tbe target organ specificity may differ: the main target in 
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rats is the liver, a site which has been observed in only one human study no period so 
far (BERTAZZI et al„ 1993); 3) There is insufficient human data to show that rats and 
humans a re similar in thc internal dist ribution ofTCDD: possible differences (for example 
in adiposc tissuc vs. liver accumulation) may depend on dose and/o r on acute vs. chronic 
exposure; 4) Different kinetics: TCDD half life is 1/30 to 1/60 of rat lifetime, whereas it 
is l /5 to 1/ 10 of human Jifetime. Notwitbstanding these possible differences, it rcmains 
of inlerest to compare lhe results of a human-based risk assessmcnl lo risk eslimates 
extrapolatcd from rodent studies. 
ln conclusion, there is a need for human-based estimates of cancer risk related to TCDD 
exposurc. As discussed above, there are serious limitations associated with the use of 
human epidemiologic data for estimating cancer risk related to TCDD expo·sure. 
Additional limitations a re specilic to the NIOSH coborrt data. Some of these limitations, 
such as the wide variability of dose rate estimates, would be reduccd by the availability 
of further data: for example, a better knowledge of the human kinetics of TCDD (from 
future data from the U.S. Air Force study), serum TCDD data from thc othcr pla11ts in 
the study, and the availability of exposure information for individual jobs. Notwith-
standing the limitations, we feel tbat data on highly exposed working populations, such 
as the NJOSH cohort, should contribute to the estimation of cancer risk from TC DD 
exposure. 
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Zusammenfassung 
Für quantitative Risikoabschätzungen der Stoffgruppen polyzyklische aromatische Kohlen-
wasserstoffe ( PAH) , Dieselmotor-Emissionen undfase1förrnige Stäube sind Ergebnisse aus 
Kanzerogenitätsuntersuchungen an Labortieren in unterschiedlicher Weise zu verwenden. 
Während bei den PAH umfangreiche und gut dokumentierte epidemiologische Studien zur 
Berechnung des unit risk heranzuziehen sind und experimentelle Daten zum Vergleid1 und 
zur Betrachtung grundsätzlicher Gesichtspunkte dienen, läßt sich gegenwärtig ein mit 
Sicherheit der Diesel-Exposition zuzuschreibendes spez(fisches R isiko nur anhand von 
lnhalationsversuchen für die Ratte berechnen. Eine R isikoabschätzung für Fasern kann 
sich vor allem auf die Asbestepidemiologie und auf lnhalationsversuche mit Asbest und 
Keramikfasern stützen. Methoden und Ergebnisse werden beschrieben. 
Summary 
Results from carcinogenicity tests with laboratory animals contribute in different ways to 
quantitative risk assessment of polycyclic aromatic hydrocarbons ( PAH), diese! engine 
emissions andfibrous dusts, respectively. While !arge and weil documented epidemiological 
studies with P A H are available as a basis for the unit risk estimation, results from an 
inhalation experiment can be used for comparison. Estimalion of a speciflc risk that is 
unequivocally attributable to diesel exhausi exposure is possible only based on inha(ation 
experiments with rats. Main/y asbestos epidemiology and inhalation tests with asbestos 
and ceramic fibres provide some information for estimation of risks from exposure to 
flbrous dusts. The methods and results are described in this paper. 
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1. lntroduction 
Fora !arge number of substances, no epidemiological information is available on which 
to base quantitative estimates of cancer risk. lt should also be borne irn mind that when 
epidemiological studies reveal that a substance has an unequivocal carcinogenic potential, 
it is generally too late prevent some adverse health effects. In consequence, experimental 
data are often used to define the risk of exposure to known or suspected carcinogens. 
This paper reviews some aspects of the use of such data in assessing the risk of exposure 
to polycyclic aromatic hydrocarbons (PAH), diese! engine emissions and fibrous dusts. 
The information available from epidemiology and from animal experiments is different 
for each group of substances so that different methods of risk estimation are appropriate 
in each case. The methods used and the results obtained are described. 
2. Polycyclic aromatic hydrocarbons (PAH) 
Among the substances discussed in this paper, there is least doubt about the carcinogeni-
city of PAH. Substantial epidemiological data, particulady from coke oven workers, 
have been repeatedly used for risk assessments. Only one inhalation experiment suitable 
for quantitative risk estimations has been reported and the data from this will be used 
to illustrate some theoretical aspects of risk estimation and to compare risk estimates 
in experimental animals and in man. In the animal study referred to female Wistar rats 
were exposed to a coal tar/pitch condensation aerosol. The aerosol particles were rich 
in PAH but were essentially free of insoluble inorganic material. Tue results of this 
study are shown in Table 1. Of the PAH present in the particles, only the concentrations 
of benzo[a]pyrene (BaP) are given which was used as a measure of exposure. From the 
values of cumulative exposure given by the authors we calculated a time-weighted 
average concentration to obtain a variable that would give directly the unit risk in tenns 
of exposure to a BaP concentration expressed as µg/m 3. The average concentration, 
equivalent to a theoreticaE continuous exposure for 24 h/day, 7 days/week for two years 
was defined as dose D: 
Cumulative exposure over two years D = . 
24 hours/day · 365 days/year · 2 years 
Figure 1 shows the dose-response relationship. For risk estimation a multistage model 
was fiued lo lhe data and the unit risk value (;akulate<l on the basis of the 95% upper 
Table 1: Exposure of Wistar rats to coal tar/pitch condensation aerosol (5x 17 hours a week; 
HEINRICH et a l. , 1991) 
Benzo[a]- Exposure Cumulative TWA Rats with 
pyrene period Exposure BaP Exp. tumour 
[µg/m3] [months] [h · mg/m3] [µg/mJ] 
20 10 71 4.1 3/72 
20 20 142 8.1 24/72 
50 10 158 9.0 28/72 
50 20 321 18.3 70/72 
Controls 0 0 0/72 
TWA exposure: Time-weighted average conccntration equivalent to a theoretical continuous 
exposure 7 x 24 hours a week for two years 
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Figure 1 : Exposure-response relationship of coal tar/pitch aerosol in an inhalation study with 
female Wistar rats (data from Table 1). The time-weighted average exposure concentration of 
benzo[a]pyrene has been taken as measure of dose. The unit risk has been estimated using the 
linearized multistage procedure. The hypothetical threshold-curve also drawn is not substantiated 
by the generally accepted conceptions of PAH carcinogenesis 
confidence limit (linearized multistage procedure). Due to the general conceptions about 
PAH carcinogenesis we have chosen this procedure, which assumes a virtually linear 
relationship in the low response range. Based solely on the position of the data points 
the dose-response relationship could a lso be interpreted in terms of a threshold model, 
i.e., that a certain dose exists below which the true tumour probability is equal to the 
background risk. For comparison therefore, we fitted two additional models using 
sirnilar methods to ROLLER et al. (1992). 
The most common model which results in threshold-like behaviour is the probit or 
lognormal model. Furthermore, we used a purely formalistic approach and fitted a 
Weibull model that we directly defined as a threshold model: 
I
P if D s;,8 
P*(D) = P: + (1 - PB) · (1 - exp[-a(D - ß)b]) if 0 > ß 
where P* (D) is the l ifetime lung cancer risk · of a rat, PB represents an independent 
background risk, ß represents the threshold value of dose and a a nd b are further 
parameters to be estirnated. 
With the various models the attributable risk was calculated for a lifetime exposure to 
an average BaP concentration of 10 n g/ m 3, wbich can be regarded as a relatively high 
value under current general environmenta l conditions. The results of the calculatio ns 
are given in Table 2. As tbe chi2-values show, there are sorne difTerences in the gooclness 
of fit between the various models, but the deviatio n of the data from any of the models 
is not significant (p > 0.1). While the best fit is obtained with the threshold rnodel, the 
decision on which is the 'right' model obviously cannot be made on this basis. Together 
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Table 2: Estimation of cancer risks due to products of incomplete combustion processes containing 
lO ng benzo[a]pyrene per m3 air 
Model, data base df 




max. likel ihood estimate 
95% conf. !im. (LMS) 
Epidemiology (REDMOND, 19'83) 







Est imated risk due to 
tar/ pitch aerosol with 
10 ng BaP/m3 
0 
< 10 - 4 0 
1.2. 10- 7 
1.9. 10- 4 
Estimated risk due to coke 
oven emissions with 
10 ng BaP/m3 
7 . 10- 4 
• The estimate of the parameter 0 of the threshold modcl, which represents the threshold value of dcse, is 1.2 µg/m 3 (lifetime); 
lhis corresponds to a strong occupa1ional exposure. 
with mechanistic considerations (genotoxic principle), the epidemiological data do not 
support the conclusion that occupational exposure corresponding to a continuous BaP 
concentration of 1.2 µg/m3 (see Table 2) is not associated with an increased cancer risk. 
Even with the linearized multistage procedure, risk estimates for the rat are smaller than 
that derived from the study with coke oven workers. The latter has no upper confidence 
limit and corresponds to a unit risk value of 7 x 10-2. The difference between the risk 
factors may be partly expfained by the exposure characteristics. While the experimental 
tar/ pitch aerosol was almost free of insoluble particles, coke oven emissions are known 
to contain a considerable amount of soot particles, which may have contributed to the 
lung cancer risk of the workers. 
3. Diesel engine emissions 
Figure 2 shows the results from all rat inhalation studies with diese! engine emissions 
whcrc a significantly increascd lung tumour incidence was obscrvcd in at least onc 
exposure group. Also included are the results of additional experimental groups that 
inhaled aerosols of either carbon black or a special type of titanium dioxide with a 
particularly !arge specific surface area. The data have been combined because a common 
carcinogenic mechanism associated with the inorganic particle core has become probable. 
This issue and details of the experimental data are discussed by Pon et a l. ( 1993 a). 
The time-weighted average exposure concentration is again used as a measure of dose, 
as described above. The values refer to the total particle mass for carbon black and Ti02 
while the values for diesel particles refer to the so-called carbonaceous core only. The 
latter values were calculated by subtracting (30%) of the mass of adsorbed, soluble 
organics from the total diese! particle mass. 
The linearized multistage procedure was applied to all data - including non-diese! dust.s 
- except the recent results from the working group of MAUDERLY (NIKULA et a l. , 1993). 
In contrast to the other authors - and to MAUDERLY et al. (1987) - a certain type of 
lung lesion (benign keratinizing cystic squamous cell tumours) was not included in the 
Jung tumour incidence in this study. Therefore, these data are not fully comparable to 
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Figure 2: Exposure-response relatioJship of diese) engioc cmissions and othcr cxtrcmely fine 
particulates from several inhalation studies with rats. The multistage model has been fiued to all 
dataexcept the rcccnt data from the workinggroupofMAUDERLY (NtKULA et al. , 1993; sec text) 
the other sets, but nevertheless they fit tbe overall dose-response relationship reasonably 
weil. The max im um likelihood estimate of the linear coefficient of the multistage model, 
which takes the form of a one-stage model here, amounts to 9 x 10-5 per µg carbonaceous 
core particles/ m3 ; the 95% confidence limit of 10 x i o-s used as unil risk estimate is 
very close to this value due to the numerous observations. This unit risk estimate which 
is related to the exposure concentration of carbonaceous core particles is equivalent to 
the form er unit risk cstima te of 7 x 10- 5 per µg total diese! particle mass/m 3 (LAI, 1992). 
lt should be noted that the experimental data may also be fitted by a threshold model, 
but, as has a lso been shown for PAH, goodness offitshould not be thecrucial criterion for 
the selection of a n extrapolation model. More important criteria could be the knowledge 
of the carcinogenic mechanism or the aim of health protection. The mechanism of "dicsel 
carcinogenesis" or "small particle carcinogenesis", which is obser ved only in the lung 
of rats, is not yet known. The choice of a threshold model, which in case of error would 
be to thc dctriment of exposed people, would not take into account thc cpidemiologjcal 
data. A risk estimation of McCLELLAN et al. (1989) based on a major epidemiologjcal 
study with U.S. railroad workers is equivalent to a unit risk esümate about one o rder 
of magnitude higher than the unit risk for rats according to the linearized multistage 
procedure. However, the epidemiological results a re relatively uncertain due to possible 
confouoding factors, part icularly smoking habits. 
4. Fibrous dusts 
The data basis for man-made mineral libres is eveo more complex than for diese! engine 
emissions. Larger epidemiological studies have been performed than with diesel exhaust 
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and, as with the latter, some of the studies resulted in significantly increased lung cancer 
risks in exposed workers. However, confounding factors cannot be ruled out sufficiently 
to attribute the observed risks unequivocall y to fibre exposure. lt is not possible therefore 
to derive direct risk estimations from these data. Moreover, there are only few positive 
inhalation studies with man-made fibres. 
Before further discussion of quantitative risk assessment of fibres it has to be noted 
thal the 4ualitative aspects, i.e. the evidence of carcinogenic potential of fibres and Lhe 
criteria which define a carcinogenic fibre, will not be discussed here. These have been 
described in detail by Porr & ROLLER (1993). lt has tobe mentioned, however, that an 
important part of this evidence is the understanding that th.e carcinogenicity of asbestos 
has to be attributed to the fibrous shape of asbestos dust part icles. This is also the 
reason, why the results of asbestos studies have tobe included in the risk characterization 
of any type of fibre. 
4.1 Ceramic fibres 
The highest tumour incidences with man-made fibres aifter inhalation by rats were 
observed in a study conducted at the RCC-laboratories under Good Laboratory Practice 
conditions (MAST et a l., 1993). Statistically significantly increased tumour incidences 
were observed with special types of vitreous ("glass") fibres. Such silicate fibres with a 
high aluminium content, mainly produced for high temperature thermal insulation 
applications, are sometimes called refractor y ceramic fibres (RCF). Figures 3 and 4 show 
the results of the experiments. Dose-risk fonctions were not fitted to the data of these 
ceramic fibres for the following reasons: l. The three data points (HP, K, Z) above the 
detection limit of about 10% do not give an indication of the shape of the dose-response 
relationship, neither if exposure concentrations are used as a measure of dose nor if 
lung fibre concentrations, which are sometimes considered to be more adequate, are 
used. 2. The position of the data points in Figure 3 might be interpreted in terms of a 
sublinear or threshold-like curve, but neither the dose-response curves of inhalation 
studies with asbestos nor the dose-response curves with various .fibre types after 
intrapleural or intraperitoneal injection support the assumption of sublinear dose-risk 
relationships for fibrous dusts (cf. PoTT & ROLLER, 1993). 3. A risk estimation from 
these data cannot be applied directly to humans because laboratory rats seem to be less 
sensitive to inhaled asbestos fibres than humans, as described below. 
The asbestos dusts used in the same study yielded about the same tumour incidences 
as the ceramic fibres, though the asbestos fibre concentrations to which the rats were 
exposed were much higher. If this difference as well as former experimental results with 
asbestos and epidemiological data of asbestos are considered, then a method of risk 
assessment for ceramic ffbres using simple linear conversions can be divided into the 
following steps: 
a) Risk from asbestos at the workplace. 
Exposure to 0.25 fibres/mL (length > 5 µm; optical microscopy) for 35 working year.s 
is associated with an attributable risk of 0.77% (DOLL & PETO, 1985) or 0.8% 
(HEI-AR, 1991). 
The risk estimation of DOLL & PETO (1985) was derived from epidemiological studies 
of asbestos textile workers exposed mainly to chrysotile. The estimation was supported, 
also in a general application for asbestos exposure, by the literature review panel of the 
H.ealth Effects Institute - Asbestos Research (HEi-AR, 1991). 
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Figure 3: Exposure-response relationship of alurninium-siUcate fibres in inhalation studies with 
rats carried out at the RCC laboratories in Geneva. The fibre type "Kaolin" (K) was inh2.led at 
four mass conccntrations (3. 9, 16, a nd 29 mg/m3), the mass concentration of thc "After Service" 
(AS), " High Purity" (HP) and "Zirconia" (Z) fibres was about 30 mg/m3 each (MAST et al., 1993). 
Thc fibre concentrations of asbestos dusts applied at about 10 mg/m3 werc considcrably higher 
(CM = chrysotile, M AST et al., 1993; Krl = crocidolite " long", C = air controls, McCoNNELL et 
al., 1994). Exposure times were 7 x 5 hours per week for 2 years except for crocidolite which was 
inhalcd for 10 months 
b) D ifferent scnsitivity of humans an<l rats to asbestos carcinogenicity. 
Figure 5 shows estimated dose-response relationships based on epidemiology and 
inhalation studies with asbestos dusts. The graphs are plotted on log-probit coordinates; 
this is done to accomodate the wide dose range and does not mean tha t the probit 
model is applied for extrapolation. The dotted "human" curve is a strictly linear 
extrapolation of the risk estimation cited above, but appears as a straight line in the 
log-probit plot, too. The dose factor in relation to weil conducted animal inha:ation 
studies performed by the working grou p of DAVIS, using various preparations of asbestos 
dusts with different size distributions, is greater than one hundred. 
c) Comparison of the carcinogenic potency in inhalation experiments between asbestos 
and positive non-asbestos fibres. 
Figure 6 shows the results of DAVIS and coworkers together with further results of 
inhala tion experiments in which asbestos fibre concentrations wcre determined by 
electron microscopy (EM). Because tbe concentrations given by DAVIS were obtained 
by optical microscopy (OM), bis values have to be modified to be roughly comparable 
with the asbestos concentrations determined by EM. There is no general convcrsion 
factor for fibre measurements by EM aod OM, the proportion of asbestos fib res visible 
by optical microscopy may vary between 4 and 30% (R JEDIGER, 1984). Based on the 
sizc distributions given by DA v1s, a factor offour seems tobe applicable for thcse asbestos 
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Figure 4: Rela tionship between tumour response and fibre concentrations in dry Jung tissues of 
rats after 24 months of inhalation (MAST et al., 1993; M cCONNELL et al., 1994 ; cf. Figure 3). Thc 
concentration of crocidolite fi bres is not plotted , because crocidoliteexposure was only for 10 months 
Figure 5: Difference in the exposure-response relationships of asbestos between humans a nd rats 
(modified from POTT & ROLLE'R, 1993; for references of data sources ~ee ibidem) 
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Figure 6: Exposure-response rclationships of asbestos and man-made vitreous fibres in inhalation 
studies (modified from Porr & Rou.ER, 1993; for references of data sources see ibidem). The 
broken line between "positive" and "negative" refers to Fisher's exact test, a group size of 120 
exposed animals and 4 rats with tumour among 123 control animals, which was thc backg:ound 
incidence in the RCC study with glass fibres (HESTERBERG et al., 1993). 
fibres. Therefore, the data points of DAVIS and the corresponding regression line have 
been shifted to the right by this factor. About 90% of the thicker man-made fibres are 
visible by optical microscopy. Therefore, only a small correction has been applied for 
the data points of the ceramic fibres "Kaolin" (highest dose) and "High Purity", 
illustrated in Figure 6 by a short au xiliary line which does not represent a specific 
regression model. The distance of this auxiliary line from the regressiotn line of the data 
from DAVIS and thc crocicfolite "long" from the RCC study corresponds to a dose factor 
of about 25 and 8, respectively. 
d) Transfer of the potency ratio found in the experiments to the risk under workplacc 
conditions. 
For an extrapolation to workplace conditions the similarity of the size distributions of 
the asbestos fibres is important, as carcinogenic potency is related to fibre dimensions. 
If it is assumed that the asbestos dusts in the experiments of DAVIS were somewhat 
shorter than typical "workplace fibres" and the RCC crocidolite was somewhat longer, 
then a potency ratio of 12, which is about the half of25 and is somewhat greather than 
8, seems practicable. The risk at workplaces from 0.25 asbestos fibres per mL air counted 
by optical microscopy was given as 0.77% (see above). Application of the factor 4 
for conversion of fibre counts by OM to EM gives an estimate of the specific risk from 
asbestos at the workplace of 0.77% per f/mL. If equal biodurability of asbestos and 
ceramic flbres is assumed, it follows for occupational exposure: 
specific cancer risk = 12 x 7.7 x 10- 3 = 9.2 x 10- 2 
per 1 <.:t:ramic fibn:/mL ( = 1000000 f/m3 ), 35 ye::ars <luring working hours 
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e) Risk estimation for general environmental conditions. 
A factor for the conversion of the exposure conditions. from workplace to general 
environment can be obtained on the basis of the different exposure times and under the 
assumption that the minute volume (MV) is increased when someone is exercising 
physically at work. 
70 years 365 days/year 24 hours/day 100% MV 
--- · . . ~6 
35 years 240 days/year 8 hours/day 150% MV 
Application of this factor and conversion to a reference concentration of 100 f/m3 leads 
to an estimate of: 
unitrisk = 6x9.2x10- 2 x100 f/m3/1000000 f/m3 = 6 x 10- 5 
per 100 ceramic fibres/m3 (70 years continuously) 
4.2 Glass-, rock-, slag fibres 
Besides the vitreous ceramic fibres the risk from other man-made vitreous fibres (glass 
fibres in the narrow sense, rock- and slag fibres) is of interest, because these fibres are 
used for general thermal and acoustic insulation purposes. The relative carcinogenic 
potency of these fibre type cannot be directly estimated from the inhalation studies, 
because no significaotly increased tumour incidences occured (see Figure 6). In our 
opinion this must not be interpreted as lack of carcinogenic potential of these fibres; 
one reason for this assessment is that the fibre concentrations of the glass fibres were 
lower than the asbestos fibre concentrations (for further discussion of carcinogenic 
potential see POTT & ROLLER, 1993). lt is generally accepted, that these vitreous fibres are 
of lower biodurability than refractory ceramic fibres and that biodurability is related 
to the carcinogenic potency. Therefore, a risk esti.mation on this basis is possible, which 
of course can only be a crude approximation. The fibre measurements in Jung ashes 
which had been performed within the inhalative carcinogenicity studies at RCC did not 
show an appreciable difference in the retention of ceramic and other vitreous fibres 
(HESTERBERG et al., 1993). Therefore a difference between these fibre types by a factor 
of 10 or more can hardly be substantiated and at present only a pragmatic approach 
of values of 2 to 5 for the ratio of the carcinogenic potency of ceramic fibres and 
insulation wool fibres seems to be justified. The following unit risk can be calculated 
based on the unit risk estimate for ceramic fibres: 
unit risk = 6/5 x 10- 5 to 6/2 x 10- 5 = 1x10- 5 to 3 x 10- 5 
per 100 glass-, rock-, slag fibres/m3 . 
Though the epidemiological data from the production of man-made mineral fibres are 
not suitable to derive a realistic risk estimate, the given risk estimates are consistent 
with the epidemiological data. If the increased Standardized Mortality Ratios observed 
in the rnajor studies are assumed to be attributable to the fibre exposure, then higher 
risks were possible. This is discussed in greater detail by PoTT et al. (1993 b ). 
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Zusammenfassung 
Das vorliegende Papier fuhrt eine vergleichende Risikobewertung der durch den motorisier-
ten Straßenverkehr bedingten Gesundheitsrisiken durch. In der Bundesrepublik ( alte 
Länder) wurden 1990 7906 Menschen im Straßenverkehr getötet. Die geschätzte Anzahl der 
auf Lärm- und Luftbelastung zurückzuführenden Todesfälle beläuft sich auf ca. 1480 bzw. 
640 Fälle pro Jahr. Da subjektive Bewertungsprozesse die Begleitumstände konkreter 
Risiko-Situationen einbeziehen, kann es zu einer von der Risikoabschätzung abweichenden 
Risikobewertung kommen. Aufgrund der Multidimensionalität der Bewertungskriterien und 
gesellschaftlichen Ziele, der Unterscheidung zwischen individueller und öffentlicher Verant-
wortlichkeit sowie der Unsicherheiten bei der wissenschaftlichen Risiko/Jeurtei/ung können 
politische Maßnahmen nicht allein auf quantitative Risikoabschätzungen begründet werden. 
Politisches Handeln bedarf der öffentlichen Unterstützung. Um zweckrationales Handeln 
durchzusetzen, ist ein Prozeß öffentlicher Risikokommunikation notwendig, zu der quanti-
tative Risikoabschätzungen einen wesentlichen Beitrag liefern können. 
Summary 
This paper presents an attempt to per form a comparative risk evaluation Jor health risks 
induced by motorized road traffic. In 1990, 7906 persons were killed by road accidents 
in West-Germany. The estimated number of deaths due to noise exposure and air poflution 
is 1,480 and 640 cases per year, respectiv1dy. Subjective evaluation processes include an 
integrative consideration of circumstances inherent to the specific risk situation. Therefore, 
risk evaluation may differ from the results of quantitative risk assessment (QRA) . The 
multidimensionality of evalualion criteria and societal goals, the differentiation of individual 
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vs. public accountability and uncertainties in scientific judgements imply that risk 
management Options cannot be based on QRAs a/one. Polilica/ action requires public 
support. In order to enforce rational management options a process of public risk 
communication is needed to which QRA can provide an important input. 
1. lntroductlon 
Quantitative risk assessments (QRA) may be used to characterize and compare 
environmental health problems and to guide priority setting in environmental health 
policy. For this purpose QRA methods available for carcinogenic substances should be 
extended to other hazards and health outcomes (NEUS and THIELE, 1994). However, 
risk comparisons require careful evaluation of methodological differences in estimating 
different r isks. Furthermore, comparative risk evaluations have to take into account 
the specific circumstances of concrete risk situations. 
This paper presents an attempt to quantify the risk for dying from myocardial infarction 
(MI) induced by road traffic noise and to compare it with mortality risks due to road 
traffic accidents and air pollution. For reasons of availability of relevant data the 
analysis is restricted to West-Germany. The results will be discussed under me-
thodological, psychological and political aspects. 
2. Assumptions and methodological considerations 
While the risk of being killed by a road traffic accid!ent can be derived from official 
annual statistics, risks from noise exposure and air pollution can only be estimated. The 
underlying estimation procedures include considerable uncertainties; those a rise both 
with respect to verification of a causal interrelation and with respect to numerical 
precision of risk estimates. As a result, risk estimates are to be regarded as crude and 
best guess approximations rather than precise descriptions of "reality". Despite ithese 
limitations QRAs may be appropriate in describing the relative importance of envi-
ronmental hazards. 
In recent years QRA procedures based on unit risks have increasingly been used in 
estimating cancer risks due to air pollution. The methodological pitfalls have been 
described elsewhere (e.g. BECHER & STEINDORF, 1993). l n Germany, the "Länderausschuß 
für Immissionsschutz" (LAI) provided estimates for additional lifetime cancer risks (any 
localisation) in rural and urban areas (LAI, 1992). We used these figures to estimate 
the population risk. 
Suppose that the total population with population size N is devided into n subpopulations 
representing the proportion qi of total population and facing an additional lifetime 
mortality risk ri. Theo a crude estimate of the annual number of deaths attributable to 
the risk considered would! be 
N(qiri + . „ + qnr„)/L, 
where L is mean life expectancy. 
For estimation of population cancer risk attributable to air pollution we considered the 
three subpopulations characterized in Table l. Numelrical values for lifetime risks and 
proportio·n of subpopulations were derived from the LAI-report (p. 124-126, 144). 
The LAI did not provide numbers on the population heavily exposed to road traffic. 
We assumed that 12.5% of the population of West-Germany is exposed to this risk; 
this figure corresponds to the number of people exposed to traffic noise of 65 dB(A) 
or above (daytime; 6.00 a.m. -10.00 p.m.). Note that, although quantitatively most of 
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Table 1: Estim.ation of population risk (mortality) induced by air pollution. For risk estimation 
a mean lifeexpectancy Lof70 years and a population size N of63 million inhabitants was assumed 
heavy traffic exposure 
(over 65 dB(A)) 
remaining popularion. 
large towns 
small towns/ rural areas 
Population risk 







lifetime individual resulling number of 
mortality risk allri- cases per year 
butable to air pollution 
(r;) (Nq1r;/L) 
2.0: 1000 225 
0.8 : 1000 342 
0.2: 1000 72 
639 
the cancer risk imposed by air pollution is due to em1ss1ons from road traffic, the 
numbers on lifetime risks also include other sources. 
Although conclusive results from longitudinal studies are not yet available, recent 
epidemiological studies sl\.lggest a causal relationship between noise exposure and MI. 
Independent studies revealed consistent Increases of relative risks which could not be 
explained by confounding factors (see BABISCH et al., 1992). In each single study results 
were not significant. However, it is unlikely that consistent results emerge purely "by 
chance". Rather, the consistency of findings suggests that the failure in obtaining 
statistical significance is most likely due to lack of statistical power and limitations of 
epidemiology in detecting small risks (see FLESCH-JANYS et al., 1989). 
In the following it is assumed that the relative risk for MI induced by road traffic noise 
above 65 dB(A) (daytime) is about 1.2 (.IBABISCH et al., 1992) and that about 12.5% of 
the West-German popula tion are exposed to these so und levels (UBA, 1992). Accordiog 
to these assumptions about 2% ofMI cases are attributable to road traffic noise exposure 
(BABISCH & lSING, 1992). Thus, out of 74,153 fatal Mls (ICD 410) in West-Germany 
(STATISTISCHES BUNDESAMT, 1992a), 1,483 cases can be attributed to road traffic 
noise exposure. 
Table 2 compares the risk assessments for noise exposure and air pollution from a 
methodological perspective. 
3. Results (populatlon risks) 
Table 3 summarizes the population mortality risks induced by road traffic (accidents, 
noise exposure and air pollution) for West-Germany. Even though there is a continuous 
decrease of fatal traffic accidents (tbe number of traffic victims decreased from 19193 
in 1970 to 7906 in 1990; STATISTISCHES BUNDESAMT, 1992b) the total number 
of persons killed by road traffic accidents still exceeds the estimated number of deaths 
attributable to traffic noise and air pollution. 
4. Subjective risk perception and evaluation 
Subjective risk perceptions and evaluations result from an integrative consideration of 
the circumstances inherent to the risk situation (RENN, 1993). The process of risk 
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Table 2 : Methodological comparison of risk assessment for noise exposure and air pollulion 
empirical data base 




extrapolatio n to low-dose-
region 
under-/over -estimation 
inference to a ll populatio n 
groups 
(e.g. age and gender) 
scientific consens o n causal 
relation 
noise exposure 
(risk for Mr) 
environmental 
epidemiology 
relatively small (deviation 
of sound level by 3 dB(A) 
when traffic volume halfed/ 
doubled) 
relatively small (factor 3) 
not necessary 
best guess estimation 
necessary 
no scientilic consens (lack of 
conclusive prospective stu-
dies a nd lack ofsignilicance 
in single studies) 
air pollution 
(cancer risk) 
occupatio nal epidemiology 
relatively great, in particular if as-
sessed retrospectively (ca se-
control-studies) 
relatively great (e.g. factor 10 for 
arsenic; compare BECHER & SIBIN-
DORF; 1993) 
necessary; errors due to the extra -
polation model may be considera-
ble in the low-dose-region 
conservative estimation (tendency 
to over-estimation) 
necessary 
the substances considered are com-
monly rcgarded to becancerogenic 
in humans; however, the validity of 
extrapolation is frequently denied 
(e.g. repair mechanisms) 
evaluation is influenced by values, attitudes and attributions (RUFF, 1993). In this 
paragraph we will discuss how these influences may modify perceptioo and evaluation 
of health risks induced by road traffic. 
The risk for accidents d iffers from environmental risks (noise and air pollution) in a 
variety of aspects. F irst of all, about 70% of traffic accident victims are killed as 
motorized road users (Talble 3). At least these persons more or less consciously accept 
accident risks in order to gain individual benefits. In contrast, environmental r isks 
usually a re not accompanied by any individual benefit. Furthermore, irrespective of 
means of transportation, people are more capable to protect themselves by individual 
behaviour against accidents than against environmental risks. Thus, envin'.>rlrt'lentul risks 
are characterized by lack of individual benefits and lack of individual control and may 
therefore be valued less acceptable than accident risks. On the other hand, being forced 
Table 3 : Observed/estimated number of deaths attributable to road accidents, noise exposure and 
air pollution in West-Germany 
road accidcnts 
among these: 
pedestria ns and bicyclists 
noise pollutio n 
a ir pollution 
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to protect ooeself against accidents by restrictions in individual behavior may lead to 
a stronger idliosyncratic response against road traffic than exposure to environmental 
risks. Thus, subjective risk perception and acceptability strongly depend on individual 
evaluation processes. 
According to the "Eurobarometer", 42% of the Europeans express complaints about 
air pollution in their local environment as compared to 29% for noise exposure (CEC, 
1992). Fifty-five percent of the German population believe that air pollution is a threat 
for health, but only 43% attribute health risks to noise exposure (KRAUSE et al., 1991). 
This is in contrast to the estimation of mortality risks which revealed higher risks for 
noise exposure. Several reasons could contribute to the deviation of risk perceptions 
from risk assessment: 
Toxic substances are experienced to be dreadful. In one study 85% of respondents 
believed that it is likely to suffer from adverse health effects if one is exposed to a 
toxic chemical substance (KRAUS et al., 1992). 
Subjectively, cancer and MI may be valued differently; furthermore, additional 
diseases influenced by air pollution (e.g. asthma) must be considered. 
In contrast to chemical substances noise does not persist in the environment. 
In addition to health risks air pollution creates ecological risks (e.g. the greenhouse 
effect); therefore air pollution constitutes a threat to future generations. 
The relationship between noise exposure and MI may be less known in the general 
public. 
5. Points to consider in decision making 
Similar to subjective risk evaluation processes, political risk evaluation and decision 
making also must integrate all relevant circumstances inherent to· the specific risk 
situation. In particular, the following aspects have to be considered. 
Multidimensionality of evaluation criteria: Expected mortality is just one attribute relevant 
for risk perception and evaluation. Effects on future generations, immediacy and 
catastrophic potential are other attributes shown to significantly influence risk perception 
(GREGORY & MENDELSOHN, 1993). In contrast to accidents and noise exposure, ecological 
risks induced by air pollution also constitute a threat to future generations. T hus, 
although under the aspect of mortality air pollution appears to be less relevant relative 
to accidents and noise exposure, greater public concern .about air pollution cannot be 
said to be "irrational". 
Consideration of public risk evaluation: The legitimacy of political action requires that 
it is supported by the public. Therefore risk management has to take public concerns 
into account. T he discussion in the foregoing paragraph shows that public opinion 
follows reasonable considerations in numerous aspects (e.g. Jack of individual benefits, 
Jack of individual contro[, persistency of hazards, ecological risks); in others, it deviates 
from scientific rationality (e.g. "toxicophobia"). 
Individual vs. public accountability: Societal goals can be persued either by individual 
or by public accountabi lity. With respect to traffic accidents each individual is held 
personally responsible for avoiding harm to others. Governmental regulation is restricted 
to setting certain rules and Controlling them. This is in contrast to regulation of 
environment.al risks as risks created by noise and air pollution cannot be attributed to 
personal guilt. Therefore claims for protection are adressed to governmental agencies. 
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Conflicting societal goals: Measures to reduce risks may negatively aITect other societal 
goals. At present, road traffic essentially contributes to the transportatio n needs (persons 
am! goods) a modern industrialized suciety faces. The conflict between public health 
protection and lransportation needs necessitates a societal discussion on values which 
aims at a balanced decision making. 
Uncertainties of scientific judgcments: U ncertainties in r isk assessmcnt frequently cr,eate 
considcrable public concern. On the other hand, administrative action usually requires 
evidence o n factual danger (ScHERZBERG, 1993; V JE WEG, 1993). T he regula tion of 
hypothctical (undetermined) risks is a question of ethical evaluation and therefore 
requires political discussio11 and decision. 
6. Concluslon : The role of QRA in environmental health pollcy 
Organisations and individuals never choose betwcen risks. Rather, they choosc between 
options, each of which presents some risks. Reasonable choices in decision ma king 
require knowledge of risks and benelits of a particular option, about alternative options 
and their r isks a nd benefits, aboul uncertainty of the relevant informa tion and about 
the management situation (NRC 1989, p. 33). 
Risk management decisions are not o nly dependent on judgements of cxperts (including 
QRAs) but a lso take place as part of a democratic process. In o rder to support 
" reasonable choices'', a process of public risk communication is needed which " raises 
the level of understanding of relevant issues or actions and satisfies those involved that 
they are adequately informed within the limits of available knowledge" (NRC 1989, p. 
26). This in particular requires an improved dialogue between sciencc o n thc o ne hand 
and the general public and mass media on theother (PETERS, 1992; WErNERT, 1993). 
However, even successful risk communication and agreement on risk assessment could 
not replace political evaluation aod decisioo (NEus, 1993). In view of the multidimensio-
nality of evaluation criteria and societal goals, the differentiation betwccn public and 
individual accountabilitics and remaining u ncertainties in risk assessment, it would be 
inadequate to focus governmental acti-0ns on one single aspect (for cxample, reducing 
mortality). Governmental action requires scientific advice and consideration of utility. 
However, it also has lo balance conflicting interests and to respect individual choices. 
After all, it has to corresp-0nd to the preferences of an adequately infonned public. 
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BUCHBESPRECHUNGEN/BOOKREVIEWS 
BRANDT, S. 
Beispiel- und Übungsbuch zur Datenanalyse 
mit Programmdiskette 
1993, 232 S., DM 68. - , ISBN 3-411-16621-5 
BI Wissenschaftsverlag Mannheim, Leipzig, Wien, Zürich 
Dieser Begleitband zum Buch Datenanalyse (3. Aunage, 1992) enthält Beispiele, Aufgaben, Pro-
grammbeispiele und Programmieraufgaben. Die dem Band beigefügte 3 1/2-Zoll-Diskette enthält 
sämtliche Programme des Buches Datenanalyse sowie die im Begleitband abgedruckten Pro-
grammbeispiele, die Lösungen zu den Programmieraufgaben und eine Bibliothek von Graphik-
programmen. 
Die Programme umfassen die Bereiche Stichproben, Maximum Likelihood, statistische Tests, 
kleinste Quadrate, Minimierung, Varianzanalyse, lineare und polynomiale Regression und Zeit-
reihenanalyse. Hilfsprogramme stehen für die Gebiete Matrizenrechnung einschließlich Lösung 
linearer Gleichungssysteme, statistische Funktionen und graphische Darstellung zur Verfügung. Sie 
sind im FORTRAN 77-Standard geschrieben. Die Programmdiskette ist für IBM-PC oder 
kompatible Rechner formatiert. 
Die auf der Begleitdiskette mitgelieferten FORTRAN-Programme konnten ohne Schwierigkeiten 
auf einem IBM-PC installiert und mit dem FORTRAN-Compiler von Microsoft übersetzt und 
ausgeführt werden. Selbst bei den Graphikprogrammen gab es auf den verschiedenen Ausgabemedien 
keine Probleme. Insgesamt ist diese Beispielsammlung als leicht zu handhaben, verständlkh 
a ufgebaut und empfehlenswert zu beurteilen. K. Streichfuss, Hohenheim 
PRECHT, M . ; MEIER, N.; KLEINLEIN, J. 
EDV-Grundwissen 
Eine Einfiihrnng in Theorie und Praxis der modernen EDV 
2. Aunage, 1994, 418 S., DM 49,90. ISBN 3-89319-670-6. Addison-Verlag, Bonn 
Für das vorliegende Buch spricht, daß nach knapp zwei Jahren nun eine wesentlich erweiterte 
zweite Aunage erschienen ist. Daß bei der beachtlichen Umfangsvermehrung von 280 auf 418 Seiten 
der Preis gleich geblieben ist, ist in der heutigen Zeit immerhin bemerkenswert. 
Die rasante Entwicklung der Hard- und Software wurde du rchgehend berücksichtigt. Das gilt 
insbesondere für die Bereiche Kommunikation und Netze sowie für die Betriebssysteme. D ie 
Programme zur Erstellung und Bearbe:tung von Graphiken wurden in einem gesonderten Kapitel 
zusammengefaßt. Neu aufgenommen wurden die Entwicklungen auf dem Gebiet Multimedia und 
Computer-Algebra-Systeme. Das umfangreiche Register (16 Seiten) erleichtert zusammen mit einem 
gut gegliederten Inhalt das Auffinden der interessierenden Information. 
Bei der Fülle des Stoffes kann auch trotz einer ausgezeichneten Darstellung vieles nur stichwortartig 
behandelt werden. Von daher m uß auch diese zweite A unage wieder als gutes, vorlesungsbegleitendes 
Kompendium angesprochen werden. 
SV Dictionary/Wörterbuch 
No. CD. 0.3· 
Computers and data processing. Computer und Datenverarbeitung 
English-German/ Deutsch-Englisch 
1994, 92 S., 78. - sF, ISBN 3-85542-383-0 
Schnellmann-Verlag, Windau/Schweiz 
H . Geidel, Stuttgart 
Der Verlag gibt zweisprachige Fachwörterbücher heraus. Die einzelnen Bände enthalten je nach 
Fachgebiet etwa 2500-4500 Ausdrücke. Die meisten sind Spezialausdrlicke, die in normalen 
Wörterbüchern nur schwer zu finden sind. 
Die vorliegende Ausgabe enthält auf überschaubarem Raum die wesentlichsten Begriffe der 
Computertechnik. 
Der Verlag sollte überlegen, ob die gleiche Information nicht zusammen mit einem kurzen 
Suchprogramm auf einer Diskette angeboten werden kann. H. Geidel, Stuttgart 
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Brief des Präsidenten 
Liebe Kolleginnen und Kollegen, 
das Jahr 1994 klingt aus sowie es begonnen hat: die Auseinandersetzungen um eine geeignete 
Form der Herausgabe von Schlüsselsystemen zur Klassierung von Krankheiten und Therapien 
halten an. Der wichtigste neue Aspekt innerhalb dieser Auseinandersetzungen ist, daß das 
Bundesgesundheitsministerium eine Lösung sucht, wie in Deutschland die Interessen der ver-
schiedenen Verbände, die diesbezüglich im Gesundheitssystem agieren, aufeinander abge-
stimmt werden können. Bei diesen Verbänden handelt es sich um die Spitzenverbande der 
Krankenkassen, die Deutsche Krankenhausgesellschaft, die Bundesärztekammer, die Kassen-
ärztliche Bundesvereinigung, die Arbeitsgemeinschaft der Medizinisch-Wissensch<aftlichen 
Fachgesellschaften (AWMF) und gegebenenfalls die Berufsgenossenschaften. In diesem Kon-
text ist d ie GMDS über die AWMF vertreten; eine unmittelbare Beteiligung unserer Fachge-
sellschaft ist wahrscheinlich nicht zu erzielen. 
In welcher Form die Abstimmung dieser Organisationen im Hinblick auf Schlüsselsysteme und 
gegebenenfalls auch andere Dokumentations- und Kommunikationsstandards erfolgen soll, ist 
zur Zeit Inhalt von Beratungen innerhailb des Ministeriums. Die AWMF und die GMDS haben 
dem Ministerium einen Satzungsvorschlag für eine "Deutsche Arbeitsgemeinschaft Medizini-
sche Klassifikation" zugeleitet. In die Überlegungen ist auch das Deutsche Institut für Medizi-
nische Dokumentation und Information (DIMDI) einbezogen. Die Konstruktion soll eine klare 
Trennung zwischen Auftraggebern und Nutzern von Klassifikationssystemen auf der einen 
Seite und Anbietern von Knowhow und Dienstleistungen auf der anderen Seite in diesem Sek-
tor bewirken. So soll auf der einen Seite die Abstimmung und gemeinfreie Bereitstellung von 
Klassifikationssystemen für das deutsche Gesundheitssystem gefördert und andererseits ein 
Markt für Anbieter und Nutzern in diesem Sektor geschaffen werden. 
Über die weitere Entwicklung werde ich Ihnen berichten. 
Veranstaltungen 
Nach dem erfolgreichen Abschluß des Tagungsdreiklanges in Dresden blicken nun alle Augen 
auf die bevorstehende GMDS-Tagung in Bochum, die unter Leitung von Herrn Tr:ampisch 
ausgerichtet werden wird. Nach den Schwierigkeiten, die bei allen GMDS-Veranstaltungen mit 
späten Anmeldungen auftreten, bitte ich Sie herzlich um Fairness gegenüber den die Tagung 
ausrichtenden Kollegen und sich so früll wie möglich anzumelden. 
Mitte Oktober fand in Bonn eine Veranstaltung zur Einrichtung von Trustcentem in Deutsch-
land statt. Getragen wurde sie von der Deutschen Teletrust, der Bundesärztekammer, der Kas-
senärztlichen Bundesvereinigung und der GMDS. Die Veranstaltung ist auf großes Interesse 
gestoßen. Der Bundesdatenschutzbeauftragte hat in mehreren ausführlichen Statements eine 
sehr pragmatische und positive Einschätzung für die Einführung von Patientenkarten auf 
freiwilliger Basis gegeben. Es ist beabsichtigt, Teile dieser wesentlichen Veranstaltung zu ver-
öffentlichen. 
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Mitgliederbefragung 
Herr Köpcke hat während der gut besuchten GMDS-Mitgliederversammlung in Dres-
den erste Ergebnisse der Mitgliederbefragung vorgestellt. Allerdings fehlen noch einige 
Hundert Antworten auf die Umfrage. Da wir für die GMDS zügig ein neues Adressver-
zeichnis erstellen wolle•, ist es von größter Wichtigkeit, daß alle noch ausstehenden 
Formulare umgehend an Herrn Köpcke zurückgesandt werden. Formulare sind der 
Aussendung dieser Zeitschrift beigefügt. 
Mitglieder, die keine Antwort auf die Umfrage zurückgesandt haben, 111üssen wir per-
sönlich ansprechen, um den Status ihrer Mitgliedschaft zu klären. Dies wird in den 
kommenden Wochen erfolgen. Es liegt an Ihnen dabei Aufwand und Kosten niedrig zu 
halten. 
Die Kenntnis der Zusammensetzung der GMDS-Mitglieder und die Interessen der GMDS-
Mitglieder ist für die Weiterentwicklung von Service-Angeboten durch unsere Fachgesellschaft 
notwendig. Die von Herrn Köpcke nach Abschluß der Umfrage zusammengestellten Er-
gebnisse werden deshalb auch im Mitteilungsblatt ausführlich wiedergegeben werden. Gleiches 
gilt für die erstmals durchgeführte Befragung zu Zielen und Inhalten der GMDS-Jahrestagung. 
Die in Dresden eingesammelten Fragebögen werden dem Ausrichter der nächsten Tagungslei-
tung mit der Bitte um Berücksichtigung bei der Gestaltung des Tagungsprogrammes zugelei-
tet. 
Adressänderung 
Wie vielen von Ihnen bekannt ist, wechsele ich von Marburg auf den Lehrstuhl für 
Medizinische Informatik an der Universität Göttingen. Bis Ende diesen Jahres bleiben die 
Ihnen vertrauten Kommunikationswege nach Marburg bestehen. Ab dem 1.1.1995 bitte ich 
Sie, folgende Adresse zu verwenden: 
Prof. Dr. Otto Rienhoff 
Klinikum der Georg-August-Universität 





Zum ausklingenden Jahr 1994 möchte ich mich bei allen Aktiven der GMDS für ihre Koope-
ration und die von Ihnen ausgehenden Anregungen und Aktivitäten bedanken. Die vor einigen 
Jahren eingeleitete Umstrukturierung der GMDS zu einer modernen dienstleistungsorientierten 
Fachgesellschaft ist gut vorangekommen. Für das kommende Jahr wünsche ich uns allen, daß 
die Transparenz bezüglich der vielseitigen Aktirvitäten in unserer Fachgesellschaft noch besser 
wird - und bitte dafür gleichzeitig um Ihre Unterstützung. 
Ich verbleibe mit den besten Wünschen zum Jahresende 
Ihr 
Otto Rienhoff 
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Bekanntgabe einer Vereinbarung zwischen der Deutschen Gesellschaft für Medizinische 
Informatik, Biometrie und Epidemiolgie (GMDS) und der Gesellschaft für Informatik 
(GI) über die Zusammenarbeit auf d~m Gebiet der Medizinischen Informatik 
1 Vorbemerkungen 
(1.1) Die Aktivitäten der GMDS auf dem Gebiet der Medizinischen Informatik finden in dem 
Fachbereich Medizinische Informatik und in dem Fachausschuß, den Arbeits- und 
Projektgruppen des Fachbereiches Medizinische Informatik statt. Besonders die 
Arbeitsgruppen sind methodisch ausgerichtet und orientieren sich nicht an bestimmten 
Teilgebieten der Medizin. Methoden- und fachbereichsübergreifend existieren Arbeitskreise für 
die Informationsverarbeitung in bestimmten klinischen oder anderen medizintheoretischen 
Teilgebieten. 
(1.2) Die Aktivitäten der GI auf dem Gebiet der Medizinischen Informatik finden in dem 
Fachausschuß 4. 7: Medizinische Informatik statt, welcher dem Fachbereich 4: 
Informationstechnik und technische Nutzung der Infonnatik angehört. Der Fachausschuß hat 
ein Leitungsgremium und kann Fachgruppen und Arbeitskreise einrichten. 
(l.3) Die Leitungsgremien für die Medizinische Wormatik in GI und GMDS sind 
folgendermaßen aufgebaut: In der GMDS gibt es den aus 5 Mitgliedern bestehenden 
Fachausschuß des GMDS-Fachbereichs Medizinische Informatik. Das Fachausschußmitglied, 
welches die meisten Stimmen bei der Wahl erhalten hat, ist Leiter des Fachausschusses und 
Mitglied des Präsidiums der GMDS. In der GI gibt es ein Leitungsgremium des GI-
Fachausschusses 4.7. Der Sprecher des Leitungsgremiums ist Mitglied im Leitungsgremium 
des Fachbereichs 4. 
2 Zielsetzung 
(2.1) Die GI und die GMDS stimmen darin überein, daß der Fortschritt auf dem Gebiet der 
Medizinischen Informatik am besren dadurch gefördert werden kann, daß die Aktivitäten der 
Fachgesellschaften auf dem Gebiet der Medizinischen Informatik gemeinsam bzw. in enger 
Abstimmung zwischen den beiden Gesellschaften erfolgen. Die Zusammenarbeit der beiden 
Fachgesellschaften sollte unter der Betonung der jeweiligen Zielsetzung der Fachgesellschaften 
als Ganzes erfolgen. 
(2.2) Die Kooperation soll sich vor allem auf methodische Fragen der Medizinischen 
Informatik erstrecken. 
(2.3) Innerhalb der GMDS sollten zusätzlich insbesondere die auf bestimmte medizinische 
Teilgebiete bezogenen anwendungsorientierten Arbeiten stattfinden, ggf. gemeinsam mit 
anderen medizinisch-wissenschaftlichen Fachgesellschaften und unter Berücksichtigung von 
fachbereichsübergreifenden methodischen Aspekten. Damit soll insbesondere die adäquate 
Anwendung von Methoden und Werkzeugen der Medizinischen Informatik bzw. der 
Informatik in der Medizin und in dem Gesundheitswesen gefürdert werden. 
(2.4) Innerhalb der GI sollte insbesondere ein Wissens- und Erfahrungsaustausch mit 
denjenigen Fachgruppen bzw. Fachbereichen stattfinden, die sich mit methodischen 
Grundlagen der Informatik befassen. Damit soll eine adäquate methodische Weiterentwicklung 
der Medizinischen Informatik gefOrdert werden. 
3 Durchführung 
(3.1) Beide Gesellschaften fördern eine Doppelmitgliedschaft ihrer auf dem Gebiet der 
Medizinischen Informatik tätigen bzw. interessierten Mitgliedern, u.a. über jeweils reduzierte 
Mitgliedsbeiträge im Falle einer Doppelmitgliedschaft. 
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(3.2) Unter Berücksichtigung der Satzungen der beiden Fachgesellschaften und der 
Fachgruppenrahmenor.dnung der GI wird von GI und GMDS eine gemeinsame Fachgliederung 
Cgemeinsamer Ausschuß1 gebildet. Der Ausschuß besteht aus bis zu 10 Personen: den 5 
Mitgliedern des GMDS-Fachausschusses Medizinische Informatik und den Mitgliedern des 
Leitungsgremiums des GI-Fachausschusses 4.7. Sollte die Zahl der Mitglieder des 
Leitungsgremiums des GI-Fachausschusses 4.7 5 übersteigen, so wählt es seine 5 Mitglieder 
für den gemeinsamen Ausschuß aus dem Kreis seiner Mitglieder. 
(3.3) Der Sprecher des gemeinsamen Ausschusses ist entweder der Sprecher des GI 
Fachausschusses 4.7 oder des GMDS-Fachausschuses Medizinische Informatik. Er ist 
einvernehmlich von den beiden Leitungsgremien zu wählen. Es wird empfohlen, daß es sich bei 
dem Sprecher des Leitungsgremiums des GI-Fachausschusses 4.7 und dem Leiter des GMDS-
Fachausschusses Medizinische Informatik um dieselbe Person handelt. 
(3.4) Zu den Sitzungen des gemeinsamen Ausschusses können Vertreter weiterer auf dem 
Gebiet der Medizinischen Informatik tätigen Fachgesellschaften eingeladen werden, falls 
zwischen den beiden Leitungsg.remien hierüber Einvernehmen besteht. 
Bonn, Köln, den Unterschriften 
a.usgearl>eitet von 
H.-J. Appelrathl, P. Dadaml, J. Dudccl<.1,2, R. Engelbrechtl,2, R. Haux1•2, P . .lf:nscl11; H. Kunath1•2, T. TolxdoriP•2 
l Mitglied des Leitungsgimllwns desGI-Fachausscllusses 4.7 
2 Mitglied des GMDS-Fachausschusaes Medizinische Informatik 
Anmerkungen zu der Kooperationsvereinbarung 
Mitgliedern der GMDS, die sich filr Medirinische lnfonnalik intenssieren, wird empfohlen, auch die Mitgliedscha.ft in der GI zu beantragen. 
GI-Mitglieder, die sich fllr MediziniJche Informatik interessieren, wird entsprechend empfohlen, auch die Mitglicdscbaft in der GMDS zu 
beantragen. 
- Dan Leitungsgremium des GI-Fachausschusses 4.7 sollten die Mitglieder des GMDS-Fachausschusses Medizinisd:ie Informatik angehöcen, 
soweit sie auch GI-Mitglieder sind. Die Bestellung bzw. Wahl der Mitglieder sollte wie bei den Fachausschußwahlm der GMDS alle 3 Jahre 
erfolgen, evtl. im Ansdlluß an die Wahlen fllr den GMDS-Fachausscbuß Medizinische Informatik. 
- Es wird anpfohlen, daß der GMDS-Fachausschuß Medizinische Informatik und das Leitungsgremium des GI-Fachausschusses 4.7 
gnindsltzlich ~ tagen. Die Vereinigung beider Gremien dOrile in aller Regel sowieso dem gemeinsamen Ausschuß der 
Leitungsgremien des OMDS-Fachbereichs Medizinische Informatik lind des GI-Fachausschusses 4.7 entsprechen. 
Von den Mitgliedern des GMDS.Fachaussdlusses Medizinische Informatik und des Leitungsgremiums des GI-Fachausschusses 4. 7: 
Medizinische ln(ormatik wird erwartet, daß sie Mitglieder beider Fachgesellschafteo sind. 
- Neben dem Sprecher des gemeinsamen Ausschusses kam auch ein stellvertretender Sprecher aus dem Kreis der Mitglieder des Ausschusses 
durch die beiden Leitung,gremien pwthlt werden, falls hien!ber in beiden Leituß8'gi<mien Einvernehmen besteht. 
Die fachliche Arbeit soll in der Regel in den Arbeits- und Projektgruppen des GMDS-Fachbereichs Medizinioche Informatik erfolgen. 
Arbeilsgnlppen der GMDS kOnnetl gleichuitig durch Beschluß des Leitungsgremiums des Gl-Fachausschusses 4.7 Arbeitskreise der 01-
Fachgruppc 4.7. l sein. 
Ein separates Leitull8l'gremium fllr die GI-Fachgruppe 4.7.1 solhe nicht vorgesehen werden. Diese Aufgabe Obemimmt das 
Leitunpgremium des 01-Faehaussd!usses 4.7. 
- Eine bcoondcre Nlhe des Gl-Fadiaa.uc:bUMCS 4.7 und des GMDS-Fachbacichs McdizinUchc Informatik besteht zur Deuuchm Gesells<:haft 
fllr Biomedizinische Technik (DGBMT). deren Mitglieder ein breites Spektrum method<norienti<rter Entwickhngen auf dem Gebiet der 
Medizinischen W:ormatik ckuchlllhren. Zu den Sitzungen des gemeinsamen Ausschusses sollte deshalb ein vot1 der DGBMT betwinter 
Vertreter als stlndiger Gast eingelaJlen werden. 
Die Prlsidenlen und die Geschlftsilhrer der beiden FachgeseUsdlaften treffen sich regelmlßig in dem von der GI initiierten Gcsprlcbskreis 
Informatik. 
***· ** 
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Deutsche Gesellschaft für Medizinische 
Infonnatik, Biometrie und Epidemiologie 
Fachbereich Medizinische Informatik 
Arbeitsgroppe Krankenhausinformations-
und -kommunikationssysteme 
Tagungsbericht über Krankenbausinformationssysteme 
14. -16. Juni 1994 Internationales Wissenschaftsforum der Universität Heidelberg 
In der Medizin gewinnt die Informationslogistik, d.h. die rechtzeitige Bereitstellung von ent-
scheidungsrelevanten Daten und lnfonnationen sowie von Wissen eine immer größere Bedeu-
tung. Dies gilt in besonderem Maße auch für die Informationsverarbeitung im Krankenhaus. 
Eine qualitativ hochwertige Patientenversorgung ist ohne umfassende Erhebung und Verar-
beitung der Patientendaten, ohne schnelle Übermittlung der in verschiedenen Abteilungen 
gewonnenen Befunde bis hin zu Bildbefunden nicht mehr denkbar. Aktuelles und umfassendes 
Wissen über Erkrankungen und Vorschläge zu ihrer D iagnose und Therapie sind hierfür am 
Arbeitsplatz des Arztes zur Verfügung zu stellen. 
Bedingt durch die Komplexität der lnfonnationsverarbeitung in Krankenhäusern, durch die 
Heterogenität von Anwendungs- und Rechnersystemen und durch die nicht unbeträchtlichen 
Kosten (nicht nur für den rechnerunterstützten Teil eines Krankenhausinfonnationssystems!) 
sind anwendungsrelevante Methoden und Werkzeuge für das systematische Management von 
Krankenhausinfonnationssystemen einerseits sowie für die Bewertung des Nutzens dieser Sy-
steme andererseits von Bedeutung. 
Vom 14. bis 16. Juni 1994 fand im Internationalen Wissenschaftsforum der Universität Hei-
delberg eine gemeinsam von den Fachausschüssen 2.5 (Rechnergestützte lnfonnationssysteme) 
und 4.7 (Medizinische Informatik) der Gesellschaft für Informatik (GI) sowie dem Fachbereich 
Medizinische lnfonnatik und der Arbeitsgruppe Krankenhausinfonnations- und -kommu-
nikationssysteme der Deutschen Gesellschaft für Medizinische Informatik, Biometrie und 
Epidemiologie (GMDS) ausgerichtete Arbeitstagung zu dieser Problematik statt. Im 'famili-
ären' Rahmen von ca. 70 Teilnehmern sollte ein Erfahrungs- und Wissensaustausch zwischen 
Wissenschaftlern aus der GI und der GMDS, die an der Forschung zu Infonnationssystemen 
im allgemeinen und zu Krankenhausinfonnationssystemen im besonderen beteiligt sind, herbei-
geführt werden. Das Programmkomitee unter Vorsitz von Prof. Appelrath (Oldenburg) und 
Prof. Haux (Heidelberg) konnte namhafte Fachleute aus Infonnatik, Medizinischer Informatik 
und Wirtschaftsinfonnatik zu Beiträgen für die Tagung gewinnen. Die Referentinnen und 
Referenten stellten in 17 Referaten Methoden und Werkzeuge zu den Bereichen Integration, 
Modellierung, Kommunikation und Nutzen bzw. Nutzung von Krankenhausin-
fonnationssystemen vor. Insbesondere durch die lebhafte Diskussion der Beiträge konnte der 
angestrebte interdisziplinäre Austausch erreicht und damit auch ein Beitrag zu einer qualitativ 
hochwertigen Patientenversorgung durch leistungsfähige Krankenhausinfonnationssysteme 
erbracht werden. 
AI.s Ergebnis dieses problemorientierten, interdisziplinären Dialogs zwischen Infonnatik, 
Medizinischer Infonnatik und Wutschaftsinfonnatik wurden am Ende der Tagung S Thesen 
erarbeitet, in denen u .a. die Notwendigkeit des systematischen Managements von 
Krankenhausinfonnationssystemen bekräftigt, die Entwicklung von Unternehmensmodellen als 
Referenzmodelle für Krankenhausinfonnationssysteme angeregt und konkrete Möglichkeiten 
der interdisziplinären Zusammenarbeit aufgezeigt werden. Die 5 Thesen sind im Anschluß an 
den Bericht im Wortlaut wiedergegeben. 
Neben diesem konkreten wissenschaftlichen Ergebnis der Arbeitstagung und der angenehmen 
kollegialen Atmosphäre dürfte nicht zuletzt eine kulinarische Einführung in die Geschichte 
Heidelbergs zu einer angenehmen Erinnerung an diese Arbeitstagung beigetragen haben. 
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Es wurde verabredet, die Diskussion im Rahmen eines Fachgesprächs auf der 1995 in der 
Schweiz stattfindenden Jahrestagung der GI fortzusetzen. 
In der nächsten Ausgabe der Zeitschrift "Informatik, Biometrie und Epidemiologie in Medizin 
und Biologie" erscheint "Fünf Thesen zum Mangagement von 
Krankenhausinformationssystemen" Ergebnisse der Arbeitstagung über 
Krankenhausinformationssysteme vom 14.-16.6.1994 in Heidelberg. 
• * * * * 
Stellungnahme der GMDS zu dem Entwurf einer Allgemeinen Verwaltungsvorschrift 
zur Änderung der Allgemeinen Verwaltungsvorschrift zur Anwendung der Arzneimit-
telprüfrichtlinien (Stand 6. Juni 1994) 
Die Umsetzung der Richtlinien 91/507/EWG in nationales Recht bedeutet in einigen Punkten 
einen Rückschritt hinter den durch die bisherigen deutschen Arzneimittelprüfiichtlinien erreich-
ten Standard. Diese Punkte wurden in unserer Stellungnahme vom 12.03.1991 im Detail 
ausgeführt; die wichtigsten werden noch einmal genannt: 
Die bisherigen deutschen Arzneimittelprüfrichtlinien fordern ohne Einschränkwng eine biostati-
stische Stellungnahme zu den Ergebnissen der klinischen Prüfung und deren Berücksichtigung 
bei der klinischen Bewertung (Arzneirnittelprüftrichtlinien, 4. AbSGhnitt, 11.2, und 4. Abschnitt, 
11.1, durch den verbindlichen Bezug auf Nr.4.1 der Grundsätze für die ordnungsgemäße 
Durchführung der klinischen Prüfung von Arzneimitteln, vom 9. Dezember 1987). Die Anfor-
derungen der europäischen Richtlinie 91/507/EWG in dieser Hinsicht sind eingeschränkt und 
schwächer formuliert (Teil 4, C.3.h.). Zudem fehlt in den europäischen Regelungen die Forde-
rung nach Bennung eines verantwortlichen, qualifizierten Statistikers für die klinische Prüfung 
(vergleiche deutsche "Grundsätze"). 
Bezüglich dieser Punkte könnte eine wesentliche Verbesserung dadurch erzielt werden, daß 
wie bisher die Einhaltung der "Grundsätze für die ordnungsgemäße Durchführung der Prüfung 
von Arzneimitteln" ausdrilcklich zur Regel gemacht wird. 
Die GMDS bittet daher zu prüfen, ob der bei der Umsetzung der Richtlinie 911507/EWG vor-
handene Ermessensspielraum es zuläßt, in der jetzt im Entwurf vorliegenden Allgemeinen 
Verwaltungsvorschrift in geeigneter Weise Bezug auf die deutschen "Grundsätze" zu nehmen. 
Insgesamt ist festzustellen, daß bei der Vorbereitung von europäischen Arzneimittelregelungen 
wissenschaftliche Fachgesellschaften nicht genügend berücksichtigt werden. Die GMDS plä-
diert nachhaltig dafür, daß in den "consultation process" für Richtlinien und Guidelines regel-
mäßig Fachgesellschaften auf europäischer Ebene einbezogen werden (für den biostatistischen 
Bereich die lnternation Society for Clinical Biostatistics, wie dies z.B. in der "Procedure for 
CPMP Guidelines (111/3278/92)"„ Abschnitt 3.3, vierter Punkt, vorgesehen ist. Die GMDS 
bittet die Bundesregierung, ihren Einfluß in den zuständigen europäischen Gremien dieserhalb 
geltend zu machen. 
Diese Stellungnahme wurde von der Präsidiumskommission "Arzneimittelgesetz und Arznei-
mittelprüfrichtlinien" der GMDS (Vorsitzender Prof. Dr.N. Victor, Heidelberg) vorbereitet. 
15.08. 1994 
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Veranst.altungen der Ak.ademie Medizinische Informatik 
1. Seminar"Krankenhausinfonnationssysteme" 
Termin, Ort: 26.-27.1.95, Klinikum der Universität Heidelberg 
Zielgruppe: Vor allem in Instituten für Medizinische Informatik und in Medizinischen 
Rechenzentren tätige Wissenschaftler, die Kenntnisse über 
Krankenhausinformationssysteme erwerben oder ihr bisheriges Wissen 
darüber aktuelisieren wollen, aber auch Wissenschaftler, Medizinisches 
Dokumentationspersonal und Verwaltungsfachkräfte mit entsprechenden 
Grundkennt-nissen, die nicht in den genannten Institutionen tätig sind, jedoch 
vergleichbare Aufgaben haben. 
Referenten: P rof. Dr. R. Haux, Dipl.-Inform. P. Schmücker, Dr. A: Winter sowie weitere 
Mitarbeiter der 'Aßt . Medizinische Informatik ·des Universitätsklinikums 
Heidelberg 
Teilnahmegebilbren: Mitglieder von BVMI, DVMD, GMDS 450.- DM 
(MEDWIS-Beteiligte 370.- DM, Sonstige 970.- DM, Studenten 250.- DM) 
Beschreibung: 
Medizin ist ohne eine umfassende und sorgfältig geplan~e Erhebung und Verarbeitung von In-
formationen praktisch nicht mehr möglich. Dies gilt auch für die Informationsverarbeitung in 
Krankenhäusern. Hier haben rechnerunter-stützte Krankenhausinformationssysteme 
beispielsweise die Aufgabe, Befunde aus diagnostischen Leistungsstellen zeitgerecht zu über-
mitteln und dem Arzt oder der Pflegekraft zur Verfügung zu stellen. Besonders bei größeren 
Krank~nhäusem spielt hierbei die Zusammenführung der in den einzelnen Kliniken und Insti-
tuten des Krankenhauses gewonnenen Informationen über einen Patienten (von Befunden über 
Diagnosen bis hin zu durchgeführten therapeutischen Maßnahmen) eine wichtige RolJe. Nicht 
erst seit dem Gesundheitsstrukturgesetz spielt auch die Dokumentation von ärztlichen und 
pflegerischen Leistungen und die Berichterstattung hierüber für leitende Ärzte und für die 
Krankenhausleitung ebenfalls eine wesentliche Rolle für den wirtschaftlichen Betrieb. 
Neben der (theoretischen) Vermittlung von Grundlagen über den Aufbau und die Pflege von 
Krankenhausinformationssystemen, über die Konsequenz für die Krankenhausorganisation und 
über die Auswahl und Einführung von Softwareprodukten werderf beispielhaft laufende An-
wendungssysteme des Heidelberger Klinikuminformationssystems gezeigt. Es wird angemes-
sen Zeit für Diskussionen und für Fragen eingeplant werden. 
2. Seminar "Standards bei Wissensbanken (UMLS, Arden-Synt.ax)" 
Termin, Ort: 22.2.95, Neuherberg bei München 
Zielgruppe: Personen, die sich mit der EntwickJung medizinischer Wissens-basen und der 
DY-gestützten Repräsentation medizinischen Wissens auseinandersetzen 
müssen. 
Referenten: Dr. R. Engelbrecht, Dipl. Inform. Med. W. Moser, Dr. H .-U. Prokosch 
Teilnahmegebühren: Mitglieder von BVMI, D\lflAD, GMDS 270.- DM 
(MEDWIS-Beteiligte 220.- DM, Sonstige 650.- DM, Studenten 150.- DM) 
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Beschreibung: 
Wissensbasierte Systeme haben die Aufgabe, Entscheidungsunterstützung aufgrund des in 
ihren Wissensbasen enthaltenen Wissens zu leisten. Ein Ziel der Arbeit auf diesem Fachgebiet 
der Medizinischen Informatik ist die Konservie-rung des Wissens auf CD-ROM-Basis. 
Dieses Seminar gibt einen Überblick über das UMLS und geht detailliert auf die darin enthal-
tene Wissensbasis des QMR (Quick Medical Reference) - Systems ein. Q:MR ist ein Nachfolger 
des Internist-Systems. Als weiteres System wird das ILIAD-System vorgestellt. ILIAD ist seit 
1992 auch in einer deutschen Version verfügbar. 
Die Arden-Syntax entstand aus internationalen Bemühungen heraus, einen Standard für die 
Repräsentation medizinischen Wissens zu definieren, der den Wissenstransfer zwischen ver-
schiedenen Institutionen unterstützt. Sie basiert auf einem Frame-basierten Ansatz zur 
Repräsentation 'Medizinischer Logik Module' (MLMs). 
3. Seminar: "Molekulare Genetik und quantitative Methoden" 
Termin, Ort: 30.-31 .3.95, Klinikum der Universität Heidelberg 
Zielgruppe: Medizinische Informatiker, Biometriker, Humangenetiker, Molekularbiolo-
gen aus Zoologie, Biologie und Medizin, Interessenten der molekularbiolo-
gischen Taxonomie (Systematik). 
Referenten: Prof. Dr. M. Baur, Prof. W. H. E. Day, Prof. Dr. W . Köhler, PD Dr. S. 
Suhai 
Teilnahmegebühren: Mitglieder von BVMI, DVMD, GMDS 450.- DM 
(MEDWIS-Beteiligte 370.- DM, Sonstige 970.- DM, Studenten 250.- DM) 
Beschreibung: 
- Stammesgeschichte und Vererbung aufmolekularbiologischer Grundlage 
- Alignement and comparison of molecular and genome sequences (Vortrag in englischer 
Sprache) 
- Linkage-Analyse bei komplexen Merkmalen 
- Molekulare Bioinformatik: Datenbanken und Analysemethoden 
••••• 
Ankündigungen des Fachbereichs Medizinische Biometrie 
Fortsetzung der bereits veröffentlichten Termine (siehe auch Heft 3/94, Seite 6/7 im Mittei-
lungsteil) 
Practical GCP Compliaace Auditing 
A Course for lndustry Auditors and Regulatory Inspectors (DIA) 






Drug Information Association (DIA) Euromeeting 1995 








6th Annual European Workshop on: Statistical Methodology in'Clinical R&D 






European Courses in Advanced Statistics 
• • • • • 
The fifth Course "LONGITUDINAL DATA ANALYSIS AND REPEATES MEAS-
URES" will take place 
September 11-15, 1995 
ECAS-courses are intended to achieve postgraduate training in special areas of statistics, 
discussion forums to promote the scientific co-operatmon of statisticians from different EU 
countries and between universities and industry and the promotion of new statistical methods 
into various fields of application. 
Each course is devoted to one special topic, which will be treated at a high level, and including 
recent developments. Special attention will be paid to applications: The subject matter will be 
presented in the form of co-ordinated lectures given by experts form different countries. 
All lectures will be given in English; printes work material will be in English. 
The programme is sponsored by the European Union and several national societies, including 
theGMDS. 
Scope of this course: Situations in which the objects being studied are measured repeatedly, 
at a series of successive points in time, arise in many application areas including medicine, 
psychology and engineering. They present challenging problems for analysis because the 
observations are not independent, and suitable models must be found to reflect this.. Recent 
years have witnessed the development of powerful new approaches for handling such data, and 
the aim of this course is to cover those developments. 
TechnicJtl details: 
A main requirement for participation is a good background in mathematics and statistics, not 
necessarily oriented to the subject of the course. The number of participantsis limited to 80 to 
allow a eo-operative style of work. The percentage of young researchers should be ~igh, and 
the regional distribution ofthe participants will be taken into account. lt is hoped to faivour the 
participation ofyoung researchers with bursaries (to cover the registration fee and accommo-
dation costs, but not including travel); details are available with other course information. The 
deadline for application (for bursaries and registrations) will be Max 1, 1995 and successfu! 
candidates will be notified by July 1, 1995. 
Location: Delegates will be accommodated and the course will be held at the Unisys 
European Centre in Milton Keynes, England (80 km north ofLondon). 
Scientific Programme Committee: Peter Diggle (UK, Chair), Daniel Pena (Spain), Siegfried 
Heiter (Germany), Willem Heiser (Netherlands}, David Hand (UK) 
Request for further details to: Dr Fergus Daly, Registrations, ECAS 95, 
Department of Statistics, The Open University, 
MILTON KEYNES, MK76AA, England 
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Epidemiologie/Gesundheitswissenschaften (Public Bealth) 
Im Rahmen des Programms "Forschung und Entwicklung im Dienste der Gesundheit" der 
Bundesregierung vergibt der DAAD aus Mitteln des Bundesministeriums für Forsctiung und 
Technologie (BMFT) Auslandsstipendien für Forschungs- und Ausbildungsstipendien an 
deutsche graduierte und promovierte Bewerberinnen der Medizin, Naturwissenschaften, 
Psychologie, Sozial- und Wirtschaftswissenschaften. 
Die Förderung erstreckt sich ausschließlich auf Forschungs- und Ausbildungsvorhaben auf 
dem Gebiet der Epidemiologie/Gesundheitswissenschaften, die nicht in Deutschland realisiert 
werden können und die die Bewerberinnen für ihre zukünftige Berufsausübung in Deutschland 
benötigen, unter besonderer fachlicher Berücksichtigung der Fächer: 
- Epidemiologie 
- Biostatistik 
- Gesundheitsökonomie (Analyse, Planung und Management). 
Im einzelnen werden gefOrdert: 
- Fachkursstipendien 
- Aus- und Fortbildungsstipendien zur Ausbildung zum Master of Public Health und 
Master of Science in Epidemiology 
- Forschungsstipendien 
- Lehr- und Studienaufenthalte ausländischer Wissenschaftler 
Bewerbungsort und -tennin 
Bewerbungen werden direkt beim DAAD eingereicht. Die vollständigen Unterlagen müssen 
jeweils bis zum 1. Februar (für Vorhaben beginnend ab Juni) und zum 15. August (für Vorha-
ben beginnend ab Januar) vorliegen. 
Bewerbungsunterlagen können angefordert werden bei 
Deutscher Akademischer Austauschdienst - Referat 317 
Kennedyallee 50, 53 175 Bonn 
Tel.: 0228/882-465 oder 882-517 Fax: 0228/882-444 
••••• 
'"Informationsverarbeitung und Kommunikation im Gesundheitswesen: Planung und 
Bewertung von Krankenhausinformationssystemen" 
Aufruf zur Einreichung von Beiträgen zum Fachgespräch, Zürich, 18. - 20.9.1995 
Beteiligte Fachgliederungen 
GMDS (Deutsche Gesellschaft für Medizinische Informatik, Biometrie und Epidemiologie), 
Fachbereich Medizinische Informatik sowie GI, FA 2.5 (Rechnergestützte Informationssyste-
me) und FA 4.7 (Medizinische Informatik) 
Inhalt 
Im Gesundheitswesen gewinnt die Informationslogistik, d.h. die rechtzeitige Bereitstellung von 
entscheidungsrelevanten Daten und Informationen sowie von Wissen eine irmner größere Be-
deutung. Dies gilt in besonderem Maße auch für die Informationsverarbeitung im Kranken-
haus. Eine qualitativ hochwertige Patientenversorgung ist ohne umfassende Erhebung und 
Verarbeitung der Patientendaten, ohne schnelle Übermittlung der in verschiedenen Abteilungen 
gewonnenen Befunde bis hin zu Bildbefunden nicht mehr denkbar. Aktuelles und umfassendes 
Wissen über Erkrankungen und Vorschläge zu ihrer Diagnose und Therapie sind hierfür am 
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Arbeitsplatz des Arztes zur Verfügung zu stellen. Nicht erst seit dem vom Deutschen Bundes-
tag verabschiedeten Gesundheitsstrukturgesetz spielt auch die Dokumentation von ärztlichen 
und pflegerischen Leistungen und die Berichterstattung hierüber eine wesentliche Rolle für den 
wirtschaftlichen Betrieb eines Krankenhauses. 
Ziel dieses Fachgespräches ist es, eine'\ Erfahrungs- und Wissenaustausch zwischen Wissen-
schaftlern aus der SI, GI und der GMDS herbeizuführen, die an der Forschung zu Informati-
onssystemen im Gesundheitswesen und zu Krankenhausinformationssystemen im besonderen 
beteiligt sind. Der Erfahrungs- und Wissensaustausch soll sich zum einen mit aktuellen Proble-
men bei Krankenhausinformationssystemen und den zur Zeit verwendeten Methoden und 
Werkzeugen für ihre Planung, Realisierung, Fortschreibung und Bewertung befasssen. Zum 
anderen sollen entsprechende Methoden und Werkzeuge für Informationssysteme vorgestellt 
und im Hinblick auflhre Anwendbarkeit bei Krankenhausinformationssystemen diskutiert wer-
den. 
Programmkomitee 
Vorsitzender: Appelrath, Oldenburg, P. Dadam, Ulm; J. Dudeck, Gießen: C.Th ~hlers, 
Göttingen; R Haux, Heidelberg (Co-Vorsitz); F.J. Leven, Heilbronn; S.J. Pöppl, Lübeck; 
W.Stucky, Karlsruhe; A Winter, Heidelberg. 
Information:Prof. Dr. H.-J. Appelrath, Universität Oldenburg, Fachbereich Informatik, 





Letzter Termin für das Einreichen von Beiträgen (5-10 Seiten) 
Mitteilung über Annahme oder Ablehnung 
Letzter Termin für die endgültige Fassung des Beitrags 
• • • • • 
Statistical Computing ' 9S 
27. Arbeitstagung über Methoden und Werkzeuge der Informatik für die Statistik der Arbeits-
gruppen Computational Statistics und Statistische Auswertungssysteme 
18.-21.6.1995, Schloß Reisensburg (bei Günzburg) 
Ziel der Arbeitstagung 
Die Arbeitsgruppen Computational Statistics und Statistische Auswertungssysteme befassen 
sich mit dem Einsatz und der Untersuchung von Methoden und Werkzeugen der Informatik 
für die Statistik. 
Themen 
• Formalisierung statistischer Strategien in wissensbasierten Systemen, 
• Grafische Perzeption, Semiologie, 
• Grafische User-Interfaces, 
• Meta-Analyse, 
• Symbolisches Rechnen, 
• Zensierte Daten, 
• Sonstige Themen aus dem Fachgebiet Computational Statisties. 
Tagungsort 
Schloß Reisensburg - mit seinem Internationalen Institut für wissenschaftliche Zusammenarbeit 
- ist eine Tagungsstätte, die hervorragend für Klausurtagungen geeignet ist. Für einen begrenz-
ten Teilnehmerkreis von ca. 40 Personen können sowohl Räumlichkeiten für Vorträge und für 
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Veranstalter 
P . DirschedVMünchen, U. Haag/Heidelberg, A. Koch/Heidelberg, M. Nagel/Berlin, C. Ortsei-
fen/Heidelberg, G. Sawitzki/Heidelberg 
'Fagungsleiter: 
Dipl.-Inf. Peter färschedl 
Universität München 
Institut f Med. Informationsverarb. 
Biometrie und Epidemiologie 
Marchioninistr. 1 S 
813 77 München 
Tel.: 089/7095-4487, Fax089/701000 
Tagungsorganisator: 
Dipl.-Inform. Med. Uwe Haag 
Universität Heidelberg 
Institut f Med. Biometrie 
und Informatik 
Im Neuenheimer Feld 305 
69120 Heidelberg 
Tel.: 06221/56-4148, Fax 06221/56-4195 
* * * * * 
International course 'Modern Epidemiology' 
This advanced course about principles of epidemiologic research will take place from May 15-
18, 1995 in Lunteren, the Netherlands. Lecturer is: K.J. Rothman. 
Among others, the topics will be: case-control research principles, interaction in etiology, 
statistics vs epidemiologic analyses. 
Enrollment is open to researchers having basic knowledge of epidemiology and biostatistics 
and at least some working experience. 
Closing date for enrollment is January 13, 1995. 
For additional information pleaise contact: 
Mrs. Astrid van Alst,course secretary, Department ofEpidemiology, University ofNijmegen, 
PO Box 9101, 6500 HB Nijmegen, The Netherlands, Tel. +31-80-619132, Fax:. +31-80-
613505 
* * * * * 
Die Biometrisclie Gesellschaft informiert, daß die Jahrestagung der Biometrischen 
Gesellschaft, das Biometrische Kolloquium 1995 in der Zeit vom 13.-17. März 1995 an der 
U niversität Hohenheim stattfinden wird. Die Tagungsorganisation wird von Herrn Prof Dr. 
Thöni, Hohenheim durchgeführt. 
Information: Dr. Lothar Kreienbrock, Bergische Universität GH Wuppertal, FB 14, Gauß-
straße 20, 42097 Wuppertal, Tel.: 0202/439-20-88 
Vor Beginn des Biometrischen Kolloquiums veranstaltet 
die AG "Statistische Methoden in der Medizin" 
der Biometrischen Gesellschaft 
"Statistische Met hoden" 
der GMDS 
gemeinsam mit dem Fachbereich Medizinische Biometrie der GMDS am 
13.3.1995 von 14.00-18.00 
eine Sitzung mit dem Thema 
"Statistische Probleme in klinischen Studien" 
Anmeldung von Vorträgen bis zum 31 .12.1994 an 
Dr. W. Sauerbrei 
Klinikum der Albert-Ludwigs-Universität 
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Johann Peter Süßmilch-Medaille der GMDS 
Die Deutsche Gesellschaft für Medizinische lnfonnatik, Biometrie und Epidemiologie 
(GMDS) e.V. schreibt zur Förderung des wissenschaftlichen Nachwuchses hiennit die 
Johann Peter Süßmilch-Medaille 1995 
für hervorragende Arbeiten im Betätigungsfeld der GMDS, insbesondere in der Medizinischen 
lnfonnatik, Dokumentation und Statistik aus. 
Die zur Bewerbung einzureichenden Arbeiten müssen nach dem 01 .04.1993 publiziert oder zur 
Publikation angenommen worden sein. Jeder Bewerber kann nur eine Arbeit einreichen. Wird 
eine Arbeit mehrerer Autoren vorgelegt, so muß der Beitrag des einrefohenden Bewerbers 
deutlich erkennbar sein. 
Die Medaille wird in der Regel alle zwei Jahre an Wissenschaftler/-innen unter 40 Jahren ver-
liehen. Über die Vergabe entscheidet ein Gutachter-Kollegium. 
Bewerbungen sind zu richten an die 
Geschäftsstelle der GMDS 
Herbert-Lewin-Straße 1 
50931 Köln 
Einsendeschluß ist der 30. April 1995 
• • • • • 
. ~-
Diese Termin- und Themenübersicht enthält nur Veranstaltungen, von denen die Bearbeiter 
glauben, daß sie das Interesse der Mitglieder der GMDS und aller Leser der Mitteilungen fin-
den. Die Übersicht dient der Infonnation und Terminkoordination. Für die Richtigkeit der An-
gaben, die uns von den Veranstaltern übermittelt werden, können wir keine Gewähr überneh-
men. 
58. Jahrestagung der Dt. Ges. f. Unfallchirurgie 
• 16. - 19.11.1994 •Berlin 
Infonnation: Prof. Dr. A. Rüter, Zentralklinikum, Klinik f. Unfall- u. Wiederherst.chirurgie, 
Stenglinstr. 1, 86156 Augsburg, Tel 0821-400-2650 
MIC 94 - 14e medisch informatica congres 1994 
• 25/26 November 1994 • Veldhoven 
Infonnation: p/a VV AA congresservice, Postbus 8118, 3503 RC Utrecht, Tel: 030/474450 
Gesundheitsvenorgung auf dem Weg in die Informationsgesellschaft der Zukunft 
• 06. - 10.12.1994 •Lissabon 
Infonnation: Dr. Gottfried T.W. Dietz.el, European Commission BU 29 3/51, Rue de la Loi 
200, B-1049 Brussels, Tel. : 032-212963478, Fax 032-212960181 
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19. Interdisziplinäres Forum "Fortschritt und Fortbildung in der Medizin 
• 11. - 14.01.1995 *Köln 
Information: PD Dr. G. Ollenschläger, BÄK Dez. Fortbildung, Herbert-Lewmn-Str. l , 50931 
Köln, Tel. 0221-4004-0 
Symposium "Qualität der Lehre" der Dtt. Ges. f. Mediizinische A11sbildung/Med. 
Fakultät d. Univ. zu Köln 
" 11. - 12.02.1995 * Köln 
Information: PD Dr. E . Neugebauer, Biochem. u. Experiment. Abt., Lehrstuhl Chirurgie II, 
Ostmerheimer Str. 200, 51109 Köln, Tel.: 02211989570, Fax 0221/893864 
42. Arbeitstagung des Dt. Kollegium f. Psychosomatische Medizin (DKPM) 
"02. - 04.03.1995 "'Jena/Stadtroda 
Information: Frau Dr. M. Venner, Klinik f Innere Medizin, Abt. f internist. Psychotherapie, 
Domburger Straße 159, 07747 Jena, Tel: 03641-6377-90 
12. FÄPI-Seminarkongreß der Fachges. d. Ärzte i.d. Pharmazeut. Industrie (FÄPI) 
• 03.03.1995 "'Würzburg 
Information: Dr.Dr.B. Uehleke, Abtsleitenweg 11, 97074 Würzburg, Tel: 0931/6102-205, Fax 
0931/6102-204 
19. Jahrestagung der Gesellschaft für Klassifikation e. V. 
'"' 08. - 10.03.199'5 "'Basel 
Information: R. Vontheim, Petersgraben 51, CH - 4051 Basel, Tel.: 0041161267331 1, Fax -27 
Leider kann aus Platzmangel nur eine geringe Anzahl von Veranstaltungen abgedruckt werden, 
ein umfassender Veranstaltungskalender kann bei der Geschäftsstelle angefordert werden! 
"'"'"' "'"' 
Al M" r d b „0 s neue 1t211e er e2ru en wir: 
Dipl.-Inform. Dipl.-Inform. 
Thomas Kauer Michael Förster 
Univers. Erlangen-Nürnberg Universitätsklinikum der TU Dresden 
Rechenzentrum der Med. Fakultät Institut für Med Informatik 
Martensstraße 1 Fetscherstraße 74 
91058 Erlangen 01307 Dresden 
Tel.: 09131-857943 Tel.: 0351-4583345 
Dipl.-lnform. Dr. rer. nat. 
Elke Werner Petra Schwantes 
Lungenklinik Biomedical Sciences Services 
Theo-Funccius-Straße 1 Angerreuth 1 
58675 Hemer 96129 Geisfeld 
Tel.: 02372-908B5 Tel.: 09505-6775 
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Dipl.-Infonn. Dipl.-Infonn. 
Christof Seggewies Gabriele Kreutzmeier 
Rechenzentrum der Med. Fakultät Rechenzentrum des Med. Rechenzentrums 
Universität Erlangen-Nürnberg Martensstraße 1 
Martensstraße 1 91058 Erlangen 
91058 Erlangen Tel.: 09131-858322 
Tel.: 0913 1-858322 
Dr.med.MSP Dr.med. 
Bernd Eversmann, Kai U. Heitmann 
!QM-Institut für Qualitätsmanagement Unikliniik Köln 
Steinweg 38 Abt. IMDS 
94315 Straubing Joseph-Stelzmann-Straße 9 
Tel. : 09421-99630 50931 Köln 
Tel.: 0221-4786507 
Dipl.-Infonn. Dr. med. 
Werner Gillner Dieter Melchart 
Rechenzentrum der Med. Fakultät Ludwig-Maximilians-Univers. München 
Universität Erlangen-Nürnberg Projekt Münchner Modell 
Martensstraße 1 Kaiserstraße 9 
91058 Erlangen 80801 München 
Tel.: 09131-858127 Tel.: 089-393320 
Dr. rer.nat. Dipl.-Infonn. Med. 
Heiko Becher Jens Flister 
DKFZ, Abt. Epidemiologie MTS Gesellschaft für med. techn. 
Postfach 101949 Software mbH 
69009 Heidelberg Denkendorfer Straße 14 
Tel.: 06221-422389 71636 Ludwigsburg 
Tel.: 07141-41868 
Dr. mecl. Dipl.-Infonn. 
Jürgen Stausberg Frank Orlinski 
Institut für Med. Infonnatik, Biometrie Bayer AG 
und Epidemiologie MD-Infonnatik 
Universitätsklinikum Essen 51368 Leverkusen 




Irmgard Dasch Uta Boldt 
RRZE Uni Erlangen TriLife GmbH 
Martensstraße 1 Nordwestring 101 
91058 Erlangen 90319 Nürnberg 
Tel.: 09 131-858127 Tel.: 0911-3954431 
Dipl.-Stat. Dr.rer.nat. 
Peter Müller Thomas Schulze-Pillot 
TriLife GmbH Medizinische Fakultät 
Nordwestring 101 Univ. Witen/Herdecke 
90319 Nürnberg Projektgruppe UMR 
Tel.: 0911-3954263 Beckweg4 
58313 Herdecke 
Tel.: 02330-623890 
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Dipl.-Stat. Dipl.-Worm. Med. 
Karen Steindorf Shabriar Gohari 
Deutsches Krebsforschungszentrum Max-Planck-Straße 27/559 
Abt. Epidemiologie 74081 Heilbronn 
Im Neuenheimer Feld 280 Tel.: 07131-255239 
69120 Heidelberg 
Tel.: 06221-422206 
Dr.med. Dr. med. dent. Dipl.-lnform. Med. 
Stefan Haßfeld Karin Hofmann 
Klinik für Mund-Kiefer-Gesichtschirurgie Univers. Klinik des Saarlandes 
Uni Heidelberg Institut für Med. Biometrie, Epidemiologie 
Im Neuenheimer Feld 400 und Wormatik 
69120 Heidelberg 66421 Homburg 
Tel.: 06221-567335 Tel. : 06841-162065 
Jan Scherlitz Dr. 
Krankenhaus Reinbek Christine Henrich-Eberl 
St.Adolf-Stift Mundipharma GmbH 
Hamburger Straße 41 Mundipharmastraße 2 
21465 Reinbek 65549 Limburg 
Tel. : 040-72706246 Tel.: 06431-701420 
Dipl.-Math. Prof. Dr. 
Jörg Detlev Voß PtterDadam 
Dataplan Software GmbH Univers. Ulm 
Hardersberg 1 Abt. Datenbank u./S 
84427 St. Wolfgang Oberer Eselsberg, Geb. 027/523 
Tel.: 08085-170 89069Ulm 
Tel.: 0731 -5024130 
Dipl.-Stat. Dipl.-lnform, 
Rudolf Köhne-Volland Bernd Ruhland 
Metronomia Ges. f. Statistische Labor Daten Systeme GmbH 
Analysen und Beratung mbH Steinbeisstraße 12 
Feichthofstraße 136 71636 Ludwigsburg 
81247 München Tel. : 07141-41096 
Tel. : 089-887986 
Annette Peter Dipl.-Math. 
Zentrum für Med . Informatik Gabriele Herrmann 
Abt. f. Dokumentation und Datenverarb. Institut für Med. Informatik., Statistik und 
Uniklinik Frankfurt Epidemiologie (IMISE) 
Theodor-Stern-Kai 7 Universität Leipzig 
60590 Frankfurt Liebigstraße 27 
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Statistische Graphik für die 
computergestützte Datenanalyse 
Ein Handbuch zum Programmpaket SYSTAT (DOS- und WINDOWS-Version) 
Von Prof. Dr. Dieter URBAN, Stuttgart, Thomas BRUNS, Duisburg, 
und Heinz-Werner NEUHAUS, Essen 
1994. Etwa 280 S., 116 Abb., kt. etwa DM 68,- / ÖS 531,- /SFr 75 ,-
Inhalt: Einführung - Steuerung des Programmablaufs - Balken-, Kategorien-, Dichte- und 
Kreisdiagramme - Ikonen-Diagramme - Box-Plot und Stem-Leaf -Diagramme - Quantil- und 
Wahrscheinlichkeits-Diagramme - 2-D, 3-D-Diagramme und Diagramm-Matrizen (Vielfach-
Diagramme) - Funktions-Diagramme - Map-Diagramme (Landkarten-Darstellungen)- Kom-
plexe Graphiken mittels Steuerprogrammen - Anhang 
Deskriptive Statistik in SAS 
Einführung mit Beispielen aus der Medizinischen Biometrie und Epidemiologie 
Von Dr. Rolf WEITKUNAT, München 
1994. Etwa 260 S., kt. etwa DM 78,- / ÖS 609,- /SFr 86,-
Inhalt: Einführung - Eindimens·onale Beschreibung kategorialer Variablen - Codierung und 
Klassifikation - Mehrdimensionale Beschreibung kategorialer Variablen - Vierfeldertafeln -
Eindimensionale Beschreibung stetiger Variablen - Mehrdimensionale Beschreibung stetiger 
Variablen - Anhang 
Beide Werke erscheinen etwa Oktober 1994 
Weitere Literatur zu SAS: 
Einführung in das SAS-System 
für den PC 
Von T. Göttsche. 1990. XII, 298 S., kt 
DM 54,- / öS 421,- / sFr 59,50 
SAS-kompakt 
für die Version 6 
Von T. Göttsche. 1992. IV, 192 S., Ring-
heftung. DM 49,- / öS 382,- / sFr 54,-
Datenanalyse mit SAS 
Von J. Gogolok und H. Küffner. 1994. 
Etwa 170 S., zahlr. Abb. und Tab., kt 
etwa DM 19,80 / öS 155,- / sFr 20.40 
Handbuch für computerunter.stützte Datenanalyse, 
Band4 
in Vorbereitung 
Einführung in das Programmsystem, 
Datenmanagement und Auswertung 
SAS-Version 6 (Großrechner: Version 
6.06; PC: Versionen 6.03 und 6.04) 
Von J. Gogolok, R. Schuemer, G. Ströhlein 
1992. XII, 787 S., kt 
DM 86,- / öS 671,- / sFr 95,-




Von R. Schuemer, G. Ströhlein und 
J. Gogolok, Hagen 
1990. VI, 437 S., kt 
DM 64,- / öS 499,- / sFr 70,50 
Dat,enverarbeitung und statistische Auswertung mit 
SAS, Bd. 2 
~~IGUSTAV 
!lMmS FISCHER Preisänderung vorbehalten 
Wir sind eine Großforsc~ungseinrichtung des Bundes und des Freistaates Bayern mit ca. 1700 
Beschäftigten. Ulnsere Aufgabe ist Forschung zum Schutz des Menschen und seiner Umwelt vor 
schädigenden Einflüssen durch Strahlung und Chemikalien sowie die Nutzbarmachung naturwissen-
schaftlich-technischer Erkenntnisse zur Verbesserung des Umweltschutzes und der Gesundheits-
versorgung. Wir suchen zum 1. Januar 1995 eine(n) 
wissenschaftliche(n) Mitarbeiter(in) 
für Forschung und Entwicklung im Bereich medizinischer Wissensbasen, Beratungs- und Koordina-
tionstätigkeit für den Schwerpunkt MEDWIS (Wissensbasen in der Medizin). 
Wir erwarten einen Hochschulabschluß im Bereich Medizin oder Informatik/Medizininformatik, Erfah-
rungen mit UNIX und wissensbasierten Systemen in der Medizin und/oder weitgehencle Kenntnisse in 
einem klinisch-medizinischen Fachgebiet. 
Die Vergütung erfolgt nach BAT. Schwerbehinderte werden bei gleicher Eignung bevorzugt. Die 
Anstellung erfolgt zunächst auf drei Jahre. 
Bewerbungen werden bis zum 30. November 1994 erbeten an: Herrn Prof. Dr. W. van Eimeren, GSF -
Forschungszentrum für Umweit und Gesundheit, GmbH, Institut für medizinische Informatik und 
Systemforschung (MEDIS), lngolstädter Landstr. 1, D-85764 Oberschle.ißheim, Tel. (089) 31 87-4032. 
GSF - Forschungszentrum 
für Umwelt und Gesundheit 
GmbH 
1 111111111111111111111111111111111111111111111111 
ÜHNE GEHT'S NICHT MEHR 
Das vorliegende Buch soll Landwir· 
ten ~ erstmals einen geschlos· 
senen und kompakten Über-
b lick über die Prinzipien, derzeiti· 
gen Einsatzmöglichkeiten und die 
Entwicklungstendenzen geben. Der 
Industrie sollen die Anwendungs-
möglichkeiten rechnergestützter Sy-
steme in der Landwirtschaft auf-
gezeigt werden. 
Aus dem Inhalt: Einführung in 
Prinzip und System der recbner· 
gestützten Produktion / Prozeß-
steuerung in der Pjlanzenprodulction 
/ Prozeßsteuerung in der Tierhal-
tung I Rechnergestützte Betriebs-
führung. 
Der Autor: Prof. Dr. Hans S:hön 
ist Ordinarius für Landtechnik an der 
Technischen Universität München-
Weihenstephan. Er konnte eine Reihe 
herausragender Fachleute gewir.nen, 
u. a. Prof. Dr. Berg, Ordinarius für 
landwirtschaftliche Betriebslehre an 
der TU München-Weihenstephan. 
Von Hans Schön. 303 Seiten mit 
292 Abbildungen und 43 Tabellen. 
Format 17 cm x 24 cm. 
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