Heap leaching is a means of extracting metal values, typically from low-grade resources as well as from those with a relatively short life of mine within which to recoup the capital investment. It is commonly practised in many parts of the world; locally in southern Africa a growing number of feasibility studies and actual projects have been based on heap leaching, two examples of which are cited by Tassell (2014 Tassell ( , 2015 . A major attraction of heap leaching, compared to agitated tank leaching or concentrate production, is the savings in capital and operating costs by elimination of the need for fine milling. Furthermore, the relatively simple process chain of mining, stacking, and circulation of leach solution between the ore pile and downstream recovery plant requires a relatively moderate capital investment. The most important compromise that these savings entail is a relatively slow rate of extraction, and hence the ultimate extent of extraction at which a heap can still be operated economically is relatively low. Due to the apparent simplicity of the process, the complex relationship between the various phenomena that govern the metallurgical performance and financial profitability of heap leaching came to be appreciated only some years after its first large-scale adoption and after some project failures. It was then recognized that it is important to accurately estimate heap leaching process and plant design specifications, to speedily diagnose the performance of operating heaps, and to identify the most suitable measures for correcting underperformance. It further became apparent that the ability to do so relies heavily on the adequate identification of the relevant ore characteristics and on a fundamental understanding of the metallurgical, geomechanical, and hydraulic processes underpinning the heap leaching process (Ghorbani, Franzidis, and Petersen , 2016) .
Heap leaching is a means of extracting metal values, typically from low-grade resources as well as from those with a relatively short life of mine within which to recoup the capital investment. It is commonly practised in many parts of the world; locally in southern Africa a growing number of feasibility studies and actual projects have been based on heap leaching, two examples of which are cited by Tassell (2014 Tassell ( , 2015 . A major attraction of heap leaching, compared to agitated tank leaching or concentrate production, is the savings in capital and operating costs by elimination of the need for fine milling. Furthermore, the relatively simple process chain of mining, stacking, and circulation of leach solution between the ore pile and downstream recovery plant requires a relatively moderate capital investment. The most important compromise that these savings entail is a relatively slow rate of extraction, and hence the ultimate extent of extraction at which a heap can still be operated economically is relatively low. Due to the apparent simplicity of the process, the complex relationship between the various phenomena that govern the metallurgical performance and financial profitability of heap leaching came to be appreciated only some years after its first large-scale adoption and after some project failures. It was then recognized that it is important to accurately estimate heap leaching process and plant design specifications, to speedily diagnose the performance of operating heaps, and to identify the most suitable measures for correcting underperformance. It further became apparent that the ability to do so relies heavily on the adequate identification of the relevant ore characteristics and on a fundamental understanding of the metallurgical, geomechanical, and hydraulic processes underpinning the heap leaching process (Ghorbani, Franzidis, and Petersen , 2016) .
The large collection of published heap leach models of various levels of sophistication, as summarized by Dixon (2003) , is evidence of the utility of models for the design and understanding of heap leaching. For example, models have been proposed for applications such as the design of heaps (Jansen and Taylor, 2002) , for the characterization of observed heap leaching performance (Miller, 2003) , and for providing advice on the means for improving heap leaching performance . Modelling can add significant value to laboratory test work results by deeper interpretation of the First-order exchange and spherical diffusion models of heap leaching in PhreeqC by P.J. van Staden* and J. Petersen † First-order exchange and spherical diffusion models of heap leaching in PhreeqC observations and by predicting performance under various scenarios of operating parameters that were not tested experimentally. As a diagnostic tool, modelling can be used to analyse actual heap-leaching data to determine the critical factors affecting performance, for example whether improvements are more likely to be achieved by a narrower dripper spacing or by more aggressive acid addition.
The theoretical understanding of the underlying phenomena has been improving. The most authoritative model of heap leaching today is the dual-porosity concept whereby the solution inventory of a heap is considered to be mostly immobile. Mass transport of reagents and leached products occurs by diffusion to and from sparsely distributed mobile flow channels (Petersen and Dixon, 2007a) . Physical evidence of this mechanism has been provided by the observation of preferential flow channels below drippers (Petersen and Dixon, op. cit.) and by direct observation of areas of higher and lower liquid saturation (Guzman, Scheffel, and Flaherty 2006) , and also through PET-scan imaging of a column packed with ore under HL conditions (Petersen, 2016) .
The task of coding and the associated need for scripting/compiling software can be barriers to the development of a heap leaching model by heap leaching investigators and consultants who are not routinely involved in software development. These constraints can be largely overcome by the availability of the PhreeqC open-source geochemical freeware, which offers dual-porosity column leaching calculations as a built-in feature for which only the parameters need to be provided. Furthermore, PhreeqC has a built-in database of equilibrium and kinetic parameters for a large collection of minerals and soluble species, thereby obviating the need for the user to find that data. The user only needs to expand and modify the built-in database if and as required (Parkhurst and Appelo, 1999) , and the built-in features of the software ensure convergence and stability of the solution.
It would not be onerous to construct a heap leach model in PhreeqC that possesses different physical and reaction kinetic properties in different parts of the heap. In customcoded software, like HeapSim (Petersen and Dixon, 2007a ), which appears to be the most systematically developed and tested heap modelling tool to date, this would require recoding and recompilation. Apart from the generic applications listed above, this capability would make a PhreeqC model also useful for a study of the effects of segregation and stratification in a heap. Segregation/stratification is widely recognized as an inevitable consequence of current stacking practice, as is evident from Kappes (2002) , Gross and Gomer (1992) , Kerr (1997) , Miller (1998) , O'Kane, Barbour, and Haug, (1999) , Smith (2002) , and O'Kane Consultants (n.d.). However, only O'Kane, Barbour, and Haug (1999) and Wu et al. (2007) have published results of studies on the phenomenon, while Miller (1998) refers to related observations made during chloride tracer tests, leaving segregation/stratification as a topic still worthy of further study.
To provide confidence in the model outputs, and to be able to place the model results in context relative to results of earlier published models, it is necessary to compare and calibrate the results of the PhreeqC model with results produced by other models for the same input parameters. In particular, it is necessary to compare the PhreeqC model results with those of other dual-porosity models, because this is the most modern heap leach model concept, as mentioned above. Two such comparisons have been made possible by the availability of pulse-test data published by Bouffard and Dixon (2001) , and by the availability of the HeapSim software to the authors. A comparison with HeapSim is of particular importance since it is a very comprehensive model, more so than any other model presented in the public domain (Dixon, 2003) . Furthermore, case studies have been based on that software, including those by Dixon and Petersen (2003) and Petersen and Dixon (2007b) , so that it has become a benchmark.
The built-in data blocks of PhreeqC allow two generic types of dual-porosity models to be constructed, namely a 'first-order exchange' model and a 'diffusional' model. Both of these PhreeqC models are calibrated to the earlier models to optimize the correlations between the results of the various models for a given set of inputs. This renders the PhreeqC modelling results directly comparable with the published results obtained on the earlier models. In the process, similarities and differences, and advantages and disadvantages of the various models can be explored.
Various authors inevitably use different terminology, which can cause confusion. PhreeqC terminology is used as the standard in this paper. The names of PhreeqC data blocks, such as MIX and TRANSPORT, appear in capitals throughout this text, because that is the form in which they appear in the software and in the user manual by Parkhurst and Appelo (1999) Bouffard and Dixon (2001) , and is similar to that described by the 'Turner structure' underlying the HeapSim model. A difference is that PhreeqC uses a 'tank-in-series' description of flow between finite solution increments compared to the plug-flow approach of HeapSim. ® The spatial increments used for finite difference description of a heap are termed cells in PhreeqC. The term shift refers in PhreeqC to the advance of the solution inventory of a single mobile cell to the next mobile cell below it. These unique PhreeqC terms will be shown in bold throughout the text. Bouffard and Dixon (2001) proposed two models for the study of the hydrodynamics of solution passing through a packed bed of solids. The first-order exchange visualization shown in Figure 1a divides the mobile pathway into a stack of vertical cells, and associates each mobile cell with a single cell filled with solution that is immobile but of uniform concentration. The governing equation is:
where C i,mob and C i,imm are the solute concentrations (normalized with respect to input and background concentrations) of species i in the aqueous phases contained in the mobile and immobile cells respectively. The term imm is the volume fraction of the ore bed occupied by immobile solution, is an exchange coefficient, and t represents time.
In the diffusional model, illustrated in Figure 1b , each mobile cell is associated with pores filled with immobile solution, and dissolved species move to and from the mobile solution by diffusion, driven by concentration profiles in the immobile pores. Bouffard and Dixon (2001) also proposed another version of this model with a non-uniform pore length distribution: in this text only their results obtained with the model with pores of uniform length are considered. The Turner structure upon which the HeapSim model is based is illustrated in Figure 2a , consisting of a flowing stream of mobile solution from which stagnant diffusional pathways extend into the surrounding ore bed. Figure 2b illustrates how this relates to spherical parcels of ore being irrigated by drippers from above.
Both visualizations of leaching with diffusional mass transfer via an immobile zone are mathematically described by Fick's second law of (transient) diffusion. In the absence of chemical reaction and for the case where the side-pores extend into a spherical space of radius R, the transport of chemical species through the stagnant region is, according to the conventions of van Genuchten (1985) and Dixon (2003) , described by:
[2] with boundary conditions: where f s,1 is a shape factor with value 0.21. However van Genuchten (1985) pointed out that for spherical geometries the conversion did not yield very accurate results, and the same conclusion is drawn in the discussion of the trends observed in Figure 5 below.
Estimating overall effective in situ values for the tortuosity and restrictivity of diffusional channels in a heap with the aim of obtaining an accurate value of D e is quite impractical. Estimating the value of D e is further complicated by the fact that any lateral capillary flow will increase the value of D e , potentially even rendering it larger than the free diffusivity D, as has been confirmed by Dixon (2003) .
Estimating the value of R as about half of dripper spacing on a heap, or half of the diameter of a laboratory column, has been suggested by Dixon and Petersen (2003) . That can be visualized as per Figure 2b . However there is not yet sufficient field data available to predict, with any known level of statistical confidence, the likelihood of flow channels below drippers splitting or merging. In fact, the visualization First-order exchange and spherical diffusion models of heap leaching in PhreeqC L 684 VOLUME 118 
, therefore the diffusion time in this case is calculated as Γ= θ imm R 2 D given to dual-porosity hydrodynamics offered by Petersen and Dixon (2003) shows indeed flow channels splitting and merging as per Figure 2c , and this seems to be supported by PET imaging of flow through a column (Petersen, 2016) . Furthermore Dixon and Afewu (2011) have calculated the anticipated size of the plume of flowing solution developing below a dripper under the influence of capillary forces. According to their calculations, the advective plume below a dripper occupies a volume typically some hundreds of millimetres in diameter, even under conditions of slow irrigation or within a poorly dispersing ore mass. In such a scenario, the spaces occupied by stationary solution between flow channels must be smaller than half of the dripper spacing, which is also of the order of some hundreds of millimetres.
It is therefore preferred to reformulate Equation [2] into a form that avoids the need to ascribe definitive values to either D e or R. This is achieved, analogous to Dixon (2003) , by defining the dimensionless radial position ( ) as and the 'diffusion time' ( ), with units of seconds, as:
By substitution of the expression for in Equation [4a] into Equation [3] , it follows that the diffusion time for the first-order exchange case can also be written as:
For the case of spherical diffusion, Equation [2] can hence be re-written as:
The diffusion time therefore provides a single number for comparison of the hydrodynamics of systems being modelled by the first-order and diffusional models.
Although the concept of diffusion time now eliminates the direct comparison (in units of length) of the diffusional path lengths of different cases, one diffusional path length (R) can still be expressed as a fraction of the diffusional path length of a reference case (R ref ) if the two cases are assumed to exhibit the same diffusivity (even though the magnitude of the diffusivity may be unknown) by noting in such a case that:
[6]
A feature of the ADVECTION and TRANSPORT data blocks of PhreeqC for simulating percolation through permeable columns is that they are based on the displacement of one mobile cell volume per shift. Accuracy and stability of advection flow calculations in PhreeqC therefore require that the following relationship should always be maintained, according to Parkhurst and Appelo (1999) : [7] where z is the vertical increment length, t is the time increment, v is the velocity of flow through the mobile zone, and u is the superficial velocity calculated as the flux per unit area of empty column. This means that z and t cannot be selected independently by the user: selecting one determines the other.
As will be discussed further below, MIX factors are used in PhreeqC to emulate diffusion in the immobile zone. In doing so, it is a requirement that the amount of solution mixed from any cell to any of its neighbours should always be less than 1 / 3 (conversely, after mixing each cell should retain at least 1 / 3 of its content from the previous time step). This condition can be met by the appropriate selection of z.
The PhreeqC calibration was conducted with the number of mobile cells varied from 20 to 75, with very little difference between results and hence only results using 20 and 40 mobile cells are shown. During subsequent optimization, this was further reduced to 10 mobile cells with virtually no noticeable variation in the quality of the results. Because the HeapSim input interface suggests a minimum of four immobile cells per mobile cell, the number of immobile cells in both HeapSim and the PhreeqC diffusional model was kept constant at five per mobile cell for the results presented here. It was verified that PhreeqC diffusional model calculations using four, five, or six immobile cells per mobile cell yielded results that were virtually indistinguishable.
The mobile solution fraction mob does not feature in the continuity equation of the diffusional models, as can be seen from Equations [2] and [5] , and this applies to both PhreeqC and HeapSim. Therefore parameter mob can be varied arbitrarily in order to indirectly adjust the time step t (as a result of Equation [7] ) as large as possible to enhance computational speed, provided it is done within the stability constraint for the MIX factors which are affected by the magnitude of t in accordance with Equation [8] .
The TRANSPORT data block of PhreeqC allows the specification of the number of mobile cells N z into which the column is divided vertically. Each mobile cell can be associated with either a single immobile cell (to yield a firstorder exchange dual-porosity model) or any number N s > 1 of immobile cells per mobile cell to yield a diffusional dual porosity model.
For the first-order exchange case (N s = 1) the user needs only to specify the parameters that appear in Table I as inputs. However, to simulate diffusion mass transfer between multiple immobile cells per mobile cell (N s > 1), the user is required to specify the ratios according to which bordering immobile cells exchange soluble species during each time step. This is a powerful feature since it permits any type of 3D geometry of the immobile cells to be simulated, including First-order exchange and spherical diffusion models of heap leaching in PhreeqC VOLUME 118 685 L First-order exchange and spherical diffusion models of heap leaching in PhreeqC the case where immobile cells may be exchanging solutions between different vertical layers. In contrast, HeapSim provides for only linear, cylindrical, or spherical immobile geometries, and diffusion between bordering layers vertically is not allowed. Parkhurst and Appelo (1999) illustrated the equivalence between diffusion mass transfer in the immobile zone and the operation of the MIX data blocks of PhreeqC. Their derivation is briefly repeated here with reference to the concept of a mobile cell containing a spherical immobile zone consisting of five concentric spheres, as illustrated in Figure  3 . It is expressed in generic terms of volume (V j ) and contact areas (A k,j ) so that it remains applicable to any immobile geometry.
Consider the accumulation of a solute in cell j between time t1 and t2 (with t2 = t1 + t, the latter term being the time increment) with cell j being positioned between cells i and k (with i being the stagnant cell to the outside of j, closer to the mobile cell, and cell number k is the cell on the inside towards the centre of cell j). That is to consider only diffusion laterally between cells associated with a single mobile cell, without any exchange vertically between immobile cells, although PhreeqC can accommodate vertical exchange as well. By writing Equation [2] in terms of finite differences for any geometry it follows that: which can be re-arranged after elimination of imm to yield:
where represents the proportion of the content of cell n that is mixed into cell j, where n can be on either side of j, Vj is the volume of cell j, A n,j is the contact area between cells n and j, and h n,j is the distance between the mid-points of cells n and j. The mixing factor from cell number n into cell number j is written (for the general case that includes the mobile cell):
The mixing factor of the central cell j to itself (i.e. the proportion of cell contents of cell j that remains behind after mixing to neighbouring cells), namely MX jj , is the difference between unity and the sum of the mixing factors to neighbouring cells. Example 13c of the PhreeqC software provides a working model of this type.
The term f bc is unity for the mixing between all cells inside the spherical immobile zone. For mixing at the boundary between mobile and immobile solution, the diffusional distance h bc extends from the centre of the outer spherical cell to the boundary wall (opposed to centre-tocentre for diffusion between elements inside the sphere), i.e. h n,j /2 so that:
for calculating the mixing factor between the outer cell of the sphere and the mobile cell.
It is not simple to eliminate D e and the terms bearing R (namely A i,j , V j and h n,j ) from Equation [8] to express it in terms of diffusion time, since the expression needs to provide for the contact area A i,j on both the inside and outside of spherical shell element j, which prevents terms from being cancelled conveniently. A pragmatic approach for simulating a system with a given diffusion time in PhreeqC or HeapSim would be to adopt any arbitrary value for D e (or set it equal to D), and then to calculate the value for R that is required to obtain the desired diffusion time from the expression provided for in Equation [4a] .
For the purpose of comparing the PhreeqC and HeapSim simulation results for the cases that included chemical reaction, the kinetic expressions built into HeapSim were used.
The rate of conversion of copper oxide (X · CuO ) is described by:
[10]
where K CuO is the reaction rate constant, C acid is the molar acid concentration, X is the extent of conversion, and is the exponent on the unreacted fraction. Similarly, the expression used to describe the rate at which acid is consumed by gangue (gangue acid consumption; GAC) is: [11] with K GO being the GAC rate constant.
The HeapSim model performs all calculations, including mass balancing and graphing of the results, and therefore does not require any further calculations from the user. However, PhreeqC provides as outputs essentially the solution compositions, and it is left to the user to calculate from those outputs information such as the percentage extraction and reagent consumption.
PhreeqC requires the solid phase content to be specified in terms of a concentration in the water content of the immobile cells. The initial molal concentration of solid species i in the solution of any immobile cell is specified as: [12] where [kg/m 3 ] is the solid phase bulk density (dry basis), W i 0 is the mass fraction of species i in the solid phase at time zero, M i is the molar mass of species i, and imm is the volume fraction of immobile solution in the ore bed. The extent of extraction of a solid-phase element i to the drainage solution, X i,drain is calculated as the following summation over the number of shifts that have taken place:
[13]
The second and last terms follow by substitution first with Equation [7] and then with Equation [12] . Here, C i,drain is the concentration in the drainage solution, N Z is the number of vertical increments, and C 0 i,imm is defined by Equation [12] .
In the case of the first-order exchange model, the overall extent of conversion of the solid-phase element i equals the following summation over all immobile cells: [14] where C i,n is the concentration of solid species i remaining undissolved in the solution of immobile cell number n, C 0 i,imm is defined by Equation [12] and N z is the number of mobile cells (i.e., number of vertical increments which equals the number of immobile cells in the case of the first-order model). This quantity is always slightly higher than the extent of extraction to the drainage solution, by the amount of element i that has been solubilized but has not yet exited the column.
In the case of the spherical diffusion model, the fact that different spherical increments contain different volumes of immobile solution is corrected for by the MIX factors in Equation [8] to calculate the concentration of species in solution correctly. To calculate the extent of extraction from the solid phase, the amount of solid phase allocated to cell number n away from the mobile zone is factored in accordance with spherical geometry, by the factor P n : [15] where r n,out = R-n.h+h and r n,in = R-n.h, 0 n N s with N s being the number of immobile cells associated with each mobile cell (i.e., the number of concentric spherical increments whereby the immobile phase is represented) and R and r being respectively the radius of the stagnant zone and the distance along the radius.
Therefore, for the spherical diffusion model, the overall average extent of extraction of the solid-phase element i equals the following summation over all immobile cells: [16] where C i,n is the concentration of element i remaining in the solid phase contained in the solution of immobile cell number n, C 0 i,imm is defined by Equation [12] , and N z is the number of mobile cells (i.e., number of vertical increments).
The total acid consumption (TAC, [kg/t]) is determined from:
[17]
where CAA [kg/t] represents the curing acid addition. For the case where copper is being extracted from an oxide copper mineral such as malachite, one mole of acid is consumed for each mole of copper extracted. Therefore, in that case the acid consumption ascribed to the reaction of gangue constituents, GAC [kg/t], is calculated as the difference between TAC and the moles of copper extracted thus:
[18]
The calculation of MIX factors was automated in Excel, and these were integrated with the PhreeqC data block statements, also in Excel. Charlton and Parkhurst (2011) provided VBA code for an Excel macro whereby PhreeqC statements contained on an Excel sheet can be passed to PhreeqC and the results printed in another Excel sheet, using the PhreeqC Component Object Module (COM). This also facilitates the use of the features of Excel for the mass balance calculations, graphing of results, and statistical analyses. HeapSim offers the same features by operating from an Excel interface, with a predefined set of graphing features as standard Bouffard and Dixon (2001) provided operating parameters as well as the resulting concentration curves (normalized with respect to the background and inlet concentrations) for tracer tests conducted in 1.6 m high columns of ore, using 3.4 M NaNO 3 as inlet pulse against a background of 0.05 M NaNO 3 . The pulses had essentially passed through the columns in 4 to 5 days. They optimized the fit of their first-order exchange model to the pulse test data by using the immobile porosity and exchange coefficient as independent variables in a multidimensional optimization routine, minimizing the sum of squared residuals (SSR) between experimental and model First-order exchange and spherical diffusion models of heap leaching in PhreeqC VOLUME 118 687 L First-order exchange and spherical diffusion models of heap leaching in PhreeqC data. The diffusional model was fitted using the immobile porosity and diffusional path length (R) as fitting factors. They also determined the mobile and immobile porosities experimentally as a comparison with the fitted values.
This published experiment was simulated in a PhreeqC first-order exchange model, in a PhreeqC diffusional model, and in HeapSim. Firstly, the published parameters that yielded the best fits between the Bouffard and Dixon model and the experimental data were used as inputs to the PhreeqC and HeapSim models. Secondly, the immobile porosity and exchange coefficient (for the PhreeqC first-order exchange model) and immobile porosity and diffusional path length (for the PhreeqC diffusional model and for HeapSim) were used as independent variables in a two-dimensional Newtonian optimization routine. Optimization was achieved by minimizing the SSR between the model result and experimental pulse test data. One deviation was that the HeapSim model was set up using copper as tracer element instead of sodium, because HeapSim does not provide for sodium as a chemical species; however, the name attached to the chemical species in the model has no bearing on the modelling results: they rely only on the diffusivity being correctly specified.
As discussed before, diffusion time is proposed as a comparative characteristic instead of diffusivity and diffusional path length. However, the models still require inputs in terms of the latter two variables in order to effect a required diffusion time, with the understanding that these two variables are not independent but that their ratio contributes towards the diffusion time. Therefore in Table I the diffusivity and diffusional path lengths used in the model calibrations are shown, together with the diffusion time calculated from them.
The batch curves for copper leaching and for GAC were derived from the production and cumulative acid consumption curves of Panel 1 of the Tschudi oxide copper heap leach operation in Namibia, using the methodology proposed by van Staden et al. (2017) . This methodology is required where the operational data is generated with irrigation and copper production being initiated while stacking continues. In such a case the production data is generated from ore portions with a range of different leaching ages, so that the rate of copper production versus time does not represent a batch extraction curve. The methodology derives the shape of the batch curve from the copper production data in the form of an exponential decay of the unleached mineral.
The copper extraction and GAC outputs of the HeapSim model were then fitted to the Tschudi batch curves thus determined by manipulation of the input variables to HeapSim. The heap height, bulk density, copper content (represented in this text by the hypothetical mineral CuO), irrigation rate, and acid concentration in the irrigation solution were known from data records. A volumetric immobile solution fraction of 0.1 (equivalent to 0.06 t moisture per ton ore) was assumed from experience. This left (i) the rate constant for copper extraction, (ii) the power of the unconverted copper fraction, (iii) rate constant for GAC, and (iv) diffusional path length (as the means of manipulating diffusion time) as variables to be manipulated to minimize the SSR between model results and the plant leach curve. Firstly, a near-optimal fit of all four variables was simultaneously obtained by trial-and-error, guided by the observations that (a) changes to the GAC rate constant affect the copper leaching and acid consumption curves in opposite ways, (b) changes to the power of the unconverted fraction affect both the duration of the initial linear rate of copper leaching and copper leach rate, without affecting the GAC, and (c) changes to the diffusional path length affect the rate of copper extraction and GAC in similar ways. Finally, the diffusional path length (or diffusion time) was further optimized by a one-dimensional search over a range that included the minimum SSR, keeping the near-optimized values of the other variables fixed.
The HeapSim leach curve thus fitted appears in Figure 7 as the data-set labelled 'HeapSim (KGO=0.037)' and served as the reference curve against which both first-order exchange and diffusional versions of the PhreeqC model were calibrated. Arbitrarily selected variations were applied to the GAC rate constant and to the curing acid addition to expand the range of input parameters used for calibration. The diffusional path length (or diffusion time) was used as the sole independent variable manipulated to optimize the data fits between the PhreeqC models and the HeapSim reference curve, using zero GAC and zero curing acid addition. Subsequent comparisons between the models with GAC and with curing acid were performed using the optimized diffusional path length (or diffusion time) with no further parameter fitting.
The value of the Pearson's correlation coefficient (which is calculated by the Correl function of Excel), is indicated in the legends of the graphs appearing in this text with the prefix 'Cor.=', to indicate the goodness of fit between data-sets. The reference data set is indicated by 'Ref. ' For example, in Figure  4a the experimental data labelled 'Data Test 10b (Ref.)' serves as the reference. The correlation coefficient between the data generated by the first-order exchange version of the PhreeqC model with 40 vertical increments (i.e. with 40×1 vertical by lateral spatial segmentation) and the experimental data is 0.949. This is indicated in the legend of Figure 4a for the results of that PhreeqC model version as 'PhreeqC 40×1 Cor.=0.949'. The experimental data is indicated by diamond markers while the PhreeqC 40×1 calculations appear as circular markers on the same graph, illustrating the fit visually.
The data published by Bouffard and Dixon (2001) appears in Table I , together with the parameters used and results obtained when their pulse test experiment was emulated in PhreeqC and in HeapSim. The response curves, showing normalized drainage concentration versus time, appear in Figure 4 , from which it can be seen that the curves produced by the PhreeqC diffusion model and by HeapSim (Figure 4b ) were generally more closely spaced than the PhreeqC firstorder exchange results (Figure 4a) . None of the three models considered here reproduced the top of the peak observed in the response curve; that was achieved only by a model used by Bouffard and Dixon, which utilized a diffusional path length distribution (as opposed to a single uniform length). That is a feature that has not been included in the PhreeqC models presented here and it is not provided for in HeapSim. Hence no comparison of models with that feature is possible and the results from the Bouffard and Dixon model with the path length distribution are therefore not presented or discussed here.
From Table I it can be seen that the diffusional path lengths (and diffusion times) that yielded the best fits were somewhat lower than those reported by Bouffard and Dixon for both the PhreeqC and HeapSim models, with the HeapSim path length and diffusion time being the shortest. A little more information about the formulation of the model by Bouffard and Dixon, which was coded in MS Fortran Visual Workbench, is provided in the footnote to Table I .
GAC
The PhreeqC first-order exchange model was compared with HeapSim for the simulation of the Tschudi heap leach data, using the parameters that appear in Table II and zero GAC. From the graphs and correlation coefficients appearing in Figure 5 , the fits can be seen to be quite crude. The inclusion of GAC and curing acid addition in the first-order exchange simulations yielded similar fits and is not reproduced here.
The PhreeqC diffusional model reproduced the trends calculated by HeapSim much better than the PhreeqC firstorder exchange model, as evidenced by Figure 6 . Both diffusional and first-order exchange versions of PhreeqC attempt to emulate the effect of diffusion from a mobile cell into a lateral channel filled with immobile solution. The firstorder exchange model attempts to achieve this in a simplified manner, using a mass transfer coefficient between each mobile cell and its single accompanying immobile cell. During short-lived scenarios of the type appearing in Figure  4 , the concentrations between mobile and immobile cells remain sufficiently different to effect significant flow between the mobile and immobile cells. This renders the model behaviour sufficiently sensitive to the value of the mass transfer coefficient to allow short-term pulse data to be fitted by appropriate tuning of the mass transfer coefficient. However, over longer-term simulations of the type appearing in Figures 5 to 8 , the concentrations in a mobile cell and the single accompanying immobile cell of the first-order exchange model equalize more readily. It then becomes impossible to accurately emulate the lateral plug-flow of HeapSim (or the lateral tanks-in-series flow of the PhreeqC diffusional model) by tuning of the mass transfer coefficient of the first-order exchange version of the PhreeqC model.
The optimal correlation between HeapSim and the diffusional version of the PhreeqC model was obtained by First-order exchange and spherical diffusion models of heap leaching in PhreeqC VOLUME 118 using the same diffusion time (which appears in Table II) for PhreeqC and HeapSim. Therefore PhreeqC and HeapSim correlate best over longer-period leaching (150 days in this case) when a common diffusion time is used, as opposed to the short-term pulse test (2 days for the data in Figure 4 ) where HeapSim indicates a shorter diffusion time than PhreeqC. It is consistently observed throughout Figures 5 to 8 that the PhreeqC model yields apparently early breakthrough of some acid to the drainage solution, which is not observed in HeapSim. This results essentially from a combination of the pH derived from the solution speciation in PhreeqC and the conversion from pH to the effective acid concentrations reported here.
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Two simulations were performed with GAC, one using the GAC rate fitted to the Tschudi production data (of 0.037 h −1 ) and another with a relatively high rate (0.1 h −1 ). In this case, there is more deviation evident between the two models than was the case with zero GAC, as shown in Figure 7 . It is found that PhreeqC predicts a faster rate of Cu extraction and a slower rate of GAC, and the deviation becomes larger with increasing rate of GAC. The somewhat different responses of the [H 2 SO 4 ] curves in Figure 7 are attributed to the different strategies according to which acid is allocated to the competing copper dissolution and GAC reactions. In HeapSim, acid is attributed during each time step to each reaction in proportion to the prevailing reaction rate. In contrast, PhreeqC performs a number of smaller incremental reaction steps within each time step with all reactions in turn, up to the end of the time step or until either reagent or reactant is exhausted.
The calculation of the rate of GAC according to Equation [11] results in the GAC curve in Figure 7e becoming linear once the drainage acid concentration of Figure 7a approaches a pseudo-steady value around day 50.
When curing acid equivalent to around 45% of the total acid demand over the leaching period is added prior to leaching, the trends coincide much better, as per Figure 8 . This is attributed to the more abundant availability of acid to satisfy the requirement of both the CuO and gangue reactions, with less competition for acid.
Due to the differences discussed above in the manner that PhreeqC and HeapSim assign acid to the gangue-and copperdissolution reactions respectively, the drainage acid concentration is predicted by PhreeqC to drop rapidly from an initial high level, while HeapSim predicts that the acid concentration rises rapidly from a lower value.
PhreeqC is considerably slower than HeapSim to execute, requiring of the order of ten times the processing time for the spherical diffusion model (e.g., 2.5 minutes vs. 15 seconds to simulate 150 days at a 10-hour time step on a notebook computer with a 2.5 GHz i5 processor). This is primarily attributed to the fact that PhreeqC solves solution speciation calculations during each iteration of each cell, while HeapSim (being custom-coded for a single known application) more pragmatically employs molecular species without considering all possible dissociation reactions.
It is therefore important to optimize the selection of the spatial grid and time interval to achieve rigorous results within the minimum possible processing time. For HeapSim, a minimum of four radial increments, a minimum of eight vertical increments, and a time step of no more than 24 hours are recommended (the time step might need to be shorter if very fast kinetics are involved); these were adopted as a first indication for the minimum standard for PhreeqC.
The PhreeqC processing time is directly proportional to the number of cells and decreases logarithmically with increasing time step size. Due to the relationship between the time step and mixing factor as per Equation [8] , changing the time step (or the vertical increment that will affect the time step as per Equation [7] ) will affect the MIX factors.
The optimum combination for PhreeqC has been found to be ten vertical increments and a time step of 10 hours, which yields results very similar to those produced by combinations of finer grids and smaller time steps, while still satisfying the stability criterion for MIX factors discussed above.
The first-order exchange PhreeqC model reproduced published pulse-test data extending over about two days fairly convincingly; however, its correlation to longer-term leach curves was considerably poorer.
The diffusional PhreeqC model emulated more successfully the HeapSim leach curves that had been fitted to 150 days of data from the Tschudi oxide copper heap leach operation in Namibia. This applied to conditions including and excluding gangue acid consumption and curing acid addition. The differences in results obtained in the case where the leaching and GAC reactions were competing for a First-order exchange and spherical diffusion models of heap leaching in PhreeqC VOLUME 118 691 L First-order exchange and spherical diffusion models of heap leaching in PhreeqC limited acid supply is attributed to differences in the manner in which the two models assign reagent (H 2 SO 4 in this case) to competing reactions. Differences in the methods of advancing the liquid phase between time steps also contributed to some of the observed differences in calculation results.
The HeapSim results fitted the published data of a shortterm pulse test (over 2 days) best with a relatively short diffusion time, compared to the optimally fitted diffusion time required for the PhreeqC models. However the longer-term leach curves (150 days in this case, which of course represents the more practically meaningful application) were optimally fitted by using equal diffusion times for HeapSim and PhreeqC.
One of the disadvantages of PhreeqC compared to HeapSim is that it is slower to execute. Furthermore, heats of reaction and dilution are not accounted for. Therefore PhreeqC does not perform adiabatic calculations, although it allows manual specification of the temperature and pressure of streams and calculates the new temperatures of mixtures of streams with different temperatures. For many percolationtype problems this does not represent a limitation; in fact, it offers the convenience that heats of formation are not required as inputs. However, for oxidative high-temperature heap bioleaching applications, accounting adiabatically for the strongly exothermic reactions and for the heat and mass transfer between the solution and gaseous phases flowing countercurrently would require extensive additional coding by the PhreeqC user.
Advantages of PhreeqC are that it relies on readily available freeware that includes a considerable database of equilibrium and dissociation constants. It further offers a large number of working examples that are likely to include a good starting point for most applications suited to PhreeqC. Little user coding is required and the model structure can very easily be adapted to different uses, making it ideal for engineers and researchers who are not expert coders of modelling software. For example, the different physical and reaction kinetic properties for different parts of a heap can be specified relatively simply, which would facilitate model studies that cannot be done in HeapSim without laborious recoding. One such example is the modelling of the effects of segregation and stratification on heap leaching performance, phenomena which are widely acknowledged as being of importance in heap leaching, but that have not been studied much to date. This paper is published with the permission of Mintek and the University of Cape Town. The operational data made available by Weatherly's Tschudi heap leach operation in Namibia for the 2016 conference paper is gratefully acknowledged. D.L. Parkhurst of the online PhreeqC Users' Forum was helpful in clarifying aspects of mass balancing around PhreeqC TRANSPORT blocks, although the corresponding author accepts all responsibility for the manner in which it has been interpreted and applied in this text.
The modelling results in this paper were first presented in 2016 at the Hydrometallurgy Conference of the SAIMM: Sustainable Hydrometallurgical Extraction of Metals (van Staden and Petersen, 2016) . They are presented here with expanded background information as well as improved formulations of the governing mass transfer equations in terms of the diffusion time as the mass transfer characteristic, instead of the combination of diffusivity and diffusional path length. The graphs in Figures 6 to 8 were replotted on the basis of a common diffusion time for HeapSim and PhreeqC, and data for a second gangue acid consumption rate was added to Figure 8 
