Abstract-Recent work shows sink mobility can improve the energy efficiency in wireless sensor networks (WSNs). However, data delivery latency often increases due to the speed limit of mobile sink. In practice, some application has strict requirements on delay. This paper focuses on the path selection problem in delay-guaranteed sensor networks with a path-constrained mobile sink. The optimal path is chosen to meet the requirement on delay as well as minimize the energy consumption of entire network. According to whether data aggregation is adopted, we formulate the respective optimization problems and present corresponding practical algorithms. Theoretical analysis and simulation experiments validate the effectiveness of the proposed formulations and algorithms by comparing the energy consumption with some baseline algorithms.
INTRODUCTION
Recently, there has been an increased focus on the use of sink mobility to solve the energy hole problem in wireless sensor networks (WSNs) [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] . While improving network performance such as energy consumption reduction, network lifetime elongation, sink mobility often results in longer delay for data collection due to the limit of sink speed. For example, the typical speed of practical mobile sensor systems (e.g., Packbot [3] and NIMs [6] ) is only about 0.1-2 m/s. It often takes very long time to visit all nodes when the monitored area is large. On the other hand, some applications, such as structural health monitoring, fire monitoring, have strict delay requirements on data collection, which means the data collected by sensor nodes must be delivered to the mobile sink within certain deadline. Therefore, the main challenge here is how to design the optimized trajectory of the mobile sink to minimize the energy consumption of entire network under the condition of meeting the delay requirements.
There are some studies [6, 8, 9, 10] about the path selection problem of the mobile sink in sensor networks based on the limit of sink's movement time. However, the scheduling approach of the mobile sink is proposed in [6, 8] to avoid the buffer overflow not to meet the data delay. In [9, 10] , sink mobility and communication capabilities are underestimated because the mobile sink must visit exact locations to collect data.
In this paper, we are interested in the optimal path selection in sensor networks with a path-constrained mobile sink that may exist in real world applications, such as ecological environment monitoring and health monitoring of large buildings. In this scenario, the mobile sink moves along a fixed path with constant speed to collect data periodically and returns to its start point before the deadline is missed due to the strict delay limit. All sensor nodes deployed randomly along the fixed path generate data and send to the nodes located within the direct communication range of the mobile sink. And the latter caches data and sends to the mobile sink when it moves within its communication range. We formulate respective path optimization problems according to whether data aggregation is used and propose several corresponding algorithms to solve the problems. Simulation experiments under MATLAB is conducted to validate effectiveness of the presented formulations and algorithms by comparing the energy consumption with some baseline algorithms. Simulation experiments based on MATLAB is conducted to validate the effectiveness of the presented formulations and algorithms by comparing the energy consumption with some baseline algorithms.
The remainder of this paper is organized as follows. In Section II, we review the related work. In Section III, we introduce the network model and the optimization problem formulation. Section IV investigates the FPFL problem with data aggregation. Section V is focused on the FPFL problem without data aggregation and two practical algorithms. The evaluation by simulation experiments is presented in Section VI. Finally, Section VII summarizes this paper.
II. RELATED WORK
Recent work has exploited path-constrained sink mobility to improve the network performance. Predictable and periodical sink mobility along a fixed path is utilized in [4] to improve the energy efficiency of sensor networks. In [5] , Somasundara et al. propose the controlled mobility in sensor networks in which the mobile sink moves along a fixed path periodically. A routing protocol MobiRoute of WSNs with a path predictable mobile sink is suggested in [7] to prolong network lifetime and improve packet deliver ratio. In their models, delay consideration and path selection of the mobile sink are out of scope.
Mobile element scheduling problem is studied in [6] , in which the path of the mobile sink is optimized to visit each node to collect data before the buffer overflows. Gu et al. [8] present an improved partitioning-based algorithm to schedule the movements of the mobile element to avoid buffer overflow. In [6, 8] , path optimization is based on the constraint of buffer and data generation rate in each node. There is no requirement on the delay of data. Xing et al. [9] propose a rendezvousbased data collection approach to select the optimal path due to the delay limitation in WSNs with a mobile base station. In this work, the mobile element visits the exact locations called rendezvous points according to the precomputed schedule to collect data. The rendezvous points buffer and aggregate data originated from the source nodes and transfer to the mobile element when it arrives. The communication capability in [9] is underutilized since the mobile base station needn't go to the exact location for data collection due to the wireless communication. In addition, there may not be real nodes at the rendezvous points found in [9] , which may decrease the energy efficiency. In [11] , Sugihara et al. focus on the path selection problem of a mobile device to achieve the smallest data delivery latency in the case of minimum energy consumption at each sensor. It's assumed that each sensor node sends its data directly to the mobile device. In our problem, multi-hop communication is used because it may be impossible for the mobile sink to collect data from sensor nodes directly due to the strict delay limit.
III. SYSTEM MODEL AND PROBLEM FORMULATION

A. Network Model
We consider a wireless sensor network with a pathconstrained mobile sink shown in Fig. 1 , in which the mobile sink M moves along a fixed trajectory P periodically with the constant speed of v. The total length of the path P is l. When M arrives at the end point of the path once and returns to the start point , we say that it completes a round. We assume that the path P can be approximated by a straight line over distances of the order of the communication range of a sensor [4] . We also assume that the mobile sink has unlimited energy, memory and computing resource.
There are sensor nodes deployed along the path P uniformly and randomly. We assume that no two nodes are less than meters apart to obtain more efficient spacial sampling. We consider homogeneous network in which all nodes have the same communication range r. At a period of d, each node generates a chunk of data synchronously which is supposed to be q bits. And the data chunks must be delivered to the mobile sink within d seconds.
In Fig. 1 , the mobile sink collects data from sensor nodes when moving closely to them. All nodes can be divided into two classes, sub-sinks and members. The former consists of nodes closer to the path P which can transmit data to the mobile sink directly. For members, the data must be relayed to specific sub-sinks which buffer data and complete the final data transmission to the mobile sink. Each member needs to choose one and only one sub-sink as its destination. Then all data is sent or forwarded along the routing trees to the roots that consist of the sub-sinks.
We assume that the speed of the mobile sink is much slower than the data travels within sensor networks. The data transmission time between the sub-sinks and the mobile sink is negligible. We also assume that mobile sink is aware of the physical locations of all nodes.
The first radio order model [14] is often used to calculate the energy consumption in sensor networks, in which the power consumption is in proportion to the square of the transmission distance. However, in our scenario, each node transmits and receives data with fixed transmission power and reception power. So the power consumption in our problem is independent of the transmission distance between adjacent nodes. According to this viewpoint, we adopt the following simplified model [1, 12] to calculate the power consumption in this paper.
where, p denotes the total energy consumption of one node for receiving bits and transmitting bits, and e is a factor indicating the energy consumption per bit at the receiver circuit.
Let and denote the amount of data received and transmitted by node i per round. The energy consumption of total network can be expressed as follows. 
B. Problem Formulation
In Fig. 1 , if , the mobile sink can't return to the start point to complete one round before the deadline. So the mobile sink must choose a partial path to avoid the deadline of the data to be missed. The problem here is choosing one continuous part of the fixed path to meet the requirement of the deadline as well as minimize the total energy consumption. The optimization problem can be formulated as follows.
Given a set of sensor nodes S and a fixed path P, our objective is to find a continuous part on the path P called as T with the length of
, such that the total energy consumption is minimized.
The above problem is to find an optimized part of the fixed path with fixed length. As a result, this optimization problem will be called the FPFL (Fixed Path with Fixed Length) problem. In FPFL, the choice of the partial path T will affect the set of the sub-sinks and the members, which will determine the total energy consumption directly.
In some applications, data aggregation is often adopted to reduce network traffic. In this paper, we investigate the FPFL problem in two different scenarios according to whether the data fusion is used or not. For each scenario, we give more practicable problem formulation and develop corresponding algorithms.
IV. FPFL WITH DATA AGGREGATION
Firstly, we consider the scenario with data aggregation. By exploring data correlation, redundancy among sensed data can be curtailed and the network load can be reduced. In this paper, we adopt the N-to-1 aggregation model where data aggregation occurs at all nodes. In this model, the aggregation ratio is 100%, which means that each node can aggregate all packets from its multiple child nodes into one packet before forwarding. Due to the inaccuracy of time synchronization, we assume that step-by-step fusion manner [15] is used to perform the aggregation process for data from multiple neighbors. The fusion node first aggregates its own data with one input and next fuses the aggregation result with another input. This process will be repeated until all the inputs are aggregated.
The FPFL problem with N-to-1 aggregation model is redefined as follows.
FPFL with N-to-1 Aggregation (FPFL-Ag): Given a set of sensor nodes S and a fixed path P, find a continuous partial path T on P with the length of such that the number of the sub-sinks along the path T is maximized.
Theorem 1. In FPFL-Ag, the maximization of the number of the sub-sinks is equivalent to the minimization of total energy consumption.
Proof. According to the aggregation model earlier mentioned, the amount of data transmitted on each link between any adjacent nodes at a period of d is always q in FPFL-Ag. And the amount of data received by each node equals to the number of the adjacent downstream edges or adjacent son nodes on routing trees. So, the total energy consumption can be expressed as follows,
where, is the number of the adjacent downstream edges of node i. And, is the sum of the edges on all routing trees rooted from the sub-sinks.
After the partial path T is determined, the number of sub-sinks is also finalized. Let denote routing trees rooted from the sub-sinks. is the set of nodes and is the set of edges on each tree. For the total network topology, the sum of the edges on all routing trees is:
Based on (1) and (2), we have the relationship between the total energy consumption and the number of sub-sinks as follows.
From (3), we know that the maximization of the number of the sub-sinks will minimize the total energy consumption.
A. A Practical Algorithm
Obviously, in order to find the optimal partial path, it's impossible to try all pairs of start points and end points in FPFL-Ag optimization problem. Here, we propose a practical algorithm FPFL-Ag-ES to solve it, shown in Algorithm 1. In FPFL-Ag-ES, we reduce the possible solution space to a set of possible pairs of start points and end points from the complete path P by introducing a positive constant as the scale length. For each pair, based on the geographic coordinates of all nodes, we calculate the number of the sub-sinks along current partial path from the start point to the end point. Finally, the path T with the maximum number of the subsinks is obtained as the optimal solution. In this paper, for a set of nodes , represents the total number of nodes in .
Algorithm 1 A Practical Algorithm Of FPFL-Ag Based on Exhaustive Search(FPFL-Ag-ES)
Input: the set of sensor nodes ; a fixed path p with the length l; the length of the partial path T is ; scale length . Initialization: calculate the iterations of the exhaustive operations ; the vector recording the number of the sub-sinks .
Main:
1. Find m start trial points of the sink on P, such that 1) and ; 2)
. Find m end trial points of the sink on P, such that .
For
, calculate the current set of the sub-sinks along the path from to . Let . Output: Optimized path T from start point and end point is chosen, such that
B. Performance Analysis
We now analyze the complexity of the FPFL-Ag-ES. The iterations of the exhaustive operations in Algorithm 1 is
And it needs to take at most comparisons to calculate the set of the sub-sinks. So the computational complexity of Algorithm 1 is . Actually, because the path P is fixed, the number of all possible sub-sinks is constant no matter how the optimized path T is chosen. If we obtain the set of all possible sub-sinks SS in advance, the complexity of Algorithm 1 will be reduced to . In Algorithm 1, the scale length is the most important parameter, which affects the complexity and the accuracy of the algorithm. Suppose T is the sink path found in Algorithm 1 and T * is the optimized sink path in FPFL-Ag problem. Let and denote respectively the number of the sub-sinks along the path T and . We analyze in the following the difference between and to show the accuracy of Algorithm 1.
Let
and be the start point and the end point of the optimized path (See Fig. 2 ). It's supposed that is between and , which are two adjacent possible start points tried in Algorithm 1. Let denote the sink path from the start point to the end point .
is the distance between and In Fig. 2 , sub-sinks are selected from the nodes located within the area between P1 and P2, which is determined by node's communication range r. Let A, B, C and D denote four tangent points between P1, P2 and circles centered at and . Suppose the number of the nodes located within the shade area ABCD in Fig. 2 Suppose x is an arbitrary point on arc AC and y is an arbitrary point in the shaded area ABCD in Fig. 2 . Based on Ref. [4] , we have, (4) In order to guarantee mutual communication connection, the minimum distance is always less than . According to (4), the upper bound is always more than 1 no matter how small the positive scale length is. The can be calculated as follows when is infinitesimal.
From the above analysis about algorithm complexity and accuracy, we can see that a smaller scale length will lead to a better performance bound at the cost of higher overhead. Therefore, the scale length can be tuned to achieve the desirable trade-off between the running time and solution quality.
V. FPFL WITHOUT DATA AGGREGATION
In this section, we study the FPFL problem when there is no data aggregation in the network. Unlike FPFLAg, the choice of the sub-sink for each member may affect the total energy consumption a lot. According to the energy model mentioned earlier, each member chooses the nearest sub-sink in terms of hops as its destination, which helps minimize the total energy consumption [12] . Due to not using aggregation model, the amount of data transmitted by each node is q bits more than the one received by itself. That is . And we have the relationship between the total amount of data received by all nodes and the sum of hops as follows. (5) where, is the shortest hops from sensor node to its destination sub-sink. If itself is a sub-sink, .
According to (5), the total energy consumption can be expressed with the total sum of hops from all members to their destinations as follows. (6) Based on (6), the problem of minimizing is equivalent to the problem of minimizing the total sum of the shortest hops. Consequently, the FPFL problem can be redefined as follows.
Fixed Path with Fixed Length and without Aggregation (FPFL-NoAg): Given a set of sensor nodes S and a fixed path P, find a continuous partial path T on P with the length of such that the sum is minimized.
A. A Practical Algorithm Based on Exhaustive Search
In FPFL-NoAg-ES (See Algorithm 2), we adopt a similar exhaustive search with the Algorithm 1. Using a positive scale length , we try the continuous partial paths as many as possible. For each partial path, we calculate current set of sub-sinks. Then we need to construct shortest routing trees rooted from the current sub-sinks to calculate the shortest hop information. For simplicity, we construct a temporary graph in each iteration as follows in order to run Dijkstra shortest path algorithm, given a set of sensors and the set of current sub-sinks .
• Add the mobile sink M into as the root vertex; add all nodes into .
• For each sub-sink connect to the root vertex by an edge with weight 0.
• For each pair of nodes , connect and by an edge with weight 1, if nodes and can reach each other in one hop.
As shown in Fig. 3(a) , there are 10 nodes deployed along the trajectory of the mobile sink and nodes are chosen as the sub-sinks (black dots). According to the above graph construction scheme, the corresponding graph of the network is shown in Fig. 3(b) . By running Dijkstra algorithm on the graph , we can find the shortest path tree rooted from the mobile sink to all nodes shown in Fig. 3(c) , in which the number in each node denotes the shortest hop count from current node to its corresponding sub-sink. We record the hop sum information for each possible partial path and choose the optimal one that minimizes the sum of shortest hops from all nodes to their sub-sinks among all partial paths tested.
Algorithm 2 A Practical Algorithm of FPFL-NoAg Based on Exhaustive Search (FPFL-NoAg-ES)
Input: the set of sensor nodes ; a fixed path P with the length l; the length of the partial path T is ; scale length . Initialization: calculate the iterations of the exhaustive operations ; the vector recording the number of sum of shortest hops from each node to its destination sub-sink .
Main:
For
, repeat the following, Calculate the set of the sub-sinks along the path from to Construct a graph with the mobile sink as the root. Run Dijkstra algorithm to find a shortest path tree. Let Output: Optimized path T from start point and end point is chosen, such that
The Djikstra algorithm in a graph has a complexity of . Hence the complexity of the Algorithm 2 is . Similar with the Algorithm 1, the scale length affects the complexity and accuracy of FPFL-NoAg-ES a lot. By adjusting we can achieve the trade-off between the running time and solution quality.
B. Density and Location Based Exhaustive Search
The FPFL-NoAg-ES runs Dijkstra shortest path algorithm for each possible partial path, which takes much running time. In this section, we study the other exhaustive algorithm based on node density and path location that runs Dijkstra algorithm only one time.
Intuitively, we need to consider node density and path location while choosing the partial path T. Fig. 4 shows us two examples about the effect of node density and path location, in which denotes the hop sum along current partial path . In Fig. 4(a) , with the absolutely uniform node deployment, the hop sum is smaller when the partial path is in the middle of the complete path. On the other hand, when node density is not uniform, the partial path along which node density is higher can bring less hop sum in Fig. 4(b) . Consequently, the choice of the optimal partial path T is dependent on the node density and location. Based on the above observations, we propose the DLES algorithm (See Algorithm 3), in which we firstly calculate the set of all possible sub-sinks along the complete path P and construct a graph with the mobile sink as the root based on the graph construction method mentioned previously. Then a shortest path tree is constructed using Dijkstra algorithm. Actually, node density is a relative conception and difficult to obtain. Here, we use the number of child nodes of each sub-sink to denote the node density approximately. In order to obtain the location information, for each sub-sink in we find the closest point on P that is perpendicular to the path. Let m denote the middle point of the path P. Then the location factor of each sub-sink can be approximately calculated as follows.
where, is the average of the node density for all sub-sinks and denotes the geometric distance between point and the middle point m. Next, we calculate the weight of each sub-sink . Then through similar exhaustive search with earlier sections, we record the path weight with the sum of the weight of current sub-sinks and find the optimal partial path with the highest path weight. Table 1 shows the effect of different k values. In practice, the choice of k value will affect the accuracy of DELA algorithm. In this paper, we do some simulations to seek the optimal k value for different network topology in Section VI.
In the DLES exhaustive algorithm, Dijkstra shortest path algorithm is run only one time. Consequently, the DLES algorithm has a computational complexity of , which is obviously lower than the complexity of the FPFL-NoAg-ES.
Algorithm3 Density and Location Based Exhaustive Search of FPFL-NoAg (DLES)
Input: the set of sensor nodes ; a fixed path P with the length l; the length of the partial path T is ; scale length . Initialization: calculate the iterations of the exhaustive operations ; the vector recording the weight of each partial path . Main: 1.
Obtain the set of the sub-sinks along the complete path P.
2.
Construct a graph with the mobile sink as the root.
3.
Run Dijkstra algorithm to find a shortest path tree. Let denotes the number of child nodes of each sub-sink.
4.
Calculate the location factor of each sub-sink . 5 .
Calculate the weight of each sub-sink . 6.
Find m start trial points of the sink on P, such that 1) and 2)
. Find m end trial points of the sink on P, such that . 7.
For , repeat the following, • Calculate the set of the sub-sinks along the path from to :
Output: Optimized path T from start point to end point is chosen, such that .
VI. PERFORMANCE EVALUATION
We have conducted some experiment simulations in MATLAB to validate the algorithms we propose. In the simulations, sensor nodes are placed in a rectangle area randomly. The mobile sink moves along the lower border of the monitored area with a speed of . The parameter in the energy consumption model is set to and the maximum communication range r is . Each sensor node generates a data sample of 20 bytes every second. All the results in the simulations are the average of 50 different random topologies. In default, the deadline of data in the simulations is set to 5 minutes.
A. Performance of FPFL-Ag
First, we evaluate the performance of the FPFL-Ag. As mentioned earlier, the energy consumption can be expressed with the number of the sub-sinks along the partial path in FPFL-Ag. Fig. 5 shows the effects of the scale length in the FPFL-Ag-ES. Each algorithm is labeled by the name and the total number of sensor nodes. In Fig. 5 , longer scale length brings less sub-sinks, which causes more energy consumption. Fig. 6 compares the FPFL-Ag-ES with the FPFL-Ag-Random, in which the partial path is chosen randomly each time. The scale length in Fig. 6 is set to 10m. It's noted that the (a) Figure 4 . Effects of node density and location exhaustive search based algorithm always outperforms random algorithm under different partial path length.
B. Performance of FPFL-NoAg
In this section, firstly we evaluate the effect of the scale length on the algorithm FPFL-NoAg-ES. In order to make the comparison more intuitively, we use the average energy consumption of each node in one round as the Y coordinate in Fig. 7 . And FPFL-NoAg-ES-XXX denotes the FPFL-NoAg-ES algorithm with different number of sensor nodes. We can see that with the increase of the scale length, the average consumption of FPFL-NoAg-ES also rises, just like the algorithm FPFL-Ag-ES. In the following simulations about the FPFL-NoAg algorithm, we set the scale length to 10 meters. Fig. 8 compares different choices of k value in the algorithm DLES. The X coordinate is the logarithm of k value with the base of 10. Each DLES algorithm is labeled by the total number of sensor nodes from 200 to 400. Small k value means node density has higher priority while choosing the partial path and big k value denotes the higher priority to the location. Fig. 8 shows that energy performance is optimized when . Bigger k value and smaller k value beyond the interval (10, 100) both costs more energy consumption. In the following simulations, k value is set to 100. Fig. 9 makes the comparison between DLES, FPFLNoAg-ES and some baseline algorithms. DLESDensityOnly and DLES-LocationOnly are the versions of DLES in which only node density and only node location are used to calculate the weight of each sub-sink. FPFLNoAg-Random chooses an arbitrary partial path randomly. Fig. 9 shows that FPFL-NoAg-ES always consumes the least energy in contrast with other algorithms. FPFL-NoAg-Random performs the worst as it does not consider any information about node density and location while choosing the tour of the mobile sink. We find that DLES is a good approximation of the exhaustive algorithm FPFL-NoAg-ES and outperforms both DLESDensityOnly and DLES-LocationOnly. Interestingly, node location information looks more important than node density information in computing the weight of each sub-sink because the DLES-LocationOnly is always superior to DLES-DensityOnly with different number of sensor nodes.
VII. CONCLUSION
In this paper, we study the path selection problem in delay-guaranteed sensor networks with a path-constrained mobile sink. Based on whether data aggregation is adopted, we formulate the corresponding optimization problems FPFL-Ag and FPFL-NoAg. For the problem FPFL-Ag, we propose an exhaustive search based algorithm and theoretical analysis about the algorithm performance. For the problem FPFL-NoAg, we present two practical algorithms FPFL-NoAg-ES and DLES. The latter has a little worse accuracy but lower computational complexity. Experiment simulations based on MATLAB shows that the proposed algorithms can achieve satisfactory performance in contrast with some baseline algorithms.
As future work, we intend to extend the path selection problem in delay-guaranteed sensor networks with a path-unconstrained mobile sink. We also plan to study the path selection problem with network lifetime maximization as the optimization objective. 
