Abstract. First notions of entropy point and uniform entropy point are introduced using Bowen's definition of topological entropy. Some basic properties of the notions are discussed. As an application it is shown that for any topological dynamical system there is a countable closed subset whose Bowen entropy is equal to the entropy of the original system.
Introduction
Entropy is defined in both ergodic theory and topological dynamical systems (TDS for short). Starting with the study of the topological analogue of Kolmogorov systems, in recent years much attention has been paid to the so called local properties of entropy and its many interesting results. First Blanchard [2] introduced the notion of an entropy pair in topological dynamics from which the existence of the maximal zero entropy factor of a given topological system was proved ( [3] ), and Blanchard et al. [5] defined the notion of an entropy pair for an invariant measure which naturally led to the discussion of the relation between the two kinds of entropy pairs. Then Huang and Ye [15] introduced the notion of entropy tuples both in topological and measure-theoretical settings. Just recently, Dou, Ye and Zhang [9] generalized the notion (of entropy tuples) to entropy sequences and entropy sets in both settings. To study the relation of entropy tuples in both settings, a local variational inequality [4] , a local variational relation [15] and finally local variational principles [20] , [14] which refine the classical variational principle were found. Moreover, a local variational principle for conditional entropy was proved [16] , and relative entropy tuples in both settings, relative u.p.e. and c.p.e. extensions were studied [17] .
The main purpose of the paper is to fill a missing case: entropy point. First several notions of entropy points, namely, entropy point, full entropy point, uniform entropy point and uniform full entropy point are introduced using Bowen's definition of topological entropy. Some basic properties of them are discussed. It turns out that there are no entropy points of any kind if we consider a TDS with zero entropy, and the support of any ergodic measure with positive entropy is contained in the set of uniform entropy points. In general, the sets of entropy points by the mentioned four definitions are different, and they coincide with each other and equal the whole space if we consider a minimal TDS with positive entropy. A somewhat surprising consequence of the study of uniform entropy points is that for any topological dynamical system there is a countable closed subset whose entropy is equal to the entropy of the original system. In fact, the countable subset A can be chosen such that the set of the limit points of A has at most one limit point. It is worth mentioning that some applications of the above results will be carried out in a forthcoming paper in [18] .
Second along the line of entropy pair, tuple, sequence and set, the notions of Centropy point are introduced both in topological and measure-theoretical settings. It is shown that each C-entropy point is an entropy point, and the set of C-entropy points is the union of sets of C-entropy points for an invariant measure over all invariant measures. However, even if we consider a minimal TDS with positive entropy, the set of C-entropy points need not be the whole space.
After finishing the writing of the paper, we found that in [10] the authors also introduced a notion called entropy point when studying preimage entropy of continuous maps, which measures the degree of the non-invertibility of the system. Thus, their notion is essentially different from our's. Moreover, we note that in a forthcoming paper by Blanchard and Huang [6] , the notion of C-entropy point is introduced in a different way.
The paper is organized as follows. In section 2 after stating some basic properties of Bowen's entropy, we introduce notions of entropy point and full entropy point. In section 3 we study the structure of the set of entropy points and prove that the support of any ergodic measure with positive entropy is contained in the set of entropy points. In section 4 we define and study entropy function serving as a tool of studying uniform entropy point. In section 5 by means of entropy function we introduce and discuss some properties of uniform entropy point and uniform full entropy point, and show that for any topological dynamical system there is a countable closed subset whose entropy is equal to the entropy of the original system. Finally in section 6 along the line of entropy tuple we introduce notions of C-entropy point both in topological and measure-theoretical settings, and investigate some basic properties of them.
Entropy point and full entropy point
In this section after recalling Bowen's definition of topological entropy, we introduce and discuss some basic properties of entropy point and full entropy point.
By a topological dynamical system we mean a pair (X, T ), where X is a compact metric space and T : X → X is a self-homeomorphism. Before proceeding, let's first recall Bowen's definition of topological entropy using separated and spanning sets and some relevant results (see [21] , P 168−174 ).
Let d be a metric on TDS (X, T ). For each n ∈ N we define a new metric d n on
Let K ⊆ X and > 0. A subset F ⊆ X is said to be (n, ) span K with respect to T if for any x ∈ K, there exists some y ∈ F with d n (x, y) ≤ . A subset E ⊆ K is said to be (n, ) separated with respect to T if x, y ∈ E, x = y implies d n (x, y) > . Denote by r n (d, T, , K) (resp. s n (d, T, , K)) the smallest (resp. largest) cardinality of any (n, )-spanning subset (resp. (n, ) separated subset) for K with respect to T . Then following from some simple arguments, we have
Obviously, r(d, T, , K) and s(d, T, , K) both increase when > 0 decreases to zero, and
to be the topological entropy of K with respect to T (denoted by h(d, T, K)), and define the topological entropy of (X,
where the supremum is taken over all compact subsets of X,
The following result is easy to check:
Lemma 2.1. Let (X, T ) be a TDS and d a metric on X.
2: Bowen's definition of topological entropy depends only on the topology on
X. Precisely, let d be another metric on X which is compatible with d.
Then for any given
For a given TDS (X, T ) and K ⊆ X, Lemma 2.1 tells us that h(d, T, K) is independent of the selection of the metric d, and so in the following we write
h(d, T, K) by h(T, K), and h(d, T ) by h(T ) or h(T, X). Lemma 2.1 stimulates the following
Definition 2.2. Let (X, T ) be a TDS.
(1) We say x ∈ X is an entropy point if h(T, K) > 0 for each closed neighborhood K of x. Denote by E p (X, T ) the set of all entropy points.
Denote by E f p (X, T ) the set of all full entropy points.
It is clear that if (X, T ) is a TDS with zero entropy, then E
, and both E p (X, T ) and E f p (X, T ) are closed. Moreover, let (X, T ) and (Y, S) be two TDSs; by a factor map we mean a continuous surjective map π : (X, T ) → (Y, S) with Sπ = πT . If in addition it is one to one, then we say π is an isomorphism. We have 
Proof. 
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Moreover, using the same method as in the proof of Proposition 2.4 we have Proposition 2.5. Let (X, T ) be a TDS and K ⊆ X a closed subset.
Structure of the set of entropy points
Based on the theories and results established in [2] , [5] , [15] and [19] , in this section we study the structure of the set of entropy points. It is proved that the support of any ergodic measure with positive entropy is contained in the set of entropy points, and the topological entropy of a TDS equals the topological entropy over the set of entropy points whereas it doesn't hold for the set of full entropy points, as E f p (X, T ) could be a singleton for some positive entropy TDS. Let (X, T ) be a TDS. Denote by M(X, T ) and M e (X, T ) respectively the set of all invariant probability measures and all ergodic invariant probability measures on (X, B X , T ), where B X is the Borel σ-algebra of X. Let µ ∈ M(X, T ). For a given finite measurable partition P, write P
The entropy of µ for P is defined as
The entropy of µ is given by h µ (T ) = sup h µ (T, P), where P ranges over all finite measurable partitions of (X, B X , T ). The variational principle states that
The notion of entropy pair introduced in [2] , [5] is generalized to entropy tuple in [15] both in topological and measure-theoretical settings. For each n ≥ 2 and µ ∈ M(X, T ), denote by E n (X, T ) the set of entropy n-tuples, and by E µ n (X, T ) the set of entropy n-tuples for µ.
Let (X, T ) be a TDS, µ ∈ M(X, T ) and measure-theoretical dynamical system (MDS, for short) (Y, D, ν, S) the Pinsker factor of (X, B, µ, T ), where B is the completion of B X under µ. For each n ≥ 2, define an invariant probability measure
where
Moreover, one has (see Theorems 4.4, 4.9, 6.1 and 6.4 in [15] ):
Proposition 3.2. Let (X, T ) be a TDS and µ ∈ M(X, T ). Say
Moreover, in [15] the authors proved (see Theorem 7.3 in [15] )
iff (if and only if ) for any given neighborhood
Now we are ready to show
Proof. We only need to prove
Without loss of generality we assume
Set j m to be the minimal element in J m and
This means that E forms an (m, 2 ) separated subset of U 1 with respect to T , which implies
. This ends the proof.
Let (X, T ) be a TDS and let n ≥ 2. Denote by p n : X (n) → X the projection to the first coordinate. Then we have p n (E n (X, T )) ⊆ E p (X, T ) (by Theorem 3.4) and so p n (E n (X, T )) ⊆ E p (X, T ). Moreover Theorem 3.5. Let (X, T ) be a TDS. Then
Proof. 1. Let µ = Y µ y dν(y) be the disintegration of µ over its Pinsker factor. Since
is a compact subset without isolated points (see for example Lemma 4.1 in [22] ). Now applying Theorem 3.4 to (3.3) one has, for ν-
2. Using 1 it is a direct application of the variational principle.
Similar to Bowen's definition of topological entropy, Katok [19] has given an analogous description of measure-theoretical entropy and proved the following result. 
With the help of Lemma 3.6 we have Theorem 3.7. Let (X, T ) be a TDS, d a metric on X and µ ∈ M e (X, T ). Then
In particular, for any
Proof. For the proof it is sufficient to show (3.5). Let 1 > δ > 0 be a given constant.
Proof of the Claim.
This ends the proof of the Claim.
Letting → 0+, the inequality (3.5) follows directly from the above discussion and Lemma 3.6. This ends the proof.
As an easy application of Theorem 3.7, we have
Corollary 3.8. Let (X, T ) be a TDS with positive entropy. Then we have
Corollary 3.8 says that if there is an ergodic measure with maximal entropy, then h(T, E f p (X, T )) = h(T ). Now we describe a TDS which has no ergodic measure with maximal entropy such that E f p (X, T ) is a singleton. 
It is clear that there is no ergodic measure with maximal entropy for (X, T ). Moreover, by definition and Proposition 2.4,
is the unique full entropy point.
Entropy function
In this section, as a tool for studying uniform entropy point appearing in the next section, we introduce the concept of entropy function and discuss its fundamental properties.
Let (X, T ) be a TDS and d a metric on X. For each > 0 and x ∈ X, define
. By Lemma 2.1, it's not hard to see that the value of h d (x) depends only on the topology of X. Thus in the sequel sometimes we will write h d (x) as h(x).
is said to be the entropy function of (X, T ).
Then using the language of entropy function, Theorem 3.7 tells us that 
In particular, if (X, T ) is minimal, then h ≡ h(T ) is a constant function.
The following is the lift-up property of entropy function.
Proposition 4.3. Let π : (X, T ) → (Y, S) be a factor map between TDSs. If h
X and h Y are the entropy functions of (X, T ) and (Y, S), respectively, then 
1. ∀n ∈ N, let K n be a closed neighborhood of y 1 with diameter at most 1 n . By Lemma 2.1, there exists a closed B n ⊆ π −1 (K n ) with diameter at most
. Let x 1 be a limit point of the sequence of closed subsets {B n : n ∈ N}. Obviously, π(x 1 ) = y 1 and h
. Then the conclusion follows by letting → 0+. 2. Let x 2 ∈ π −1 (y 2 ): fixed. ∀n ∈ N, let K n be a closed neighborhood of x 2 with diameter at most 1 n such that the diameter of π(K n ) is less than
Let f be an extended real-valued function defined on a compact metric space Z. f is called upper semi-continuous (u.s.c., for short) if for each r ∈ R the subset f
Obviously, each u.s.c. function is Borel measurable. As immediate consequences of the definition, we have that the infimum of any family of u.s.c. functions is u.s.c., and both the sum and supremum of finitely many u.s.c. functions are u.s.c. 
Proposition 4.4. Let (X, T ) be a TDS, d a metric on X and h its entropy function. Then
1: h is T -invariant. 2: For each > 0, h d (•, ) is u.s.c. on X and so h is Borel measurable. 3: If K ⊆ X is closed, then sup x∈K h(x) ≥ h(T, K). In particular, sup x∈X h(x) = h(T ). Proof. 1. As T : (X, T ) → (X, T ) and T −1 : (X, T ) → (X, T )are isomorphisms between TDSs, applying Proposition 4.3 to T and T −1 we obtain the conclusion. 2. Let > 0 be given. For each r ∈ R, if h d (x 0 , ) < r, then r(d, T, , K) < r for some open neighborhood K of x 0 , which implies that h d (x, ) < r for each x ∈ K, that is, the function h d (•, ) is u.s.c. on X. Moreover, h, as the limit function of a sequence of u.s.c. functions {h d (•,(d, T, , K) = r(d, T, , B n j n ∩ K). Set {x 0 } = n∈N B n j n ; then x 0 ∈ K, as K is a closed subset. Let K be any closed neighborhood of x 0 . Then for each sufficiently large n ∈ N, B n j n ∩ K ⊆ K and so r(d, T, , K ) ≥ r(d, T, , B n j n ∩ K) = r(d, T, , K), which implies h(x 0 ) ≥ h d (x 0 , ) ≥ r(d,
T, , K). This means sup x∈K h(x) ≥ r(d, T, , K).
Then the conclusion follows by letting → 0+.
Then we have

Theorem 4.5. Let (X, T ) be a TDS and h its entropy function. Then
1: For each µ ∈ M e (X, T ), there is some c with h(T ) ≥ c ≥ h µ (T ) such that h(x) = c for µ-a.e. x ∈ X.
2: For each µ ∈ M(X, T ), X h(x)dµ(x) ≥ h µ (T ).
Proof. 1. Let µ ∈ M e (X, T ). Since h is T -invariant and sup x∈X h(x) = h(T ) (by Proposition 4.4), there exists some constant c with h(T ) ≥ c such that h(x) = c for µ-a.e. x ∈ X. Moreover, following from Theorem 4.2 one has c ≥ h µ (T ). 2. Say µ = Ω µ ω dη(ω) is the ergodic decomposition. As h is a non-negative Borel measurable function on X (by Proposition 4.4), we have
Now applying part 1 to (4.1) we obtain
) (by Theorem 8.4 of [21]).
This completes the proof. Remark 4.6. In [8] , the authors considered a local version of the characterization of entropy, and obtained a theorem on local entropy, which can be viewed as a topological version of the well-known Shannon-MacMillan-Breiman Theorem (see for example [12] ), whereas, it is just an almost everywhere definition for any given invariant measure over (X, T ). Precisely, if µ ∈ M(X, T ), then for µ-a.e. x ∈ X (4.2) lim
which is denoted by h µ (x), where B n (x, ) denotes the open d n -ball of X with center x and radius . Moreover,
Uniform entropy point and uniform full entropy point
Starting from the definitions of uniform entropy point and uniform full entropy point, we discuss their basic properties and characterize them using entropy function introduced in the previous section. Applying Theorem 3.7 we know that the support of an ergodic measure with positive entropy is contained in the set of uniform entropy points. A consequence of these results is that for any TDS there exists a countable closed subset whose Bowen entropy is equal to the entropy of the original system.
Definition 5.1. Let (X, T ) be a TDS and h its entropy function.
(1) We say x ∈ X is a uniform entropy point if h(x) > 0. Denote by E up (X, T ) the set of all uniform entropy points. (2) We say x ∈ X is a uniform full entropy point if h(x) = h(T ) > 0. Denote by E f up (X, T ) the set of all uniform full entropy points. These notions are related to the notions of entropy point and full entropy point in the following way.
Proposition 5.2. Let (X, T ) be a TDS. Then
Proof. Part 1 follows directly from the definitions. Parts 2 and 3 are the easy consequences of Proposition 4.4. Now we prove part 4.
Without loss of generality we assume h(T ) > 0. Let d be a metric on X. Then
Note that for each > 0, the function h d (•, ) is u.s.c. on X. Thus, it follows that
In general, for a TDS (X, T ) with positive entropy, we can't assert that E up (X, T ) is closed, or E 
4: h(T, E up (X, T )) = h(T ).
Remark 5.5. Note that we let (X, T ) be an expansive TDS (that is, there exists
where d is a metric on X). If (X, T ) has positive entropy, then it admits an ergodic measure with maximal entropy, so E f up (X, T ) = ∅ (by Corollary 5.4). The same holds for any asymptotically h-expansive TDS. As in [7] it was proved that each asymptotically h-expansive TDS admits a good extension to a symbolic TDS which is expansive. Moreover, it follows from the definition that for a full shift on finite symbols, each point is a uniform full entropy point. 
1: π(E up (X, T )) ⊇ E up (Y, S).
2: Moreover, if the factor map π is open, then we have
(
Proof. Say h X and h Y are the entropy functions of (X, T ) and (Y, S), respectively.
2. Since the proof is similar, we only show (2), the latter. Let x 2 ∈ X with y 2 .
Since the factor map π is open and h(T ) = h(S) > 0, by Proposition 4.3 we have
In the remainder of this section, we study the entropy function using dynamical behavior of points in the system and apply these results to E up (X, T ) and E f up (X, T ).
Theorem 5.7. Let (X, T ) be a TDS and h its entropy function.
1:
Suppose that K is a countable closed subset of X with a unique limit point
Proof. Say d is a metric on TDS (X, T ).
1. Let > 0: fixed. By the assumption of K, for any closed neighborhood
The conclusion follows by letting → 0+.
2. Since the proof is similar, we only present a proof for the case when h(x 0 ) < +∞.
Set
Then there exists a strictly increasing sequence
In particular, K \ V is finite and so no other points except x 0 can be a limit point of K in X. Thus x 0 ∈ K is the unique limit point of K in X.
Now we show h(T, K)
. This completes the proof.
An immediately consequence of the above theorem is Corollary 5.8. Let (X, T ) be a TDS with x 0 ∈ X. Then
Now, using Proposition 4.4 and Theorem 5.7 for a general TDS we could obtain the following unexpected result:
Theorem 5.9. Let (X, T ) be a TDS. Then there exists a countable closed subset K ⊆ X such that h(T, K) = h(T ). Moreover, K can be chosen such that the set of limit points of K has at most one limit point, and K has a unique limit point iff there is x ∈ X with h(x) = h(T ).
Proof. Let d be a metric on X and h its entropy function. For each x ∈ X and any > 0, set B x ( ) = {x ∈ X : d(x, x ) < }. As X is compact, by Proposition 4.4 there exists {x n } n∈N ⊆ X such that
Let {r n } n∈N be any given sequence of positive real numbers with r n → 0 as n → ∞. Using Theorem 5.7 for each n ∈ N we can select a countable closed subset K n such that h(T, K n ) = h(x n ) and x n is its unique limit point in X. In particular, K n \ B x n (r n ) is a finite subset, so without loss of generality we assume
Then K is a countable closed subset of X and the set of limit points of K in X is just {x 0 } ∪ {x n : n ∈ N}, as x n → x 0 and r n → 0 when .2) ). That is, K is just the subset we need.
Remark 5.10. Let (X, T ) be a TDS with positive entropy. We can't require the subset K in Theorem 5.9 to be T -invariant, since the topological entropy of any homeomorphism on a compact countable space is zero. Meanwhile, Example 5.3 implies that we can't require K to have only one limit point. Now let π : (X, T ) → (Y, S) be a factor map such that π −1 (y) is countable for each y ∈ Y . Is it possible that h(T ) > h(S)? The answer is negative, since if h(T ) > h(S), then there is y ∈ Y such that π −1 (y) contains an uncountable scrambled set; see [22] . Now we give two interesting examples stated in Example 5.11. Let (X, T ) be a TDS. By Corollary 5.4 one has
The first example in Example 5.11 shows that the converse of the above inclusions need not hold. In fact, for this example E f up (X, T ) \ Supp(X, T ) = ∅, where Supp(X, T ) is the union of the supports of all invariant measures. Since E p (X, T ) is closed and T -invariant, we may consider E p (E p (X, T ), T ). The same example tells us that E p (X, T ) may contain isolated points and so
Moreover, we have a TDS (X, T ) with E p (X, T ) = X and Supp(X, T ) = X. Example 5.11. We have the following examples:
There exists a TDS (X, T ) such that E p (X, T ) = X and Supp(X, T ) = X. 
Proof. 1. Let {x
Clearly, X ⊆ {0, 1, 2} Z is closed and invariant under the shift σ. It's not hard to show that
At the same time, it is easy to see that
Z is closed and invariant under the shift σ. It's not hard to show that E f up (X, σ) = X, whereas Supp(X, σ) = {1, 2} Z ∪{0} X.
To end the section we give two remarks which state that some results obtained in the previous sections hold for more general settings.
Remark 5.12. Let Z be a compact metric space and R : Z → Z a continuous map. Similarly, following Bowen's definition we can also introduce separated and spanning subsets and define the topological entropy of (Z, R) (we use the same notations with TDS). Moreover, along the line of sections 4 and 5, we can prove a result analogous with Theorem 5.9 (we skip the proof, since it is just a repetition). Precisely, if (Z, R) has positive topological entropy, then: (1) there exists a countable closed subset K 1 ⊆ Z such that h(R, K 1 ) > 0 and K 1 contains only one limit point; (2) there exists a countable closed subset
Remark 5.13. Let (X, T ) be a TDS and E a closed subset of X. For each > 0 and
h(x, , E). Then using the same methods we could show 1: h(x, , E) is u.s.c. and sup x∈E h(x, E) = h(T, E).
2:
If E is a countable closed subset of E with a unique limit point x, then h(T, E ) ≤ h(x, E). 3: For each x ∈ E there is a countable closed subset E x of E with a unique limit point x such that h(T, E x ) = h(x, E).
4: There is a countable closed subset E ⊆ E with h(T, E ) = h(T, E). More-
over, E can be chosen such that the set of limit points of E has at most one limit point, and E has a unique limit point iff there is x ∈ E with h(x, E) = h(T, E).
C-entropy point in topological and measure-theoretical settings
Different from the previous sections, in this section we introduce the notions of C-entropy point both in topological and measure-theoretical settings along the line of entropy pair ( [2] , [5] ), tuple ( [15] ), sequence and set ( [9] ). We show that each C-entropy point is an entropy point, and the set of C-entropy points is a union of sets of C-entropy points for a measure over all invariant measures. Some other properties of C-entropy points are discussed.
Definition 6.1. Let (X, T ) be a TDS and µ ∈ M(X, T ).
(1) We say x ∈ X is a C-entropy point if there exists x ∈ X such that (x, x ) ∈ E 2 (X, T ). Denote by E 1 (X, T ) the set of all C-entropy points. (2) We say x ∈ X is a C-entropy point for µ if there exists x ∈ X such that (x, x ) ∈ E µ 2 (X, T ). Denote by E µ 1 (X, T ) the set of all C-entropy points for µ.
It is clear that both
Proof. Parts 1 and 2 follow directly from Proposition 3.1 and Theorem 3.4. By part 2, part 3 follows from part 4. Now we are going to prove part 4.
Say d is a metric on X. Since T ) ) is the union of a countably many closed subsets. This ends the proof.
As a direct corollary of Proposition 3.2 one has Proposition 6.3. Let (X, T ) be a TDS and µ ∈ M(X, T ). 
Now we investigate the topological entropy of E 1 (X, T ) and E µ 1 (X, T ). Theorem 6.4. Let (X, T ) be a TDS and µ ∈ M(X, T ) satisfy h µ (T ) > 0. Then 
2: h(T, E 1 (X, T )) = h(T ).
Proof. 1. The direction "⊇" is clear (using Theorem 6.4). For the direction "⊆", by Proposition 6.2 there exists µ 0 ∈ M(X, T ) such that E 1 (X, T ) = E µ 0 1 (X, T ). Obviously, E µ 0 1 (X, T ) is contained in {Supp(µ) : µ ∈ M e (X, T ) and h µ (T ) > 0} (following from Proposition 6.3 (2) and Theorem 6.4 (1)). This proves the equality.
2. It follows from Theorem 6.4 by applying (3.1).
Let (X, T ) be a TDS and µ ∈ M(X, T ) with h µ (T ) > 0. Say µ = Ω µ ω dη(ω) is the ergodic decomposition. Then Ω 0 = {ω ∈ Ω : h µ ω (T ) > 0} ⊆ Ω is measurable and η(Ω 0 ) > 0. In this case, set µ e . = To end the paper, we give two results about the structure of the set of C-entropy points.
It is natural to ask for a TDS, whose point will not be a C-entropy point. We have the following partial answer for a minimal TDS. To state the result we need some notations. Let (X, T ) be a TDS and x 0 ∈ X. The proximal relation is defined by P = {(x 1 , x 2 ) ∈ X (2) : ∃n i +∞ and x ∈ X such that (T n i x 1 , T n i x 2 ) → (x, x)}.
We call x 0 a distal point of (X, T ) if {x ∈ X : (x 0 , x ) ∈ P } = {x 0 }. Denote by D(X, T ) the set of all distal points of the system. We have Theorem 6.9. Let (X, T ) be a minimal TDS. Assume that E 1 (X, T ) = X. Then X \ E 1 (X, T ) is a dense G δ subset of X and D(X, T ) ⊆ X \ E 1 (X, T ).
Proof. By Proposition 6.2 it is obvious that X \ E 1 (X, T ) forms a G δ subset of X, moreover, it is dense in X, as (X, T ) is minimal and X \ E 1 (X, T ) is a T -invariant non-empty subset. Now we aim to show D(X, T ) ⊆ X \ E 1 (X, T ). We have proved that for a TDS (X, T ), E 1 (X, T ) ⊆ E p (X, T ). It is clear that if (X, T ) has only finitely many ergodic measures, then E 1 (X, T ) ⊆ E up (X, T ) (using Corollary 5.4). However, it is not hard to construct an example (X, T ) by modifying Example 5.3 for which E 1 (X, T ) ⊆ E up (X, T ) does not hold. Thus, our second question is Question 6.11. Does E 1 (X, T ) ⊆ E up (X, T ) hold for any TDS (X, T )?
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