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1. Einführung
Das Heizen, Kühlen und Klimatisieren von Gebäuden erfordert einen z. T. erheblichen ener-
getischen Aufwand. Neben einer innovativen und technisch ausgereiften Anlagentechnik ist
bei gleichbleibendem Nutzerverhalten eine Reduzierung des Energiebedarfes nur durch ei-
ne optimierte Betriebsführung zu erreichen, die dem Gebäude und der jeweiligen Nutzung
entsprechend angepaßt werden muß. Die Energiebedarfs- und Kostenoptimierung ist somit
Teil des technischen Gebäudemanagements.
Die Optimierungsprobleme auf dem Gebiet der Heizungs-, Klima- und Lüftungstechnik sind
im Allgemeinen gekennzeichnet durch die
• Minimierung des Energiebedarfes und der Kosten für das Betreiben gebäudetechni-
scher Anlagen
unter Berücksichtigung
• der Anforderungen an das Raumklima und
• der technologischen Beschränkungen, wie maximale oder minimale Wärme-, Masse-
oder Volumenströme, Ventil- und Klappenstellungen, Medientemperaturen, Betriebs-
zeiten u. ä.
Jedes Optimierungsproblem muß dabei einer spezifischen Betrachtungsweise unterzogen
werden.
Anliegen der vorliegenden Arbeit ist es nun, die Kopplung der Gebäude- und Anlagensi-
mulation mit einem ausgewählten mathematischen Optimierungsverfahren vorzustellen und
hinsichtlich der prinzipiellen Anwendbarkeit für gebäude- und anlagentechnische Optimie-
rungsaufgaben zu überprüfen. Bei dieser Art der theoretischen Bestimmung der optimalen
Betriebsweise ist wie folgt vorzugehen:
1. Modellierung von HRLT-Anlage und Gebäude,
2. Simulation und Modellvalidierung,
3. Optimierung.
Für die Simulation steht bereits eine Vielzahl leistungsfähiger Rechenprogramme zur Ver-
fügung (TRNSYS, DOE2, BLAST, ESP-r, u.a. [55]). Die erforderliche Validierung der unter-
schiedlichen Simulationsmodelle kann z. B. mit Hilfe standardisierter Testverfahren ([9], [50],
[53]) erfolgen. Die Optimierung umfaßt hauptsächlich die Berechnung von zeitabhängigen
Steuer- und Regelfunktionen.
Anhand der in dieser Arbeit aufgezeigten optimalen Lösungen für die Betriebsweise gebäu-
detechnischer Anlagen wird eine mögliche Vorgehensweise bei der Lösung von Optimie-
rungsproblemen in der technischen Gebäudeausrüstung dargestellt.
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2. Modellierung
Die Berechnung der Steuerfunktion für die optimale Betriebsweise eines Gebäudes und sei-
ner technischen Anlagen setzt die Verfügbarkeit eines geeigneten Modells voraus. Dieses
Modell muß in der Lage sein, das reale dynamischen Verhalten des komplexen Systems
Gebäude-Anlage nachzubilden. Nur so ist es möglich, die zeitlich veränderlichen Reaktio-
nen des Systemausgangs bei Änderungen der Eingangrößen und unter dem Einfluß von
Störgrößen exakt zu simulieren. Das Wirkprinzip des Systemmodells zeigt Bild 2.1.
f ( u ,  z ,  t )  =  ?u ( t ) y ( t )
z ( t )
Bild 2.1: Vereinfachtes Systemmodell
u(t) Eingangsgrößen
y(t) Ausgangsgrößen
z(t) Störgrößen
f(u,z,t) Modellfunktion
Für die Erstellung des gesuchten Modells bestehen prinzipiell die zwei Möglichkeiten [51]
der
• theoretischen und
• experimentellen Systemanalyse.
Beide Verfahren führen auf ganz unterschiedliche Art und Weise auf die gesuchte Modell-
funktion Gl. (2.1) zur Beschreibung des Systems.
y(t) = f(u(t), z(t), t) (2.1)
2.1. Theoretisch-mathematische Modellbildung
Das Systemverhalten wird mit Hilfe physikalisch-mathematischer Gesetzmäßigkeiten be-
schrieben. Die inneren Zusammenhänge und Wirkprinzipien des Systems müssen dem-
zufolge bekannt sein. Komplexe Systeme oder Modelle hoher Modellgüte sind somit nur
zeitaufwendig und umständlich zu beschreiben.
Ein grundlegendes Problem der Gebäudesimulation ist die Modellierung des thermischen
Verhaltens eines Raumes. Im Programm TRNSYS [83], daß für die Simulations- und Opti-
mierungsrechnungen im Rahmen dieser Arbeit verwendet wurde, ist ein Zonenmodell im-
plementiert, das aus einem System von einfachen Wärmebilanzen abgeleitet wurde. TRN-
SYS ist ein offenes, modular aufgebautes Programmpaket zur dynamischen Simulation von
2
2.1. Theoretisch-mathematische Modellbildung
Gebäuden und Anlagen, das seit seiner Einführung Mitte der siebziger Jahre kontinuierlich
weiterentwickelt worden ist und bis heute eine weite Verbreitung gefunden hat. Die Program-
miersprache ist FORTRAN.
Die im folgenden dargestellten Zusammenhänge basieren auf den Angaben in der zuge-
hörigen Programmbeschreibung [83]. Ergänzungen und Erweiterungen des Modellumfangs
gehen mit den bereits vorhandenen Darstellungen konform und bauen auf diesen auf.
2.1.1. TRNSYS-Zonenmodell
Eine Zone ist eine gewählte Bilanzgrenze innerhalb des gesamten Gebäudemodells, die im
allgemeinen einen bestimmten Raum repräsentiert aber auch mehrere Räume einschlie-
ßen kann. Es handelt sich vom ursprünglichen Modellansatz her um ein nichtgeometrisches
Knoten-Modell [77]. Der thermische Zustand in der Zone wird durch
• die Temperatur ϑi der Raumluft am sogenannten Lufttemperaturknoten und
• die Sterntemperatur ϑstar eines Hilfstemperaturknotens, über den die Wände und Fen-
ster an die Raumluft und untereinander gekoppelt sind
erfaßt, Bild 2.2. Die einzelnen Oberflächen der Umfassungskonstruktion besitzen jeweils
eine einheitliche Temperatur ϑs.
J s , i , 1
J s , i , 2J s , i , 5
J s , i , 4 J s , i , 3
J s , o , 1
J s , o , 2
J s , o , 3
J s , o , 4
J s , o , 5 J s t a rR e q u i v , 5 R e q u i v , 2
R eq
uiv
,1
R eq
uiv
,3
R e q u i v , 4
R S t a r J i
Bild 2.2: 2-Knoten-Zonenmodell in TRNSYS
Die konvektive Wärmebilanz am Lufttemperaturknoten Gl.(2.2) sowie die Bilanz der von den
Oberflächen abgegebenen Wärmeströme Gl.(2.3) werden zu einem Gleichungssystem (2.4)
zusammengefaßt.
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CR
∆ϑi
∆t
=
∑
i
Q̇k,i (2.2)
Q̇surf =
N∑
i=1
q̇s,comb,iAs,i (2.3)
Die Summe der konvektiven Wärmeströme Q̇k,i beinhaltet die konvektive Wärmeabgabe der
inneren Wandoberflächen, die konvektive Wärmeabgabe/-entnahme des Heiz-/Kühlsystems
sowie konvektive Wärmegewinne/-verluste durch innere und äußere Lasten, Luftwechsel
usw.
Die mittlere Lufttemperatur und die Temperatur am Sternknoten werden durch das Glei-
chungssystem (2.4) ermittelt.
[
X11 X12
X21 X22
] [
ϑi
ϑstar
]
=
[
Z1
Z2
]
(2.4)
Sind Luft- und Sternknotentemperatur bekannt, können auch die Oberflächentemperaturen
der Wände und Fenster berechnet werden.
2.1.2. TRNSYS-Wandmodell
Zur Modellierung des thermischen Verhaltens der Wände ist ein Anfangs- und Randwert-
problem der Fourierschen-Differentialgleichung
∂ϑ
∂t
= a
∂2ϑ
∂x2
(2.5)
zu lösen.
Eine Lösungsmöglichkeit besteht in der Anwendung der Transferkoeffizientenmethode [78],
wobei sich die Wärmeströme q̇s,i, q̇s,o an den Oberflächen der Wand (vgl. Bild 2.3) mit Hilfe
der Transferkoeffizienten as, bs, cs und ds bestimmen lassen [60], Gln. (2.6) und (2.7).
q̇s,o =
nas∑
k=0
aksϑ
k
s,o −
nbs∑
k=0
bksϑ
k
s,i −
nds∑
k=1
dks q̇
k
s,o (2.6)
q̇s,i =
nbs∑
k=0
bksϑ
k
s,o −
ncs∑
k=0
cksϑ
k
s,i −
nds∑
k=1
dks q̇
k
s,i (2.7)
Ausgehend von der aktuellen Zeit k = 0 durchlaufen die diskreten Zeitschritte k die „thermi-
sche Geschichte“ der Wand entsprechend der Anzahl der zugehörigen Transferkoeffizien-
ten. Der zeitliche Abstand zwischen den beiden Oberflächentemperaturwerten ϑk−1s und ϑ
k
s
wurde bereits bei der für die Transferkoeffizientenberechnung erforderlichen z-Transformation
der Wärmeübertragungsfunktion festgelegt.
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Um die Wärmeströme durch die Wand berechnen zu können, müssen die Temperaturen an
den Wandoberflächen bekannt oder aus geeigneten Randbedingungen bestimmbar sein.
Die Bilanzen am inneren und äußeren Oberflächentemperaturknoten der Wand ergeben
sich entsprechend dem Ansatz aus Bild 2.3.
J s , o
q s , o
q s , i
J s , i
J i
q s , r , i
q s , c , i
q s , c , o
q s , r , o
S s , o
S s , i
J a
Bild 2.3: Wärmeströme und Temperaturen an der Wand [83]
Es gilt
q̇s,o = q̇s,c,o + q̇s,r,o + Ss,o (2.8)
q̇s,i = q̇s,c,i + q̇s,r,i − Ss,i (2.9)
Die konvektiven Wärmeströme lassen sich mit
q̇s,c,o = αs,c,o(ϑa − ϑs,o) (2.10)
q̇s,c,i = αs,c,i(ϑs,i − ϑi) (2.11)
berechnen und für den Strahlungswärmestrom an einer Außenwand wird der Ansatz
q̇s,r,o = σsε(T 4fsky − T 4s,o) (2.12)
verwendet. Durch die Zusammenfassung der konvektiven und Strahlungswärmeströme auf
der Wandinnenseite zu einem kombinierten Wärmestrom
q̇s,comb,i = q̇s,c,i + q̇s,r,i (2.13)
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läßt sich mit Hilfe von Gl. (2.9) der lineare Zusammenhang
q̇s,comb,i = q̇s,i + Ss,i =
ϑs,i − ϑstar,i
Requiv,sAs,i
(2.14)
aufstellen. Unter Verwendung eines allgemeinen Ansatzes für den Wärmestrom durch die
Wand an die innere Wandoberfläche, Gl. (2.15),
q̇s,i = Bsϑa,s − Csϑstar,i + Ds (2.15)
kann nach Eliminierung der zunächst noch unbekannten Temperaturen der inneren und
äußeren Wandoberflächen die Wärmeabgabe der Wand berechnet werden.
Die äquivalenten Wärmeübergangswiderstände Requiv,s und der Widerstand zwischen Stern-
und Luftknoten Rstar werden für eine mittlere Raumtemperatur und in Abhängigkeit der Flä-
chenverhältnisse aller Oberflächen der Umfassungskonstruktion des Raumes zu Beginn der
Simulation berechnet. Die aus dieser Modelldarstellung resultierenden Fehler konnten mit
Hilfe einer analytischen Testlösung quantifiziert werden ([27], [28], Abschnitt 3.1)
2.1.3. Das neue TRNSYS-1-Knoten-Zonenmodell
Mit der Einführung eines neuen 1-Knoten-Modells soll die Modellgenauigkeit in Bezug auf
die Behandlung des langwelligen Strahlungsaustausches erhöht und die Kompatibilität zu
anderen Simulationsprogrammen verbessert werden. Durch den Wegfall des Sternknotens,
Bild 2.4, ist es erforderlich, die Temperaturen ϑs,i der am Strahlungsaustausch beteiligten
Flächen in der Bilanz des Gesamtsystems zu berücksichtigen, Gl. (2.16).
X11 X12 X1SX21 X22 X2S
XS1 XS2 XSS
 ϑiϑstar
ϑs,i
 =
Z1Z2
ZS
 (2.16)
Dieses hat nicht nur einen erhöhten Rechenaufwand zur Folge, es sind auch die Raum-
geometrie in geeigneter Weise zu beschreiben und Informationen zum Strahlungswärme-
austausch (Einstrahlzahlen, Strahlungswärmeübergangskoeffizienten) an das Simulations-
programm zu übergeben. Wenn es möglich ist, innerhalb eines Gebäudes Zonen sowohl
mit dem herkömmlichen 2-Knoten-Modell als auch mit dem neuen, geometrischen Modell
zu betrachten, können die genannten zusätzlichen Anforderungen reduziert bzw. auf ein-
zelne ausgewählte Zonen begrenzt werden. Für Zonen mit dem 2-Knoten-Modell muß die
Sterntemperatur weiterhin berechnet werden.
Die Bestimmung des Strahlungswärmestroms an den Oberflächen soll auf einen einfachen
linearen Zusammenhang, Gl.(2.17), zurückgeführt werden, um eine Einbindung in das o.a.
Gleichungssystem zu ermöglichen.
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J s , i , 1
J s , i , 2J s , i , 5
J s , i , 4
J s , i , 3
J s , o , 1
J s , o , 2
J s , o , 3
J s , o , 4
J s , o , 5
J i
Bild 2.4: 1-Knoten-Zonenmodell
q̇s,r,i =
N∑
j=1
αs,r,ij(ϑs,i − ϑs,j) (2.17)
Der Wärmeübergangskoeffizient für Strahlung läßt sich, um eine iterative Lösung zu um-
gehen, näherungsweise durch Anwendung der Gesetzmäßigkeiten des Zweiflächenstrah-
lungsaustausches unter Zuhilfenahme der bekannten Oberflächentemperaturen des letzten
Simulationszeitschrittes berechnen, Gl.(2.18).
αs,r,ij =
σs
1
εi
− 1 + 1
ϕij
+
( 1
εj
− 1
)Ai
Aj
(Ti + Tj)(T 2i + T
2
j ) (2.18)
2.1.4. TRNSYS-Bilanzsystem
Die Einbeziehung der Näherungslösung für den langwelligen Strahlungsaustausch führt zu
Änderungen im TRNSYS-Bilanzsystem. Am Lufttemperaturknoten ist die konvektive Wär-
meabgabe der Oberflächen nunmehr in der Form
Q̇surf,i =
N∑
αs,c,iAs,i(ϑs,i − ϑi) (2.19)
zu berücksichtigen.
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Die langwellige Wärmestrahlung an den Außenflächen ist entsprechend an Gl.(2.12) linea-
risiert worden.
q̇s,r,o = αs,r,o(ϑfsky − ϑs,o) (2.20)
mit
αs,r,o = σsε(Tfsky + Ts,o)(T 2fsky + T
2
s,o) (2.21)
Für die bekannte „thermische Geschichte“ der Wand schreibt sich, in Anlehnung an die Gln.
(2.6) und (2.7), verkürzt
Ks,o =
nas∑
k=1
aksϑ
k
s,o −
nbs∑
k=1
bksϑ
k
s,i −
nds∑
k=1
dks q̇
k
s,o (2.22)
Ks,i =
nbs∑
k=1
bksϑ
k
s,o −
ncs∑
k=1
cksϑ
k
s,i −
nds∑
k=1
dks q̇
k
s,i . (2.23)
Das zu modifizierende Bilanzsystem des TRNSYS-Gebäudemoduls betrifft im Einzelnen:
• Außenwand
Die Bilanzgleichung (2.24) am äußeren Oberflächentemperaturknoten leitet sich aus
den Gln. (2.6), (2.8) und (2.22) her.
a0sϑs,o − b0sϑs,i + Ks,o = q̇s,c,o + q̇s,r,o + Ss,o (2.24)
Unter Einbeziehung der Gln. (2.10) und (2.20) läßt sich die äußere Oberflächentem-
peratur bestimmen, Gl.(2.25).
ϑs,o =
αs,c,oϑa + αs,r,oϑfsky + Ss,o −Ks,o + b0sϑs,i
αs,c,o + αs,r,o + a0s
(2.25)
Aus den Gln. (2.7), (2.9) und (2.23) folgt die Bilanz am inneren Oberflächentempera-
turknoten, Gl.(2.26).
b0sϑs,o − c0sϑs,i + Ks,i = q̇s,c,i + q̇s,r,i − Ss,i (2.26)
Zusammen mit den Gln. (2.11), (2.17) und (2.25) läßt sich diese Bilanz in Gl. (2.27)
ausführlich schreiben.
Bs,iϑs,i − αs,c,iϑi +
N∑
j=1
αsj ,r,iϑsj ,i =
es(αs,c,oϑa + αs,r,oϑfsky+
+ Ss,o −Ks,o) + Ss,i + Ks,i − q̇0s,r,i
(2.27)
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mit
es =
b0s
αs,c,o + αs,r,o + a0s
(2.28)
Bs,i = (αs,c,i + c0s − b0ses) (2.29)
• Innenwand
Eine entsprechende Darstellung läßt sich herleiten für eine Innenwand, die an eine Zo-
ne grenzt, in der ebenfalls der Strahlungsaustausch explizit berechnet wird. Hier ergibt
sich aus der Bilanz (2.26), wobei ϑs,o, die Temperatur des äußeren Oberflächenkno-
tens, nicht substituiert werden muß, der Zusammenhang Gl.(2.30)
(αs,c,i + c0s)ϑs,i − αs,c,iϑi +
N∑
j=1
αsj ,r,iϑsj ,i − b0sϑs,o = . . .
Ss,i + Ks,i − q̇0s,r,i .
(2.30)
Für eine Innenwand, die an eine Zone grenzt, in der der Strahlungsaustausch mit Hilfe
des 2-Knoten-Modells berechnet wird, gilt am äußeren Temperaturknoten
ϑstar,j − ϑs,o
Requiv,oAs,o
+ Ss,o = a0sϑs,o − b0sϑs,i + Ks,o . (2.31)
Die äußere Oberflächentemperatur der Wand ist somit
ϑs,o =
ϑstar,j
a0sRequiv,oAs,o + 1
+
Ss,o −Ks,o + b0sϑs,i
a0s +
1
Requiv,oAs,o
. (2.32)
Gl.(2.32) eingesetzt in Gl.(2.26) führt zu
Bs,iϑs,i − αs,c,iϑi −
es
Requiv,oAs,o
Tstar,j +
N∑
j=1
αsj ,r,iϑsj ,i =
es(Ss,o −Ks,o) + Ss,i + Ks,i − q̇0s,r,i .
(2.33)
mit
es =
b0sRequiv,oAs,o
a0sRequiv,oAs,o + 1
(2.34)
Bs,i = (αs,c,i + c0s − b0ses) (2.35)
Aus Sicht der Zone mit dem 2-Knoten-Modell gilt
q̇s,i = b0sϑs,o − c0sϑs,i + Ks,i . (2.36)
Durch Einsetzen der inneren Oberflächentemperatur entsprechend Gl.(2.14)
ϑs,i = ϑstar,i + Requiv,sAs,i(q̇s,i + Ss,i) (2.37)
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ergibt sich
q̇s,i =
b0sϑs,o − c0sϑstar,i − fSs,i + Ks,i
1 + f
. (2.38)
mit
f = c0sRequiv,sAs,i (2.39)
• Innenwand mit Randbedingung
Für eine Innenwand mit bekannter Randbedingung ϑb (Rbd. 3. Art) gelten die für die
Außenwand gefundenen Gleichungen, wobei eine Unterscheidung zwischen Umge-
bungstemperatur ϑa und Strahlungstemperatur der Umgebung ϑfsky nicht erfolgt. Hier
gilt dann
ϑa = ϑfsky = ϑb (2.40)
• Interne Wand oder Wand mit identischer Randbedingung
Für eine Wand mit einer identischen Randbedingung ist die Luft- bzw. Strahlungstem-
peratur der Umgebung gleich der dem jeweiligen Raum, wobei gilt
ϑos,j = ϑj = ϑi (2.41)
Die äußere Oberflächentemperatur
ϑs,o =
(αs,c,o + αs,r,o)ϑi + Ss,o −Ks,o + b0sϑs,i
αs,c,o + αs,r,o + a0s
(2.42)
führt dann zur Bilanz am inneren Temperaturknoten der Wandoberfläche
Bs,iϑs,i − (αs,c,i + es(αs,c,o + αs,r,o))ϑi +
N∑
j=1
αsj ,r,iϑsj ,i = . . .
es(Ss,o −Ks,o) + Ss,i + Ks,i − q̇0s,r,i
(2.43)
mit
es =
b0s
αs,c,o + αs,r,o + a0s
(2.44)
Bs,i = (αs,c,i + c0s − b0ses) (2.45)
• Fenster
Das TRNSYS-Fenstermodell ist durch einen temperaturabhängigen Wärmeleitkoeffizi-
enten der gesamten Fensterkonstruktion gekennzeichnet. Die Wärmetransportvorgän-
ge zwischen den einzelnen Fensterscheiben werden iterativ berechnet. Mit Bezug auf
die Materialwerte wird ein Wärmeleitkoeffizient ug bestimmt. Für die Beücksichtigung
des Strahlungsaustausches können die entsprechenden Gleichungen einer Außen-
wand übernommen werden, wenn anstelle der Transferkoeffizienten gilt
a0s = b
0
s = c
0
s = ug (2.46)
aks = b
k
s = c
k
s = d
k
s = 0 für k > 0 (2.47)
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Eine Validierungsrechnung zu dem beschriebenen 1-Knoten-Modell ist im Abschnitt 3.1 an-
gegeben.
2.1.5. Thermisches Verhalten des Rauminhaltes
Wie aus Gl.(2.2) ersichtlich, handelt es sich bei dem Modellansatz für den Rauminhalt um
ein Einspeicherglied. Die thermischen Kapazitäten von Raumluft und Mobilar werden zu-
sammengefaßt, Gl.(2.48).
CR = mLcp,L + mMcp,M (2.48)
Mit diesem Modell läßt sich aber das thermodynamische Übergangsverhalten z. T. nur un-
zureichend nachbilden. Während für die überschlägliche Berechnung des Jahresenergie-
bedarfes dieser Sachverhalt in aller Regel vernachlässigt werden kann, sind bei der Simu-
lation von Regelungsvorgängen, die aus Gründen der Stabilität oft mit einer sehr kleinen
Zeitschrittweite erfolgen muß (∆t  1 h), Fehlaussagen im Detail die Folge. Für eine reali-
stischere Modellierung ist deshalb eine Trennung der beiden Komponenten Raumluft und
Einrichtungsgegenstände erforderlich. Der thermische Zusammenhang zwischen beiden
Systemen soll sich dabei mit Hilfe einer Differentialgleichung erster Ordnung beschreiben
lassen, Gl.(2.49).
mMcp,M
ϑM (t)
dt
= αAM (ϑi(t)− ϑM (t)) (2.49)
Die z-Übertragungsfunktion
ΘM (z)
Θi(z)
= G(z) =
a0 + a1z−1
b0 + b1z−1
(2.50)
zwischen beiden Temperaturen ermöglicht schließlich die Bestimmung des konvektiven Wär-
mestromes an der Oberfläche der Einrichtungsgegenstände nur in Abhängigkeit der ge-
suchten Größe ϑi, Gl.(2.52). Dieser Wärmestrom wird schließlich in der Wärmebilanz des
Raumes Gl. (2.2) berücksichtigt.
Q̇M = αAM (ϑM − ϑi) (2.51)
= αAM
(
(a0 − 1)ϑi + a1ϑi,k−1 − b1ϑM,k−1
)
(2.52)
Die Wärmekapazität des Raumes umfaßt in diesem Fall explizit nur noch die Raumluft, Gl.
(2.53).
CR = mLcp,L (2.53)
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α
Bild 2.5: Typischer Einfluß des Zonenkapazitätmodells auf die Vorhersa-
ge des zeitlichen Lufttemperaturverlaufes
Bild 2.5 zeigt exemplarisch, wie sich die unterschiedlichen Modellansätze auf das simulierte
thermische Verhalten eines Raumes auswirken. Es ist die Sprungantwort der Raumlufttem-
peratur bei Änderung des konvektiven Heizwärmestromes dargestellt.
Die Trennung der Kapazitäten führt zunächst zu einer wesentlich schnelleren Reaktion der
Raumluft mit einem ausgeprägten Ankopplungsverhalten. Derselbe Vorgang läßt sich beob-
achten, wenn das zusätzliche Speicherverhalten der Einrichtungsgegenstände vernachläs-
sigt und nur die Raumluftkapazität berücksichtigt wird. Der Raumlufttemperatursprung fällt
in diesem Fall aber größer aus.
Das Zusammenfassen der Speicherglieder ist durch einen gleichmäßigeren aber verzöger-
ten Temperaturanstieg gekennzeichnet. Eine thermische Ankopplung an innere Oberflächen
ist nicht erkennbar.
2.1.6. Energiebedarf bei Regelung der Empfindungstemperatur
Für Betrachtungen zur Behaglichkeit ist die Empfindungstemperatur die maßgebende Grö-
ße. Eine einfache Abschätzung des zur Einhaltung einer bestimmten Empfindungstempera-
tur erforderlichen Energiebedarfes ist mit Hilfe eines idealen, d. h. verzögerungsfreien und
ohne Abweichung arbeitenden, Reglers möglich. Im Bezug auf die Lufttemperatur ist ein
Regler dieser Art bereits in das TRNSYS-Mehrzonenmodell implementiert [83]. Ein entspre-
chendes Modell für die Regelung der Empfindungstemperatur soll an dieser Stelle hergelei-
tet werden.
Die Empfindungstemperatur ϑe errechnet sich aus Anteilen der Lufttemperatur ϑi und der
12
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mittleren Temperatur der Umgebungsflächen ϑ̄s
ϑe = aϑi + (1− a)ϑ̄s a = 0 . . . 1 (2.54)
mit
ϑ̄s =
Ns∑
ϑs,iAs,i
Ns∑
As,i
(2.55)
Für detailliertere Untersuchungen müssen die konkreten Einstrahlverhältnisse berücksich-
tigt werden, was näherungsweise auch durch eine Änderung des Wertes a erreicht werden
kann. Mit Hilfe der Gln. (2.14), (2.54), (2.55) und des allgemeinen Ansatzes (2.15) ergibt
sich für die innere Lufttemperatur
ϑi =
1
a
ϑe − (1− a) Ns∑(ϑstar,i + (Bsϑa,s − Csϑstar,i + Ds + Ss,i)Requiv,sAs,i)As,iN∑
As,i
 (2.56)
Wenn man wie folgt zusammenfaßt
bf,s =(BsRequiv,sAs,i)As,i (2.57)
cf,i =
Ns∑
(1− CsRequiv,sAs,i)As,i
Ns∑
As,i
(2.58)
df,i =
Ns∑
((Ds + Ss,i)Requiv,sAs,i)As,i
Ns∑
As,i
(2.59)
läßt sich für die Lufttemperatur der Zone der Zusammenhang in Gl.(2.60) schreiben.
ϑi =
1
a
ϑe − (1− a)(cf,iϑstar,i + Ns∑ bf,sN∑
As,i
ϑa,s + df,i)
 (2.60)
Damit gilt unter Berücksichtigung der einzelnen konvektiven Wärmeanteile für die Wärmebi-
lanz nach Gl.(2.2)
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( 1
Rstar,i
− 1− a
a
Mcf,i
)
ϑstar,i −
1− a
a
M
Ns∑ bf,s
N∑
As,i
ϑa,s
−
NAZ∑Ns,ij∑
ṁcplg,scpϑj =
2CR
∆t
ϑi,0 + ṁinf,icpϑa + ṁvent,icpϑvent
+
NBT∑
ṁcplg,scpϑb + Q̇FWk,i −
1
a
M
(
ϑe − (1− a)df,i
)
(2.61)
mit
M =
2CR
∆t
+
1
Rstar,i
+ ṁinf,icp + ṁvent,icp
+
NAZ∑Ns,ij∑
ṁcplg,scp +
NBT∑
ṁcplg,scp
(2.62)
und für die Bilanz des Oberflächenwärmestroms nach Gl.(2.3)
( 1
Rstar,i
−
NII∑
BsAs,i +
Ns∑
CsAs,i +
1− a
aRstar,i
(
cf,i +
NII∑ bf,s
Ns∑
As,i
))
ϑstar,i
−
NAZ∑Ns,ij∑(
BsAs,i −
1− a
aRstar,i
bf,s
Ns∑
As,i
)
ϑstar,j =
NEx∑
BsAs,iϑa +
NBT∑
BsAs,iϑtb
+
Ns∑
(Ds + Ss,i)As,i −
1− a
aRstar,i
(NEx∑ bf,s
Ns∑
As,i
ϑa +
NBT∑ bf,s
Ns∑
As,i
ϑtb
)
+
1
aRstar,i
(ϑset − (1− a)df,i) .
(2.63)
Der Wert M aus Gl.(2.62) ist identisch mit den Diagonalelementen der Matrix X11 in Gl.(2.4).
Für angrenzende Zonen j, deren Empfindungstemperatur ebenfalls geregelt werden soll, ist
für die Lufttemperatur entsprechend Gl.(2.60) zu setzen
ϑj =
1
a
ϑset,j − (1− a)(cf,jϑstar,j + Ns∑ bf,sN∑
As,j
ϑa,s + df,j
) . (2.64)
Die erforderliche rein konvektive Heiz- bzw. Kühlleistung Pi läßt sich ausgehend von Gl.(2.2)
berechnen, indem ein entsprechender Leistungsanteil eingeführt wird und es gilt
CR
∂ϑi
∂t
=
∑
i
Q̇k,i − Pi . (2.65)
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Ist die zur Verfügung stehende maximale Leistung Pi,max ausreichend, um die Empfindungs-
temperatur auf dem geforderten Temperatursollwert zu halten, sind die Systemmatrizen des
Gleichungssystems (2.4) den Gln.(2.66) bis (2.73) entsprechend zu ändern.
X ′11,ii = 1 X
′
11,ij = X11,ij (2.66)
X ′12,ii = X12,ii −
1− a
a
X11,ii
(
cf,i +
NII∑ bf,s
N∑
As,i
)
(2.67)
X ′12,ij = X12,ij −
1− a
a
X11,ii
Ns,ij∑ bf,s
N∑
As,i
(2.68)
Z ′1,i = Z1,i −
1
a
X11,ii
[
ϑset − (1− a)
(
df,i +
NEx∑ bf,s
N∑
As,i
ϑa +
NBT∑ bf,s
N∑
As,i
ϑtb
)]
(2.69)
X ′21,ii = 0 X
′
21,ij = 0 (2.70)
X ′22,ii = X22,ii −
1− a
a
X21,ii
(
cf,i +
NII∑ bf,s
N∑
As,i
)
(2.71)
X ′22,ij = X22,ij −
1− a
a
X21,ii
Ns,ij∑ bf,s
N∑
As,i
(2.72)
Z ′2,i = Z2,i −
1
a
X21,ii
[
ϑset − (1− a)
(
df,i +
NEx∑ bf,s
N∑
As,i
ϑa +
NBT∑ bf,s
N∑
As,i
ϑtb
)]
(2.73)
Für angrenzende Zonen mit festem Sollwert sind zusätzlich folgende Anpassungen erfor-
derlich.
X ′11,ij = 0 (2.74)
X ′12,ij = X
′
12,ij −
1− a
a
X11,ij
(
cf,j +
NII∑ bf,s
N∑
As,j
)
(2.75)
X ′12,ik = X
′
12,ik −
1− a
a
X11,ij
NAZ∑Ns,jk∑ bf,s
N∑
As,j
(2.76)
Z ′1,i = Z
′
1,i −
1
a
X11,ij
[
ϑset,j − (1− a)
(
df,j +
NEx∑ bf,s
N∑
As,j
ϑa +
NBT∑ bf,s
N∑
As,j
ϑtb
)]
(2.77)
Ist die maximale Leistung zu gering, kann die Empfindungstemperatur nicht auf dem Soll-
wert gehalten werden. Die frei schwingende Temperatur berechnet sich dann mit Hilfe der
einfachen Modifikation
Z ′1,i = Z1,i ± Pmax,i Heizen:Pi < 0
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Es soll weiterhin möglich sein, den idealen Heizer/Kühler mit einem Strahlungsanteil Ψ zu
versehen. Damit wird nicht mehr die gesamte Leistung konvektiv wirksam, sondern ein Teil
der erforderlichen Leistung wird mittels langwelliger Strahlung auf die umgebenden Flächen
eingebracht.
CR
∂ϑi
∂t
=
∑
i
Q̇k,i − (1−Ψ)Pi Ψ = 0 . . . 1 (2.78)
Dadurch erhöht sich auch der an den inneren Oberflächen absorbierte Strahlungswärme-
strom
Ss,i = fsol,sQ̇sol,i + flong,s(Q̇r,i −ΨPi) + Q̇wg . (2.79)
Der kombinierte Wärmestrom Gl.(2.14) als auch der Wärmestrom in der Wand an die innere
Oberfläche Gl.(2.15) berücksichtigen die absorbierte Strahlungswärme, denn es gilt
Ds = f(Ss,i) . (2.80)
2.1.7. Verteilung der Solarstrahlung
Für die Berechnung der in einem Raum wirksamen kurzwelligen Strahlung müssen die in-
neren Reflexionsvorgänge berücksichtigt werden, da die durch die Außenfenster einfallende
Solarstrahlung z. T. wieder rückreflektiert wird. Sind in einem Mehrzonengebäude Innenfen-
ster bzw. verglaste Innenwände vorhanden, kommt es auch zu einem solaren Strahlungs-
austausch zwischen den einzelnen Räumen. Die Berechnung der Verteilung der Solarstrah-
lung kann in diesem Fall nicht mehr wie bisher zonenweise erfolgen sondern muß aufgrund
der gegenseitigen Beeinflußbarkeit als Gesamtsystem gelöst werden. Dieses soll mit Hil-
fe eines einfachen linearen Ansatzes, Gl.(2.81), erfolgen. Es handelt sich hierbei um ein
nichtgeometrisches Modell.
XSol = Z (2.81)
Die im Raum wirksame solare Strahlungswärme ergibt sich aus
Sol(i) = Iext + Iint − Iout . (2.82)
(2.83)
Die Anteile der durch Außenfenster einfallenden Strahlung Iext, der aus den Nachbarräumen
durch Innenfenster eintreffenden Strahlung Iint sowie der durch die Innenfenster austreten-
den Strahlung Iout bestimmen sich entsprechend Gl.(2.84) bis (2.86).
Iext =
Außenfenster∑
(Idir + Idif )(1− ff)A(1− τshd)(1− %shd)(1− ccshd)τF (2.84)
Iint =
Innenfenster∑
ns
Sol(j)fsolτF (2.85)
Iout =
Innenfenster∑
ns
Sol(i)fsol (2.86)
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Damit läßt sich der solare Strahlungswärmegewinn für jede Zone berechnen.
Sol = X−1Z (2.87)
2.1.8. TRNSYS-Modell für thermoaktive Wände
Für die Simulation thermisch aktivierter Bauteile, das sind Wände, Decken und Fußböden,
denen mittels Bauteilheizung bzw. -kühlung im Inneren Wärme zugeführt bzw. entzogen
werden kann, ist eine Anpassung des herkömmlichen TRNSYS-Wandmodells (Bild 2.3) er-
forderlich. Dazu wird ein dimensionsloses aktives Wandelement definiert, das an jeder be-
liebigen Stelle innerhalb der Wand positioniert werden kann. Diesem Wandelement kann
ein bestimmter Wärmestrom zugeführt oder entzogen bzw. eine definierte Temperatur ϑal
zugewiesen werden. Anwendung findet dieses Modell bei der Berechnung von Fußboden-
heizungen [30] oder bei der Simulation von bauteilaktiven Systemen [29].
Wand mit einem aktiven Wandelement Im Bild 2.6 ist der prinzipielle Aufbau einer Wand
mit aktivem Element sowie die zu berechnenden Wärmeströme in und an der Wand darge-
stellt. Die beiden durch die Einführung des aktiven Elementes entstandenen Wandhälften
sind über eine gemeinsame Oberflächentemperatur ϑal miteinander gekoppelt. Jede Wand-
hälfte wird als separate Wand im Sinne des ursprünglichen Modells behandelt.
J s , o
q s , o
J i
q c , s , o
q r , s , o
S s , o
J a
q s , i
J s , i
q r , s , i
q c , s , i
S s , i
q a l , oq a l , i J a l
q g , a l
Bild 2.6: Wärmeströme und Temperaturen an der Wand mit aktivem
Wandelement
Mit dem die Wand aktivierenden Wärmestrom q̇g,al gilt am aktiven Element der Zusammen-
hang
q̇al,o = q̇al,i + q̇g,al . (2.88)
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Ausgehend von dem allgemeinen Ansatz für den wandinneren Wärmestrom an die Ober-
fläche nach Gl. (2.15) sowie dem bereits im Abschnitt 2.1.2 ausführlich erläuterten Wand-
modell lassen sich alle erforderlichen Gleichungen für die Berechnung der Koeffizienten
herleiten. Für eine Außenwand gelten die Gln.(2.89) bis (2.94).
Bs =
1
ff
b0s,i
f
eαs,c,o (2.89)
Cs =
1
ff
(
c0s,i −
b0s,i
f
b0s,i
)
(2.90)
Ds =
1
ff
(b0s,i
f
(
e(Ss,o −Ks,o) + Kal,i + q̇g,al −Kal,o
)
(2.91)
+
(b0s,i
f
b0s,i − c0s,i
)
Requiv,sAs,iSs,i + Ks,i
)
mit
e =
b0s,o
a0s,o + αs,c,o
(2.92)
f = a0s,i + c
0
s,o − b0s,oe (2.93)
ff = 1−
(b0s,i
f
b0s,i − c0s,i
)
Requiv,sAs,i (2.94)
Die Temperatur des aktiven Wandelementes berechnet sich dann entsprechend Gl.(2.95).
ϑal =
e(αs,c,oϑa + Ss,o −Ks,o) + Kal,i + q̇g,al + b0s,iϑs,i −Kal,o
f
(2.95)
Wand mit zwei aktiven Wandelementen Bei der Bauteilaktivierung, die nicht im Kern des
Bauteils sondern direkt unter der Oberfläche erfolgt, sind bei Innenwänden zwei aktivierende
Wandelemente möglich, Bild 2.7. Aus den Bilanzen an den einzelnen Temperaturknoten läßt
sich für die äußere Oberfläche ableiten
ϑs,o =
1
ao0 + αs,c,o
(
hs,oϑa,s + bo0ϑal1 + So −Ks,o
)
(2.96)
Für die Temperatur des äußeren Aktivelementes gilt dann
ϑal1 =
bm0 ϑal2 + f1(αs,c,oϑa,s + So −Ks,o) + Q̇s1
am0 + c
o
0 − bo0f1
(2.97)
mit
f1 =
bo0
ao0 + αs,c,o
(2.98)
Q̇s1 = Ks,i1 −Ks,o1 + q̇g,al1 (2.99)
(2.100)
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J s , o
q s , o
J i
q c , s , o
q r , s , o
S s , o
J a
q r , s , i
q c , s , i
S s , i
q a l , i 1 J a l 1
q g , a l 1
q s , i J s , i
q a l , o 2q a l , i 2 J a l 2
q g , a l 2
q a l , o 1
Bild 2.7: Wärmeströme und Temperaturen an der Wand mit 2 aktiven
Wandelementen
Analog läßt sich für das innere Element schreiben
ϑal2 =
bi0ϑs,i + f2
(
f1(αs,c,oϑa,s + So −Ks,o) + Q̇s1
)
+ Q̇s2
ai0 + c
m
0 − bm0 f2
(2.101)
mit
f2 =
bm0
am0 + c
o
0 − bo0f1
(2.102)
Q̇s2 = Ks,i2 −Ks,o2 + q̇g,al2 (2.103)
(2.104)
Der zuzuführende Wärmestrom q̇g,al wird vorgegeben oder für im Baukörper verlegte Rohre,
Bild 2.8, mit Hilfe des TRNSYS-Heiznetzmodells [65] berechnet.
Als Umgebungstemperatur der Rohrleitungen ist die mittlere Temperatur des aktiven Wan-
delementes anzusetzen. Der Wärmeübergangwiderstand zwischen der äußeren Rohrwand
und dem die Rohre umschließenden Bauteil läßt sich, abgeleitet von einem Widerstands-
modell [56], entsprechend Gl.(2.105) berechnet.
Rx =
dx
[
ln
(dx
πδ
)
+
∞∑
s=1
g1(s) + g2(s)
s
]
2πλb
(2.105)
Der Summenausdruck ergibt sich aus dem Ansatz der zweidimensionalen Wärmeleitung
und kann mit den in [37] angegebenen Gleichungen bestimmt werden. Damit werden auch
die konkreten geometrischen Verhältnisse im Wandaufbau berücksichtigt.
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E s t r i c h  m i t
R o h r r e g i s t e r
d xd
l b
Bild 2.8: Schematischer Aufbau eines aktivierten Bauteiles (z. B. Fußbo-
denheizung)
2.1.9. Einfacher Wärmespeicher
Für die Simulation und Optimierung von Betriebsabläufen unter Einbeziehung von Wärme-
speichern ist ein entsprechendes Simulationsmodell erforderlich. Die Gl.(2.106) stellt eine
einfache Bilanz am Wärmespeicher dar. Dabei wird eine einheitlichen Temperatur der Spei-
chermasse ϑS vorausgesetzt. Die Phasenumwandlung ΦS des Speichermediums, wie sie z.
B. bei Eisspeichern auftritt, kann berücksichtigt werden.
Q̇S = C
dϑS
dt
−∆rS
ΦS
dt
(2.106)
Der resultierende Speicherwärmestrom Q̇S ergibt sich aus den einzelnen Wärmeströmen
zur Ladung und Entladung des Speichers sowie aufgrund der Wärmeverluste an die Um-
gebung. Die für die Umsetzung in TRNSYS erfolgte Darstellung in zeitdiskreter Form zeigt
Gl.(2.107).
Q̇L − Q̇E − Q̇V =
C(ϑS,f − ϑS,0)−∆rS(ΦS,f − ΦS,0)
∆t
(2.107)
Die Temperaturänderung der Speichermasse während eines Simulationszeitschrittes von
der Anfangstemperatur ϑS,0 auf die Endtemperatur ϑS,f wird als linear angenommen. Die
Speichertemperatur ϑS ist demzufolge die mittlere Temperatur während des Zeitschrittes,
Gl. (2.108).
ϑS =
ϑS,0 + ϑS,f
2
(2.108)
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Der über die Speicheroberfläche an die Umgebung abgegebene Verlustwärmestrom, Gl.
(2.109), ergibt sich aus der Temperaturdifferenz zwischen Speichermasse und Umgebungs-
luft und dem Wärmedurchgangswert kA|V der Speicherhülle.
Q̇V = kA|V (ϑS − ϑU ) (2.109)
Für die mittlere Speichertemperatur läßt sich somit die in der Gl.(2.110) dargestellte Berech-
nungsvorschrift ableiten.
ϑS =
2CϑS,0 + (Q̇L − Q̇E + kA|V ϑU )∆t
2C + kA|V ∆t
(2.110)
Bei der Über- bzw. Unterschreitung einer vorgegebenen kritischen Temperatur ϑS,krit setzen
Phasenumwandlungsvorgänge ein. Der Grad der Phasenumwandlung bei dieser konstanten
Grenztemperatur wird mit Gl.(2.111) berechnet.
ΦS = ΦS,0 −
∆t
2∆rS
(Q̇L − Q̇E + kA|V (ϑS,krit − ϑU )) (2.111)
Die Simulation eines Eisspeichers ergab beispielhaft die im Bild 2.9 dargestellten Tempera-
turen, Wärmeströme und Phasenumwandlungsvorgänge.
Bild 2.9: Temperatur, Phasenzustand und Wärmeströme des Eisspeichers
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2.2. Identifikation
Das Verfahren der Identifikation, auch als experimentelle Systemanalyse [51] bekannt, nutzt
die in den Meßwerten der Eingangs-, Ausgangs-, und Störgrößen enthaltenen Informationen
für die Bestimmung der Parameter eines mathematischen Modells. Die Systemidentifikation
wird angewendet, wenn für das Erreichen einer bestimmten Modellgüte eine theoretische
Modellbildung prinzipiell nicht möglich ist oder nur mit einem vergleichsweise großen Auf-
wand durchgeführt werden kann.
Im Hinblick auf eine spätere Verwendbarkeit des zu identifizierenden Modells für betriebs-
begleitende Simulations- und Optimierungsaufgaben und den damit nur begrenzt zur Verfü-
gung stehenden Rechenzeiten, werden einfache Modellstrukturen bevorzugt. Mögliche Mo-
dellstrukturen sind z. B.
• Zustandsraummodell
Die Zustandraumdarstellung ist eine in der Regelungs- und Automatisierungstechnik
sehr häufig verwendete Modellkonzeption. Sie ist besonders gut für die Systemanaly-
se und den Reglerentwurf geeignet. Ein diskreter Ansatz ist in den beiden folgenden
Gleichungen 2.112 und 2.113 dargestellt.
xk+1 = Axk + Bu∗k (2.112)
yk = Cxk + Du∗k (2.113)
Der Vektor u∗k enthalte die Steuer- und Störgrößen des Systems. Im Zustandsvektor x
werden Informationen über den inneren Zustand des Systems gespeichert.
• Übertragungsfunktion
Den allgemeinen Aufbau einer Übertragungsfunktion zeigt Gl.(2.114) [63].
A(p)y =
B(p)
F (p)
u +
C(p)
D(p)
e (2.114)
Die Polynome A, B, C, D und F sind in Form der Gl.(2.115) darstellbar.
A(p) = a0 + a1p−1 + · · ·+ anap−na (2.115)
Identifikationsverfahren für Übertragungsfunktionenen sind Methoden der Kennwerter-
mittlung. Dabei sind z. B. aus den bei standardisierten Eingangsfunktionen (Impuls,
Sprung, Anstieg) gemessenen Übergangsfunktionen die entsprechenden Verzögerun-
gen und Totzeiten direkt ablesbar.
• Rekursiver Filter
Es handelt sich hierbei um eine einfache Sonderform der Übertragungsfunktion.
yk =
nb∑
k=0
bkuk −
na∑
k=1
akyk (2.116)
Eine Anwendung dieses Modells findet sich z. B. in den VDI-Kühllastregeln [85] oder
in der Transferkoeffizientenmethode des Simulationsprogrammes TRNSYS.
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• Neuronales Netz
Ein neuronales Netz besteht aus Eingangsknoten i, Ausgangsknoten o und den soge-
nannten Neuronen, deren Ein- und/oder Ausgänge innerhalb des Netzwerkes liegen.
Die Neuronen können ein- oder mehrschichtig angeordnet sein. Bild 2.10 verdeutlicht
den prinzipiellen Aufbau eines künstlichen neuronalen Netzwerkes.
F k y k
w
ww j k
w
k
s k = S w j k y j + Q k
Q ky j
j
i
o
Bild 2.10: Prinzipieller Aufbau eine neuronalen Netzwerkes [58]
Die Eingangsgrößen eines Neurons werden mit Hilfe der Faktoren w gewichtet und
über eine entsprechende Rechenvorschrift, z. B Summenbildung, zu einer Zwischen-
größe s miteinander verknüpft. Durch die Angabe eines Offsets Θ ist außerdem eine
Verschiebung möglich. Nach Anwendung der Wandlerfunktion F ergibt sich die Aus-
ganggröße y des Neurons.
yk = Fk
(∑
j
wjkyj + Θk
)
(2.117)
Die Identifikation eines neuronalen Netzwerkes besteht in der Bestimmung der Wich-
tungsfaktoren w sowie der Offsets an jedem Neuron.
• Freie Struktur
Die Struktur des Modells ist beliebig und frei wählbar. Die Parameter des Modells wer-
den mittels einer Minimierung des zwischen gemessenem und approximiertem Verlauf
der Ausgangsgrößen bestehenden Fehlers bestimmt.
Eine Voraussetzung für die Parameteridentifikation ist, daß Meßdaten in ausreichendem
Umfang und bestimmter Qualität vorliegen. Folgende Probleme bei der Systemidentifikation
aus Meßdaten sind zu beachten:
- Die Meßdaten unterliegen einer Filterung oder Grobdiskretisierung.
- Der Störgrößeneinfluß (z. B. Nutzer) läßt sich nicht erfassen.
- Eine Extrapolation des Systemverhaltens ist nicht möglich. Das identifizierte Modell
besitzt nur für den Bereich der bei der Identifikation verwendeten Daten eine entspre-
chende Gültigkeit. Für von den zugrundegelegten Meßwerten abweichende Zustände
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kann der Fehler zwischen tatsächlichem und simuliertem Verlauf unzulässig groß wer-
den. Dieser Umstand erweist sich gerade für die Optimierung von Betriebsabläufen als
Nachteil, da hierbei auch extreme Zustände getestet werden, für die es nicht immer
möglich ist, entsprechende Meßwerte zur Verfügung zu stellen.
- Die Aufnahme von Testfunktionen (z. B. von Sprungantworten) ist nicht möglich.
Eine interessante Anwendung der Identifikation bietet sich bei der Umsetzung der mit Hilfe
der Optimierung ermittelten Steuer- und Regelungsstrategien. Dabei werden die, teilweise
nur mit erheblichen Zeit- und Rechenaufwand, optimierten Verläufe der für das Systemver-
halten relevanten Größen für die Parametrisierung der Modelle genutzt. Erste Ansätze für
eine praktische Umsetzung dieses Gedankens auf Probleme der Technischen Gebäudeaus-
rüstung mit Hilfe neuronaler Netze finden sich in [39], [40].
2.3. Zusammenfassung
Der Vorteil der theoretischen, auf Bilanzgleichungen beruhenden Modelle besteht in der
Allgemeingültigkeit der physikalischen Gestzmäßigkeiten und der großen Verfügbarkeit ent-
sprechender Simulationswerkzeuge (TRNSYS u. a. ). Die eigentliche Modellerstellung um-
faßt lediglich die Anpassung der gewählten Modellvorlage an das spezifische Problem durch
Parametrisierung.
Die Auswirkungen der Modellfehler auf das Optimierungsergebnis müssen abgeschätzt wer-
den.
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3.1. Allgemeines zur Validierung
Der Einsatz von Simulationswerkzeugen für die Berechnung energetischer Kenngrößen
oder zur Untersuchung des dynamische Gebäude- und Anlagenverhaltens ist nur sinnvoll,
wenn die Simulationsergebnisse die realen Verhältnisse zuverlässig widergeben können.
Zur Reduzierung der Unsicherheit bei der Vorhersagegenauigkeit müssen die Simulations-
programme einer Überprüfung und Qualifizierung, d. h. Validierung unterzogen werden. Dies
kann mit Hilfe unterschiedlicher Methoden erfolgen. Innerhalb eines von der Internationalen
Energie Agentur (IEA) durchgeführten Forschungsprogramms1 wurden die folgenden Ver-
fahren für eine Modellvalidierung angewendet:
- Analytische Untersuchungen
Die Überprüfung des Simulationsmodells erfolgt mittels einer analytisch-numerischen
Lösung.
- Vergleichende Betrachtungen
Die Ergebnisse mehrerer Simulationsprogramme werden miteinander verglichen.
- Empirische Tests
Der Simulation werden Meßwerte eines realen Systems gegenübergestellt.
Das im Rahmen dieser Arbeit genutzte Simulationsmodell soll mit den Methoden sowohl der
analytischen Untersuchung als auch der vergleichenden Betrachtungen überprüft werden.
3.2. Analytische Untersuchungen
Die Anwendung dieses Verfahrens beschränkt sich auf Problemfälle, für die eine analytische
Lösung dargestellt werden kann. Durch einen Vergleich mit den Ergebnissen einer Simula-
tionsrechnung lassen sich Aussagen zur Modellgüte ableiten.
Für das verwendete Gebäudemodell werden hier die Transmission durch Wände, der lang-
wellige Strahlungsaustausch im Raum, äußere Verschattungseinrichtungen sowie das ge-
samte Gebäudemodell überprüft. Die einzelnen Testbeschreibungen sind Teil eines umfas-
senden Arbeitspapiers, das im Rahmen der Aktivitäten im IEA-SHC Task22 zusammenge-
stellt wurde [68]. Eine Übersicht aller Validierungsergebnisse findet sich in [74].
3.2.1. Wärmeleitung durch Wände
Der zeitliche Verlauf der Lufttemperatur in einem würfelförmigen Raum (Kantenlänge 1 m)
ist zu ermitteln und für diskrete Zeitpunkte (2 h, 6 h, 12 h, 24 h, 120 h) mit der vorgegebenen
Lösung zu vergleichen. Einzige Einflußgröße ist die Außentemperatur, die sich ab dem Zeit-
punkt 0 h innerhalb einer Stunde von 20 ◦C auf 30 ◦C erhöht. In Abhängigkeit von der Art
1Solar Heating and Cooling Program (SHC); Task22: Building Energy Analysis Tools.
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der Außenwandkonstruktionen ergeben sich vier unterschiedliche Testfälle. Die berechne-
ten Temperaturverläufe für die Innenlufttemperatur liegen bei allen Tests deutlich innerhalb
der geforderten Toleranz von ±0.5 K zu den Vorgabewerten. In den Bildern 3.1 und 3.2 sind
die Ergebnisse von zwei ausgewählten Test dargestellt.
Bild 3.1: Wärmeleitungstest 1
Bild 3.2: Wärmeleitungstest 4
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3.2.2. Langwelliger Strahlungsaustausch im Raum
Für vier einzelne Räume mit unterschiedlicher Geometrie und je einer Außenwand sind die
Lufttemperaturen im stationären Zustand zu berechnen. Die Umfassungskonstruktion wird
mit Hilfe stationärer Modelle nachgebildet. Die Temperatur vor der Außenwand beträgt 30 ◦C
und vor allen anderen Wänden 20 ◦C. Aufgrund des inneren langwelligen Strahlungsaustau-
sches stellen sich in Abhängigkeit des Flächenanteiles und der Anordnung der Außenwand
bestimmte Oberflächen- und Lufttemperaturen ein.
Aus Tabelle 3.1 sind sowohl die Ergebnisse der Simulationen mit dem 2-Knoten-Modell (Mo-
dell 2; Abschnitt 2.1.1) als auch die mit dem veränderten Raummodell berechneten Tempe-
raturen (Modell 1; Abschnitt 2.1.3) ersichtlich. Zum Vergleich sind die Vorgabewerte der
analytischen Lösung für diesen Test angegeben. Es wird deutlich, daß mit einer detaillier-
ten Nachbildung des langwelligen Strahlungsaustausches die Genauigkeit der Simulation
verbessert werden kann.
Testfall Lufttemperatur in ◦C
Vorgabe Modell 1 Modell 2
1 34.4 34.37 34.75
2 30.4 30.40 30.79
3 38.5 38.60 38.96
4 25.5 25.68 25.97
Tabelle 3.1: Testergebnisse für langwellige Strahlung
3.2.3. Außenliegende Verschattungseinrichtungen
Es ist für sechs unterschiedliche Anordnungen einer äußeren Verschattungseinrichtung in
Abhängigkeit vom Sonnenstand der der direkten Sonnenstrahlung ausgesetzte Anteil einer
definierten Empfängerfläche zu bestimmen. Der zeitliche Verlauf des Sonnenstandes ist
vorgegeben.
Die Simulationsergebnisse für einen ausgewählten Test im Vergleich mit den zulässigen
Werten zeigt Bild 3.3. Die Anforderungen der anderen Tests werden ebenfalls erfüllt.
3.2.4. Test des gesamten Berechnungsverfahrens
Bei diesem Test ist der Tagesgang der flächengemittelten Empfindungstemperatur eines
quaderförmigen Raumes im quasistationären Zustand bei sich periodisch ändernden inne-
ren und äußeren Lasten zu bestimmen. Die minimalen, maximalen und mittleren Tempe-
raturwerte müssen innerhalb eines zulässigen Temperaturbereiches von ±0.5 K um einen
vorgegebenen Referenzwert liegen. Durch die Kombination von Raumgeometrie, inneren
Wärmelasten und Luftwechselprofilen ergeben sich bei diesem Test 18 unterschiedliche Va-
rianten, die mit Hilfe der Simulation zu überprüfen sind. Ein Ergebnis ist im Bild 3.4 darge-
stellt.
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Bild 3.3: Verschattungstest1
Bild 3.4: Test des gesamten Berechnungsverfahrens
3.3. Vergleichende Betrachtungen
Grundlage dieses Verfahrens ist der ausschließliche Vergleich von Simulationsergebnissen
verschiedener Rechenprogramme. Es sind keine Meßwerte oder analytische Lösungen er-
forderlich. Die vergleichenden Tests haben damit den Vorteil, auch Modelle höchster Kom-
plexität sowie eine Vielzahl von Varianten untersuchen zu können. Eine Aussage zur abso-
luten Vorhersagegenauigkeit kann mit diesem Verfahren aber nicht gegeben werden.
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Ein von der IEA initiiertes Projekt2 führte zur Entwicklung des Building Energy Simulation
Test (BESTEST)[53]. Dabei kann anhand des für einen einfachen Raum zu berechnenden
Jahresenergiebedarfs für Kühlen und Heizen der Einfluß vieler Modellparameter und Ein-
gangsgrößen untersucht werden. Die an dieser Stelle dargestellten Ergebnisse beschrän-
ken sich auf die Untersuchung des langwelligen Strahlungsaustausches im Raum, um eine
Aussage zur Anwendbarkeit des o. g. 1-Knoten-Raummodells ableiten zu können. Eine Spe-
zifikation der vier Testfälle 200, 210, 215 und 220 enthält Tab. 3.2.
Test Beschreibung
200 Basisfall; kein Luftwechsel; keine Wärmegewinne; keine solare Trans-
mission; solare Absorption an Außenflächen minimiert;
langwellige Abstrahlung der Innen- und Außenflächen minimiert
210 wie 200,
jedoch langwellige Abstrahlung der Außenflächen normal
215 wie 200,
jedoch langwellige Abstrahlung der Innenflächen normal
220 wie 200,
jedoch langwellige Abstrahlung der Innen- und Außenflächen normal
Tabelle 3.2: Beschreibung der BESTEST-Varianten
Die Simulationsergebnisse des modifizierten Raummodells (in den folgenden Darstellungen
mit ’TRNSYS-TUD’ bezeichnet) im Vergleich mit acht anderen Programmen sowie Angaben
zur Sensitivität sind in den Bildern 3.5 bis 3.8 dargestellt.
2Kooperation von SHC Task12(B) und Energy Conservation in Buildings and Community Systems (BCS) An-
nex21(C)
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Bild 3.5: Ergebnisse BESTEST, Jahresheizenergiebedarf
Bild 3.6: Ergebnisse BESTEST, Änderung des Jahresheizenergiebedarfes
30
3.3. Vergleichende Betrachtungen
Bild 3.7: Ergebnisse BESTEST, Jahreskühlenergiebedarf
Bild 3.8: Ergebnisse BESTEST, Änderung des maximalen Jahreskühlenergie-
bedarfes
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3.4. Simulation
Die gekoppelte Gebäude-Anlagen-Simulation bietet eine Vielzahl von Möglichkeiten zur Un-
tersuchung der Wechselwirkungen zwischen dem Verhalten des Gebäudes unter Einfluß
innerer und äußerer Lasten und der technischen Anlage. Es können detaillierte Aussagen
hinsichtlich des Energiebedarfes und der sich einstellenden Raumluftzustände gemacht und
verschiedene Regelstrategien und Betriebsabläufe getestet werden. Dieses ist vor allem
während der Planungsphase von großem Vorteil.
Für einen Einzelraum sollen mit Hilfe von Simulationsrechnungen Wärmebedarf und Zeit-
konstante ermittelt werden. Der Raum, dessen Abmessungen Bild 3.9 zu entnehmen sind,
dient gleichzeitig als Beispiel für die später zu behandelnden Optimierungsprobleme.
2 , 8  m
3 , 6  m
5 , 5  m
A F = 7  m 2
Bild 3.9: Geometrie des Einzelraums
Es werden hinsichtlich des Wandaufbaues drei Raumtypen unterschieden:
- Neubau, schwere Bauweise
- Neubau, leichte Bauweise
- Altbau
Die detaillierten Wandaufbauten sind aus den Tabellen A.1 bis A.9 in Anhang A ersichtlich.
Es werden sowohl der Wärmebedarf bei einer Raumlufttemperatur ϑi = 22 ◦C und die
sich einstellende Empfindungstemperatur ϑE als auch der für eine Empfindungstemperatur
ϑE = 22 ◦C erforderliche Wärmebedarf und die sich in diesem Fall einstellende Raumluft-
temperatur ϑi berechnet. Das Verhalten der Innenwände wird als adiabat angenommen. Die
Tabellen 3.3 und 3.4 enthalten die entsprechenden Simulationsergebnisse.
Die Räume nach NEH-Standard besitzen einen auf die Grundfläche bezogenen spezifi-
schen Transmissionswärmebedarf von 21.7 W/m2 (7.7 W/m3). Beim Altbau beträgt dieser
Wert 41.3 W/m2 (14.7 W/m3). Bei Berücksichtigung eines einfachen Luftwechsels erhöhen
sich diese Größen auf 56.7 W/m2 (20.3 W/m3) bzw. 76.4 W/m2 (27.3 W/m3).
Anhand der simulierten Temperaturverläufe, können mit Gl.(3.1) die Zeitkonstanten der Räu-
me näherungsweise bestimmt werden [84], indem die Zeitdauer eines Aufheizvorganges, die
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ϑi = 22 ◦C ϑE = 22 ◦C
Raumtyp Q̇[W] ϑE [ ◦C] Q̇[W] ϑi[ ◦C]
NEH,schwer 429.2 21.04 440.9 22.98
NEH,leicht 429.1 21.04 440.7 22.98
Altbau 817.5 20.17 861.5 23.92
Tabelle 3.3: Transmissionswärmebedarf und sich einstellende Tempera-
turen bei ϑa = −15 ◦C und Luftwechsel λ = 0h−1
ϑi = 22 ◦C ϑE = 22 ◦C
Raumtyp Q̇[W] ϑE [ ◦C] Q̇[W] ϑi[ ◦C]
NEH,schwer 1123 21.04 1154 22.98
NEH,leicht 1123 21.04 1154 22.98
Altbau 1512 20.17 1592 23.92
Tabelle 3.4: Gesamtwärmebedarf und sich einstellende Temperaturen
bei ϑa = −15 ◦C und Luftwechsel λ = 1 h−1
zugehörigen Temperaturen am Beginn und Ende des Aufheizens sowie die mittlere Außen-
temperatur berücksichtigt werden.
τ =
∆tB−E
ln
ϑB − ϑa
ϑE − ϑa
(3.1)
Mit der Zeitkonstanten, einer für das dynamische Verhalten charakteristischen Größe, las-
sen sich die bei unterbrochenem Heizbetrieb voraussichtlich erreichbaren Einsparungen
sowie die sich einstellenden Raumtemperaturen abschätzen. Eine Zusammenstellung der
mit Hilfe der Simulation ermittelten Werte enthält Tabelle 3.5. Dabei wird zwischen den bei-
den Regelgrößen Luft- und Empfingungstemperatur unterschieden sowie das Verhalten des
Baukörpers bei ausschließlich Transmissionswärmeverlusten als auch bei zusätzlichen Lüf-
tungswärmeverlusten betrachtet.
Lufttemperatur Empfindungstemperatur
Raumtyp λ = 0h−1 λ = 1h−1 λ = 0h−1 λ = 1h−1
NEH,leicht 32 h 14 h 37 h 15 h
NEH,schwer 74 h 31 h 105 h 44 h
Altbau 40 h 24 h 58 h 34 h
Tabelle 3.5: Zeitkonstanten der Räume
Die Zeitkonstanten in Bezug auf die Empfindungstemperatur sind größer. Die zusätzliche
Lüftung verringert die Zeitkonstanten in jedem Fall.
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4. Optimierung
4.1. Allgemeines
Unter dem Begriff der Optimierung soll die Bestimmung des Minimalwertes eines Gütefunk-
tionals, z. B. einer Kostenfunktion K, Gl.(4.1)
Kopt = min
tE∫
t0
f(u(t),x0)dt (4.1)
verstanden werden.
Der Wert der Kostenfunktion hängt vom Anfangszustand x0 des zu betrachtenden Systems
und dem zeitlichen Verlauf der Stellgrößen u(t) ab. Die Funktion f ist eine lineare oder nicht-
lineare, stetige Funktion, die dem jeweiligen Optimierungsproblem entsprechend formuliert
werden muß.
Bei der Bestimmung des Optimalwertes Kopt ist die Angabe von Neben- und Randbedin-
gungen der Art
g(u) ≤ 0 (4.2)
möglich. Auch die Beschränkung der Stellgrößen kann als Nebenbedingung formuliert wer-
den (Abschnitt 4.7).
4.1.1. Optimale Steuerung
Die Steuerung ist der zeitliche Ablauf eines Prozesses nach Vorgabe der Stellgrößen u(t).
Sie ist rückwirkungsfrei, d. h. es besteht kein unmittelbarer Zusammenhang zwischen der
Sollwertfunktion und dem Ablauf der Steuerung. Bei einem Anheizvorgang bedeutet das
z. B. eine andauernde Vergrößerung der Sollwertabweichung vor dem Sollwertsprung, Bild
4.1.
Die Funktion u0(t), die die Gln.(4.1) und (4.2) erfüllt, ist die optimale Steuerfunktion. Sie stellt
den Verlauf der Stellgrößen zwischen zwei zeitlich festgelegten Punkten (Bild 4.2: t0 − tE)
dar. Der Zustand x0 des zu optimierenden Systems am Ausgangspunkt t0 wird als bekannt
vorausgesetzt. Er ist unabhängig vom Verlauf der an diesem Punkt einsetzenden Funkti-
on u(t) und kann mittels dynamischer Simulation oder stationärer Berechnungen bestimmt
werden. Das optimale Systemverhalten im zeitlichen Optimierungsintervall (t0 − tE ] ergibt
sich dann aus dem Funktionsverlauf u0(t).
4.1.2. Der Steuervektor
Der Steuervektor u enthält die zeitdiskreten Werte der stetigen Funktion u(t) für N Zeitschrit-
te in zeitlich logischer Folge.
u =
[
u1 u2 u3 . . . uN
]T
(4.3)
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Bild 4.1: Rückwirkungsfreier Ablauf der Steuerung
∆∆∆∆∆
∆
Bild 4.2: Optimale Steuerfunktion
Entsprechend einer vorgegeben Schrittweite ∆T , lassen sich die Werte
ui = u(t0 + i∆T ) i = 1 . . . N (4.4)
berechnen. Wirken m zu optimierende Steuergrößen auf das System, ergibt sich u aus
u =
[
u{1}T u{2}T . . . u{m}T
]T
(4.5)
Der Steuervektor enthält dann m ·N Elemente.
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4.1.3. Optimale Regelung
Die Lösung der Optimierungsaufgabe (4.1) für einen festen Zeitpunkt t liefert u0 im Sinne
einer kostenoptimalen Mehrgrößenregelung. Der Steuervektor u enthält nicht mehr den zeit-
lich diskretisierten Verlauf der Stellgrößen in einem vorgegebenen Intervall. Die Elemente
ui des Steuervektors sind in diesem Fall die Stellgrößen, die unter Beachtung der Neben-
bedingungen minimale Kosten zum festen Zeitpunkt t verursachen.
u(t) =
[
u1(t) u2(t) u3(t) . . . um(t)
]T
(4.6)
Der Unterschied zu der optimalen Steuerung besteht in der Betrachtung der zeitlichen Ab-
folge. Während der Steuervorgang im folgenden immer innerhalb eines vorgebenen Zeitin-
tervalls ablaufen soll, bezieht sich der Regelvorgang nur auf einen einzigen Zeitpunkt. Die
einzelnen Zeitschritte werden nicht in ihrer Gesamtheit sondern unabhängig voneinander
betrachtet. Sie bilden jeder für sich ein Optimum. Während dadurch einige Zeitschritte im
Vergleich zu der optimalen Steuerfunktion u(t) mit geringeren Kosten belegt werden, sind
aber höhere Gesamtkosten für das Intervall möglich. Durch eine überlagerte Optimierung
des Sollwertverlaufes läßt sich dieses Problem lösen.
4.2. Lösungsalgorithmus
Extremwerte von Funktionen mit Nebenbedingungen können mit Hilfe der Lagrangefunktion
bestimmt werden. Für das allgemeine Optimierungsproblem
min{f(u) : gi(u) ≤ 0, i = 1, 2, . . . ,m} (4.7)
läßt sich die zugehörige Lagrangefunktion
L(u,λ) = f(u) + λTg (4.8)
aufstellen. Der Lagrange-Multiplikator λ = (λ1, . . . , λm)T gibt an, wie sich das Optimum
unter dem Einfluß der Nebenbedingungen ändert [62]. Zur Veranschaulichung sind für einen
optimalen Anheizvorgang in den Bildern 4.3 bis 4.5 die zeitlichen Verläufe der Lagrange-
Multiplikatoren
- λ1 für die Nebenbedingung minimaler Wärmestrom,
- λ2 für die Nebenbedingung maximaler Wärmestrom und
- λ3 für die Nebenbedingung Temperatursollwert
dargestellt.
Wie zu erkennen ist, wird der Minimalwert der Kostenfunktion und damit der Verlauf der
gesuchten optimalen Steuerfunktion maßgeblich beeinflußt von der minimalen Wärmezufuhr
während der Abkühlphase, von der maximal möglichen Wärmezufuhr in der Anheizphase
sowie von der Lage des Sollwertes am Ende des Aufheizvorganges.
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λ
Bild 4.3: λ1 für unteren Grenzwert
λ
Bild 4.4: λ2 für oberen Grenzwert
λ
Bild 4.5: λ3 für Sollwert
4.2.1. Die Kuhn-Tucker-Bedingungen
Die Kuhn-Tucker-Bedingungen stellen eine für die Lösung des Optimierungsproblems (4.7)
allgemein notwendige Forderung dar [42]. Ausgehend von dem Theorem, daß u0 genau
dann Lösung der Optimierungsaufgabe ist, wenn (u0,λ0) für ein λ0 ≥ 0 Sattelpunkt der
Lagrangefunktion L(u,λ) für λ ≥ 0 ist [12], gelten die lokalen Kuhn-Tucker-Bedingungen
[11], [46], [66], [72]:
∇L(u0,λ0) = ∇f(u0) + λ0T∇g(u0) = 0 (4.9)
λ0
Tg(u0) = 0 (4.10)
λ0 ≥ 0 (4.11)
Die Lösung der Kuhn-Tucker-Gleichungen kann mit Hilfe des Gradientenverfahrens gefun-
den werden. Dazu eignen sich Methoden der Quadratischen Programmierung.
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4.2.2. Quadratische Programmierung
Die Quadratische Programmierung ist ein erprobtes Verfahren bei der Lösung nichtlinearer
Optimierungsprobleme [57]. Die Darstellungen in diesem Abschnitt beruhen in wesentlichen
Teilen auf den in [1] verfügbaren Quellen.
Die Quadratische Programmierung basiert auf der Minimierung einer quadratischen Funkti-
on. Eine entsprechende Approximation der Lagrangefunktion Gl.(4.8) in der Iteration k liefert
qk(d) = ∇f(uk)Td +
1
2
dT∇2L(uk,λk)d (4.12)
Ein neuer Schritt dk läßt sich berechnen, in dem anstelle des eigentlichen, allgemeinen
Optimierungsproblems (4.7) die Minimierungsaufgabe Gl.(4.13) gelöst wird.
min(
1
2
dTHkd +∇f(uk)Td : ∇g(uk)Td + g(uk) ≤ 0) (4.13)
Hk ist eine positiv definite Approximation der Hessematrix der Lagrangefunktion (4.8)
Hk ≈ ∇2L(uk,λk) = ∇2f(uk) +
m∑
i=1
λk,i∇2gi(uk) (4.14)
die unter Anwendung von Quasi-Newton-Verfahren gebildet werden kann. Als Startwert wird
H0 = I gesetzt. Die iterative Aktualisierung der Hesse-Matrix ergibt sich dann aus
Hk+1 = Hk −
Hksk(Hksk)T
sTk Hksk
+
ykyTk
yTk sk
+ Φ[sTk Hksk]vkv
T
k (4.15)
mit
sk = uk+1 − uk
yk = ∇L(uk+1,λk)−∇L(uk,λk)
vk = [
yk
yTk sk
− Hksk
sTk Hksk
]
Φ ∈ [0, 1]
Für Φ = 0 erhält man das Verfahren nach Broyden-Fletcher-Goldfarb-Shanno (BFGS). Wählt
man Φ = 1 ergibt sich das Verfahren nach Davidon-Fletcher-Powell (DFP). Zeitaufwendig ist
die Berechnung von yk, da hierfür die Ableitung der Lagrangefunktion erforderlich ist. Läßt
sich diese nicht mit Hilfe analytischer Methoden bestimmen, kommt die finite Differenzen-
methode zum Einsatz. Dabei sind durch eine elementweise Änderung ∆u1...n die Matrizen
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nach den Gln.(4.16) und (4.17) zu berechnen (vgl Gl.(4.9)).
∇f(u) =

∆f(u + ∆u1)
∆u1
∆f(u + ∆u2)
∆u2
...
∆f(u + ∆un)
∆un

(4.16)
∇g(u) =

∆g1(u + ∆u1)
∆u1
∆g2(u + ∆u1)
∆u1
. . .
∆gm(u + ∆u1)
∆u1
∆g1(u + ∆u2)
∆u2
∆g2(u + ∆u2)
∆u2
. . .
∆gm(u + ∆u2)
∆u2
...
...
. . .
...
∆g1(u + ∆un)
∆un
∆g2(u + ∆un)
∆un
. . .
∆gm(u + ∆un)
∆un

(4.17)
Die Funktionen f und g müssen wegen der Berechnung der Differenzenquotienten stetig
sein. Aufgrund der zeitlich geordneten Reihenfolge der Elemente im Steuervektor u ist die
Matrix ∇g(u) eine Dreiecksmatrix.
Die aktualisierte Matrix Hk+1 ist positiv definit, solange yTk sk > 0 ist, was durch entspre-
chende Modifikationen von yk gewährleistet wird [81]. Besonders bei der Behandlung stark
nichtlinearen Funktionen sind mehrfach Anpassungen notwendig und bis zum Erreichen des
optimalen Punktes (u0,λ0) ist ein erhöhter Rechenaufwand erforderlich.
Bei sehr kleinen ∆un besteht die Gefahr einer schlecht konditionierten Hessematrix. Dieses
wiederum führt bei der Berechnung der Schrittweite dk zu einem im Sinne der Annäherung
an die gesuchte optimale Lösung u0 unbrauchbaren Ergebnis. Durch das Rücksetzen auf
die Einheitsmatrix Hk = H0 bleibt die Zuverlässigkeit des Lösungsalgorithmus gewährlei-
stet.
4.2.3. Schrittweitensuche
Die Lösung der Gl.(4.13) ist die Schrittrichtung dk, die zu einer neuen Iteration des Steuer-
vektors genutzt wird.
uk+1 = uk + αkd (4.18)
Bei aktualisierten Hk läßt sich unter Beachtung einer Brauchbarkeitsgrenze αk (Schrittweite)
entlang der Schrittrichtung d eine Iteration bis zum Erreichen des Minimalpunktes (u0,λ0)
durchführen. Die Lagrange-Multiplikatoren lassen sich, abgeleitet von den Optimalitätsbe-
dingungen, berechnen.
∇g(u0)λ0 = ∇f(u0) (4.19)
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4.3. Globale Optimierung
Die Kuhn-Tucker-Bedingungen sind für konvexe Funktionen f und g ein hinreichendes Opti-
malitätskriterium [42]. Eine Funktion f(u) ist konvex, wenn ihre Hesse-Matrix für alle u ∈ U
positiv semidefinit ist [62]. Die Hessematrix einer Funktion f(u) ist definiert aus den zweiten
partiellen Ableitungen
Hf = ∇2f(u) =

∂2f(u)
∂u21
∂2f(u)
∂u1∂u2
. . .
∂2f(u)
∂u1∂un
∂2f(u)
∂u2∂u1
∂2f(u)
∂u22
. . .
∂2f(u)
∂u2∂un
...
...
. . .
...
∂2f(u)
∂un∂u1
∂2f(u)
∂un∂u2
. . .
∂2f(u)
∂u2n

(4.20)
Sie ist positiv semidefinit, wenn ihr Zahlenwert
Q = xTHfx
unabhängig von den reellen Werten x nur nichtnegative Werte annehmen kann.
Der Vorteil der konvexen Optimierung besteht darin, daß ein lokales Minimum einer kon-
vexen Funktion über einer konvexen Menge gleichzeitig globales Minimum ist. Der Einsatz
lokaler Methoden zur Bestimmung des globalen Minimums ist darum möglich [11], [76]. Bei
konkaven Funktionen befindet sich das globale Optimum stets auf dem Rand.
Ein neuerer Ansatz für die Lösung globaler Optimierungsprobleme findet sich z. B. in [49].
4.4. Diskretisierung und Dynamische Optimierung
Bei vielen praktischen Problemen nehmen die Stellgrößen nur bestimmte, diskrete Werte
an, die sich aufgrund möglicher Schaltzustände (Ein-Aus; mehrstufig mit Zwischenstellun-
gen) ergeben können. Damit sind auch die Funktionen f und g nicht mehr stetig und nicht
mehr durchgängig differenzierbar und das Lösungverfahren aus Abschnitt 4.2, das ja die
entsprechenden Gradienteninformationen für die Lösungsfindung benötigt, läßt sich nicht
mehr anwenden. Für die Lösung diskreter Optimierungsprobleme, die allgemein auch als
Probleme mit sogenannten Ganzzahligkeitsforderungen bezeichnet werden, kann zwar in
speziellen Fällen auf Verfahren zur Berechnung stetiger Optimierungsprobleme zurückge-
griffen werden [42], [43], es werden dabei aber lediglich Teilprobleme behandelt oder Nähe-
rungslösungen erreicht.
Bei einer endlichen Anzahl n von Variablen, die zudem nur bestimmte diskrete Werte aus
einem zulässigen Bereich annehmen können, ließe sich das gesuchte Optimum mit Hilfe der
vollständigen Enumeration bestimmen [52]. Dabei werden durch eine systematische Vorge-
hensweise alle möglichen Lösungen bestimmt und miteinander verglichen. Mit wachsender
Komplexität O[p(n)] der Aufgaben nimmt aber auch der Rechenaufwand für diese Art der
kombinatorischen Herangehensweise unverhältnismäßig stark zu, so daß hier der numeri-
schen Lösung praktische Grenzen gesetzt sind.
40
4.4. Diskretisierung und Dynamische Optimierung
Für die Lösung spezieller Aufgaben der ganzzahligen Optimierung (z. B. Transportplanung)
kann auf wirksame und numerisch leistungsfähige Verfahren zurückgegriffen werden. Uni-
versell einsetzbare Verfahren sind aber nicht verfügbar [73]. Die verwendeten Methoden des
branch and bound funktionieren dabei im Wesentlichen nach dem gleichen Prinzip: Das ei-
gentliche Optimierungsproblem wird in mehrere Teilprobleme zerlegt und es werden dann
nur die Lösungen einzelner Teilprobleme weiterverfolgt, die besser sind als schon bekannte
Lösungen des Gesamtproblemes [75].
Eine Möglichkeit zur Lösung ganzzahliger Optimierungsprobleme bietet die Dynamische
Optimierung, deren Prinzip im folgenden Abschnitt kurz vorgestellt werden soll. Erfahrun-
gen beim Einsatz dieses Verfahrens zur Regelung von Klimaanlagen finden sich in [38], [71].
Ein weiteres, zur Lösung n−stufiger Entscheidungsprobleme geeignetes Verfahren, ist das
diskrete Maximum-Prinzip [26]. Die Dynamische Optimierung und das diskrete Maximum-
Prinzip sind voneinander herleitbar. Eine Anwendung des diskreten Maximum-Prinzips zur
Bestimmung optimaler Steuerungen ist z. B. in [54] dargestellt. Mit der Dynamischen Opti-
mierung wird immer das globale Optimum bestimmt.
Die Anwendung der Dynamischen Optimierung ist besonders gut geeignet für alle Aufgaben,
die sich in N Entscheidungsstufen (Teilprobleme) zerlegen lassen, wie das bei Steuervor-
gängen allgemein der Fall ist, da ja zu jedem Zeitpunkt eine Entscheidung zum weiteren
Verlauf der Stellgrößen getroffen werden muß.
Die zeitdiskrete Darstellung des Optimierungsproblems 4.1 lautet
Kopt = min
N∑
n=1
fn((un),x0) (4.21)
mit den Nebenbedingungen
gn(un) ≤ 0 n = 1, . . . , N (4.22)
Auf die Angabe des Ausgangszustandes des Systems x0 wird in den folgenden Darstellun-
gen aus Gründen der besseren Darstellbarkeit verzichtet. Er darf aber bei der Berechnung
der Kostenfunktion nicht vernachlässigt werden. Der Algorithmus des Lösungsverfahrens ist
im wesentlichen [43] entnommen. Demnach ergibt sich das Minimum der Funktion f für ein
festes uN in Abhängigkeit der verbleibenden Größen u1, . . . , uN−1 und es gilt
min
u1,...,uN−1
N∑
n=1
fn(un) = fN (uN ) + min
u1,...,uN−1
N−1∑
n=1
fn(un) (4.23)
Mit der Definition
LN−1(ξN−1) = min
u1,...,uN−1
{
N−1∑
n=1
fn(un) : gN−1 ≤ ξN−1} (4.24)
läßt sich für jedes uN und ξ ≤ 0
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ZN (uN , ξN ) = fN (uN ) + LN−1(ξN−1) (4.25)
berechnen. Der Minimalwert von ZN (uN , ξN ) aus allen zulässigen uN ∈ U liefert gleichzeitig
das optimale u0N und ξ
0
N für ein bestimmtes ξN−1. Aus den Gleichungen 4.23 und 4.24 läßt
sich die Rekursion
Ln(ξn) = min
un∈U
{(fn(un) + Ln−1(ξn−1)) : gn(un) ≤ ξn} n = 2, . . . , N (4.26)
herleiten. Schließlich ist
Kopt = LN (0) (4.27)
und die optimale Steuerfunktion u01, . . . , u
0
N läßt sich ermitteln.
In jeder Rekursion entsprechend Gl.(4.26) sind alle un aus dem zur Verfügung stehenden
Wertevorrat U zulässig, die die Nebenbedingung gn(un) ≤ ξn erfüllen. Da aber erst nach
Berechnung von LN der optimale Verlauf ξ0 bekannt ist, müssen die einzelnen Ln und gn
für alle möglichen ξn berechnet werden. Praktisch bedeutet das die Bestimmung der zum
Erreichen eines bestimmten gn erforderlichen minimalen Kosten Ln sowie der zugehörigen
Steuerfunktion u1, . . . , un. Ist g keine diskrete Funktion, werden diskrete Zwischenwerte der
reellen Funktion zu Hilfe genommen.
Die während der Rekursionen berechneten Werte Ln sowie die dazugehörigen Kombinatio-
nen u1, . . . , un werden idealerweise, z. B. entsprechend Tabelle 4.1, gespeichert, so daß auf
diese Werte in den nachfolgenden Berechnungsschritten zurückgegriffen werden kann. Die
dadurch mögliche Reduzierung der Rechenzeiten erfordert aber, je nach Komplexität des
Optimierungsproblems und Grad der Diskretisierung, einen erhöhten Speicherplatzbedarf.
Bei der Optimierung dynamischer Systeme müßten außerdem die jeweiligen Zustandsgrö-
ßen des Systems gespeichert werden, so daß auf diese Weise z. T. beträchtliche Speicher-
anforderungen bestehen, die die Kapazitäten leistungsfähiger Rechenmaschinen schnell
überschreiten.
ξ L1(ξ1) u1(ξ1) L2(ξ2) u1, u2(ξ2) . . . LN (ξN ) u1, . . . , uN (ξN )
0 n.A. n.A. 0 0, 0 . . .
−∆g 0 0 0.73 0, 0.5 . . .
−2∆g 0.73 0.5 n.A. n.A. . . .
...
−m∆g 1.46 1 2.19 0.5, 1 . . .
Tabelle 4.1: Berechnungsschema der Dynamische Optimierung
Lassen sich die für jeden Zeitschritt berechneten Kosten eindeutig einem Feld des Berech-
nungsschemas nach Tab. 4.1 zuordnen, so ergibt sich die maximal mögliche Anzahl der
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Berechnungsschritte aus Gl.(4.28) [52].
NN
Kg
g N
Ku
u (4.28)
mit
N Anzahl der Entscheidungstufen
Ng Anzahl der Diskretisierungen von g
Nu Anzahl der möglichen diskrete Werte un ∈ U
Kg Anzahl der Nebenbedingungen g in jeder Entscheidungsstufe
Ku Anzahl der Steuergrößen u in jeder Entscheidungsstufe
4.5. Evolutionäre Algorithmen
Im Gegensatz zu den beschriebenen speziellen Suchverfahren, die immer bestimmte An-
forderungen an die Struktur der zu optimierenden Funktion, ihren Wertevorrat oder an die
zulässigen Lösungen stellen, lassen sich mit Hilfe allgemeiner Verfahren optimale Lösun-
gen auch dann finden, wenn die Funktion kompliziert zu beschreiben oder nicht bekannt ist
(„black box“ ) [22].
Ein Teilgebiet dieser allgemeinen Verfahren sind z. B. die Evolutionären Algorithmen mit ih-
ren Klassifizierungen Genetische Programmierung, Evolutionäre Programmierung und Ge-
netische Algorithmen. Sie orientieren sich am Prozeß der natürlichen Evolution, bei dem
sich nur starke Individuen durchsetzen und schlecht angepaßte Individuen aussterben. Von
Generation zu Generation werden so durch die Vorgänge der Selektion, Mutation, Rekom-
bination und Reproduktion die vorteilhaften Eigenschaften der Individuen weitergegeben. In
der Optimierung bedeutet dies, daß, ausgehend von einer Initialpopulation, d. h. einer Men-
ge zufällig gewählter Anfangswerte, mittels einer mathematischen Umschreibung der o. g.
evolutionären Wirkmechanismen iterativ Schritt für Schritt eine Lösung bestimmt wird, die
sich einem vorgegebenes Kriterium optimal nähert und es maximiert.
Bei dem Einsatz Genetischer Algorithmen zur Lösung allgemeiner und komplexer Optimie-
rungsprobleme kann auf eine Vielzahl fertiger Programme zurückgegriffen werden. Eine ent-
sprechende Implementation in MATLAB ist ebenfalls verfügbar [47].
Daß auch dieses relativ neue Optimierungsverfahren hinsichtlich Rechenaufwand und Lö-
sungsgenauigkeit nicht unkritisch zu betrachten ist, wird aus [31] deutlich.
4.6. Programmtechnische Realisierung und Software
Die Simulation des dynamischen Verhaltens von Gebäude und den HRLT-Anlagen erfolgt
mit Hilfe des Simulationsprogramms TRNSYS [83]. Im Rahmen der Untersuchungen, die für
die Erstellung der vorliegende Arbeit erforderlich waren, kam eine am Institut für Thermody-
namik und Technische Gebäudeausrüstung der TU Dresden verwendete Programmversion
von TRNSYS zur Anwendung. Dieses Programm ist das Ergebnis einer langjährigen Ent-
wicklungsarbeit, bei der Programmierfehler korrigiert und eine Vielzahl von Erweiterungen
implementiert wurden.
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Für die Optimierung entsprechend dem im Abschnitt 4.2 dargestellten Lösungsalgorith-
mus konnten mit den nötigen Anpassungen die in MATLAB enthaltenen Optimierungsrou-
tinen genutzt werden [81], [82]. MATLAB bietet dazu eine leistungsfähige mathematische
Programmierumgebung mit einer Vielzahl anwendungsbereiter Funktionen. Das eigentliche
Problem besteht in der Realisierung des Datenaustausches zwischen den beiden, vollkom-
men eigenständigen Programmen. MATLAB ist dabei das übergeordnete Programm, das,
in der Eigenschaft als Client, die für die Berechnung der Kostenfunktion sowie der Gra-
dienten erforderlichen Daten nach dem Aufruf der Server -Anwendung TRNSYS übermit-
telt bekommt. TRNSYS steht dazu als eine externe mexFunction zur Verfügung, die wie
eine MATLAB-interne Funktion gehandhabt werden kann. Änderungen in den TRNSYS-
Quelltexten machen das Programm unter der MATLAB Umgebung in einer geeigneten Wei-
se lauffähig. Die Berechnung der Gradienten nach Gln. (4.16) und (4.17) z. B. erfordert die
mehrfache Simulation ein und desselben Zeitintervalls bei entsprechend geänderter Steu-
erfunktion u. Dafür sind die betreffenden TRNSYS-internen Rechenwerte zwischenzuspei-
chern und nach jedem Simulationsablauf auf ihren Anfangswert zurückzusetzen. Dieses
erfordert einen umfangreichen Eingriff in die internen Programmabläufe. Durch die Program-
mierung von Schnittstellen in TRNSYS und MATLAB war es schließlich auch möglich, den
erforderlichen Datenaustausch zu realisieren.
Eine Übersicht zur Kopplung von nutzerspezifischer Software und MATLAB findet sich im
entsprechenden Handbuch [80]. In [59] ist eine Darstellung zur Anwendungen von MATLAB
als Server für das übergeordnete Programm TRNSYS enthalten.
Eine ähnliche Vorgehensweise findet sich in [87]. Hier werden Optimierungssoftware und
Gebäudesimulationsprogramme über definierte Schnittstellen miteinandergekoppelt, um den
Entwurf von Gebäuden hinsichtlich eines minimalen Gesamtenergiehaushaltes zu unterstüt-
zen.
4.6.1. Optimierung bei unbekannter Steuerfunktion
TRNSYS liefert bei Vorgabe einer Steuerfunktion u durch das Optimierungsprogramm die
Ausgabegrößen, die zur Berechnung der Funktion f , Gl.(4.1), sowie der Nebenbedingungen
g, Gl.(4.2), erforderlich sind. Bild 4.6 zeigt den für die Optimierung erforderlichen Programm-
ablauf.
Bei der Datenübergabe von MATLAB an TRNSYS ist zu beachten, daß in TRNSYS sämtli-
che Eingabegrößen als Mittelwerte des jeweiligen Zeitschritts definiert sind. Im Gegensatz
zu der Diskretisierungsvorschrift Gl.(4.4) gilt nun
uk =
u((k − 1)∆T ) + u(k∆T )
2
k = 1 . . . N (4.29)
Der durch die Linearisierung (vgl. Bild 4.2) verursachte Fehler nimmt bei kleineren Diskreti-
sierungschrittweiten ab. Insbesondere die Simulation von regelungstechnischen Vorgängen
erfordert zur Vermeidung von instabilen Zuständen ein feineres Diskretisierungsraster. Die-
ses führt bei einem vorgegebenen Optimierungsintervall zu einer größeren Anzahl von Zeit-
schritten. Aufgrund begrenzter Rechenzeiten und des zur Verfügung stehenden Speicher-
bedarfes sollte die Größe des diskreten Steuervektors aber so klein wie möglich sein. Lösen
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Bild 4.6: Programmorganisation bei unbekannter Steuerfunktion
läßt sich dieser Konflikt, indem die Simulation mit der gewünschten, kleineren Schrittweite
durchgeführt wird und die Optimierung Werte der Steuerfunktion an Stützstellen liefert, die
einer gröberen Verteilung unterliegen. Die Schrittweiten für die Optimierung ∆TOpt und für
die Simulation ∆T sind somit nicht identisch, und die für die Simulation erforderlichen Einga-
bewerte werden durch lineare Interpolation zwischen den bekannten optimalen Stützwerten
berechnet. Zur Veranschaulichung dient Bild 4.7.
Es lassen sich auch Vorgänge ’optimieren’, die eigentlich als Regelung bezeichnet werden
müßten, z. B. die Einhaltung der Raumlufttemperatur nach Abschluß des Aufheizvorganges.
Das Ergebnis der Optimierungsrechnung enspricht dann einer idealen Regelung.
4.6.2. Schaltzeitoptimierung bei bekannter Steuerfunktion
Wie sich später zeigen wird, sind bestimmte Klassen von Optimierungsproblemen durch
charakteristische Lösungen gekennzeichnet. Der zeitlich optimale Verlauf der Stellgrößen ist
dabei prinzipiell bekannt, so daß mit Hilfe des Optimierungsverfahrens lediglich die Schalt-
punkte (Ein,- Um,- und Ausschalten) für den zu optimierenden Betrieb der gebäudetechni-
schen Anlage bestimmt werden müssen. So kann z. B. für einen optimalen Anheizvorgang
im Allgemeinen eine Funktion angesetzt werden, die bei maximaler Wärmezufuhr den Tem-
peratursollwert innerhalb kürzester Zeit erreichen läßt, Bild 4.8
Damit ergibt sich eine wesentliche Reduzierung des Rechenaufwandes. Sind für die Bestim-
mung des optimalen Verlaufes einer Stellgröße in einem Tagesintervall bei einer Schrittweite
von 0.25 h 96 Werte zu berechnen, so ist mit dem Schaltzeitpunkt für eine dem typischen
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Bild 4.7: Optimale Steuerfunktion in TRNSYS
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Bild 4.8: Bestimmung des optimalen Einschaltpunktes
Verlauf nach bekannte Steuerfunktion nur noch eine einzige Größe zu optimieren. Die Steu-
erfunktion kann auf diese Weise im Anschluß an die eigentliche Optimierung berechnet
werden, Bild 4.9. Die Überprüfung auf Einhaltung der Nebenbedingungen erfolgt wie üblich
mit Hilfe der Simulation des zugehörigen TRNSYS-Modells.
Diese Art der Anwendung ist auf reine Steuerungsaufgaben beschränkt, z. B. nur auf den
Anheizvorgang an sich. Die anschließende Temperaturregelung kann nicht mehr Bestandteil
der Optimierung sein.
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Bild 4.9: Programmorganisation bei bekannter Steuerfunktion
4.7. Nebenbedingungen
Die Nebenbedingungen Gl.(4.2) der Optimierung ergeben sich aus der zeitlichen Vorgabe
von Sollwerten für die Regelgröße oder durch die Beschränkung von Prozeßgrößen, die von
der eigentlichen Stellgröße abhängen und einen bestimmten Grenzwert nicht überschrei-
ten dürfen. Die Restriktionen im Anfangs- und Endzeitpunkt des Optimierungsintervalls sind
gleichzeitig Randbedingungen des Optimierungsproblems.
Die zeitliche Diskretisierung der Funktion g(u(t)) erfolgt entsprechend der Optimierungs-
schrittweite, da nur so eine direkte Beeinflussung der entsprechenden Funktionswerte mög-
lich ist. Für den Fall, daß die Simulationsschrittweite und die Optimierungsschrittweite nicht
identisch sind, ist die Einhaltung der Nebenbedingungen zwischen den Optimierungsschrit-
ten nicht gewährleistet, da die lineare Interpolation zwischen den optimalen Stützstellen
(Bild 4.7) nur eine Näherung des eigentlichen optimalen Verlaufes darstellt. So erfüllt auch
ein um den Sollwert schwingender Temperaturverlauf die Nebenbedingung, solange der
Sollwert an den jeweiligen diskreten Optimierungszeitpunkten eingehalten wird.
Bei der Anwendung von Optimierungsverfahren, die die zusätzliche Angabe von Nebenbe-
dingungen nicht erlauben (Evolutionäre Algorithmen, [49]) können die in den Nebenbedin-
gungen formulierten Abweichungen von Grenzwerten ebenfalls mit Kosten belegt und bei
der Berechnung der eigentlichen Kostenfunktion berücksichtigt werden.
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4.8. Beschränkung der Stellgrößen
Bei realen Prozessen unterliegen die Stellgrößen u bestimmten Beschränkungen. So is es
z. B. nicht möglich, den Anheizvorgang durch eine unendlich große Energiezufuhr in einem
beliebig kurzen Zeitintervall abzuschließen. Die Beschränkungen der Stellgrößen beeinflus-
sen natürlich auch die Lage des gesuchten Optimums.
Für vorgegebene untere und obere Beschränkungen umin und umax sind die Nebenbedin-
gungen Gl.(4.2) zu erweitern:
umin − (u + d) ≤ 0 (4.30)
(u + d)− umax ≤ 0 (4.31)
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5.1. Intermittierendes Heizen
5.1.1. Allgemeine Betrachtungen
Das intermittierende Heizen ist eine, hauptsächlich durch das Nutzerverhalten begründete,
zeitweise unterbrochene Wärmezufuhr. Für die Durchführung eines solchen Heizbetriebes
sind die Ein- und Ausschaltzeiten der Heizungsanlage sowie die Art des Anlagenbetriebes
außerhalb der Nutzungszeiten zu bestimmen.
Die Qualität des unterbrochenen Anlagenbetriebes hängt dabei von den folgenden Faktoren
ab:
- Bauweise des Gebäudes
Die Temperaturverläufe während der Absenk- und der Aufheizphase werden sowohl
vom Speicherverhalten als auch den stationären Eigenschaften des Baukörpers be-
einflußt. Besteht die Gefahr der Taupunktunterschreitung, ist die Durchführung eines
Stützbetriebes zum Halten einer Mindesttemperatur erforderlich.
- Störgrößen
Neben den durch äußere Einflüsse (Temperatur, solare Einstrahlung, Wind usw.) ver-
ursachten Störeinwirkungen ist vor allem das Verhalten der Raumnutzer von Bedeu-
tung. Im Wohnbereich ist letztendlich das Komfortempfinden des Menschen der Maß-
stab für die Durchführbarkeit der (theoretisch) ermittelten Betriebsarten.
- Dauer der Unterbrechung
Der Anheizvorgang muß auf die Dauer des unterbrochenen Betriebes abgestimmt
sein. Mit steigender Unterbrechungsdauer (Wochentag, Feiertag, Wochenende) kommt
es zu einer stärkeren Auskühlung des zu beheizenden Gebäudes. Dieses wirkt sich
auf die erforderliche Anheizzeit bzw. Heizleistung aus.
- Anlagenleistung
Der Anheizvorgang vor Beginn der Nutzungszeit erfordert eine Leistungsspitze und
muß demzufolge auf die maximale Leistung der einzelnen Anlagenkomponenten ab-
gestimmt sein. Je kleiner die verfügbare Leistung der Anlage, desto länger ist die erfor-
derliche Anheizzeit. Die über die zur Deckung der Wärmeverluste hinaus vorhandene
Anlagenleistung wird als Leistungsreserve bezeichnet.
- Art des Heizsystems
Die Heizsysteme (z. B. Elektroheizung, PWWH, Luftheizung) unterscheiden sich in ih-
ren Wärmetransport- und Übergabemechanismen sowie den jeweiligen System- und
Steuergrößen. Diese Unterschiede wirken sich auf die optimale Steuerfunktion beim
instationären Betrieb aus.
- Kostenfunktion
Ziel der Optimierung ist die Minimierung (Maximierung) einer Funktion, die sich aus
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dem bewerteten zeitlichen Verlauf der Steuergrößen berechnen läßt, Gl. (4.1). In Ab-
hängigkeit von der Wahl der Bewertungsgröße (Energieverbrauch, Kosten) kann sich
eine Änderung der Betriebsweise der Anlage ergeben.
5.1.2. Erste Ansätze
Die Problematik des intermittierenden Betreibens von Heizungsanlagen und die damit er-
reichbare Reduzierung des Energiebedarfes wird hauptsächlich seit dem Beginn der Ener-
giekrise Anfang der siebziger Jahre behandelt. Mit Hilfe einfacher Simulationsrechnungen
ließen sich zunächst Aussagen zum Raumtemperaturverlauf und dem Einsparpotential bei
intermittierendem Heizbetrieb ableiten [32], [35], [44]. In [15] sind Untersuchungen zur Be-
stimmung eines Anheizfaktors, der eine Kenngröße für die während des Aufheizvorganges
zur Verfügung stehende Leistungsreserve ist, zu finden. Auf die Bedeutung des Anheizfak-
tors wird im Abschnitt 5.1.4 eingegangen.
Neben detaillierten Untersuchungen hinsichtlich des Gebäudeeinflusses [8], [67] sind so-
wohl allgemeinen Betrachtungen angestellt [6], [10], [33] als auch regelungs- und gerä-
tetechnische Lösungen [5], [41], [48], [61] vorgestellt worden. Von besonderem Interesse
sind die Arbeiten zur Darstellung einfacher Näherungsverfahren und allgemeiner Lösungs-
möglichkeiten bei der Bestimmung optimaler Betriebsweisen [21], [23], [36], [84], da mit
entsprechenden Berechnungsansätzen eine schnelle Abschätzung möglicher Einsparpo-
tentiale erfolgen kann. Im Abschnitt 5.1.8 finden sich Vergleiche mit dem hier vorgestellten
Optimierungsverfahren, so daß sich Aussagen zur Genauigkeit der Näherungslösungen ab-
leiten lassen.
Das aus diesen Ansätzen heraus bekannte Prinzip für einen gegenüber dem durchgehen-
den Betrieb energieoptimalen zeitlichen Verlauf des dem Raum zuzuführenden Wärmestro-
mes zeigt Bild 5.1. Das spätestmögliche Einschalten der Heizungsanlage bei gleichzeitig
maximaler Wärmezufuhr bis zum Beginn der Nutzungszeit [19] sichert einen minimalen
Energiebedarf. Auf den Einfluß des Schnellaufheizens wird im Abschnitt 5.1.7 näher ein-
Bild 5.1: Energieoptimale Wärmezufuhr bei unterbrochenem Heizbetrieb
gegangen. Hinsichtlich der Wahl des Einschaltpunktes der Heizungsanlage bieten sich die
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beiden folgenden Möglichkeiten an:
- Feste Schaltzeiten
Die Einschalt- und Ausschaltzeiten der Anlage sind fest vorgegeben. In Abhängigkeit
von den Randbedingungen wird der Sollwert der Regelgröße zum gewünschten Zeit-
punkt häufig entweder noch nicht erreicht oder überschritten. Das führt in dem einen
Fall zu Komforteinbußen, im anderen Fall zu einem gegenüber den tatsächlichen Erfor-
dernissen überhöhten Energieaufwand. Das Problem bei der Wahl fester Schaltpunkte
wird deutlich, wenn man berücksichtigt, daß die durchschnittliche Anheizzeit nur etwa
40 % der maximalen Anheizdauer beträgt [5].
- Variable Schaltzeiten
Die Schaltzeiten der Anlage werden selbsttätig an die Dynamik des Gebäudes ange-
paßt. Dieses ist z. B. mit Hilfe von Gradientenverfahren [61] möglich. Dabei berechnet
sich die erforderliche Anheizzeit aus der Temperaturdifferenz zwischen der gewünsch-
ten Komforttemperatur während der Nutzungszeit und der entsprechenden Temperatur
zu Beginn des Aufheizens sowie einem Temperaturgradienten G, Gl.(5.1).
tA = GEin(ϑK − ϑRA) (5.1)
mit
GEin Temperaturgradient in h/K
ϑK Komforttemperatur in ◦C
ϑRA Raumtemperatur bei Aufheizbeginn in ◦C
tA Anheizzeit in h
Der Temperaturgradient für den Einschaltvorgang GEin ist als Kennfeld in Abhängigkeit
geeigneter Temperaturgrößen (Außentemperatur, Raumlufttemperatur, Wandoberflä-
chentemperatur) darstellbar, Bild 5.2. Entsprechend der gemessenen Temperaturver-
läufe erfolgt eine Adaption des Kennfeldes. Viele marktgängige Raumtemperaturregler
bieten eine diesem Prinzip entsprechende sogenannte „Optimierungs“-Funktion.
Die Einhaltung der gewünschten Komfortbedingungen zu Beginn der Nutzungszeit
kann nur für periodische Nutzungsfälle gewährleistet werden. Bei langen Unterbre-
chungszeiten, einer sich ändernden Unterbrechungsdauer sowie plötzlichen Lastwech-
seln ist ein entsprechend einfacher Ansatz nicht mehr praktikabel.
5.1.3. Modellbeschreibung
Gegenstand der Untersuchungen bilden die drei im Abschnitt 3.4 beschriebenen Raum-
typen. Anhand eines sich periodisch wiederholenden Tagesverlaufs der Raumtemperatur
entsprechend Bild 5.3 sollen mit Hilfe des beschriebenen Optimierungsverfahrens die Ko-
sten für die Raumheizung bei Durchführung eines intermittierenden Heizbetriebes minimiert
werden.
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Bild 5.2: Gradientenfeld
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Bild 5.3: Sollwertprofil für intermittierenden Heizbetrieb
Der Temperatursollwert während der Nutzungszeit ist auf 22 ◦C festgelegt. Für die Nichtnut-
zungszeit (Nutzungspause) ergibt sich eine Zeitdauer von 10 h. Innerhalb dieser Zeit wird
die Raumtemperatur nicht begrenzt.
Die Raumheizung ist nun so zu betreiben, daß das vorgegebene Optimierungskriterium ei-
nes minimalen Heizenergiebedarfes erfüllt wird. Dazu wird eine entsprechende Kostenfunk-
tion Gl.(5.2) formuliert
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K = f(u(t))
=
tE∫
t0
p(t)Q̇(t)dt =
N∑
k=0
pkQ̇k∆T .
(5.2)
Die Stellgröße ist der dem Raum zuzuführende Wärmestrom Q̇(t). Es ist damit der zeitliche
Verlauf des an die Raumluft abzugebenden Wärmestromes zu optimieren. Bei einem kon-
stanten spezifischen Preis p(t) = const handelt es sich um ein rein wärmetechnisches Opti-
mierungsproblem, so daß in diesem Fall die Steuerfunktion, die minimale Kosten verursacht,
gleichzeitig auch den minimalen Energieverbrauch sichert. Die Kostenfunktion Gl.(5.2) ist
eine konvexe Funktionen. Die zugehörige Hessematrix ist eine Nullmatrix und damit nicht-
negativ. Das zu bestimmende Optimum ist deshalb in jedem Fall ein globales Optimum.
Aus der Forderung nach Einhaltung der Raumtemperatursollwerte während der Nutzungs-
zeit lassen sich auch die Nebenbedingungen der Optimierung, Gl.(5.3) ableiten.
g(uk) = ϑsoll,k − ϑist(uk) ≤ 0 (5.3)
Die Funktion der Nebenbedingungen Gl.(5.3) ist eine monoton fallende, nichtkonvexe Funk-
tion. Je größer der während des Aufheizvorganges in den Raum eingebrachte Wärmestrom
Q̇(t) zum Zeitpunkt t > t0, desto kleiner ist der zugehörige Funktionswert g. Die Raumtem-
peratur nähert sich also so weit wie möglich dem vorgegebenen Sollwert an.
Die Einhaltung der Nebenbedingung wird wahlweise hinsichtlich der Raumlufttemperatur
als auch der Empfindungstemperatur geprüft. Die Empfindungstemperatur errechnet sich
vereinfachend zu gleichen Teilen aus der Lufttemperatur und der mittleren Temperatur der
umgebenden Flächen, Gl. (5.4).
ϑe = 0.5ϑL + 0.5
∑
ϑs,iAi∑
Ai
(5.4)
Für die in den folgenden Abschnitten dargestellten Untersuchungen zum optimalen Betrieb
sind jeweils die Größen
- Heizenergieeinsparung,
- erforderliche Anheizzeit und
- minimale Raumlufttemperatur (Temperatur bei Anheizbeginn)
angegeben.
Der Einfluß
- der verfügbaren Anlagenleistung,
- der Dauer der Unterbrechung sowie
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- der Absenktemperatur
auf die durch eine unterbrochene Fahrweise der Heizungsanlage erreichbaren Einsparun-
gen sollen untersucht werden. Die Einsparungen sind in Relation zum durchgehenden An-
lagenbetrieb zu setzen.
Es werden im folgenden die Ergebnisse sowohl für den Auslegungsfall bei einer konstanten
Außenlufttemperatur ϑa = −15 ◦C als auch den Teillastfall bei ϑa = +5 ◦C dargestellt. Die
Außenlufttemperatur für den Teillastfall läßt sich aus der für Deutschland geltenden mittleren
Gradtagszahl Gz,m = 4071 d ·K ermitteln. Bei einer Anzahl von N = 265 d Heiztagen ergibt
sich mit Gl. (5.5) eine mittlere Temperatur von 4.6 ◦C.
ϑa,m = 20 ◦C−
4071 d ·K
N
(5.5)
5.1.4. Einfluß der Anlagenleistung
Die maximale Anlagenleistung Q̇max ist das entscheidende Kriterium für die Durchführ-
barkeit eines intermittierenden Anlagenbetriebes. Da während des Anheizvorgangs ein zu-
sätzlicher Wärmebedarf für das Aufladen der wärmespeichernden Gebäudemasse besteht,
schafft erst das Vorhandensein einer Leistungsreserve die Voraussetzung für eine Unterbre-
chung des Heizbetriebes außerhalb der Nutzungszeit. Das normierte Leistungsverhältnis ζL,
vielfach unter dem Begriff Anheizfaktor verwendet, stellt die verfügbare Leistung bezogen
auf den Normwärmebedarf Q̇N dar, Gl.(5.6).
ζL =
Q̇max
Q̇N
(5.6)
Der Normwärmebedarf ist die zur Aufrechterhaltung der Raumtemperatur im stationären
Auslegungsfall benötigte Wärmeleistung. Solare und innere Wärmegewinne werden bei sei-
ner Bestimmung nicht berücksichtigt. Sind die Anlage oder einzelne Komponenten nicht
überdimensioniert (ζL = 1), so ergibt sich eine Leistungsreserve lediglich im Teillastfall in-
folge der geringeren Anlagenbelastung. Ist eine Leistungsreserve nicht gegeben, ist nur ein
durchgehender Betrieb möglich.
Elektrische Heizung Die Wärmeabgabe erfolgte rein konvektiv und ohne Verzögerung.
Es handelt sich in diesem Sinne um ein ideales Heizsystem. Die berechneten Heizenergie-
einsparungen sind nur in diesem Idealfall erreichbare Werte.
Das Leistungsverhältnis wird in einem Bereich ζL = 1 . . . 2.5 variiert. In den Bildern 5.4 bis
5.6 sind die entsprechenden Ergebnisse einer optimalen Steuerung der Raumlufttempera-
tur dargestellt. Weitere Ergebnisse, z. B. für die Steuerung der Empfindungstemperatur oder
abweichende Luftwechsel sind im Anhang B.1 zu finden.
Wie sich zeigt, führt eine Unterbrechung der Beheizung theoretisch in jedem Fall zu einer
Energieeinsparung im Vergleich zum durchgehenden Betrieb. Größere verfügbare Anheiz-
leistungen ermöglichen die Verkürzung der erforderliche Anheizzeit. Das führt zu tieferen
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Bild 5.4: Kenngrößen des intermittierenden Heizens; NEH, leichte Bau-
weise; Regelgröße Lufttemperatur, λ = 0 h−1
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Bild 5.5: Kenngrößen des intermittierenden Heizens; NEH, schwere
Bauweise; Regelgröße Lufttemperatur, λ = 0 h−1 (Legende
siehe Bild 5.4)
Raumtemperaturen bei Anheizbeginn und steigenden Heizenergieeinsparungen. Je stärker
die Anlagenbelastung, desto geringer ist die Leistungsreserve, aber um so größer deren
Einfluß auf die untersuchten Größen Anheizzeit, Einsparung und Raumtemperatur. Dage-
gen sind aufgrund der je nach Baukörper und Unterbrechungsdauer begrenzten Raumaus-
kühlung die Einsparungen im Teillastfall bzw. bei großen Leistungsreserven nahezu kon-
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Bild 5.6: Kenngrößen des intermittierenden Heizens; Altbau; Regelgrö-
ße Lufttemperatur, λ = 0h−1 (Legende siehe Bild 5.4)
stant und unabhängig von der maximalen Heizleistung. Aus den Darstellungen der Bilder
5.4 bis 5.6 ist gut das unterschiedliche thermische Verhalten der Baukörper zu erkennen.
Während bei den Räumen schwerer Bauart die Auskühlung infolge des größeren Speicher-
vermögens der Umfassungskonstruktion durch ein ausgeprägtes „Abknicken“ des Lufttem-
peraturverlaufes gekennzeichnet ist, weist die Raumlufttemperatur bei leichter Bauweise
einen gleichmäßigeren Verlauf auf. Der Raum leichter Bauweise ermöglicht gegenüber ei-
nem schweren Baukörper gleicher Nennheizlast höhere Heizenergieeinsparungen, trotz der
tieferen Temperaturen bei Anheizbeginn [44]. Die Heizkosteneinsparungen bei Steuerung
der Empfindungstemperatur sind etwa 1 − 2 % geringer als bei Steuerung der Lufttempera-
tur. Betrachtet man die Außenlufttemperatur von 5 ◦C als ein für die Heizperiode mittleren
Einsparung in %
Raumtyp Lufttemperatur Empfindungstemperatur
λ = 0h−1 λ = 1h−1 λ = 0h−1 λ = 1h−1
NEH, schwer 4 9 2.5 6
NEH, leicht 5.5 13 4.5 10
Altbau 7.5 12 5 8
Tabelle 5.1: Einsparmöglichkeit bei unterbrochenem Betrieb; (Nichtnutzungs-
zeit 10 h, Anheizfaktor ζL = 1.3); ϑa = 5 ◦C
Wert, so lassen sich die bei unterbrochenem Heizbetrieb unter den gegebenen Bedingun-
gen jährlich erreichbaren Heizenergieeinsparungen quantifizieren. Einen Überblick bietet die
Tabelle 5.1.
Die eingeschränkte Aussagefähigkeit relativer Einsparungen resultiert aus den sich mit dem
Belastungsgrad der Anlage verändernden absoluten Energiebedarfswerten. Werden, wie in
[21] vorgeschlagen, die relativen Einsparungen auf die maximale Wärmeleistung in Abhän-
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gigkeit vom Belastungsgrad bezogen, ergeben sich die im Bild 5.7 dargestellten Verläufe.
Die Effektivität des unterbrochenen bzw. eingeschränkten Heizbetriebes verlagert sich somit
bei steigender Unterbrechungsdauer in Richtung mittlerer Lastbereiche. Die relativ großen
Heizenergieeinsparungen bei sehr kleinen Belastungsgraden lassen sich in Bezug auf den
lastabhängigen absoluten Heizenergiebedarf nahezu vernachlässigen.
∆
Bild 5.7: Relative Einsparung bezogen auf maximale Wärmeleistung in Abhän-
gigkeit vom Belastungsgrad; schwere Bauweise (markierte Linien: mit
Schnellaufheizen, durchgezogene Linien: ohne Schnellaufheizen)
Wasserheizung Der zeitliche Verlauf des Wärmestromes auf der Erzeugerseite soll durch
Vorgabe von Vorlauftemperatur und Wassermassestrom optimiert werden, so daß die Ko-
stenfunktion Gl.(5.2) minimal wird. Der resultierende Wärmestrom zum Zeitschritt k berech-
net sich dabei entsprechend Gl.(5.7).
Q̇k = ṁW,kcp(ϑV − ϑR)k (5.7)
Da auch die Rücklauftemperatur ϑR ein von den beiden Stellgrößen Massestrom und Vor-
lauftemperatur abhängiger Wert ist, ergibt sich für die Kostenfunktion ein stark nichtlineares
Optimierungsproblem, dessen Lösung einen erhöhten Rechenaufwand erfordert.
Eine örtliche Regelung der Wärmeabgabe, z. B. durch den Einsatz eines Thermostatven-
tils, erfolgt nicht, da dieses einen die Steuerung überlagernden Eingriff darstellen würde.
Wenn demzufolge von einem konstanten Wassermassestrom ausgegangen werden kann,
reduziert sich das Optimierungsproblem auf die Bestimmung eines optimalen Vorlauftem-
peraturverlaufes. Die Vorlauftemperatur ist auf eine maximal zulässige Temperatur ϑV,max
begrenzt.
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Die elektrische Antriebsenergie der Umwälzpumpe sowie die Wärmeverluste von Rohrlei-
tungen und des Kessels werden bei der Berechnung dieser Kostenfunktion nicht berück-
sichtigt.
Negative Wärmeströme, die sich rechnerisch bei einem schnellen Absinken der Vorlauf-
temperatur und der damit verbundenen negativen Temperaturspreizung zwischen Vorlauf-
und Rücklauftemperatur ergeben könnten, führen praktisch zu keiner Kostenreduktion. Eine
einfache Minimalbegrenzung
Q̇k = max(Q̇k, 0) (5.8)
des Wärmestromes hätte allerdings zu Folge, daß die für die Durchführung des Optimie-
rungsalgorithmus erforderliche Berechnung der Gradienten, Gl.(4.16), einen Nullvektor lie-
fern würde. Es ist daher besser, negative Wärmeströme am Heizungskessels mit Hilfe der
Nebenbedingung auszuschließen. Entsprechend der Definition Gl.(4.2) ergibt sich die For-
mulierung
gk,1 = −Q̇k . (5.9)
Die für den Auslegungsfall ϑa = −15 ◦C für einen Raum schwerer Bauweise berechneten
optimalen Verläufe von Vorlauftemperatur, Wärmeabgabe im Raum und Wärmeabgabe des
Heizkessels zeigt Bild 5.8. Die Leistungsreserve beträgt 30%. Das Nutzungsprofil entspricht
der Darstellung im Bild 5.3.
Bild 5.8: Wärmeströme und Vorlauftemperatur der Warmwasserheizung, NEH,
schwere Bauweise, Kesselleistung unbegrenzt
Mit der Einführung einer begrenzten Kesselleistung Q̇K,max muß eine weitere Nebenbedin-
gung der Optimierung, Gl.(5.10), formuliert werden.
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gk,2 = Q̇k − Q̇K,max (5.10)
Wie sich die Begrenzung der Kesselleistung auf den Verlauf der Vorlauftemperatur auswirkt
zeigt Bild 5.9. Der Anheizvorgang verzögert sich aufgrund der begrenzten Anlagenleistung.
Bild 5.9: Wärmeströme und Vorlauftemperatur der Warmwasserhei-
zung, NEH, schwere Bauweise, Kesselleistung begrenzt
Anhand dieser Darstellung wird auch klar, daß die maximale Leistungsfähigkeit der gesam-
ten Anlage aus der kleinsten Maximalleistung einer der drei Vorgänge Wärmeerzeugung,
Wärmetransport und Wärmeübergabe an die Raumluft [86] resultiert. Eine übergroß dimen-
sionierte Heizfläche läßt sich demzufolge nur bei einer entsprechenden Leistungsfähigkeit
des Wärmeerzeugers und einer ausreichenden Transportkapazität des Leitungsnetzes nut-
zen. Die Leistungsreserve der Warmwasserheizung ist durch die Angabe von Kesselleistung
Q̇K , maximalem Wassermassestrom ṁW,max sowie der Normwärmeleistung des Heizkör-
pers Q̇HK,N festzulegen. In Abhängigkeit von dem vom Heizkörper unter veränderlichen
Betriebsbedingungen abgegebene Wärmestrom Q̇HK,B ergibt sich die maximal verfügbare
Leistungsreserve aus Gl. (5.11).
ζL =
min
(
Q̇K , ṁW,maxcp(ϑV,max − ϑR,min), Q̇HK,B
)
Q̇N
(5.11)
Luftheizung In Analogie zu der Wasserheizung sind bei der Luftheizung die zeitlichen Ver-
läufe von Zulufttemperatur und Luftvolumenstrom hinsichtlich eines minimalen Heizenergie-
bedarfes zu bestimmen. Unter der Annahme eines konstanten Luftvolumenstromes können
die Antriebskosten der Ventilatoren, die einen im Vergleich zu den Betriebskosten der Um-
wälzpumpen in der Warmwasserheizung nicht unerheblichen Kostenanteil verursachen, bei
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der Berechnung der Kostenfunktion unberücksichtigt bleiben. Es wird so ein ausschließlich
wärmetechnisches Optimum berechnet. Dabei, so wird für das folgende Beispiel vereinbart,
darf die Zulufttemperatur einen oberen Grenzwert von ϑZU,max = 26 ◦C nicht überschreiten.
Außerdem ist durch die maximale Heizleistung des Lufterhitzers nur ein begrenzter Tempe-
raturanstieg im Zuluftkanal realisierbar. Die Leistung des Lufterhitzers wird hier auf maximal
1 kW begrenzt. Damit ergeben sich die beiden Nebenbedingung Gln.(5.12) und (5.13).
gk,1 = ϑZU,k − 26 ◦C (5.12)
gk,2 = Q̇L,k − Q̇Erh,max
= ṁL,kcp(ϑZU − ϑA)k − 1 kW (5.13)
Die Ansaugtemperatur ϑA läßt sich mit Kenntnis der Außenluftanteils und der Außenlufttem-
peratur bestimmen. Bei reinem Umluftbetrieb sind Ansaugtemperatur und Raumlufttempe-
ratur identisch. Die Außenlufttemperatur betrage konstant −15 ◦C.
Die für eine energiebedarfsoptimale Steuerung der Raumlufttemperatur berechneten zeitli-
chen Verläufe von Lufterhitzerleistung und Zulufttemperatur sind im Bild 5.10 zusammen mit
den entsprechenden Raumtemperaturkurven dargestellt.
Bild 5.10: Wärmestrom am Lufterhitzer und Systemgrößen der Lufthei-
zung, NEH, schwere Bauweise
Es ist der für eine energieoptimale Betriebsweise charakteristische Wärmestromverlauf, der,
wie bereits mehrfach erwähnt, durch den spätestmöglichen Anheizpunkt und eine maximale
Wärmezufuhr gekennzeichnet ist, erkennbar. Aufgrund der gewähltene Nebenbedingungen
sind Wärmestrom und Zulufttemperatur aber begrenzt. Der Anheizvorgang wird dadurch
verzögert.
Die Leistungsreserve der Luftheizung ergibt sich allgemein aus Gl.(5.14) aus der zur Verfü-
gung stehenden Erhitzerleistung Q̇Erh,max und dem zulässigen Grenzwerten des Luftvolu-
menstrom ṁL,max bzw. den zugehörigen Systemtemperaturen.
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ζL =
min
(
Q̇Erh,max, ṁL,maxc(ϑZU,max − ϑA,min)
)
Q̇N
(5.14)
5.1.5. Einfluß des Nutzerverhaltens
Die Aussagen hinsichtlich Anheizdauer und Energiebedarfsreduzierung bei intermittieren-
dem Heizbetrieb, die bisher nur für den sich bei einer bestimmten konstanten Außenluft-
temperatur periodisch wiederholenden Vorgang gemacht worden sind, sollen nun für eine
vollständige Heizperiode (1. Sept. - 31. Mai) überprüft werden. Das Bild 5.11 zeigt den zeit-
lichen Verlauf der Außenlufttemperatur während der Heizperiode.
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Bild 5.11: Außenlufttemperaturverlauf während der Heizperiode
Der Mittelwert der Außentemperatur in diesem Zeitraum beträgt 5.1 ◦C. Der Heizenergiebe-
darf während der Heizperiode bei durchgehender Beheizung und einer Solltemperatur von
22 ◦C wurde mit Hilfe der Simulation ermittelt. Dabei sind solare Wärmegewinne und ein
konstanter Luftwechsel von λ = 0.5 h−1 berücksichtigt. Für die drei betrachteten Raumtypen
ergeben sich die in Tabelle 5.2 angegebenen Werte.
Neben dem täglich unterbrochenen Heizbetrieb bei einer Nutzungszeit von 7.00 − 21.00 Uhr
ensprechend dem vorgegebenen Sollwertprofil Bild 5.3 sollen zwei weitere Betriebsarten
mit längeren Unterbrechungszeiten untersucht werden. So kann in dem einen Fall während
des gesamten Wochenendes der Heizbetrieb unterbrochen werden, während anderenfalls
hierzu die Wochentage Montag bis Donnerstag zur Verfügung stehen, eine Nutzung also
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Q in kWh/Heizperiode
Raumtyp ϑL = 22 ◦C ϑE = 22 ◦C
NEH, schwer 1967 2010
NEH, leicht 1972 2016
Altbau 3162 3326
Tabelle 5.2: Heizenergiebedarf während der Heizperiode
bei durchgehender, idealer Beheizung
ausschließlich am verlängerten Wochenende erfolgt. Ein Stützbetrieb außerhalb der Nut-
zungszeiten gewährleistet die Einhaltung einer minimal zulässigen Raumtemperatur. In der
Tabelle 5.3 sind die Sollwertverläufe der jeweiligen Betriebsarten zusammenfassend darge-
stellt.
Betriebsarten Sollwertverlauf
Heizenergieeinsparungen
Steuergröße:
ϑL ϑE
Betriebsart 1
Nutzung täglich
M o D i M i D o F r S a S o
NEH,schwer 6.8 % 5.0 %
NEH,leicht 9.5 % 8.6 %
Altbau 10.2 % 7.2 %
Betriebsart 2
Nutzung Mo-Fr
M o D i M i D o F r S a S o
NEH,schwer 12.0 % 8.8 %
NEH,leicht 18.1 % 17.3 %
Altbau 17.3 % 12.7 %
Betriebsart 3
Nutzung Fr-So
M o D i M i D o F r S a S o
NEH,schwer 19.5 % 15.3 %
NEH,leicht 27.4 % 26.8 %
Altbau 25.9 % 21.3 %
Tabelle 5.3: Darstellung der untersuchten Betriebsarten bei unterbrochenem Heizbetrieb. (Einspa-
rungen für Heizperiode bei λ = 0.5 h−1; minimaler Anheizfaktor ζL = 1.3)
Die Raumheizung besitzt eine Leistungsreserve von ζL = 1.3. Es ist für jeden Anheizvor-
gang der optimale Einschaltpunkt der Wärmezufuhr zu bestimmen, der die Kostenfunktion
Gl.(5.2) minimiert.
Die bei einer optimalen Anheizzeitsteuerung für die gesamte Heizperiode gegenüber ei-
ner durchgängigen Beheizung erreichte Reduzierung des Heizenergiebedarfes ist eben-
falls in Tabelle 5.3 aufgeführt. Die Heizenergieeinsparungen, die sich bei der Betriebsart
1, d. h. täglich unterbrochener Heizbetrieb, ergeben, stimmen gut mit den Ergebnissen der
vorhergehenden Untersuchungen des optimalen Betriebes bei konstanten Außenbedingun-
gen überein. Betrachtet man die in den Bildern 5.4 bis 5.6 (λ = 0 h−1) bzw. B.4 bis B.6
(λ = 1h−1) dargestellten möglichen Einsparungen bei Steuergröße Lufttemperatur, ζL = 1.3
und ϑa = 5 ◦C, die mittlere Außenlufttemperatur während der Heizperiode beträgt 5.1 ◦C, so
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ergeben sich im Mittel die Werte der Tabelle 5.3 (λ = 0.5 h−1). Dasselbe gilt bei Steuerung
der Empfindungstemperatur (Bilder B.1 bis B.3 und B.7 bis B.9).
Für die praktische Umsetzung einer optimalen Anheizsteuerung muß die erforderliche An-
heizzeit im Voraus ermittelt werden können. Ausgehend vom bekannten Nutzungsbeginn
läßt sich dann rückwärtsrechnend der optimale Zeitpunkt für das Anheizen bestimmen. Die
für die Berechnung der Anheizzeit erforderlichen Algorithmen sollen dabei einerseits mög-
lichst einfach sein, um die Zahl der erforderlichen Eingangsgrößen und den damit verbun-
denen Aufwand zur Informationsbeschaffung und Berechnung zu minimieren andererseits
aber eine zuverlässige Vorhersage ermöglichen können. Naheliegend ist in diesem Fall ein
funktioneller Zusammenhang zwischen der den äußeren thermischen Einfluß charakteri-
sierenden mittleren Außenlufttemperatur eines bestimmten, zeitlich zurückliegenden Inter-
valles und der Anheizzeit. Aufgrund der Zuordnung zu einer mittleren Außenlufttemperatur
wird eine zu starke Streuung der einzelnen Funktionswerte vermieden. Mit Hilfe eines Po-
lynomansatzes wird versucht, den Verlauf der Wertepaarungen zu approximieren. In den
Bildern 5.12 bis 5.14 sind die entsprechenden Zusammenhänge für den Baukörper schwe-
rer Bauweise dargestellt. Für den in Leichtbauweise errichteten Raum bzw. Altbau sind die
zugehörigen Verläufe den Bildern B.10 bis B.15 zu entnehmen.
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Bild 5.12: Zusammenhang zwischen Anheizdauer und Mittel der Außen-
lufttemperatur bei Anheizbeginn, NEH schwer, Betriebsart 1
Wie sich zeigt, ist eine approximative Berechnung der voraussichtlichen Anheizzeit bei un-
terbrochenem Betrieb aus dem gemittelten, zeitlich zurückliegenden Außenlufttemperatur-
verlauf bei dem Gebäude leichter Bauart für jede der drei Betriebsarten, bei den Räumen
masssiver Bauart (NEH schwer bzw. Altbau) nur für den periodischen Betrieb zuverlässig
möglich. Die Vorhersagegenauigkeit nimmt allgemein mit steigendem Belastungsgrad ab.
Aufgrund der geringen thermischen Speichereffekte der Gebäudekonstruktion besteht im
Leichtbau ein unnmittelbarer Zusammenhang zwischen dem Verlustwärmestrom über die
äußere Gebäudehülle und der zum Anheizen erforderlichen Zeit. Beim Altbau wird der Ein-
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Bild 5.13: Zusammenhang zwischen Anheizdauer und Mittel der Außen-
lufttemperatur bei Anheizbeginn, NEH schwer, Betriebsart 2
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Bild 5.14: Zusammenhang zwischen Anheizdauer und Mittel der Außen-
lufttemperatur bei Anheizbeginn, NEH schwer, Betriebsart 3
fluß der größeren Speichermassen nur zum Teil durch die größeren Wärmeverluste kompen-
siert. Beim Niedrigenergiehaus schwerer Bauweise, gekennzeichnet durch eine große spei-
cherfähige Bauwerksmasse bei gleichzeitig kleinem Wärmeverlust über die Gebäudehülle,
ist kein eindeutiger Zusammenhang zwischen dem Außentemperaturverlauf und der An-
heizzeit nach einer Unterbrechung der Beheizung mehr zu erkennen. Vor allem bei län-
geren Unterbrechungszeiten streuen die einzelnen Funktionswerte sehr stark, womit eine
Vorhersage der Anheizzeit allein aus der Kenntnis des mittleren Außentemperaturverlaufes
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Bild 5.15: Zusammenhang zwischen Anheizdauer und Raumlufttempe-
ratur bei Anheizbeginn, NEH leicht, Betriebsart 3
mit einem entsprechend großem Fehler behaftet ist. Hier muß ein anderer Zusammenhang
gefunden werden (vgl. Abschnitt 5.1.7).
Auch die Bestimmung der Anheizzeit anhand des Raumtemperaturverlaufes ist nur mög-
lich, solange, vor allem bei längeren Unterbrechungszeiten, die Raumtemperatur den durch
einen Stützbetrieb einzuhaltenden minimalen Temperaturwert noch nicht erreicht hat. Wie
sich aus den Bildern 5.15 und B.16 bis B.23 entnehmen läßt, ist dann eine eindeutige Vorher-
sage der erforderlichen Anheizzeit nicht mehr möglich, da einer Raumtemperatur mehrere
Anheizzeiten zugeordnet werden.
5.1.6. Unterbrechungsdauer und Absenktemperatur
Eine weitere Größe, die den unterbrochenen Heizbetrieb maßgeblich beeinflußt, ist die Zeit-
dauer der Unterbrechung. Sie ergibt sich aus der Nichtnutzungszeit abzüglich der erforder-
lichen Anheizzeit. Während die Dauer der Nichtnutzungszeit in der Regel bekannt ist, hängt
die Anheizzeit von den konkreten Betriebsbedingungen ab. Aus diesem Grund wird hier das
sogenannte Nutzungszeitverhältnis ∆tN eingeführt. Es ist definiert als das Verhältnis der
bekannten Gößen Nichtnutzungsdauer und Nutzungsdauer, Gl.(5.15).
∆tN =
∆tNichtnutzung
∆tNutzung
(5.15)
Ein Nutzungszeitverhältnis von 2 bedeutet demzufolge, daß die Nichtnutzungsdauer doppelt
so lang ist wie die Nutzungsdauer.
Bei den folgenden Untersuchungen, mit denen der Einfluß der Unterbrechungsdauer auf die
Reduzierung des Heizenergiebedarfes bestimmt werden soll, wird hinsichtlich der Nutzungs-
profile zwischen einem sich periodisch wiederholenden Tages- und einem Wochenprofil un-
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terschieden, die beide durch eine einmalige Unterbrechung der Raumheizung gekennzeich-
net sind. Es ergeben sich somit bei gleichem Nutzungszeitverhältnis unterschiedliche Nicht-
nutzungszeiten, die für eine Unterbrechung der Raumheizung zur Verfügung stehen. Bei ei-
nem Tagesprofil entspricht ∆tN = 2 beispielsweise einer Nichtnutzungszeit von 16 h und bei
einem Wochenprofil einer Nichtnutzungzeit von 4 Tagen und 17 h. Die Absenktemperatur ist
unbegrenzt, d. h. es wird von einer maximalen Aukühlung des Raumes bei ausgeschalteter
Heizung, ungeachtet möglicher bauphysikalisch kritischer Luftzustände, ausgegangen. Die
Ergebnisse basieren auf Optimierungsrechnungen, die für eine Leistungsreserve ζL = 1.3
durchgeführt wurden.
In den beiden Abbildungen 5.16 und 5.17 sind die relativen Heizenergieeinsparungen bei
unterbrochener Raumheizung bezogen auf den durchgehenden Heizbetrieb jeweils in Ab-
hängigkeit vom Nutzungszeitverhältnis dargestellt. Es ist zu erkennen, daß mit steigender
∆
Bild 5.16: Energieeinsparung, Lufttemperatur, Tagprofil (Linien durchge-
zogen ϑa = 5 ◦C; Linien gestrichelt ϑa = −15 ◦C)
Dauer der Nichtnutzungszeit die möglichen Einsparungen zunehmen. Die sehr hohen Ein-
sparungswerte lassen sich nur unter der Voraussetzung einer bei unterbrochenem Betrieb
unbegrenzt absenkbaren Raumtemperatur erreichen. Im Allgemeinen darf die Raumtempe-
ratur aus bauphysikalischen Gründen (Tauwasserschutz, Schimmelbildung), einen bestimm-
ten Mindestwert aber nicht unterschreiten. Deshalb ist bei Erreichen des unteren Tempera-
tursollwertes ein sogenannter Stütz- oder Haltebetrieb notwendig. Bei praktikablen Tem-
peraturdifferenzen zwischen 3 . . . 7 K während der Absenkphase lassen sich nur geringere
Einsparungen beim intermittierenden Heizbetrieb erzielen, wie sie in den Bildern 5.18 bis
5.20 beispielhaft für das Wochen-Nutzungsprofil dargestellt sind.
Bei der Aufteilung einer Gesamtunterbrechungsdauer auf mehrere Betriebspausen werden
die möglichen Einsparungen kleiner.
Die Bilder 5.21 und 5.22 zeigen als relative Anheizzeit das Verhältnis von Anheizdauer und
Nichtnutzungszeit wiederum in Abhängigkeit vom Nutzungszeitverhältnis.
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∆
Bild 5.17: Energieeinsparung, Lufttemperatur, Wochenprofil (Le-
gende siehe Bild 5.16)
∆
Bild 5.18: Energieeinsparung, Lufttemperatur, Wochenprofil,
NEH-leicht (Legende siehe Bild 5.16)
Aus den Darstellungen geht hervor, daß in dem üblichen Bereich kleiner Nutzungszeitver-
hältnisse das Gebäude leichter Bauart ein höheres relatives Einsparpotential besitzt, die-
ses aber auch aufgrund der stärkeren Auskühlung des Baukörpers längere Anheizzeiten
erfordert. Demgegenüber kommt es bei extrem langen Unterbrechungszeiten zu einer an-
nähernd gleichen Auskühlung aller Baukörper, was schließlich bei Gebäuden mit großen
Speichermassen zu einer längeren Anheizzeit führt.
Entsprechende Darstellungen für die Steuergröße Empfindungstemperatur sind in den Bil-
dern B.24 bis B.27 zu finden.
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∆
Bild 5.19: Energieeinsparung, Lufttemperatur, Wochenprofil,
NEH-schwer (Legende siehe Bild 5.16)
∆
Bild 5.20: Energieeinsparung, Lufttemperatur, Wochenprofil, Alt-
bau (Legende siehe Bild 5.16)
5.1.7. Schnellaufheizen
Schnellaufheizen ist das Aufheizen mit der maximalen anstelle einer dem Belastungsgrad
entsprechend, z. B. in Abhängigkeit der Außentemperatur, vorgeregelten Anlagenleistung.
Aus Bild 5.7 wurde bereits ersichtlich, wie sich das Schnellaufheizen auf mögliche Einspar-
effekte beim intermittierenden Heizen auswirkt. So wird deutlich, daß ohne Schnellaufheizen
die relativen Heizenergieeinsparungen mit abnehmendem Belastungsgrad ebenfalls kleiner
werden. Erst das Schnellaufheizen aber ermöglicht im Teillastfall eine Reduktion des Heiz-
energiebedarfes über den bei Vollast aufgrund der Überdimensionierung der Heizungsanla-
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∆
Bild 5.21: Anheizzeit, Lufttemperatur, Tagprofil (Legende siehe
Bild 5.16)
∆
Bild 5.22: Anheizzeit, Lufttemperatur, Wochenprofil(Legende sie-
he Bild 5.16)
ge möglichen Wert hinaus. Der Einfluß des Schnellaufheizens auf die Anheizzeit ist aus Bild
5.23 ersichtlich. Für den Raum schwerer Bauweise sind die optimale Anheizdauer mit und
ohne Schnellaufheizen für verschiedene Belastungsfälle berechnet worden. Die Leistungs-
reserve der Raumheizung liegt im Vollastfall bei 15%.
Es ist zu erkennen, daß die Anheizzeit ohne Schnellaufheizen einen vom Belastungsgrad
unabhängigen konstanten Wert aufweist. Wird dagegen der Anheizvorgang mit der Methode
des Schnellaufheizens durchgeführt, so sinkt die erforderliche Anheizdauer mit abnehmen-
der Anlagenbelastung sehr schnell ab.
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∆
Bild 5.23: Einfluß des Schnellaufheizens auf die Anheizdauer; schwere
Bauweise
An einem weiteren Beispiel sollen die Vorteile des Schnellaufheizens erläutert werden. Es
handelt sich hierbei um den Plenarsaal des Sächsischen Landtages, der aufgrund seiner
großflächigen Glasfassade als Raum leichter Bauweise qualifiziert werden kann. Die Behei-
zung des Saales erfolgt zu etwa gleichen Teilen über in der Fassade integrierte Heizelemen-
te sowie mittels Unterflurkonvektoren, die beide über eine Pumpen-Warmwasserheizung
versorgt werden. Die Unterflurkonvektoren besitzen keine örtlichen Regelmöglichkeiten. Bild
B.28 zeigt die Heizkurven der Konvektoren. Die Lüftungsanlage, die nach dem Prinzip der
Quellüftung funktioniert, dient während der Heizperiode hauptsächlich der Sicherung der
Luftqualität (CO2, Luftfeuchte).
Die Raumnutzung ist durch einen entsprechenden Zeitplan [2] vorgegeben und ist durch lan-
ge Stillstandszeiten gekennzeichnet. Die Wärmeversorgung außerhalb der Nutzungszeiten
erfolgt vor allem über die Fassadenheizung, so daß eine Stütztemperatur von 18 ◦C gehalten
werden kann.
Der optimale Zeitpunkt für die Inbetriebnahme der Konvektoren soll mit Hilfe des Optimie-
rungsverfahrens und der Simulation so bestimmt werden, daß mit Nutzungsbeginn eine
Raumtemperatur von 22 ◦C gerade erreicht ist. Dabei ist besonders der Einfluß des Schnel-
laufheizens zu betrachten. Das für die Optimierungsrechnungen erforderliche Simulations-
modell beruht im Wesentlichen auf den in [14] enthaltenen Vorarbeiten zur Gebäudesimula-
tion. Weiterführende Betrachtungen und energetische Analysen sind in [79] zu finden.
Im Bild 5.24 sind die für einen kostenoptimalen Anlagenbetrieb erforderlichen Anheizzeiten,
die für das Anheizen mit einer der normalen Heizkurve entsprechenden Vorlauftemperatur
berechnet worden sind, dargestellt. Es wird dabei zwischen dem ersten Tag der Nutzung
nach einer Heizungsunterbrechung und allen weiteren Nutzungstagen unterschieden, da
zunächst davon ausgegangen wird, daß sich das Anheizverhalten am ersten Tag von dem
70
5.1. Intermittierendes Heizen
aller nachfolgenden Tage unterscheidet.
Bild 5.24: Anheizzeit in Abhängigkeit der Jahreszeit; ohne Schnellauf-
heizen
Für eine Automatisierung des Anheizvorganges bei unterbrochenem Anlagenbetrieb muß
die erforderliche Anheizzeit im Voraus berechnet werden, um so im Vergleich mit der ver-
bleibenden Zeit bis zum Nutzungsbeginn den Einschaltzeitpunkt festlegen zu können.
Eine geeignete Möglichkeit der Anheizzeitberechnung bietet Gl.(5.16).
∆tH = P2ϑ2h + P1ϑh + P0 (5.16)
mit
ϑh =
N∑
i=0
(
aiϑa,0−i∆t + biϑR,0−i∆t
)
(5.17)
Dabei wird, ausgehend von den aktuellen Werten von Außen- und Raumtemperatur ϑa,0
bzw. ϑR,0 mit Hilfe der zurückliegenden zeitlichen Verläufe, die jeweils in einem bestimmten
Zeitintervall ∆t diskretisiert werden, eine Hilfsgröße ϑh berechnet, Gl.(5.17). Die Anzahl N
der dabei zu berücksichtigen Zeitschritte ist auf geeignete Weise zu bestimmen. Aus dieser
Hilfsgröße läßt sich anschließend mit dem quadratischen Ansatz die Anheizzeit ∆tH nähe-
rungsweise bestimmen. Die Koeffizienten ai und bi für die Anheizzeitberechnung am ersten
Tag nach einer längeren Unterbrechungsdauer unterscheiden sich von den Koeffizienten,
die für den zweiten und folgenden Tag verwendet werden. In den Abbildungen 5.25 und
5.26 sind die auf diese Weise approximierten Anheizzeiten für einen Betrieb ohne bzw. mit
Schnellaufheizen dargestellt. Dabei zeigt sich in beiden Fällen eine sehr gute Übereinstim-
mung zwischen den tatsächlich berechneten und den mit Hilfe o. g. Ansatzes approximierten
Anheizzeiten.
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ϑ
Bild 5.25: Approximierte Anheizzeit in Abhängigkeit einer Hilfsgröße; oh-
ne Schnellaufheizen
ϑ
Bild 5.26: Approximierte Anheizzeit in Abhängigkeit einer Hilfsgröße; mit
Schnellaufheizen
Das Schnellaufheizen führt aufgrund der verkürzten Anheizzeit zu einem weiteren Absin-
ken der Raumtemperatur. Einen Vergleich der mittleren Raumtemperaturen mit und ohne
Schnellaufheizen am ersten Tag nach einer langen Unterbrechung zeigt Bild B.29.
Die für den Betrieb der Konvektorenheizung aufzubringende Jahresheizarbeit läßt sich in
diesem Beispiel durch den Einsatz des Schnellaufheizens um 2% reduzieren, Bild 5.27. Die-
ser Wert ist relativ gering, da in dem hier betrachteten Raum mehrere Heizsysteme (Fassa-
denheizung, Konvektorenheizung) sowie eine Klimaanlage z. T. zeitgleich betrieben werden.
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Bild 5.27: Vergleich der Jahresheizarbeit Konvektoren
5.1.8. Näherungsverfahren
Die bei optimierten Betriebsunterbrechungen gegenüber einem durchgehenden Betrieb theo-
retisch erreichbaren Heizenergieeinsparungen sowie die erforderliche Anheizzeit lassen sich
mit Hilfe einfacher analytischer Rechnungen überschläglich bestimmen. Für zwei bekannte
Berechnungsmethoden sollen hier die Lösungen mit denen des vorgestellten Optimierungs-
verfahrens verglichen werden. Beide Näherungsverfahren setzen die Kenntnis der den ein-
zelnen Betriebsphasen entsprechenden Gebäudezeitkonstanten voraus.
Für einen Vergleich des in [21] aufgezeigten Berechnungsansatzes werden die für einen
Raum schwerer Bauweise mit dem numerischen Optimierungsverfahren bereits berechne-
ten relativen Einsparungen bei unterbrochenem Heizbetrieb verwendet, Bild 5.5. Da die rela-
tive Heizenergieeinsparung mit sinkendem Belastunsgrad größer, der absolute Heizwärme-
bedarf aber kleiner wird, sind die Einsparungen, entsprechend der in [21] gewählten Darstel-
lungwseise, auf die in Abhängigkeit vom Belastungsgrad veränderliche Wärmeleistung be-
zogen. Die möglichen Einsparungen berechnen sich dabei näherungsweise entsprechend
Gl.5.18.
ε =
tmax − tB − qtA(ϕ, τ)
tmax
(5.18)
Die korrigierte Anheizzeit tA wird in Abhängigkeit vom Belastungsgrad ϕ und einer Zeitkon-
stanten τ berechnet. Für das Näherungsverfahren wurde eine reduzierte Zeitkonstante von
32 h angesetzt (Tab. 3.5). Die Leistungsreserve von 15% ergibt einen Korrekturfaktor für den
maximalen Wärmestrom während des Aufheizvorganges von q = 1.15.
Wie ein Vergleich der im Bild 5.28 dargestellten Kurven zeigt, bestehen hinsichtlich der
berechneten Einsparungen nur geringe Unterschiede von maximal etwa 0.3%. Diese sind
praktisch aber ohne Relevanz.
Bei einem Raum in Leichtbauweise und Steuergröße Empfindungstemperatur läßt sich eine
noch bessere Übereinstimmung von analytischer Näherungslösung und numerischer Lö-
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Bild 5.28: Relative Einsparung bezogen auf maximale Wärmeleistung in
Abhängigkeit vom Belastungsgrad; schwere Bauweise; Regel-
größe Lufttemperatur; λ = 0 h−1
sung des Optimierungsverfahrens nachweisen, Bild 5.29. Die Zeitkonstante des Raumes
beträgt hier etwa 12 h.
Eine weitere Möglichkeit zur überschläglichen Berechnung optimaler Betriebsarten eröffnet
das Rechenverfahren der VDI3808 [84]. Der Bewertungsfaktor f , der, um einen Vergleich
mit den oben dargestellten Optimierungsergebnissen zu ermöglichen, einen Stützbetrieb
nicht berücksichtigen soll, läßt sich nach Gl.(5.19) berechnen.
f =
(ϑi,Soll − ϑa)(24 h− tE − tAG) + fÜ∆ϑAtA + fH(ϑi,Soll − ϑa)tAG
(ϑi,Soll − ϑa)24 h
(5.19)
Durch die Vorgabe der Werte
ϑi,Soll = 22 ◦C ϑa = 5 ◦C fÜ∆ϑA = 1.3 · 35 K
lassen sich in Abhängigkeit von der Dauer der Nichtnutzungszeit tE und der Gebäudezeit-
konstante τ die relativen Einsparungen (1 − f)100 % berechnen. Der Faktor fÜ entspricht
der Leistungsreserve ζL. Die Absenktemperatur ϑi,St, d. h. die Temperatur zu Beginn des
Aufheizens, ist so zu ermitteln, daß die Summe aus Absenkzeit
tS = τ
ϑi,Soll − ϑa
ϑi,St − ϑa
(5.20)
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Bild 5.29: Relative Einsparung bezogen auf maximale Wärmeleistung in
Abhängigkeit vom Belastungsgrad; leichte Bauweise; Regel-
größe Empfindungstemperatur; λ = 1h−1
und Raumaufheizzeit
tA = 0.25τ
fÜ∆ϑA − (ϑi,St − ϑa)
fÜ∆ϑA − (ϑi,Soll − ϑa)
(5.21)
der Dauer der Nichtnutzungszeit tE entspricht. Anhand der mittleren Gebäudetemperatur
nach der Raumaufheizzeit tA
ϑi,G = ϑa + fÜ∆ϑA − [fÜ∆ϑA − (ϑi,St − ϑa)]e
−
tA
τ (5.22)
berechnet sich die mittlere Gebäudeaufheizzeit nach Gl.(5.23).
tAG = τ ln
fH(ϑi,Soll − ϑa)− (ϑi,G − ϑa)
(fH − 1)(ϑi,Soll − ϑa)
(5.23)
Die Summe aus Nichtnutzungszeit tE und mittlerer Gebäudeaufheizzeit tAG darf die verfüg-
bare Betriebszeit tB nicht überschreiten, um ein vollständiges Zurückspeichern der der Um-
fassungskonstruktion entnommenen Wärme zu gewährleisten. Anderenfalls ist der Faktor
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fH für das Schnellaufheizen zu korrigieren. Die Betriebszeit für sich periodisch wiederho-
lende Vorgänge ist mit der Periodendauer identisch; bei täglich wiederkehrenden Absenk-
phasen ist tB = 24h.
Einen Vergleich zwischen den Berechnungsergebnissen des in dieser Arbeit vorgestellten
Optimierungsverfahrens und der VDI 3808 enthält die Darstellung im Bild 5.30.
λ
λ λ λλ
λ
Bild 5.30: Einsparung nach VDI3808 bei optimierter Heizungsunterbre-
chung und berechnete Einsparung für tE = 10h
Wie zu erkennen ist, weichen die für das NEH leichter Bauweise mit dem Optimierungs-
verfahren ermittelten Werte relativ stark von den Vorgaben des Regelwerkes ab. Bei den
Gebäuden schwerer Bauart, NEH und Altbau, sind die Abweichungen der für eine Dauer
der Nichtnutzungszeit von 10 h berechneten Werte geringer. Die Ursache hierfür liegt im
Ansatz der Raumzeitkonstante. In [7] findet sich der Hinweis, daß in Abhängigkeit von der
Trägheit des gesamten Gebäudes die Aufheizzeitkonstante verändert werden muß. Bei dem
NEH leichter Bauart ist die Differenz zwischen Raum- und Gebäudezeitkonstante kleiner,
d. h. daß bis zum Erreichen stationärer Wärmeflüsse eine kürzere Zeit erforderlich ist. Mit
Hilfe des Ansatzes aus Gl. (5.24)
τA = 0.65τ (5.24)
ergeben sich möglichen Energieeinsparungen, wie sie im Bild 5.31 dargestellt sind.
Durch die unterschiedliche Ansetzung der Aufheizzeitkonstanten ergeben sich in diesem
Fall Differenzen in Bezug auf das mögliche Einsparpotential von absolut etwa 5 %.
Insgesamt wird deutlich, daß die untersuchten Näherungsverfahren eine zuverlässige Be-
rechnung des Einsparpotentials bei intermittierendem Heizbetrieb erlauben. Es besteht da-
bei nur das Problem, die die Dynamik des Gebäudeverhaltens kennzeichnenden Zeitkon-
stanten korrekt zu bestimmen.
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τ τ
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Bild 5.31: Modifizierte Einsparung nach VDI3808
5.2. Minimierung von Betriebskosten
5.2.1. Allgemeines
Die in den vorangegangenen Abschnitten behandelten Probleme beschränkten sich jeweils
auf die Bestimmung eines wärmetechnischen Optimums. Die zu optimierende Gütefunktion
Gl.(5.2) bilanzierte lediglich Wärmeströme und berechnete sich aus der in einem bestimm-
ten Intervall erforderlichen Heizenergie. Diese Betrachtungsweise ist aber durch die beiden
folgenden Bedingungen eingeschränkt:
- nur eine einzige physikalische Größe (z. B. Heiz-, Kühl- oder Elektroenergie) läßt sich
erfassen,
- konstante Preise bewerten die Bilanzgröße unabhängig von ihrem zeitlichen Auftreten
gleich
Soll die Kostenfunktion physikalisch unterschiedliche Größen, z. B. die Wärmeabgabe eines
Lufterhitzers und die elektrische Antriebsleistung des Ventilators, berücksichtigen, so ist es
erforderlich, mittels spezifischer Kosten eine Bewertung aller Einflußgrößen vorzunehmen.
Damit liefert die Kostenfunktion einen bestimmten Wert, der bei optimalem Betrieb der Ge-
bäudetechnischen Anlagen minimal wird.
Durch die Annahme zeitlich veränderlicher Kosten ergibt sich eine Möglichkeit, den Anla-
genbetrieb wesentlich zu beeinflussen. So ist zu vermuten, daß durch eine Verlagerung
des Energiebezugs in Zeiten eines niedrigen Tarifes und unter Berücksichtigung des Spei-
cherverhaltens des Gesamtsystems Raum-Gebäude-Anlage Energiekosten reduziert wer-
den können. Das Energie- und das Kostenoptimum müssen in diesem Fall nicht gleich sein.
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5.2.2. Intermittierendes Heizen
In Ergänzung zu den in den vorhergehenden Abschnitten durchgeführten Untersuchungen
wird der für die Raumheizung erforderliche Heizenergiebedarf nun mit zeitlich variablen Ko-
sten bewertet. Der Kostenverlauf ist in Anlehnung an das vorgegebene Nutzungsprofil Bild
5.3 so gestaltet, daß der Schwachlast-, Nieder- bzw. Nachttarif eine Stunde nach Nutzungs-
ende beginnt und eine Stunde vor Beginn der Nutzungszeit endet, Bild 5.32. Der Betrieb
während der Nutzungszeit erfolgt somit ausschließlich bei Hoch- bzw. Normaltarif.
7 . 0 0  U h r7 . 0 0  U h r 2 1 . 0 0
J s o l l
6 . 0 02 2 . 0 0  U h r6 . 0 0
K o s t e n  p
N u t z u n g s z e i t
t
Bild 5.32: Kostenstruktur und Sollwertprofil
Das Verhältnis der Energiepreise im Hoch- zum Niedertarif betrage in den folgenden Bei-
spielen 2 : 1.
Die folgenden Untersuchungen werden wieder mit den bereits vorgestellten Einzelraummo-
dellen, vgl. Abschnitt 3.4, durchgeführt. Es wird dabei zunächst für den NEH-Raum leich-
ter Bauweise der optimale zeitliche Verlauf des dem Raum zuzuführenden Wärmestromes
derart bestimmt, daß sich unter Zugrundelegung der variablen spezifischen Wärmekosten
jeweils minimale Gesamtkosten für die Raumheizung in einem sich periodisch wiederho-
lenden 24 h−Intervall ergeben. Die Außenlufttemperatur ϑa = 5 ◦C und der Luftwechsel
λ = 0.5 h−1 sind konstant. Ausgangspunkt der Optimierung ist der in einem Einschwing-
vorgang erreichte stationäre Zustand bei durchgehender Beheizung.
Wenn gefordert wird, daß die Regelgröße, in diesem Fall die Empfindungstemperatur, den
gewünschten Sollwert während der Nutzungszeit weder über- noch unterschreiten darf, so
werden unter Beachtung der vorgegebenen Kostenstruktur die Gesamtkosten bei optimaler
Raumheizung um 8.2 % gegenüber dem durchgehenden Betrieb gesenkt. Gleichzeitig er-
höht sich aber der Heizwärmebedarf um 0.3 %. Das gesuchte Kostenoptimum führt hier also
nicht gleichzeitig auch zu einem energetisch optimalen Heizbetrieb. Die Bilder 5.33 und 5.34
zeigen die zugehörigen Temperatur- und Wärmestromverläufe.
Dem Wärmestromprofil in Bild 5.34 ist deutlich zu entnehmen, wie während der Niedrig-
tarifzeiten in der Nacht die maximal verfügbare Heizleistung zur Aufheizung des Raumes,
der somit die Funktion eines Wärmespeichers übernimmt, genutzt wird. Die Raumtempe-
raturen steigen dabei auf Werte von 26 − 28 ◦C. Die Aufheizung erfolgt so, daß infolge der
Auskühlung des Raumes die Empfindungstemperatur den vorgegebenen Sollwert bei Nut-
zungsbeginn gerade erreicht. Der Bezug von teurem Tagstrom während der Nutzungszeit
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Bild 5.33: Raumtemperaturverlauf, leichte Bauweise; Steuergröße Emp-
findungstemperatur
Bild 5.34: Wärmestromverlauf, leichte Bauweise
kann somit reduziert werden.
Die Anfangsbedingung, d. h. die vor der kostenoptimalen Betriebsweise durchgeführte Art
der Raumheizung, durchgehend oder entsprechend dem vorgegebenen Sollwertverlauf ide-
al intermittierend, hat keinen Einfluß auf das quasistationäre Kostenoptimum. Bereits zwei
Tage nach der Umstellung auf eine kostenoptimale Raumbeheizung ergeben sich identi-
sche Kosten und Verbrauchswerte. Bild 5.35 enthält eine entsprechende Darstellung zur
Kostenentwicklung.
Ist während der Nutzungszeit eine Überschreitung des Raumtemperatursollwertes zuläs-
sig, ergibt sich im eingeschwungenen Zustand sogar eine Kosteneinsparung von 18.6 % bei
einem um 13.3 % erhöhten Heizenergiebedarf. Die Wärmezufuhr in den Raum würde fast
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Bild 5.35: Entwicklung der relativen Kosten, leichte Bauweise
ausschließlich während der Niedrigtarifzeit erfolgen. Die Empfindungstemperatur steigt da-
bei auf Werte von über 31 ◦C. Eine Nachheizung wäre entsprechend der Raumauskühlung
erst während der Nutzungszeit erforderlich. Die zugehörigen Darstellungen der Temperatur-
verläufe sowie der Kostenentwicklung finden sich im Anhang, Bilder B.30 und B.31.
Betrachtet man den kostenoptimalen Betrieb in einem Raum schwerer Bauweise, Niedrig-
energiehausstandard oder Altbau, ergeben sich ähnliche optimale Zustände. Die gegenüber
dem durchgehenden Heizbetrieb erreichbaren Kosteneinsparungen betragen 15.8 % bzw.
16.1 % bei einer oberen Begrenzung der Empfindungstemperatur während der Nutzungszeit
und 24.8 % bzw. 21.8 % bei einer nach oben unbegrenzten Raumtemperatur. Der Heizener-
giebedarf erhöht sich dabei um 2.7 − 7.0 %. Hier macht sich die größere Speicherfähigkeit
der Massivbauten bemerkbar.
Wird anstelle der für das Komfortempfinden kritischen Empfindungstemperatur die Raum-
lufttemperatur gesteuert, treffen die eben gemachten Aussagen nicht mehr uneingeschränkt
zu. Während sich für den Leichtbau nur geringfügige Änderungen ergeben und sich die
prinzipiellen zeitlichen Verläufe der Temperaturen sowie des optimalen Heizwärmestromes
nicht ändern, kommt es bei den Massivbauten zu einer Umstellung des Heizbetriebes. Die
Wärmezufuhr erfolgt jetzt hauptsächlich während der Hochtarifzeit. Die Möglichkeit zum Be-
zug der wesentlich kostengünstigeren Wärme während der Niedertarifzeit wird nur insoweit
genutzt, wie es zu einer Reduzierung der im betrachteten Zeitintervall entstehenden Ge-
samtkosten beiträgt. Im Bild 5.36 sind für das Niedrigenergiehaus die berechneten Verläufe
der Raumtemperaturen im quasistationären Zustand dargestellt.
Erstaunlicherweise ergeben sich für den Raum schwerer Bauweise nach mehreren 24 h−In-
tervallen für den optimalen Betrieb Mehrkosten von 10.7 % gegenüber dem durchgehenden
Heizbetrieb! Gleichzeitig sinkt der Heizenergiebedarf um 6.4 %. Die höheren Heizkosten ste-
hen in vollem Widerspruch zu den Erwartungen an eine Optimierungsrechnung, bei der sich
im Ergebnis eigentlich geringere Kosten einstellen müßten. Das Gegenteil wird in diesem
Fall aber erreicht. Die tägliche Entwicklung der in Bezug auf eine durchgehende Beheizung
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Bild 5.36: Raumtemperaturverlauf, schwere Bauweise; Steuergröße
Lufttemperatur
relativierten Werte der Wärmekosten und des Heizenergiebedarfes nach der Umstellung
auf einen kostenoptimalen Heizbetrieb wird in den Bildern 5.37 und 5.38 gezeigt. Wie zu
Bild 5.37: Entwicklung der relativen Kosten, schwere Bauweise
erkennen ist, ergeben sich am ersten Tag nach der Umstellung des Heizbetriebes von der
durchgehenden Beheizung auf einen kostenoptimalen Betrieb zunächst Heizkosteneinspa-
rungen von 8.1 %. Schon am darauffolgenden Tag aber entstehen Mehrkosten von 1.0 %,
die sich bis auf den schon angeführten Wert von 10.7 % im eingeschwungenen, quasista-
tionären Zustand erhöhen. Infolge der Entspeicherung der Raumumfassungskonstruktion,
was am ersten Tag nach dem Wechsel der Betriebsart noch in eine Kostenminimierung um-
gesetzt wird, ensteht von Tag zu Tag ein zusätzlicher Wärmebedarf. Aufgrund der für die
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Bild 5.38: Entwicklung des relativen Heizwärmebedarfes, schwere Bau-
weise
Optimierung formulierten Nebenbedingungen, wonach die Lufttemperatur den geforderten
Sollwert während der Nutzungszeit auch nicht überschreiten darf, ist das erforderliche La-
den des Gebäudespeichers ab dem am zweiten Tag unter Ausnutzung des preisgünstigen
Nachttarifes nur begrenzt möglich. Es hätte aber in jedem Fall höhere Gesamtkosten zur
Folge.
Trotz des berechneten Kostenanstieges bildet dennoch jeder Tag für sich betrachtet ein Opti-
mum. Keine andere Betriebsweise würde im Anschluß an dem bis zum vorhergehenden Tag
durchgeführten Heizbetrieb zu niedrigeren Wärmekosten führen. Im Bild 5.39 sind dafür bei-
spielhaft die durch den kostenoptimalen Heizbetrieb erreichbaren Heizkosteneinsparungen
aufgetragen, die sich an den betreffenden Tagen gegenüber einer durchgehenden Behei-
zung bei gleicher Vorgeschichte, d. h. einer aufgrund des entladenen Gebäudespeichers
geringeren mittleren Gebäudetemperatur ergeben würden. Wird vor dem kostenoptimalen
Betrieb eine dem Sollwertverlauf entsprechende ideal intermittierende Beheizung betrieben,
so ergeben sich bereits mit dem ersten Tag der Umstellung um 12.3 % höhere Kosten im Ver-
gleich zum durchgehenden Betrieb, Bild 5.37. Nach etwa 8 Tagen stellt sich in dem Raum
schwerer Bauweise ein von der vor dem optimalen Betrieb durchgeführten Betriebsweise
unabhängiger Zustand ein.
Da die hier dargestellten Ergebnisse neben der Unterbrechungsdauer maßgeblich vom ta-
geszeitlichen Verlauf der Energiepreise beeinflußt werden, sind im Anhang, Bilder B.32 und
B.33, die Raumtemperaturen und die Kostenentwicklung dargestellt für den Fall, daß der
Energiepreis im Hochtarif nur noch 20 % über dem des Niedrigtarifes liegt. Bei diesen gerin-
gen Preisunterschieden entspricht das Resultat dem energetischen Optimum.
In dem hier behandelten Beispiel sind die in einem 24 h−Intervall berechneten Werte für
Heizenergiebedarf und Wärmekosten jeweils auch abhängig von der Art der Betriebswei-
se in dem vorhergehenden Zeitraum ohne diese jedoch beeinflussen zu können, da jedes
Intervall für sich betrachtet wird. Um das Speicherverhalten des Raumes bei der Optimie-
rung langfristig zu berücksichtigen und eine ungewollte Kostenerhöhung, wie sie bei dem
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Bild 5.39: Tägliche relative Kostenänderung bei gleicher Vorgeschichte,
schwere Bauweise
Raum schwerer Bauart auftrat, zu vermeiden, ist es erforderlich, die Heizkosten nicht nur
als tägliches Optimum zu bestimmen, sondern das Optimierungsintervall auf möglichst viele
Tage, idealerweise die vollständige Heizperiode zur Bestimmung des minimalen Jahreshei-
zenergiebedarfes, auszudehnen. Da aber der Steuerungsvorgang für das gesamte Inter-
vall berechnet und jedem Zeitschritt die entsprechende Anzahl von Stellgrößen zugeordnet
wird, ergeben sich bei großen Intervallängen oder kleinen Zeitschrittweiten Optimierungs-
probleme mit einer sehr großen Anzahl von Variablen. Somit ist bei dem hier verwendeten
numerischen Lösungsalgorithmus die Länge des zu betrachtenden Intervalls durch die zur
Verfügung stehenden Rechenzeit- und Speicherplatzkapazitäten begrenzt. Es soll deshalb
das Optimierungsintervall auf zunächst 3 Tage begrenzt werden. Bei einer Simulationszeit-
schrittweite von 0.25 h ist dann für 288 zeitdiskrete Punkte der optimale Wert der Stellgröße
zu bestimmen. Die Optimierungsergebnisse sind anschließend auf beliebige Intervallängen
zu verallgemeinern.
Der für das 3-Tage-Intervall berechnete Verlauf der Raumtemperaturen ist im Bild 5.40 dar-
gestellt. Zu erkennen ist eine klare Teilung der Betriebsweise.
Während an den ersten beiden Tagen der kostengünstige Niedertarif genutzt wird, um den
Raum in den Nachtstunden zu überheizen (der Raum funktioniert damit wieder als Wär-
mespeicher) ist am letzten Tag des Intervalles aufgrund der in der massiven Gebäudehülle
gespeicherten Wärme nur eine minimale Wärmezufuhr erforderlich. Es lassen sich auf die-
se Weise die Heizkosten des 3-Tage-Intervalls gegenüber einem durchgehenden Betrieb
um 14.2 % senken. Der Heizwärmebedarf steigt gleichzeitig um 4 %. Die relative Heizkosten-
und Wärmebedarfsentwicklung über mehrere Intervalle ist aus den Bildern 5.41 und 5.42
ersichtlich.
Das Kostenoptimum sowie die daraus resultierenden Temperaturverläufe werden maßgeb-
lich durch die am letzten Tag des Intervalles erreichbaren Kosteneinsparungen beeinflußt.
Je länger das zu betrachtende Intervall desto kleiner ist der Einfluß dieses letzten Intervall-
tages auf das Gesamtresultat der Optimierung, so daß davon ausgegangen werden kann,
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Bild 5.40: Raumtemperaturverlauf, schwere Bauweise; 3-Tage-Intervall
Bild 5.41: Entwicklung der relativen Kosten, schwere Bauweise; 3-Tage-
Intervall
daß unter den gegebenen Randbedingungen und entgegen den ursprünglich für jeweils ein-
zelne Tage berechneten Optima auch hier die Preisdifferenz zwischen Nieder- und Hochtarif
zu einer Verlagerung des Heizbetriebes in die Nachtstunden führen sollte.
Die Beheizung der Räume außerhalb der Nutzungszeiten ist nur erforderlich, weil im Ansatz
der Optimierungsaufgabe keine externen Wärmespeicher (z. B. Nachtspeicherofen) vorge-
sehen sind. Bei der Verwendung hochwärmegedämmter Speicher sind aufgrund der gerin-
geren Wärmeverluste die Betriebskosteneinsparungen gegenüber dem durchgehenden Be-
trieb größer als in dem betrachteten Beispiel. Das Laden der Speicher kann dann in jedem
Fall während der Nachttarifzeit, optimiert in Abhängigkeit eines vorhergesagten Lastverlau-
fes erfolgen [24], [25].
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Bild 5.42: Entwicklung des relativen Heizwärmebedarf, schwere Bauwei-
se; 3-Tage-Intervall
Anhand dieses Beispieles zeigt sich, daß die für jeweils kleinere abgeschlossene Zeiträume
berechneten optimalen Betriebsweisen letztendlich zu nichtoptimalen globalen Zusammen-
hängen führen können. Die Ergebnisse der Optimierungsrechnungen sind daher auch stets
auf ihre Plausibilität zu prüfen.
5.2.3. Speicher
Die Einbindung von Speichervorrichtungen in den Betrieb gebäudetechnischer Anlagen
führt zu einer Auflösung des zeitlichen Zusammenhanges von Gebäudeenergiebedarf und
kostenintensivem Einsatz der zur Verfügung stehenden Energieträger. Unter Ausnutzung
zeitvariabler Energiepreise lassen sich die Betriebskosten minimieren.
Es soll hier die betriebskostenoptimale Nutzung eines Eisspeichers für die Kühlung eines
Raumes schwerer Bauweise demonstriert werden. Die erforderliche Kälte wird durch eine
Kompressionskältemaschine erzeugt. Das zugrundegelegte Nutzungsregime beruht auf der
Darstellung im Bild 5.32, wobei die Nutzungszeit bereits um 18.00 Uhr endet.
Die funktionelle Einordnung des Speichers, dessen einfaches Modell im Abschnitt 2.1.9 be-
schrieben ist, zeigt Bild 5.43. Daraus wird ersichtlich, dass der Kühlenergiebedarf des Raum-
es sowohl direkt durch die Kältemaschine (Q̇R) als auch durch das Entladen des Speichers
(Q̇E) gedeckt werden kann. Das Laden des Speichers (Q̇L) erfolgt kostengünstig während
der Niedrigtarifzeit.
Die Gesamtkosten des Anlagenbetriebes setzen sich aus den Kosten für den Betrieb der
Kältemaschine zum Laden des Eisspeichers bzw. zur direkten Raumkühlung und den An-
trieb der Pumpen zusammen. Diese Kosten sind zu minimieren, Gl.(5.25).
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Bild 5.43: Prinzipielle Einbindung eines Speichers
K = KKM,Speicher + KKM,Raum + KP (5.25)
Die Kosten für den Betrieb der Kältemaschine bestehen ausschließlich aus den Elektroener-
giekosten für den Antrieb des Verdichters. Dabei betragen die Energiekosten während des
Hochtarifes, d. h. in der Zeit von 6.00− 22.00, das 2.5-fache des Nachttarifes.
Die wichtigste Kenngrößen der technischen Anlage
maximale Leistung der Kältemaschine 1.2 kW
Leistungszahl der Kältemaschine 3.2
Antriebsleistung der Pumpe 0.1 kW
dem Raum zuführbare Kälteleistung 1 kW
Kapazität des Eisspeichers 10 kWh
sind auf den Kältebedarf des Raumes abgestimmt. Das Kältemittel hat am Eintritt in den Eis-
speicher eine minimale Temperatur von −7 ◦C. Die Temperatur des Kühlmediums während
des Entladens des Eisspeichers beträgt 8 ◦C. Als Speichermedium wird Wasser verwendet.
Das Entladen und der Betrieb der Kältemaschine kann zeitgleich erfolgen.
Für den zu untersuchenden Raum wird an fünf Tagen in der Woche eine Nutzungszeit von
7.00−18.00 Uhr angenommen. Dabei interessieren sowohl die Fragen nach dem Beginn und
der Dauer des Speicherladevorganges als auch nach einem aufgrund der begrenzten Lei-
stung des Eisspeichers erforderlichen zusätzlichen Betriebes der Kältemaschine während
der Nutzungszeit.
Der tägliche Kühlenergiebedarf ist für einen ausgewählten Zeitraum bestimmt worden, Bild
5.44.
Die mit dem Optimierungsverfahren und dem eben beschriebenen Simulationsmodell be-
rechneten optimalen Raumtemperaturen sowie der Zustand des Eispeichers, d. h. Speicher-
temperatur und Grad der Phasenumwandlung sind aus Bild 5.45 ersichtlich. Die Abbildung
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Bild 5.44: Täglicher Kühlenergiebedarf des Raumes
5.46 zeigt den dazugehörigen zeitlichen Verlauf der Wärmeströme während des Ladens
bzw. Entladens des Speichers.
Bild 5.45: Raumtemperaturen und Zustand des Eisspeichers
Aus den Darstellungen wird deutlich, daß der Ladevorgang spätestens bei Erreichen einer
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Bild 5.46: Wärmeströme an Eisspeicher und Kältemaschine
vollständigen Phasenumwandlung beendet wird und eine Abkühlung unterhalb des Gefrier-
punktes nicht erfolgt. Aufgrund der begrenzten Speicherfähigkeit des Eisspeichers ist jeweils
kurz vor Ende der Nutzungszeit ein zusätzlicher Betrieb der Kältemaschine erforderlich.
Der Einsatz eines Eispeichers lohnt sich unter dem Aspekt der Ausnutzung zeitvariabler
Kühlenergiekosten finanziell nur, wenn sich die Investitionskosten für die Anschaffung des
Speichers durch die für einen bestimmten Kühlenergiebedarf aufgrund der zeitlichen Ener-
giepreisunterschiede erreichbaren Kosteneinsparungen amortisieren.
5.2.4. Gebäudespeicher - Nachtkühlung
Nachtkühlung bzw. Nachtlüftung ist die bei einer bestimmten Temperaturdifferenz zwischen
außen und innen durch eine Lüftungsanlage (mit Abluftventilator) bzw. Freie Lüftung bewirk-
te Wärmeabfuhr außerhalb der Nutzungszeit [19]. Bild 5.47 verdeutlicht das entsprechende
Anlagenprinzip.
Die durch den Luftvolumenstrom V̇L erreichte Auskühlung des Gebäudes führt aufgrund
der thermischen Speichereffekte, wie sie praktisch in jedem Gebäude und in Abhängigkeit
von der Bauschwere auftreten, zu einer Reduzierung der im Laufe des Tages anfallenden
Kühllasten Q̇L, da diese z. T. durch den Gebäudespeicher aufgenommen (Q̇K,W ) werden.
Der Betrieb von Ventilatoren erfolgt aufgrund eines größeren Temperaturgefälles zwischen
Raum- und Außenluft sowie günstigerer Energiebezugspreise während der Nachtstunden.
Hierbei interessiert die Frage, inwieweit auf eine zusätzliche und kostenintensivere Kühlung
während der Nutzungszeit (Q̇K) verzichtet werden kann. In einem Beispiel ist deshalb zu
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Bild 5.47: Prinzip Nachtlüftung
überprüfen, ob durch den Einsatz der Nachtlüftung die Kosten für die Raumkühlung mini-
miert werden können. Die Raumtemperatur darf dabei außerhalb der Nutzungszeit einen
bestimmten Minimalwert nicht unterschreiten.
Die Kostenfunktion für dieses Problem, Gl.(5.26), berücksichtigt sowohl die Antriebsener-
gie des Ventilators während der Nacht als auch den Energieaufwand für den zusätzlichen
Betrieb einer Kältemaschine zur Kühlung während der Nutzungszeit.
K = KNL + KKM
=
tE∫
tA
pE(t)
(
Pel,vent(t) + Pel,KM (t)
)
dt
=
N∑
k=0
pE,k
(
Pel,vent,k + Pel,KM,k
)
∆T
(5.26)
Für die Nutzungs- und Tarifzeiten sowie die Energiepreise gelten die bereits im vorherigen
Abschnitt getroffenen Annahmen.
Die elektrische Anschlußleistung des Ventilators beträgt 0.5 kW. Die maximale Kühlleistung
der Kältemaschine ist so bemessen, daß die anfallende Kühllast Q̇K in jedem Fall gedeckt
werden kann. Die Kälteleistung läßt sich entsprechend stetig regeln, wobei die erforderliche
elektrische Leistung abhängig ist von der Leistungszahl εKM , Gl.(5.27). Ihr Wert ist mit 3.2
angegeben.
Pel,KM =
Q̇K
εKM
(5.27)
Hinsichtlich der prinzipiellen Betriebsweisen von Abluftventilator und Kältemaschine werden
die drei folgenden Varianten untersucht:
1. Ventilator stetig regelbar
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2. Ventilator mit Ein/Aus-Steuerung
3. Ventilator mit Ein/Aus-Steuerung und Kältemaschine mit schlechter Leistungszahl
Die Ergebnisse der einzelnen Varianten sind in den Bildern 5.48 bis 5.50 dargestellt.
Bild 5.48: Nachtlüftung Variante 1, NEH, schwere Bauweise
Bild 5.49: Nachtlüftung Variante 2, NEH, schwere Bauweise
Es zeigt sich, daß für den Fall einer stetigen Regelung des Ventilators (Fall 1) ein Wechsel
von Ventilatorbetrieb während der Nachtsstunden und Betrieb der Kältemaschine am Tag er-
folgt. Dabei beträgt die Ventilatordrehzahl trotz des Niedrigtarifes weniger als 40 % der Maxi-
maldrehzahl. Hier stehen die bei höheren Drehzahlen verursachten Energiekosten in einem
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Bild 5.50: Nachtlüftung Variante 3, NEH, schwere Bauweise
ungünstigen Verhältnis zu der realisierbaren Auskühlung des Raumes. Diese läßt sich unter
den gegebenen technischen Randbedingungen durch den Einsatz der Kältemaschine auch
während der Nutzungszeit preisgünstiger erreichen. Bei einer einfachen Ein/Aus-Steuerung
des Ventilators (Fall 2) arbeitet demzufolge ausschließlich die Kältemaschine. Ist dagegen
die Kältemaschine durch eine schlechte Leistungzahl gekennzeichnet (Fall 3), so lohnt sich
auch der Betrieb des Ventilators bei voller Drehzahl. Es ist dann während der Nutzungszeit
nur noch eine kleine Kälteleistung zu erbringen.
Bild 5.51 zeigt einen Vergleich der jeweils durch Kältemaschine bzw. Ventilator verursachten
Kosten.
Bild 5.51: Vergleich der Nachtlüftungsvarianten
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Erfolgt die Nachtkühlung mit Hilfe einer maschinell unterstützten Lüftung, so ist in der Schluß-
folgerung darauf zu achten, daß zur Minimierung der Betriebskosten die für die Erbringung
einer bestimmten Kälteleistung, die wiederum abhängig ist von der Temperaturdifferenz zur
Außenluft, erforderlichen Antriebskosten des Ventilators kleiner sind als die durch die Kälte-
maschine verursachten Kosten.
5.2.5. Luftheizung
Für eine große Ausstellungs- und Messehalle soll untersucht werden, inwieweit durch eine
Optimierung des Anlagenbetriebes unter Berücksichtigung von zeitlich veränderlichen Ko-
stenstrukturen eine Senkung der Betriebskosten erreicht werden kann.
Die Versorgung der Halle erfolgt über drei baugleiche Lüftungsanlagen. Wie dem Schaltbild
einer einzelnen Anlage im Bild 5.52 zu entnehmen ist, bestehen diese jeweils aus Zuluft-,
Umluft und Abluftkanal. Mit Hilfe von Luftklappen kann der Außen- bzw. Umluftanteil varriert
werden. Zuluftseitig ist nur die Nachwärmung der Luft mit Hilfe eines Lufterhitzers möglich.
Zur Wärmerückgewinnung ist zusätzlich ein Rezirkulationssystem installiert. Der Wirkungs-
grad dieses Systems wird mit einem konstanten Wert von 0.5 definiert.
Es wird angenommen, daß alle drei Lüftungsanlagen gleich betrieben werden.
Bild 5.52: Schaltbild der Luftheizungsanlage [64]
Die Gesamtkosten für den Betrieb dieser Luftheizung, die durch die Lufterwärmung und
den elektrischen Antrieb der Ventilatoren verursacht werden, lassen sich, ebenso wie der
zeitliche Verlauf der Hallentemperatur, unter gegebenen Randbedingungen ausschließlich
durch die zwei Steuergrößen Zulufttemperatur und Drehzahl der Ventilatoren beeinflussen.
Die Kostenfunktion für dieses Problem ist in Gl.(5.28) formuliert.
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K = KQ + Kel,vent
=
tE∫
tA
(
pQṁL(t)cp,L(ϑZU (t)− ϑMI(t)) + pE(t)Pel,vent(t)
)
dt
=
N∑
k=0
(
pQQ̇L,k + pE,kPel,vent,k
)
∆T
(5.28)
Die Ventilatordrehzahl dient der Bestimmung des Luftvolumenstromes und der elektrischen
Antriebsleistung der Ventilatoren. Dabei werden die in den Gl.(5.29) und (5.30) dargestellten
Zusammenhänge berücksichtigt.
V̇L,1
V̇L,2
=
n1
n2
(5.29)
P1
P2
=
(n1
n2
)3
(5.30)
Für die Arbeitspreise gelten die in der Tabelle 5.4 angegebenen Werte. Es wird deutlich,
daß die spezifischen Elektroenergiekosten die entsprechenden Wärmeerzeugungskosten
um ein Vielfaches überschreiten.
Wärme 5.02 Pf/kWh
Elektro
Niedertarif
Mo-Fr 22-6 Uhr
Sa 13-24 Uhr; So 0-24 Uhr
11.0 Pf/kWh
Hochtarif
Mo-Fr 6-22 Uhr
Sa 6-13 Uhr
17.0 Pf/kWh
Tabelle 5.4: Arbeitspreise
Die Nutzung der Halle ist auf die Zeit Freitag-Sonntag jeweils 10.00-20.00 Uhr beschränkt.
Der Raumtemperatursollwert während dieser Zeit beträgt 20 ◦C. Er kann im Stützbetrieb bis
auf minimal 10 ◦C abgesenkt werden.
Mit Hilfe der Optimierung soll der zeitliche Verlauf der beiden Steuergrößen bestimmt wer-
den, so daß unter Beachtung der zeitlich veränderlichen Energiepreise die Kostenfunktion
nach Gl. (5.28) minimal wird. Als Nebenbedingung wird gefordert, daß die Raumlufttempera-
tur einen vorgegebenen Temperatursollwert nicht unterschreiten darf, Gl.(5.31). Außerdem
ist die Heizleistung der Lufterhitzer begrenzt, Gl.(5.32).
gk,1 = ϑL,soll,k − ϑL,k (5.31)
gk,2 = Q̇L,k − Q̇L,max (5.32)
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Während das Aufheizen der Halle im reinen Umluftbetrieb erfolgt, ist mit Beginn der Nut-
zungszeit ein Außenluftanteil von 60 % einzuhalten.
Der für die Beheizung der Halle maßgebliche, thermisch wirksame Luftwechsel λL bestimmt
sich nach Gl.5.33.
λL,k = ηV (∆ϑZu,k, V̇L,k)
V̇L,k
VR
(5.33)
Er ist abhängig vom Lüftungswirkungsgrad ηV . Dieser wiederum ist eine Funktion der Über-
temperatur der Zuluft ∆ϑZu und der Auströmgeschwindigkeit an den Zuluftöffnungen. Für
die maximale Übertemperatur der Zuluft wird ein, zunächst rein theoretischer, Wert von 35 K
vorgegeben. Mit der Annahme, daß sich die Strömungsgeschwindigkeit in den Luftausläs-
sen proportional zu dem geförderten Luftvolumenstrom V̇L verhält, läßt sich das Kennfeld
im Bild 5.53 darstellen. Auf diese Weise wird der Einfluß der vom Auslegungszustand ab-
weichenden Zuluftparameter auf die Strömungsverhältnisse in der Halle berücksichtigt.
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Bild 5.53: Lüftungswirkungsgrad ηV für Deckenauslaß
Die Werte für den Lüftungswirkungsgrad sind in diesem Beispiel größer als die in [13] an-
gegebenen Zahlen und orientieren sich an den aus Meßwerten abgeleiten Größen [64]. Ein
Lüftungswirkungsgrad ηV kleiner 1 bedeutet, daß ein Teil der der Halle zugeführten Luft über
eine Kurzschlußströmung in den Abluftkanal gelangt ohne das Raumklima beeinflussen zu
können. Im Heizbetrieb erhöht sich dadurch die Ablufttemperatur, was sich auch auf die
Wärmerückgewinnung und die Heizleistung der Lufterhitzer auswirkt. Je nach Stellung der
Lamellen in den Zuluftauslässen lassen sich auch andere Raumluftströmungen realisieren.
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Mit Hilfe des Lüftungswirkungsgrades ist es möglich, die optimalen zeitlichen Funktionen
von Zulufttemperatur und Luftvolumenstrom unabhängig von eventuellen Grenzwertanga-
ben, wie z. B. die maximale Übertemperatur der Zuluft, zu berechnen. Die Grenzwerte müs-
sen dabei so gewählt werden, daß in deren Nähe ηV sehr klein wird.
Die Verwendung des numerischen Optimierungsverfahrens setzt die Stetigkeit der zu opt-
mierenden Funktion voraus. Aus diesem Grund wird zunächst davon ausgegangen, daß es
sich bei den Zu- bzw. Abluftventilatoren der Lüftungsanlage um stufenlos regelbare Venti-
latoren handelt. Die im Ergebnis der Optimierung berechneten Übertemperatur der Zuluft
sowie die Drehzahl für die Ventilatoren sind im Bild 5.54 dargestellt. Die Abbildungen zeigen
den zeitlichen Verlauf der beiden Steuergrößen in einem ausgewählten Wochenprofil. Auf-
grund der zu kurzen Anheizzeiten beeinflussen die unterschiedlichen spezifischen Kosten
für den Antrieb der Ventilatoren während der Hoch- und Niedertarifzeiten den Anlagenbe-
trieb nur unwesentlich. Lediglich am Freitag geht die Ventilatordrehzahl zum Zeitpunkt des
Tarifwechsels kurzzeitig und in einem sehr geringen Maß zurück. Die entsprechenden Dreh-
zahlspitzen an den beiden anderen Tagen dienen dem Ausgleich des geringeren Lüftungs-
wirkungsgrades. Die Drehzahl der Ventilatoren in diesem Beispiel korreliert mit der Heizlast
Bild 5.54: Übertemperatur der Zuluft und normierte Drehzahl der Venti-
latoren Messehalle
der Halle. Sie ändert sich an allen drei Betriebstagen analog dem inneren Wärmelastprofil,
das sich hauptsächlich aus den zugrundegelegten Personenlasten ergibt. Bild 5.55 zeigt die
für die Halle berechneten Temperaturen.
Im Bild 5.56 sind zur Übersicht sämtliche Anlagentemperaturen aufgezeichnet. Dabei ist
deutlich die Umschaltung vom Umluft- zum Mischbetrieb zu erkennen.
Aus der Abbildung 5.57, die den zeitlichen Verlauf der beiden Betriebskostenanteile darstellt,
geht hervor, daß die durch den Betrieb der Ventilatoren verursachten Elektroenergiekosten
im Vergleich zu den Kosten der Wärmeerzeugung relativ klein sind. Die Verlagerung der
Betriebstunden der Ventilatoren in die Niedertarifzeit, würde sich trotz der großen Preisun-
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Bild 5.55: Temperaturverlauf Messehalle
Bild 5.56: Anlagentemperaturen
terschiede in den Elektroenergietarifen bei der Bilanzierung der Arbeitskosten nur lohnen,
wenn die zur Deckung der dadurch erhöhten Wärmeverluste des Raumes erforderlichen
Wärmekosten kleiner sind als die Ersparnisse bei den Elektroenergiekosten. Entscheidend
hierfür ist neben den thermischen Eigenschaften des Baukörpers das Verhältnis der für die
Wärmeerzeugung und den Ventilatorbetieb erforderlichen Energiebedarfswerte sowie deren
spezifischen Kostenanteilen.
Es wird nunmehr vereinbart, daß die Ventilatoren 2-stufig schaltbar sind und nur die auf die
Nenndrehzahl bezogenenen diskreten Betriebszustände 0− 50− 100 % einnehmen können.
Dadurch ändert sich zwangsläufig auch die Fahrweise der Lüftungsanlage.
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Bild 5.57: Wärme- und Elektrokosten Messehalle
Die erforderlichen minimalen Gesamtkosten bei nichtstetigem Betrieb der Ventilatoren sol-
len mit den Kosten bei stetiger Drehzahlregelung verglichen werden. Die Übertemperatur
der Zuluft ist in diesem Fall begrenzt und beträgt konstant 12 K.
Die Bestimmung der diskreten Betriebszustände erfolgt mit Hilfe des im Abschnitt 4.4 be-
schriebenen Verfahrens der dynamischen Optimierung. In den Bildern 5.58 und 5.59 sind
die jeweils berechneten zeitlichen Verläufe von normierter Ventilatordrehzahl und Hallenluft-
temperatur dargestellt.
Bild 5.58: Vergleich von stetiger und nichtstetiger Betriebsweise der
Ventilatoren
Die Begrenzung der Zuluftübertemperatur führt nun zu einer längeren Anheizzeit und da-
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Bild 5.59: Vergleich der Lufttemperaturen bei unterschiedlicher Betriebs-
weise der Ventilatoren
mit auch zu einer längeren Laufzeit der Ventilatoren bei maximaler Drehzahl. Dem kann
z. T. durch eine Anhebung der Absenktemperatur während der Nichtnutzungszeit entgegen-
gewirkt werden. Bei den stufenlos regelbaren Ventilatoren erfolgt das durch eine allmähli-
che Erhöhung der Ventilatordrehzahl, wobei die geringen Elektroenergiekosten während der
Niedrigtarifzeiten konsequent für eine zusätzliche Wärmezufuhr genutzt werden. Diese Be-
triebsweise unterscheidet sich von der bei stufig regelbaren Ventilatoren, da hier eine konti-
nuierliche Anpassung der Antriebsleistung und der damit verbundenen Kosten nicht möglich
ist. Die Lüftungsanlage geht somit erst in Betrieb, wenn die minimal zulässige Raumtempe-
ratur erreicht ist. Die sich für die beiden betrachteten Betriebsfälle während der Nutzungszeit
jeweils in der Halle einstellenden mittleren Raumtemperaturen unterscheiden sich, da auf-
grund der gewählten Nebenbedingung Gl.(5.31), die Raumlufttemperatur entsprechend der
verschiedenen diskreten Betriebszustände der Ventilatoren immer oberhalb der Solltempe-
ratur schwingt. Sind unabhängig vom Betrieb der Ventilatoren, stetig oder diskret regelbar,
vergleichbare mittlere Temperaturen zu garantieren, muß bei einem stufigen Ventilatorbe-
trieb eine zeitliche begrenzte Unterschreitung des Raumtemperatursollwertes möglich sein.
Wie sich die Betriebsweise der Ventilatoren auf die Kostenentwicklung auswirkt, zeigt Abbil-
dung 5.60.
Aus der Darstellung wird deutlich, wie sich vor allem hinsichtlich der Elektroenergiekosten
Vorteile aus der stetigen Drehzahlregelung der Ventilatoren ergeben. Diese Kosteneinspa-
rungen lassen sich mit den gegenüber einer einfachen nichtstetigen Regelung erhöhten
Investitionskosten verrechnen. Bei dem Vergleich der Heizkosten sind die unterschiedlichen
mittleren Raumtemperaturen zu beachten, so daß bei einer anderen Art der Sollwertkon-
trolle, z. B. mittlere anstelle minimaler Raumtemperaturen, die Kostendifferenzen geringer
ausfallen.
Die angegebenen optimalen Betriebsweisen sind das Resultat einer zeitaufwendigen nume-
rischen Optimierungsrechnung, die sich unter Echtzeitverhältnissen praktisch nicht anwen-
den läßt. Es soll deshalb für eine vorher festgelegte Betriebsweise der Lüftungsanlage eine
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Bild 5.60: Kostendifferenz bei unterschiedlicher Betriebsweise der Ven-
tilatoren
geeignete Form zur Bestimmung des optimalen Anschaltzeitpunkt aufgestellt werden, die
sich auf alle möglichen Lastbedingungen anwenden läßt. Das Anschalten der Anlage muß
dabei so erfolgen, daß die Hallentemperatur den gewünschten Sollwert mit Nutzungsbeginn
gerade erreicht. Der Raumtemperatursollwert beträgt 21 ◦C. Außerhalb der Nutzungszei-
ten ist eine Absenkung der Hallentemperatur auf 12 ◦C zulässig. Abweichend von der in
einem Veranstaltungskalender vorgegebenen tatsächlichen Belegung der Halle wird, um ei-
ne größere Anzahl von Einschaltvorgängen berücksichtigen zu können, eine wöchentliche
Nutzung der Halle von Freitag bis Sonntag, jeweils in der Zeit von 10.00-20.00 Uhr ange-
nommen. Während der Sommermonate wird die Halle nicht genutzt.
Im Bild 5.61 sind die berechneten optimalen Anheizzeiten im jahreszeitlichen Verlauf dar-
gestellt. Es wird dabei zwischen den Anfahrvorgängen am Freitag, dem ersten Tag nach
einer längeren Unterbrechungspause, und den beiden folgenden Tagen unterschieden. Gut
zu erkennen ist die Änderung der Anheizzeit während der gesamten Heizperiode.
Einen Vergleich der aus dem optimierten Raumtemperaturverlauf berechneten Anheizzeiten
mit der auf der Berechnungsvorschriften Gl.(5.16) basierenden quadratischen Approxima-
tionskurve sind im Bild 5.62 aufgetragen. Das für die Berechnung der Hilfsgröße nach Gl.
(5.17) verwendete Abtastintervall beträgt ∆t = 1h über einen zurückliegenden Betrach-
tungszeitraum von 6 h. Die für den jeweils ersten Nutzungstag approximativ berechnete
Anheizzeit weicht um maximal 2.5 h von dem optimalen Wert ab. Für die beiden jeweils
folgenden Tage beträgt der maximale Fehler etwa 0.3 h.
Die Anwendbarkeit eines mit Hilfe der angegebenen Approximation näherungsweise be-
stimmten Anschaltzeitpunktes soll mit einer Simulationsrechnung geprüft werden. Die Er-
gebnisse sind mit den optimalen Werten zu vergleichen.
Da die voraussichtliche Anheizzeit fortlaufend berechnet wird, läßt sich ein zeitlicher Verlauf
der Anheizzeit ermitteln. Mit Hilfe einer gleitenden Mittelwertbildung kann dieser Verlauf, der
z. T. starken Schwankungen unterworfen ist, geglättet werden. Im Bild 5.63 sind für einen
99
5. Ausgewählte Probleme der Optimierung
Bild 5.61: Anheizzeit in Abhängigkeit der Jahreszeit
ϑ
Bild 5.62: Approximation der Anheizzeit
ausgewählten Zeitbereich die mit dem Näherungsverfahren tatsächlich berechnete Anheiz-
zeit sowie deren laufendes 3 h und 5 h-Mittel dargestellt. Der laufende Mittelungszeitraum im
betrachteten Beispiel beträgt 5 h.
Wie sich die Raumtemperaturen bei unterbrochener Hallenheizung mit optimiertem bzw.
approximativ bestimmtem Anheizzeitpunkt im Vergleich zum durchgehenden Betrieb der
Lüftungsanlage im Mittel verhalten, wird im Bild 5.64 dargestellt. Die über die gesamte Heiz-
periode gemittelten wöchentlichen Verläufe der Raumluft- und Empfindungstemperatur zei-
gen für die intermittiernde Betriebsweise unabhängig von der Art der Anheizzeitbestimmung
einen übereinstimmenden Verlauf. Da die Raumlufttemperatur als Regelgröße gewählt wur-
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Bild 5.63: Berechneter zeitlicher Verlauf der Anheizzeit
de, gibt es hinsichtlich der Empfindungstemperatur Unterschiede im Vergleich zum durchge-
henden Anlagenbetrieb. Die Darstellung enthält zusätzlich die zeitlichen Verläufe der Tem-
peratur des Raumluftfühlers.
Bild 5.64: Vergleich der mittleren Raumtemperaturen bei optimiertem und simu-
liertem Anlagenbetrieb
Die mit einem näherungsweise bestimmten Anheizzeitpunkt simulierten Raumtemperaturen
sind während des Anheizvorganges im Mittel geringfügig höher als die aus der optimierten
Betriebsweise resultierenden Temperaturverläufe. Während der Nutzungszeit ist kein rele-
vanter Temperaturunterschied erkennbar. Einen Vergleich der mittleren Raumtemperaturen
während der Nutzungszeit enthält Bild B.34.
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Der Jahresheizenergiebedarf erhöht sich bei der Näherungsberechnung gegenüber einer
exakt optimalen Betriebsweise um weniger als 4%. Im Bild 5.65 sind beide Bedarfswerte
dem aus [64] entnommenen Wert nach VDI2067 gegenübergestellt. Aufgrund der langen
Unterbrechungszeiten ist im Vergleich zum durchgehenden Anlagenbetrieb eine Senkung
der Jahresheizarbeit um 50 % möglich.
Bild 5.65: Vergleich des Jahresheizenergiebedarfes
In einem nächsten Schritt soll geprüft werden, inwieweit sich die ausschließlich mit Hil-
fe rechnergestützter Simulation ermittelte Approximationsformel für die Anheizzeitbestim-
mung auf das reale Objekt übertragen läßt. Dazu wird der aus Meßwerten von Außen- und
Raumlufttemperatur berechnete Anheizzeitverlauf mit den tatsächlich Anheizzeiten vergli-
chen. Wie aus einer entsprechenden Darstellung im Bild B.35 hervorgeht, stimmen die mit
einem Simulationsmodell des realen Gebäudes sowie dem bekannten Näherungsansatz
ermittelten Anheizzeiten relativ gut mit den tatsächlichen Betriebsabläufen überein. Unter-
schiede, wie sie vor allem für den längeren Anheizvorgang am ersten Tag auftreten sollten
sich durch eine umfangreiche Validierung des Simulationsmodelles minimieren lassen. Es
zeigt sich aber, daß sich die modellbasierte Anheizzeitsteuerung auf die zugehörigen realen
Vorgänge übertragen läßt. Der entsprechend einfache Berechnungsalgorithmus kann auf
geeignete Art in der Anlagen-DDC abgelegt werden.
5.2.6. Kombination Auslegung/Betrieb
Das Betriebsverhalten von Anlagen während des Anfahrvorgangs, bei plötzlichen Lastwech-
seln oder bei Sollwertänderungen wird häufig durch das Erreichen der maximalen Anla-
genleistung beschränkt. Bei der Festlegung von Unterbrechungsdauer und Anheizzeiten im
intermittierenden Betrieb ist ebenfalls die maximale Leistung der Anlage maßgeblich. Der
Energiebedarf läßt sich aufgrund kürzerer Anheizzeiten dabei um so mehr reduzieren, je
größer die zur Verfügung stehende Anlagenleistung ist. Somit entsteht die Frage nach ei-
ner optimalen Abstimmung zwischen der Auslegung, d. h. der leistungsmäßigen Bemessung
und dem Betrieb der Anlage. Dies kann mit Hilfe der Kostenfunktion Gl.(5.34) erfolgen, die
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mit einem festen Leistungspreis KL sowohl die maximal erforderliche Anlagenleistung als
auch, mit dem zeitlich veränderlichen Arbeitspreis KA(t), den Energieverbrauch innerhalb
eines vorgegebenen Zeitintervalls bewertet.
K =
tE∫
tA
KA(t)Q̇(t)dt + KL max{Q̇(t)|tEtA}
=
N∑
k=0
KA,kQ̇k∆T + KL max{Q̇k : k = 0 . . . N}
(5.34)
Der Bilanzzeitraum umfaßt ein Jahr. Bei dem Anschluß an das Fernwärmenetz etwa wird an
dieser Stelle davon ausgegangen, daß der Leistungspreis einmal jährlich als Anschlußpreis
gezahlt wird. Bei einer abweichenden Zahlungsweise sind entsprechende Umrechnungen
vorzunehmen. Anlagentechnische Investitionen, die erforderlich sind, um eine zusätzliche
Leistungsreserve nutzbar zu machen, hierzu zählen beispielsweise größere Heizflächen für
eine höhere Wärmeabgabe oder größere Rohrleitungsdurchmesser für einen verbesserten
Wärmetransport sind ebenfalls auf der Basis einer voraussichtlichen Gesamtnutzungsdauer
auf jährliche Kostenanteile umzurechnen. Demgegenüber steht der bei einer bestimmten
und durch die verfügbare Anlagenleistung begrenzten Betriebsweise resultierende Gesam-
tenergieverbrauch der zu den innerhalb eines Jahres wachsenden Arbeitskosten führt. Da
sich diese Kosten in Abhängigkeit der von der maximalen Anlagenleistung geprägten Be-
triebsweise ändern, sind die Auslegung sowie der Betrieb der Anlage so aufeinander abzu-
stimmen, daß die Gesamtkosten als Summe aus Leistungspreis und jährlichen Verbrauchs-
kosten minimal werden.
Die Abschätzung des bei optimalem Betrieb erforderlichen Jahresenergiebedarfes und der
erreichbaren jährlichen Einsparungen kann mit Hilfe von Näherungsverfahren bei einem
vertretbaren zeitlichen und rechentechnischen Aufwand erfolgen. Eine einfache Möglichkeit
bietet das Summenhäufigkeitsverfahren. Mit Gl.(5.35) läßt sich ein häufigkeitsgewichteter
Durchschnittswert berechnen.
W =
N∑
i=1
siwi mit
N∑
i=1
si = 100% (5.35)
Die Summenhäufigkeiten si stellen dabei eine Näherung für die Verteilungsfunktion der zu
betrachtenden Punkte wi dar [34].
Eine relativ einfache Verteilung ist der DIN4702 [16] zu entnehmen. Anhand einer mittleren
Jahresdauerlinie der Außentemperatur werden hier fünf Zustandpunkte festgelegt (vgl. Tab.
5.5), die, jeweils durch eine bestimmte Häufigkeit charakterisiert, für eine überschlägliche
Berechnung relevanter Größen geeignet sind.
Für einen Raum (NEH, schwere Bauweise; vgl. Abschnitt 3.4) wurde für jeden der Punkte
unter Annahme des Nutzungsprofils nach Bild 5.3 (Nichtnutzungszeit tE = 10h) der Zusam-
menhang zwischen den Einsparungen des intermittierenden Anlagenbetriebes gegenüber
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Kesselbelastung Außentemperatur Anzahl der Heiztage
ϕ in % ◦C absolut relativ in %
62.6 −1.2 24.5 9.2
47.6 4.4 32.2 12.1
38.8 7.6 39.5 14.8
30.3 10.8 50.5 19.0
12.8 17.3 119.7 44.9
266.4 100
Tabelle 5.5: Modifizierte Summenhäufigkeit der Kesselbelastung [16]
einer durchgängigen Beheizung und der zur Verfügung stehenden Anlagenleistung ermittelt.
Die Darstellung der relativen Heizenergieeinsparungen in Abhängigkeit von der Anlagenlei-
stung bei unterschiedlichen Belastungszuständen sowie den aus den Summenhäufigkeiten
berechneten Jahresmittelwert enthält Bild 5.66.
ϑ
ϑϑ
Bild 5.66: Heizenergieeinsparung ε bezogen auf durchgehenden Heiz-
betrieb für ausgewählte Zustandspunkte, NEH schwer
Aufgrund der geringen Häufigkeit auslegungsnaher Außenluftzustände sind die jährlich zu
erzielenden Einsparungen nahezu konstant und unabhängig von der Leistungsreserve der
Anlage.
Eine Approximation des dargestellten Funktionsverlaufes ist mit einem Polynomansatz der
Gl. 5.36 möglich.
ε(ζL) =
m∑
i=1
aiζ
i
L ζL ≥ 1 (5.36)
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In Weiterführung der Gl.(5.34) lassen sich die Gesamtenergiekosten der Anlage entspre-
chend Gl.(5.37) bestimmen. Für den Verbrauch werden mittlere jährliche Kosten K̄A ange-
setzt.
K1 = K̄AQB + KLQ̇N (5.37)
Bei der Einrichtung einer zusätzlichen Leistungsreserve erhöht sich der Anteil der festen
Leistungskosten. Durch die möglichen Einspareffekte ε(ζL) verringern sich aber die ver-
brauchsgebundenen Kosten. Die Herleitung
K2 = K̄A(1− ε(ζL))QB + KLζLQ̇N (5.38)
K ′2 = (1− ε(ζL))
QB
Q̇N
+
KL
K̄A
ζL
= (1− ε(ζL))bv,L +
KL
K̄A
ζL
(5.39)
führt zu einer Kostenfunktion Gl.(5.39), mit der bei Vorgabe einer auf die installierte Leistung
bezogenen Vollbenutzungstundenzahl bv,L und des Kostenverhältnisses KL/K̄A zwischen
Anschluß- und mittleren Verbrauchskosten eine Aussage zur optimalen Anlagengestaltung
getroffen werden kann. Für eine exakte Berechnung ist weiterhin zu berücksichtigen, daß
sich die spezifischen Anschlußkosten in Abhängigkeit der Anschlußleistung ändern können.
Das erfolgt gewöhnlich in bestimmten, vom Energieversorger festgelegten Abstufungen. Für
den Bezug von Fernwärme gelten z. B. die im Bild 5.67 dargestellten Zusammenhänge, die
für die Anwendung des Optimierungsverfahrens durch stetige Funktionsverläufe näherungs-
weise nachgebildet werden.
Bild 5.67: Jahresgrundpreis (Leistungspreis) für Fernwärme [4]
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Damit läßt sich nun unter Einbeziehung von Gl. (5.36) die Leistungsreserve der Anlage
bestimmen, bei der die Kostenfunktion Gl.(5.39) minimal wird. Die Ergebnisse dieser Be-
rechnung sind im Bild 5.68 dargestellt.
Bild 5.68: Bemessung der Anlagenleistung für minimale Betriebskosten,
NEH schwer
Je kleiner das Verhältnis von Leistungspreis zu mittlerem Arbeitspreis und je größer die
Anzahl der Vollbenutzungsstunden desto größer ist die Leistung der Anlage zu bemessen.
Mit Hilfe des Ansatzes
ε(ζL) = C(e
−
1
3ζL − 2 − e−1), ζL ≥ 1 (5.40)
lassen sich durch Wahl des Parameters C unterschiedliche Funktionen zwischen der Lei-
stungsreserve der Anlage und der erreichbaren Bedarfsreduzierung modellieren. Bild 5.69
enthält für drei ausgewählte Fälle die der Gl.(5.40) entsprechenden Kurvenverläufe.
Die mit Hilfe von Optimierungsrechnungen ermittelten optimalen Anlagenkonfigurationen
zeigt Bild 5.70.
Wie bereits gezeigt werden konnte, steigt prinzipiell mit sinkendem Kostenverhältnis zwi-
schen festen Leistungskosten und mittleren jährlichen Arbeitskosten, zunehmender Anzahl
der Vollbenutzungsstunden und höheren Einsparungseffekten die Tendenz zu einer größe-
ren Leistungsreserve.
Für das Verhältnis von Leistungpreis zum Arbeitspreis ergibt sich exemplarisch bei einem
Fernwärmeanschluß basierend auf den folgende Annahmen [4]:
Arbeitspreis 0.0464 DM/kWh
Leistungspreis 73.31 . . . 110.20 DM/kW
Meßpreis 0.15 . . . 2.08 DM/kW
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Bild 5.69: Ansatz für relative Heizenergieeinsparung ε nach Gl.(5.40)
Bild 5.70: Bemessung der Anlagenleistung für minimale Betriebskosten,
veränderliche Einsparungsfunktion
ein Wert von
KL
K̄A
≈ 1580 . . . 2400 h (5.41)
Da sich die Erhöhung des Anschlußwertes erst bei einem Preisverhältnis unterhalb
KL
K̄A
∣∣∣
krit
≈ 10 . . . 200 h (5.42)
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lohnt (vgl. Bilder 5.68 und 5.70), sollte also im Sinne eines energiekostenoptimalen An-
lagenbetriebes die vertraglich abzusichernde Anschlußleistung den minimal erforderlichen
Leistungswert nicht überschreiten. Dabei sind alle eventuell auftretenden Gleichzeitigkeiten
von Belastungen zu beachten, um die Anschlußkosten so gering wie möglich zu halten.
Ein ähnliches Problem ergibt sich bei dem Einsatz einer Elektro-Nachtspeicherheizung,
wenn zusätzlich ein Zweitarifzähler (Tag- und Nachttarif) installiert werden muß. Aus dem
Verhältnis der durch die günstigeren Elektroenergiebezugskosten erreichbaren Betriebsko-
steneinsparungen zu dem höheren Verrechnungspreis des Tarifzählers ergibt sich für den
Energiebezug eine Rentabilitätsschranke, ab der sich die Nutzung des Schwachlasttarifes
rechnet.
5.2.7. Optimale Mischklappenregelung einer Klimaanlage
Bei Klimaanlagen mit Umluftbeimischung können die Kosten für die zum Erreichen des ge-
wünschten Zuluftzustandes erforderlichen Luftbehandlungsfunktionen durch die Wahl des
Mischpunktes von Außen- und Umluft beeinflußt werden. Für die im Bild 5.71 dargestell-
te Anlagenkonzeption bestehend aus Luftkühler, Dampfbefeuchter und Nachwärmer ist der
kostenoptimale Außenluftanteil aopt zu bestimmen.
A U
F O A B
Z U
Bild 5.71: Anlagenschema für Umluftbeimischung und Dampfbefeuchtung
Der Mischluftzustand stellt sich in Abhängigkeit des Außenluftanteiles a mit
ϑMi = aϑa + (1− a)ϑUm (5.43)
xMi = axa + (1− a)xUm (5.44)
ein. Für die Berechnung der massestromspezifischen Gesamtkosten
Kges = KKühl + KBef + KErh (5.45)
sind die einzelnen Kostenanteile entsprechend der Gln.(5.46) bis (5.48) zu bestimmen. Für
die Speisewassertemperatur des Dampfbefeuchters ϑW wird ein Wert von 10 ◦C angesetzt.
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KKühl =
(
1.01
kJ
kgK
(ϑMi − ϑZu) + 2501
kJ
kg
(xMi − xZu)
)
pKühl (5.46)
KBef = 1.1
(
4.180
kJ
kgK
(100 ◦C− ϑW ) + 2253
kJ
kg
)
(xZu − xMi)pBef (5.47)
KErh = 1.01
kJ
kgK
(ϑZu − ϑBef,A)pErh (5.48)
Die spezifischen Betriebskosten der einzelnen Aggregate betragen
Luftkühler pKühl = 0.06 DM/kWh
Dampfbefeuchter pBef = 0.1265 DM/kWh
Lufterhitzer pErh = 0.05 DM/kWh
Mit den gewählten Zu- und Abluftparametern
ϑZU = 18 ◦C ϑAB = 23 ◦C (5.49)
xZU = 7g/kg xAB = 8g/kg (5.50)
kann bei einem vorgegebenem minimalen Außenluftanteil amin = 0.1 der kostenoptimale
Mischpunkt für beliebige Außenluftzustände berechnet werden. Die einzelnen Bauteile der
Klimaanlage sind so bemessen, daß unabhängig von der Lage des Mischpunktes der ge-
wünschte Zuluftpunkt immer erreicht werden kann.
Wird anstelle einer variablen Außenluftbeimischung ein ganzjährig fester Wert a = const an-
gesetzt, so resultieren daraus jährliche Mehrkosten, die, in Relation zu dem optimalen Wert,
für dieses Beispiel den im Bild 5.72 abgebildeten funktionellen Zusammenhang aufweisen.
Jede Begrenzung des Außenluftanteiles führt aufgrund eines veränderten Mischluftzustan-
des zu einer Kostenerhöhung bei der nachfolgenden Luftbehandlung. Im Bild 5.73 sind die
relativen Kostenerhöhungen dargestellt, die sich durch die nach Einführung eines maximal
zulässigen Außenluftanteiles entstehenden zusätzlichen Kosten im Vergleich zu einer bis zu
100% möglichen Außenluftrate ergeben.
5.3. Optimale Regelung
5.3.1. Einführung
Das Optimierungsverfahren ist nicht nur für die Bestimmung einer optimalen zeitlichen Steu-
erfunktion geeignet. Es ist auch, wie bereits im Abschnitt 4.1.3 erläutert wurde, im Sinne ei-
ner optimalen Mehrgrößenregelung unter Berücksichtigung mehrerer Stellgrößen anwend-
bar. Da es sich hierbei aber nicht um eine vorausschauende und in ihrer zeitlichen Gesamt-
heit kostenminimalen Steuerung handelt, sondern um eine optimale Stellung einzelner Bau-
glieder zu verschiedenen und unabhängig voneinander betrachteten Zeitpunkten, können
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Bild 5.72: Relative Kostenerhöhung bei konstantem Außenluftanteil
Bild 5.73: Relative Kostenerhöhung bei Begrenzung des maximalen Außenluft-
anteiles
sich im Vergleich zur optimalen Steuerung höhere Gesamtkosten ergeben. Andererseits ist
für die Bestimmung einer optimalen Regelung die Kenntnis aller relevanten Einflußgrößen
auf das System nur für den betrachteten Zeitpunkt und nicht wie bei der Steuerung während
des gesamten Optimierungszeitraumes, was in den seltensten Fällen gegeben ist, erforder-
lich. Ebenso sollte dem Nutzer die Möglichkeit des manuellen Eingreifens gestattet bleiben,
was nur durch bestimmte regelungstechnische Vorgänge auszugleichen ist.
Bei regelungstechnischen Vorgängen ist bei Erreichen der Leistungsgrenze der Anlage die
Nichteinhaltung von Nebenbedingungen möglich.
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5.3.2. DEC
Eine Anwendung des genannten Verfahrens bietet sich bei der Regelung einer DEC(Desiccative
and Evaporative Cooling)-Klimaanlage. Abb. 5.74 zeigt den klassischen Aufbau einer DEC-
Klimaanlage [45]. Die Anlage besteht aus einem Sorptionsregenerator, Wärmeregenerator,
Zuluftheizer, Zuluftbefeuchter, Abluftbefeuchter und Abluftheizer.
A U
F O A B
Z U
u 1 u 5u 4
u 7 u 6
u 3u 2
u 5
Bild 5.74: DEC-Klimaanlage (u1 Sorptionsregenerator, u2 Wärmerege-
nerator, u3 Zulufterhitzer, u4 Zuluftbefeuchter, u5 Zu- und Ab-
luftventilator, u6 Abluftbefeuchter, u7 Ablufterhitzer)
Während im Allgemeinen die beiden Befeuchter sowie der Ablufterhitzer im Sommer zum
Einsatz kommen, wird der Zulufterhitzer zum Nachheizen im Winter genutzt. Ein Vorschlag
für die Regelung einer DEC-Klimanalage ist die Folgeregelung der einzelnen Bauteile [69].
Das zugehörige Sequenzschema ist im Bild 5.75 dargestellt.
E R H Z U R S  B E F Z U E R H A B  
R S
-  D J Z U , m i n            
E R H Z U B E F  Z U
-  D x Z U , m i n 
D J Z U , m a x             +
R S  
R S
D x Z U , m a x           +
H e i z e n K ü h l e n
B e f e u c h t e n E n t f e u c h t e n
A B E R H
A BB E FR W  R W  
a )  
b )  
u
u
Bild 5.75: Sequenzschaltung DEC [69]
Die Optimierungsaufgabe besteht nunmehr darin, die Stellgrößen der Bauteile (Drehzahlen
von Sorptionsregenerator u1, Wärmeregenerator u2 und Zu- und Abluftventilator u5, Ventil-
hübe von Zulufterhitzer u3, Zuluftbefeuchter u4, Abluftbefeuchter u6 und Ablufterhitzer u7) so
zu bestimmen, daß die resultierenden Gesamtkosten des Anlagenbetriebes minimal wer-
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den und alle Bedingungen hinsichtlich des Raumluft-, Zuluft- bzw. Anlagenzustandes erfüllt
sind. Sind die sich hieraus ergebenden optimalen Zustandsänderungen als eine Art Ver-
gleichsprozess [40] bekannt, läßt sich die Qualität anderer Regelstrategien im Hinblick auf
die resultierenden Kosten besser einschätzen.
Der Steuervektor u ist, in der Annahme eines konstanten Luftmassestromes, entsprechend
Gl.(5.51) anzusetzen.
u =
[
nRS nRW HErh,Zu HBef,Zu HBef,Ab HErh,Ab
]T
(5.51)
Die Leistung der Regeneratoren wird durch Vorgabe einer Drehzahl n, die der Lufterhitzer
und -befeuchter durch einen Ventilhub H gesteuert. Dabei gelten die Beschränkungen
0 ≤ n ≤ 10 h−1
0 ≤ H ≤ 100 %
(5.52)
Die einzuhaltenden Nebenbedingungen sind:
1. Toleranzbereich für Temperatur und Wassergehalt der Zuluft
ϑZU,min ≤ ϑZU ≤ ϑZU,max
xZU,min ≤ xZU ≤ xZU,max
2. Einfrierschutz Ablufterhitzer
ϑRW,A ≥ ϑRW,A,min
3. Einfrierschutz Sorptionsregenerator
dh/dx ≥ dh/dx|krit.,Eisnebel
5.3.3. Modellierung
Die Beschreibung der DEC-Anlage kann unter TRNSYS mit dem Klimaanlagenmodell Ty-
pe94 [70] erfolgen. Das stationäre Verhalten der in der Anlage verwendeten Bauteile wird
mit Hilfe von aus Meßwerten und Kennlinien approximierten Übertragungsfunktionen nach-
gebildet.
Die nachfolgenden Betrachtungen sollen sich, um eine vollständige Jahressimulation zu
vermeiden, der Übersicht halber auf 52 ausgewählte Zustandspunkte entsprechend einer
Summenhäufigkeit der Außenlufttemperatur [3] beschränken. Die Verteilung der Zustände
im h, x-Diagramm zeigt Bild 5.76. Der Wassergehalt der Luft ist in jedem der Punkte ein be-
züglich der Außenlufttemperatur mittlerer jährlicher Wert. Die zugehörige Summenhäufigkeit
der Außenlufttemperatur ist in Bild 5.77 dargestellt.
Die Simulation der Anlagenregelung bzw. -optimierung erfolgt zur Vereinfachung zunächst
ohne Raummodell. Die Ablufttemperatur wird entsprechend der Vorgaben der DIN1946 in
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Bild 5.76: Darstellung der Zustandspunkte für Jahresverlauf [3]
Abhängigkeit von der Temperatur der Außenluft vorgegeben, Gl.(5.53). Für den Wasserge-
halt der Abluft wurde einfach der Zusammenhang nach Gl.(5.54) angesetzt.
ϑAB = 22 ◦C + max((ϑa − 26 ◦C)/3, 0) (5.53)
xAB = 9.5
g
kg
− 3.5 g
kg
ϑa,max − ϑa
ϑa,max − ϑa,min
(5.54)
Der daraus resultierende Bereich möglicher Raumluftzustände ist ebenfalls im h, x-Diagramm
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Bild 5.77: Summenhäufigkeit über Außenlufttemperatur
der Abb. 5.76 gekennzeichnet.
Weiterhin sind die Nebenbedingungen hinsichtlich des Zuluftzustandes
ϑZU = 18 ◦C (5.55)
5
g
kg
≤ xZU ≤ 11.4
g
kg
(5.56)
sowie aus Gründen des Frostschutzes
ϑRW,A ≥ 6 ◦C (5.57)
dh/dx ≥ dh/dx|krit.,Eisnebel (5.58)
einzuhalten.
Die der Optimierung zugrundeliegende Kostenfunktion Gl. (5.59), anhand der auch der Ver-
gleich mit der Sequenzschaltung vorgenommen werden soll, bilanziert den für die Regene-
ratoren erforderlichen Elektroenergiebedarf ERS+RW , den Heizenergiebedarf QErh der Luf-
terhitzer sowie den Wasserverbrauch WBef der Luftbefeuchter. Die Gesamtkosten K sind
für jeden der 52 Außenluftzustände durch eine geeignete Stellung der Bauteile zu minimie-
ren.
K = ERS+RW + QErh + WBef (5.59)
Aus den mit Hilfe der Optimierung berechneten Stellgrößen der einzelnen Bauelemente er-
geben sich für die Luft beim Durchströmen der Anlage die Zustandsänderungen, wie sie in
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dem h, x-Diagramm der Abbildung 5.78 dargestellt sind. Zum besseren Verständnis sind die
Zu- und Fortluftzustände sowie die Zustandsänderung im Raum hervorgehoben. Die Eisbil-
dung im Sorptionsregenerator wird aufgrund der Nebenbedingung Gl.(5.58) durch Umge-
hung des Eisnebelgebietes vermieden.
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Bild 5.78: Zustandsänderungen einer DEC im h,x-Diagramm bei op-
timalem Betrieb
Unter Beachtung der Summenhäufigkeiten über alle Zustandspunkte können die jährlichen
Betriebskosten für Wasser, Wärme und den elektrischen Antrieb der Regeneratoren bei
einer kostenoptimalen Stellung der Bauelemente im Vergleich zu der konventionellen Se-
quenzregelung um etwa 31 % gesenkt werden. Diese Aussage gilt nur für die der Betrach-
tung zugrundeliegenden Kostenstruktur und unter Einhaltung der Nebenbedingungen. Für
von dieser Untersuchung abweichende Annahmen ergeben sich andere Ergebnisse.
Wie sich aus einem Vergleich der Kosten aus Abb. 5.79 entnehmen läßt, verursacht die
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Bild 5.79: Vergleich Gesamtkosten Regelung - Optimierung
Sequenzregelung vor allem bei Außentemperaturen ϑa = 18 ◦C . . . 26 ◦C höhere Kosten ge-
genüber dem optimalen Betrieb.
Bei einer Bewertung der absoluten Kosten mit der Häufigkeit des Auftretens der entspre-
chenden Außenluftzustände nach Abb. 5.77 ergibt sich die in Abb. 5.80 dargestellte Vertei-
lung der Anlagenkosten. Die Unterschiede der von den beiden untersuchten Betriebsarten
verursachten Kosten wird in dieser Darstellung besonders deutlich.
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Bild 5.80: Vergleich der häufigkeitsbewerteten Gesamtkosten Regelung
- Optimierung
Die Außenluft- und Raumluftzustände sowie die Zulufttemperatur bei Anwendung der Se-
quenzschaltung stimmen mit den Werten der Optimierungsrechnung überein. Unterschie-
116
5.3. Optimale Regelung
de ergeben sich aber im Wassergehalt der Zuluft. Dieser ist nicht als einzelner Sollwert
vorgegeben sondern es sind beliebige Werte innerhalb eines oberen und unteren Grenz-
wertes möglich. Den Verlauf des Zuluftwassergehaltes für die bekannten Zustandspunkte
bei Anwendung von Regel- und Optimierungsverfahren zeigt die Abb. 5.81. Hierbei wäre
zu überprüfen, inwieweit die Festsetzung der optimierten Zuluftzustände als Sollwert für die
Sequenzregelung zu einer Kostenminderung führen kann.
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Bild 5.81: Wassergehalt der Zuluft Sequenzregelung - Optimierung
Die Abb. 5.82 zeigt, daß die für beide Betriebsarten unterschiedlichen Gesamtkosten im
Sommer hauptsächlich auf den Betrieb der Befeuchter und im Winter auf die Lufterhitzer
zurückzuführen sind.
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Bild 5.82: Differenz der spezifischer Kosten Regelung - Optimierung
Die Abbildungen B.36 und B.37 enthalten die Stellsignale der einzelnen Bauteile der DEC-
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Klimaanlage. Die Abweichungen zwischen den Stellsignalen der einzelnen Bauteile sind aus
Bild B.38 ersichtlich. Wie die aktiven Bauteile den einzelnen Regelkreisen der Temperatur
bzw. der Feuchte zugeordnet werden können, zeigt Abb. 5.83.
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Bild 5.83: Aktive Regelkreise bei Sequenzregelung
Nach der vereinfachenden Betrachtung ausgewählter Zustandspunkte soll nun die optimale
Regelung einer DEC-Klimanlage für einen typischen Sommertag bestimmt werden. Dabei
ist das Temperatur- und Feuchteverhaltens eines zu klimatisierenden Raumes unter dem
Einfluß innerer und äußerer Wärme- und Feuchtelasten zu berücksichtigen. Der sich peri-
odisch wiederholende Tagesgang der Außenlufttemperatur und der solaren Einstrahlung ist
[85] entnommen. Bild B.39 zeigt die entsprechenden Verläufe. Die zugehörigen Werte der
Außenluftfeuchte orientieren sich an den in [17]und [18] enthaltenen Vorgaben. Die Profile
der inneren Wärme- und Feuchtelastprofile sind in den Bildern B.40dargestellt.
Die Nutzungszeit des Raumes geht von 7.00−20.00 Uhr. Innerhalb dieser Zeit muß die Emp-
findungstemperatur die in einem vorgegebenen Behaglichkeitfeld [20] enthaltenen Randbe-
dingungen erfüllen.
Die Zuluft liegt, solange sie einen maximal zulässigen Wert von 21 ◦C nicht überschreitet,
konstant 3 K unterhalb der Raumlufttemperatur. Die Empfindungstemperatur des Raumes
wird dann durch einen variablen Volumenstrom geregelt.
ϑZU = min(max(ϑR − 3 K, 18 ◦C), 21 ◦C) (5.60)
Für den Zuluftwassergehalt ist ein zulässiger Bereich angegeben, Gl.(5.61), wobei die obere
Begrenzung in Abhängigkeit der Raumluftfeuchte angepaßt wird. Der minimale Zuluftwas-
sergehalt beträgt 5 gW/kgL.
xZU,min ≤ xZU ≤ xZU,max(ϕR) (5.61)
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Die aus der optimalen Regelung des Zuluftpunktes resultierenden Gesamtkosten gemäß der
gültigen Kostenfunktion Gl.(5.59) sind mit den Kosten der Sequenzregelung zu vergleichen.
Bild 5.84 zeigt den für beide Verfahren berechneten Verlauf von Empfindungstemperatur
und Wassergehalt der Raumluft. Während sich die Raumtemperaturen aufgrund eines ein-
heitlichen Zuluftpunktes nicht unterscheiden, sind im Wassergehalt der Raumluft deutliche
Abweichungen erkennbar. Aufgrund der angesetzten spezifischen Preise sind die Wasser-
Bild 5.84: Zustandsgrößen im Raum, Sommertag
kosten wesentlich kleiner als die Kosten für Heizwärme. Aus dem Vergleich der Gesamtko-
sten in Bild 5.85 geht schließlich hervor, daß für die gegebene Problemstellung auch mit der
Sequenzregelung ein hinsichtlich der verwendeten Kostenfunktion optimales Ergebnis er-
reicht werden kann. Die Kostenunterschiede zwischen den beiden Verfahren sind praktisch
nicht relevant. Eine derartige Bewertung der konventionellen Regelung ist aber nur mit der
Kenntnis eines optimalen Vergleichsprozesses möglich.
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Bild 5.85: Vergleich der Gesamtkosten, Sommertag
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Die Optimierung des Betriebes gebäudetechnischer Anlagen erlaubt die Minimierung des
zum Heizen, Kühlen, Lüften oder Klimatisieren erforderlichen Energiebedarfes bzw. der dar-
aus resultierenden Kosten. Mit Hilfe optimaler Steuerungsvorgänge läßt sich der Ablauf der
dazu erforderlichen Prozesse zielgerichtet über einen längeren Zeitraum beeinflussen. Im
Gegensatz dazu bietet die optimale Regelung die Möglichkeit, ein oder mehrere Stellgrößen
in einem bestimmten Zeitpunkt vorzugeben.
Die zur Lösung gängiger Optimierungsprobleme erforderlichen mathematischen Werkzeuge
und Lösungsverfahren sind im Allgemeinen verfügbar. Es kann dabei auf eine große An-
zahl von Rechenprogrammen (z. B. MATLAB) zurückgegriffen werden. Für das grundlegen-
de Verständnis der Lösungsmethoden ist das mathematische Basiswissen des Ingenieurs
meist ausreichend. Eine tiefergehende Auseinandersetzung mit den betreffenden Verfah-
rensabläufen ist bei der Bearbeitung komplizierter Optimierungsprobleme aber in jedem Fall
von Vorteil.
Im Rahmen der vorliegenden Arbeit konnte gezeigt werden, wie ein Gebäude- und Anla-
gensimulationsprogramm mit bekannten Optimierungsalgorithmen gekoppelt und zur theo-
retischen Lösung optimaler Steuer- und Regelprobleme in der Gebäudetechnik eingesetzt
werden kann. Das dargestellte Verfahren zur Optimierung von Funktionen mit Nebenbedin-
gungen erwies sich als geeignet zur Untersuchung der Betriebsweise gebäudetechnischer
Anlagen und Vorgänge. Aufgrund der Anforderungen des Lösungsverfahrens an die Stetig-
keit der Steuerfunktion lassen sich nichtstetige Steuer- und Regelprobleme nicht oder nur
näherungsweise behandeln. Hier müssen spezielle Methoden, z. B. die Dynamische Opti-
mierung angewendet werden. Ein allgemeingültiger Lösungsansatz für Optimierungsaufga-
ben ist aufgrund der jeder Problemstellung anhaftenden spezifischen Eigenschaften nicht
verfügbar. Vielmehr sollten die Bemühungen, vor allem bei der Analyse optimaler Steue-
rungsvorgänge, darauf gerichtet sein, durch vereinfachende Annahmen eine Reduzierung
des Berechnungsaufwandes zu erreichen. Dies läßt sich hauptsächlich durch die Wahl der
Optimierungsschrittweite und der Form der Nebenbedingungen realisieren.
Theoretisch optimale Lösungen für den Betrieb gebäudetechnischer Anlagen müssen für ei-
ne praktische Umsetzbarkeit geeignet sein. Dabei sind die Abhängigkeiten der Steuer- bzw.
Regelgrößen von den bestimmenden Stör- bzw. Systemgrößen meist mit Hilfe von Appro-
ximationsformeln darstellbar. Hier muß der Anwender über entsprechende Erfahrungswerte
und Geschick bei der Umsetzung verfügen. Eine Anwendungsmöglichkeit bietet sich, wie an
einem Beispiel gezeigt werden konnte, z. B. bei der Bestimmung optimaler Anheizzeitpunk-
te.
Die Eignung der optimalen Lösungen für den praktischen Einsatz wird auch maßgeblich
durch die Vorhersagegenauigkeit der verwendeten Gebäude- und Anlagemodelle bestimmt.
Diese müssen im Vorfeld der Optimierungsrechnungen einer Modellvalidierung unterzogen
werden. Ebenso ist zu prüfen, inwieweit Ungenauigkeiten bei der Abschätzung des rea-
len Störgrößenverlaufes (Wettervorhersage) den sich über einen mehr oder weniger langen
Zeitraum erstreckenden optimalen Steuervorgang beeinflußen.
Für typische Problemfälle, wie z. B. das intermittierende Heizen, sind die optimalen Lösun-
gen prinzipiell bekannt. Das eigentliche Optimierungsproblem beschränkt sich somit auf die
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Bestimmung einzelner Schaltpunkte. Aufgrund der sehr geringen Rechenzeit läßt sich diese
relativ einfache Aufgabenstellung auch prozeßbegleitend, d. h. on-line bearbeiten.
Theoretische Optimallösungen erlauben im Sinne eines optimalen Vergleichsprozesses die
Bewertung praktisch anderweitig umsetzbarer Steuerungs- und Regelungsmechanismen.
Die im Hinblick auf ein gewähltes Gütekriterium erforderliche Notwendigkeit zur Verbesse-
rung von vorhandenen Steuerungs- und Regelungsszenarien sowie die theoretisch maximal
erreichbaren Extremwerte lassen sich leicht abschätzen.
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A. Wandaufbauten
- Gebäudetyp ”schwer”
Schicht d λ cp ρ
[m] [W/mK] [kJ/kgK] [kg/m3]
Innenputz 0.015 0.87 1.0 1800
Ziegel 0.30 0.36 1.0 700
Mineralwolle 0.08 0.04 0.84 150
Außenputz 0.02 1.4 1.0 2000
Tabelle A.1: Aufbau Außenwand
Schicht d λ cp ρ
[m] [W/mK] [kJ/kgK] [kg/m3]
Innenputz 0.015 0.87 1.0 1800
Ziegel 0.24 0.28 1.0 700
Innenputz 0.015 0.87 1.0 1800
Tabelle A.2: Aufbau Innenwand
Schicht d λ cp ρ
[m] [W/mK] [kJ/kgK] [kg/m3]
Teppich 0.01 0.06 1.3 500
Estrich 0.04 0.71 1.0 2000
Trittschall 0.03 0.04 1.38 40
Stahlbeton 0.16 1.35 1.0 2400
Innenputz 0.015 0.87 1.0 1800
Tabelle A.3: Aufbau Fußboden/Decke
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A. Wandaufbauten
- Gebäudetyp ”leicht”
Schicht d λ cp ρ
[m] [W/mK] [kJ/kgK] [kg/m3]
Gipskarton 0.0095 0.21 1.0 900
Holzständer 0.13 0.13 2.1 700
Mineralwolle 0.1 0.06 1.38 210
Holzständer 0.13 0.13 2.1 700
Hartschaumplatte 0.03 0.03 1.5 30
Außenputz 0.015 0.7 1.0 1400
Tabelle A.4: Aufbau Außenwand
Schicht d λ cp ρ
[m] [W/mK] [kJ/kgK] [kg/m3]
Gipskarton 0.0125 0.21 1.0 900
Mineralwolle 0.05 0.05 1.0 8
Gipskarton 0.0125 0.21 1.0 900
Tabelle A.5: Aufbau Innenwand
Schicht d λ cp ρ
[m] [W/mK] [kJ/kgK] [kg/m3]
Teppich 0.01 0.06 1.3 500
Holz 0.019 0.14 2.1 700
Trittschall 0.01 0.04 1.38 40
Spanplatte 0.022 0.13 2.1 700
Balken-Luft 0.18 0.11 1.03 19
Deckenplatten 0.01 0.13 2.1 700
Tabelle A.6: Aufbau Fußboden/Decke
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- Gebäudetyp ”Altbau”
Schicht d λ cp ρ
[m] [W/mK] [kJ/kgK] [kg/m3]
Innenputz 0.015 0.87 1.0 1800
Ziegel 0.36 0.36 1.0 700
Außenputz 0.02 1.4 1.0 2000
Tabelle A.7: Aufbau Außenwand
Schicht d λ cp ρ
[m] [W/mK] [kJ/kgK] [kg/m3]
Innenputz 0.015 0.87 1.0 1800
Ziegel 0.24 0.28 1.0 700
Innenputz 0.015 0.87 1.0 1800
Tabelle A.8: Aufbau Innenwand
Schicht d λ cp ρ
[m] [W/mK] [kJ/kgK] [kg/m3]
Teppich 0.01 0.06 1.3 500
Estrich 0.04 1.4 1.0 2000
Trittschall 0.03 0.04 1.38 40
Stahlbeton 0.16 2.1 1.0 2400
Innenputz 0.015 0.87 1.0 1800
Tabelle A.9: Aufbau Fußboden/Decke
131
B. Intermittierender Heizbetrieb
ϑL = 22 ◦C ϑE = 22 ◦C
Raumtyp Q̇[W] ϑE [ ◦C] Q̇[W] ϑL[ ◦C]
NEH,schwer 178.3 21.60 182.6 22.41
NEH,leicht 178.2 21.60 182.6 22.41
Altbau 389.1 21.13 410.4 22.92
Tabelle A.10: Wärmebedarf und sich einstellende Tempe-
raturen bei ϑa = 5 ◦C
B. Intermittierender Heizbetrieb
B.1. Kenngrößen
In Ergänzung zum Abschnitt 5.1.4 werden für den intermittierenden Heizbetrieb die erforder-
lichen Anheizzeit, die minimale Temperatur zu Anheizbeginn sowie die erreichbaren Einspa-
rungen in Abhängigkeit von der normierten Heizleistung dargestellt. Die Bilder B.1 bis B.3
gelten für die zu steuernde Größe Empfindungstemperatur bei einem Luftwechsel λ = 0h−1.
Die Berechnungsergebnisse sowohl für die Luft- als auch für die Empfindungstemperatur bei
einem erhöhten Luftwechsel λ = 1h−1 sind in den Bildern B.4 bis B.9 dargestellt.
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Bild B.1: Kenngrößen des intermittierenden Heizens; NEH, leichte Bau-
weise; Regelgröße Empfindungstemperatur, λ = 0 h−1 (Legen-
de siehe Bild 5.4)
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B.1. Kenngrößen
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Bild B.2: Kenngrößen des intermittierenden Heizens; NEH, schwere
Bauweise; Regelgröße Empfindungstemperatur, λ = 0 h−1
(Legende siehe Bild 5.4)
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Bild B.3: Kenngrößen des intermittierenden Heizens; Altbau; Regel-
größe Empfindungstemperatur, λ = 0 h−1 (Legende siehe
Bild 5.4)
133
B. Intermittierender Heizbetrieb
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Bild B.4: Kenngrößen des intermittierenden Heizens; NEH, leichte Bau-
weise; Regelgröße Lufttemperatur, λ = 1 h−1 (Legende siehe
Bild 5.4)
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Bild B.5: Kenngrößen des intermittierenden Heizens; NEH, schwere
Bauweise; Regelgröße Lufttemperatur, λ = 1 h−1 (Legende
siehe Bild 5.4)
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B.1. Kenngrößen
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Bild B.6: Kenngrößen des intermittierenden Heizens; Altbau; Regelgrö-
ße Lufttemperatur, λ = 1h−1 (Legende siehe Bild 5.4)
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Bild B.7: Kenngrößen des intermittierenden Heizens; NEH, leichte Bau-
weise; Regelgröße Empfindungstemperatur, λ = 1h−1 (Legen-
de siehe Bild 5.4)
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B. Intermittierender Heizbetrieb
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Bild B.8: Kenngrößen des intermittierenden Heizens; NEH, schwere
Bauweise; Regelgröße Empfindungstemperatur, λ = 1h−1
(Legende siehe Bild 5.4)
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Bild B.9: Kenngrößen des intermittierenden Heizens; Altbau; Regel-
größe Empfindungstemperatur, λ = 1 h−1 (Legende siehe
Bild 5.4)
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B.1. Kenngrößen
B.1.1. Einfluß des Nutzerverhaltens
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Bild B.10: Zusammenhang zwischen Anheizdauer und Mittel der Außen-
lufttemperatur bei Anheizbeginn, NEH leicht, Betriebsart 1
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Bild B.11: Zusammenhang zwischen Anheizdauer und Mittel der Außen-
lufttemperatur bei Anheizbeginn, NEH leicht, Betriebsart 2
137
B. Intermittierender Heizbetrieb
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Bild B.12: Zusammenhang zwischen Anheizdauer und Mittel der Außen-
lufttemperatur bei Anheizbeginn, NEH leicht, Betriebsart 3
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Bild B.13: Zusammenhang zwischen Anheizdauer und Mittel der Außen-
lufttemperatur bei Anheizbeginn, Altbau, Betriebsart 1
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B.1. Kenngrößen
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Bild B.14: Zusammenhang zwischen Anheizdauer und Mittel der Außen-
lufttemperatur bei Anheizbeginn, Altbau, Betriebsart 2
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Bild B.15: Zusammenhang zwischen Anheizdauer und Mittel der Außen-
lufttemperatur bei Anheizbeginn, Altbau, Betriebsart 3
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B. Intermittierender Heizbetrieb
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Bild B.16: Zusammenhang zwischen Anheizdauer und Raumlufttempe-
ratur bei Anheizbeginn, NEH schwer, Betriebsart 1
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Bild B.17: Zusammenhang zwischen Anheizdauer und Raumlufttempe-
ratur bei Anheizbeginn, NEH schwer, Betriebsart 2
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B.1. Kenngrößen
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Bild B.18: Zusammenhang zwischen Anheizdauer und Raumlufttempe-
ratur bei Anheizbeginn, NEH schwer, Betriebsart 3
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Bild B.19: Zusammenhang zwischen Anheizdauer und Raumlufttempe-
ratur bei Anheizbeginn, NEH leicht, Betriebsart 1
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Bild B.20: Zusammenhang zwischen Anheizdauer und Raumlufttempe-
ratur bei Anheizbeginn, NEH leicht, Betriebsart 2
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Bild B.21: Zusammenhang zwischen Anheizdauer und Raumlufttempe-
ratur bei Anheizbeginn, Altbau, Betriebsart 1
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B.1. Kenngrößen
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Bild B.22: Zusammenhang zwischen Anheizdauer und Raumlufttempe-
ratur bei Anheizbeginn, Altbau, Betriebsart 2
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Bild B.23: Zusammenhang zwischen Anheizdauer und Raumlufttempe-
ratur bei Anheizbeginn, Altbau, Betriebsart 3
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B. Intermittierender Heizbetrieb
B.1.2. Unterbrechungsdauer und Absenktemperatur
∆
Bild B.24: Energieeinsparung, Empfindungstemperatur, Tagprofil
(Legende siehe Bild 5.16)
∆
Bild B.25: Energieeinsparung, Empfindungstemperatur, Wo-
chenprofil (Legende siehe Bild 5.16)
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B.1. Kenngrößen
∆
Bild B.26: Anheizzeit, Empfindungstemperatur, Tagprofil (Legen-
de siehe Bild 5.16)
∆
Bild B.27: Anheizzeit, Empfindungstemperatur, Wochenrofil (Le-
gende siehe Bild 5.16)
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B. Intermittierender Heizbetrieb
B.1.3. Schnellaufheizen
Bild B.28: Heizkurve für Konvektorenheizung
Bild B.29: Mittlere Raumtemperaturen am ersten Tag
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B.2. Variable Kosten
B.2. Variable Kosten
Bild B.30: Raumtemperaturen, leichte Bauweise
Bild B.31: Relative Kosten, leichte Bauweise
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B. Intermittierender Heizbetrieb
Bild B.32: Raumtemperaturen, schwere Bauweise
Bild B.33: Relative Kosten, schwere Bauweise
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B.3. Optimale Anheizzeit
B.3. Optimale Anheizzeit
Bild B.34: Vergleich der mittleren Raumtemperaturen bei optimiertem und simu-
liertem Anlagenbetrieb während der Nutzungszeit
Bild B.35: Anheizzeitbestimmung aus Meßwerten
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B. Intermittierender Heizbetrieb
B.4. Optimale Regelung
0
2
4
6
8
10
n R
S
 in
 m
in
-1
0
2
4
6
8
10
n R
W
 in
 m
in
-1
0
10
20
30
40
50
Temperatur
H
E
rh
Zu
 in
 %
0
20
40
60
Temperatur
Feuchte
Temperatur
H
B
ef
Zu
 in
 %
0
20
40
60
80
100
H
B
ef
A
b i
n 
%
-20 -15 -10 -5 0 5 10 15 20 25 30
0
2
4
6
8
Frostschutz
Frostschutzf)
e)
d)
c)
b)
a)
 Außentemperatur in °C
H
E
rh
A
b i
n 
%
Bild B.36: Stellsignale Sequenzregelung (a-Drehzahl Sorptionsrege-
nerator; b-Drehzahl Wärmeregenerator; c-Ventilhub Zuluf-
terhitzer; d- Ventilhub Zuluftbefeuchter; e-Ventilhub Abluft-
befeuchter; f-Ventilhub Ablufterhitzer
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B.4. Optimale Regelung
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Bild B.37: Stellsignale Optimierung (Bezeichnung vgl. Abb. B.36)
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Bild B.38: Vergleich der Stellsignale Sequenzregelung - Optimierung
(Bezeichnung vgl. Abb. B.36)
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B.4. Optimale Regelung
Bild B.39: Außentemperatur und solare Strahlungslasten, Sommertag
Bild B.40: Innere Wärme- und Feuchtelasten, Sommertag
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