Abstract. A processor-efficient systolic algorithm for the dynamic programming approach to the knapsack problem is presented in this paper. The algorithm is implemented on a linear systolic array where the number of the cells q, the cell memory storage cr and the input/output requirements are design parameters. These are independent of the problem size given by the number of the objects m and the knapsack capacity c. The time complexity of the algorithm is {9(mc/q + m) and both the time speedup and the processor efficiency are asymptotically optimal. A new procedure for the backtracking phase of the algorithm with a time complexity O(m) is also proposed. It is an improvement on the usual strategies used for backtracking which have a time complexity ~9(m + c).
Introduction
Suppose that m types of objects are being considered for inclusion in a knapsack of capacity c. For i = 1, 2,..., m, let Pi be the unit value and wi the unit weight of the i-th type of object. The values wl, pi, i = 1, 2,..., m, and c are all positive integers. The problem is to find out the maximum total profit without exceeding the capacity constraint, i.e. max {EPiZi :
wlzl < c, zi >_ 0
( 1) where zi is the number of i-th type objects included in the knapsack. This is a classical combinatorial optimization problem with a wide range of application (see Garfinkel [4]. Dynamic programming, branch-and-bound and approximate algorithms are the most popular combinatorial optimization techniques for these problems.
With the advent of parallel processors many researchers concentrated their efforts on the development of efficient parallel algorithms for solving the knapsack problem. In this paper we concentrate on one of the most conventional approaches for solving this problem -dynamic programming. This approach is based on the principle of op~imalily of Bellman [5] and usually contains two phases. In the first (forward) phase the maximum value of the objective function is computed, i.e. the value fro(e) such ~r~ m that fro(c) = max {~i=lPiZi " ~i=1 wlzi <_ c, zi >_ 0 integer,/ = 1,2,...,m}.
In the second (backtracking) phase the integers z,,i = 1,2,...,m, such that E?----1 P ig* -" frn(C) are found.
In [6] a pipeline architecture containing a linear array of q processors, queue and memory modules is proposed for the knapsack problem by Chen, Chern and :lang. This architecture allows one to achieve an optimal speedup of the algorithm which has a time complexity 69(rne/q + m) and an efficiency E = ~9(1/(1 + 1/qc)) which approaches ~9(1) as c increases.
Our work is related to the design of systolic arrays for dynamic programming problems. The difficulties in this field of research arise from the necessity for the algorithms to meet the requirements of modularity, ease of layout, simplicity of communication and control and scalability. Dynamic programming is a powerful optimization methodology which is worthy of study for its suitability for VLSI systolic implementation. For the 0/1 knapsack problem this approach was considered in the work of Li and Wa [7] and of Lipton and Lopresti [8] . The results obtained are not applicable in the case of the knapsack problem due to a peculiarity in its recurrent formulation. A fixed-size modular linear systolic array (a ring with buffer memory between the last and the first cells) for (1) was proposed for this problem in the paper of Andonov, Aleksandrov and Benaini [9] . It has the drawback that its processor efficiency is small for big values of c.
A new dynamic programming implementation for the knapsack problem is presented in this paper. The architecture is similar to that of [9] -a ring containing a buffer memory and q identical cells, each with a local addressable memory of size a. A new algorithm for the backtracking phase with time complexity ~9(m) is proposed. It improves on the usual strategies used for backtracking in the knapsack problem (see Hu [2] and Garfinkel and Nemhauser [1]) which have a time complexity ~9(m+c).
Thus this phase of the dynamic programming approach, which is sequential, becomes independent of the parameter c. The problem size memory independence of the algorithm is provided, i.e. the algorithm is designed under the requirement that the cell memory capacity does not depend on the problem size. Hence our algorithm meets all the requirements for VLSI systolic implementation as the algorithm proposed in [9] but substantially improves on its speedup and efficiency. More precisely, the speedup and the efficiency both approach their optimal values respectively O(q) and 69(1) as c increases. Therefore we obtain the same speedup and efficiency as in the paper of Chen, Chern and Jang [6] . Note that the algorithm in [6] is not VLSI oriented since it runs exclusively under the assumption that the memory capacity of any processor is at least equal to the knapsack capacity c, i.e. c~ > c. This paper is organized in the following way. Section 2 describes both phases of the dynamic programming approach for problem (1) on a serial machine. Section 3
