We show a combinatorial rule based on diagrams (finite nonempty sets of lattice points (i, j) in the positive quadrant) for the construction of the Schubert polynomials. In the particular case where the Schubert polynomial is a Schur function we give a bijection between our diagrams and column strict tableaux. A different algorithm had been conjectured (and proved in the case of vexillary permutations) by A. Kohnert (Ph.D. dissertation, Universitat auf Bayreuth, 1990). We give, at the end of this paper, a sketch of how one would show the equivalence of the two rules.
INTRODUCTION
Schubert polynomials where first introduced in an algebraic geometric context. They arise in the study of the flag manifolds and the Schubert varieties [2, 31. Subsequently A. Lascoux and M.-F'. Schutzenberger developed, in an impressivve list of papers , an elegant theory of these polynomials. Our present contribution is to give a combinatorial rule to construct the above-mentioned polynomials.
We first recall here (without proof) the basic facts of the theory of Schubert polynomials needed for our investigation. The interested reader may find an excellent overview along with complete proof of this theory in a recent book by I. G. Macdonald [16] .
Let w = (wi, w2, . . . . w,) be a permutation in the symmetric group S, on n elements. We denote by I(M)) the length (number of inversions) of w. For 1< i < n -1 let s, denote the transposition that interchanges i and i + 1 and fixes all other elements. We say that a decomposition w = s,).s,> . . sap is reduced if p = I( w ). If c(w)=/z(w) we say that w is dominant. Finally, if w1 < . . < w, and w,+ i < ... < w, for some Y we say that w is grussmunniun. Note that both dominant and grassmannian permutations are particular cases of vexillary permutations. We should point out that the probability that w E S, is vexillary is at most !$Cn'47 [ 161; hence when 12 is large, the number of vexillary permutations is small compared to the total number of permutations.
Let P = Z[x,, x,, xj, . ..I denote the ring of polynomials in infinitely many variables with coefficients in Z. For We give below a list of properties for the Schubert polynomials:
For each w E S,, Yw is homogeneous of degree I(w). Moreover, (P.2) where CI EN"-I, a c 6 (i.e., ai < IZ -i for each i) and c, EN:
~z=x,+x,+ ... +xi.
(P. 3) Let i: S,GS,+, be the embedding w + (wr, w2, . . . . w,, n + 1). Then XJ = Z";'(w) (P.4) for all w E S,. It follows that Yc, is a well-defined polynomial for each permutation w E S, = U, S,. (2, 5, 8, 9) . If e,, > r, we can perform on this diagram a B-move in column 2, 5, or 9 and obtain, respectively, the following diagrams:
In the second diagram, the labels e,, 1,2 and e,, 1,3 are the only labels subject to some re-labeling. The element in column 8 is not allowed to move since (I+ 1, 5)#D,,,+,,.
Let Q(w) denote the set of all diagrams (including D(w)) obtainable from D(w), with labels e,,j = i, by any sequence of B-moves. In Q(w), we forget about the labels. For example, 9 (1, 4, 3, 2) Here the labels in the last diagram were e1,2 = 2, e2,2 = 2, and e2,3 = 2. Next for D E Q(w) let xD denote the monomial x';'x;~x'; . . . , where ai is the number of elements of D in the ith row. For any permutation w we have THEOREM 1.1. yiw= c xD.
(
1.1) DESZ(W)
To prove this theorem we will proceed by reverse induction on l(w). We shall now show the following proposition. For t a column strict tableau, let us denote by x' the monomial xyxmxI13 . . 2 3 where pi is the number of occurrences of the integer i in t. For example, if ; is the tableau in (2.1) then x' is 32'2242 x~x2xjx4x5xgx,.
With this notation one may define the Schur function indexed by A as [ 151 SAX, > .*., 4.) = 1 x's (2.2) where the sum is taken over all column strict tableaux of shape ,I, filled with integers between 1 and r.
We shall show, using Theorem 1 .l, that if w E S, is grassmannian of shape 3, with descent at r, we have The relation (2.3) (or P.7)) follows from the fact that SL(xl, x2, . . . . x,) is a symmetric function. (2.5) where the t run over all column strict tableaux of shape J(w) such that no integer i is in a row greater than #i. The right-hand side of (2.5) may be taken as the definition of multi-Schur functions. A proof of (2.5) in the spirit of Theorem 2.1 may be of some interest. The work of A. Kohnert [4] is precisely in this vein.
More generally can one find a simple notion of a "tableau of shape D(w)" that constructs the Schubert polynomials? The diagrams in Q(w) are certainly a good start! A. Kohnert [4] has proved (3.1) for the case where w is a vexillary permutation using techniques similar to Section 2, but the general case was still open. For the interested reader, here is a sketch of how one may try to prove (3.1).
We have noticed by computer that Q(w) = K(D(w)). The idea then is to show both inclusions by induction. The inclusion K(D(w)) c Q(W) is the easiest one. We only have to show that any K-move of an element (i,j) to (h, j) can be simulated using B-moves. For this we proceed by induction on i -h. If i -h = 1 then the K-move is simply one B-move. Now if i -h > 1, we first perform the sequence of B-moves in row h, h + 1 necessary to B-move the element (h + 1,j) to (h,j). Then using the induction hypothesis we can K-move (i,j) to (h + 1,j). 
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