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Parton distribution functions (PDFs) quantify probabilities to find partons (quarks and
gluons) in a hadron as a function of the fraction x of the hadron’s momentum carried by the
parton at a given energy scale. PDFs play a critical role in precision tests of the Standard
Model in Higgs boson production and other electroweak processes at the Large Hadron
Collider (LHC), and in searches for physics beyond the Standard Model. PDFs are obtained
by the global QCD analysis, which fits theoretical predictions to experimental measurements.
PDF fitting and post-analysis are computationally intensive. This dissertation discusses fast
statistical methods for the global QCD analysis. To compute theoretical cross sections, I
developed an original Monte Carlo integration method based on Boosted Decision Trees. To
understand properties of high-dimensional probablity distributions in the PDF parameter
space, I developed an L2 sensitivity method, explored its mathematical properties, and
applied it to elucidate the role of various experiments, such as deep-inelastic scattering on
deuteron, in the global fits. These results facilitate obtaining accurate PDFs for precision
measurements at the CERN LHC and BNL Electron-Ion Collider.
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In this dissertation, we will work in the natural units, where
h̄ = c = 1. (1.1)
In addition, here is a list of Mathematical symbols and definitions we will encounter in
our discussion.
H separable complex Hilbert space
H⊗n direct product of Hilbert space
C complex space









(f, g) f, g ∈ H inner product in the Hilbert space
δp the Dirac delta function
(f ⊗ g)(t) ≡
∫
Rn f(τ)g(t− τ) dτ convolution





The Standard Model [1–3] is a result of the scientific quest for understanding the nature
of our universe. It classifies all known elementary particles and also describes interactions
between them, consisting of three of the four fundamental forces (electromagnetic force,
weak nuclear force, and strong nuclear force) in the framework of quantum field theory. The
Standard Model is theoretically self-consistent and has been greatly successful in making
predictions for experiments.
In the Standard Model, there are 17 named particles that make up our universe. These
elementary particles fall into two categories, according to their intrinsic spins.
Particles with half-integer spin are called fermions. The twelve Standard Model fermions
are the building blocks of our universe. Each of the twelve Standard Model fermions has
a corresponding antiparticle. Fermions are classified into two classes, quarks, and leptons.
Quarks are the building blocks of the proton, they carry fractional electric charges and color
charges, thus participate in both electroweak and strong interactions. Due to the nature of
these two interactions, the strength of strong interaction is much larger than the electroweak
interaction between the quarks. Leptons are not affected by the strong force, they only
participate in electroweak interactions.
2
Bosons, on the other hand, are particles with integer spins. They act as the mediators of
the three forces introduced above. Gluons and photons, being the mediators of strong and
electromagnetic force respectively, have 0 mass, thus travel at the speed of light. W and
Z bosons are involved in the electric weak force, each possesses a mass of 80 and 91 GeV
respectively. Together, these complete the set of vector bosons. Finally, the Higgs boson
with a mass of approximately 124 GeV, which gives masses to the W/Z bosons introduced
above through the Higgs Mechanism, has 0 spin, thus is classified as a scalar boson.
Standard Model of Elementary Particles
three generations of matter
(fermions)
I II III












































































































































Figure 2.1: Standard Model of Elementary Particles
3
Being the physical theory governing the evolution of these particles, the quantum field
theory (QFT) is the most accurate theory known to mankind so far, demonstrated in a long
list of precision measurements, including a recent g − 2 experiment [4].
In the following sections, I’ll discuss the skeleton of the quantum field theory and intro-
duce some important features derived from QFT in the Standard Model.
2.2. From Quantum Mechanics to Quantum Field Theory
Quantum field theory is the core of the Standard Model, which connects all the dots
of particle physics and forms an elegant theory. Here in this section, I will construct the
skeleton of QFT from basic principles of quantum mechanics [5].
Axioms of Quantum Field Theory Quantum Mechanics is a mathematically rigorous
theory derived from the following axioms.
1. The state of a physical system at a given time is described by a vector in a separable
complex Hilbert space H. There exists a ground state with lowest possible energy,
which is also known as the vacuum state.
2. Each observable O corresponds to a Hermitian operator A on H.
3. The observed value of observable O must be an eigenvalue of operator A.





where {xn}∞n=1 are the eigenvectors with eigenvalues {λn}.
5. The evolution of the state in time is unitary.
Quantum mechanics describes the evolution of the microworld but fails to include two
important phenomena: special relativity and creation/annihilation of particles. Therefore,
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to build a Quantum Field Theory consistently with spacetime duality, our axioms must
incorporate the Lorentz transformations. We can use the following two axioms to replace
the axioms 1 and 5 above:
1. The state of a physical system for all spacetime is described by a vector in a separable
complex Hilbert space H.
5. Any quantum system with Hilbert space H is equipped with a continuous unitary
representation U of P in H, such that, for a given state ψ, observer in a new coordinate
system described by (a,A) observes the same state as U(a,A)ψ, where P is the Poincare
group.
In some sense, the time evolution in the QM can be recovered in a different notation.
Observe that the unitary operator family (U(a(t), 1))∈R is a continuous unitary group on H,
such that we may define a self-adjoint operator H through U(a(t), 1) = e−itH . With a fixed
reference frame, the system behaves the same as in the QM setting, and H will act as the
Hamiltonian governing the time evolution.
The Hilbert Space of Physical States We may apply the axiom established above to
a scalar boson of mass m. The Hilbert space (from axiom 1) for the single-particle system
can be represented by
H = L2(Xm, dλm), Xm = {p ∈ R1,3 : p2 = m2, p0 ≥ 0}, (2.1)
where Xm is known as the mass shell, dλm is the Lorentz invariant measure, and p
2 is the
Minkowski norm of p defined as 1 (p, p) = (p0)2 − (p1)2 − (p2)2 − (p3)2.
1The measure λm Define the Lorentz invariant annuli as
Xm,ε = p : m
2 < p2 < (m+ ε)2. (2.2)
5
Consequently, for n particles, the state of the system will a member of H⊗n. The Bosonic
Fock space B is then defined as the set of sequences ψ = (ψ0, ψ1, ..) where ψn ∈ H⊗n and∑∞
n=0||ψn||2<∞. One can easily show2 that B is a Hilbert space.
Naturally, the number of particles contained is an observable associated with the system.
Following axiom 3, we may construct an orthonormal basis for B:
{






This is also known as the occupancy number basis.









ψn ∈ B : ψn = 0 for all but finitely many n
}
. (2.6)
Similarly to the ladder operators in the QM, we have creation and annihilation operators,
a†k : B0 → B:
a†k|n1, n2, ...〉 =
√
nk + 1|n1, n2, .., nk−1, nk + 1, nk+1, ..〉 (2.7)
For any point p ∈ Xm, p can be represented by (ωp,p), where p ∈ R3 represents the 3 dimensional
momentum, and ωp =
√
m2 + p2 gives the energy of the particle. The thickness of Xm,ε at p can then be
written as √
(m+ ε)2 + p2 −
√
m2 + p2 ≈ ε ·m
ωp
. (2.3)










Notice that the constant we introduced on the right-hand side can be arbitrary, and is for a conventional
reason to simplify future representations.
2By definition, the direct product of two Hilbert space is a Hilbert space. Following recursion, for a finite
n, H⊗n is also a Hilbert space. B is the direct sum of a list of Hilbert spaces, thereby is a Hilbert space.
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and ak : B0 → B
ak|n1, n2, ...〉 =
√
nk|n1, n2, .., nk−1, nk − 1, nk+1, ..〉, if nk ≥ 1. (2.8)
In particular,
a†k|0〉 = |0, ..., 0, 1, ..〉, (2.9)
ak|n1, n2, ...〉 = 0, if nk = 0, (2.10)
and [ak, a
†
l ] = δk,lI. k and l denote distinctive eigenvalue of the state, such as the four-














4 One may show thatA(f) andA†(f) are actually basis-independent despite of their definition
is through the commutation relation, which is given by [A(f), A†(g)] = (f, g)I and (f, g) is
the scalar product of function f and g.








As a result, for a multi-particle with four-momenta equal to p1, p2,.., pn, its state can be represented as
|p1, p2, .., pn〉 = a†(p1)a†(p2)..a†(pn)|0〉. (2.12)
It is same as a state
|p1,p2, ..,pn〉 = a†(p1)a†(p2)..a†(pn)|0〉, (2.13)
up to a constant multiplier.







The massive scalar free field Following the discussion in the last section, we may define
the massive scalar free field as an operator-valued distribution represented by
φ(f) = A(f ∗) + A†(f), (2.16)
where f is in the space of Schwartz functions on Minkowski space R1,3.5 In Minkowski space,




As a direct result of the basis-independent property of A(f), we have





















































5Schwartz space S is the function space of all functions whose derivatives are rapidly decreasing.
S =
{
f : sup|xβDαf |≤ ∞ for any integer α and β
}
. (2.17)
Minkowski space is a four dimensional space where the scalar product of two vectors v1 = (t1, x1, y1, z1) and
v2 = (t2, x2, y2, z2) is defined as (v1, v2) = t1t2 − x1x2 − y1y2 − z1z2.
8
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where :: is the notation for normal ordering.6
Introduction to φ4 Theory and Scattering It can be shown that for any x ∈ R3 and
any t ∈ R,
φ(t,x) = eitH0φ(0,x)e−itH0 , (2.23)
by plugging the definition of each term and reducing the integral form in Eq. (2.23), where
H0 is the free Hamiltonian.
Let’s consider a toy model of the field interaction, the φ4 theory. Here the Hamiltonian
H is given by
H = H0 + gHI , (2.24)
6Normal ordering is a convenient way for the calculations in quantum field theory, it satisfies the condition
that the energy of the vacuum state is zero. Notice that, for a real scalar field example considered in
this section, the complete set of a†(p), a(p) and φ(x) contain equivalent dynamical information, therefore,
Hamiltonian operator H0, which is a function of a
†(p) and a(p), can also be expressed through φ(x). Normal
ordering is introduced to simplify the expression of H0 in terms of φ(x).
9





d3x : φ(x)4 : . (2.25)
Define U(t) = e−itH and U0(t) = e
−itH0 , then for a given state |ψ〉 at t = 0, the free time
evolution dictates its state at time t to be U0(t)|ψ〉.
Similarly to the classical case, the scattering operator is defined as:
S = lim
t2→∞,t1→−∞
U0(−t2)U(t2 − t1)U0(t1), (2.26)
which is the time evolution operator between the distant past t = −∞ and the distant future
t =∞.
Clearly, S has a dependence on parameter g, and as g goes to 0, S reduces to the unitary
operator. When g is small, we may expand S perturbatively.
The result of this expansion is known as the Dyson series:












T HI(θ1)HI(θ2) · · ·HI(θn)dθn · · · dθ1, (2.27)
where T is the time-ordering operator defined as
T HI(θ1)HI(θ2) · · ·HI(θn) = HI(θσ(1))HI(θσ(2)) · · ·HI(θσ(n)), (2.28)
and σ is the permutation of {1, .., n} satisfying θσ(1) ≥ θσ(2) ≥ · · ·θσ(n). 7
7Derivation of the Dyson Series: Define
G(t) = U0(t)U(t− t0)U0(t0), (2.29)
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Equipped with the S operator, we may now perform the scattering calculation in the φ4
toy model. Generally, for k incoming particles with four-momenta p1, ..., pk and j outgoing
particles with four-momenta, q1,..., qj, the scattering amplitude is expressed as
〈q1, ...,qj|S|p1, ...pk〉. (2.34)
First-order scattering in the φ4 theory In particular, suppose we have 2→ 2 particle
scattering with distinct 4-momenta p1, p2, p3, p4, and we wish to compute
〈p1,p2|S|p3,p4〉 (2.35)
to the first order in g.


















where HI(t) = U0(−t)HIU0(t) is interpreted as the free evolution representation for operator HI in the
Heisenberg picture. Hence,











Expanding the right-hand side iteratively, we obtain











HI(θ1)HI(θ2) · · ·HI(θn)dθn · · · dθ1. (2.32)
Thus, in the limit t→∞ and t0 → −∞, we have the Dyson series:
























T HI(θ1)HI(θ2) · · ·HI(θn)dθn · · · dθ1
(2.33)
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Following the Dyson series, we obtain





















d4x : φ(x)4 : +O(g2).
(2.36)





d4x〈p1,p2|: φ(x)4 : |p3,p4〉+O(g2). (2.37)
Recall that state |p1,p2〉 is obtained by a†(p1)a†(p2)|0〉, therefore
〈p1,p2|: φ(x)4 : |p3,p4〉 = 〈0|a(p3)a(p4) : φ(x)4 : a†(p1)a†(p2)|0〉. (2.38)
The technique for computing the terms in the Dyson series is knowns as Wick’s theorem,
which states that
Theorem 2.1 For operators B1, ..., Bk, we have







for k even, and 0 for k odd [5].
After applying Wick’s theorem, we find












The expression is further reduced to
















Second Order Scattering in the φ4 theory The first non-trivial calculation for the







4x2〈0|a(p3)a(p4)T (: φ(x1)4 :: φ(x2)4 :)a†(p1)a†(p2)|0〉.
(2.46)





A(δp), δp is the delta function, thus we have










After applying Wick’s theorem, we have encountered terms of the form 〈0|T φ(x1)φ(x2)|0〉,
which are known as the Feynman propagators.
Let x1 = (t1,x1) and x2 = (t2,x2) with t1 ≥ t2, then
〈0|T φ(x1)φ(x2)|0〉 = 〈0|φ(x1)φ(x2)|0〉 = −i∆F (x1 − x2). (2.47)
Notice that since φ(x) is obtained using A(fx) + A
†(fx), where fx = e
i(x,p), then
〈0|φ(x1)φ(x2)|0〉 = 〈0|(A(fx1) + A†(fx2))(A(fx2) + A†(fx2))|0〉
= 〈0|A(fx1)A†(fx2)|0〉
= 〈0|[A(fx1), A†(fx2)]|0〉 − 〈0|A†(fx2)A(fx1)|0〉















ei(x2−x1,p) ≡ −i∆F (x1 − x2),
(2.48)
where −i∆F (x1 − x2) is the Feynman propagator.
One may show that ∆F (x) can also be expressed as











Combining all pieces, we get















(−p2 +m2 − iε)(−(p′)2 +m2 − iε)
.
(2.50)
The complete expression for the second term in the Dyson series involves the integration















δ(4)(p3 + p4 + p+ p
′)δ(4)(p1 + p2 + p+ p
′)







δ(4)(p3 + p4 − p1 − p2)
(−p2 +m2 − iε)(−(p1 + p2 − p)2 +m2 − iε)
.
(2.52)
Together with the first-order result, we have
〈p1,p2|S|p3,p4〉 = (g − ig2M +O(g3))
−ig(2π)4δ4(p3 + p4 − p1 − p2)√
16ωp1ωp2ωp3ωp4
, (2.53)




Renormalization of φ4 theory By looking at Eq.(2.52), one quickly realizes that M is a
divergent integral. However, the observation from experiments suggests that M is finite. In
fact, the parameters in the Hamiltonian are so-called ”bare” quantities, that is the quantities
when all interactions are absent, which might be infinite. But the quantities measured in
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the laboratory environment are not bare, as the measurements are performed in a universe
where interactions exist. The inclusion of this subtlety is the essence of renormalization.
In perturbative renormalization, counterterms are added to divergent integrals in order
to compute finite physical quantities which mat be associated experimental measurements.
These counterterms resolve divergences, and produce finite physical quantities. Such treat-
ment needs to be performed order by order in perturbative theory, and hence scattering
cross sections may still be calculated to any order. In this manner, the divergent integrals
are hidden behind the physical quantities.
In the φ4 theory, there are two parameters, mass term m and coupling coefficient g, which
contribute to different aspects of φ4 theory. The mass m effects the propagator, while the
coupling coefficient determines the multi-particle interactions.




in Eq.(2.52), which thus logarithmically divergent
(depends logarithmically on the cutoff Λ). We can absorb this divergence using the physical
coupling gP , such that the scattering amplitude no longer depends on Λ, and is only depen-
dent of the physical coupling gP , which can be determined by experimental measurements.
The relation between physical coupling and bare coupling can be expressed as





where K is a calculable constant (K is uniquely determined by the theory) and µ is the
energy scale determined by experiments. The infinities associated with the bare coupling
g cancel the divergence associated with Λ, together giving the finite physical quantity gP .
This process is the renormalization of the coupling parameter at the first order. If it can be
applied to all orders, then the theory is renormalizable.
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To renormalize the propagator, we need to calculate the scattering amplitude 〈p|S|p〉 at




(1 + b)k2 − (m2 − a2)
, (2.55)
where a and b diverge with the cutoff Λ quadratically and logarithmically, respectively. Then
the pole in k2 is shifted to m2P =
m2−a2
1+b
, which gives rise to the physical mass mP . This
shift is often referred to as mass renormalization. The shift of the residue of the the pole
from 1 to (1 + b)−1 is known as field renormalization, which renormalizes the coefficient of
the kinetic term in the Hamiltonian. Thus all terms in the φ4 theory are renormalized from
bare quantities to finite physical quantities that are independent of the cutoff.
Further investigation shows that an interaction is renormalizable if its coupling constant
has dimensions of lengthd with d ≤ 0, however the detail of the proof is beyond the scope of
this thesis.
Photons and Electrons Recall that in the process of building the model of the scalar
particles, we established the Fock space of multi-particle states, along with the creation/ an-
nihilation operators and the conjugate Hilbert space. The creation/ annihilation operators
allow us to construct the Hamiltonian operator, which is the generator of the time transfor-
mation, and the operator of creating a particle at a certain coordinate further allows us to
add a distance-based interactive potential. After applying various mathematical techniques,
we are finally able to calculate the experimental observable: the scattering cross section. So,
following the same steps, we may build the models for electrons and vector bosons which
are the building blocks of our universe. The details of constructing the photon model and
electron can be found in [5].
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Standard Model The toy model we established above only describes fictitious particles.
The physical particles that are the building blocks of the universe in the standard model are
governed by the QFT with the U(1)⊗SU(2)⊗SU(3) symmetry [6]. According to Noether’s
theorem, for each differentiable symmetry, the corresponding force has a conserved quantity.
In the case of the Standard Model, the conserved quantities are named as the hypercharge,
weak isospin, and color, associated with the electromagnetic force, the weak force, and the
strong force.
Among the three interactions in the Standard Model, the electromagnetic and weak force
have been described rigorously in the language of mathematics, while the strong force still
requires dedicated attention do to its complex mathematical properties.
In particular, (anti-)quarks are the carriers of the three (anti-)color charges. Gluons being
the mediators of the color charges, carry one color and one anti-color charge. Consequently,
the gluons interact with themselves, which leads to the important features of Quantum
Chromodynamics(QCD).
Asymptotic freedom and Color confinement In quantum field theory, the beta func-















where α is the QCD version of the fine-structure constant.
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With six quark flavors and three color charges, the one-loop beta function is negative,
which indicates that the quarks interact weakly at high energies, allowing perturbative cal-
culation. This property is known as asymptotic freedom.
Asymptotic freedom can also be understood qualitatively as a result of antiscreening of
color charge in contrast to the screening effect in the QED. For the virtual quark-antiquark
pairs, since the mediator gluons carry color charges, and can self-interact, the net effect of
virtual gluons in the vacuum will augment the interaction and change the color. A shorter
distance diminishes the antiscreening effect of the virtual gluons and weakens the effective
charge.
On the other hand, at low energy, the coupling parameter is large, leading to the
color confinement which demands that no individual color-charged particle can be sta-
ble. All particles must only exist in a color-neutral system named as hadrons. Hadrons
are categorized according to the number of quarks, the mesons (quark-antiquark pair), the
baryons (three quarks or three antiquarks), the tetraquarks, and the pentaquarks.
2.3. Hadronic Scattering Processes
Due to color confinement, long-lived hadrons only exist as color-neutral systems. To study
the properties of quarks and gluons, we need to probe the insides of hadrons. Such scattering
processes occur via strong interactions and involve momentum transfers Q large compared
with the QCD scale ΛQCD. They are usually referred to as hadronic scattering processes.
Depending on the types of the initial and final particles, hadronic scattering processes fall
into several categories. Here in this section, I will mainly introduce the deeply inelastic
scattering [8], and the Drell-Yan process [9].
2.3.1. Deeply Inelastic Scattering
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The deeply-inelastic-scattering [8] (DIS) is a hadronic scattering processes describing the
large momentum transfer collision between a lepton and a hadron. “Deep” refers to the
fact that the lepton carries very high momentum in the hadron’s reference frame, thus
the interaction can reveal the fine features of the hadron’s structure. It is also “inelastic”
because a fraction of the kinetic energy is lost. DIS is a widely used tool for probing the
proton’s structure due to its relatively simple nature, compared to the Drell-Yan process,
which involves a collision of two hadrons.
Although the DIS process is quite straightforward in principle, there remain several topics
that require additional attention. On the experiment side, among the produced particles,
some cannot be directly detected. Depending on whether the momenta of all produced
particles can be measured, the DIS experiments are categorized into inclusive and semi-
inclusive. We may also use deuteron or other heavy nuclei instead of the proton in order to
study nuclear corrections.
Here let’s consider the simplest case, inclusive DIS. As shown in the diagram 2.2, an
incoming lepton l = e± exchanges a virtual photon γ∗ with a parton q from the hadron h.
At the lowest order in the strong coupling, this is a 2 → 2 process which can be described
as l(k1) + q(p1)→ l(k2) + q(p2).
Kinematics of this process can be fully specified by the following Lorentz invariant vari-
ables [10]:
lepton-hadron center-of-mass (cms) energy: s = (k1 + p1)
2; (2.58)
inelasticity: y =
p1 · (k1 − k2)
p1 · k1
; (2.59)
photon virtuality: −Q2 = q2 = (k1 − k2)2; (2.60)
Bjorken variable: xB =
Q2









Figure 2.2: Feynman Diagram of the DIS Process
The cross section is proportional to the scattering amplitude |A|2, which can be factorized













where Lµν is the leptonic tensor that can be calculated in the perturbative theory in quan-
tum electrodynamics, and W µν is the hadronic tensor that quantifies QCD interactions and
consists of perturbative and nonperturbative parts.




Tr [k1γµ(k1 − p1)γν ] . (2.63)
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The hadronic tensor is defined to include all orders of the strong interaction matrix ele-
ments. Its general expression [10] can be expanded using the scalar structure functions Wi
parameterized in terms of x and Q2 in the following form

































where mh is the mass of the hadron. Note that for photon exchanges, W3(x,Q
2) = 0.
This separation property of W µν is referred to as the QCD factorization theorem [11].
QCD factorization theorems show how to factorize the hadronic tensor W µν into perturba-
tively calculable short-distance (hard) cross sections and long-distance, process-independent
nonperturbative functions such as parton distribution functions (PDFs). It allows us to
express physical measurements in terms of hard perturbative subprocesses and measurable
universal hadron structures.
In the analyses of experimental data, alternative dimensionless structure functions Fi are
commonly defined as
F1(xB, Q














where ν = p1 · q/mh is the energy transferred from the lepton to the hadron in the hadron
rest frame.
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In the parton model, which is discussed in the next section, at leading order in the QCD







F2(xB) = 2xF1(xB), (2.69)
where the sum is over quark flavor i with charge ei.
The functions fi(x) are the Parton Distribution Functions (PDFs), at LO in DIS, x = xB,
where x represents the fraction of momentum carried by the parton. PDFs are the major
topic of this thesis, and is introduced in detail in the next section.
2.3.2. Drell-Yan Process
The Drell-Yan process [9] takes place when a quark of one hadron and an antiquark
of another hadron annihilate into a virtual photon or W/Z boson, which later decays into
lepton-antilepton pairs with opposite charges.
Take the following process
A(p) +B(p′)→ γ∗ +X → l(k) + l′(k′) +X (2.70)
as an example. With the DY scaling variable
τ = Q2/s, (2.71)

















where the sum runs over all quark anti-quark combinations and dσAB(xp, x
′p′, q) is the par-
tonic cross section. The parton distributions fi(x) are the same universal functions measured
in deeply inelastic scattering. In DY process, especially Eq. (2.72), x and x’ are partonic
momentum fractions, not the Bjorken xB.
2.3.3. Jet Production
A jet is a narrow cone of hadrons and other particles produced by the hadronization of
a quark or gluon in QCD hard scattering processes [12]. The kinematic properties of the
jet can be used to reconstruct the initiating (unobserved) parton. Jet production in e+e−,
ep, pp̄ and pp collisions are being used to test QCD calculations and to investigate parton
structures. The cross section of jet production can be expressed as the convolution of the
perturbative QCD cross section for the reaction and the parton distribution functions of the
hadrons, similar to the Drell-Yan process.
2.4. Parton Distribution Functions Many (although not all) tests of the Standard
Model are performed in hadron scattering processes. To predict cross sections for such
process, there is one last piece of the big map missing, which is the proton structure that
can be modeled using a versatile phenomenological approach called ”global QCD analysis”.
2.4.1. Parton Model
Hadrons are bound states of quarks and gluons. Parton Distribution Functions (PDFs)
fq(x,Q
2) describe the probability distributions of the partons as functions of the momentum
fractions x and a factorization energy scale Q2 that quantifies spatial resolution of the hadron
scattering process. In DIS, the typical resolution scale is of order of the photon’s virtuality.
In other processes, the factorization scale is of order of a typical large energy scale (much
larger than 1 GeV) that varies depending on the kinematics of the process. We will denote
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the factorization scale either as µ2, or when it does not lead to the confusion, using the same
notation Q2 as for the DIS virtuality.
PDFs contain essential information about the nature of (especially non-perturbative)
QCD and are therefore inherently interesting. In addition, PDFs play an essential role
in precision tests of the Standard Model in Higgs boson production and other electroweak
processes, and searches for physics beyond the Standard Model. Furthermore, for the coming
Electron-Ion Collider (EIC) experiments, PDFs can serve as a benchmark for the three-
dimensional tomography of hadrons.
2.4.2. Sum rules The sum rules of proton impose [13–15] general restrictions on the
parton distribution functions. Here we have the following results:




xfi(x)dx = 1; (2.73)
2. Charge/ Isospin sum rule:
∫ 1
0
(u(x)− d(x)− ū(x) + d̄(x))dx = 1; (2.74)
3. Valence flavor sum rules: ∫ 1
0
[u(x)− ū(x)]dx = 2; (2.75)
∫ 1
0
[d(x)− d̄(x)]dx = 1; (2.76)
∫ 1
0
[q(x)− q̄(x)]dx = 0, q = s, c, b. (2.77)
These sum rules have been extensively verified by all relevant DIS experiments, excluding
the limit where x→ 0.
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All these sum rules are independent of the factorization scale. In the next section, we
will study the Q dependence of the PDFs.
2.4.3. DGLAP Evolution Equation
Given the Parton Distribution Functions (PDFs) at an initial scale Q0, the distributions
of all parton flavors at a higher energy level Q are also determined. Dokshitzer-Gribov-
Lipatov-Altarelli-Parisi (DGLAP) evolution equations [16–18] are the bridge connecting the
PDF value at higher energy scales to a low energy scale.


















The evolution kernels Pij(x) are obtained by perturbative expansions, beginning with O(αs).
The DGLAP evolution equations are derived as a part of the factorization theorem [10].
Details about the derivation can be found in [10].
Notice that, on the right-hand side of Eq.(2.78), the integral starts at x. Therefore, to
calculate the PDF value at x and Q, only fj/h(ξ,Q
2
0) for ξ > x at the starting scale Q0 need
to be known. Since experimental data at small x are hard to obtain at moderate energies,
this simplifies the problem greatly.
2.5. Arrangement of the Thesis
Global QCD analysis is a complex analysis of the parton distribution functions utilizing
the QCD theory, the experimental measurements, mathematical and statistical methods.
The main objective of this thesis is to explore the fast mathematical and statistical methods
for the global QCD analysis.
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The thesis is organized as follows. Chapter 3 introduces the basic idea of the CTEQ
global QCD analysis and important concepts in the PDF analysis. Chapter 4 discusses
various ways to perform the PDF fitting and post-analysis, including the fast APPLGrid
method for the computation of QCD cross sections, Monte-Carlo integration implemented
using Boosted Decision Trees (BDT) for preparing the experimental grids, and Hessian
sensitivity method for the post-analysis. Chapter 5 introduces the sensitivity method and
discusses the mathematical properties of the sensitivity in details. Chapter 6 is devoted to
investigating the impact of nuclear corrections on the PDFs through the direct comparison
of the CT and CJ conducted using the sensitivity method. And finally, Appendix A provides
some mathematical and statistical details for the foundation of our analysis.
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Chapter 3
CTEQ global QCD analysis
3.1. An introduction to PDF fits
Parton distribution functions play an essential role in the framework of the Standard
Model. The precision tests of the Standard Model in Higgs boson production and other elec-
troweak processes and searches for physics beyond the Standard Model rely on the accurate
description of PDFs. Currently, there exist two major approaches to determine PDFs. The
first approach, based on first-principle operator definitions of PDFs, uses lattice QCD to
compute directly PDFs and their statistical moments. Alternatively, one may realize a QCD
analysis of a suitable set of hard-scattering measurements, often using a variety of hadronic
observables, which is known as global QCD analysis. In this dissertation, we will focus on
the second approach.
The global QCD analysis has been performed by various research groups including CTEQ
(the Coordinated Theoretical-Experimental Project on QCD), which is a multi-institutional
collaboration devoted to a broad program of research projects and cooperative enterprises in
high-energy physics centered on Quantum Chromodynamics and its implications in all areas
of the Standard Model and beyond.
The standard procedures of the global QCD analysis are discussed in detail in [19],
and is also described in the following flow chart (3.1). Starting with a pre-defined PDF
parameterization, which is a function of the PDF parameters, theory predictions for the
experimental cross sections are made. The log-likelihood function χ2, which compares the
theory prediction to the experimental measurements, can also be expressed as a function
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of the PDF parameters. By determining the location of the global minimum of χ2 in the
PDF parameter space, we obtain the best-fit PDF parameters and the corresponding central
PDFs for all parton flavors. Aside from the central PDF set, an error PDF ensemble is
commonly provided to estimate uncertainty due to the PDFs in various QCD calculations.
PDF uncertainty and the PDFs’ connection to certain experiments also raise our interests,
which are known as the post PDF analysis.
In this section, I’ll discuss the elements of PDF-fitting in detail.
Figure 3.1: Flow chart of the PDF analysis
3.2. PDF Parameterization Generally there are two approaches to parametrize
the PDFs. The traditional approach is to use a set of polynomials, which is adopted by a
number of groups such as CTEQ-TEA [20], [21] and CTEQ-JLab [22] group. Typically the





where gq(x) has finite values in the limits x→ 0 and x→ 1. One possible choice is





Such parameterization restricts the PDFs’ behavior when x goes to 0 or 1 and also satisfies
the PDF sum rules, but also imposes limits on the shape of the PDF within the interval
of [0, 1] due to polynomials parameterizations. Modern PDF fits such as CT18 or MSHT20
use far more advanced functional forms based either on Bernstein or Chebyshev polynomial
families.
An alternative approach uses neural networks or auto-encoders to parameterize gq(x). For
instance, an early Neural Network PDF parametrization [23] has employed neural network
with the sigmoid (sig(x) = 1
1+ex
) implemented as an activation function.
Suppose we have a three-layer neural network, then the function gi(x) in the NN approach
takes form


























where Aq is a normalization factor.




nm are the coefficients and intercepts of the form
b · x+ k in a 1− 2− 1 neural network.
The universal approximation theorem [24] shows that these non-linear, finite-dimensional
neural networks can fit a wide class of functions of all possible shapes without any prerequisite
knowledge.
The NNPDF3.1 [25] uses a 2−5−3−1 architecture for the parameterization of gi(x) with
37 free parameters ((2 + 1) ∗ 5 + (5 + 1) ∗ 3 + (3 + 1) ∗ 1 = 37). Now consider PDFs for light
quarks, antiquarks, and gluon at the initial scale Q0 of order 1 GeV. This parameterization
would require 259 free parameters, which is much larger than in the traditional approach.
To avoid overfitting, NNPDF3.1 also applies the cross-validation method, which randomly
divides the input experimental measurements into two categories, the training set and the
validation set. While the training set is used in the fit, the validation set plays the role of
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a control sample used to prevent solutions from fitting the noise in the input experimental
data.
3.3. Theory Calculation of Experimental Cross Sections
From now, I will not show the explicit forms of the PDF parameterizations and will use
fi(x,Q
2,~a) to denote the PDFs that depend on the vector ~a of PDF parameters.





















2)σ̂eq→el(x) dΣi = Ti(~a), (3.5)
where Σi represents the kinematics domain for the measurement. We denote the calculated
cross section Ti(~a) of the ith data point in experiment E as TE,i(~a), and the measured value
of the data point as Di
3.4. χ2 and its minimization
With the calculated cross sections and experimental measurements, we may adopt the
χ2 metric to compare agreement between the sets of TE,i and Di. χ
2 gives the log likelihood
of the theory predictions, given the experimental measurements. As shown in Eq.(3.5), the
theory predictions are functions of the PDF parameters ~a, χ2 can also be expressed as a
function of ~a. Through the process of minimization of the χ2 with respect to the PDF
parameters ~a, we arrive at the best fit PDF parameters ~a0. Details about the statistical
meaning of χ2 are discussed in A.1.
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In high energy physics experiments, such as [26–30], a set of measurements consists of a
central value Di for the observable, a standard deviation for the uncorrelated experimental
error si, and standard deviation βk,α for each systematic error. The value of the observable
can then be represented as




where δi and λα are the nuisance parameters. These nuisance parameters are usually assumed
to have the following properties:
1. They obey into a normal distribution with mean value of zero and standard deviation
of one unit.
〈δi〉 = 0, and 〈δ2i 〉 = 1, (3.7)
〈λα〉 = 0, and 〈λ2α〉 = 1. (3.8)
2. The nuisance parameters are uncorrelated among the measurements and themselves.
〈δiδj〉 = δij, (3.9)
〈λαλβ〉 = δαβ. (3.10)
3. Nuisance parameters also contribute to the χ2, the penalty on the nuisance parameters






(λα − 〈λα〉)2. (3.11)
















Here 〈δ〉 represents the expected value of variable δ, and Nλ is the number of nuisance
parameters λ.
Take the CT18 PDF fit [20] as an example, with the nuisance parameters introduced














If we sum the χ2E over all experiments, and minimize total χ
2
tot with respect to the PDF and
nuisance parameters, we could obtain the best fit PDF parameters.
Finally, we may also need to prevent the PDF from taking unphysical values due to the
choice of ~a. This may be achieved by introducing a theoretical penalty χ2th.
By construction in this approach, χ2E is a quadratic function of
~λE, hence, it could be












will give the minimal value for χ2E for each parameter vector ~a. Here matrix A is defined as







Substituting the optimal nuisance parameters λ̄α in χ
2




(Di − Ti(~a))(cov−1)ij(Dj − Tj(~a)), (3.17)
where

















In Eq.(3.17), the χ2 doesn’t depend on nuisance parameters, therefore the minimization of
which is reduced to the dependence of the PDF parameters ~a.























βi,αλα − δi)2 + δ2i .
(3.20)
Notice that the χ2 is also a quadratic function of δ, and can be solved analytically same as
in the λ nuisance parameter case. After substituting the optimal δ in the χ2, we obtain the
final χ2.








is a complicated function of the PDF parameters ~a. The parameter combination ~a0 that
corresponds the minimal value of χ2tot gives us the central PDF.
The process of minimizing the χ2tot is called a PDF fit. It is very time-consuming in two
aspects.
• With a large number of parameters, it may be highly non-trivial to scan a high-
dimensional space. Multiple algorithms are adopted for the purpose of searching for
the minimal value of the χ2tot, such as the gradient method or Levenberg-Marquardt
Method to reduce the number of steps to reach the minimal position. Also, we face
the risk of arriving at a local minimal position, instead of the global minimum. This
issue is resolved by choosing multiple initial parameter values for the starting position
of the PDF fit.
• Theoretical predictions of the cross-sections are calculated numerically, which is also
computationally expensive. Some algorithms such as APPLGrid [31] are introduced
to speed up the calculation. I will discuss the APPLGrid method in later chapters.
3.5. Error PDF Sets and Uncertainties
Aside from the central PDF, we also need to estimate PDF-driven uncertainties in QCD
calculations. Often the PDF uncertainties are estimated using special error PDF sets. Cur-
rently, there exist two main approaches to represent the error PDF sets.
3.5.1. Hessian Error PDF sets and Hessian Uncertainty [32]
Hessian Error PDF sets are often constructed when using functional forms with a relative
small number of PDF parameters. In the vicinity of the best fit PDF parameter ~a0 in the
PDF parameter space, if we ignore the higher-order terms of the parameter deviation ∆~a,
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χ2tot can be expressed as
χ2tot(~a0 + ∆~a) = χ
2
tot(~a0) + (∆~a)








Since χ2tot is expanded at the location of its minimum at this point, ∇χ2tot = 0. Therefore,
geometrically, the increase ∆χ2tot of χ
2
tot by T
2 defines a rotated hyperellipsoid in the PDF
parameter space, centered at ~a0, with the principal axes and their lengths determined by the
eigenvectors and eigenvalues of the Hessian matrix, respectively.






where γi is the i-th eigenvalue, which I will sort in the decreasing order of their magnitudes.




c2i · γi (3.24)
if the displacement along this direction is ci units.
The coordinates of the vertices (ends of the axes) of the hyper-ellipsoid give a set of error
PDF parameters, ~ai, {i, 1..2 ∗N}, where N is the dimension of ~a0. Together with the PDF
parameterization, we can thus provide the Hessian Error PDF sets fi(x,Q0,~ai)
Notice that, in our naive treatment, we have ignored the higher-order corrections of ∆~a
in the χ2tot expansion, which will require additional attention in actual PDF fitting.
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Master formula for uncertainty of a Hessian PDF ensemble [33,34] Suppose X(~a)
is a quantity depending on the PDF parameters, which could be a cross section at a certain
x and Q value. Our goal is to calculate the uncertainty of X when the PDF parameters are
confined within the hyperellipsoid defined by the ∆χ2 ≤ T 2 criteria. The uncertainty within
the tolerance ellipsoid of quantity X can be viewed as the largest amount of deviation from






























(X+i −X−i )2. (3.27)
















in the eigenvector basis. The corresponding PDF parameter ~a can then be derived from the
representations of the {~al}.
Note that, in the Gaussian approximation, the quantity X can reach all values within
X0 ±∆X, by symmetry and continuity.
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3.5.2. Monte Carlo uncertainty and the NNPDF approach
The Monte Carlo approach is adopted by the NNPDF [23].
For the Hessian method, we assume that the χ2 based on the propagated error value from
the error PDF sets obey the Gaussian distribution, thus the error PDF parameters can be
obtained with the help of the Hessian matrix.
In contrary, in the Monte Carlo case, we obtain a set of error PDF parameters by refitting
the data replicas of the experimental data values that randomly fluctuate (according to
multidimensional Gaussian distributions) around the central data point values provided by
the experiments.
Denote the initial data by Di, with covariance matrix Vij and D
(k)

























That is, when Nrep goes to infinity, the average of the replicas D
(k)
i gives the initial data Di,




j is equal to the covariance matrix element Vij. In
fact, the replicas can be generated using
D
(k)








with the standard variance nuisance parameters.
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For each data replica D
(k)
i , a best-fit PDF parameter vector ~a
(k) corresponding to the
minimal χ
2,(k)
tot is determined. Note that, with a large number of free parameters in the fit,
the risk of a parametrization bias is greatly reduced, however, the determination of the best
fit by finding the absolute minimum of the χ2 becomes very inefficient. One could end up with
overfitted parameters, that is to obtain a PDF set that reflects fluctuations of the dataset
used in the minimization process rather than representing the features of the underlying
theory. To some extent, this noise-fitting phenomenon could be suppressed by averaging
over the Monte Carlo replicas, since the overfitted PDF parameters manifest as the random
fluctuation near the central value, given that the neural network has finite parameters.
In practice, the cross-validation method is adopted to prevent overfitting from occurring
in the first place. During the fitting, the data are randomly divided into a training set and
a validation set, differently for each replica. The χ2 for the data in the training set and
validation set is computed separately. The best fit is defined when the validation χ2 stops
improving during the process of minimizing the training χ2.
At the end, we arrive at a Monte Carlo set of best-fit PDF parameter vectors ~a(k), to-
gether with the corresponding error PDF sets f (k)(x,Q). It should be mentioned that, upon
averaging over k, the error PDF parameter vector will reproduce the central PDF parameter
vector, which is obtained through the fitting of the χ2 based on the initial data Di, given
that sampling of D
(k)
i is efficient, and the best fit for Di exists.
As the volume of a sphere of a fixed radius reduces when the dimensionality of space
becomes very large, the randomly generated data replicas are very likely to be located outside




i ), which leads to the large deviation of the fitted
PDF replicas from the central PDF [35]. However, from the central limit theorem, the
averaged PDF is close to the central value, even with a limited number of replicas. In fact,
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the number of replicas required to represent the local distribution in a Monte Carlo error
PDF fit is surprisingly very small comparing to the number of parameters it includes. A
typical NNPDF set contains 101 set members, including the central PDF.
Uncertainty of Monte Carlo PDF ensemble Differently from the Hessian PDF en-
semble that has its member sets located at the vertices of the hyperellipsoid in the PDF
parameter space, PDF sets in the Monte Carlo ensemble are distributed over a large volume
of the PDF parameter space. The central PDF and the Monte Carlo ensemble are located
inside the hyper-ellipsoid in the PDF parameter space. Thus it’s not feasible to obtain the
Monte Carlo uncertainty from the master formula.
3.6. Deuteron Corrections
In a global QCD analysis, experimental measurements made solely on proton targets are
at present insufficient for full separation of parton distributions for d, s, g, and anti-quark
flavors. The flavor separation of u and d (anti)quarks relies heavily on the measurements in
deep-inelastic scattering and lepton-pair production on deuterium targets. To incorporate
the deuteron in our PDF fitting, we need to include the deuteron corrections. The details
on deuteron corrections will be discussed in section 3.6.
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Chapter 4
Methods for Fast PDF Analysis
The Global PDF QCD analysis is extremely time-intensive due to the high dimensionality
of the parameter space and the complexity of the theoretical calculation.
Lots of efforts have been made to speed up this process from several aspects. In this
chapter, I’ll introduce two projects contributing to each phase of the analysis.
4.1. Introduction to APPLGrid method
Estimation of the impact of new physics relies on the uncertainty of both the experimental
measurement and theoretical prediction. On the experimental data side, we can include the
precision measurements from the Large Hadron Collider (LHC) at CERN. On the theory
side, an important source of the uncertainty is due to missing higher-order contributions
to the hard cross sections, which can be reduced to roughly a few percent by computing
the hard cross sections up to the next-to-next-to-leading (NNLO) order in QCD. However,
another source of the uncertainty may also come from the PDF, which may be larger than
the uncertainties of higher-order corrections to QCD calculation in certain kinematic regions,
such as at large pT . To constrain the PDF uncertainty, an accurate NLO calculation of the
final state for pT distribution of the W/Z production would be helpful.
K-factor method is one possible approach for NLO or NNLO calculations [36]. To con-
duct an NLO calculation, all diagrams that have a contribution of an additional strong cou-
pling factor αs should be taken into consideration. Such diagrams have additional quarks or
gluons, with virtual loop corrections and additional emissions of real final state particles.
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The K-factor method records the ratio of the NLO to LO cross section for a given process
and uses the same ratio in future NLO calculations, which is convenient and fast. The K
factors have reduced dependence on the PDFs, hence they need to be updated less frequently
than the PDFs themselves. Certainly, there are few drawbacks of the K-factor method, e.g.,
K-factors may depend on renormalization and factorization scales. Furthermore, the impact
of the NLO corrections on the LO cross section also depends on the region of the phase space
studied, since mostly the method is applied to obtain a finite cross section defined by various
kinematics cuts. Most importantly, the K-factor method neglects dependence of σNLO/σLO
on the PDFs during the fit. Even with such caveat, the K-factor method has been widely
adopted to calculate a wide range of processes, including inclusive jet production and W
boson production.
In the actual PDF fitting, although the kinematic cuts are determined by the experiments,
the PDF values are updated in each iteration, which should result in the change of the NLO-
LO cross section ratio for each kinematics region. However, K-factor table for each kinematics
region is a constant table that is predefined using a prior PDF, which does not change during
the PDF fitting. Hence using the K-factor method may result in inaccuracy of the fitted
PDF in the most precise determinations of the PDFs.
For inclusive data, such as the proton structure function in deep-inelastic scattering, the
cross section can be calculated quickly from the strong coupling αs and the PDFs change
during the fit. However, final state observables, involving the detector acceptances or the jet
algorithms, are integrations over an irregular volume in a high dimensional space, thus, have
to be calculated using NLO QCD Monte Carlo programs. As I will show in the next section,
a Monte Carlo integration error is inversely proportional to the square root of sampling
points. For a high dimensional integration, such programs may need many days of CPU time
to obtain the cross section with an error comparable to the uncertainty of the experimental
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data. During a PDF fit, such computations are repeated multiple times, which will lead to
a huge total CPU time. Therefore, it is critical to find a more efficient method than the
K-factor method.
The APPLGrid Method [31] creates a lookup table of cross section weights using a
posteriori inclusion of PDFs through the Monte Carlo method. The lookup table can then
be combined with an arbitrary PDF to calculate the observable.
Assume that a PDF can be fully determined using an nth order interpolation with values on
a two-dimensional grid of momentum fraction x and factorization scale Q. The APPLGrid




+ a(1− x), (4.1)
and




where Λ is a parameter of the order of ΛQCD, and a serves the purpose of increasing the
number of grid points in the large x region.
Given the 2-dimensional PDF grid values fiy ,lτ at points (iyδy, lτδτ), where δy and δτ



























, if u 6= i, else 1. (4.4)
Since the interpolated polynomial of order n and n′ along x and Q2 direction respectively
for f(x,Q2) is unique, using the Lagrange basis is optional. One may apply an arbitrary










2)) is the re-organized polynomial.
4.1.1. DIS final state using APPLGrid method
Let’s use the DIS process as an illustration of the APPLGrid method. Assume that we
have an NLO Monte Carlo generator that produces N events, with each event m defined by
xm. Q
2
m and weight wm. For event m, it’s also associated with the order pm of αs. Then for
















































In practice, the APPLGrid values at the two-dimensional x−Q2 grid are pre-calculated
and stored in a ROOT file, therefore the time and space complexity of the NLO Monte Carlo
calculation is reduced to O(N), where N is the grid size.
A typical cross section calculation from the APPLGrid takes few seconds, while the
generation of the APPLGrid file is still time-consuming.
4.1.2. Implementation of the APPLGrid method in CTEQ-JLab fitting package
The CTEQ-JLab PDF analysis includes W/Z production, lepton asymmetry data from
CDF, and D0 experiments that were calculated using the K-factor method. Also, to include
the LHC precision measurements, the CJ fitting package needs to have the ability to conduct
NLO calculations. During my visit at Jefferson Lab, I created a standing alone subroutine
enabling the APPLGrid in the CJ fitting package to facilitate the fast NLO calculation, which
also plays an important role in the ongoing STAR data investigation [37]. An example of the
computation for STAR using my implementation of the APPLGrid fast interfaces in shown
in Fig.4.1. The theory predictions of the STAR data are computed through the APPLGrid
method.
4.2. Monte Carlo Integration via Boosted Decision Trees
The numerical integration over a high-dimensional space is a frequently encountered
problem in physics and other fields of science. The generation of the APPLGrid in the last
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Figure 4.1: A comparison of the CJ15-a+ NLO calculations to the measured W+ → e+ (a),
W− → e− (b), Z → e+e− (c) cross sections, and (W+ → e+)/(W− → e−) charge ratio (d)
by STAR. Note that only the latter was included in the PDF fit.
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section is one example. Such a process is conducted through the Monte Carlo method, which
involves sampling in the integration domain. Due to the high dimensionality of the problem,
this process is time-consuming. Many efforts have been made to optimize the Monte Carlo
integration process, including the very popular VEGAS algorithm [38]. In this section, I’ll
introduce an original method that applies an ensemble of Boosted Decision Trees (BDT) [39]
to accelerate the VEGAS algorithm.
4.2.1. Background
The general approach of the Monte Carlo integration of function f over domain Σ with
volume V (Σ) is shown in the following:
∫
Σ








where xi are random sampling points in the domain Σ, and N is the number of sampling























































When the number of samples is large, the variance can be used to estimate the error of the
Monte Carlo integration. As shown in Eq. 4.12, the error decreases as 1/
√
N .
Several techniques can be applied to accelerate the convergence of the estimated error.
Variate control Variate control is a variance reduction technique used while doing Monte




(f − g) dx+
∫
g dx. (4.13)
An illustration can be found in fig 4.2.
Suppose that we can compute the definite integral of function g analytically, then the
error of integration of f will only depend on the variance of f − g:




− [E(f − g)]2 . (4.14)
To reduce the variance of f − g, we need to reduce the E [(f − g)2], which is the mse (mean
square error) loss function in machine learning.
Stratified sampling For regions with smaller variances, number of sampling points may
be reduced. Divide the integration domain into two regions, a and b, and assign Na and Nb









Figure 4.2: An illustration for the control variate method. We can use the BDT g(x) to
approximate the integrand f(x). The integration of g(x) can be calculated analytically,
thus the only source of error in the integration comes from f(x)− g(x)
Figure 4.3: An illustration for the stratified˙sampling method. As shown in the plot, the
function in the three regions labeled by different colors has different variance, thus requires
a different number of sampling points.
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Therefore, it is necessary to carefully select region-a and region-b to minimize Vaσ(f)a +
Vbσ(f)b. The illustration of stratified sampling method is shown in fig 4.3.
The recursive selection of the regions is an intrinsic feature of the decision tree with a
modification of the splitting criteria, which will be discussed in detail in the implementation
of the algorithm.
One issue with stratified sampling is that, as the dimension of integrand goes up, the
number of regions increases exponentially.
Importance sampling As implemented in the VEGAS algorithm [38], the distribution
p(x) is the product of single-variable functions, which may not be efficient for an integrand
with arbitrary shape.
4.2.2. BDT integration with Stratified Sampling In this section, we will explore an
application of a combination of BDT (Boosted Decision Trees) [39] or NN (Neural Network)
with stratified sampling in Monte Carlo integration.
The algorithm consists of two steps: using a BDT or NN to approximate the integrand,
then build another Decision tree to assign different numbers of samples to each region based
on the variance of the residual.
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BDT is an ensemble of additive trees [39]. Generally, the prediction of the model is
the sum of the predictions from each tree. Each node of the tree in the BDT divides the
hypercube S into two parts sl and sr using a hyperplane, assigning each part of the hypercube
with a unique value. The selection of the hyperplane depends on the loss function or the
split criteria. In our case, we use the mean square error, since it matches our goal of the
Monte Carlo method.
In the original BDT, the hyperplane is always parallel to one coordinate in axis space of







Notice that, for a trivial g(x) = E(f), the variance of f − g is same as the original
integrand f . By using an accurate approximation of the integrand f through BDT, we have
greatly reduced the variance of f − g.
Description of the Procedure Here is the detail of the algorithm:
1. Build a BDT of 512 trees with maximum depth 2 (given the dimensionality of the
integration domain is 11);
2. Randomly select 1,000 sample points from the hypercube, evaluate the corresponding
values, fit the model to the integrand.
3. Use the original function minus the prediction of the model as our new integrand, and
perform the Monte Carlo integration.
4. Based on the weights of the BDT, evaluate the integral of the model.
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Integration of the Model
Case 1: Hyperplane parallel to the coordinate axis As described above, the model
can be expressed as the sum of multiple box functions, thus the integration can be evaluated
by the weighted sum of the box volumes.
Case 2: Linear Combination Split In this case, we limit the depth of each tree to be
1, thus each tree will only have one node. Then the integral of the model is the weighted
sum of volumes of all sections.
As in [40], each hyperplane can be represented by a n dimensional vector w and a real
number b. Denote the set x w < b by Gnw,z. Given hypercube I
n = [0, 1]n, we have that:
Voln(G
n








in which [n] denote the set{1, 2, 3, ..., n} and iK is the characteristic vector of K in {0, 1}n.
Discussion As the linear combination split introduces more flexibility, it will fit the original
function better. However it is more computationally expensive, and the integration of the
model is more complicated, which still can be done though. If we have some general idea
about the dependence of the integrand on the variables, we can use this method. Otherwise,
we can run a PCA test, to check if some eigenvectors of the covariant matrix have the largest
eigenvalue, and are not aligned to the axis, then decide which method to pick.
To implement stratified sampling, we need to build a decision tree with a depth of 5
(given the dimension in FEWZ is 11, and the training dataset size is approximately 10,000).
The split criteria is determined by the minimization of Vaσ(f)a + Vbσ(f)b.
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Description of the Procedure The implementation of Stratified Sampling:
1. Randomly sample 10,000 over the hyper-cube. Based on the value, build a decision
tree described above. We can get 32 regions, with corresponding volume and variance.
2. For each region, the number of samples is proportional to the volume times the
standard deviation. Start a new round of sampling, and calculate the error and integration
value.
3. Place sampling points for each region such that the total number of sampling points
is proportional to the volume, and repeat steps 1 and 2. Combine all the results, until the
error converges.
The W/Z cross section involves integration over an irregular 11 dimensional space. At
LO and NLO, with the same number of sampling points, by utilizing both approaches, the







N , to obtain same error, the number of required sampling
points for the algorithm is reduced by a factor of 10 compared to the original VEGAS
algorithm, which makes it subtable for integrations where the integrands are CPU-intensive.
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Chapter 5
Introduction to the Sensitivity Method
As shown in chapter 3, the global QCD analysis is an extremely complex process, which
imposes great difficulty for us to investigate the impact of individual experiments on the final
PDF ensemble. A naive approach is to adopt the Pearson correlation between the PDF value
and the experiment χ2. However, it has been demonstrated in [41] that, the Pearson corre-
lation does not fully capture the phenomenological weight of individual measurements, since
the magnitudes of the experimental uncertainty do not contribute to the metric. For this
reason, I’ll present a generalization of the correlation named as the sensitivity method [42],
which also accounts for the experimental uncertainty. The sensitivity method was initially
defined for the Hessian PDF ensemble, and can be extended to the Monte Carlo ensemble. In
this section, I’ll show that the sensitivity remains unchanged under the conversion between
Hessian and Monte Carlo representation.
5.1. Theoretical formalism
5.1.1. The Hessian method
Error PDFs are commonly used to estimate the probability distributions for PDF-dependent
quantities according to two common methods.
The Hessian method [32,34] is adopted by CTEQ-TEA and MSHT groups. An ensemble
of D Hessian error PDFs estimates the uncertainty by assuming that the probability distri-
bution is approximately Gaussian. In a notation adopted from Ref. [35], a function X(~R) of
the parameters Ri in the vicinity of the minimum of the global χ
2 corresponding to ~R = ~0
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and X(~0) ≡ X0 can be estimated as the Taylor series expansion,
















RiRj + ... . (5.1)
Given X±i ≡ X(0, ..., Ri = ±1, 0, ...) for a pair of PDF displacements R±i ≡ ±1 at the 68%
confidence level (C.L.) along the eigenvector direction i, the first-order derivative in this








A symmetric estimate of the 68% C.L. PDF uncertainty [34] then follows as the maximal
variation of X(~R) within a hypersphere of unit radius centered at the global minimum, called
the ”tolerance hypersphere”:





The second-order Taylor terms in Eq. (5.1) are important when the probability distribu-
tion is asymmetric. The full description of the second-order terms, while possible in princi-
ple [35], would require having additional Hessian eigenvector sets that are not provided in the
published PDF ensembles. Contributions from diagonal second-order derivatives, ∂2X/∂R2i ,
can be estimated by using the asymmetric PDF uncertainties [43] with the usual Hessian
PDFs. The linear approximation captures the essential features of the uncertainties, while
the complete description of the non-linear terms involves many subtleties [35].
We will thus restrict ourselves entirely to the linear approximations and will use sym-
metrized finite-difference formulas like in Eq. (5.2) to minimize non-linear terms in subse-
quent derivations. In this spirit, the Pearson correlation between two quantities X(~R) and
Y (~R), interpreted as the cosine of the correlation angle for X and Y in the PDF parameter
55
space, can be computed as [32,44]





(X+i −X−i) (Y+i − Y−i) . (5.4)
5.1.2. The Monte Carlo method
Alternatively, the Monte Carlo method provides an ensemble of PDF replicas f
(k)
a (x,Q) ≡
f (k) with k ∈ [1, .., Nrep], i.e., stochastically generated error PDF sets. By evaluating a PDF-
dependent quantity X(f
(k)
a (x,Q)) ≡ Xk with these replica PDFs, the probability distribution
for X can be reconstructed with arbitrary accuracy for a sufficiently large Nrep. In particular,
asymmetries of the probability distributions can be fully captured.
As in the Hessian case, we find that accounting for the asymmetries of the probability,
while possible, substantially complicates our analysis. For example, it may require a too
large Nrep. We will therefore work with the MC formulas that average over the asymmetries
in the probability, such as the standard formulas for the central value and PDF uncertainty











(Xk − 〈X〉)2. (5.6)
Similarly, the Pearson correlation is represented as
CMC(X, Y ) =




5.1.3. L2 sensitivity for the Hessian and Monte Carlo PDFs The PDF sensitivity is a
statistical indicator that visualizes constraints from experiments on PDFs in CTEQ global




= ∆Hχ2E · CH(f, χ2E) , (5.8)
where CH(f, χ2E) in Eq. (5.4) represents the cosine of the correlation angle between a PDF
of flavor f or any PDF derived quantity and the experimental χ2E, evaluated over the 2D
Hessian eigenvector sets.
It has been suggested in Ref. [41] that the sensitivities can be introduced by analogous
formulas in the Monte Carlo replica approach. Following this logic, the MC analog of the
Hessian L2 sensitivity in Eq. (5.8) is naturally written as
SMCf,L2(E) = η(D) ·∆MCχ2E · CMC(f, χ2E), (5.9)
in terms of the MC estimates (5.5) and (5.7) for the PDF uncertainty ∆MCχ2E and the
Pearson correlation of f and χ2E. We introduced a normalization constant η(D) that may
be different from unity, depending on the type of the MC ensemble.
The equivalence of the Hessian and Monte Carlo definitions of the L2 sensitivity would
imply retaining similar numerical results when the Hessian eigenvector sets are converted into
Monte Carlo replicas or vice versa. The next sections will present mathematical arguments
showing that the equivalence exists in the linear approximation. In Sec. 5.2, we show how
to perform the conversions between the Hessian and Monte Carlo representations so that as
not to contaminate the L2 sensitivity with spurious nonlinear effects.
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In particular, we find that the MC sensitivity in Eq. (5.9) closely agrees with the sensi-
tivity (5.8) of the progenitor Hessian PDFs if the MC replicas are uniformly sampled on the
surface of the tolerance hypersphere, and the constant η(D) =
√
D is used.
In the following sections, I will illustrate the equivalence of the Hessian and Monte Carlo
definitions of the L2 sensitivity, and discuss various mathematical properties of the sensitivity.
5.2. From Hessian to Monte Carlo PDF Ensemble and Sensitivity Invariance
Based on the Hessian Error PDF set, we can generate a set of Monte Carlo PDF replicas


















i (x,Q0) is the directional derivative of the parton distribution function along β-th









Both of the PDF value gki (x,Q0) and the χ
2
E,k linearly depend on the random variables,
therefore, the mean of these terms is close to the central value of the Hessian representation,
i.e. 〈gki (x,Q0)〉 = g0i (x,Q0) and 〈χ2E,k〉 = χ2E,0. Since the number of Monte Carlo replicas is
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2)1/2 ← ξkβ follow identical distribution
= η(N)|∇X| as in Hessian representation.
(5.13)
Following the same steps, it is straightforward to show that the Pearson correlation for the
Monte Carlo replicas can be reduced to the Hessian representation.
CorrMC(X, Y ) = CorrHessian(X, Y ) (5.14)
Combining the results we obtained above, we conclude that the correlation and sensitivity
of the Monte Carlo replicas sampled from the Hessian representation are equivalent to the
quantities in the Hessian representation with a factor η(N) for the sensitivity, depending on
both on the distribution and dimensionality.
However, if we review our definition of the L2 sensitivity, we find that it’s a local quantity.
According to our Monte Carlo sampling method, the replicas mostly fall outside of the
90% confidence level region. In fact, according to the first-order approximation, the change
of the χ2tot is proportional to the square of the magnitude of the displacement ν
2 in the
PDF parameter space. Since the ξkβ follows an independent gaussian distribution with unit




β follows a chi-square
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distribution χ2(k), where the degrees of freedom k equals to the number of PDF parameters.
As an illustration, we plot the χ2 distribution for 25 degrees of freedom, roughly equal to
the number of independent PDF parameters in a sample PDF fit.









Distribution of ν2 with 25 PDF parameters








Accumulated probability of ν2 with 25 PDF parameters
Figure 5.1: χ2 distribution with 25 degree of freedom. Left: probability distribution; Right:
Cumulative probability distribution
As shown in the plot 5.1, the dominating Monte Carlo replicas have a ν2 larger than
20, which is actually outside 99% confidence level region even with the assumed Gaussian
behavior along all eigenvector directions. Therefore, we need a better way to sample the
Monte Carlo replicas.
Recall the statistical meaning of the χ2, the PDF replicas follow a Gaussian distribution
with respect to the corresponding ∆χ2 value.
∆χ2 ∼ N (0, 1). (5.15)
Suppose the unit length eigenvectors defined as
∆χ2(~a0 + ~eβ) = 1, for any β. (5.16)
For a PDF parameter Monte Carlo replica ~a = ~a0+
∑






Denote the length of this displacement vector by l, then ∆χ2 = l2. And l2 also follows the
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Gaussian distribution.
l2 ∼ N (0, 1). (5.17)
Next, we need to generate a random replica with ∆χ2 = l2, which is located on the surface of
a hypersphere with radius l. This can be done via generating N identical normal distributions
to form a N -dim vector, then normalize the vector we obtained.
Here is a simple proof for the uniformity of the distribution, consider the function



































This shows that the probability distribution on the sphere depends on the magnitude rather
than the direction. Thus it is rotationally invariant and corresponds to a uniform distribution
on the sphere.
Using the Monte Carlo replica generation method described above, I calculated and plotted
the L2 sensitivity for CJ15 experiments. And as shown in the figures below, the agreement
between the Hessian and Monte Carlo agreement is astonishing. In addition, notice that


























































Figure 5.2: Sensitivity Plot Comparison (NmcRatCor) of CJ15nlo Hessian vs Normal
distribution Monte Carlo ensemble
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Figure 5.3: Sensitivity Plot Comparison (e866) of CJ15nlo Hessian vs Normal distribution
Monte Carlo ensemble
in our derivation in 5.13, the property of Gaussian distribution was not used. In fact, since
the L2 sensitivity is a local property, an arbitrary random distribution would reproduce the
Hessian L2 sensitivity. As proof, I generated a uniform distribution for the l
2 and obtained
almost identical L2 sensitivity.
5.2.1. Uncertainty of reconstructed Monte Carlo ensemble

















Following our definition of the Monte Carlo replicas above, the random variable ξ0 is
actually the product of two independent random variables l and p, where p is the projection
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of the uniformly distributed random vector on a hypersphere to one axis. Thus,
E(ξ21) = E(l2)E(p2)← l, p are independent (5.20)
Recall that l2 ∼ N (0, 1), we have E(l2) = 1. Also, since
∑
β
p2β = 1, (5.21)
E(p2) = 1
N
, where N is the number of PDF parameters.




between the uncertainty of the Monte Carlo
and Hessian representation.
Next, let’s consider the case where the Monte Carlo replicas are generated from the
Hessian replicas where ∆χ2 = T 2. It’s trivial to show that the relationship we found above
still holds since both uncertainties are linearly proportional to T .
5.2.2. Total sensitivity of the reconstructed Monte Carlo ensemble
For the Hessian representation, when only the tier-1 penalty is applied, the χ2tot along the
positive and negative direction of the j-th Hessian eigenvector are exactly the same. Recall
the definition of uncertainty in (5.3), ∆χ2tot would be zero. And according to (5.8), the total
sensitivity for all experiments should add up to 0 within the tolerance of 1 unit, which is
a good sanity check for the sensitivity method as shown in the left panel of Fig 5.4. Here
in this section, we explore whether the total sensitivity for a reconstructed Monte Carlo
ensemble derived from the tier-1 Hessian PDF set would have the same cancellation.
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To begin with, since the definitions of the sensitivity in the two representations are
fundamentally different, we should verify the additivity of the sensitivity for Monte Carlo
replicas.
Given a list of experiments Ei, the sensitivity with respect to quantity X can be expressed
as:













































Now we have shown the additivity of the sensitivity in the Monte Carlo representation,
we may move on to the magnitude of the total sensitivity.












where Ri is the displacement of the random variable along i-th eigenvector.






By construction, the PDF replicas are linearly dependent on the random variables, i.e.









Following the definition of the sensitivity, ignoring the higher-order terms, we have that:
SMCfa,L2(Etot) =






























































where η4,1 is a variable defined as E(R4i )/
√
E(R2i ) replying on the distribution of the random
variable, and R0 corresponds to ∆χ
2
tot = T
2. Recall the factor between the MC representation
and Hessian representation
√
1/D, the actual coefficient should be
√
Dη4,1, which can be
reduced to E(R4i )/E(R2i ).
Notice that αi|R30| can be estimated as the magnitude of the asymmetry of the ∆χ2tot
along i-th eigenvector, which is at scale of T 2. Thus the total sensitivity in the Monte
Carlo representation may be as large as the T 2, which is different compared to the Hessian
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representation. This result is well demonstrated in the top right panel of Fig. 5.4, as we
observe that at low x region, the sensitivities for gluon and charm is approximately 8 units.
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Figure 5.4: Total sensitivity of all experiments for CT18 reduced fits. Top left: CT18
reduced fit, Hessian representation; Top right: CT18 Monte Carlo representation with unit
distribution on tolerance sphere T 2 = 10; Bottom: CT18 Monte Carlo representation with
T 2 = 10 normal sampling.
Note that although the positive direction of dβ can be arbitrarily defined, but αβξa,β
cannot be positive for all β’s. Therefore, there still might be cancellation between the terms
in the high dimension case, which leads to the total sensitivity to be zero for certain (x,Q2)
grids.
To summarize, we may impose a new criterion to the verification for a reasonable Monte







to be much smaller than 1. As shown in Fig.5.5, in contrast to the normal sampling, the
ratio of the hypersphere sampling of the CT18 reduced fit is less than 0.25 for most of the
x regions with the exception of gluon and charm at small x. Hence, we may conclude that
the CT18 Monte Carlo ensemble with hypersphere sampling preserves the properties of the
Hessian ensemble.
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Figure 5.5: Ratio of the total sensitivity to sum of the absolute value of experiment
sensitivities. Left: CT18 Monte Carlo representation with unit distribution on tolerance
sphere T 2 = 10; Right: CT18 Monte Carlo representation with T 2 = 10 normal sampling.
5.3. From Monte Carlo to Hessian PDF ensemble and Sensitivity Invariance
As discussed above, it is straightforward to obtain the Monte Carlo PDF replicas from
the Hessian PDF set. Here the inverse problem is investigated.
Before we jump into the technical steps, I’ll introduce a well-established statistical method:
Principal Component Analysis (PCA).
PCA is widely used as a dimensionality reduction tool. Given a cluster of k dimensional
vectors, PCA defines an alternative orthogonal basis set, which consists of the principal
components and projects the vectors into a d < k dimensional sub-space while maintaining
most of the information.
Although a Monte Carlo PDF replica consists of 2 ∗ Nf + 1 functions, it can still be
represented by a vector, which denotes the PDF value at a number of (x,Q2) grid points for
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each flavor. After applying the PCA method, we obtain N orthogonal directions defined by
the linear combination of the Monte Carlo PDF replicas.
For NNPDF, when the number of principal components reaches 61, these directions
account for 99% of the variance, which means the Monte Carlo PDF uncertainty and the
Hessian PDF uncertainty should match. And in practice, as shown in the figures below,
the disagreement only occurs at a very low or high x region, which is as expected, since the
extrapolated region has very sensitive parameter dependence.
5.3.0.1. General remarks In this section we will examine the situation when it is the
Monte Carlo replica ensemble, not the Hessian eigenvector PDFs, that is initially available.
In this case, we start with an ensemble of PDF replicas that are distributed in the PDF
space according to a prior probability Pprior. Each PDF replica is obtained by fitting the
data sets with central values that randomly fluctuate in accordance with the probabilities
stipulated by the experimental uncertainties.
While each MC replica fit achieves a good agreement with the fluctuated data, the
goodness-of-fit function for the published, not fluctuated central values of data can be high.
For example, the unfluctuated global χ2 and χ2E values for the NNPDF replicas obtained this
way are distributed similarly to those from the CT or MSHT MC PDFs, with the majority
of the NNPDF replicas having the unfluctated χ2 elevated by hundreds of units compared
to the central replica [45]. This behavior suggests that non-linear effects can modify the sen-
sitivity estimates for such replica ensemble for the same reason as to when the MC replicas
are generated from the Hessian PDFs.
Methods exist for constructing a Hessian eigenvector ensemble that closely reproduces
the PDF uncertainties and correlations of the prior Monte Carlo ensemble. In Sec. 5.3.0.2,
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g (x,Q) at Q=2.0 GeV, 68% c.l., sym. std. dev.
NNPDF_red Hessian (solid), MC (dashed)


























u (x,Q) at Q=2.0 GeV, 68% c.l., sym. std. dev.
NNPDF_red Hessian (solid), MC (dashed)
Figure 5.6: NNPDF uncertainty for Monte Carlo and Hessian ensemble. Left: gluon PDF;
Right: u-quark
we demonstrate that the sensitivity remains largely invariant under such dimensionality
reduction of an MC ensemble into a Hessian one.
5.3.0.2. Dimensionality reduction and sensitivity
The Monte Carlo representation of the PDF set gives a probability distribution in the
PDF space. For the corresponding Hessian PDF set, we hope it would preserve the proba-
bility distribution and also reflect the impact of each experiment. As established previously,
the measurement of the impact can be expressed using the sensitivity method, here in this
section, we will show that the sensitivity quantity changes scarcely under the transformation
of PDF from Monte Carlo to Hessian representation comparing to other quantities, such as
the uncertainty of the χ2 and the correlation.
Generally, the Monte Carlo to Hessian conversion is a dimensionality reduction process,
various forms have been described. Without loss of generosity, we discuss an approach which
is known as the PCA method.
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We may express the Monte Carlo PDF replicas as {~f (k)}, ~f (k) ∈ RD̃, where D̃ is the
number of PDF grid points, which is equal to the product of Nx and NQ in the LHA PDF
file and each component of ~f (k) is the corresponding PDF value. In addition, k ∈ [1..Nrep],
Nrep is the number of Monte Carlo replicas. A simple 2 dimensional illustration can be found
in Fig 5.7.
As we calculate the covariance matrix of {~f (k)}, we can determine the direction along
which the largest variance is achieved. After applying the same technique recursively, we
obtain a set of orthonormal basis {~̂ei} in RD̃ space, i ∈ [1..D̃]. For each direction the
Hessian PDF replica {~ei} lies along the basis with the magnitude of deviation defined as
|~ei|2= var(~f · ~̂ei).
Suppose we have rearranged ~ei in the order of monotonically decreasing |~ei| and have
chosen the largest D eigenvector directions, such that
∑
i∈[1..D]|~ei|2≥ 99% · var(~f), these D
error PDF replicas will form our Hessian representation of the NNPDF set, D < D̃.







~f (k) · ~̂ej)~ej/|~ej|. And similar to the Parseval’s identity, the following
equation
∑
i∈[1..p]|~ei|2= var(~f) holds, which indicates that as we include all D̃ components
in the Hessian representation, the full PDF uncertainty is reconstructed.
Now let’s calculate the gradient ”inner product”/covariance of two quantities X and Y
in both representations.
In the Hessian representation, one can expand X as X = X0 +
∑
i∈[1..D̃](∂iX|~ei| at
the leading order, where ∂iX = ∇̃X · ~̂ei represents the directional derivative of X along
~̂ei direction in RD̃ space. Therefore, the inner product of ∇̃X, ∇̃Y may be written as




Figure 5.7: 2-D Illustration of Dimensionality Reduction
In the Monte Carlo case, at leading order, X(k) is calculated through the directional
derivative in the RD̃ space,







where ∂kX = ∇̃X · ~̂f (k) and ~̂f (k) = ~f (k)/|~f (k)| is the unit vector along ~f (k).
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Similarly, we also have Yk = Y0 +
∑
i∈[1..p] ∂iY (
~fk · ~̂ei). And the covariance, which is
essential in calculating the Pearson correlation Eq. (5.7):



























~̂ei)(~fk · ~̂ej) = 0, since they are proportional to the off-diagonal elements in the diagonalized
matrix. Now our covariance is reduced to
























By construction, as D increases, |~ej|2 |~ei|2, we may ignore the latter term in cov(X, Y ),
and reach agreement with the inner product in the Hessian representation. And note that
the uncertainty of a quantity X can be calculated as the ”inner product”/covariance with
itself, which is also equivalent in both representations. Thus, we may conclude that the
sensitivities for the NNPDF Monte Carlo and the reduced Hessian representation are close
under the assumption that ∂jX does not grow as |~ej|2 decreases.
Define ∆cov(X, Y ) ≡
∑
j∈[D+1..D̃] ∂jX∂jY |~ej|2. Consider one particular case where X is
χ2tot, and Y is the PDF function f , following the definition of the principle components, we
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have that
∆cov(f, f) < 1% cov(f, f) (5.31)
and by applying the Cauchy-Schwarz inequality
∣∣∆cov(f, χ2tot)∣∣ ≤ ∑
j∈[D+1..D̃]




tot) < ∆cov(f, f). Then, the differences between two representation of all
quantities are bounded by ∆cov(f, f).
2. ∆cov(χ2tot, χ
2
tot) > ∆cov(f, f), according to the (5.32), the error in covariance is much
smaller than the error in the uncertainty of quantity χ2tot.
The ∆cov(χ2tot, χ
2
tot) manifests as the difference between the experiment χ
2 in two repre-
sentations. As shown in table 5.1 above, the uncertainties in Hessian representation for each
experiment is strictly smaller than in the Monte Carlo representation.
If we review our definition of the L2 sensitivity and correlation, we find that Sf,L2(E)
relies on the covariance of χ2E with PDF flavor and the PDF uncertainty, therefore, has a
small difference between the two representations. As correlation is calculated Sf,L2(E)/∆χ
2
E
in Eq. (5.8) and Eq. (5.9), which introduces term ∆χ2E, the disagreement is much larger.
Also, since the uncertainty in the Hessian representation is systematically smaller than the
Monte Carlo representation, the correlation for the Hessian PDF set is proportionally larger.
In practice, we obtained an NNPDF Hessian reduced Error PDF set through and gener-
ated the corresponding L2 sensitivity/correlation plots. As shown in Fig 5.8, the sensitivity
plots for Hessian and Monte Carlo Error PDF sets are in good agreement. And the fact
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that the sensitivity barely changed between the 62-replica and 100-replica ensemble further
confirms that the discarded directions have a very small contribution to the sensitivity. As
shown in 5.1, we computed the uncertainty of the χ2E for each experiment and observed that
the Hessian uncertainties are constantly smaller than the Monte Carlo replicas. which leads
to the magnitude of the correlations for the Hessian scenario to be greater than the Monte
Carlo scenario in Fig 5.9.
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Figure 5.8: Sensitivity plot for BCDMS Proton. Top left: NNPDF fit, Monte Carlo
representation; Top right: NNPDF reduced fit with 62 replicas; Bottom: NNPDF reduced
fit with 100 replicas.
In this chapter, I introduced the sensitivity method, which quantifies the impact of in-
dividual experiment on the PDF fit. I also discussed the various aspects of the sensitivity,
and showed that the sensitivity remains unchanged under the conversion between the Hes-
sian and Monte Carlo ensemble. In the next chapter, I will apply the sensitivity method to
analyze of deuterium scattering experiments in CTEQ global QCD analyses.
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Figure 5.9: Correlation plot for BCDMS Proton. Left: NNPDF fit, Monte Carlo
representation; Right: NNPDF reduced fit with 62 replicas
NNPDF experiments Central chi2 MC Uncertainty Hessian Uncertainty MC-Hess Uncertainty
BCDMSP 397.22 35.14 22.28 12.86
BCDMSD 270.79 20.75 10.86 9.89
NMC 104.89 10.14 3.33 6.81
DYE866R 5.54 4.56 1.40 3.16
NuTeV 85.22 41.74 24.48 17.26
HERA 1364.33 53.66 53.51 0.15
D0ZRAP 17.48 1.35 0.92 0.43
ATLASWZ(2011) 30.38 2.95 2.47 0.48
ATLASWZ(2016) 81.67 26.23 14.67 11.56
CMSWasy 8.18 1.79 0.85 0.94
CMSjets8TEV 231.62 54.11 30.92 23.19
LHCbW/Z 85.66 15.73 11.28 4.45
LHCbZee 27.11 5.04 4.31 0.73
Table 5.1: Central χ2 for each experiment in NNPDF, and the χ2E uncertainty in both
Hessian and Monte Carlo representation. Last column shows the difference between Monte
Carlo and Hessian uncertainty, which is strictly greater than zero.
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Chapter 6
A Sensitivity Method Analysis of Deuterium Scattering Experiments in CTEQ Global
QCD Analyses
Here in this chapter, I apply the L2 sensitivity method on CT18 and CJ15 global PDF
fits. By comparing the sensitivity plots, I will investigate the treatment of the deuteron
corrections, which is discussed in 6.2, on PDF fits.
6.1. Motivation
Electroweak precision tests of the Standard Model (SM) at hadron colliders are nontriv-
ially sensitive to the parton flavor composition of initial-state hadrons. For spin-independent
inclusive observables at the CERN Large Hadron Collider (LHC) – or, indeed, at any high-
enough energy facility such as the Relativistic Heavy Ion Collider, the Jefferson Lab CEBAF
accelerator, or the future Electron-Ion Collider – this flavor composition is typically spec-
ified by helicity-averaged parton distribution functions (PDFs) of the proton. The PDFs,
f(x,Q), have long been of strong interest from the perspective of both fundamental Quan-
tum Chromo-Dynamics (QCD) as well as particle phenomenology, given that they quantify
the probability of resolving a quark or gluon constituent of flavor f carrying a fraction x
of the proton’s longitudinal momentum in a scattering process with a squared energy scale
Q2 & 1 GeV2. For this reason, the PDFs play a central role in predicting cross-sections for
pp collisions at the LHC, and, in particular, their accuracy influences the ability of LHC
measurements or other high-energy data to constrain the SM parameters, including in the
electroweak sector.
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Due to the challenge of reducing their uncertainties and empirically distinguishing among
their parton flavors, PDFs have historically been determined most robustly through “global
QCD fits” [46–49], now increasingly performed at the next-to-next-to-leading order (NNLO)
accuracy in αs, and drawing upon large collections of experimental measurements sensitive
to QCD and different underlying PDF combinations. In spite of the growing number of
LHC measurements, deeply-inelastic scattering (DIS) experiments involving fixed hadronic
or nuclear targets at BCDMS, NMC, SLAC, and JLab continue to provide key information
to disentangle the PDFs in recent global QCD analyses such as CJ15 [22], ABMP16 [50],
CT18 [20], NNPDF3.1 [51], and MSHT20 [52].
The fixed-target experiments complement analogous DIS collisions at ep collider HERA
by extending the momentum fraction coverage to larger x values and adding measurements
on deuterium targets. In fact, such experiments provide the leading constraints on the
(anti)quark PDFs at low scales Q and large momentum fractions x & 0.05, as well as on the
gluon PDF by observing scaling violations over the same kinematic region [41,42,53].
In precision tests of the electroweak sector, the substantial PDF dependence of the in-
volved theoretical calculations affects experimental determinations of SM parameters, such as
the weak-mixing angle θW extracted from the AFB forward-backward asymmetry measured
in the production of Z bosons during Runs 1 and 2 of the LHC.
Fig. 6.1 illustrates typical Hessian correlations [43, 44, 54] of PDFs (right) and PDF
combinations (left) with the sin θW values extracted from 8 TeV AFB measurements at
the LHC. Here, the correlations are computed using the preliminary (unpublished) ATLAS
Run-1 data on sin θW extracted with individual PDF eigenvector sets of the CT14 NNLO
ensemble [55].
In the left subfigure, we see that the values of the extracted sin θW are strongly correlated
with the valence combinations of light-quark PDFs at Q = 81.45 GeV, dval(x,Q) ≡ d(x,Q)−
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d̄(x,Q) at x ≈ 0.008−0.05 and uval(x,Q) ≡ u(x,Q)−ū(x,Q) at x ≈ 0.008−0.1. In addition,
significant correlations with the extracted sin θW exist at higher x & 0.3 as well, especially
for the PDF ratio d/u, and again for dval. Remarkably, the correlations are weaker with the
PDFs of individual parton flavors (shown at right) than with the valence combinations. An
anti-correlation with the d-quark (green dashed line) at x ∼ 0.3, affecting AFB at smaller x
via the valence-quark sum rule, is evident in this case, though not exceptionally strong.
The sizable correlations between fitted PDFs and sin θW in Fig. 6.1 are consistent with
the significant PDF uncertainties on these and similar BSM-sensitive quantities, including
the W boson mass, MW , and Higgs cross section, σH . For this reason, the realization of
next-generation precision in the determination of these electroweak parameters is critically
dependent on the reduction of their associated PDF uncertainties, including the high-x
uncertainty of the d-quark and gluon (g) PDFs, as well as of dval and d/u.
We might therefore ask where the experimental constraints on the relevant PDF com-
binations for LHC electroweak precision tests arise from. While direct measurements at
the LHC will supply increasing information on the PDFs affecting AFB [56] and other ob-
servables [57], recent CTEQ studies [20, 22, 41, 42, 58] find that deep-inelastic scattering ex-
periments on nuclear targets will continue to provide strong constraints on the down-quark
PDFs in the nucleon in the near future. In fact, in a global QCD analysis, experimental
measurements made solely on proton targets are at present insufficient for full separation
of parton distributions for d, s, g, and anti-quark flavors. Assuming parton-level charge
symmetry, dp(x,Q) ≈ un(x,Q), between the PDFs in the proton p and the neutron n, and
correcting for low-energy nuclear effects [53], one can then use scattering processes on the
deuteron or heavier nuclei to constrain the down-type PDFs in the proton.
We illustrate the importance of fixed target data in the determination of the weak mixing
angle with the help of Lagrange Multiple (LM) scans [32] in Fig. 6.2, in which we examine
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Correlation of sinθw (AFB @ LHC 8 TeV)   
and CT14 NNLO PDFs at  Q=81.45 GeV
Figure 6.1: Hessian correlations [43,44,54] for the values of sin θW extracted from Z boson
production at the LHC 8 TeV. Left: correlations with valence PDFs and PDF ratios at
Q =81.45 GeV, plotted as a function of x for CT14 NNLO PDFs. Right: the same, for
correlations with PDFs of individual flavors.
values of the valence uval (left) and dval (right) quarks at x = 0.03 and Q = 85 GeV. We
plot the change in χ2, as compared to the value in the best fit, for all data sets (labeled
as “Total” in the figure) and for individual experiments with the highest sensitivity to this
PDF combination. The curves for the experimental data sets are labeled according to the
convention in Table 6.2. The LM scans show that a small group of DIS experiments –
NMC ratio of d and p DIS cross sections [26], inclusive HERA I+II DIS [59], BCDMS p
and d reduced cross sections [60], CCFR F3 structure function [61] – contribute the largest
variations in ∆χ2 when the valence PDFs are varied, together with several lepton pair
production experiments by ATLAS, LHCb, E605, and E866.
6.2. Low-energy QCD effects
6.2.1. Deuteron-structure effects The critical low-energy effect considered in this
study, which arises due to MeV-scale dynamics characterizing nuclear bound states, is the
modification of the parton-level substructure of nucleons embedded in the nuclear medium


























































Figure 6.2: Lagrange Multiplier scans on dval(x = 0.03, Q = 85 GeV) (left) and
uval(x = 0.03, Q = 85 GeV) (right), showing the changes in the χ
2 for all data sets and
most sensitive experimental data sets in the CT18Z NNLO global QCD analysis [20].
In the CJ framework, these corrections are treated as nuclear wave-function effects, and
the deuteron parton distributions fd are calculated as a convolution of the bound nucleon’s







SN/d(z, p2N) f̃N(x/z, p2N , Q2) .
Here, z represents the momentum fraction of the (isoscalar) nucleon within the deuteron,
defined as z ≡ (Md/MN)(pN ·q/pd ·q); pd,N are the deuteron and nucleon four-momenta; and
Md,N are their respective on-shell masses. This representation is founded on the so-called
Weak Binding Approximation (WBA) to the calculation of nuclear structure functions [62,
63], where the SN/d smearing function is calculable based on an assumed nuclear potential;
as in Ref. [22], we assume the AV18 potential. Since pN is generically off-shell for a bound
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Figure 6.3: We plot the nuclear correction ratio, FN2 /F
d
2 , calculated using the central CJ15
fit results for several selections of the Q2 scale. Each of the four panels above highlights a
given value of Q2, while graying out the curves for other scales in order to retain visual
information on the scale dependence of the correction factor at large x. In the upper two
panels, which focus on lower scales, Q2 = 5, 10 GeV2, the dotted lines indicate the range of
x that is only accessible to CJ (W 2>3 GeV2) but not CT (W 2>12.25 GeV2), due to the
more conservative cut of the latter.
PDF, f̃N , in powers of its off-shellness, ω = (p2N −M2N)/M2N , as
f̃ q/N(y, p2N , Q





The first term, corresponding to p2N = M
2
N , gives the PDF of the free, on-shell nucleon. In
the second term, the O(ω) coefficient (also known as “off-shell function”) can be phenomeno-
logically parametrized and determined in a global fit from the interplay of data involving
deuterium targets and information involving free-nucleon-based observables like W boson
production at the Tevatron, the Relativistic Heavy Ion Collider (RHIC) or the LHC. Like in
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Ref. [22], we assume the flavor-independent 3-parameter shape function
δfN(x) = C(x− x0)(x− x1)(1 + x0 − x) , (6.3)
with x1 fixed by requiring the off-shell PDFs to satisfy the quark-number sum rule. Further
technical details and a discussion of the fit results can be found in Ref. [22].
Figure 6.4: Kinematics of the DIS data included in the fits discussed in this paper. The
HERA DIS collider data were taken on proton targets; the fixed-target SLAC, JLab,
BCDMS and NMC experiments include both proton and deuterium target data at
approximately the same kinematics. The W 2 = 12.25 GeV2 and W 2 = 3 GeV2 cuts
adopted, respectively, by the CT and CJ fits are shown by dashed and dot-dashed lines,
respectively. The figure is taken from Ref. [?].
Section 6.4 considers three main scenarios for implementing the deuteron corrections
(d.c.) discussed above:
1. an uncorrected scenario for which no nuclear effects are included for the deuteron;
2. a fixed scenario in which the nuclear wave-function effects (on- and off-shell) are frozen
to the AV18-informed choice of Ref. [22], and the off-shellness correction, δfN(x), is
set to the CJ15 central fit; and
82
3. a free scenario particular to CJ, in which the parameters in Eq. (6.3) for the off-shell
nucleon are allowed to vary.
The dynamical deuteron corrections are originally implemented in the CJ framework, and
the off-shell parameters can be simultaneously fitted with the PDFs. So far, however, the
CT code only supports deuteron corrections given in the form of analytic interpolations,
such as the one obtained from the correction in [64]. To implement the fixed CJ15 deuteron
correction in the CT framework and render it more directly comparable to CJ with respect
to its treatment of deuteron target data, we instead multiply the experimental DIS deuteron
structure function by the FN2 /F
D
2 nucleon-to-deuteron ratio plotted in Fig. 6.3:











2 . The effective isoscalar combination of proton and neutron structure
functions thus defined can then be directly compared to uncorrected theoretical calculations
of the isoscalar deuteron DIS structure function. On this logic, the CT and CJ fits with a
fixed CJ15 correction are placed on similar theoretical footing regarding the implementation
of the deuteron effects, with the main difference being whether the correction is imposed
within the theoretical structure function calculation or in the F d2 experimental data – a fact
which is immaterial for the sake of evaluating the χ2-function and allows us to compare the
impact of the same fixed correction on the CJ and CT frameworks. While a full analysis of
the nuclear correction uncertainties is outside the scope of this article, the effect of letting
the nuclear off-shell parameters free to vary in the present analysis can be appreciated by
comparing the CJ fits in the fixed and free nuclear corrections scenarios.
The size and x dependence of the deuteron corrections, as quantified by the isoscalar
nucleon-to-deuteron structure function ratio FN2 /F
d
2 , are shown in Fig. 6.3 for several repre-
sentative choices of Q2. One immediately notices that deuteron corrections depend on the
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DIS scale and, at large x, increase with Q2 toward a fixed point in the Q2→∞ Bjorken
limit; as such, deuteron corrections become effectively scale independent for Q2 & 50 GeV2.
For each plotted value of Q2, the figure also indicates the maximum x values below which
data are accepted in the CJ and CT fits according to their W 2 > 3 and W 2 > 12.25 GeV2
kinematic cuts, respectively. For CJ, which extends the analyzed DIS data set to the low-
Q2 and large-x values shown in Fig. 6.4, it is imperative to correctly account for the Q2
dependence of the deuteron correction in order to avoid conflicts with the leading-twist log-
arithmic Q2 evolution that constrains the fitted gluon distribution in DIS experiments. For
CT, with its larger W 2 cut, the deuteron corrections are small and nearly scale independent,
as seen in Fig. 6.3, except for the less precise BCDMS deuteron points with x & 0.6 (see the
kinematical map in Fig. 6.4), where some influence from the deuteron correction is expected
and indeed quantified in Sec. 6.4.
6.2.2. Power-suppressed effects
Due to their less conservative kinematical restrictions on Q2 and W 2, the CJ global fits
extend into a region for which power-suppressed corrections are non-negligible, as depicted in
Fig. 6.4. On the one hand, dynamical higher-twist corrections ofO(Λ2/Q2) emerge because of
the presence of multi-parton correlations within the soft portion of the factorized DIS process,
for which the first subleading contribution to the twist expansion for unpolarized scattering
are matrix elements of twist-4 operators [65, 66]. As in CJ, these are often determined
phenomenologically using forms like F2(x,Q
2) = FLT2 (x,Q
2) [1 + C(x)/Q2], where FLT2
represents the leading-twist structure function, and a fitted coefficient, C(x) = αxβ(1 + γx),
parametrizes the power-suppressed twist-4 corrections. On the other hand, target-mass
corrections of O(M2N/Q2) are due to the non-negligible mass, MN , of the struck nucleon,
and are implemented via the operator product expansion of Georgi and Politzer [67, 68]
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or related prescriptions, as extensively reviewed in [69, 70]. Both corrections are natively
implemented in the CJ framework.
In contrast, CT imposes more restrictive kinematical cuts in W 2, such that the standard
CT data sets lie beyond the region for which the finite ∼ 1/Q2 corrections are significant.
In the past CT studies it mattered little whether the deuteron correction was included
according to a specific model or not included at all (the default choice). While we expect
some interplay between the deuteron and power-suppressed effects, we do not systematically
isolate the latter and leave their investigation to future studies.
6.3. Setup for CJ vs CT comparison
The CT18 and CJ15 global PDF fits each describe expansive data sets consisting of both
high-energy measurements as well as data down to the few-GeV region, especially for CJ
in the latter case. Despite their somewhat differing phenomenological emphases — with
CT generally aimed toward high-energy processes, and CJ toward the large-x region probed
at facilities like JLab and SLAC — there are substantial overlaps with respect to the key
experiments they include. In Table 6.2, we provide a complete listing of the experiments
included in each global analysis. Of particular importance for interpreting our results in
Sec. 6.4, the leftmost column of Table 6.2 designates a process-based category label for each
experiment, placing, e.g., the BCDMS F d2 inclusive structure function data in Group 4: DIS
Deuterium. Our article will investigate the agreement and tensions between these groups
of experiments with the help of L2 sensitivities. In contrast, previous studies [41, 42, 71]
employing the same technique focused primarily on the individual experiments.
While the CJ and CT analyses include a large number of the same measurements, Ta-
ble 6.2 shows that the CJ fits include additional DIS data at fixed-target energies from
SLAC, HERMES, JLab, and NMC. They also include Tevatron measurements of charge
asymmetries reconstructed to the level of W bosons and cross sections for photon plus lead-
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ing jet production. The CT PDF fits more extensively cover collider observables. They
include HERA heavy-quark production, an assortment of cross sections and cross section
asymmetries in electroweak boson production at the LHC, as well as LHC cross sections for
inclusive jet and tt̄ production. The CT fits include CCFR and NuTeV cross sections for
both inclusive (Group #8) and semi-inclusive (Group #10, for opposite-sign dimuon pro-
duction) charge-current DIS on iron. The CT fits, however, implement only the most direct
measurements of Tevatron and LHC charge asymmetries in W → ` lepton decay, presented
as a function of the rapidity and transverse momentum of the charged lepton. They do not
include the CDF and DØ boson-level charge asymmetries fitted by CJ, which directly probe
the large-x PDF ratios, while they also involve additional recursive unfolding of the data
that utilizes a PDF-dependent calculation to reconstruct the weak boson’s rapidity.
6.3.1. Modifications in the fitting methodologies For the study presented in this article,
we modified some default settings of the CJ15 and CT18 fits, fully described respectively in
Ref. [22] and [20], to place the two fitting frameworks on a common footing and isolate the
impact of various assumed treatments of the deuteron structure.
1. We match perturbative orders between the two fits at NLO in αs. In practice, this
means that in the CT fits, performed by default at NNLO, we instead compute the
hard cross sections, perturbative PDF evolution, and running of αs at O(αs) accuracy
to agree with the default NLO settings used in CJ.
2. We perform supplementary fits by excluding some data sets that appear in one fit only.
While both CJ and CT fits include Tevatron lepton charge asymmetry measurements
presented as a function of the charged lepton’s rapidity, the CJ fit also includes the
fixed-target low W 2 and Q2 DIS data from SLAC [28] and JLab [29], as well as the
CDF [86] and DØ [87] W boson charge asymmetry with reconstructed weak boson
kinematics. On the other hand, CT makes use of neutrino-initiated DIS data sets on
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Group Process Experiment Name CT ID CJ ID Ref.
1 γ+jet DØ γ+jet 301-304 [72]
2 Jets Tevatron CDF Run-2 inclusive jet production 504 204 [73]
DØ Run-2 inclusive jet production 514 203 [74]
3 DIS Proton HERA Run I+II 160 80,82,83,93-96 [59]
BCDMS F p2 101 3 [60]
H1 σbr 145 [75]
Combined HERA charm production 147 [76]
H1 FL 169 [77]
HERMES proton 17 [30]
SLAC proton 5 [28]
JLab proton 7 [29]
NMC F2 51 [78]
4 DIS Deuterium BCDMS F d2 102 4 [60]
NMC F d2 /F
p




SLAC deuteron 6 [28]
JLab deuteron 8 [29]
HERMES deuteron 18 [30]
5 WZ Tevatron CDF Run-1 lepton Ach , pTl > 25 GeV 225 [79]
CDF Run-2 electron Ach , pTl > 25 GeV 227 128 [80]
DØ Run-2 muon Ach , pTl > 20 GeV 234 [81]
DØ Run-2 Z rapidity 260 [82]
CDF Run-2 Z rapidity 261 140 [83]
DØ Run-2 9.7 fb−1 electron Ach , pTl > 25 GeV 281 130 [84]
DØ Z 141 [85]
CDF W asymmetry 131 [86]
DØ W asymmetry 132 [87]
DØ lepton asymmetry 13 134 [88]
Table 6.1: A comprehensive listing of experiments included within the CT and CJ
frameworks for this study, grouped according to the experimental process they represent.
PART I
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Group Process Experiment Name CT ID CJ ID Ref.
6 WZ LHC LHCb 7 TeV 1.0 fb−1 W/Z fwd rapidity cross sec. 245 [89]
LHCb 8 TeV 2.0 fb−1 Z → e−e+ fwd rap. cross sec. 246 [90]
CMS 8 TeV 18.8 fb−1 muon charge asymmetry Ach 249 [91]
LHCb 8 TeV 2.0 fb−1 W/Z cross sec. 250 [92]
ATLAS 8 TeV 20.3 fb−1, Z pT cross sec. 253 [93]
CMS 7 TeV 4.7 fb−1 muon Ach , pTl > 35 GeV 266 [94]
CMS 7 TeV 840 pb−1 electron Ach , pTl > 35 GeV 267 [95]
ATLAS 7 TeV 35 pb−1 W/Z cross sec., Ach 268 [96]
7 Drell-Yan E605 201 [97]
E866, σpd/σpp 203 [98]
E866, σpp 204 108 [99]
E866, σpd 110 [99]
8 ν-A incl. DIS CDHSW F2 108 [100]
CDHSW xF3 109 [100]
CCFR F2 110 [101]
CCFR xF3 111 [61]
9 ttbar production CMS 8 TeV 19.7 fb−1 , tt̄ norm. pT and y cross sec. 573 [102]
ATLAS 8 TeV 20.3 fb−1, tt̄ ptT , mtt̄ abs. spectrum 580 [103]
10 ν-A dimuon SIDIS NuTeV νµµ SIDIS 124 [104]
NuTeV νµ̄µ SIDIS 125 [104]
CCFR νµµ SIDIS 126 [105]
CCFR νµ̄µ SIDIS 127 [105]
11 Jets LHC CMS 7 TeV 5 fb−1, single incl. cross sec., R = 0.7 542 [106]
ATLAS 7 TeV 4.5 fb−1, single incl. cross sec., R = 0.6 544 [107]
CMS 8 TeV 19.7 fb−1, single incl. cross sec., R = 0.7 545 [108]
Table 6.2: A comprehensive listing of experiments included within the CT and CJ
frameworks for this study, grouped according to the experimental process they
represent.PART II
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heavy nuclear targets (both inclusive and semi-inclusive DIS [SIDIS] di-muon produc-
tion in ν-A scattering). In CT, data on heavy-nuclear targets are fitted at the isoscalar
level after being corrected in the fit using a phenomenological parametrization of the
FA(x,Q2)/F d(x,Q2) ratio from Ref. [109]. To isolate the impact of these extra exper-
iments, we performed CJ fits without the W asymmetry and SLAC DIS data sets, and
CT fits without the inclusive ν-A DIS data.
3. As in the original CJ and CT publications, we estimate the final PDF uncertainties
using the Hessian method [54], but in this paper we fix the tolerance to be T 2 = 10
for both global analyses, in between the nominal T 2 = 2.71 in the CJ15 fit and the
T 2 = 37 value (at the 68% probability level) used in the CT18 fits. Furthermore, we do
not include the additional “Tier-2” tolerance contribution [20, 110] that is applied in
the CT18 fits to prevent the error PDFs from running into strong disagreements with
individual experiments, but content ourselves with the “Tier-1” tolerance as defined
in [34].
Regarding the lattermost point, in the CJ analysis it is additionally necessary to imple-
ment a numerical prescription at the level of individual eigenvector directions of the diag-
onalized Hessian matrix to guarantee ∆χ2 = T 2 to the needed accuracy and to ensure the
validity of the analysis methods utilized in this study. These technical details are reviewed
in the subsection afterwards.
6.3.2. The L2 sensitivity techique When L2 sensitivities are summed over all experi-
ments, the resulting sum should be close to zero by construction, assuming deviations from
a symmetric Gaussian probability distribution are negligible. As an example, Fig. 6.5 shows
the combined L2 sensitivities, Sf,L2(E), of the experiments in the DIS deuteron group (#4
in Table 6.2) to each parton flavor separately, calculated for the CT and CJ fixed d.c. fits,
where the deuteron corrections were fixed to the central value determined in the CJ15 anal-
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ysis. These figures can be interpreted as the statistical pulls at fixed Q = 2 GeV from this
group of experiments on each PDF flavor, f(x,Q), at the x values specified on the horizontal
axis.
























































Figure 6.5: A comparison of the PDF pulls of the deuterium DIS data computed according
to the L2 method at 2 GeV for the CT fixed d.c. (left) and CJ fixed d.c. (right) fits;
both cases are for the scenario with fixed deuteron corrections. Here and elsewhere, we
place on the vertical axis a self-explanatory label of ∆χ2 as we plot the L2 sensitivity which
approximates this quantity.
One can observe quite large deviations from zero, with Sf,L2 values nearly reaching ±10
units in some regions of x. This non-negligible pull by the deuteron DIS experiments is
ultimately offset by contributions from other groups of experiments to obtain a zero result
(within about one unit of χ2) when summing over all of these. It is therefore interesting
to investigate which experimental groups pull significantly against the DIS deuteron data
sets, as we do below in Sec. 6.4.5 and 6.4.6. Here and elsewhere, we compute L2 sensitivities
at a default scale of Q = 2 GeV as this is close to the initial scale, 1.3 GeV, for DGLAP
evolution, as well as to the Q values accessed in DIS experiments and typical scales used
to present predictions for PDFs in nonperturbative QCD models and lattice QCD [42]. We
typically do not observe pronounced differences in the L2 sensitivity plots for distinct scales,
Q1,2, provided |Q2 − Q1|. O(100 GeV). A set of companion plots generated at a higher
scale, Q = 100 GeV, may be viewed at Ref. [111].
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Fig. 6.5 contains a substantial amount of information. For example, looking at the left
panel for CT fixed d.c., the negative Sf,L2 for the d quark at x ≈ 0.25 indicates that the
deuteron DIS data prefer a higher d quark at x ≈ 0.25 than the nominal d-quark PDF in
the full fit. Similarly, the positive Sf,L2 for the u quark at the same x indicates a preference
for a relatively lower u-quark PDF. In totality, the deuteron DIS data prefer a higher d/u
at x = 0.1−0.4 than that obtained in the full CT fit. (This preference for an enhanced d/u
in this x interval is further confirmed in Fig. 6.10 of Sec. 6.4.5.)
From the right panel of Fig. 6.5, we also read that the deuteron DIS data in the CJ fixed
d.c. fit prefer an enhanced d/u over a slightly higher interval x = 0.3−0.7. Regarding other
flavors and x ranges, in the left panel of CT fixed d.c. we observe a significant preference
of the deuteron DIS group for lower u- and d-quark PDFs at x = 0.01−0.1, in the region
relevant for LHC W -boson production. One also notices a preference for a larger gluon PDF
in the interval, x = 0.02−0.1, relevant for Higgs-boson production at the LHC, and, at
slightly lower x, for a larger perturbative charm-quark PDF, which is radiatively generated
from the gluon.
Finally, we remark that the Hessian sensitivity is most effective in identifying the top
5-10 experiments or groups of experiments sensitive to variations in the chosen PDF, as
has been verified by comparing the rankings obtained from Hessian sensitivities and LM
scans [41, 42]. However, especially for subleading experiments, detailed rankings depend
on the chosen definition of the sensitivity indicator and deviations from the simple linear











































































































































































































































































































































































































































































































































































































































6.4. Comparison of deuteron data impact in the CJ15 and CT18 fits
In accordance with the preceding discussion in Sec. 6.2, our analysis will be based on a
series of fits named according to the following convention:
1. Fits without deuteron corrections: CT no d.c., CJ no d.c.;
2. Fits with the fixed CJ15 correction: CT fixed d.c., CJ fixed d.c.;
3. A CJ fit in which the off-shellness correction is freely varied: CJ free d.c.;
4. Fits with the fixed CJ15 deuteron correction and variations in the fitted data sets:
CT no nu-A (removing inclusive ν-A DIS experiments from CT), and CJ no-W slac
(removing the CDF [131] and DØ [132] W boson asymmetry data and SLAC DIS
[proton and deuteron] sets from CJ).
In each enumerated case, the CT and CJ fits are methodologically comparable to each other.
The differences between the fits in the first two categories will highlight the nontrivial effects
of deuteron corrections. We consider several variations of the fixed d.c. fits. Firstly, the
comparison of the CJ sensitivity plots in categories 2 and 3 demonstrates that freeing the
d.c. parameters in the CJ fit tangibly improves the agreement among all categories of exper-
iments. Secondly, we try to make the CT and CJ fits comparable not only methodologically
but also (partially) with respect to data selections. We do this in category 4 by removing
the indicated data sets from each fit.
6.4.1. Overall agreement of theory and data
We first review the overall quality of these fits by referring to Table 6.5, which lists values
for the total χ2 per point (χ2/Npt) according to the experimental groups listed in Table 6.2.
The χ2 values for SLAC DIS, Tevatron W -boson asymmetry, and ν-A DIS data sets are
shown in Table 6.5 in separate lines.
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The χ2 values in Table 6.5 indicate that the deuteron data agree globally with the pub-
lished fits of both groups. Deuteron corrections are essential to the CJ analysis, which
includes deuteron DIS data at the largest values of x from SLAC as well as the very sensitive
DØ data on the reconstructed W -charge asymmetry [22]. Even if the total χ2/Npt may seem
only marginally improved, the highlighted data sets require deuteron corrections to reconcile
the SLAC DIS deuteron data with the deuteron-independent DØ W -asymmetry data.
In CT, the inclusion of deuteron corrections also improves the description of the DIS
deuteron data (especially the BCDMS F d2 measurements), producing a 14-unit reduction in
χ2 for the Npt=373 points fitted in Group #4, with an additional 6-unit reduction once the
inclusive ν-A data are removed. Mainly due to the absence of the SLAC DIS data in CT,
this is a smaller relative reduction than that observed for CJ in the left columns of Table 6.5.
It is also interesting to note far more substantial shifts in χ2 within Table 6.5 among
the other CT experimental groups: the introduction of the fixed deuteron correction in CT
improves the χ2 of the DY data (#7) by more than 100 units, while at the same time,
increasing the χ2 of the LHC weak-boson production (#6) by an opposing ∆χ2 change of
80 units. The χ2 for group 5, “WZ Tevatron”, also increases by 16 units. The inclusive ν-A
DIS data set (#8) is fitted well globally, with χ2/Npt = 0.80 (0.83) in the CT no d.c. (CT
fixed d.c.) fit. In sum, the fixed deuteron correction improves the CT total χ2 by 18 units
for 3670 data points. Since the ν-A DIS data are well-described, removing them from the
CT fit actually increases the total χ2/Npt, but also seems to release some tension with the
WZ LHC data, whose χ2 value decreases by 32 units. While these look like modest changes,
overall, we will see next that they do influence some PDF flavors and the local compatibility
among select groups of experiments.
It is instructive to evaluate the shifts in χ2 discussed above in the context of corresponding
variations associated with NNLO effects. For this purpose, we compare in Table 6.3 values
of χ2 obtained with CT for the default NLO fits explored in this paper, CT no d.c. and CT
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fixed d.c., against two NNLO fits. These latter fits are the NNLO counterpart of CT no
d.c., which we call no d.c. NNLO, and an alternative NNLO fit adopting the modified DIS
scale choice of the CT18X NNLO fit discussed in Ref. [20], which we denote no d.c. NNLO-X.
These additional fits allow us to quantify the impact on χ2 of the NNLO correction itself, as
well as the effect of perturbative scale variations at NNLO, respectively. In addition, in the
trailing columns of Table 6.3 we also show χ2 differences of each of these fits with respect to
our base CT no d.c. fit at NLO. For example,
δNNLO ≡ χ2(no d.c.NNLO)− χ2(no d.c.NLO) . (6.5)
These comparisons illustrate that inclusion of the fixed deuteron correction at NLO may
impact the theoretical description of select experimental groups at a level comparable to
NNLO corrections and scale variations. This is especially evident for the DIS deuteron data,
for which the 14-unit reduction in χ2 discussed above for CT fixed d.c. can be compared
to small 5 and 4-unit increases with no d.c. NNLO and no d.c. NNLO-X, respectively. The
above-mentioned χ2 shift for the Drell-Yan data with CT fixed d.c. similarly surpasses the
corresponding shifts obtained with the NNLO fits. In contrast, the tt̄ data, for instance, are
largely insensitive to the deuteron correction at NLO, but are significantly better-fitted with
NNLO corrections. Ultimately, as future generations of QCD fits pursue higher accuracy at
NNLO and beyond, it may therefore also be appropriate to consider deuteron corrections.
6.4.2. Impact of deuteron corrections on the d/u PDF ratio
Experimental information involving deuterium targets, especially measurements of the
DIS structure function of the deuteron (Group #4, “DIS Deuterium,” in Table 6.2), has
been pivotal for separating the d-quark content of the proton from other parton flavors. The
leading impact of deuteron corrections thus primarily influences the extracted d-PDF at high
x, where the deuteron most prominently differs from a superposition of a free proton and
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a free neutron. In contrast, the effect of the deuteron corrections on the u-type PDFs is
comparatively mild, as these are most directly constrained by measurements of the proton’s
structure function (Group #3, “DIS Proton”).
To gauge the leading impact of deuteron corrections, in this subsection we now examine
the x dependence of the d/u ratio within the CT/CJ frameworks, before proceeding in
Sec. 6.4.3 to an examination of the indirect effects on the lower-x dval PDF relevant for
sin2 θW and on the gluon PDF in Sec. 6.4.4 (the PDF pulls will be considered in Secs. 6.4.5
and 6.4.6).
Fig. 6.6 illustrates the impact of the F d2 corrections on d/u. The upper row shows the d/u
ratio and its error band obtained in the discussed series of fits, normalized to the central value
obtained in the fits with no deuteron corrections. The lower row shows the unnormalized
d/u ratios themselves, using a linear horizontal scale to better visualize the x > 0.1 interval,
and in particular the x → 1 behavior of this quantity. In both rows, the left and right
panels give results for CT and CJ fits, respectively. We see that the deuteron corrections
have a qualitatively similar impact on d/u in both CT and CJ, especially at x& 0.1, with
evidence of a mild, few-percent enhancement of the fitted d/u ratio over the no d.c. fits for
0.1. x. 0.5 once the fixed deuteron correction is included. This enhancement turns into
a suppression at still higher x& 0.5, beyond which d/u is strongly affected by the 2-body
nucleon-nucleon corrections included in the F d2 calculation. For CJ, this suppression is larger
than in the CT case, but compatible with the latter within the respective uncertainties of
each fit.
The qualitative x dependence of the deuteron-corrected fit of d/u in the top rows of
Fig. 6.6 closely follows the FN2 /F
d
2 ratio plotted in left panel of Fig. 6.3, in which F
N
2 and
F d2 represent the deuteron structure function computed using the isoscalar and full nuclear
predictions, respectively. Indeed, in the no d.c. fits, F d2 is effectively fitted as an isoscalar
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Figure 6.6: Upper row: The PDF ratios d/u and their asymmetric error bands for T 2 = 10
at scale Q = 2 GeV within the CT (left) and CJ (right) fitting frameworks. We normalize
all d/u error bands to the ratio from the central no d.c. fit (without any assumed
deuteron correction). The left panel shows the CT no d.c., CT fixed d.c., and CT no
nu-A error bands. The right panel shows the analogous CJ no d.c., CJ fixed d.c., CJ
no-W slac, and the CJ free d.c. fits. The abscissas are scaled to highlight the impact of
the deuteron corrections at large x, where the impact is most pronounced, as well as the
modest enhancement in the d/u ratio for x . 0.01 in CT at left. Lower row: now showing
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Figure 6.7: The valence d-quark PDFs and their uncertainties, normalized to the central
values obtained in the no d.c. fits. The fits and conventions are the same as for Fig. 6.6.
target, but in the CT fixed d.c., for example, the F d2 data for the physical deuteron are
corrected to FN2 , which leads to a relative suppression of the fitted d/u PDF ratio for x&0.5.
In the CJ and CT fixed d.c. fits (red curves), the d.c. parameters are held constant at
their values obtained from the central CJ15 fit. If, on the other hand, the d.c. parameters
are actively fitted with the PDF shape parameters, we obtain the same central PDFs but
a narrower uncertainty band on d/u, as shown by the CJ free d.c. error band in the
right panels of Fig. 6.6. This reduction in the PDF uncertainty of d/u, which at first sight is
paradoxical because we have increased the number of fit parameters, is actually a consequence
of the correlation between the treatment of F d2 structure function data and extracted d-PDF.
More specifically, when the nucleon off-shellness parameters are freed, the variations in the
d-quark parameters that were necessary to encompass the F d2 data in the CJ fixed d.c. fit are
partly absorbed by off-shell parameters. In other words, releasing the off-shell parameters
reduces tensions in parameter space, and ultimately also diminishes the overall experiment-
by-experiment χ2E variations in the PDF analysis, as we shall note again below in Sec. 6.4.5
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Figure 6.8: Same as Fig. 6.7, but now for the gluon PDF.
and 6.4.6. We have verified that, over the same x range, the relative uncertainty in the
determination of other flavors, such as, e.g., the gluon, does correspondingly increase. This
is an instance of the fact that, typically, the constraining power of a fit can be enhanced by
a greater number of free parameters only in a limited sector of parameter space.
The different choices of data sets in the CT and CJ fits also affect the fitted d/u PDF
ratio. For example, unlike CJ, the CT fit includes DIS data from inclusive ν-A collisions,
multiplied by a phenomenological parametrization of the heavy-nuclear structure function
relative to the deuteron. The green bands in Fig. 6.6 (left) are for the CT no nu-A variant
of the CT fit. The removal of these data augments the shifts in the CT d/u ratio induced
by including the fixed deuteron correction, which now is comparable to the CJ result. The
reason for this may simply lie in the lack of further deuteron-to-isoscalar proton plus neutron
corrections, or may also be related to possible discrepancies between neutral- and charge-
current DIS data or interactions [112–114].
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Conversely, the CT fits do not include the low-W SLAC data and the reconstructed W -
boson asymmetry from the DØ experiment that are influential upon the large-x d-quark fit
in CJ [22]. When these are removed from the CJ fit as well — see the green CJ no-W slac
bands in the right column of Fig. 6.6 — we obtain an enlarged uncertainty that includes
both the deuteron corrected and uncorrected bands. The uncertainty on d/u at x → 1 in
the CJ no-W slac fit is wider than in the CT no nu-A fit in part in reflection of different
parametrization forms and selection of experiments between the CJ and CT analyses.
6.4.3. Impact on the valence PDFs in the LHC EW precision region
The effects of including deuteron structure corrections to F d2 , while most pronounced at
x > 0.1, have some consequences in the low-x region as well. In the CT result shown in
Fig. 6.6(left), modest enhancements in d/u at about x∼10−3 can be seen for the CT fixed
d.c. fit. While the sea-quark PDFs are relatively unaffected in this kinematic region, the
valence component of the d-quark and, to a lesser extent, the u-quark PDFs in this small-x
region are sensitive to the inclusion and theoretical treatment of both neutrino-nucleus and
deuterium data at large x. This sensitivity is mainly a consequence of corresponding valence
sum rules.
Fig. 6.7 illustrates this feature. In the left panel, the fixed d.c. CT best-fit valence
PDF (red dotted line), shown in this case at Q = 81 GeV ≈ MW , prefers a slightly lower
dval at x ≈ 0.008−0.13 than in the no d.c. fit, and a slightly higher one at x ≈ 0.13−0.45.
This deviation becomes still more pronounced if the neutrino-nucleus DIS data are removed
(leading to the green dot-dashed line). In the right panel, we observe for CJ a qualitatively
similar trend and associated x dependence over slightly shifted x regions of 0.01 − 0.1 and
0.1− 0.53.
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In Sec. 6.1, we illustrated in Figs. 6.1 and 6.2 that the weak-mixing angle measurements
at the LHC using the forward-backward asymmetry, AFB, are sensitive to the valence d- and
u-PDFs in an x-region about ∼ 0.03, i.e., where Fig. 6.7 indicates a dependence of these
PDFs upon the treatment of the deuteron/heavy-nucleus data at higher-x values.
6.4.4. Impact of deuteron corrections on the gluon PDF
The deuteron data sets can also impact the gluon density through Q2-scaling violations;
this is particularly true when these measurements cover a large range of the four-momentum
squared, Q2, of the exchanged boson. Similarly to the case for dval, the Lagrange Multiplier
scans [20] and PDF sensitivity techniques [41, 42] in the CT18 analysis collectively demon-
strate that the gluon at x > 0.1 receives significant constraints from the DIS deuterium
data. Constraints from the extensive fixed-target DIS data are in fact competitive with the
HERA DIS data, which probe the lower-x region, and also with LHC and Tevatron inclusive
jet production, which cover a wide x range but involve complex arrays of systematic effects
which remain under active study.
To address this point, in Fig. 6.8 we plot the error bands for the gluon PDF at Q=2 GeV
as determined in the series of fits discussed at the beginning of this Section, again normalized
to the central value obtained in the no d.c. fits. As seen in the left panel of Fig. 6.8, the
gluon PDF in the CT fits exhibits a modest sensitivity to the chosen deuteron correction
treatment, with a dependence that is somewhat moderated by the adopted W 2 > 12.25
GeV2 cut. Still, as with d/u, there is a qualitative tendency for the fixed deuteron correction
to reduce the high-x gluon PDF, with this modification being enhanced by the exclusion
of the inclusive ν-A DIS data. Like CT, the CJ fits seen in Fig. 6.8 (right), which include
the SLAC DIS data, similarly display a relative suppression of the gluon for x& 0.3 once
deuteron corrections are taken into account. While this effect is of moderate size, it is
nonetheless statistically significant in the context of the T 2 = 10 tolerance used to determine
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the uncertainty bands. For CJ, it will be interesting to confirm this effect by fitting the full
JLab 6 GeV inclusive data set [115], and, even more so, the JLab 12 GeV data which will
augment the precision of the available DIS measurements over a wide Q2 range at large x,
once available in future studies.
6.4.5. Valence-sector PDF pulls: the d/u ratio
In Fig. 6.10, we plot the L2 sensitivities of the groups of experiments to the d/u PDF
ratio for varied implementations of the deuteron corrections. L2 sensitivities for fits exploring
data-set variations are shown in Fig. 6.11, which we also discuss below.
Starting with the no d.c. fits that either do not include (CT) or remove (CJ) deuteron
corrections, we notice that, in both cases, the landscape of PDF pulls tends to be dominated
by a few competing groups of experiments, which differ between the two fitting frameworks.
For CT in the left panel, these are the LHC W/Z production (Group #6) and inclusive
nuclear DIS (Group #8), which possess the sharpest opposing pulls at x∼0.2, for example,
in the direction of either favoring or disfavoring a larger d/u ratio, respectively. At slightly
higher x>0.3 values, which are of particular interest from the perspective of QCD-informed
models of the d/u behavior as x→ 1, these are joined by the DIS-deuterium (#4) and Drell-
Yan (#7) groups of experiments. Turning to the CJ case, displayed in the top-right panel,
it is the DIS deuterium (#4) and gamma-jet (#1) groups that dominate the landscape of
PDF pulls — and quite strikingly at large x — with lesser but also significant pulls from the
Tevatron W/Z production data (#5). The large-x pulls are expected, since the SLAC data
are quite sensitive to nuclear dynamics in the deuteron target, as already noted.
Once fixed deuteron-structure corrections are introduced into the respective fixed d.c. fits,
the relative patterns of PDF pulls experience an intriguing series of shifts, which we display
in the middle row of Fig. 6.10. For CJ, the deuteron corrections largely resolve the huge
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Figure 6.9: The L2 sensitivities computed according to Eq. (5.8) for Q = 2 GeV, giving the
pulls on the d/u PDF ratio of the process-dependent data sets fitted by CT (left) and CJ
(right). Upper, lower: results for the no d.c., fixed d.c. fits discussed at the beginning
of Sec. 6.4. PART I.
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tensions between the photon+jet and DIS deuteron data, because dynamical nuclear effects
in the latter are now included in the theoretical calculation of the deuteron DIS cross sec-
tion without forcing the d-quark to deform to compensate for the missing nuclear effect. A
residual tension between the DIS deuteron (#4) and W/Z Tevatron data (#5) data is still
visible at x≈0.5. While the large-x tensions are reduced, the small-x pulls visibly change in
shape for several flavors.
For CT, the introduction of the fixed deuteron correction detailed in Sec. 6.2.1 instead
preserves the qualitative x dependence of the L2 pulls (i.e., the shapes) but softens their
magnitude in a few cases, for example, for the Drell-Yan (#7) and the small-x LHC W/Z
production (#6) data. Notably, the DIS-deuterium sensitivity shifts to closely resemble that
of the LHC W/Z data (#6) in favoring a larger d/u for x ∼ 0.2. At the same time, the size
of the competing pulls at high x& 0.3 between the DIS-deuterium and inclusive ν-A data
(#8) is enhanced, while the opposing pulls of other experiments are modestly reduced over
the same range in x. This is especially clear for the CT Drell-Yan data (#7), which in the
CT no d.c. fit had preferred a softer d/u ratio at low x<0.01 and an enlarged value of d/u
over 0.01.x.0.2. In CT fixed d.c., these preferences mostly vanish. At the same time,
outside this interval of very high x, the opposing pulls of the inclusive ν-A data (Group #8)
and both the DIS deuterium (#4) and LHC W/Z (#6) experiments increase and sharpen
for x & 0.01. In fact, this is the same collection of experiments for which in Table 6.5 we
observed increases (in the case of Groups #6 and #8) in their respective values of χ2/Npt
upon introducing deuteron corrections for F d2 . Both the χ
2 values in Table 6.5 and the L2
analysis for CT therefore indicate a noticeable rearrangement of the pulls of the inclusive
neutrino-nucleus DIS data and select other experiments introduced by the correction to the
deuteron DIS data. This rearrangement, being presently of similar order with respect to
other contributing effects, will require attention in the future.
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In the last row of Fig. 6.10 we present the L2 pulls of the CJ free d.c. fit in which
the deuteron off-shellness degrees-of-freedom are released. Comparing the vertical extents
of the peaks with those of the CJ fixed d.c. fit in the middle row, we see that freeing
the offshell parameters moderates the PDF pulls over the whole x range, especially those
at x> 0.3 between the DIS deuteron (#4) and the WZ Tevatron CJ Drell-Yan (#5) data.
This behavior can be generically understood as a consequence of increasing the number of
free parameters, but is not guaranteed, for example, in the presence of incompatible data
sets. The CJ free d.c. plot is thus an indication of a good level of consistency between
the considered data sets, when the PDFs and deuteron corrections are fitted together.
The results discussed so far suggest a nontrivial relationship between the treatment of
the DIS deuterium data and the description of other data sets in each fitting framework: the
impact of deuteron-structure corrections in a global fit like CT and CJ cannot
generally be expected to apply to deuterium data alone, but have secondary
effects on the patterns of pulls of other data sets.
It is therefore interesting to study variations in the choices of experimental data sets in
both fits, in particular, removing from each analysis those data sets that showed especially
strong sensitivity to deuteron corrections or otherwise played a major role in the foregoing
discussion.
For CT, we remove the entire collection of inclusive ν-A measurements (Group #8),
and refit with the fixed deuteron corrections; the resulting L2 sensitivity plot is displayed
in the left panel of Fig. 6.11. Overall, the magnitude of the PDF pulls is slightly reduced,
with the biggest change occurring for the DIS Deuterium Group (#4), which is now more
closely aligned with the pulls exerted by the DIS proton data (#3) throughout the plotted
domain in x. When considered in parallel with Fig. 6.10, and in the light of the previous
discussion of Fig. 6.10, the left panel of Fig. 6.11 suggests a connection between the pulls
of the DIS deuteron and ν-A data in fits with and without deuteron corrections. For both
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groups of experiments, the interplay between the theoretical description of deuterium and
heavy-nuclear data is relevant. To that end, investigating the systematic treatment of
nuclear effects for light and heavy nuclei is a critical subject for future global
analyses that aim to use such data for constraining the nucleon PDFs to higher
accuracy.
A similar consideration arises for CJ. As we have discussed, the combination of W -boson
charge asymmetries and SLAC DIS data is strongly constraining on the d/u ratio at large
x, and the d.c. treatment influences also the PDF pulls at smaller x values ( as seen in the
right panels of Fig. 6.10). We therefore remove these data sets from the fit to obtain the
CJ no-W slac fit shown in the right panel of Fig. 6.11. In this instance, the removal of
the combined W and SLAC DIS data relieves tensions seen in CJ fixed d.c., for x< 0.1.
However, the large-x tension between DIS deuteron and WZ Tevatron data (that now only
include the W → ` decay lepton asymmetries) remain largely intact and can in fact also
be seen in the CT panel on the left of Fig. 6.11. It remains to be seen whether this is of
experimental origin, or due to an as yet incomplete treatment of nuclear corrections in the
deuteron target.
6.4.6. PDF pulls in the gluon and light-quark sea sectors
At first sight, it might seem reasonable to suppose that deuteron-structure corrections,
being most sizable at high x and more immediately connected to extractions of the d-quark,
would be relatively inconsequential for determinations of the gluon PDFs. In actuality,
constraining the gluon PDF through DIS data requires an adequate prediction of the scale
dependence of both proton and deuteron DIS data sets, with the latter simultaneously sensi-
tive to the (Q2 dependent) deuteron corrections. Moreover, the momentum sum rule requires
that the changes in the total momentum fraction from the large-x and small-x quark and
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gluon PDFs compensate one another. The practical implementation of the deuteron correc-
tion can therefore impact g(x,Q) over a still broader range beyond high x.
We therefore turn to an examination of the pulls on the gluon PDF in fits with and
without deuteron corrections, presented in Fig. 6.12, before examining CT and CJ fits with
the modified data sets in Fig. 6.13. Comparing the CJ no d.c. fit in the upper-right panel
of Fig. 6.12 to the CJ fixed d.c. fit in the middle-right panel, one sees that adding a fixed
deuteron correction clearly aligns the pulls of the DIS proton group (#3) and DIS deuteron
group (#4) on the gluon. The x dependence of these pulls was effectively uncorrelated
without the deuteron correction. In the presence of the fixed correction, however, they
are aligned and pronounced over the whole x range and are opposed mostly by the strong
pull of the WZ Tevatron data (Group #5). Furthermore, after the off-shell parameters in
the CJ deuteron correction are freed (lowermost panel), the tension between Groups #3,
#4, and #5 is relieved, resulting in a more consistent data set, with weak pulls (. 3 units)
everywhere. It is also interesting to note that a similar effect arose in the d/u sector discussed
in the previous subsection, and therefore seems to be a robust feature of fitting the deuteron
corrections simultaneously with the PDF parameters.
In the two CT fits in the upper left and middle left panels of Fig. 6.12, a somewhat
different pattern emerges. Inclusion of the deuteron correction in CT fixed d.c. does have
the effect of partially aligning the pulls of the DIS Proton (Group #3) and DIS deuteron
(Group #4) on the gluon, but this effect is restricted to a narrower interval, x ∈ [0.2, 0.5].
The pulls from the other groups are relatively unaffected by the deuteron correction, although
we see some realignment of the pulls from LHC WZ and fixed-target Drell-Yan production
experiments (Groups #6 and #7). The weaker dependence of the gluon pulls in the CT
fit on the deuteron correction compared to the CJ case is most likely due to the absence
of the SLAC DIS data from the former fit. One can therefore investigate the effect of the
removal of the SLAC data on the CJ fit. Intriguingly, as shown in the right panel of Fig. 6.13,
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simultaneously removing the SLAC DIS data and the Tevatron W -boson asymmetry data
largely alleviates the competing gluon pulls, which are now smaller than those observed in
the CT fit, especially from the LHC sets not included in CJ.
Clearly, the gluon pulls in the CT fit are due to the data other than the large-x SLAC and
W production data. In particular, in the absence of the large-x SLAC and W production
data in the CT fit, we notice a strong preference for a harder gluon at x ≈ 0.3 from the
ν-A DIS experiments (Group #8) both with and without the nuclear correction. In fact,
the preference of the CDHSW ν-A DIS deuteron data for a harder gluon at large x had
already been identified in the CT18 analysis [20], although the net effect of including this
data set in the CT18 fit does not exceed the PDF uncertainty. However, as the left panel
of Fig. 6.13 shows, removing these data from the fit does not substantially alter the pulls of
the remaining experiments shown in the CT plots of Fig. 6.12, which are led by the jet and
W/Z measurements from the LHC.
6.5. Tier 1 vs Tier 2 error treatment
6.5.1. CT tier 1 vs tier 2 error treatment
For CT PDFs, the minimum of the χ2tot function is determined iteratively using the
program MINUIT with steepest descent method. The 90% C.L. boundary in the PDF
analysis must meets two tiers of criteria, based on the increase in the global χ2tot for all
experiments and on the agreement with individual experimental data sets [55]. The tier 1
penalty is imposed such that the χ2tot doesn’t not increase above the best-fit value by more
than ∆χ2 = T 2. For the tier 2 penalty, it requires the individual experiment to be within 90%
C.L.. To implement the tier 2 penalty, we introduce an effective function χeff = χ
2
tot + P .
The term P is designed such that it will grow rapidity when χ2E increases to a certain value.
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where Sn obeys an approximate standard normal distribution independently of the number
of data points Npt,n in the experiment and increases monotonically as the χ
2
n increases. k
is assigned value of 16 so that (Sn)
k increases from 0 when Sn ≈ 1.3, which is the value
corresponding to the 90% C.L. cutoff.
6.5.2. Non-Gaussian Direction Treatment in CJ







and higher order dependence is ignored.
However in practice, we noticed that in certain direction, the χ2tot,i may be very asym-
metric and have a large deviation from the minimal value.
In the following table we show the table of ∆χ2tot,i along each eigenvector direction.
As shown in the table above, eigenvector directions 3, 4, 6 suffer large deviation. The
asymmetric behavior is a result of nonzero odd high-order derivative.
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1 11.6 22.0 2 48.3 30.9 3 45.5 2248.2
4 192.8 68.2 5 14.8 25.3 6 84.3 24.7
7 18.1 23.3 8 13.2 25.3 9 15.2 14.3
10 11.8 14.5 11 10.3 30.6 12 10.1 17.0
13 19.0 13.5 14 15.5 13.7 15 15.1 12.8
16 4.2 30.7 17 11.1 10.1 18 14.7 11.7
19 10.8 17.4 20 7.0 13.2 21 10.0 10.5
22 9.7 10.2 23 10.5 9.5 24 13.0 6.5
Table 6.4: Actual ∆χ2 along all eigenvector directions for CJ15nlo. The intended ∆χ2 is
set to be 10.
Non-Gaussian Direction Adjustment The non-gaussian behavior may cause troubles
when we use the error PDF set to estimate the uncertainties. Here I created a script to correct
parameter displacement along each eigenvector direction such that the adjusted error PDF
corresponds to an actual ∆χ2 = T 2.
The treatment is a two-step procedure.
• Step 1: along each direction, use the binary search method to find the real step size
such that |∆χ2i,±−T 2|< ε, where ε is usually set to be 0.5 to reduce the iteration steps.
Denote the step size obtained by ti,±,0.
• Apply a linear adjustment, ti =
√
T 2/∆χ2i,±,0 · ti,±,0
After applying the adjustment implemented, the new ∆χ2i,± for all eigenvector directions are
equal to T 2.
Recall that the definition for L2 sensitivity is defined as the projection of the ∇χ2 vector
in the PDF parameter space to the ∇f vector.
After the adjustment, we show the total L2 sensitivity of all experiments.
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Figure 6.10: The L2 sensitivities computed according to Eq. (5.8) for Q = 2 GeV, giving
the pulls on the d/u PDF ratio of the process-dependent data sets CJ free d.c. fits
discussed at the beginning of Sec. 6.4. PART II.
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Figure 6.11: As in Fig. 6.10, we plot the PDF pulls on d/u at 2 GeV with fixed deuteron
corrections present, but, in this case, removing select experiments which have shown
significant competing pulls with respect to the DIS deuterium sets. For CT (left panel), we
remove the inclusive ν-A data (Group #8), while for CJ, we remove the SLAC DIS
experiments (part of Group #4) and W -asymmetry information from the Tevatron (part of
Group #5).
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Figure 6.12: Analogous to Fig. 6.10, for the PDF pulls on g(x,Q) at Q = 2 GeV.
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Figure 6.13: PDF pulls on g at 2 GeV after removing the inclusive ν-A experiments for CT
(left) and W charge asymmetry and SLAC DIS data from CJ (right), with deuteron
corrections fixed.
Figure 6.14: Left: ∆χ2 of eigenvector direction 3, 4, 7, 23 as we scan along the step size.
We notice that some are highly asymmetric and deviate far away from the intended value.
Right: Zoom in the left figure to check the local behavior of the ∆χ2.
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6.6. Conclusion In this analysis, we have for the first time undertaken a compar-
ative analysis of two global fitting frameworks, CTEQ-JLab (CJ) and CTEQ-TEA (CT),
using the L2 sensitivity statistical metric developed in Refs. [41, 42]. This metric allowed
our study to take advantage of the complementary strengths of the two frameworks: the
extended experimental coverage and various theoretical developments implemented in the
two approaches, as well as the flexible PDF parametrizations available in CT and the unique
capabilities of CJ in describing low-energy and nuclear dynamics. In doing so, we made a
number of technical adjustments to each framework (discussed in detail in the appendix) in
order to reconcile the CT and CJ treatment of PDF uncertainties and thereby render them
sufficiently similar to be meaningfully juxtaposed.
We have, in particular, concentrated on evaluating the impact on PDF determinations
of nuclear corrections which take into account the two-baryon structure of the deuteron.
In fact, DIS and Drell-Yan measurements on deuterium are very informative in providing
flavor separation of d-type quarks from other parton flavors (under an assumption of nucleon
charge symmetry). At the same time, the introduction of deuterium data into proton PDF
fits brings along its own uncertainties associated with nuclear and power-suppressed effects.
Global analyses take diverse approaches in handling the deuteron and heavy-nuclear effects,
from selection of the least affected experimental data [20,51,52], to including some fixed [20]
or free [22, 52] nuclear corrections and performing Bayesian marginalization [116, 117] with
respect to the nuclear parameters. It is therefore important to understand the role of the
deuteron corrections in a controlled setting, by isolating them from other factors that affect
the existing PDF ensembles at comparable levels.1
By examining the fitted PDFs and resulting PDF pulls of experimental data under several
theoretical scenarios for the treatment of deuteron corrections, in Sec. 6.4 we have gathered
1See examples in [20] for comparable variations in Sf,L2(E) caused by various assumptions.
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a substantial number of results that clarify these questions. We reiterate here our overriding
conclusions based on this investigation:
• While the compilation of χ2 values in Sec. 6.4.1 indicates good global agreement of
CJ and CT NLO theoretical predictions with deuteron data sets, the L2 sensitivity
additionally provides insights about local compatibility of fitted experiments in an x-
dependent fashion. In the case of CJ, the model of deuteron dynamic effects is crucial
for the description of the informative low-Q DIS data from SLAC. The dependence
on the deuteron correction is reduced in the CT analysis with its more conservative
cut on W 2. Still, including the CJ deuteron correction reduces χ2 for the aggregated
DIS-deuteron experiments by about ∼ 14 units and also reduces the cumulative χ2
for vector-boson production data sets by several tens of units, with the modifications
potentially comparable to the NNLO scale dependence in an analysis like CT. Another
effect of the deuteron correction is to alleviate the competing pulls of deuteron and
some other experiments in the large-x region.
• The impact of a fixed deuteron correction is particularly evident in the high-x distribu-
tion for the d-quark, or the associated d/u PDF ratio. A number of commonalities exist
between the CT and CJ analyses in the qualitative effect of this correction on the ex-
tracted high-x PDFs. The fixed deuteron correction generally leads to the suppression
of the d/u ratio at x>0.5 relative to the scenario without the deuteron correction.
• Due to the influence of sum rules and nontrivial correlations among fitted PDFs of
different parton flavors, deuteron corrections to DIS structure functions at large x can
have important secondary effects on, e.g., the gluon or sea-quark PDFs over a range
of x, as well as the dval distribution at lower x∼0.03 of relevance to precision studies
in the electroweak sector.
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• In both fitting frameworks, the modifications caused by the deuteron-structure correc-
tions are moderated by the inclusion of some non-deuteron data sets; for CT, these
are inclusive neutrino DIS data on heavy nuclear targets, while for CJ, a combination
of high-x SLAC DIS data and reconstructed boson-level Tevatron charge asymmetry
requires special attention. Disentangling the interplay among these fitted experiments
will require a further study at NNLO accuracy, including additional investigation of
the implementation of theoretical corrections for nuclear data sets (including both
deuteron and heavier targets) and the treatment of W/Z data.
As the drive to realize next-generation accuracy in PDF analyses gains speed with prepa-
rations for the High-Luminosity LHC [118], Electron-Ion Collider [119], and Long-Baseline
Neutrino Facility [120], we recommend consideration of deuteron corrections and broader
nuclear effects in PDF analyses, as well as continued phenomenological and model-based
studies [64, 121–123] of deuteron structure in parallel. Deuteron effects will become partic-
ularly unavoidable with increasing PDF precision and in PDF-benchmarking studies, most
obviously for the d-PDF at x& 0.2 and beyond, but, ultimately, for consistency of the ex-
tracted gluon density and over a widening range of x. Consideration of the parton-level
violation of the charge symmetry in the deuteron [124] may become relevant as precision
goals advance still further. As emphasized in Sec. 6.1 and 6.4.3, the achievement of ultimate
precision in tests of the SM in the electroweak sector will partly depend upon the successful




Parton Distribution Function (PDFs) quantify the probabilities for finding a certain par-
ton carrying a fraction x of the momentum of a parent hadron at a factorization energy scale
Q. The convolutions of hadronic cross sections of various processes allow us to make experi-
mental predictions. PDFs play an essential role in precision tests of the Standard Model in
Higgs boson production and other electroweak processes, as well as in searches for physics
beyond the Standard Model.
Generally, a set of PDFs for various parton flavors is obtained by fitting selected PDF
parameterizations to a group of carefully chosen high-energy experiments from LHC and
Tevatron, characterizing a spectrum of processes such as the deeply inelastic scattering,
Drell-Yan process, and jet production. To acquire an “accurate” set of PDFs, we need to
incorporate high-order theory calculations for the physics process, carefully implement them
in the PDF fitting code, insightfully select experiments, and strategically perform the PDF
error analysis.
In chapter 3, I briefly introduced the framework of the CTEQ global QCD analysis,
including the typical PDF fitting process and the corresponding error estimations for Hessian
and Monte Carlo PDF ensembles, which together provide the foundation for this dissertation.
The error estimation introduced in chapter 3 gives a general uncertainty of a given phys-
ical quantity, but the impact of the individual experiment on the PDF value can be studied
through the sensitivity method, which is discussed in chapter 5. In addition, I discussed the
conversion between the Hessian and Monte Carlo error PDF ensembles and showed that the
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sensitivity is invariant under the transformation between the two representations at lead-
ing order, which provides the theoretical foundation for the PDF4LHC comparison study.
Finally, in chapter 6, I applied the sensitivity method to study the impact of the deuteron
corrections on the CT and CJ PDF.
The latest PDF fits including many LHC experiments are very CPU-intensive. In chap-
ter 4, I discussed one widely adopted fast next-leading order QCD calculation algorithm,
the APPLGrid method [31]. To facilitate the ongoing CJ STAR study, I implemented the
APPLGrid interface in the CTEQ-JLab fit package. The generation of an APPLGrid file
involves integration over a high-dimensional space, which can be time-consuming. I devel-
oped an original algorithm to harvest the power of boosted decision trees and to accelerate
the convergence of the Monte Carlo integration.
My major contributions to the presented analysis are focused on the following aspects.
1. I implemented the APPLGrid interface in the CTEQ-JLab PDF fitting package and
studied the impact of the NLO calculation on the CTEQ-JLab PDFs.
2. I developed an original fast Monte Carlo integration method using the boosted decision
Trees, which reduced the required number of sampling points by a factor of 10 to obtain
the same error.
3. I developed an original transformation of error PDF ensembles from the Hessian to
Monte Carlo representation, which preserves the local properties of the PDF ensemble.
4. I analyzed mathematical properties of the sensitivity method and showed that the
sensitivity is invariant at leading order during the conversion between the Hessian and
Monte Carlo representations.
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5. I investigated the impact of the deuteron and nuclear corrections on the CTEQ-TEA
and CTEQ-JLab PDFs using the method of L2 sensitivities.
My work deepens our understanding of the proton structure and reveals the intrinsic con-
nections between the experimental measurements and theoretical predictions. Furthermore,
the impact of my research goes beyond particle physics, since the sensitivity method can be




A.1. Statistical Background for PDF fitting
This appendix provides details about the origin of the χ2 definition used in Sec 3.1 and
statistical interpretation to the global QCD analysis.
In our study centered around χ2, we assume the deviations of the observed variables yi
from the central value follow a Gaussian distribution with σi as the variance, and Ti(~a) being














The total probability of obtaining all N measurement is equal to the product of the proba-































. It is important to point out that the variance of the observable σi can be











One underlying hypothesis we follow here is that the ”true” value of the observable can
be approximated within certain agreement through our parameterization. This is correct in
a way that if the number of parameters is larger than N and the parameterization functions
are flexible enough, then we can have Ti(~a) = yi. However, this may lead to overfitting.
Here we introduce the reduced chi-square statistic χ2/ν, where ν is defined as ν =
N − p − 1, and p is the number of fitting parameters. The reduced chi-square statistic
captures information both in:
• The deviations between the data and the theoretical prediction.
• The discrepancy between the theoretical prediction and the fitting model.
To be considered a good description of the experiment, the reduced chi-square of the
model should be approximately equal to 1, while ≤ 1 and ≥ 1 indicate that the model is
overfitted and poorly-fitted respectively.
In practice, the PDF parametrization is chosen in an iterative manner such that the final
fit has a reduced chi-square approximately equal to 1.
A.2. Why we can find the global minimum of the χ2 in a high dimensional
space
As the number of dimensions increases, it becomes increasingly difficult to find the global
minimum. Here we explain why using the gradient descent method could avoid skipping the
minimal position.
The gradient descent method searches along a line to check if there exists a position that
has a smaller χ2. Therefore, the likelihood of finding the minimal point is proportional to
the volume of a space defined by χ2(~a) < χ2min + T
2. At the minimal position, this volume
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can be expressed as the square root of the product of the inverse eigenvalues of the Hessian
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