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Estimation of minimum energy pathways and transition states using velocities in
internal coordinates
Mark C. Palenik∗
U.S. Naval Research Laboratory, Chemistry Division, Washington, DC 20375, United States
Many algorithms for finding chemical reaction pathways require an initial estimate of the min-
imum energy path. Linear synchronous transit generates this estimate by interpolating a set of
internal coordinates and using least-squares minimization to find the closest Cartesian atomic po-
sitions. However, this method is prone to discontinuities, and like other estimation methods, it is
usually seeded from an even simpler path, such as one generated by Cartesian interpolation. As
an alternative, we project a velocity vector from internal coordinates into the space of Cartesian
coordinates, which we treat as an embedded manifold. Numerically integrating this velocity results
in a continuous estimate for the minimum energy path without the need for seeding. We demon-
strate this method by calculating the pathways for the rotation of a methyl group in ethane and for
HONO elimination from dimethylnitromine. Linear synchronous transit fails to produce a contin-
uous pathway for HONO elimination, and simple interpolation of Cartesian coordinates overshoots
the peak energy of our path by more than 560 kcal/mol.
I. INTRODUCTION
The minimum energy pathway (MEP) between reac-
tants and products represents the “path of least resis-
tance” over which a reaction can occur [1] and therefore
defines a reaction coordinate. It can be defined math-
ematically from eigenvectors of the Hessian of potential
energy with respect to nuclear coordinates or from a min-
imal action principle [2, 3]. In transition state theory, the
highest point on the MEP, known as the transition state,
is used to calculate reaction rates [4–6].
Computing the MEP requires finding a continuum of
points, or an approximation thereof, on a complicated
energy surface. Double-ended computational methods,
like the nudged elastic band [7, 8] and growing string [9]
methods, have to be seeded with an initial guess for the
reaction pathway that connects the reactant and prod-
uct geometries. Starting from this seed path, a selection
of points is refined to meet some optimization condition.
The seed path is generated in a manner that is compu-
tationally inexpensive compared to the refinement tech-
nique, but the better the initial guess, the faster the re-
finement process can take place and the more likely it is
to converge to the desired result. A good initial guess for
the MEP can also be used to obtain an estimate for the
transition state, which can then be optimized to a saddle
point.
Linearly interpolating the Cartesian positions between
reactant and product geometries is not usually sufficient
to generate the initial guess, because it can lead to atomic
intersections and otherwise unrealistic geometries. How-
ever, Cartesian interpolation can sometimes be used as a
second seed path for various superior estimation methods
that have been developed [10–12], although it may still be
necessary to avoid atomic intersections, and the choice of
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seed path can sometimes affect the final outcome of the
estimation method.
One of the oldest estimation methods, known as lin-
ear synchronous transit (LST) [10] improves over Carte-
sian interpolation by using a set of internal coordinates
derived from bond lengths as a heuristic for the reac-
tion coordinate. Because these internal coordinates are
not isomorphic to Cartesian positions, the interpolation
cannot be carried out directly. For example, unphysical
bond lengths may arise that violate the triangle inequal-
ity. LST uses least squares minimization to find the set of
Cartesian positions that most closely match the desired
internal coordinates, but this procedure tends to produce
discontinuous pathways and can be prone to outright fail-
ure.
Other estimation methods, such as the image depen-
dent pair potential [11] are likewise based on finding a set
of Cartesian positions that closely match some desired set
of internal coordinates. A paper by Zhu et al. [12] takes a
slightly different approach and treats the Cartesian coor-
dinates as an embedded surface in the space of internal
coordinates. The mapping from Cartesians to internal
coordinates then induces a non-Euclidean metric on this
surface, and the MEP is estimated as a geodesic between
reactants and products. The downside to their method is
that the geodesic equation is a second-order differential
equation involving derivatives of the metric tensor, which
form a complicated three-index tensor, and they must
therefore solve it by a variational method, which also re-
quires seeding their algorithm with an initial estimated
path. The seed path for their algorithm is generated by
first producing a series of paths using a combination LST
and random noise, and selecting the one with the shortest
length as measured with the induced metric.
While we appreciate this geometric approach, ideally,
we would like to avoid forming another estimated path to
seed our estimate. Additionally, we would like to sidestep
the more problematic aspects of LST entirely. However,
solving the geodesic equation for this purpose through
2integration, rather than through a variational method, is
extremely difficult. Because it is a second order equation,
the terminal point depends on a precise specification of
the initial velocity, and the relationship between the ini-
tial velocity and terminal point cannot be determined
until the equation has already been integrated.
To that end, we have developed a first-order method
where we also treat the Cartesian manifold as an embed-
ded surface in internal coordinates. We begin by defining
a velocity vector field at every point in internal coordi-
nates that points toward the desired product geometry.
We then, through a series of steps, project this vector
field into the Cartesian manifold. Because velocity is
the first-derivative of position, this defines a first-order
differential equation for a path from any initial geome-
try that ends at the desired product geometry. Unlike
the geodesic equation, this equation only involves two-
index tensors (matrices), and can be numerically inte-
grated without starting from a seed path. By arc-length
parameterizing the path, we can also obtain an estimate
for the transition state at the halfway point. We expect
this method to have roughly the same computational cost
as variational methods that optimize a seed path, and a
more detailed analysis of the computational complexity
is presented in Appendix A.
As a demonstration of our method, we first show that
it produces qualitatively correct behavior for a 120o ro-
tation of a methyl group in ethane. Then, we look at
the HONO elimination reaction in dimethylnitramine.
Dimethylnitramine is a small, relatively simple molecule,
but HONO elimination involves the transfer of a proton
from a methyl group to an NO2 group across a some-
what complicated energy landscape and ends in two non-
covalently bonded structures. We show that linear syn-
chronous transit fails to produce a continuous pathway in
this reaction. Cartesian interpolation results in a path-
way with a peak energy that is 624 kcal/mol above the
true transition state, and the saddle-point optimization
we performed starting from the midpoint of this path
required 73 cycles to converge to the correct geometry.
By contrast, the reaction pathway estimated with our
method peaks at only 57 kcal/mol above the true transi-
tion state energy, and our saddle-point optimization from
the midpoint of the path converged to the correct geom-
etry in 27 cycles.
II. BACKGROUND
The ground state energy of a molecule can be writ-
ten as a function of the positions of its nuclei. These
positions can equivalently be described in terms of bond
lengths, bond angles, and dihedral angles. The largest ef-
fect on energy comes from changing bond lengths, and we
therefore might expect to be able to produce a reasonable
approximation to the reaction coordinate by interpolat-
ing along a set of internal coordinates defined in terms of
bond lengths.
Let us define such a set of internal coordinates {qi} that
are each a function of distances between a unique pair of
atoms. If we have N atoms, then there are N(N − 1)/2
possible internal coordinates of this type. The Cartesian
positions of a collection of N atoms can be described by
3N coordinates, and therefore, we note that only if N =
7 are the number of Cartesian coordinates and internal
coordinates equal. If N > 7, there are more internal
coordinates than Cartesian positions.
Because the energy of a molecule is invariant under
translations and rotations of the entire system, we can
remove those degrees of freedom and specify its geom-
etry with 3N − 6 Cartesian coordinates, given by {xi}.
There are more internal coordinates than Cartesian co-
ordinates for N > 4, which provides a hint that the map-
ping {xi} → {qi} cannot be inverted. In fact, this is easy
to show, because an arbitrary set of bond lengths does
not necessarily correspond to any set of Cartesian posi-
tions. As a simple example, consider three atomic nuclei,
A, B, and C. According to the triangle inequality, there
is no set of Cartesian coordinates where the bond length
A−B is greater than the sum of A−C and B−C. How-
ever, such a set of bond lengths still defines a perfectly
valid {qi}.
As an additional practical matter, even if there is a
set of Cartesian positions corresponding to the desired
internal coordinates, it can be difficult to retrieve these
positions when the internal coordinates are complicated
functions of bond lengths. LST attempts to solve both
of these problems by minimizing the mean-squared dif-
ference between the desired internal coordinates deter-
mined by interpolation and the actual coordinates com-
puted from the Cartesian atomic positions. If the set of
internal coordinates for the reactant geometry is given by
{qi0} and the set of coordinates for the product geome-
try is given by {qi1}, then we can define an interpolated
geometry as
(1− t)qi0 + tqi1, (1)
which goes from the reactants to the products on the
interval 0 ≤ t ≤ 1. The equations for linear synchronous
transit on this interval can then be written as
∂
∂xj
∑
i
(
qi − (1 − t)qi0 − tqi1
)2
= 0, (2)
where qi is an actual internal coordinate at time t com-
puted from the Cartesian positions. Clearly, local min-
ima are possible if the internal coordinates have a com-
plicated form, and therefore, the LST path can depend
on the choice of seed path.
LST tends to produce discontinuous paths and is prone
to outright failure at times, when no suitable minimum
can be found. In Sec. IVA, we formulate an expression
for a continuous LST path as a differential equation and
show that in our test case, it does not connect the reac-
tants to the desired products, and that the final point on
at t = 1 differs significantly from the correct geometry.
3However, despite its shortcomings, we can take a les-
son from the mean-squared difference in Eq. (2). This
mean-squared difference is equivalent to a dot product in
internal coordinates. If we define a vector ~v that points
from the actual internal coordinates ~q to the desired in-
ternal coordinates, (1− t)~q0− t~q1, then Eq. (2) is simply
∂
∂xj
(~v · ~v) = 0, (3)
where the dot product is taken using a Euclidean metric
and represents the distance squared in internal coordi-
nates between the actual and desired structures.
We should note that if distances are computed in the
space of internal coordinates using a Euclidean metric,
this induces a non-Euclidean metric in Cartesian coor-
dinates. The space of Cartesian coordinates is then like
an embedded surface in a higher dimensional Euclidean
space, which is also the basis of the geodesic method of
Zhu et al.
Here, however, we take inspiration from LST, while
still treating the Cartesian coordinates as an embedded
surface. We would like to be able to linearly interpolate
between reactant and product geometries, but this is not
possible because the line connecting the two structures
in internal coordinates does not usually lie entirely in
the Cartesian plane. Therefore, we take a velocity vector
that points from the actual internal coordinates at time t
toward the internal coordinates of the product geometry
and project it into the Cartesian plane. By integrating
this velocity vector, we produce a continuous estimate
for the MEP connecting reactants and products. We will
outline the mathematics of this transformation below.
III. METHOD
Given that the dimensionality of the internal coordi-
nates is greater than that of the Cartesian coordinates
for N > 4 atoms, let us treat the Cartesian manifold as
an embedded surface in the space of internal coordinates.
The mapping {xi} → {qi} can then be thought of as a
mapping from a manifold M to another manifold P .
If our current structure has the coordinates {qi} in P
and the product structure that we are trying to move
toward has the coordinates {qi1}, the most natural way
to move between the two points is along a straight line.
If this movement takes place over the interval 0 ≤ t ≤ 1,
the velocity along this path is simply
dqi
dt
=
qi1 − qi
1− t
. (4)
However, while this defines a path through internal co-
ordinates as a function of time, it is actually the Carte-
sian coordinates as a function of time that we need.
Therefore, we need to transform the velocity vector into
Cartesian coordinates and integrate it. Employing the
transformation law for vectors, we find
dxi
dt
=
∂xi
∂qj
dqj
dt
. (5)
We have used Einstein notation in the above equation,
with an implied sum over repeated indices, and shall con-
tinue to do so for the remainder of the paper.
Unfortunately, as we pointed out previously, while we
can define {qi} as a function of {xi}, the inverse function
does not usually exist. Therefore, while we can build the
Jacobian matrix, ∂qi/∂xj , it cannot be inverted. Given
that the dimensionality of M and P is not the same, it
is not even a square matrix. While we can push forward
vectors from M to P , we cannot do so in the opposite
direction.
Because M is a lower dimensional surface embedded
in P , it is not necessary for an arbitrary vector in P to
lie entirely in M . In general, a vector in P will have a
component parallel to the tangent plane of a given point
in M and a component orthogonal to it. If the Carte-
sian coordinates of our current structure are {xi}, then
we would like to project the velocity in Eq. (4) into the
tangent plane of the Cartesian manifold at this point.
In fact, we can take every point in M , and define a
velocity vector from its corresponding point in P that
points toward {qi1}. If we project this vector into the
tangent plane of M , the resulting vector field defines a
differential equation for a set of continuous paths that
connect an arbitrary point in M to the desired product
geometry.
To project the velocity in P into the tangent plane of
M , we can use a geometric object called a 1-form, which
we denote with lower indices. Employing the transfor-
mation law for 1-forms, we get
dxi
dt
=
∂qj
∂xi
dqj
dt
. (6)
In Euclidean spaces, vectors transform identically into
1-forms, and therefore, the components dqi/dt are equal
to dqi/dt. The Cartesian manifold is not a Euclidean
space in this picture, however, and therefore, we have
the relation
dxi
dt
= gij
∂xj
∂t
, (7)
where gij is the metric tensor, given by
gjk =
∂qi
∂xj
∂qi
∂xk
, (8)
which is a square, invertible matrix.
Using the matrix-inverse of gjk, given by g
jk, we can
transform a 1-form into its corresponding vector. The
projection of the vector dqi/dt into the Cartesian mani-
fold is then
dxk
dt
= gjk
dqi
dxj
q1i − qi
1− t
. (9)
4Integrating Eq. (9) from t = 0 to t = 1 takes xi along
a continuous path from the initial structure to the final
structure. However, xi will not necessarily change at a
uniform rate, and therefore, a good estimation for the
transition state may not lie at t = 0.5. To remedy this,
we can reparametrize x, using the arc-length parameter
τ , where
dτ
dt
=
√
dxi
dt
gij
dxj
dt
=
√
∂qa
∂xi
(q1a − qa) g
ij (q1c − qc)
(1 − t)2
∂qc
∂xj
,
(10)
leaving us with
dxk
dτ
= gjk
dqi
dxj
q1i − qi√
∂qa
∂xl
(q1a − qa) g
lm (q1c − qc)
∂qc
∂xm
. (11)
The structure half-way between the initial and final
points in this parametrization can then serve as an es-
timate for the transition state.
The downside to an arc-length parametrization is that
the total length of the path is not known ahead of time, as
the path through Cartesian coordinates is not the short-
est possible path through generalized coordinates. How-
ever, in practice, the integration can be performed until
qi and q
1
i differ by some small amount, at which point,
the end of the path has been reached.
A. Choice of coordinates
Many different choices of internal coordinates are pos-
sible, and we have been able, for example, to achieve
reasonable-looking reaction pathways by defining our co-
ordinates as the interatomic distance divided by the sum
of the covalent radii. However, we ultimately settled on a
basis of coordinates slightly modified from those defined
in the paper by Zhu et al. [12], given by
qkl = exp
[
−α
rkl − r
e
kl
rekl
]
+ β
rekl
rkl
+ σ
rkl
rekl
, (12)
where rkl is the distance between atoms k and l and r
e
kl
is the sum of their covalent radii. The parameters α and
β are taken from the same paper and set to 1.7 and 0.01
respectively. The parameter σ, which we added, was set
to 0.015.
Without the parameter σ, in the limit that the separa-
tion between atoms becomes large, every possible config-
uration approaches the same set of internal coordinates,
with qkl = 0∀k, l. The original coordinates of Zhu et
al. do not include a term of this form because they are
supposed to roughly correspond to features of an approx-
imated energy surface, and all possible configurations at
infinite separation are energetically equivalent. This is
not a problem in their variational approach, where the
FIG. 1. The pathway for a 120o rotation of a methyl group in
ethane as computed with our method. Atoms at intermediate
points are smaller and translucent, and the opposing methyl
group is colored black for clarity.
endpoints of the path are held fixed in Cartesian space
and certain types of coordinate singularities therefore do
not matter.
Our method, however, depends on the product geom-
etry defining a unique set of internal coordinates, and
therefore, we often need to be able to differentiate be-
tween energetically equivalent structures. As an example,
the rotation of a methyl group does not change the in-
teratomic distances between any neighboring atoms and
typically only affects distances that are already so large
that the first two terms of Eq. (12) are approximately
zero. In this case, including the parameter σ separates
the internal coordinates of the structures before and after
rotation.
Because the dynamics of the path are dependent on
derivatives of the coordinates with respect to Cartesian
positions, the effect of the σ term is independent of the
distance between atoms. Therefore, when the atoms are
close together and the derivatives of the α and β terms
are large, these two terms will dominate the behavior of
the pathway. When the distance between atoms is large,
the σ term will dominate. If some distances are small and
some distance are large, the dominant effect on a given
atom is determined by the relative values of α, β, and σ.
We would like σ to be small enough that it does not
affect the dynamics of atoms that are close enough to-
gether to interact strongly, but large enough that it is
not swamped by the α and β terms of neighboring atoms
when it is necessary. The value of σ = 0.015 was deter-
mined by finding the smallest value that would allow us
to compute the pathway for a 120o rotation of a methyl
group in ethane, in increments of 0.005. This pathway, as
computed by our method, is shown in Fig. 1. Atoms in
the opposing, stationary methyl group are colored black
for clarity, and hydrogens at intermediate points along
the pathway are displayed as small, translucent spheres.
5FIG. 2. Initial structure (left) and final structure (right) for HONO elimination from dimethylnitramine. The middle image
has the true transition state (translucent) overlaid on the guess from our method.
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FIG. 3. Energy along paths computed using interpolation
of the Cartesian coordinates (red), LST (dashed black line),
our geometric method (blue), and the IRC path (green). The
continuous LST pathway does not terminate at the correct
geometry. The vertical dashed line marks the midpoint of the
paths. Triangular markers indicate the peaks in energy.
IV. RESULTS
The HONO elimination reaction in dimethylnitramine
is deceptively complex, although the molecule itself is
very simple. Nitramine compounds are essential ingredi-
ents in many propellants and explosives, and dimethyl-
nitramine is the simplest member of the nitramine series.
It can decompose via N-N and C-H bond scission accord-
ing to
C2H6N2O2 → CH3NCH2 +HONO. (I)
For the purposes of finding a reaction pathway between
two energy minima, the terminal point of this reaction
is a stable, noncovalently bonded structure consisting of
CH3NCH2 and HONO.
The initial and final states of this reaction, optimized
with the M06 functional [13] and 6-311++G(3df,3pd) ba-
sis set in Gaussian09 [14], are depicted on the left and
right of Figure 2, respectively. The middle image is our
estimate of the transition state overlaid in 3D with the
true, optimized transition state, which was found through
a combination of potential energy surface scans and op-
timizations. The estimated transition state is taken from
the point halfway along the pathway calculated by our
algorithm, and the true transition state is depicted with
translucent atoms for clarity. The two structures are
aligned so that their centers of mass are at the origin
and the RMS distance between their nuclei is minimized.
The estimated MEP was generated by integrating
Equation (11) using fifth-order Runge Kutta with an
adaptive step size. We tested various accuracies of the
stepper routine between 10−8 and 10−4 without notice-
able degradation of the pathway. The calculation was
terminated when the RMS difference between initial and
final geometries was less than 10−4 A˚. For loosest integra-
tion accuracy, the processor time to compute the reaction
pathway was approximately 0.02 s, and for the tightest,
it was approximately 0.07 s.
In Figure 3, we plotted the energy at 610 points along
the true MEP as determined by an intrinsic reaction co-
ordinate (IRC) calculation [3] and at 110 points using our
geometric method, linear Cartesian interpolation, and
LST. The LST calculation was performed with the same
internal coordinates as our method and the details are de-
scribed below in Sec. IVA. Energies were computed with
the 6-311++G(3df,3pd) basis set and M06 functional and
are given in kcal/mol relative to the reactants. The hor-
izontal axis measures total distance through generalized
coordinates traversed at a given point along the reaction
path,
∑
n |~q
n+1 − ~qn|. A vertical dashed line is placed
halfway along the path in internal coordinates, at the
location where we obtained transition state estimates .
Both the true transition state and the maximum of our
estimated path lie relatively near this point, although on
different sides.
6The peak energy of the linear Cartesian path is at
676.8 kcal/mol above the reactants, as opposed to the
peak of the IRC path, which is at 52.8 kcal/mol. Tak-
ing the structure at the midpoint of this path as an esti-
mate for the transition state, the RMS difference between
this structure and the true transition state structure is
0.165 A˚. The saddle-point optimization we started from
this structure eventually converged to the correct transi-
tion state after 73 cycles.
The LST path peaks at a much lower energy, at
120.9 kcal/mol, and the RMS difference between the mid-
point geometry and the true transition state was 0.114 A˚.
However, we were unable to generate a continuous LST
path that connected the reactant and product geome-
tries. By requiring both that the path is continuous and
that it satisfies the LST equations at every point, the
pathway does not end at an energy minimum and is geo-
metrically quite different from the desired state. In fact,
this point, shown in Fig. 4, is approximately 20 kcal/mol
above the energy of the products. The estimate for the
transition state from this method converged to the cor-
rect geometry after 31 optimization cycles.
Our method performed the best of the three by ev-
ery metric. The peak energy was the lowest, the transi-
tion state estimate was geometrically closest to the true
transition state and converged in the fewest cycles, and
the pathway terminated at the correct geometry. The
peak energy of our method was at at 114.5 kcal/mol, the
RMS difference between the estimated and true transi-
tion states was 0.102 A˚, and convergence was achieved in
27 optimization cycles.
A. The linear synchronous transit pathway
Frequently, LST does not produce a continuous path-
way connecting reactants and products. However, it is
still usually possible to create a continuous path on the
interval 0 ≤ t ≤ 1 that satisfies the LST equations at
every point, although it is not guaranteed to end at the
proper terminal point. To generate a continuous LST
path, we started from Eq. (2) and produced a first-order
differential equation by taking its time derivative
d
dt
∂
∂xj
∑
i
(
qi − (1− t)qi0 − tqi1
)2
= 0, (13)
which yields
∂qi
∂xj
(
∂qi
∂xk
dxk
dt
+ qi0 − qi1
)
+
(
qi − (1− t)qi0 − tqi1
) ∂2qi
∂xk∂xj
dxk
dt
= 0,
(14)
where upper and lower indices are equivalent, because
the metric is Euclidean.
Starting from the geometry of the reactants and in-
tegrating this equation will produce a continuous path
FIG. 4. The terminal point when attempting to generate a
continuous LST path starting from the optimized dimethyl-
nitramine geometry.
from reactants to products that satisfies the LST equa-
tions so long as such a path exists. In practice, we found
that this happens very infrequently. In Fig 4, we show
the resulting path for HONO elimination in DMNT.
The Runge-Kutta integrator runs into some difficulty
near t = 0.72 and took over a minute of runtime to move
past this point. In the computed pathway, this corre-
sponds to a quick leap in the positions of the hydrogens
on the methyl group. After this point, the HONO group
undergoes some unusually jerky translations and rota-
tions until finally reaching the point depicted in Fig. 4.
V. CONCLUSIONS
The method we developed in Eq. (11) provides a good
estimate of MEPs and transition states for refinement
with higher-level electronic structure theory. Unlike
many other pathway estimation techniques, it does not
need to be seeded with an even simpler estimate. It is
based on the premise that a straight line through some set
of generalized coordinates can approximate the minimum
energy pathway between two states. Although this path
is usually not realizable in terms of actual atomic posi-
tions, we can define a velocity vector in generalized coor-
dinates that takes the reactant geometry to the product
geometry over the interval 0 ≤ t ≤ 1. This velocity vector
can then be projected from the high-dimensional mani-
fold of generalized coordinates into the Cartesian mani-
fold with translational and rotational degrees of freedom
removed. We do this by taking the corresponding ve-
locity 1-form in internal coordinates, pulling it back into
Cartesian coordinates, acting on it with the inverse met-
ric tensor to produce a vector.
For HONO elimination from dimethylnitramine, while
7LST failed to produce a continuous pathway connecting
the reactants and products, our method generated one in
a fraction of a second. The peak energy of this pathway
was at 114.5 kcal/mol, which was more that 560 kcal/mol
below the peak energy of the path generated from Carte-
sian interpolation. Starting from the midpoint of our
path, a saddle-point optimization converged to the cor-
rect transition state in 27 cycles. The LST and Carte-
sian interpolation midpoints required 31 and 73 cycles to
converge, respectively. We expect, therefore, that this
technique will be a valuable addition to the arsenal of
reaction pathway estimation tools.
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Appendix A: Comparison of computational
complexity to variational methods
Most other methods for generating estimated reaction
pathways involve a variational approach where points
along a path are adjusted to optimize some objective
function while holding the endpoints fixed. If the path
consists of P points, P − 2 of which can be varied, and
there are 3N−6 Cartesian coordinates after translational
and rotational degrees of freedom have been removed,
this optimization takes place in a (P −2)(3N−6) dimen-
sional space.
To determine the computational complexity of such a
procedure, we start with the simplest optimization prob-
lem in D dimensions, which is finding the minimum of a
quadratic function
Aijx
ixj +Bix
i + C = 0. (A1)
Minimizing this function is equivalent to solving the lin-
ear system of equations
Aijx
i = −Bj . (A2)
This equivalence holds regardless of the optimization
method chosen, even if it does not explicitly involve solv-
ing a linear system.
For a general, dense matrix, Eq. (A2) can be solved
in O(D3) operations, which to leading order would be-
come O(P 3N3) here. However, typically, the objec-
tive function does not couple every point to every other
point along the path. In LST, there is no coupling be-
tween points, and even in the geodesic method, points
are only coupled to their nearest neighbors. If coupling
only occurs between neighboring points, then the struc-
ture of Aij is that of a ’staircase matrix’. It becomes a
(P − 2)(3N − 6) × (P − 2)(3N − 6) matrix with P − 2
overlapping blocks of size (3N − 6)× (6N − 12). Such a
system can be solved in O(PN3) operations [15], differ-
ing from the number of operations required to solve the
totally uncoupled problem only by a larger prefactor.
Our approach involves the inverse of the metric tensor
(although we use Cholesky decomposition to solve a lin-
ear system rather than performing the inverse directly)
at each integration point along the path. The metric
tensor is a (3N − 6) × (3N − 6) matrix. Therefore, if
we have P integration points along the path, our method
also requires O(PN3) operations to leading order.
We should note, however, that both approaches in-
volve additional complications not accounted for in the
above analysis. First, the variational methods are not
equivalent to minimizing a quadratic function, except in
the limit that the points along the path are already very
nearly optimized. In LST, for example, because ∂qi/∂xj
is not constant, the matrix Aij is a function of ~x, turning
Eq. (A2) into a nonlinear problem. Therefore, the full
optimization is actually equivalent to repeatedly solv-
ing Eq. (A2), with the number of iterations dependent
on how close the seed path is to the optimal path and
how complicated the objective function is. Second, the
Runge-Kutta integration in our method requires a large
number of points for high accuracy, especially when the
metric tensor changes rapidly from one point to another.
Given these two effects, we expect that our method is
roughly equivalent to the variational methods in terms
of the computational time required.
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