Computer simulation by numerically solving the time-dependent Schrödinger equation was used to investigate image formation during scanning tunneling microscope ͑STM͒ imaging of three-dimensional objects with radii of curvature comparable with that of the STM tip. The results were compared with experiment. When the nanotube is placed on a substrate with similar electronic structure, the only distortion arises from geometric convolution. When the substrate and the nanotube have different electronic structures, additional distortions arise. The time evolution of the tunneling process shows that in the interpretation of the scanning tunneling spectroscopy data one has to take into account the nanotube not being an integral part of the underlying substrate.
The STM is able to acquire by STS data regarding the electronic structure of a single NT. 3, 9 Some differences arise in the STM imaging of a three-dimensional object ''floating'' over the surface of the support as compared with single crystalline surfaces. In this case one cannot neglect the convolution effects arising at the very end of the STM tip. This will produce an apparent broadening of the NT. 10 The existence of two tunneling gaps: between the tip and the NT; and between the NT and the surface over which it is floating, and the differences in the electronic structure of the NT and that of the support may have a significant effect on the tunneling current. We use computer simulation to investigate these effects and to compare experimental data with the simulation results. Two sets of experimental data published earlier will be analyzed: ͑i͒ the NT is placed on a support with identical physical properties, i.e., we analyze a NT on a ''raft, '' 10 and ͑ii͒ the NT is placed on highly oriented pyrolytic graphite ͑HOPG͒. 11 As a first approximation, we calculated the image distortions caused by finite tip size using a geometric method. Hereafter this is referred as ''geometric line cut'' ͑GLC͒. To check the validity of the GLC quantummechanical probability current calculations were performed through a two-dimensional ͑2D͒ jellium potential. Hereafter this is referred to as a ''quantum line cut'' ͑QLC͒.
The model system is shown in the inset of Fig. 1 . The NT is modeled by a cylinder of 0.5 nm radius floating above the support at a distance of 0.335 nm. This is the distance of the graphene sheets in HOPG and similar distances have been found between the elements of the single wall carbon NT ropes. 12 The STM tip is approached by a rotational hyperboloid of 0.5 nm apex radius and 15°aperture angle. The effective surface of the electrodes is assumed to be 0.071 nm outside the geometric surface. This is the half-nearestneighbor distance in HOPG. The GLC is shown in Fig. 1 by a solid line. It is defined as the line drawn by the tip apex point (X apex ,Z apex ), when the distance of the nearest point of the sample and tip effective surfaces is constant. This constant is chosen to be 0.4093 nm to allow a direct comparison with the QLC ͑see below͒ at X apex ϭ0. When the tip is far from the NT the line cut is a horizontal line above the support surface. When the tip approaches the NT the nearest tip point to the sample shifts from the apex to a point on the side of the tip.
The quantum-mechanical tunneling probability is calculated from the time-dependent scattering of a wave packet ͑WP͒ on the effective potential modeling the system. This conceptionally simple and easy to implement method contains no perturbative approximation but includes all interference 13 and multiple scattering effects and thus it is capable of providing results comparable with the most recent Table I demonstrate the power of the time-dependent method in gaining insight into the details of the tunneling process. In the present paper we use some additional approximations analyzed below.
While it is possible to include realistic atomic structure into the model without any conceptional difficulty through a suitable effective potential, here we are focussing on pure geometrical effects which are well described by a jellium potential. As was shown recently 15 the self-consistent electronic structure of NT's represented by the 2D jellium background model compares favorably with parametrized LCAO calculations that take atomic structure into account. The absence of atomic structure in the jellium tubes is equivalent to averaging over all chiral angles. Our model potential is zero outside the effective surfaces of the electrodes and -9.81 eV inside. This is calculated from the HOPG E F ϭ5 eV Fermi energy 16 and Wϭ4.81 eV work function. 17 This model potential does not account for the different material properties of the tip, NT, and support, it allows the calculation of the influence of the geometry on the tunneling current only and this makes it possible to compare directly the geometric and quantum line cuts. The infinitesimally small bias approximation is justified by the fact that in the experiments analyzed here small bias values were used. Because of the limited computational facilities we calculated only in 2D. The electrostatic potential of the rotationally symmetric tip and the spread of the charge along the tube, which may be important for metallic tubes cannot be accounted for. The net effect is that the 2D model overestimates the tip-tube conductance as compared to the tube-support conductance because it does not take into account that the tip-tube tunnel junction is zero dimensional but the tube-support tunnel junction is one dimensional.
Under the assumptions given in Ref.
14, the tunneling current from the tip to the support for an infinitesimally small bias is proportional to ͚ mm Ј T m Ј m (E), where T m Ј m (E) is the probability of transmitting an electron from the ͉u t Ϫm (E)͘ tip state to the ͉u s ϪmЈ (E)͘ support state. Because at infinitesimal bias only the states near the Fermi energy contribute to the tunnel current, we can estimate ͚ mm Ј T m Ј m (E) by the transmission probability P Gaussian (E F ) of a Gaussian WP having mean energy E F and a lateral spread ⌬xӷHW T where HW T is the largest half-width of the tunneling channel. ͑In atomic resolution STM measurement HW T is approximately 0.1Ϫ0.2 nm. We used ⌬xϭ⌬z ϭ0.37 nm.)
The (r ជ ,t) wave function is calculated from the timedependent 2D Schrödinger equation. The split operator Fourier transform method [18] [19] [20] was used. In this method the time evolution operator exp(ϪiH⌬t) is approximated ͑in Hartree atomic units͒ by the symmetrical unitary product exp (ϪiK/2⌬t)exp(ϪiV⌬t)exp(ϪiK/2⌬t). While the effect of the potential energy propagator exp(ϪiV⌬t) is a simple multiplication with exp"ϪiV(r ជ )⌬t… for local potentials, the effect of the kinetic energy propagator exp(ϪiK/2⌬t) is given in k space by multiplicating the (k ជ ,t) momentum space wave function by exp(i͉k ជ ͉ 2 /4⌬t). To utilize this formula it is necessary to calculate the (k ជ ,t) momentum space wave function by fast Fourier transform ͑FFT͒ of (r ជ ,t). Finally we have to return back to real space by inverse FFT. The spatial and temporal sampling was chosen according to Ref. 21 . The FFT introduces an artificial periodic boundary condition leading to unphysical interference effects among the neighboring cells. To prevent these, we choose a calculation mesh four times bigger (L calc ϭ15.36 nm, 512 points͒ then TABLE I. Average time t spent ͑in fs͒ the quantum particle spends in the different regions. ''Forbidden'' region is the region of zero potential. ''Total interface'' region is the union of the ''forbidden'' and ''tube'' regions. the presentation window (L present ϭ3.84 nm, 128 points͒ and the edges of the calculation mesh were closed by a drain ͑negative imaginary͒ potential.
P Gaussian (E F ) is calculated as follows. The j ជ (x,z,t) probability current density is calculated along a horizontal line inside the support bulk ͑at z j ϭϪ0.5 nm) from (x,z,t) for all time instants. Line integration of j ជ (x,z,t) along this line gives the I(t) probability current and the tunneling probability is P Gaussian (E F )ϭ͐ 0 t max I(t)dt. Calculation is performed until the further change of P Gaussian becomes negligible. The probability density of the scattered WP is shown on Fig. 2 for selected time instants and X apex lateral tip displacements. ͑The corresponding Z apex vertical tip displacements are calculated using the method described below.͒ The average time the quantum particle spends 22 in the different regions of space,
are given in Table I . For X apex ϭ2 nm the tip is far from the NT. The wave packet is tunneling simply from the tip apex into the plane support. For X apex ϭ0 nm the tunneling process is more complex. t spent is much longer than for X apex ϭ2 nm. The WP has to tunnel through two tunnel resistances 11 in series, which is characteristic to resonant tunneling. The WP first flows around the NT (tϭ1.7 fs) then penetrates into the support (tϭ2.9 fs). At later times the main mass of the probability is scattered back into the tip bulk. The probability which remained in the tube region forms standing wave patterns along the tube circumference and it is leaking into the tip and into the support in distinct impulses. 11 For X apex ϭ0.8 nm the majority of the probability flows out of the tip at its side. For X apex ϭ1.6 nm we can observe the switching of the tunneling point from the side to the apex of the tip.
The STM constant current loop was simulated by finding for each X apex lateral tip displacement that Z apex vertical tip displacement that yielded a constant tunneling probability. This set-point probability was chosen to be 3ϫ10 Ϫ3 and it gave a 0.4093-nm separation between the tip and NT geometrical surfaces ͑at X apex ϭ0 nm). The (X apex , Z apex ) tip displacement values resulting from this procedure give the QLC, which is shown in Fig. 1 with crosses.
The comparison of simulation and experiment shows that when the NT is placed on a support with a similar electronic structure, the GLC coincides with the QLC ͑cf. Fig. 1͒ . The major distortion that influences the apparent tube diameter is the geometric convolution of the tip shape with the tube shape. When the NT is on a support with different electronic properties, the simplification used in the QLC calculation: the penetration and propagation parameters (E F and W) of the WP in the NT and in the support is identical, is not any more valid. In the case of the GLC this can be taken in account in the first approximation by increasing the value of the tunnel gap over the support as compared to the value over the NT. This will increase the distortion found in the apparent diameter of the NT with increasing difference in the electronic structure of the NT as compared to graphite. The ratio of half-width HW to height h versus the increase of the width of the tunnel gap over the support is shown in Fig. 3 . Comparing the case of the NT over the raft, 10 i.e., identical electronic structure, with Fig. 3 , one may conclude that in the experimental case the distortion agrees within the experimental error with the value corresponding to zero tunnel gap increase in the figure. When performing I(V) spectroscopy, one has the response of a complex system to the changes of the voltage applied to the tunnel gap. This is shown by the differences in the average times ͑cf. Table I͒ spent in the different regions. Therefore, the interpretation of the I(V) curve may be a more complex task than can be achieved with the methods commonly used in the interpretation of STS results measured on well-ordered single crystalline surfaces.
In conclusion, as long as the electronic structure of the NT and of its support are similar, the major distortion arises from the geometric convolution. This is found experimentally in the case of NT's placed on the top of rafts of similar NTs. When the electronic structure of the support is different from that of the NT, i.e., when HOPG, gold, or other support is used, further distortions arise from the modification of the width of the tunnel gap over the NT if compared to the value found over the support. The existence of the second tunnel gap, between the NT and its support may introduce complications in the interpretation of STS data. Our present model does not take in account the particular electronic structure of the NT itself, so differences between semiconducting and metallic NT's cannot be accounted for but we are given a kind of average behavior. Further work is needed, to realize a more rigorous description of the tunneling through a supported NT.
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