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ABSTRACT
Metal-poor stars are important tools for tracing the early history of the Milky Way,
and for learning about the first generations of stars. Simulations suggest that the oldest
metal-poor stars are to be found in the inner Galaxy. Typical bulge surveys, however,
lack low metallicity ([Fe/H] < −1.0) stars because the inner Galaxy is predominantly
metal-rich. The aim of the Pristine Inner Galaxy Survey (PIGS) is to study the metal-
poor and very metal-poor (VMP, [Fe/H] < −2.0) stars in this region. In PIGS, metal-
poor targets for spectroscopic follow-up are selected from metallicity-sensitive CaHK
photometry from the CFHT. This work presents the ∼ 250 deg2 photometric survey as
well as intermediate-resolution spectroscopic follow-up observations for ∼ 8000 stars
using AAOmega on the AAT. The spectra are analysed using two independent tools:
ULySS with an empirical spectral library, and FERRE with a library of synthetic
spectra. The comparison between the two methods enables a robust determination
of the stellar parameters and their uncertainties. We present a sample of 1300 VMP
stars – the largest sample of VMP stars in the inner Galaxy to date. Additionally,
our spectroscopic dataset includes ∼ 1700 horizontal branch stars, which are useful
metal-poor standard candles. We furthermore show that PIGS photometry selects
VMP stars with unprecedented efficiency: 86%/80% (lower/higher extinction) of the
best candidates satisfy [Fe/H] < −2.0, as do 80%/63% of a larger, less strictly selected
sample. We discuss future applications of this unique dataset that will further our
understanding of the chemical and dynamical evolution of the innermost regions of
our Galaxy.
Key words: stars: fundamental parameters – stars: Population II – Galaxy: bulge –
Galaxy: stellar content – techniques: spectroscopic – techniques: photometric
1 INTRODUCTION
The oldest, metal-poor stars that still exist today formed
in relatively pristine environments and are unique probes of
the conditions in the early universe. These stars carry the
imprint of the first supernovae and are local windows into
? based on observations made with the Canada-France-Hawaii
Telescope (CFHT) and the Anglo-Australian Telescope (AAT)
† E-mail: aarentsen@aip.de
the first episodes of star formation. Studying their chemistry
in detail advances our understanding of the first generations
of stars and their supernovae, and, combined with kinematic
information, metal-poor stars provide clues to the early for-
mation history of the Milky Way and its different compo-
nents (see reviews by Freeman & Bland-Hawthorn 2002; Tol-
stoy et al. 2009; Frebel & Norris 2015).
The Λ cold dark matter simulations of Diemand et al.
(2005) predict that, if any of the very first stars have sur-
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vived to the present day, 30−60% of them would be within 3
kpc of the Galactic centre. Similarly, the simulations of Tum-
linson (2010) suggest that metal-poor stars below [Fe/H]1
= −3.5 (all formed at redshifts > 15) would be most fre-
quently found within the bulge, because dark matter haloes
grow inside-out. These stars are not necessarily born in the
bulge, but they have ended up in the central regions because
of their dynamical history. Using hydrodynamical simula-
tions, Starkenburg et al. (2017a) also find that the fraction
of stars that are both metal-poor ([Fe/H] < −2.5) and old
(formed within the first 0.8 Gyr) is highest towards the cen-
tres of galaxies, even though the relative fractions of just
metal-poor stars or just old stars increase with galactic ra-
dius. Hence, a clear picture emerges that the central part of
our Galaxy is a privileged location to look for the oldest and
most metal-poor stars.
A complication in studying old, metal-poor stars in the
Galactic bulge is that the overwhelming majority of stars
are metal-rich ([Fe/H] > −0.5). This metal-rich component
has been studied in detail in previous surveys such as the
GIRAFFE Inner Bulge Survey (GIBS, Zoccali et al. 2014),
the Bulge Radial Velocity Assay (BRAVA, Kunder et al.
2012), the Abundances and Radial velocity Galactic Origins
Survey (ARGOS, Ness et al. 2012; Freeman et al. 2013) and
the Apache Point Observatory Galactic Evolution Experi-
ment (APOGEE, e.g. Schultheis et al. 2017; Garc´ıa Pe´rez
et al. 2018; Zasowski et al. 2019). The general conclusion
from these previous studies is that the Galactic bulge is a ro-
tating, boxy/peanut-shaped pseudo-bulge, with little room
for a pressure-supported, classical bulge (e.g. Howard et al.
2009; Hill et al. 2011; Shen et al. 2010; Ness et al. 2013b). If
there is a classical component, it can only contain a fraction
of the mass of the entire bulge and it is likely more dominant
at lower metallicities.
The kinematics of the metal-poor tail of the bulge are
still largely unexplored, with the exception of some RR
Lyrae studies (e.g. De´ka´ny et al. 2013; Kunder et al. 2016).
The ARGOS survey of bulge red clump stars, with a sur-
vey strategy aimed to be metallicity-unbiased, found only
16 out of 14 150 stars with −2.6 < [Fe/H] < −2.0, and only
84 stars with [Fe/H] < −1.5 (Ness et al. 2013a). This empha-
sises that targeted surveys are necessary for the discovery of
large samples of metal-poor stars in the inner Galaxy.
There have been several efforts to find very metal-poor
([Fe/H] < −2.0) stars in the inner Galaxy using photometry.
Casey & Schlaufman (2015) employed a combination of in-
frared 2MASS and WISE photometry. These authors found
and studied three [Fe/H] < −2.7 stars with high-resolution
spectroscopy, but it was limited to bright stars only (V < 14).
Another study by Koch et al. (2016), used a filter focused on
the Ca II K line to select candidate metal-poor stars. They
found four stars with −2.7 < [Fe/H] < −2.3, among them the
first carbon-enhanced metal-poor star in the inner Galaxy.
So far, the largest effort to search for metal-poor stars
in the inner Galaxy has been the Extremely Metal-poor
BuLge stars with AAOmega (EMBLA) survey (Howes et al.
2014, 2015, 2016), which used SkyMapper photometry. The
SkyMapper filter set includes a narrow-band v filter con-
1 [X/Y] = log(NX/NY)∗ − log(NX/NY), where the asterisk sub-
script refers to the considered star, and N is the number density.
taining the Ca H&K lines. These lines are good metallic-
ity indicators, and in combination with broad-band pho-
tometry, metal-poor stars can be selected efficiently using
this v filter (Wolf et al. 2018). The EMBLA team has per-
formed low-resolution follow-up spectroscopy of photomet-
rically selected candidates and identified ∼ 150 stars with
[Fe/H] < −2.5 (L. Howes, priv. comm.). From this sample, 37
stars were selected for high-resolution spectroscopic follow-
up, and of those, 30 have [Fe/H] ≤ −2.5, and 9 have [Fe/H]
≤ −3.0. These stars are the first known extremely metal-poor
stars in the inner Galaxy. The recent Chemical Origins of
Metal-poor Bulge Stars (COMBS) survey also analysed stars
selected using SkyMapper photometry. Their high-resolution
spectroscopic sample contains five stars with [Fe/H] < −2.0
(Lucey et al. 2019).
A striking difference between the metal-poor EMBLA
stars in the inner Galaxy and typical Galactic halo stars
is that only a small fraction of EMBLA stars appear to
be enhanced in carbon (Howes et al. 2015, 2016). In the
Galactic halo, the number of stars with enhanced carbon in-
creases with decreasing metallicity. These carbon-enhanced
metal-poor (CEMP) stars comprise 15–20% of stars with
[Fe/H] < −2 and up to 70% of stars with [Fe/H] < −4 (Yong
et al. 2013; Placco et al. 2014). One of the reasons for the
lack of CEMP stars in EMBLA could be that the survey
is biased against carbon-rich stars. The SkyMapper v filter
includes a region of the spectrum where a CN-band can be
present in carbon-enhanced stars, which makes such stars
appear more metal-rich and fail the selection for follow-up
(Da Costa et al. 2019).
The low number of known metal-poor stars in the bulge,
the apparent lack of CEMP stars in the inner Galaxy, the
possibility to uncover the oldest, metal-poor stars in the
Milky Way, and the opportunity to study the metal-poor
tail of the Galactic bulge are all good reasons to expand the
search for metal-poor stars in the inner Galaxy. The Pris-
tine Inner Galaxy Survey (PIGS) aims to build an unprece-
dentedly large sample of old, metal-poor stars for detailed
chemo-dynamical studies. The Pristine survey (Starkenburg
et al. 2017b, hereafter S17b) is very efficient at uncover-
ing metal-poor stars photometrically. It has reported success
rates of 56% and 23% from spectroscopic follow-up studies
for finding stars in the Galactic halo with [Fe/H] < −2.5 and
[Fe/H] < −3.0, respectively (Youakim et al. 2017; Aguado
et al. 2019; Venn et al. 2020). In the Pristine survey, a
narrow-band Ca H&K filter on MegaCam at the Canada-
France-Hawaii Telescope (CFHT) is used to provide pho-
tometric metallicities down into the extremely metal-poor
regime. The CaHK photometry is combined with available
broadband photometry for colour/temperature information
to compute these photometric metallicities. The Pristine fil-
ter is narrower than the SkyMapper filter, and should be
less biased against CEMP stars (see Figure 2 in S17b).
Compared to the halo, the inner Galaxy has a much
higher density of (mainly metal-rich) stars. It is therefore
significantly more crowded, there is a larger foreground pop-
ulation, and there is much more (inhomogeneous) reddening
due to the presence of dust. These challenges, together with
the unique science case, have led to a change in strategy
between the main Pristine survey and PIGS, which we will
describe in this paper. The first scientific results from PIGS
were published in a Letter in this journal (Arentsen et al.
MNRAS 000, 1–17 (2020)
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Figure 1. PIGS footprints, on top of the extinction map from Green et al. (2018) (where available and reliable, which is above a
declination of −30◦ and at |b | > 2◦) and Schlegel et al. (1998) (elsewhere). A truncation of the colour bar at E(B−V) = 1.2 is set
for clarity. Left: photometric footprint, where each square is one MegaCam field. Right: spectroscopic footprint, located within the
photometric footprint from 2017 and 2018. Stars with [Fe/H] < −2.5 are marked in red, and those with [Fe/H] < −3.0 in yellow.
2020), and it focused solely on the kinematics of the metal-
poor ([Fe/H] < −1.0) tail of the inner Galaxy using a sample
of several thousand low- and intermediate resolution spec-
troscopic observations.
In this work, we present the PIGS data collection and
analysis in detail and focus on our results and success rates
to find and analyse the most metal-poor stars in the inner
Galaxy. The photometric CaHK observations and selection
of metal-poor candidates are described in Section 2. The
analysis of low-/medium resolution spectroscopic follow-up
observations are described in Section 3, the results for the
stellar parameters are discussed in Section 4, and the survey
performance is determined in Section 5. A summary of our
PIGS survey and future plans are provided in Section 6.
2 PHOTOMETRIC OBSERVATIONS
In this section, the photometric PIGS data is presented. We
discuss the data reduction and calibration, and the target
selections for the spectroscopic follow-up.
With MegaCam on CFHT, we have obtained ∼250
square degrees of metallicity-sensitive CaHK photometry in
the Galactic bulge region. The footprint covers a region of
|l | and |b| . 12◦ above a declination of −30◦ (because we
observe from the Northern hemisphere), and we limited it
to areas with E(B−V) . 0.7 to avoid regions with too much
extinction. A pilot program was initiated in 2017A, and ex-
tended to a larger program in 2018A and 2019A. The final
photometric PIGS footprint is shown in the left panel of
Figure 1. A small overlap between neighbouring MegaCam
fields is included for calibration purposes.
2.1 Data reduction and calibration
2.1.1 Reduction
The PIGS MegaCam images are processed similarly to the
Pristine images, as presented in S17b. All downloaded im-
ages are pre-processed by CFHT with the Elixir pipeline,
whose role is to remove instrumental signatures from the
data (Magnier & Cuillandre 2004). The images were pro-
cessed with a version of the Cambridge Astronomical Survey
Unit pipeline (CASU, Irwin & Lewis 2001) tailored to Mega-
Cam images. The astrometry is performed on a CCD to CCD
basis and using 2MASS (Skrutskie et al. 2006) for reference.
While we could also use the Gaia DR2 (Gaia Collaboration
et al. 2016, 2018) astrometry, the shallower 2MASS data
works well for the densely populated regions of the survey
and has the benefit of converging more quickly on a good
astrometric solution, accurate at the 0.1′′ level. This accu-
racy is more than enough to cross-match the sources to Gaia
DR2 positions, and we use the Gaia positions for the stars
throughout this paper. With the CASU pipeline, aperture
photometry is carried out on the individual CCDs to build
a catalogue of sources that are at least 5σ above the back-
ground threshold.
The following quality cuts are made on the Gaia cross-
matched catalogue to create our final non-calibrated cata-
logues:
• casu flag = −1 or casu flag = −2
• Gaia phot variable flag , VARIABLE
• Gaia phot bp mean mag and phot rp mean mag > 0
• Gaia duplicated source = false
The first cut only keeps point-sources from the CASU
CaHK photometry data reduction. The other three are qual-
ity cuts on the Gaia data, removing variable stars, stars that
do not have BP and/or RP photometry, and stars that are
flagged to be duplicated sources. The last flag proved to be
unnecessary in hindsight. The full catalogue consists of more
than 34 million objects with a Gaia DR2 counterpart (there
are fewer unique stars; some stars have multiple entries due
to the overlap between fields).
MNRAS 000, 1–17 (2020)
4 A. Arentsen et al.
0.4 0.6 0.8 1.0 1.2 1.4
(BP − RP )0
−1.5
−1.0
−0.5
(C
a
H
K
−
G
) 0
−
2
.7
(B
P
−
R
P
) 0
Gaia
0.0 0.2 0.4 0.6 0.8
(g − r)0
−0.5
0.0
0.5
1.0
(C
a
H
K
−
g
) 0
−
2
.5
(g
−
r)
0
PS1
−2.5
−2.0
−1.5
−1.0
−0.5
0.0
[F
e/
H
]
(U
L
yS
S
)
0.4 0.6 0.8 1.0 1.2 1.4
(BP − RP )0
−1.5
−1.0
−0.5
(C
a
H
K
−
G
) 0
−
2
.7
(B
P
−
R
P
) 0
Gaia
0.0 0.2 0.4 0.6 0.8
(g − r)0
−0.5
0.0
0.5
1.0
(C
a
H
K
−
g
) 0
−
2
.5
(g
−
r)
0
PS1
−2.5
−2.0
−1.5
−1.0
−0.5
0.0
[F
e/
H
]
(U
L
yS
S
)
Figure 2. Pristine colour-colour diagrams combining our CaHK photometry with broad-band photometry from Gaia (left) and PS1
(right). Top row: stars within our selected magnitude range and passing the parallax cut for a two-degree field of view centred on
(l, b) = (2.4◦, −5.2◦). We show our spectroscopic follow-up for this field, where the selection was originally made using Gaia. These stars
are colour-coded by their ULySS [Fe/H] (for details on the spectroscopic analysis, see Section 3.4). The extinction vector for E(B−V)
= 0.45 (the average in this field) is indicated by the arrow in the top left. Bottom row: 4300 stars in the Southern spectroscopic PIGS
sample (b < 0◦) that pass the ULySS quality criteria. Each hexbin contains at least five stars and is coloured by its average ULySS
[Fe/H]. Single stars are plotted as additional points.
2.1.2 Calibration
The (non-calibrated) catalogue produced after the data re-
duction steps described above needs to be calibrated with
several additional steps. Firstly, because the MegaCam im-
ages show subtle variations in magnitude that depend on
the location in the field of view, a flat-field correction is ap-
plied as determined in Section 2.4.2 of S17b. Secondly, all
MegaCam fields are put on the same scale. S17b used the
determination of the stellar locus in the SDSS dereddened
((g − i)0, (CaHK−g)0) colour-colour space to shift all fields
to the scale of one reference field. The stellar locus con-
sists mainly of metal-rich foreground stars. Unfortunately
this method does not work for our footprint towards the
inner Galaxy. The stellar locus is less well-defined since we
look through a larger part of the disk, and, additionally, cor-
recting for 3D extinction is a challenge. Thus, our MegaCam
pointings are placed to create an overlap between neighbour-
ing CaHK fields of ∼ 0.1◦, and these overlapping regions are
used for a relative photometric calibration. All Gaia DR2
source id’s that have multiple CaHK matches within 1” are
identified, and we assume that these sources are the same
stars observed in two (or more) different MegaCam fields.
These are then used to determine the relative offsets be-
tween fields.
The 2017 and 2018 data sets and calibration are pri-
marily used to select stars for our spectroscopic follow-up
program (described in Section 3). As an initial (crude) cali-
bration, we set one central field as the reference and started
by determining offsets for the directly neighbouring fields
with respect to the reference. For each pair of fields, all stars
in common were used to compute the minimum χ2 and the
best offset. This process was repeated for each of those fields
and their neighbours that had not yet been calibrated, until
all fields are on the same scale. In this calibration, each field
is calibrated with respect to only one other field.
In 2019, the calibration was changed to a more homo-
geneous approach, minimising the χ2 for the overlapping
regions of all fields simultaneously (using only the stars
with CaHK uncertainties less than 0.01), using the iterative
method of Magnier et al. (1992) to find the best solution.
We have since re-calibrated all our photometry using this
approach, including the fields in the 2017 and 2018 foot-
print.
It is important to note that since we perform a relative
calibration, the CaHK photometry is not on the same scale
as the CaHK photometry in S17b. It is only homogeneous
for continuous regions; thus, fields with b > 0◦ and b < 0◦
are not necessarily on the same scale as the two regions do
not overlap.
2.2 Target selection for spectroscopic follow-up
2.2.1 Choice of broad-band photometry
The calibrated CaHK photometry was combined with broad-
band photometry to determine the best metal-poor can-
didates. The CaHK lines are not only sensitive to metal-
MNRAS 000, 1–17 (2020)
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licity, but they also depend strongly on the temperature
of the star, which can be approximated using broad-band
colours. In S17b, SDSS photometry was used, but there is
no SDSS photometry towards the Galactic bulge (York et al.
2000). Instead, Gaia DR2 (Gaia Collaboration et al. 2018)
and Pan-STARRS1 (PS1, Chambers et al. 2016) photom-
etry were used to select targets. To select giant stars that
are roughly at the distance of the bulge (for the typical ex-
tinction in our fields), we limited our magnitude range to
13.5 < G < 16.5 when using Gaia, and 14.0 < g < 17.0 when
using PS1 (see Section 3.1). An additional cut was imposed
on the Gaia parallaxes ($) to remove foreground stars. This
cut has slightly changed during the progress of the survey,
from no cut in our spectroscopic follow-up pilot, in August
2017, to $ > 0.25 mas in 2018A, $ − ∆$ > 0.30 mas in
2018B and $ − ∆$ > 0.25 mas in 2019A.
The use of broad-band colour systems has evolved as
well as we gained further insight by collecting larger spec-
troscopic samples. In 2018, after the pilot program, we en-
thusiastically switched from PS1 photometry to Gaia DR2
photometry when it became available, because the latter
has the advantage of being more precise and having all-sky
coverage. The bulk of our spectroscopic follow-up to date
has thus been selected with the help of Gaia photometry.
Further analysis of the results of these Gaia-selected runs,
however, showed that the PS1 photometry performs better
for our purposes, especially in regions with high extinction.
The reason for this is that even though the Gaia photometry
is much more precise than PS1, it is much harder to correct
for extinction. We have used Gaia extinction coefficients de-
termined by F. Anders 2 for stars of Teff = 5250 K and
an extinction of AV = 1.5 (which corresponds to an E(B−V)
≈ 0.5), together with the Green et al. (2018) reddening map.
Because the Gaia filters are so broad, their extinction coef-
ficients depend non-negligibly on the amount of extinction
itself and on the temperature of the star. The coefficients
are therefore not constant throughout our footprint, which
covers a range of extinction values.
For these reasons, we switched back to using PS1 for our
follow-up in 2019 and indeed noticed that it reduced the con-
tamination from more metal-rich stars. The PS1 filters are
narrower and therefore less dependent on the temperature
of the star and the extinction. Additionally, the Green et al.
(2018) reddening map has been made using PS1 photome-
try and they provide up-to-date PS1 extinction coefficients
to go with this map, making the broad-band de-reddened
photometry more self-consistent. For the CaHK photometry,
the extinction coefficient 3.924 from S17b was used, which
is on the Schlafly & Finkbeiner (2011, hereafter SF11) scale.
Green et al. (2018) provide a 3D map that can be
queried at different distances. For our purposes, we assume
that all dust is located in the foreground disk (which should
be valid in the PIGS latitude range), and query the map at
a distance of 8 kpc. Another assumption is that the extinc-
tion law is constant (and correct). However, Schlafly et al.
(2016) have shown that there appear to be spatial variations,
2 These coefficients are AG/AV = 0.718, ABP/AV = 0.9785 and
ARP/AV = 0.576. They were derived by interpolating between
coefficients for stars of 4000 K and 6500 K. The Schlafly &
Finkbeiner (2011) value for AV = 2.742 (RV = 3.1) was used.
which have not yet been characterised in detail. Finally, the
extinction correction is limited by the pixel scale of the map
used, while the extinction may vary on even smaller scales.
In this paper, whenever photometry is shown (in Fig-
ure 2 and 9), the updated PS1 reddening map by Green
et al. (2019, hereafter G19) was used. The difference be-
tween the extinction coefficients for the PS1 g and r filters
provided by the authors and those from SF11 is significant
(0.35 for both), due to differences in the adopted reddening
vector and scaling of their map. The extinction coefficients
for CaHK and the Gaia photometry are, however, on the
SF11 scale. To convert the Gaia photometry to the G19
reddening scale, 0.35 was added to the AV as used in Foot-
note 2 (assuming that the difference is same as for the PS1
g and r filters, which overlap in wavelength range with V).
The CaHK wavelength range lies outside the PS1 coverage
and is bluer (more affected by extinction), therefore extrap-
olation is likely invalid for this filter. To estimate the G19
CaHK coefficient, we instead tested a range of coefficients
and determined for which value the dispersion in our photo-
metric metallicity bins was the smallest (see Section 5.2 for
a description of the photometric metallicities). A minimum
was found for ACaHK = 4.5, which was therefore adopted as
the coefficient to use with the G19 map.
2.2.2 Metallicity-sensitive photometric selection
In S17b, photometric metallicities for individual stars were
determined from the CaHK and broad-band photometry.
This was not done for PIGS for multiple reasons: our CaHK
photometry is not all on the same absolute scale, the method
had not been calibrated for Gaia broad-band photometry,
and the photometric metallicities would in any case be much
less precise than in the halo because of uncertainties in the
reddening correction.
Instead, a relative selection was applied in each follow-
up field. An example selection for follow-up with Gaia is
shown in the top left panel of Figure 2, for a two-degree field
of view. In this Pristine colour-colour diagram, the metal-
poor stars are roughly expected to lie towards the top. Tar-
gets were therefore simply selected by their vertical location
in this diagram, within a certain (BP − RP)0 range corre-
sponding to the expected location of metal-poor giant stars.
The coloured points are stars followed up spectroscopically,
which have been colour-coded according to their spectro-
scopic metallicity (for details on the spectroscopy, see the
next section). The top-right panel of the figure shows the
same stars, but now with PS1 broad-band photometry in-
stead of Gaia. The contamination of metal-rich stars would
have been lower, if this field had been selected using PS1. In
the bottom row of the figure we present the same diagrams,
now for all stars in our spectroscopic follow-up program with
b < 0◦ (a homogeneously calibrated region of the photome-
try). There is a much clearer gradient with [Fe/H] in the case
of PS1 photometry compared to the Gaia photometry. The
main culprit of this difference is the extinction, which – as
explained above – is difficult to correct for in the broad-band
Gaia filters.
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3 SPECTROSCOPIC FOLLOW-UP
OBSERVATIONS
We performed low-/intermediate-resolution spectroscopic
follow-up of our metal-poor candidates with the 3.9m Anglo-
Australian Telescope (AAT). The follow-up was done with
the dual-beam AAOmega spectrograph (Saunders et al.
2004) with the Two Degree Field (2dF) multi-object in-
strument, which has roughly 360 fibres for science targets
(plus ∼40 sky and guide fibres) over a 2-degree diameter
field of view (Lewis et al. 2002; Sharp et al. 2006). To date,
23 fields have been observed, yielding spectra for 8350 stars.
The right panel of Figure 1 shows the current spectroscopic
PIGS footprint. Three fields were observed in service mode
in August 2017 and June 2018, the rest was observed during
three observing runs in June 2018, August 2018 and April
2019. The observations of two fields in August 2017 were our
spectroscopic pilot program.
In this section, our observing strategy, the data reduc-
tion, the determination of radial velocities, and two inde-
pendent methods of analysing the spectra are described. We
first describe the derivation of Teff , log g and [Fe/H] with
ULySS (Koleva et al. 2009), which is a data-driven method
using empirical reference model spectra. In our second anal-
ysis, the employed method is FERRE (Allende Prieto et al.
2006) with a grid of synthetic model spectra to determine
Teff , log g, [Fe/H], and [C/Fe]. The parameters from ULySS
for the sample in this work were used in Arentsen et al.
(2020), although we note that if the FERRE parameters had
been used instead this would not have altered the results of
that paper.
3.1 Observing strategy
For each field, the top 200 candidates from the photometry
were provided and they were given the highest priority in
the configuration of 2dF. Generally, ∼95% of those candi-
dates were allocated a fibre. The next best 200 candidates
were provided with intermediate priority and the next best
200 candidates with low priority to fill the remaining ∼ 160
science fibres. Stars already in the EMBLA survey were re-
moved from our selection in most fields. 25 fibres were al-
located to sky positions, the input catalogue for these was
created by hand using the Aladin tool (Bonnarel et al. 2000)
and PS1 images. Finally there are 8 fibres for guide stars,
which were selected from Gaia DR2.
The stars were observed with the 580V and 1700D grat-
ings, resulting in blue spectra at a resolving power R∼ 1300
covering ∼ 3700 − 5500 A˚, and near-infrared calcium triplet
(CaT) spectra at R∼ 11 000 covering ∼ 8400 − 8800 A˚. The
CaT spectra were used to determine radial velocities, and
both spectra together to determine stellar parameters and
metallicities.
The recommended magnitude range for stars in one 2dF
field is ∼3 magnitudes. When using Gaia photometry, stars
between G = 13.5 and 16.5 were selected, and when using
PS1, the selected stars were between g = 14.0 and 17.0. We
aimed for a minimum signal-to-noise ratio (SNR) of 20 in the
blue spectra, which meant integrating for 2 hours on each
field. Because there were some fibre throughput issues (see
below), this was not always successful for the faintest stars.
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Figure 3. Distribution of the SNR in different regions of the
AAT spectra. The CaT range is from ∼ 8400 − 8800 A˚. The
SNR4000−4100 = 10 and SNR5000−5100 = 30 quality cuts (see Sec-
tion 3.4) are indicated by the vertical dashed lines.
The SNR in different regions of the spectra is summarised
in Figure 3.
3.2 Data reduction
The spectra were reduced using the AAT 2dfdr3 (v. 6.46)
package. The standard settings for the 580V and 1700D
spectra were used respectively, with the exception of two
parameters that determine how spectra from multiple ob-
servations are combined.
The first setting which was changed is the
FLUX WEIGHT parameter, which determines how
much weight is given to each individual exposure when
combining to a single spectrum. The standard setting
determines a frame zero-point by taking the median of
the zero-points for each fibre. These fibre zero-points are
derived using the difference between an empirical brightness
from a smoothed version of the spectra and the expected
brightness from provided external photometry. The frame
zero-points are used to determine the relative weights of
multiple exposures. This, however, is inappropriate when
there is variation in throughput across the field. From
the 2dfdr quality plots, we concluded such a variation is
indeed present in most of our fields. There are often regions
on the plate that have a reduced throughput. Although
these regions are not always in the same location, they
are usually in the outer regions of the plate. The effect is
described in some detail in the appendix of Li et al. (2019).
The root cause of the problem is the accuracy of the fibre
placement, but exactly why the fibre placement is bad is
unknown. There have been efforts at the AAT to resolve
these problems, but so far no solution has been found (priv.
comm. T. S. Li and C. Lidman). Because of the observed
variation in throughput, we therefore decided to use the
flux weighting by object instead of by frame, where each
object is assigned its own weight in the combination of
multiple frames.
Secondly, the ADJUST CONTINUUM option was
turned off. It was originally introduced into the software
to fix a problem with the continuum of early 2dF spectra,
3 https://aat.anu.edu.au/science/software/2dfdr
MNRAS 000, 1–17 (2020)
PIGS II: survey description 7
which was solved in 1999. The 2dfdr documentation sug-
gests it is worth using for data taken after the problem was
fixed (it is the default), but it can also be turned off. We
found that the default setting sometimes produced spurious,
unphysical calcium triplet line shapes, therefore this option
was disabled.
3.3 Radial velocities
Radial velocities were determined from the CaT spectra us-
ing the fxcor package in IRAF4. The CaT spectra were
cross-correlated with synthetic spectra, which were created
using the MARCS (Model Atmospheres in Radiative and
Convective Scheme) stellar atmospheres and the Turbospec-
trum spectral synthesis code (Alvarez & Plez 1998; Gustafs-
son et al. 2008; Plez 2008). A preliminary velocity was de-
rived using a template with Teff = 5000 K, log g = 2.5 and
[Fe/H] = −2.0. After zero-shifting the spectra, we derive stel-
lar parameters with ULySS (see Section 3.4). To improve the
radial velocities, they were re-derived using the template
that is the closest match to the ULySS parameters, from
the following grid: Teff = [4500, 5000, 5500] K, log g = 2.5 and
[Fe/H] = [0.0,−1.0,−2.0,−3.0]. From the fxcor formal un-
certainties and a test of repeated observations, the radial
velocity uncertainties are estimated to be of the order of
2 km s−1.
3.4 Spectral analysis with ULySS
3.4.1 Method
For the first determination of stellar atmospheric parameters
(Teff , log g and [Fe/H]) the University of Lyon Spectroscopic
analysis Software (ULySS5, Koleva et al. 2009, version 1.3.1)
was used. ULySS is a full-spectrum fitting package that de-
termines the best parameters by minimising the χ2 of the
residuals of the fit between an observed spectrum and model
spectra. The model library used is the empirical MILES li-
brary (Sa´nchez-Bla´zquez et al. 2006; Falco´n-Barroso et al.
2011) with a resolving power of ∼2200, for which Prugniel
et al. (2011) have computed a ULySS interpolator. We use
the version of the interpolator as updated by Sharma et al.
(2016), who improved it for cool stars. Recently, Arentsen
et al. (2019) have used ULySS with this interpolator to
determine stellar atmospheric parameters for DR2 of the
X-shooter Spectral Library (Gonneau et al. 2020). The re-
liability of the method has been tested extensively in the
aforementioned works, and it has been found to be robust
for FGK stars with −2.5 < [Fe/H] < 0.5 and 0 < log g < 5.
Details on how the method works can be found in Prugniel
et al. (2011), it is briefly summarised here.
The model spectrum S(λ) in ULySS is described by:
S(λ) = Pn(λ) × G(vr, σ) ⊗ TGM(Teff, log g, [Fe/H], λ), (1)
where Pn(λ) is a series of Legendre polynomials up to degree
n, and G(vr, σ) is a Gaussian broadening function described
4 IRAF (Image Reduction and Analysis Facility) is distributed by
the National Optical Astronomy Observatories, which are oper-
ated by the Association of Universities for Research in Astronomy,
Inc., under contract with the National Science Foundation.
5 ULySS is available at http://ulyss.univ-lyon1.fr
by the radial velocity vr and the broadening width σ. The σ
is mainly related to the resolution of the spectra and to the
rotational velocity of a star, sometimes it is also increased
to smooth the spectra if no good fit can be found otherwise.
The polynomial Pn(λ) normalises the spectra, correcting for,
e.g., the effects of the detector response and dust extinction.
The TGM function represents the interpolator, which is a
polynomial function that creates spectra from a reference
library for a given combination of Teff , log g and [Fe/H]. In
the fit, the free parameters are Teff , log g, [Fe/H], vr, σ and
the coefficients of Pn(λ).
The spectra reduced to the rest-frame with our prelim-
inary CaT radial velocities were used, therefore vr only ab-
sorbs uncertainties in the velocity. The degree of Pn(λ) was
set to 10, which is enough to correct for the response function
of the detector and the extinction, but not so high that it
starts affecting the parameters. The spectra were fit between
3800 − 5400 A˚. The region of the CH G-band was masked
between 4260 and 4325 A˚, since carbon can be anomalous
in metal-poor stars and it should be avoided that this drives
the fit. The MILES library does not contain the region of
the CaT, so the blue arm was fit alone.
We run ULySS with a grid of initial guesses to avoid
getting trapped in local minima. The starting grid is
Teff = [4000, 5000, 6000] K, log g = [2.0, 4.0], and [Fe/H] =
[−2.4,−1.7,−0.3], and the solution with the smallest χ2 is fi-
nally adopted as the best solution. Furthermore, the /CLEAN
option was turned on, which rejects regions where the fit is
bad due, for example, to bad pixels or features which are
not in the model spectra such as strong carbon bands.
Some spectra do not pass through this first run or have
extremely high σ values. They were rerun with a multiplica-
tive polynomial of degree n = 30, which gives solutions for 89
additional stars. The main reason that these spectra fail, is
that they either have a strong continuum shape that cannot
be corrected with n = 10 or they are very carbon rich, in
which case the higher polynomial degree tries to correct for
the carbon features.
Example fits for seven stars are presented in Figure 4,
in blue.
3.4.2 Selection of reliable results
The atmospheric parameters were determined for 8089 PIGS
stars. To select reliable solutions, the following criteria were
used:
• SNR4000−4100 > 10 or SNR5000−5100 > 30
• signal-to-residual ratio (SRR) > 15
• σ < 150 km s−1
• fraction of rejected pixels in the fit between 4600 −
4800 A˚ < 10% and between 5000 − 5200 A˚ also < 10%
• not double-lined
which leaves 7126 stars. The SNR cut was determined us-
ing repeated observations: above these SNR values, the dis-
persion in the results for individual observations is almost
independent of SNR. This cut removes 677 stars, a rela-
tively large fraction because of the flux-loss issues described
in Sect. 3.2. The second and third cuts were set after in-
specting the fits of stars that passed the SNR criterion, but
had low SRR or very high σ which typically indicates a bad
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[Fe/H] = -2.1, Teff = 5001 K, log g = 2.2
[Fe/H] = -2.0, Teff = 5326 K, log g = 2.6
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[Fe/H] = -1.6, Teff = 4743 K, log g = 1.7
[Fe/H] = -1.6, Teff = 4792 K, log g = 2.0
SNR4000−4100/5000−5100 = 30/86
ULySS [Fe/H] = -1.0, Teff = 5170 K, log g = 2.6
FERRE [Fe/H] = -1.1, Teff = 5342 K, log g = 2.9
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Figure 4. Example fits for ULySS (blue) and FERRE (red) for five metal-poor giants and two CEMP stars. For both analyses, the
observed (normalised) spectrum is shown in grey. Regions in the observed spectra which are masked in the fit are indicated in orange,
these contain both a priori masks (the CH G-band in ULySS and the calcium triplet line cores in FERRE) and pixels that are masked
iteratively. Several of the strongest spectral features have been indicated. For each star, the stellar parameters from both analyses are
shown.
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fit. Then the fraction of rejected pixels in the fit in the re-
gions of two strong carbon bands were used to weed out a
number of carbon-enhanced stars that had not been removed
yet by the other cuts. The ULySS results are not reliable for
such stars. These three cuts remove an additional 136 stars.
The final cut removes stars with double-lined CaT spectra,
based on a cross-correlation function (CCF) analysis. We
cross-correlate the observed spectrum and the radial veloc-
ity synthetic template, and flag stars that have two or more
clear peaks in the CCF (if the secondary is at least 50% as
strong as the primary). This removes a final 150 stars. Given
the crowding towards the bulge, the double-lined stars are
probably more likely to be chance-alignments than spectro-
scopic binaries.
3.4.3 Stellar parameter uncertainties
The formal uncertainties provided by ULySS might under-
or overestimate the statistical uncertainties if the uncer-
tainty spectra are not perfect. To investigate this, a repeat-
observation test as in Arentsen et al. (2019) was used. For
each independent pair of observations of the same star, we
computed the following weighted difference in the stellar pa-
rameters:
∆Pw,i =
P1,i − P2,i√
21,i + 
2
2,i
, (2)
where P represents Teff , log g or [Fe/H],  represents the for-
mal uncertainty given by ULySS, and 1 and 2 indicate two
observations of the same star. The distribution of ∆P should
be close to Gaussian, with a standard deviation σ∆P = 1 if
the uncertainties are properly scaled. A smaller/larger σ∆P
indicates over-/underestimated uncertainties.
We select two fields, one with four sub-exposures
(F 273.7-27.1) and one with six sub-exposures
(F 284.0 30.0). The stars in these fields are a repre-
sentative sub-sample of the total. After applying the quality
cuts for reliable solutions from the previous section, 2850
independent pairs of observations remain, which were used
for the test. For all three parameters the distribution of
∆P is found to be close to Gaussian, with a standard
deviation of 1.2. This indicates that the uncertainties are
somewhat underestimated, therefore we multiply the formal
ULySS uncertainties by this factor to derive proper internal
uncertainties. The median of the internal uncertainties for
the reliable set of ULySS parameters are 32 K, 0.08 dex
and 0.04 dex for Teff , log g and [Fe/H], respectively.
3.5 Spectral analysis with FERRE
3.5.1 Method
The spectra were additionally analysed with the FERRE6
code (Allende Prieto et al. 2006). FERRE performs full-
spectrum fitting against a synthetic stellar model library,
interpolating between the different nodes (the cubic algo-
rithm was selected for the interpolation). In addition, the
6 FERRE is available from http://github.com/callendeprieto/
ferre
Boender-Timmer-Rinnoy-Kan (BTRK) algorithm was used
as the global optimisation technique already included in the
FERRE architecture. For each fit four different runs have
been performed to avoid getting trapped in a local mini-
mum. The Teff , log g, [Fe/H] and [C/Fe] were derived simul-
taneously. In this work, we mainly focus on Teff , log g, and
[Fe/H]. The results with regards to [C/Fe] merit a separate
discussion that is the subject of a forthcoming paper (Ar-
entsen et al., in prep.). The synthetic spectra in the refer-
ence grid were computed with the ASSET code (Koesterke
et al. 2008), with the model atmospheres computed using
the Kurucz code, described in Me´sza´ros et al. (2012), as-
suming a microturbulence of 2 km s−1. The grid is similar to
the carbon-rich ultra metal-poor (CRUMP) grid presented
in Aguado et al. (2017), which has also been used in previ-
ous Pristine analyses (Youakim et al. 2017; Aguado et al.
2019), with two important differences: our current grid starts
at Teff = 4500 K instead of 4750 K, and it extends up to
[Fe/H] = +0.5 compared to −2.0 previously. The grid ranges
and grid steps are the following:
• 4500 K < Teff < 7000 K, ∆Teff = 250 K
• 1.0 < log g < 5.0, ∆ log g = 0.5
• −4.0 < [Fe/H] < +0.5, ∆[Fe/H] = 0.5
• −1.0 < [C/Fe] < +3.0, ∆[C/Fe] = 1.0
where for all nodes [α/Fe] = +0.4. This value of [α/Fe] is
reasonable for bulge stars with [Fe/H] < −1.0 or even −0.5
(Barbuy et al. 2018), but may result in biased results for
more metal-rich stars. However, as the focus of this work
is on metal-poor stars, this grid is the best choice for our
science case. One of the advantages of the FERRE code is
that it is able to fit different regions of the spectrum simul-
taneously even if they have different resolutions. That fact
allows us to use all the information contained in both arms,
fitting the blue and the CaT spectra together. We found, for
instance, that including the CaT spectra reduces the scatter
in the determined log g values considerably, likely because
the wings of the calcium lines are sensitive to gravity. The
blue and CaT spectra were corrected to rest-frame veloci-
ties using the CaT radial velocities. Several artefacts were
removed from the spectra which are the result of dead pixels,
and usually occur in the same place in the spectrum. The
model spectra were smoothed to R = 1300 and R = 11 000
for the blue and CaT spectra, respectively. The observed
and model spectra were normalised using a running mean
filter of 30 pixels.
We ran FERRE twice. First FERRE is run to get an es-
timate of the stellar parameters and a corresponding model
spectrum for each observed spectrum. The cores of the cal-
cium triplet lines were masked because they are strongly
affected by non-local thermodynamical equilibrium (NLTE)
processes7. The residuals between the observed and model
7 The line wings beyond 1.5 A˚ from the line centre can be safely
used in LTE analyses, therefore the central 1.5 A˚ of each line
were masked. However, because of the running mean normalisa-
tion, some of the NLTE information from the core may be spread
to the neighbouring pixels. To test whether this significantly af-
fects the analysis, we compare the results from FERRE runs with
the blue arm only and with both arms together. There are no sig-
nificant systematic changes in the metallicities between the two
runs, although there are some systematic differences in log g. It
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spectrum were used to flag bad pixels. In the blue spec-
tra, the standard deviation σf between model and observed
spectrum was determined in chunks of 200 A˚, because the
SNR varies strongly throughout. Pixels were flagged as bad
if they are discrepant by more than 3σf , and added their
neighbouring pixels if they are discrepant by more than 2σf .
Flagged regions are typically dead pixels that had not yet
been removed, data reduction artefacts or other outliers. For
the near-infrared spectra a single σf was computed since the
SNR does not vary, and the pixels were flagged in the same
way. The threshold was increased to 5σf around the three
calcium triplet lines and the magnesium line at 8806 A˚, to
avoid these lines being removed entirely. The SNR is gener-
ally high enough that uncertainties in the spectral modelling
start to affect the fit of the lines. Typically more pixels are
flagged in the CaT spectra compared to the blue spectra
because of faulty sky subtraction, which affects the infrared
more. When we run FERRE for the second time, the un-
certainties on the pixels flagged as bad are increased to 109,
in order to set their weight in the fit to practically zero.
This second run resulted in significantly better fits for many
stars. Example fits for seven stars are presented in Figure 4,
in red.
3.5.2 Selection of reliable results
Reliable stellar parameters were selected using the following
criteria:
• SNR4000−4100 > 10 or SNR5000−5100 > 30
• log χ2 < −2.4
• not double-lined
which leaves 7186 stars. The SNR cut is the same as for the
ULySS analysis, as is the cut on double-lined CaT spectra.
The cut on the log χ2 of the fit has been set to remove stars
that are outliers by > +3σ from the median. It removed 60
stars on top of the two other cuts.
3.5.3 Stellar parameter uncertainties
The same method was used as with the ULySS analysis to
investigate the magnitude of the formal FERRE uncertain-
ties, using 2785 independent pairs of observations. We find
close-to-Gaussian distributions of ∆P (see Equation 2) with
a standard deviation of 0.1 for each of the three main pa-
rameters (Teff , log g and [Fe/H]) and 0.07 for [C/Fe]. This
means that the formal FERRE uncertainties are severely
overestimated, by a factor of ∼10. No satisfactory expla-
nation for this has been found. After re-scaling the formal
uncertainties into internal uncertainties using the factors de-
rived from the repeated-observations test, the values appear
reasonable. The median internal FERRE uncertainties are
105 K, 0.34 dex, 0.09 dex and 0.12 dex for Teff , log g, [Fe/H]
and [C/Fe], respectively. This is larger than for the ULySS
analysis.
is unclear whether this is because the CaT spectra add necessary
information to get better log g values, or whether this is a NLTE
effect. Since there are no significant changes in the metallicities,
we assume that it is sufficient to mask the cores of the lines.
4 STELLAR PARAMETER RESULTS
The results of the ULySS and FERRE analyses of the
PIGS low-/intermediate-resolution spectra are presented
here. They are compared to each other to identify regions
where the methods have issues and to derive the total uncer-
tainties. The results are also compared to those in the SDSS
APOGEE database for a sub-sample of stars.
4.1 Metallicity distribution and Kiel diagram
There are 7073 PIGS stars that passed the quality crite-
ria for both the ULySS and FERRE analysis methods. The
Kiel diagrams from ULySS and FERRE for these stars are
shown in the top row of Figure 5, the metallicity distribu-
tions in the bottom row. There are several noteworthy fea-
tures in the Kiel diagrams and metallicity distributions, seen
in both analyses. There are a number of metal-rich dwarf
stars ([Fe/H] > −0.5, log g > 3.5) in our sample, which are in
the sample mainly due to the Gaia selection (as can be seen
in Figure 2; and more of these entered our selection box in
higher extinction regions), or due to the selection testing in
our two pilot fields. However, most of the stars in the sam-
ple are giants, consisting of three types. Firstly, there are
the metal-poor red giant branch (RGB) stars which were
the target of our survey ([Fe/H] < −1.5). These are the most
numerous, and correspond to the largest peak in the metal-
licity distributions in Figure 5. Secondly, there are the hotter
horizontal branch (HB) stars, with slightly higher metallic-
ities (−1.5 < [Fe/H] < −1.0). These are unintentionally part
of our selection because they are relatively blue in colour and
therefore also enter our selection box. They are less numer-
ous than the RGB stars, but constitute a significant fraction
of the sample and make up the second peak of the metallic-
ity distribution. These stars are extremely useful, since they
are metal-poor standard candles. Finally, there is a small
number of metal-rich giants ([Fe/H] > −1.0), the result of
“normal” contamination in our photometric selection. There
is such a large number of metal-rich stars in the bulge that it
is to be expected that some of them scatter into our selection
box by accident, especially in higher extinction regions.
There are clear differences between the ULySS and
FERRE analyses, which are the result of different strengths
and limitations of the two methods. The features in the
ULySS Kiel diagram are narrower, which we attribute to
the data-driven nature of this method. Data-driven methods
have two properties that contribute to creating such narrow
features: the reference library contains only “physical” stars
that do indeed exist, and the differences in stellar param-
eters between each of the library spectra is irregular, i.e.,
not constant. The latter aids in the quality of the results by
learning to interpolate between smaller offsets, unlike the
use of synthetic grids, which have regular grid step spac-
ing, thereby missing non-linear interpolation opportunities.
Also, synthetic grids cover all possible combinations of stel-
lar parameters (even those that should not exist), providing
a larger parameter space for exploration, even non-physical
regimes. And finally, most synthetic spectral grids are miss-
ing relevant physics, such as non-LTE corrections for some
elements which can affect the stellar parameters (e.g., Ko-
valev et al. 2019).
Significant efforts are underway to create and/or extend
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Figure 5. Top row: Kiel diagram, colour-coded by [Fe/H] from ULySS (left) and FERRE (right). Each panel shows the stars that pass
the quality criteria for both methods. Bottom row: metallicity distributions, where dashed histogram indicates the distribution with the
other method. Median final uncertainties for metal-poor ([Fe/H] < −1.0) giants are shown in the top left corner of each panel. There are
three grid effects visible in this figure: the [Fe/H] limit in the ULySS analysis is −2.8, and the FERRE grid limits are 4500 < Teff < 7000 K
and 1 < log g < 5.
existing empirical stellar spectral libraries to include more
of the rarer stars (e.g. XSL, Gonneau et al. 2020), although
they remain limited. In the PIGS sample, this limitation is
particularly relevant for the HB stars and for the most metal-
poor stars. In the MILES library and its interpolator (which
is used in the ULySS analysis), only a limited number of
HB stars are present, all with similar metallicities ([Fe/H] ≈
−1.1, Prugniel et al. 2011). It is therefore suspicious that in
the ULySS analysis, we find a peak of HB stars at exactly the
same metallicity. The FERRE analysis should be unbiased
in this regime, and finds the HB metallicities to be ∼ 0.3 dex
lower. There are also only a handful of very metal-poor stars
([Fe/H] < −2.5) in MILES. The limit of the interpolator is
at [Fe/H] = −2.8, hence the spike in the ULySS metallicity
distribution there. In contrast, the FERRE synthetic grid
goes to [Fe/H] = −4.0, therefore the results for the metal-
poor tail are expected to be more trustworthy.
We highlight three final differences between the ULySS
and FERRE analyses. First, the metal-rich dwarfs are more
metal-rich in ULySS than in FERRE. This is due to the lim-
itations of the FERRE grid chosen for this analysis, which
only contains α-enhanced spectra. In our selected magni-
tude range, dwarf stars lie between us and the bulge and are
likely part of the disk, and metal-rich disk stars are typically
not enhanced in α-elements. Therefore our FERRE analysis
does not derive the proper metallicity for these stars. Sec-
ond, there are a number of relatively metal-rich stars that
ULySS classifies as giants with log g ∼ 3.0, and FERRE as
dwarfs/sub-giants (log g > 3.5). Inspection of the spectra
of these stars shows that they have Ca H&K in emission:
these are active stars. This also explains why they ended
up as contamination in our photometric selection: the emis-
sion filled in the Ca II H&K absorption lines, making them
look metal-poor in the CaHK photometry. Retrospectively,
we found that many of these stars can be removed using
a Gaia DR2 selection cut based on a combination of the
mean flux over error for the G-band and the number of re-
peated observations. Finally, there are two sequences for the
giants, which have different metallicities between ULySS and
FERRE. In the ULySS analysis, there are a number of stars
with slightly higher [Fe/H] and lower log g on the hot side of
the RGB. In the FERRE analysis, these stars also have lower
log g but similar [Fe/H] to the main RGB stars. These stars
might be early asymptotic giant branch (AGB) stars. This
hypothesis is strengthened by slightly lower carbon abun-
dances for these stars (early AGB stars have lowered carbon
abundances due to previous internal mixing processes on the
RGB). This observation will be discussed in more detail in
future work (Arentsen et al. in prep.).
4.2 Total uncertainties
In Sections 3.4.3 and 3.5.3 we provided internal uncertain-
ties for the ULySS and FERRE analyses. These indicate the
precision of the derived stellar parameters in both methods.
We can use the comparison between ULySS and FERRE
to determine the external precision, which can be combined
with the internal uncertainties to derive total uncertainties.
The difference in stellar parameters between the two
methods is presented in Figure 6, in a region of the parame-
ter space for which both methods are expected to behave
well (based on the observations in the previous section).
There are some systematic differences between the two anal-
yses. The FERRE temperatures are on average 88 K higher
than those from ULySS, where the discrepancy for the higher
temperature stars is slightly larger. The mean difference for
log g is 0.09 dex higher for FERRE, and it is somewhat larger
for the highest log g stars. Finally, the mean difference in
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[Fe/H] is 0.08 dex (where FERRE is more metal-poor), vary-
ing slightly with [Fe/H]. The standard deviations around the
mean are 120 K, 0.33 dex and 0.17 dex for Teff , log g and
[Fe/H], respectively.
A better measure of the external precision than the
standard deviation around the mean can be made using the
root-mean-square (rms), which includes the biases in the de-
viations from the mean. The external uncertainty can be es-
timated as rms/√2, which assumes that both methods con-
tribute equally to the dispersion. These values have been in-
dicated in the title of each panel in Figure 6, and are 107 K,
0.24 dex and 0.13 dex for Teff , log g and [Fe/H], respectively
(after discarding 3σ outliers). Total uncertainties can now
be derived by quadratically adding the internal ULySS or
FERRE uncertainties and the rms/√2. This results in the
following median total uncertainties for Teff , log g and [Fe/H]
in the ULySS analysis: 111 K, 0.25 dex, and 0.14 dex, re-
spectively, and in the FERRE analysis: 149 K, 0.41 dex and
0.16 dex, respectively.
The external uncertainties on [C/Fe] cannot be derived
in the same way, since it is not a parameter in the ULySS
analysis. Instead, they are estimated by scaling the [Fe/H]
external uncertainties. In the FERRE analysis, the internal
uncertainties on [C/Fe] are roughly 1.5 times larger than the
[Fe/H] internal uncertainties. Assuming that the external
uncertainties follow the same trend, an uncertainty floor of
1.5×0.13 dex = 0.20 dex is added to derive total uncertainties
on [C/Fe]. The median of the total uncertainties for [C/Fe]
is 0.23 dex.
4.3 Comparison with APOGEE
One additional comparison was made with fully external
data, by comparing our derived stellar parameters with
APOGEE for stars in common between the surveys. Be-
cause most bulge surveys contain mainly metal-rich stars,
there generally is a lack of stars in common with this work.
For instance, in APOGEE DR16 (SDSS-IV Collaboration
et al. 2019), there are only a handful of stars in common
with PIGS. This is because APOGEE selects stars “ran-
domly” with respect to metallicity, which in the bulge re-
sults in a predominantly metal-rich sample. However, we are
collaborating with the bulge Cluster APOgee Survey (CA-
POS, Geisler et al. in prep.) to obtain APOGEE follow-up
of more PIGS stars. To date, one CAPOS field which in-
cludes PIGS targets has been fully observed (two additional
fields are scheduled to be observed/finished) resulting in a
total of 69 stars in common between PIGS and APOGEE
DR16+CAPOS with good stellar parameters from both sur-
veys (62 of these come from CAPOS, 7 from DR16). These
stars have SNR in APOGEE between 30 and 150, and me-
dian uncertainties in Teff , log g and [M/H] are 134 K, 0.09 dex
and 0.03 dex, respectively.
The AAT observations of the CAPOS field are unfor-
tunately among the worst in the PIGS sample due to rel-
atively bad weather conditions and the sky subtraction is
sub-optimal. This affects our FERRE analysis more, because
that includes the CaT spectra where the sky subtraction is
more important. Additionally, the APOGEE pipeline strug-
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gles to provide good stellar parameters for very metal-poor
stars (see, e.g., Figure 9 of Leung & Bovy 2019, which shows
that the median absolute error in [Fe/H] rises quickly for
[Fe/H] < −1.7, even in very high signal-to-noise spectra, until
it reaches about 0.4 dex at [Fe/H] = −2.3). The APOGEE-
PIGS comparison should therefore not be over-interpreted,
but it is still a useful additional indication of our external
precision.
The comparison between the PIGS and APOGEE pa-
rameters is presented in Figure 7. The APOGEE [M/H]
was used as metallicity, since for many metal-poor stars
no [Fe/H] is available or uncertain. The dispersion in the
parameters between APOGEE and the ULySS analysis is
comparable to that of the internal comparison (Figure 6),
whereas the dispersions for our FERRE analysis are some-
what larger, as expected due to the lower quality CaT spec-
tra. The biases in the ULySS-APOGEE comparison are neg-
ligible, but in the FERRE analysis they are more significant,
and in the same direction as in the internal comparison (our
FERRE analysis having larger Teff , larger log g and lower
[Fe/H]). This could suggest that the biases in the internal
comparison are mainly due to FERRE.
It is important to realise that this comparison with
APOGEE is only in a limited range of the parameter space.
However, it does show that the typical total uncertainties
we have derived from our analysis appear to be realistic.
5 DISCUSSION OF PIGS SURVEY
PERFORMANCE
5.1 Metallicity distribution
Due to the nature of the PIGS selection, the sample is signif-
icantly more metal-poor than typical inner Galaxy surveys
like for example ARGOS (Ness et al. 2013a) and APOGEE
(SDSS-IV Collaboration et al. 2019). The PIGS metallic-
ity distribution relative to these two inner Galaxy surveys
is presented in the top panel of Figure 8. The metallicity
distribution from the low-resolution EMBLA survey sample
is also included. It is clear that the PIGS sample is unique
compared to existing bulge surveys in its large number of
low-metallicity stars.
The PIGS sample contains ∼ 1300/160/10 stars with
[Fe/H] < −2.0/−2.5/−3.0, respectively (from the FERRE
analysis). The ten most metal-poor stars are spread between
−3.5 < [Fe/H] < −3.0. This is the largest sample of confirmed
very metal-poor (VMP, [Fe/H] < −2.0) stars towards the in-
ner Galaxy, as shown in the bottom panel of Figure 8. It
is also larger than the sample of VMP stars published by
Aguado et al. (2019) for the main Pristine survey, although
their sample contains many more stars with [Fe/H] < −2.5
compared to PIGS. In EMBLA there is a similar number
of stars with [Fe/H] < −2.5 as in PIGS, but the total size of
their sample is twice as large as PIGS. There is only one star
in common between PIGS and EMBLA with [Fe/H] < −2.5
and twenty with [Fe/H] < −2.0, because in most fields we re-
moved the EMBLA stars from our selection. The PIGS stars
with [Fe/H] < −2.5 are distributed relatively homogeneously
over the different fields, see the right panel of Figure 1.
In addition to the VMP stars, the PIGS sample contains
∼ 4900 stars with −2.0 < [Fe/H] < −1.0, an unprecedentedly
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Figure 8. Top panel: Relative metallicity distributions of the
PIGS, EMBLA, ARGOS and APOGEE inner Galaxy surveys.
For PIGS, the FERRE [Fe/H] for the AAT sample is shown, with
the footprint as in Figure 1. The EMBLA metallicities are those
for their AAT sample (provided by L. Howes, priv. comm.), with
a footprint |l | . 12◦ and 3◦ . |b | . 12◦. The ARGOS sample
consists of all fields with field centres |l |, |b | ≤ 10◦ (metallicities
provided by M. Ness, priv. comm.). The APOGEE sample shows
the [M/H] of all DR16 stars in the region |l |, |b | < 12◦ (SDSS-
IV Collaboration et al. 2019). Bottom panel: absolute number of
VMP stars in the same samples.
large sample of metal-poor inner Galaxy stars to be used
to study the metal-poor tail of the Galactic bulge. A first
investigation of this population was presented in Arentsen
et al. (2020), using the metallicities and radial velocities to
investigate the rotational signature in the inner Galaxy as a
function of metallicity. That work shows that the rotational
signal around the Galactic centre decreases with decreasing
[Fe/H], while the velocity dispersion increases. Rotation then
becomes negligible for the most metal-poor stars, providing
a strong constraint for any models attempting to explain the
formation and evolution of the inner Galaxy.
More detailed investigations of this metal-poor sample,
including analysis of the orbits of these stars using (future)
Gaia data, are planned for future work. Stars of special in-
terest for dynamical studies are the ∼ 1700 HB stars, for
which, being standard candles, accurate distances may be
inferred.
5.2 Survey success rates
Using our spectroscopic follow-up sample and spectroscopic
observations from the literature, we investigate how well we
can produce photometric metallicities in PIGS. For indi-
vidual stars, photometric metallicities are likely not good,
for the reasons described in Section 2. Instead, the average
metallicity and the metallicity dispersion were determined
in sub-regions of the Pristine colour-colour diagram and we
investigate how clean a selection can be made for interme-
diate metal-poor (IMP, [Fe/H] < −1.5) and VMP ([Fe/H] <
-2.0) stars.
In this test, the FERRE spectroscopic metallicities were
used instead of those from ULySS, because they are typically
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Figure 9. Mean metallicity in bins of the y-axis of the Pristine colour-colour diagram (left) and the corresponding diagram with the
indicated bins (right). Error bars in the left panel are the 1σ dispersion in each bin for [Fe/H], and for the y-axis they indicate the
size of the bin. Included are stars from PIGS (using their FERRE [Fe/H]), and stars from EMBLA, APOGEE DR16 (using [M/H]) and
ARGOS. Only stars with E(B−V) < 0.6 are included.
better for the VMP stars. We have seen that FERRE is bi-
ased for [Fe/H] > −0.5/−1.0 because the synthetic grid used
only includes alpha-enhanced spectra (see Section 3.5). How-
ever, for the purpose of the tests in this section we included
data from three additional spectroscopic surveys that have
many more stars with higher metallicities, making the small
contribution of metal-rich PIGS stars irrelevant. The three
surveys which were added are EMBLA (low-resolution sam-
ple, L. Howes priv. comm.), ARGOS (M. Ness priv. comm.)
and APOGEE DR16 (SDSS-IV Collaboration et al. 2019).
In the right panel of Figure 9 the Pristine colour-colour
diagram is shown including all spectroscopic data samples
described above. For stars with 0.35 < (g − r)0 < 0.6, where
the discrimination between different metallicities appears to
work best and where most of the stars of interest are located,
it is sliced along the y-axis in bins of 0.1 mag. The left-hand
panel shows the mean [Fe/H] and the dispersion in [Fe/H]
in each bin. Only stars with E(B−V) < 0.6 are used (cor-
responding to roughly Galactic b < −4.5◦) to avoid strong
outliers in very high extinction regions. Additionally, a se-
lection cut using the number of repeated observations and
mean flux over error for the G-band photometry in Gaia
DR2 was included, to remove stars with variable photome-
try from the PIGS sample.
Figure 9 shows that there is an almost linear relation
between the y-axis colour and the metallicity in this regime,
which confirms that our box selection for follow-up is a good
way of selecting the most metal-poor stars. The [Fe/H] dis-
persion in the bins ranges from 0.30−0.45 dex, and the typi-
cal [Fe/H] difference between bins is ∼ 0.2 dex or more. The
largest dispersion is in the intermediate metallicity range,
possibly because it contains the largest mixture of stars of
different surveys (and each has been analysed differently),
or because the metallicity-sensitivity in this regime of the
diagram is more non-linear.
We use the relative number of IMP and VMP stars in
our best selection bins to estimate the PIGS selection effi-
ciency for metal-poor stars in the inner Galaxy. In the most
metal-poor bin, 86% and 80% of the stars have [Fe/H] < −2.0,
for regions with E(B−V) < 0.4 and > 0.4, respectively. If, in-
stead, the two most metal-poor bins are combined the num-
ber of stars is increased five-fold (to 500). In these bins, 80%
of the stars have [Fe/H] < −2.0 and 98% have [Fe/H] < −1.5,
for regions with E(B−V) < 0.4. This goes down to 63% and
93%, respectively, in E(B−V) > 0.4 regions. These efficiencies
do not change significantly when using (g− i) as the effective
temperature indicator instead of (g − r). One might expect
the former to work better because the g and i filters cover
a longer wavelength baseline, and should thus yield better
temperature estimates. However, because they are further
apart, the extinction correction of the difference between
the two filters is likely less good. These two effects appear
to roughly cancel each other in PIGS.
We compare our efficiency to the results from Casey &
Schlaufman (2015), using 2MASS and WISE photometry to
identify VMP stars in the bulge region, who report a success
rate of 20% of their candidates having −3.0 < [Fe/H] < −2.0.
The EMBLA survey has not published success rates, but
the metallicity distribution of their low-resolution follow-up
sample peaks around [Fe/H] = −1.0 (Howes et al. 2016, see
also Figure 8), whereas PIGS peaks at lower metallicities.
Additionally, as discussed in Section 5.1, their sample has
a similar number of stars with [Fe/H] < −2.5, but twice as
many stars in total. We therefore conclude that our selec-
tion is more efficient. Taken together, this shows that the
efficiency of PIGS for selecting metal-poor stars in the bulge
region is unprecedented.
6 SUMMARY AND OUTLOOK
In this paper, we have presented the Pristine Inner Galaxy
Survey. The ∼ 250 deg2 of photometric CaHK observations
in the bulge region, the data reduction and calibration, and
the low-/intermediate resolution spectroscopic follow-up of
∼ 8000 metal-poor candidate stars were described in detail.
Robust stellar parameters and metallicities were determined
for the spectroscopic data using two completely independent
analysis methods: 1) ULySS, a full-spectrum fitting package
using an empirical library, and 2) FERRE, a full-spectrum
fitting method employing a synthetic stellar model library.
Our analysis with ULySS is restricted to the blue arm only,
whereas FERRE can fit both blue and red arms of our obser-
vations simultaneously. The application of two methods al-
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lowed us to make an in-depth comparison between the merits
and weaknesses of both methods in the context of analysing
metal-poor stars, some of which are inherent to the empiri-
cal/synthetic nature of their model spectra. The use of these
two complementary methods further enables the estimation
of an external uncertainty on top of the internal uncertain-
ties of each of the methods separately. An additional, com-
pletely independent, comparison has been carried out with
overlapping stars observed with APOGEE.
As a result of its effective selection of metal-poor tar-
gets, PIGS data at the moment includes 1300 stars with
spectroscopic [Fe/H] < −2.0, the largest sample of confirmed
very metal-poor stars in the inner Galaxy to date. Combin-
ing spectroscopy and photometry, we tested the performance
of our photometric selection of metal-poor stars. An efficient
selection of [Fe/H] < −2.0 stars can be made; PIGS has a 90%
success rate using the most conservative selection indepen-
dent of the extinction (producing only a small sample), and
a success rate of 75%/60% (intermediate/high extinction)
for a sample five times larger. PIGS is therefore the per-
fect source of metal-poor candidate targets for future spec-
troscopic surveys in the inner Galaxy, such as for instance
the multi-object spectroscopic 4MOST Milky Way Disc and
Bulge Low-Resolution Survey (4MIDABLE-LR, Chiappini
et al. 2019).
Additionally, our sample includes a large sample of
metal-poor horizontal branch stars. These stars are interest-
ing in their own right, especially because of their standard
candle nature.
Some follow-up work using the sample and analysis pre-
sented here is already underway. The third PIGS paper will
present carbon abundance results from the FERRE analy-
sis, including an investigation of the sensitivity of the Pris-
tine filter to the carbon abundance, results on the carbon-
enhanced metal-poor stars in the inner Galaxy, and an inves-
tigation of the evolution of the carbon abundance in metal-
poor giant stars. A further paper in the PIGS series will focus
in more detail on the dynamical properties of the metal-poor
stars in the inner Galaxy using (future) Gaia data. We plan
to derive distances and orbital properties for the spectro-
scopic metal-poor sample ([Fe/H] < −1.0). Additionally, as
proper motions in the inner Galaxy become more reliable
with future Gaia data releases, it may be possible to include
the much larger photometric samples of metal-poor stars
in kinematic analyses. Finally, we note that there is an on-
going high-resolution spectroscopic follow-up of PIGS stars
that will be described elsewhere.
In the coming years, large samples of metal-poor in-
ner Galaxy stars, such as provided through PIGS and other
(future) surveys (for example Gaia DR3+ and 4MOST, de
Jong et al. 2019) will provide a unique view of the central
regions of the Milky Way. The chemistry and kinematics of
these stars will lead to insights into the early history of the
Milky Way, and large samples of them will allow for the
discovery of rare stars whose abundance patterns teach us
about previous, early generations of stars, all the way back
to the First Stars.
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