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1. INTRODUCTION 
In a recent paper, Jacobowitz considered the second order ordinary differential 
equation 
X” +f(t, x) = 0 (1) 
where f is periodic in t, has the same sign as x and grows faster than linearly as 
1 x 1 approaches infinity. He proved the following 
THEOREM 1 [6]. Assume thatf(t, x) satisjies the conditions: 
(ai) f is continuous in (t, x), periodic in t with period w > 0, and solutions of 
(1) are unique with respect o initial data. 
(b,) xf (t, x) > 0 for x # 0. 
(4 limlk x-‘f(t, x) = co, un;formly in t. 
(d,) x-‘f (t, x) is bounded on 0 < / x 1 < 1, uniformly in t. 
Then (1) has infinitely many periodic solutions. 
Because f (t, 0) E 0, standard techniques of degree theory cannot be used 
here, since the periodic solutions they predict could well be the trivial solution 
of (1). Jacobowitz’ result was obtained by an application of the Poincare- 
Birkhoff “twist” theorem. 
In [2], we sought to remove the sign restriction (b,) under the belief that it 
was essentially the superlinearity condition (ci) that yielded the existence of 
periodic solutions. Since the conditions required of f become, perhaps of 
necessity, somewhat more complicated, we shall restrict ourselves here to 
stating the result obtained for the special, but interesting, case 
xx + q(t)&9 = 0 
where g has the same sign as x and q is periodic and oscillatory. 
(2) 
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THEOREM 2. Assume that q(t), g(x) satisfy the following conditions: 
(a*) q, g are continuous, q is periodic with period w > 0, has isolated zeros 
and at least one change of sign on (0, w), and solutions of (2) are unique with respect 
to initial data. 
(b,) xg(x) 3 0 for all x. 
(cg) limi,i,, x-‘g(x) = co. 
(eJ SC” [l + G(s)]-~/~ ds < CO, where G(x) = Jig(u) du. 
(fz) If I is an interwal on which q(t) >, 0, then solutions of (2) with an 
initial time to E I are continuable to the whole of I. 
Then (2) has infinitely many periodic solutions. 
A complication that arises with the removal of the sign condition on q is that 
given a suitable growth rate near infinity on g, solutions of (2) with an initial 
time to belonging to an interval I on which q(t) < 0, may fail to be continuable 
to the whole of I. We were able to exploit this fact in constructing periodic 
solutions. This is the reason for the condition (ez) (see also [l]). We remark that 
the absence of the boundedness condition (d,) of Theorem 1 and the insertion of 
(fi) into Theorem 2 reflect a difference between the techniques used in the two 
theorems. \Ve shall say more about (fa) in Section 4. 
In this paper, we seek to replace the superlinear conditions (cr), (cs) by a 
sublinear condition near zero, that is lim,,, 1 x-‘f (t, x)1 = ok. We show that if 
the sign condition on f is retained, the Jacobowitz’ method of proof goes through 
essentially unchanged (Theorem 3). Without this condition, nonuniqueness of 
the zero solution may occur and we can use this to obtain the sublinear analogue 
of Theorem 2 (Theorem 4). Theorems 3 and 4 will be proved in Section 3. 
In order to clarify the applicability of our results, the question of uniqueness 
will be taken up in Section 4 and examples will be given to indicate that the 
uniqueness results of that section are, in a sense, best possible. 
We would suggest that the results of this paper, together with those for the 
superlinear equation illustrate the duality between on the one hand, super- 
linearity and noncontinuability, and on the other hand, sublinearity and non- 
uniqueness of the zero solution, a duality that has been previously noted by 
Heidel [5]. 
2. STATEMENT OF RESULTS 
In this section we give the results to be proved in Section 3 and introduce 
some notation. 
THEOREM 3. Assume that f (t, x) satisfies the following conditions: 
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(aa) f is continuous in (t, x), periodic in t with period w > 0 and solutions o, 
(1) are unique with respect o initial data. 
(bs) xf (t, x) > 0 for x # 0. 
(4 lim,+o x-lf (t, x) = 00, uniformly in t. 
(da) x-‘f (t, x) is bounded for 1 x 1 > 1, uniformly in t. 
Then (1) has injnitely many periodic solutions. 
THEOREM 4. Assume that q(t), g(x) satisfy the following conditions: 
(a4 q, g are continuous, q is periodic with period w > 0, has isolated zero> 
and has at least one sign change on (0, u , and if I is any interval on which q(t) 3 0: ) 
solutions of (2) on I are unique with respect o initial data. 
(b4) xg(x) 3 0 for aZZ x. 
(4 link0 x-‘g(x) = co. 
(e4) j-i1 G-1/2(~) ds < co, where G(x) = JEg(u) du. 
Then (2) has injinitely many periodic solutions. 
Notation. When we desire to draw attention to the initial data, a solution 
x(t) of (1) or (2) with x(t,) = u, x’(t,) = v, will be denoted by x(t, , (u, v); t) 
and its derivative by x’(t, (u, v); t). Otherwise, shorter forms will be used. 
B(0; r) will be used for the ball of radius r in R2, and throughout, modulus signs 
will indicate the Euclidean norm in the appropriate dimension. The complement 
of a set S will be denoted by SC and S n Tc by S\T. Denote the closed annulus 
{a: r < / x 1 < R) in R2 by A(r, R). 
3. PERIODIC SOLUTIONS 
We need several lemmas. The first expresses the idea that if f does not grow 
faster than linearly for large 1 x ] , then solutions of (1) cannot oscillate too 
rapidly. 
LEMMA 1. Let f (t, x) be continuous such that soZutions of (1) are unique with 
respect o initial data. Assume that (ba) and (da) hold for t E [a, b]. 77zen there are 
positive constants M, , X, such that if x(t) is a solution of (1) with x2(a) + x’2(a) >
Mo2, then x(t) has at most one zero on [a, a + &I. 
Proof. First we note that the continuity off and condition (da) imply that 
there is a constant C such that 1 f (t, x)1 < C(1 + 1 x I) for all x and for all 
t E [a, b]. Without loss of generality, assume C >, 1. For any solution x(t) of(l), 
we have I x”(t)/ < C(1 + 1 x(t)l), for all t E [a, b]. Standard comparison theorems 
imply that solutions of (1) are continuable to the whole of [a, b]. Since solutions 
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to initial value problems are unique, they are continuous with respect to initial 
data and so the function 
is continuous from [a, b] x R1 to R2. In particular, 4 is bounded on [a, b] x 
[-4C, 4C] by @kZ,, say. Define A, to be min.(b - a, l/C). Note that A, < 1. 
Suppose e(t) is a solution of (I) with f”(u) + t’2(a) 2. MO2 and has successive 
zeros at t, , t, E [a, a + A,]. It follows from the definition of 4 and of Ma that 
1 r(ti)i 3 4C, i = 1, 2. Without loss of generality, assume f(ti) > 4C, 
[‘(t,) < --4C, t(t) > 0 on (ti , ta). If 5 attains its maximum on (ti , ta) at 7, then 
for some u E (ti , T), we have 
(“(0) < s < F < -4P < -2c. 
1 
Since 0 <f(t, 5) < 2C for 0 < 8 < 1, it follows that [(T) > 1 and so there 
exist t a , f, with t, < t, < t, < t, such that 
5(h) = 6%) = 1 
with E(t) > 1 on (t2, t4) and f(t) < 1 on (tl , t3) U (t4, tJ. Sincef(t, E(t)) < 2C 
on (ti , t.J, we have 
if&) > 4c - 2C(t, - tl) > 4c - 2cx, g? 2c. 
Similarly, E’(t,) < -2C. 
Now let 
h(t) =.f(b 3 &3h t < t, 
= f(4 EW/S(th t, < t < 4 
= f(t* 7 &‘I)), t, < t. 
We note that h(t) is continuous and 0 < h(t) < 2C for all t. Define f(t) to be 
f(t), for t, < t < t4; to be the solution of 
x” + h(tJ x = 0, &) = c!(5) = 1, x’(5) = c?(h), for t < t,; 
and to be the solution of 
x” + h(tJ x = 0, x(t4) = &4) = 1, X’(tg) = fyt,), for t4 < t. 
Then f(t) is twice continuously differentiable on R’ and satisfies 
.p + h(t) f = 0, for all t. 
Let t, be the zero of z(t) immediately to the left of t, . For t < t, , we have 
f(t) = A sin(m(t - to)), 
S’(t) = A d@&+c’Nts) (t - to)), 
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for some A > 0, and 
-& > -I$$ = 7& tan(d@J(t, - to)) 
’ t3 t3 
3 t, - t, , 
since 0 < d/ho (t, - t,,) < r/2. Similarly, if t, is the zero of f(t) immediately 
to the right of t, , we have 
1 
t5 - t4 < 2c . 
Thus f(t) has two zeros t ,, , t, , a distance apart no greater than t4 - t3 + l/C < 
h, + l/C < 2/C. But since 0 < h(t) < 2C for all t, the Sturm separation 
theorem implies that 
which is a contradiction. It follows that s(t) can have at most one zero 
in [a, a + A,]. This proves the lemma. 
In the next lemma, a sublinearity condition is assumed on f as well as a sign 
condition. There are two ideas involved. One is that solutions of (1) may be 
made to have arbitrarily many zeros on [a, b] by choosing sufficiently small 
initial conditions at a; the other is that for suitably chosen arcs of initial condi- 
tions at a, the corresponding arc of terminal values at b will wind around the 
origin. 
LEMMA 2. Letf(t, x) be continuous with xf(t, x) > Ofo~ all x and all t E [a, b] 
and assnme that solutions of (1) are unique with respect o initial data. Let Z be a 
@site subset {t, , t, ,..., tk} of [a, b] and suppose that lim,, x-lf (t, x) = CO, 
uniformly for t in any compact subset of [u, b]\Z. Let N be a positive integer and let 
E > 0, M > 0 be given. Then there exist R = R(e, M), r = r(N, E, M) and 
6 = S(N, E, M) with 0 < r < R < M, 0 < 6 < E having the following property: 
If r = b(s) = b%(s), l%(s)): s E C% m is any simple continuous arc of initial 
conditions in R2 such that 
(a) T is contained in the closed unnulus A(Y, R), intersecting each of its 
boundary components 
(b) r is disjoint from at least one of the coordinate axes of R2, and 
(c) solutions x(u, y(s); t) of (1) are continuable to [a, b] for all s E [a, fl, 
then the set of terminal conditions T* which is the image of T under the 
;;; Y(S) - Y*(S) = (4, Y(s); 4, ~‘(a, Y(S); 0 is a simple continuous arc such 
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(i) I’* lies within the closed annulus A@, l ) and 
(ii) r* winds around 0 at le& 2N times, that is if arg y*(s) is any continuous 
argument function on I’*, then j arg r*(p) - arg y*(o~)I > 2N7r. 
Remarks. 1. Since the zero function solves (1) on [a, b] and since initial 
value problems are uniquely solvable on [a, b] (and hence are continuously 
dependent upon initial conditions) it follows that the continuability condition (c) 
will be met if M is sufficiently small. 
2. Since I’* is disjoint from 0, there will exist continuous argument func- 
tions. 
Proof. By the Remark 1 above, we may choose R = R(M, e) so that 
0 < R < M, any solution of (1) with x2(a) + x’2(a) < R2 is continuable to 
[a, b] and x2(t) + d2(t) < l 2 for all t E [a, b]. Again, by the continuous depend- 
ence of solutions on initial conditions, and the uniqueness of the zero solution 
on [a, b], we see that there is a positive integer n, = n,(R) such that every 
solution of (1) with x”(a) + x’2(a) = R2 has at most n, zeros on [a, b]. Let 
n = 2N + n, + 2, and let c = min,gti<t,Gk 1 ti - tj 1 (if 2 = 4, let c be any 
positive number less than b - a). We may choose v = q(n, c) > 0 such that 
x-lf(t, x) 3 9n2r2/cs whenever 0 < ( x I < 7 and I t - 2 / 3 $c (for all t E [a, 61, 
if 2 = 4). Now choose Y = r(N, E, M) so that 0 < r < R and for any solution 
x(t) of (1) with x2(a) + x’2(a) < r2, we have x2(t) + d2(t) < q2 for all t E [a, b]. 
For such solutions, if ti + $c < t < ti+l - Qc, we have x” + Q(t) x = 0, where 
Q(t) > 9n%r2/c2. It f o 11 ows from the Sturm separation theorem that x(t) has at 
least n zeros on [ti + *c, ti+l - *cl, and hence at least n zeros on [a, b]. (If 
2 = +, x(t) has at least n zeros on any subinterval of [a, ZJ] of length Qc.) Define 6 
to be the minimum of x2(b) + P(b) as x(t) ranges over all solutions of (1) with 
(x(a), x’(a)) E A(Y, R). Then 6 > 0 by uniqueness of the zero solution. 
Now let r be any arc satisfying (a), (b) and (c), and let r* be its image. Then 
(i) follows from the definitions of R and 6. If arg y*(s) is a continuous argument 
on r*, there will be a corresponding argument function arg y(s) on r such that 
(n(s) - 1) r d I arg y(s) - arg y*(s)1 G n(s) r 
where n(s) is the number of zeros of x(a, y(s); t) on [a, b]. We have one of 
n(a), n(/3) at most n, , the other at least n = 2N + n, + 2. The condition (b) 
on r implies that 1 arg y(01) - arg r(/3)I < rr. Hence I arg y*(a) - arg r*(/3)I >
(n - 1) m - rr - n,,?r > 2N77 which proves (ii). 
We note the following. 
COROLLARY. Let f (t, x) be as above. Then for any positive integer N and any 
E > 0, there exists h = h(N, 6) > 0 such that all solutions of (1) with x2(a) + 
d2(a) < X2, have at least N zeros on [a, a + ~1. 
Now we may establish Theorem 3. 
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Proof of Theorem 3. The essential argument is given in the proof of 
Theorem 1 in [6]; it is enough here to indicate the difference between the 
superlinear case and the sublinear case. Let R be the half plane in x,y, t-space 
defined by x = 0, y > 0. The map T: R -+ R is defined as follows: Given 
y,, , t,, consider the unique solution to (1) with x(t,) = 0, x’(t,J = y,, . The sign 
condition on f, together with periodicity, implies that this solution returns to R 
at some future time t, . Let yr = y(ti) and define T by T(y, , t,,) = (yl, tl). 
Now Lemma 1 of [6] remains true; we replace Lemma 2 of [6] by our Lemma 1 
and replace Lemma 3 of [6] by the Corollary to our Lemma 2. Then T is a twist 
map in the sense of PoincarC and the rest of the proof of Theorem 3 is a close 
analogy to that of Theorem 1. 
Before proceeding to the proof of Theorem 4, we need a lemma concerning 
nonuniqueness of the zero solution of (2). 
LEMMA 3. Let q(t), g(x) be continuous -for all t and all x, respectively, with 
xg(x) > 0 for all x and lil G-l12(s) ds < co, where G(x) = Jig(u) du. Let 
q(t) -=c 0 on (a, b). 
Then there is a p0 > 0 such that for every t, E (b - p,, , b) there is a solution x of 
(2) with x(t,) = x’(t,) = 0, x is continuable to [to, b] and x(b) > 0. A similar 
statement holds near a. 
Proof. Let M = max,,[,,,l (q(t)1 > 0. For arbitrary to E (a, b) and E > 0, 
let 4, be the solution of x” = Mg(x), x(t,) = E, x’(t,) = 0 on its maximal interval 
of existence [to , wJ. E,(t) is positive and increasing in t and we have -&.$‘2 = 




= dz@(t - to), t E [to, we) (3) 
If $ du/ d/G(u) = D(E), we have lim,,, D(E) = D > 0, and so 
I 
* du -- __- --- 
.z dG(u)‘iD 
-- 
for small enough E. It follows from (3) that for small enough E, W, > 
to + D/2 dm. Now define p,, to be D/2m and henceforth assume that 
b - to < p0 . For E = 0, we may choose & to be the solution of X” = Mg(x), 
x(to) = x’(t,) = 0, given by 
s 
Co(t) du 
-- = dzv(t - to), 
o d/G(u) 
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For E > 0, it is clear that t,(t) > [s(t) on their common right interval 
of existence, and so 
s c,(t) Eq&g-G-) < dziqt - to), t E [to,63 -+ Pal. (4) 
Now choose an arbitrary interval I = [to , t, + pi] with 0 < p1 < b - t, and 
let m = min,,, / q(t)1 . Then m > 0. For E > 0, let q(t) be a solution of (2) 
with x(tJ = E, x’(tJ = 0. Since 0 < q(t) < M on [to , b], we have 
and it follows from (3) and the definition of p0 that xc(t) is continuable to [to , 61. 
For t E [to, t, + pi] we have ~1 > mg(x) which yields 
.r 
x,(t) du ---- __-__ 
E dG(u) - G(E) 
> 1/2m(t - to). 
It follows from (4) that 
x,(t) 3 50 (to + g(t - t,)) , t, :; t -c: t, - p1 . 
Thus 
For small enough E > 0, the x,(t) are uniformly bounded and equicontinuous on 
[to , b] and SO for a subsequence X, = x,~ , E, --f 0, we have X, + x0 uniformly 
on [t, , 61, where x,,(t) is a solution of (2) with x,,(t,) = x,‘(t,) = 0, and x,(b) > 
&(t, + (m/M) ps) > 0. Thus the lemma is proved. 
Proof of Theorem 4. Choose t, E [0, w] such that (I changes sign at t, . 
Dissect [to , t, + w] into t, < t, < ... < t,, = t, + W, where the ti are the 
points at which q changes sign. Without loss of generality, assume that 
( -l)i 4(t) 3 0 on [ti , t&j. 
Consider an interval 1,,-i = [t .- s3 i , t,J on which q(t) < 0. Since 4 has 
isolated zeros, and using Lemma 3, we may find 72i-1 , rzj with tzipl < ~~.-i < 
7zj < tzj , such that q(t) < 0 on (ttjel , ~~~-r) U (Tag , t,?), all solutions of (2) 
with x(~s+r) = x’(~~~-i) = 0 are continuable to [tzjpl , T+J, and there exists a 
solution xzj+(t) of (2) satisfying the above initial condition with x,j_l(t,j-l) # 0. 
An analogous statement holds on [ 7ai , tzi] for some solution x&t). Let SzjPl 
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be the set of points (~(t~~-~), ~‘(t~&) in R2 where x ranges over solutions of (2; 
with ~(7~~~~) = ~‘(7~~~~) = 0. From Kneser’s theorem [4, page 151, it follows 
that S,-, is a continuum. Since 0 E S2,-l and zziPl = (~~+~(t~~-~), &(t~~-~)) E 
S,-, , it follows that S2+.l is nontrivial. Furthermore, the sign condition on 1 
on [t2i-l ,tti] implies that S2i-l intersects either one of the coordinate axes of 
R2 only in 0. A similar statement holds for S, , the set of points z2i = (I, 
I’) where x tanges over solutions of (2) with ~(7~) = ~‘(7~~) = 0. 
Choose a sequence of continuous arcs yn’ in R2 such that 0 E y,,‘, zzIc E yn’, 
yn’ intersects either one of the coordinate axes only at 0, and each point of y,,’ 
is within a distance l/n of S,, (possible since S,, is a continuum). Likewise, 
choose a sequence of continuous arcs vn’ in R2 with 0, z1 E rln’, intersecting 
either one of the coordinate axes only at 0, each point of rln’ within a distance 
l/n of S, . 
In Lemma 2, let [a, b] = [to, tl], choose N = 2, E = Q / x1 1 , M = 4 1 x2* ) 
and let Y = r(2,~, M), R = R(2, E, M), 6 = 6(2, E, M) be chosen accordingly. 
Let ‘yn be a subarc of yn’ contained in the closed annulus A(Y, R) and intersecting 
each of its boundary components, let rln be a similar subarc of vn’ with respect 
to the close annulus A(@, 2~). By Lemma 2, the image yn* of yn under the 
map z + @(to , x; h), ~‘(t, z; h)) is a continuous arc contained in A@, E), 
which “winds” around 0 at least twice. Thus it contains a subarc 7% which 
intersects both halves of the coordinate axes which bound the quadrant of R2 
containing 77% . Together with the appropriate segments of the coordinate axes, 
yoE forms a closed Jordan curve I’, with one end of 7% interior to I’, and the other 
end of 7% exterior to r, . Thus rlfi intersects r, . Since it is disjoint from either 
coordinate axis, r], intersects yn and hence yn* in 5, , say, where 5, E A(& 6). 
Let 0, be the corresponding point of yra , i.e. 8, = (x(tl ,5,; t,,), ~‘(t, 5,; to)). 
Then en E A(Y, R). Choose subsequences tinj , i&i converging respectively to 
80 E A(Y, R), 5’ E A(& 6). Then 8O E S,, , [l E S, and if x(t) is a solution of (2) 
with (x(to), x’(to)) = 80, then (x(t& X’(Q) = &‘l. Note 80 # 0 f [l. Repeat this 
argument on [t2i ,t2j+1], j = I,2 ,..., h - 1, obtaining e2j E Szi , q2j+l E S2j+l , 
e2j # 0 # ~~j+l such that if x(t) solves (2) with (~(t~~), x’(tzj)) = e2j, then 
W2~,1)7 x'(tzj+d) = T2j+l* 
Define e21t o be 8O. 
Now define f(t) on [to , to + w] as follows: 
On [t2i ,t2i+1], j = 0, 1, 2 ,..., K - 1, E(t) = ~(t,, Pi; t); 
on (t2i+l , 72j+1 > , j = 0, 1, z..., k - 1, S(f) = tzj+Jt), where 52j+1 is a 
solution of (4 with Lj+1(72j+1) = ~%~+~(7~i+d = 0, (f2i+db+A Eij+l(t2j+l)) = 
72i+l. 
on [Ts+~ , T2,+A, j = 0, 1, 2 ,..., K - 1, &) = 0; 
on (T~+~, tti+,), j = 0, 1, 2 ,..., k - 1, (4(t) = .$zi+2(t), where 52f+2 is a 
solution of (2) with h~+~(~~i+~) = c%j+2(~2i+2) = 0, (t2i+2(b+z), tki+2(h+2)> = 
t92j+2. Next we define t(t) on the whole of R1, by extending it periodically. 
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It follows that f(t) is a nontrivial periodic solution of (2). Clearly we may 
be able to obtain infinitely many such periodic solutions by varying 
the initial choice of T?‘s, within the permissible range afforded b! 
Lemma 3. 
Remark. Although the periodic solutions obtained are nontrivial, they do 
vanish identically on certain intervals. We shall give an example in Section 4 
that shows that such behaviour may be unavoidable. 
4. UNIQUENESS OF THE ZERO SOLUTION 
Theorems 3 and 4 both require uniqueness of solutions of (1) and (2) with 
respect to initial data on any t-interval on which xf(t, X) > 0 for all X. However, 
the sublinear behaviour off near x = 0 precludes the imposition of the usual 
locally lipschitz condition there, although we may use this condition away from 
x = 0. In order to understand the type of condition that may be employed, we 
confine our attention to (2). 
If q(t) > 0 on [a, b], Heidel[5] has shown that if 4 is continuously differentiable 
then the zero solution is unique. If we only have q(t) 2 0 on [a, b], Heidel proved 
that there is still uniqueness provided that 4 satisfies certain growth restrictions 
near its zeros, which prevent it from being in some sense too “flat”. Heidel’s 
conditions imply in particular that 4 is piecewise monotone near each of its 
zeros. 
We shall show that it is sufficient for q to be differentiable and piecewise 
monotone on [a, b]. 
THEOREM 5. Let g(x) be continuous with xg(x) 3 0 .for all x. Let q(t) ;;- 0, 
continuously d$erentiable, and piecewise monotone on [a, b]. Then the zero solution 
of (2) is unique, i.e. for any 7 E [a, b], the onl’y solution of(2) zoith X(T) = S’(T) = 0 
is x(t) - 0 on [a, b]. 
Proof. Since q(t) is piecewise monotone, the complement of the zero set of 9 
on [a, b] consists of finitely many open intervals and we may decompose [a, b] 
into a = t,, < t, < ... < t, = b, where each li = (tjel ,tj) belongs to one of 
the following categories: 
(A) ~(t)~~Oonlj, 
(B) q(t) > 0 and increasing on Ij , 
(C) q(t) > 0 and decreasing on lj . 
Furthermore we may arrange for 7 to be t,-, for some k. 
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Now we define a (discontinuous) Liapunov function E(t) = E+(t)) on a 
solution x of (2) as follows: 
+ Wth t E Ij , if either Ij satisfies (B) and j 3 K, or if 
Ij satisfies (C) and j < k. 
= WV) + q(t) W(t)), t E Ij , if Ii satisfies (A), or if Ij satisfies (C) and 
j > k or if Ij satisfies (B) andj < k. 
We leave E undefined for tj ,  = 0, l,..., 1~. Now E(t) is differentiable everywhere 




GO for t E Ij , if Ij satisfies (B) and j > k 
and 
E’(t) = q’G(x) < 0 for t ~1~ , if 1j satisfies (C) and j > k. 
Thus E’(t) < 0 for all t 3 7, other than t = t, , t,,, ,..., t . Let x,, be a solution 
of (2) with x,,(r) = x0’(7) = 0. We have 
I 4 I G PM I &,)I 
-G 4(t) 
for t sufficiently close to 7, since g(0) = 0. Thus / x0’ 1 < sz q(s) ds for 
0 < t - 7 < 6 for 8 sufficiently small. It follows that there exist 7fl 4 Q- such that 
I q,‘(~,)l < (l/n) q(T,J, and G(x(T,J) < lb. Thus 





1 4YT7a) + 4(Tn) 
and so lim,,, E(T,) = 0. 
Since E(t) >, 0, E’(t) < 0 for all t E (t,-, , tk), it follows that E(t) = 0 on 
(t,_, tr). Thus x,,‘(t) = 0 on (t,-, tk) and so q(t) = 0 on (t,-, tk). Hence 
xo(t,) = xo’(tk) = 0. We may repeat this argument on each of the intervals 
(tjel ,tj) in turn, for j > k, to deduce that x&t) z 0 on [T, b]. 
Similarly, we find that E’(t) > 0 for all t < 7 other than t,, t, ,..., t , and we 
obtain x,,(t) = 0 on [a, T]. 
Remarks. 1. We could relax the condition on q to that of being differen- 
tiable, and piecewise monotone in a neighborhood of each of its zeros. 
2. In the special, but important case, g(x) = I x 1a sgn X, 0 < 01 < 1, 
Wong [7] has pointed out that the continuously differentiable condition may be 
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weakened to Q of locally bounded variation, in the case q(t) > 0. In much the 
same way, for q(t) >, 0,it is enough that q be of locally bounded variation, and 
piecewise monotone near each of its zeros. 
We give an example to demonstrate that the condition of piecewise mono- 
tonicity near the zeros of q cannot in general be removed. 
EXAMPLE I. 
We inductively define sequences {tn}, {s,} with 0 = t, < si < t, < s, < .‘., 
and a function x0(t) as follows: 
Let t, = 0. Suppose that 0 = t, < s1 < t, < ... < s, < t, have been defined 
together with a continuously differentiable function x0(t) defined on [0, t,] 
with x,,(tJ = 0, x,‘(t,) = (-1)” 2-4n. Extend x,(t) to [t, , s,J by defining it to 
be the solution of 
x” + .$ . ‘-j-%$/3 = 0, X(L) = 0, x’(tJ =- (-1)” 2-4” 
where s, is chosen so that (-1)n x,,(t) > 0 on (t, , s,) and x,,‘(s~) = 
(-l)n+r 2-4’n+1). Next extend x,,(t) to [s, , n+l t ] by defining it to be the solution 
of 
X” = 0, x(&J = 4&n), qSn) = xoysn) = (-ly+l 2-4(~-11), 
where tn+l is chosen so that xo(t,+l) = 0. On integrating, we find that 
$4 + & p-&/3 = 4 . 2+, 
so that 
Xy3(t) < 2-7n’*, x;*(t) < 2-4n on [t, , s,]. 
Hence 
It follows from the Sturm comparison theorem that s, - t, < 7~/2~ 1/2/3. 
We have xa(s,) < 2-21n/4 < 2-5n, so that 
t n+1 - s,~ < 2--5n/2--4n-4 = 16 . 2-4 
- 
Thus t n+l < t, < (V 1/3/2 + 16) 2-“. We note that x,,(t,+,) = 0, xo’(tn+l) = 
(-I)“+1 2-4(n+1) and x,,(t) is continuously differentiable on [O, t,,,]. Thus the 
sequences {tn}, {sn} and the function x&t) are inductively defined. We see that 
lim,,, t, = T < co. Now define 
q(t) = -g 2-“, 
= 0, 
= 0, 
t, < t < s, 
sn -=I t < tn+1 
t 3 7. 
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and extend x,,(t) to [T, CO) by defining it to be zero there. Then x0(t) is a Cl 
nontrivial function satisfying x” + q(t) &3 = 0 for almost all t E [0, co); 
X(T) = X’(T) = 0. 
Thus q(t) is piecewise continuous, countably monotone and of totally 
bounded variation (Var. q = 9) without uniqueness of the zero solution of 
x” + q(t) x113 = 0. We may easily modify this example to make q(t) continuously 
differentiable for all t, by “smoothing” it in sufficiently small neighborhoods 
of the points t, , s, . 
A similar kind of example may be constructed of a Cl function q 2 0, of 
totally bounded variation and countably monotone for which x” + q(t) x2n+1 = 0 
(n > 1) has noncontinuable solutions. This answers a question raised by 
Heidel in [SJ. 
Next we give an example to show that the periodic solution exhibited by 
Theorem 4 may have to be zero on certain subintervals of R1. 
EXAMPLE 2. 
Consider the equation 
X” + q&3 = 0 
where 
q(t) = -1, 472 < t < 4n + 2, n = 0, fl,... 
=< 4n + 2 < t < 4n + 4, n = 0, fl,... 
(5) 
where l > 0 is to be determined. (As in example 1, q could be made smooth.) 
Let t(t) be any solution of (5), defined for all t, with ((t,,) = 01 > 0, f(t,) = 
P 2 0, t(t) > 0 on (to, 2), where t, E [O, 11. Let x,,(t) be the solution of (5) 
with x,,(t,) = x,,‘(t,,) = 0, x0(t) > 0 on (t,, , 2) and xl(t) the solution of (5) with 
~,(t,,) = 01, xl’(to) = 0, xl(t) > 0 on (t, , 2). From integrating (5), we have 
f2 4x0 - Sxf” on (to, 2) 
so that x0(t) = cr(t - t,J3 (cl = l/6 46). Thus x,(2) = 42 - to)3 > cl . A 
simple comparison shows that x,(2) > cl . We also have &x’~ = @&‘” - a4/“) 
on (t,, 2). Thus 





dv --- = 
0 2/(1 + v)4’3 - 1 
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&3 s ‘1 dv --=> 0 I$" 
so that 
(t - to)2 al’3 
x1(t) - a > - 
2 . 
Thus x,(2) > 01 + a?‘J3/2. Since x,(2) > c, , we deduce the existence of a 
constant c2 > 0 such that x,(2) > 01 + csxi’“(2). Now we have 
572) = 2/s v+‘“(2) - 014’3 2 d$xyy2) $Lqqz 
3 21 3c -y- 4’3(2) = c34’3(2), 
say. Again a simple comparison shows that t(2) > c, , l(2) 3 a! + &/s/2, and 
since $32) = &3s + Q($/3(2) - a*/“), we find that 5’(2) > c~[I-/~(~). Further- 
more, since c(t) > 0 on (to , 2), we have c(f) > f(ts) = p and so t(2) 3 
a -i-8(2 - t,) > ,B. Thus 
432) < p + p(2) - (2 - to) d 5‘(z) + @‘“(2) < f(2) (1 + 2C;(2’3)) = C,f(2), 
say. We have found that 
0 < c351’3(2) < 5’(2) < c*t(2). 
If [2, T] is the largest subinterval of [2, 41 on which c(t) >, 0, we have 
t’(t) < t’(2) d C&(2) f or t E [2, T] and f(t) < (1 + 2c4) f(2). Then (5) 
gives c(t) > --6(1 + 2c4)lj3 f1j3(2) = -q,$“(2), say, and so t’(t) >
[cs - (t - 2) E&J .$r/s(2) > 0, provided that B < c3/2c5 .Hence for such a choice 
of E, we find that T = 4 and f(4) > 0, f’(4) > 0. Now we may repeat the 
previous to show that 5 is positive and increasing on [4, 81 and by induction that 
[ is positive and increasing on (t, , CO). 
If instead, we have f(to) > 0, f(t,) < 0, then either we have E(Q) > 0, 
(‘(t,) 2 0 for some tl E [l, 21 or we have f(t,) = 0, [‘(t,) < 0 for some t, E [0, I]. 
Using arguments analogous to the above, we find that in the former case t(t) > 0 
and decreasing on (-co, t,); in the latter case, if E(t) is not to be identically 
zero on some interval [t2 , t3], we must have either t(t) > 0 and increasing or 
negative and decreasing on (t2 , co). Similar arguments hold if &to) < 0. Thus 
we see that every solution of (5) w rc h’ h is nowhere trivial must be strictly mono- 
tone and hence nonperiodic on some half line. 
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5. CONCLUDING REMARKS 
Some generalization of Theorems 3 and 4 is possible. For example, we may 
show that (aa) and (ca) implies that solutions of (1) are extendable to the real 
line. For let V(t) = +(~a + xl2 + 1) for any solution z(t) of (1). Then 
V’ = x’(x + x”) = x’(x +f(t, x)). Using (aa) and (ca), we have 1 V’ 1 < 
K 1 x’ / (1 + 1 x 1) for some constant K 
Thus V(t) 6 V(t,,) eXit-% for any t, and V(t) < co for all t. It follows that 
x(t) is extendable. Consequently, we may drop condition (ba) from the statement 
of Theorem 3 by using an alternate application of the PoincarC-Birkhoff theorem 
(see [6], page 51). 
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