passenger aircraft operating at hypersonic speeds. The aircraft and spacecraft being developed by companies such as these also have the shared aerodynamic mission requirement of being able to operate at high speed in rarefied atmospheric conditions. This presents a new challenge to computational fluid dynamics practitioners who have largely relied on continuum solvers, such as those based on the solution of the Euler or Navier-Stokes equations, for aerodynamic modelling analysis in the aerospace vehicle design cycle.
A C C E P T E D M A N U S C R I P T
In the upper atmosphere, where this new generation of aerospace vehicles are designed to operate, often the low density environment necessitates a more fundamental approach to aerodynamic modelling. This paper presents a novel solver based on a full solution of the Boltzmann equation and shows how this solver can be effectively utilised in the context of design, by coupling it with an evolutionary optimisation algorithm. The combined Boltzmann solver and optimisation strategy are used to consider a range of hypersonic reentry design problems in two dimensions.
First the reasoning behind the requirement for a molecular solution approach, based on solution of the Boltzmann equation, is explained in Section 1.2. The solver will be introduced in Section 2 followed by the results of a series of solver validation studies presented in Section 3. The Modified Cuckoo Search evolutionary optimisation algorithm is outlined in Section 4 followed by a discretisation convergence study for the hypersonic test case in Section 5. Finally the results of the optimisation study and discussion are included in Section 6
followed by some concluding remarks and recommendations in Section 7.
Molecular Gas Dynamics
A gas flow may be modelled at either the macroscopic or microscopic level. At the macroscopic level the assumption must be made that the gas properties can be regarded as continuous variables. If this assumption is reasonable then the Navier-Stokes equations provide the appropriate mathematical description of the physics of the flow.
We can classify a gas flow in terms of the non-dimensional Knudsen number, Kn, defined as
where λ is the mean free path of molecules in the flow, i.e. the average distance travelled between collisions, and L is some typical length scale in the flow. The continuum assumption is traditionally considered valid for Kn < 0.1 [4] . However, this can be misleading if the global Knudsen number is defined using a single, fixed, L.
In reality Kn varies throughout space, therefore we can more precisely define a local Kn by defining L as the scale length of the macroscopic gradients.
Where ρ is the fluid density. The Knudsen number limits on the conventional formulations to describe gas flows is shown schematically in Figure 1 . 
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A N U S C R I P T Figure 1 indicates that there is a significant range within the Knudsen regime where the traditional continuum equations are no longer valid. There are many hypersonic applications which involve low density and therefore high Kn flow, generally involving flight at high altitudes. For example, it has been noted that flow in the nose region of the space shuttle above 92km cannot be treated properly by purely continuum assumptions [5] .
In particular the failings are illustrated when considering the velocity and temperature boundary conditions. The conventional viscous no-slip condition begins to fail and the flow velocity at a surface takes on some finite value. When considering the temperature slip condition, the continuum equations may still be applied, with modifications. As altitude continues to increase, a point is reached where we can no longer cling onto the continuum equations. Then we must seek solutions to the fundamental Boltzmann equation and think in terms of the underlying molecular kinetics. The air density eventually becomes low enough for the collisions between molecules to be ignored. For a space vehicle, this free molecular regime begins at an altitude of about 150km.
The Boltzmann-BGK Equation
It will be useful at this stage to introduce the Boltzmann equation and its BGK form simplification [6] . Note that its derivation can be found in the following references [4, 7, 8] . The full Boltzmann equation can be written as,
where f = f (r, c, t) is the distribution function, n is the molecular number density, F describes any force fields that might be present, such as gravitational or electrostatic and Q(f, f ) is the term accounting for molecular collisions.
The Boltzmann equation is an integro-differential equation and analytical solutions are restricted to extremely simple applications [9, 10] . The term Q(f, f ) is a five-fold integral, in three spatial dimensions, and is the source of many of the difficulties in solving this equation [7] . As a result of this, simplification of the Boltzmann equation is usually focussed on some form of complexity reduction of the collision term. The most useful of these simplifications by Bhatnagar, Gross and Krook [6] relies on the assumption that departures from thermodynamic equilibrium are relatively small. This assumption leads to the simplification that the effect of molecular collisions in a gas is to return a non-equilibrium molecular velocity distribution to equilibrium at a rate proportional to the molecular collision frequency such that the Boltzmann-BGK equation becomes,
where ν(r, t) is a term proportional to the molecular collision frequency and f 0 is the local Maxwellian equilibrium distribution function defined as,
in three dimensions where c 0 is the bulk velocity of the flow and β = (2RT ) −1/2 = m/(2kT ), R is the gas constant, T is the gas temperature measured in Kelvin, m is the molecular mass and k is the Boltzmann constant (taken as 1.380650524 × 10 −23 Joules/Kelvin).
A helpful derivation of the Maxwellian distribution function is provided by Vincenti and Kruger in [11] . The inclusion of the equilibrium distribution function in the BGK term means that the Boltzmann-BGK equation
is still a non-linear integro-differential equation, because f 0 is a function of the stream velocity, c 0 and the temperature, T , which are obtained by taking integrals over f . However, computationally, the BGK term is significantly less demanding than the full Boltzmann equation right-hand side term. Solution of the Boltzmann-BGK equation will form the basis of all of the work presented in this paper.
Boltzmann-BGK Solver

Physical and Velocity Space Discretisation
The solution approach for the Boltzmann-BGK equation will briefly explained in this section. For a full description of the algorithm derivation the reader is referred to [12] .
Since the single dependent variable, the velocity distribution function, in the Boltzmann-BGK equation is defined across both physical space and velocity space, a suitable discretisation approach must be adopted for both domains. The two dimensional physical space domain, Ω r , is discretised into an unstructured assembly of discontinuous, linear, triangular elements with nodes at the vertices as shown in Figure 2 . A discontinuous discretisation approach was chosen in order to naturally capture solution discontinuities such as shock waves.
This scheme also lends itself naturally to parallelisation of the solver which is important because of the high demand placed on memory in the solution process. The corresponding two dimensional velocity space domain, Ω c , is, in principle, infinite in extent i.e. there is no natural limitation on the maximum speed of a molecule. However, a finite limit, r v , must be placed on the radial extent of the domain. The 'rule of thumb' that was used on the velocity space limit in this work is that the the velocity space should be several times larger than the mean thermal (peculiar) molecular velocity [4] .
The velocity space domain description is shown in Figure 3 (a).
As the velocity space domain contains no internal geometries it can be discretised as a single high order (spectral) element. This is advantageous for efficient integration over the domain. It is convenient to map the domain from polar coordinates in real space into a quadrilateral element in the (η, ζ) plane, shown in Figure 3 (b), using the transformation 
Nomenclature
Since the molecular number density, n, and the distribution function, f , always appear together in the Boltzmann-BGK equation it is possible to solve for the variable nf . There is no computational advantage of separating these variables since they appear together in the computation of the moment integrals at the postprocessing stage. Throughout this paper the subscript/superscript notation (nf ) m r,c will be used implying the value of nf at timestep m, spatial coordinate r and velocity coordinate c.
Equation Discretisation
A two-step discontinuous Taylor-Galerkin [13, 14] approach is implemented taking advantage of the approximation (nf )
where Q is computed as Q = ν(r, t)((nf 0 )−(nf )) with f 0 representing the Maxwellian equilibrium distribution function, given in equation (5), modified to its two dimensional form, f 0 (c) = β 2 /π exp(−β 2 (c − c 0 ) 2 ) and ν is the molecular collision frequency determined as where σ T is the total collision cross section [4] . If we make the assumption of hard sphere molecules, we obtain the simplest possible expression for the total collision cross section, σ T = πd 2 , where d is the molecular diameter.
Step 1
A piecewise-constant increment ∆(nf ) re,c is computed on each physical space element according to
where the summation k extends over the three nodes of element re, ∆t is the global timestep governed by the Courant stability condition [12] . N k is the standard, piecewise-linear finite element shape function associated with node k in physical space and
A C C E P T E D M A N U S C R I P T
The element fluxes at the half-timestep are then approximated by the piecewise linear discontinuous represen-
Second Step
A piecewise-linear approximation for ∆(nf ) on each physical space element is assumed which is discontinuous at the element edges. The element nodal values of the solution increment over the complete timestep are determined according to
where M L ] re is the standard, lumped, 3x3 physical space element mass matrix, F
denotes the normal component of the upstream flux at the physical space element edges for a velocity of c, Γ re is the physical space element boundary and Ω re is the physical space element domain.
For inter-element edges, the direction of the flux across the edge must be calculated based on the convection velocity. The convection velocity is determined by the v-space node under consideration (i.e. the molecular velocity). If the flux is 'into the element', the integral in the first term on the RHS of (12) is given a value based on the corresponding upstream element edge flux. If the flux is 'out of the element', the same term is given a negative value based on the normal edge flux at that edge in the element. This ensures the local conservativeness of the scheme, since the fluxes of the distribution function are transferred directly from one element to the next.
In the BGK formulation shown here, the term ν is regarded as a collision frequency term and governs the rate at which the distribution function is restored to equilibrium. The form of the BGK collision term is such that the distribution function will be restored to equilibrium in a timescale,
This places a further restriction on the allowable timestep size
in addition to the Courant condition.
Boundary Condition Application
There are a range of potential approaches to deal with boundaries in the context of solution of the Boltzmann equation as detailed in the literature [15, 8, 16] , often implemented in the context of the simplified lattice Boltzmann approach [17] . In this work, application of the boundary conditions in the algorithm is achieved by an appropriate modelling of F types of boundary need to be considered; inflow, outflow and wall. Note that a more extensive discussion of the boundary condition implementation can be found in [12] .
The assumption is made that the gas flow entering the physical space domain is in thermodynamic equilibrium and governed by a set of user-prescribed macroscopic properties. As such, for molecular velocities directed into the physical space domain at an inflow boundary the inter-element flux is constructed as
is the Maxwellian distribution function in two dimensions. If the molecular velocity is directed out of the physical space domain the flux is computed as usual according to equation 10.
Outflow
At a physical space domain boundary flagged as an outflow the assumption is made that the gradient of macroscopic variables is zero perpendicular to the boundary and that the underlying molecular velocity distribution function is constant across the boundary. Therefore fluxes both into and out of the domain are constructed based on values inside the domain. This approach requires that outflow boundaries are positioned sufficiently far downstream for any unwanted reflection effects to be negligible.
Wall
At a wall the condition that must be enforced is zero mass flux across the boundary. In a molecular kinetic theory description this is expressed as
where F n,c = (c.n)f (c, r, t) and Γ r is the p-space domain boundary. This condition is ensured by an appropriate modelling of molecular collisions with the wall. We make the assumption that a certain fraction, α, of molecules are absorbed by the wall and remitted in equilibrium with wall, i.e. they are reflected back into the domain with a Maxwellian distribution based on the wall temperature. This is termed diffuse reflection. The remaining fraction, (1 − α), are not absorbed by the wall and simply reflect directly back into the domain. This is termed specular reflection. These two models, for the interaction of a flux of molecules with a solid surface, was first suggested by Maxwell [44] . The term α is known as the 'absorption coefficient'. The distribution function of the net reflected flux of molecules is, therefore, constructed as
where
and n is the outward facing unit normal at the wall. If T w is the wall temperature and R is the gas constant, then M w is determined as
The parameter η is used to enforce the zero perpendicular mass flux condition using the method outlined in [12] .
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Post-processing for macroscopic variables
At each point in physical space, the mean value of any molecular quantity, Q, is defined as
By setting Q to the appropriate molecular quantity, we can obtain the macroscopic properties as follows;
-density ρ: Q = m where m is the molecular mass
To determine the temperature, we simply use the definition of kinetic temperature,
We evaluate the integral in equation (21) by transforming the coordinate system from the real v-space coordinates to the (η, ζ) plane. Moving from Cartesian to polar coordinates gives us
The Jacobian, J, of the transformation from Cartesian to polar coordinates is, therefore,
so that
The mapping from the real polar v-space to the (η, ζ) plane gives
so that the Jacobian, J, of the transformation is
We can rewrite equation (25) as
so that the integral in equation (21) may be evaluated using the high order quadrature method as
where the summations are over all the v-space sampling points in the discretisation, w i is the weighting associated with the point and |J| = πr 2 v (η i + 1)/4. The macroscopic variables are calculated at the element nodes. For post-processing of the results, data defined at the mesh nodes is required. This is achieved using the simple element weighted averaging procedure.
where Q m is the value of the macroscopic variable at the mesh node, the summations are over each discontinuous node, i, meeting at the mesh node, A i is the area of the element associated with discontinuous node i and Q i is the value of the macroscopic variable at discontinuous node i.
Parallelisation
Due to the large memory requirement involved in discretising both physical and velocity space domains, parallelisation of the algorithm is required for realistic problems to be tackled (even in two dimensions). The code has therefore been parallelised via physical space domain decomposition utilising the METIS family of graph partitioning libraries [18] . For more details the reader is referred to [12] .
Solver Validation Study
A range of test cases were considered to validate the performance and capabilities of the Boltzmann solver prior to commencing the optimisation study. These cases considered flow problems across a range of Knudsen number, Mach number and absolute length scales.
High Knudsen, Low Mach Gas Expansion
The first validation case considered was specifically chosen as a problem that would be challenging for a traditional continuum solver; the problem of modelling Argon gas initially trapped within a tube expanding into a vacuum. This problem was set up such that the Knudsen number is based on the initial gas density and reference length, L, the initial extent of the gas as shown in Figure 5 . This figure also shows the physical space mesh on which this simulation was run containing 1,538 triangular elements (i.e. 3 x 1538 = 4614 discontinuous nodes) and 961 nodes in the velocity space discretisation. This results in a total of 4614 x 961 = 4,434,054 degrees of freedom (DoFs) in the system. This resolution of grids was chosen following a mesh convergence study (detailed in [12] ).
A summary of the computational parameters used to conduct this transient simulation are shown in Table 1 .
Note that the term β used to non-dimensionalise time and velocity is defined as β = (2RT )
whereR is the universal gas constant, T is the initial gas temperature (in Kelvin), m is the molecular mass and k is the Boltzmann constant (1.380650524e −23 J/K). It is evident that, despite this being a relatively simple problem run on a coarse physical space mesh the computational demand is high.
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A N U S C R I P T wallclock runtime 6hrs to t/βL = 8.0 The results in Figure 6 show excellent agreement with the analytical solution [4] to this problem up until a non-dimensional time, t/βL, of 2.0. Beyond this time oscillations in the solution were observed (evident in Figure 6 at t/βL = 2.0) which are due to reflection effects from the farfield outflow boundaries. This problem could be remedied by increasing the lateral extent of the physical space domain.
Low Knudsen Supersonic Flow Simulation
The second validation case study was chosen to test the solver's ability to simulate continuum, supersonic flow phenomenon and in particular the thermal effects across a shock wave. A test case was chosen at low Knudsen number, within the continuum regime, at a low supersonic Mach number to determine if the correct stand-off bow shock location and associated temperature jump could be predicted. The computational parameters used for this test case are shown in Table 2 . Note that computationally this is far more expensive than a typical continuum solver, requiring 16 cores of a PC cluster running for 24 hours to achieve a solution converged to three significant figures in the lift and drag coefficient predictions. Figure 7 shows the predicted pressure contour, Mach number and temperature predictions for this case resulting from the Boltzmann solver. Note that no physical space mesh refinement was carried out along the shock front and therefore the shock is artificially 'smeared'. However, the results are still in excellent agreement with continuum solver predictions [7] and the computed temperature jump across the shock of 1.29 is very close to the analytical prediction for the temperature jump across a Mach 1.5 normal shock given by (
The stand-off distance of the bow shock of 0.25c (where c is the chord length) is in good agreement with the range of solutions in [19] for a freestream Mach number, M ∞ of 1.5. These results gave confidence that the solver has the inherent ability to predict shock wave position and strength effectively without any requirement for additional numerical stabilisation. The final validation test case considered is a notoriously challenging [20, 21] computational problem: the prediction of the drag forces on a nano-particle. In this case the Knudsen number is in the transition range between continuum flow and true molecular flow (Kn = 0.0214) because of the small length scales involved. In this case a 2D circular particle of diameter 2nm was considered in the centre of a channel of width 8nm at a range of Reynolds' numbers from 0.2 to 2.0. The computational parameters used for this are shown in Table 3 .
There is no analytical solution or accurate experimental data available for cases at this length scale but there is a wide range of results from computational predictions in the literature for drag on particles at this scale [20, 21] . Figure 8 shows a comparison of the drag coefficient predicted by the Boltzmann-BGK solver across the considered Re range with the molecular gas dynamics (MGD) approach used by Hafezi et al [20] and the continuum (Navier-Stokes) boundary condition correction approach of Lagree et al [21] . The results from this solver lie in the range between these two approaches. This, again, gives confidence that, with no adaptation of the algorithm, this solver is capable of solving problems across a range of length scales from nano to macro.
Solver Validation Summary
The Boltzmann-BGK solver outlined in Section 2 has been rigorously tested on range of flow problems across a range of Knudsen, Reynolds and Mach numbers including flows involving free surfaces and shock waves. For more details on the solver validation in the continuum regime, including comparison with continuum solver results, the reader is referred to [7, 12] . Having tested the algorithm on on these non-continuum test cases the main focus of this work was undertaken (i.e. to couple the Boltzmann-BGK solver to an optimisation algorithm in order to study design considerations for vehicles operating under hypersonic conditions in the upper atmosphere). This work is outlined in the remainder of this paper. A C C E P T E D M A N U S C R I P T
Optimisation
There is a long history of applying classical gradient based optimisation methods to shape optimisation [22] . Gradient based techniques take an initial design as an input and determines the gradient of the objective function we wish to minimise with respect to each design variable. The primary advantage of these methods is a high computational efficiency due to a high rate of convergence [24] . This speed has enabled these techniques to make an impact in real design cycles [25] . Despite this success, it is well understood that gradient based techniques are highly dependent on the initial design. It can be shown that given a bad enough initial design an otherwise obtainable optimum solution can not be found [24] . This motivates the application of gradient free optimisation techniques [26] .
During the 1950s and 1960s, computer scientists investigated the possibility of applying the concepts of evolution as an optimisation tool for engineers and this gave birth to a subclass of gradient free methods called genetic algorithms (GA) [27] . Many algorithms have been developed that have been inspired by nature, for example particle swarm optimisation (PSO) [28] , differential evolution (DE) [29] and Cuckoo Search (CS) [30] .
Evolutionary techniques are heuristic in nature and use large populations of agents to search the design space. In our application each agent represents a particular aerodynamic design. The objective function can be calculated at the position of each agent to define its fitness, then a series of rules are followed to move the agents, hopefully, towards the global minimum. These rules are split into two broad categories. Mutation operations which search new areas of the design space and crossover operations which search areas where good designs have already been found. Each iteration, or generation, these rules are repeated. In practice testing for global convergence is not straight forward and these types of algorithms tend to be left to run for a given time. A successful gradient free optimisation technique will find a balance between exploring new parts of the search space and refining areas of the search space where current information suggests the minimum might be. The objective function will need to be evaluated for each agent each generation, which results in a large number of objective function evaluations. This means that the computational efficiency of gradient free techniques is often inferior to gradient based methods [31] . The problem is particularly significant when considering applications where a single objective function evaluation represents a significant computational cost, such as the one presented here. [36] taking inspiration from the reproductive strategy of cuckoos.
Modified Cuckoo Search
CS was introduced in 2009 by Yang and Deb
The key component of the strategy, mimicked by CS, is the aggressive behaviour of cuckoos which lay eggs in the nests of other species. If the cuckoo egg differs significantly from the eggs of the host bird, there is the chance that the host may abandon the nest and the eggs. Cuckoo eggs have slowly evolved to prevent this by mimicking the patterns of the eggs belonging to other local species of birds [30] .
In the CS algorithm a population of agents, or eggs, are generated to each represent a particular set of variables. The objective function is evaluated for each egg, and the eggs are placed in nests. In sequence each cuckoo takes a random Lévy flight, which is an optimum random search pattern [37] , starting at a random egg and produces a new egg at its new location. The location corresponds to a new set of variables for the objective function. The fitness of the new egg is determined by evaluating the objective function at that location. The cuckoo picks a nest at random and the current egg in that nest is replaced if the new egg has a better fitness. To model the risk of a host bird discovering eggs with poor fitness, a fraction of the worst solutions are discarded at each generation and new solutions are randomly generated.
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Although this method can eventually reach a better optimum solution than other popular gradient free techniques, much like in natural evolution the number of generations, and hence objective function evaluations, required to reach this optimum can be very large [30] . The eggs are essentially searching independently from one another and a certain percentage of the failing searches are restarted each generation. This motivated the development of modified cuckoo search (MCS) [26] .
MCS introduces exploitation into the algorithm by exchanging information between the eggs found so far.
A search is performed along a line between two eggs, selected at random from a group making up a fraction of the best. This modification resulted in a rapid convergence to the global minimum, even at high numbers of dimensions [26] .
Both CS and MCS have been successfully applied to a number of problems [38, 39] . More recently a number of improvements to MCS were made [40] which are used in this paper. The effect of these improvements were tested on a number of rotated and shifted benchmark problems, showing that MCS out performs a number of other optimisation algorithms. An open source version of the MCS algorithm used in this paper is available [41] .
The tuning parameters used are the same as reported in [40] . Due to the high computational cost of the solver a population size of 10 was selected and the optimiser was run for 10 generations. The initial generation was randomly generated using Latin hypercube sampling of the search space.
Objective Functions
In this paper we consider four objective functions,
, which will be defined in this section. In all cases the optimiser aims to minimise the value of the objective function. The objective functions are defined as follows:
Where p are the shape parameters (to be defined in Section 4.3), T max is the maximum local surface temperature on the body and T c is a designer selected penalty based on the maximum temperature, e.g. T c could be set by the designer such that if T max > T c the optimiser will try to reduce the temperature. The results of optimising d 1 (p) and d 2 (p) will tell us the rough range of C d achievable with the parameterisation selected.
The work flow we wish to illustrate is designing a shape which finds a balance between maximising the drag and minimising the temperature. d 4 (p) is a mathematical expression of this objective. Since we are working in two dimensions selecting a value for T c is not straight forward. Optimising d 3 (p) will determine the lowest achievable maximum temperature which will be used to select a realistic value for T c .
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Given a priori knowledge of the high computational expense of direct Boltzmann equation solution, it was decided to limit the study in this case to two dimensions. Note that future work to extend the capabilities presented in this paper to 3D is discussed in Section 7. For the same reason, it was also beneficial to limit the dimensionality of the design space as far as possible in order to keep the appropriate number of agents used in the evolutionary optimisation algorithm to a minimum. It was decided to construct a generic 'reentry vehicle type' geometry out of a double ellipse constructed as shown in Figure 9 focussing the front portion of the vehicle. Note that this is usually the most critical geometric aspect of a reentry vehicle (particularly in terms of heating) during the hypersonic reentry phase of a space mission. Four geometric parameters were used to construct the geometry: the major radius of the body ellipse, a, the minor radius of the body ellipse b, the minor radius of the cockpit ellipse, c and the major radius of the cockpit ellipse, d. As well as these four geometric parameters, the angle of attack of the oncoming freestream flow, α was included as a fifth design parameter. This double-ellipise geometry is then extruded downstream before it 'meets' the outlet boundary. This is done in order to avoid unwanted, and non-physical, refelection effects from the outlet on the part of the geometry under consideration. Note that it is only the integrated forces on the section of geometry detailed in Figure 9 that contributes to the objective function in the optimisation study. Table 4 shows the minimum and maximum values of each these parameters used to define the extent of the design space explored. These were chosen in an attempt to minimise the number of invalid geometries that would be created whilst ensuring a reasonably large, but sensible, design space. 
A C C E P T E D
Coupling the Optimiser with the Solver
A key advantage of a gradient free optimiser, such as modified cuckoo search, is that it is straightforward to couple it with a solver. The optimiser can be treated as a black box, independent of the problem being solved.
It generates a population of designs, in the form of parametrisations as discussed above. This generation of designs is passed to the mesh generator and solver then solved in parallel. The relevant objective function is then calculated, for each design, and passed back to the optimiser. Using this information the optimiser then generates the set of designs which make up the next generation and passes these back to the mesh generator and solver. The process iterates for a predetermined time.
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Mesh Convergence Study
The freestream conditions for the hypersonic vehicle design optimisation study were chosen as M ∞ = 25, Kn ∞ ≈ 20 and Re ∞ ≈ 5.0 to correspond with the typical conditions that a space reentry vehicle might experience at an altitude approximately 100km [43] . For the computation of both Reynolds and Knudsen number the reference length was chosen as unity (the baseline length of the body major radius parameter). It was decided that, due to the computational expense of solution of the Boltzmann-BGK equation, relatively low fidelity (in terms of numerical convergence) solutions would be sought during the optimisation phase given that the optimiser is simply making decisions based on simply whether one design is 'better' than another and not taking into account absolute value of the fitness function (see Section 4).
Since solution of the Boltzmann equation requires disretisation of both physical space and velocity space, a matrix of solutions must be generated to understand the interaction of the level of spatial disretisation in both domains and the interaction between these. It was decided that convergence based simply on the total drag force acting on the vehicle would be considered as this is the main focus of the design optimisation cases. Note that the when quoting drag coefficients in the results below, the drag is taken to be the normalised resultant force acting on the body (i.e. the combination of lift and drag force) since a reentry vehicle can orientate itself arbitrarily on reentry to either maximise or minimise drag. The drag coefficent is therefore computed as,
where F x is the force acting in the positive x direction and F y is the force acting in the positive y direction in relation to the geometry description in Figure 9 , q ∞ is the freestream dynamic pressure and L is the standard length scale used to normalise force coefficients which in this case was set to 1.0. Figure 10 shows the result from this study indicating the predicted net drag coefficient predicted for various combinations of physical and velocity space disretisation. Note that at low levels of spatial disretisation the solver algorithm became unstable and running at higher resolutions than those considered was not possible due to computational resource (memory)
restrictions. Figure 11 provides a visualisation of the simulated flow field on the 'baseline' geometry used for the mesh convergence study. These results were achieved by running on the 'fine' physical space mesh (see Figure 10 ) and using 14,000 velocity space nodes.
Assuming that the (three significant figure) converged drag solution on the baseline geometry considered is 1.04, the combination of 'Medium Fine' resolution physical space mesh with 14,000 nodes in the velocity space mesh was chosen as the appropriate compromise of sufficient spatial disretisation for minimum computational requirement. Note that at this resolution steady state convergence was achieved within 24hrs running on 32 cores of an Intel Xeon Sandy Bridge based PC Cluster using Infiniband for interconnect. A summary of the modelling parameters used and computational resource requirements for a typical simulation within the optimisation study is shown in Table 5 . Note that since the purpose of these simulations was to rank the designs in order dependent on the pre-defined objective function convergence was assumed once the C d value had settled to 2 significant figures (sf).
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A N U S C R I P T No. timesteps 2,000 to (2sf drag) steady state wallclock runtime 24hrs Figure 12 shows the first generation of designs for the drag minimisation example. The first generation is a random sampling of the design space prior to any optimisation iterations. The lowest value in the first generation was 0.92831. The behaviour of the optimiser is presented in Figure 13 . An improvement is made to the best design in the first generation. Figure 14 shows the final population of designs, the lowest value for drag is 0.398. body shape to be as streamlined as possible and orientated at low angle of attack to the freestream flow. After only 5 generations that is exactly what the optimiser concluded. Note that since the stand-off distance of the main shock system generated is close to the nose of the body, the peak temperature recorded on the surface
A C C E P T E D M A N U S C R I P T
(locally) is relatively high as indicated in summary Table 6 . It is also evident that there appears to be some non-physical behaviour on the underside of the vehicle close to the outlet. It is believed that this is related to reflection effects from the outlet and their interaction with the extruded underside wall. Note that this region of the geometry is not included in the computation of forces for the objective function. The results from this initial test case gave confidence that the optimiser was predicting sensible design solutions. The initial sampling of the design space for the drag maximisation example can be seen in Figure 16 . In order to make the optimiser behave as a maximisation tool we have multiplied the drag coefficient by negative one.
The highest drag found by the initial sampling is 1.8473. In this example no improvement upon this is found by the optimiser, but as shown in Figure 17 the mean drag of the population does increase. The final population of designs obtained using the optimiser is shown in Figure 18 . Figure 19 shows the geometric configuration and flow orientation determined by the optimiser to maximise drag on the vehicle. Unsurprisingly, the body shape has increased in height and the flow orientation has moved close the largest allowed angle of attack (as defined by the design space limits). This results in a large, strong shock system on the underside of the vehicle with a significant high pressure region acting on a large surface area resulting in a large net force. However, since the stand-off distance of the shock is slightly larger than in case 1 this actually results in a slightly lower maximum surface temperature as indicated in Table 6 even though the extent of the high temperature region across the surface is larger than in case 1. Of course, if the full mission requirements for a vehicle such as this were taken into account this is an unsuitable design since it would result in high levels of drag during the ascent stages of the space flight. In Case 3 the objective of the optimiser was to minimise the maximum surface temperature on the profile.
Optimised Geometry
The objective function values of the initial sampling of the design space are shown in Figure 20 , the lowest temperature in this random sampling was 558.437. This design was improved in the first generation as shown in Figure 21 . The lowest temperature obtained in the final population of designs, all shown in Figure 22 , was 550.476. Figure 23 shows the optimised conditions for surface temperature minimisation without any consideration of the net forces acting on the vehicle. It is interesting to note that the resulting geometry is very similar to that of case 1 but the freestream flow is at a slightly higher angle of attack. The implication of this is that the 
A C C E P T E D M A N U S C R I P T (a) (b) (c) (d)
In the final test case, the most realistic requirement for a space vehicle during reentry was tested i.e. achieving high drag (for rapid deceleration) whilst attempting to minimise surface heating. This was achieved using the objective function detailed in equation 34 in which T c was set to 550K. This temperature was chosen as the reference for the temperature penalty since case 3 had shown that achieving this maximum temperature on the body surface under the given flow conditions was, in principle, possible. Temperatures above this therefore added a penalty to the objective function. It is clear from Figure 27 that the resulting geometry in this case is is the longest of each of the cases (a = 1.84) and the flow is orientated at a moderate angle of attack (α = 18 • ).
A C C E P T E D M
A N U S C R I P T This configuration seems to be a good compromise between the requirement for achieving a high deceleration from space flight into conventional atmospheric flow whilst minimising surface heating. Conveniently, although not considered in the analysis presented here, this geometry would also likely be appropriate for the low drag requirement at low angle of attack during the ascent phase. Perhaps it is no coincidence therefore that this flow configuration and geometry is most similar (out of the four cases) to the actual space shuttle geometry and orientation during reentry.
Conclusions
This paper has outlined the potential for a completely novel approach to the solution of highly rarefied, high Mach number flows to be used as a design tool for future space vehicles when coupled to a suitable design optimisation strategy . The Boltzmann-BGK solver has been demonstrated to be a powerful method for solving shown how the vehicle geometry and flight condition might be modified in order to either minimise or maximise drag, to minimise body surface heating or to maximise drag with surface temperature penalties.
Clearly, in its current form, the approach outlined is restrictively expensive computationally and therefore limited to 2D in this paper. However, the work outlined does provide a platform for the development of more efficient techniques based on the principles outlined. Future work will be undertaken to explore solver acceleration by means of alternative velocity space discretisation schemes and the use of reduced order modelling approaches for solution acceleration in the context of the evolutionary optimisation utilised. Improving the outflow boundary condition to remove unwanted reflection effects will be considered based on the 'non-reflecting boundary approaches' often used in lattice Boltzmann schemes. Viable methods for extension of the solver to three dimensions will also be explored including more efficient parallelisation by means of both physical and
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A N U S C R I P T potential that techniques such as that presented in this paper will become powerful design approaches for 21st Century space vehicles.
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