In this paper I give an overview of mathematical structures appearing in perturbative algebraic quantum field theory (pAQFT) in the case of the massless scalar field on Minkowski spacetime. I also show how these relate to Kontsevich-Zagier periods. Next, I review the pAQFT version of the renormalization group flow and reformulate it in terms of Feynman graphs. This allows me to relate KontsevichZagier periods to numbers appearing in computing the pAQFT β-function.
Introduction
Perturbative AQFT is a mathematically rigorous framework that allows to build models of physically relevant quantum field theories on a large class of Lorentzian manifolds. The basic objects in this framework are functionals on the space of field configurations and renormalization method used is the Epstein-Glaser (EG) renormalization [EG73] . The main idea in the EG approach is to reformulate the renormalization problem, using functional analytic tools, as a problem of extending almost homogeneously scaling distributions that are well defined outside some partial diagonals in R n . Such an extension is not unique, but it gives rise to a unique "residue", understood as an obstruction for the extended distribution to scale almost homogeneously. Physically, such scaling violations are interpreted as contributions to the β function.
The main result of this paper is Proposition 4.9, where we show how a large class of residues relevant for computing the β function in the pAQFT framework, is related to Kontsevich-Zagier periods. Following [KZ01] we define: Definition 1.1. A period is a complex number whose real and imaginary parts are values of absolutely convergent integrals of rational functions with rational coefficients, over domains in R n given by polynomial inequalities with rational coefficients.
A very accessible introduction to periods and their relation to Feynman integrals can be found for example in [Bog09, BW09] .
In section 5 we review the main ideas behind the pAQFT renormalization group (following [BDF09] ) and propose a reformulation in terms of Feynman graphs. The latter allows then to relate the numbers appearing in the computation of the pAQFT β function to periods discussed in section 4.
Functionals
Let M be the D-dimensional Minkowski spacetime, i.e. R D with the metric η = diag(1, −1, . . . , −1
D−1
) .
Define the configuration space E of the theory as the space of smooth sections of a vector bundle E over M, i.e. E . = Γ(E π − → M). Fixing E specifies the particle content of the model under consideration. In this paper we will consider only the scalar field, i.e. Definition 2.1. A functional F ∈ C ∞ (E, C) is called local (an element of F loc ) if for each ϕ ∈ E there exists k ∈ N such that
where j k x (ϕ) is the k-th jet prolongation of ϕ and f is a density-valued function on the jet bundle.
The following definition introduces the notion of spacetime localization of a functional.
Definition 2.2. The spacetime support supp F of a functional F ∈ C ∞ (E, C) is defined by supp F . = {x ∈ M|∀ neighborhoods U of x ∃ϕ, ψ ∈ E, supp ψ ⊂ U , such that F (ϕ + ψ) = F (ϕ)} .
Derivatives of smooth compactly-supported functionals are distributions with compact support 1 , i.e.
If F is local then each F (n) (ϕ) is a distribution supported on the thin diagonal
1 Prime always denotes the topological dual, so E ′ (M n ) is the space of continuous linear maps from E(M n ) to R and similarly, E ′ (M n , C) is the space of continuous linear maps to C. E(M n ) is always understood as equipped with its natural Fréchet topology. It is a standard result in functional analysis that the dual of the space of smooth functions is exactly the space of distributions with compact support.
Local functionals are important, since they are used to model interactions in perturbative QFT. In the Epstein-Glaser approach, interaction is first restricted to a compact region to avoid the IR problem and subsequently extended by taking the adiabatic limit. In this work we are interested only in the UV (i.e. short distance) behavior of the theory, so we leave this last step out.
One can define various important classes of functionals by formulating conditions on the singularity structure of their derivatives F (n) (ϕ) ∈ E ′ C (M n ). A notion used in this context is that of a wavefront set. For a given distribution u ∈ D ′ (R n ), its wavefront set WF(u) contains information about points in R n at which u is singular, but also about directions in the momentum space (i.e. after the Fourier transform) in which u(k) fails to decay sufficiently fast. In other words, WF(u) characterizes singular directions of u. For a pedagogical introduction to WF sets see [BDH14] . Knowing the WF sets of distributions u 1 , u 2 one can apply the criterion due to Hörmander [Hör03] to check if the pointwise product of u 1 , u 2 is well defined. This motivates using WF sets of functional derivatives F (n) (ϕ) to distinguish classes of "well-behaving" functionals. One such class is called microcausal functionals F µc . For the precise definition see [BDF09] and [Rej16] for possible modifications of this notion. For the purpose of this paper, it is enough to know that F loc ⊂ F µc and that some important algebraic structures are well defined on this space.
The S-matrix and time-ordered products
In the next step we introduce the S-matrix. Since we work perturbatively, the S-matrix is understood as a formal power series in the coupling constant λ and a Laurent series in , with coefficients in smooth functionals. First we introduce the time-ordered products.
Definition 3.1. Time ordered products are multilinear maps T n :
, n ∈ N, satisfying:
1. Causal factorisation property
if the supports supp F i , i = 1, . . . , k of the first k entries do not intersect the past of the supports supp F j , j = k + 1, . . . , n of the last n − k entries. Here ⋆ is the operator product of the quantum theory defined by
where ∆ + is the Wightman 2-point function.
2. T 0 = 1, T 1 = id.
3. Symmetry: For a purely bosonic theory T n s are symmetric in their arguments. If the fermions are present, T n s are graded-symmetric.
4. Field independence: T n (F 1 , . . . , F n ), as a functional on E, depends on ϕ only via the functional derivatives of F 1 , . . . , F n , i.e.
is the Taylor series expansion of the functional F i up to the N -th order.
6. Poincaré invariance. Let α ∈ P ↑ + (the proper ortochronous Poincaré group). We define σ α (ϕ)(x) . = ϕ(α −1 x) for ϕ ∈ E, x ∈ M and define the action of α ∈ P ↑ + on functionals using σ α (F )
We refer to these conditions as the Epstein-Glaser (EG) axioms.
Definition 3.2. The formal S-matrix is a map from
Let (F loc ) ⊗n pds denote the subset of F ⊗n loc consisting of functionals with pairwise disjoint supports. On such functionals one can define the n-fold time-ordered product to be
where
, m denotes the pointwise multiplication and ∆ F is the Feynman propagator of the free scalar field theory on M. Unfortunately, this definition doesn't trivially extend to arbitrary local functionals, due to singularities of the Feynman propagator. Instead, one has to use more sophisticated analytical tools, which we will review in the next section. We will refer to (4) as the non-renormalized n-fold time-ordered product and the problem of extending T n to arbitrary local functional is referred to as the renormalization problem.
To organize the combinatorics present in the construction of time-ordered products, it is convenient to write them in terms of Feynman graphs. To see how this comes about, we use the identity
to obtain the expansion
where G n is the set of all graphs with n vertices and no tadpoles (i.e. no loops in the graph-theoretic sense). Let E(Γ) denote the set of edges and V (Γ) the set of vertices of the graph Γ. Contributions from particular graphs are given by
e:i∈∂e δϕ i (x e,i ) and
The symmetry factor Sym is the number of possible permutations of lines joining the same two vertices, Sym(Γ) = i<j l ij !.
Note that the map δ Γ applied to F ∈ F ⊗n loc yields, at any n-tuple of field configurations (ϕ 1 , . . . , ϕ n ), a compactly supported distribution in the variables x e,i , i ∈ ∂e, e ∈ E(Γ) with support on the partial diagonal
This partial diagonal can be parametrized using the centre of mass coordinates
assigned to each vertex. The remaining relative coordinates are x rel e,v = x e,v − z v , where v ∈ V (Γ), e ∈ E(Γ) and v ∈ ∂e. Obviously, we have e|v∈∂e x rel e,v = 0 for all v ∈ V (Γ), so in fact Diag Γ is parametrized by |V (Γ)|−1 independent variables. In this parametrization δ Γ F can be written as a finite sum
is a test function on Diag Γ and δ rel is the Dirac delta distribution in relative coordinates, i.e. δ rel (g) = g(0, . . . , 0), where g is a function of (x rel e,v , v ∈ V (Γ), e ∈ E(Γ)). 
We can therefore write (6) in the form
where t Γ is written in terms of centre of mass and relative coordinates. To see that this expression is well defined, note that we can move all the partial derivatives ∂ β to t Γ by formal partial integration. Then the contraction with δ rel is just the pullback through the diagonal map
The renormalization problem to extend T n 's to maps on the full F ⊗n loc is now reduced to extending distributions ρ * Γ t Γ β to the diagonal. In this and the next section we will consider the simplest situation, where the free theory is the free massless scalar field and the possible interactions are local functionals F 1 , . . . , F n that depend on the field itself but not on its derivatives. Without the loss of generality, we can assume them to be monomials, i.e. of the form
where f ∈ D, l ∈ N. Such a functional can be graphically represented as a vertex of valence l, decorated by the test function f . The distributions we need to extend are then u Γ = ρ * Γ t Γ , where t Γ is given by (7). We can write the explicit expression for u Γ using the following rules:
1. Choose a vertex of Γ and label it as x 0 = 0. Label the remaining vertices with variables x 1 , . . . , x n , where n = |V (Γ)| − 1.
2. Assign the Feynman propagator ∆ F (x i , x j ) to each edge e ∈ E(Γ), where x i , x j ∈ ∂e.
Because of the translational symmetry, the Feynman propagator ∆ F (x, y) depends only on the difference x − y. Explicitly, it is given by
where (x − y) 2 . = η(x − y, x − y) is the square with respect to the Minkowski metric and Γ denotes the Gamma function. We use the bold symbol to distinguish this from the notation we use for graphs. It follows now that
where {x s(e) , x f (e) } = ∂e is the pair of vertices that constitute the boundary of an edge e and the order of these vertices is irrelevant.
Example 3.3. Consider the following examples:
1. For the fish graph:
2. For the triangle graph:
We have seen how to reduce the renormalization problem to extension of distributions. The construction of T n s proceeds inductively. Given renormalized time-ordered products of order k < n, we can use the causal factorisation property to fix the time-ordered products at order n up to the thin diagonal D n (see (2)). On the level of graphs it means that all the distributions u γ corresponding to proper subgraphs γ ⊂ Γ have been constructed and substituted into u Γ . The renormalization problem for u Γ is now the extension of a distribution defined everywhere outside the thin diagonal of the graph Γ understood as the subset of Diag Γ with all the variables equal. Because of the translation symmetry, this is in fact extension problem for a distribution defined everywhere outside the origin.
Distributional residues and periods
The framework of pAQFT is different from the one of Connes and Kreimer in two fundamental ways: one works in position rather than momentum space and the metric of the underlying spacetime has Lorentzian rather than Euclidean signature. The latter is the reason for invoking Epstein-Glaser causal approach to renormalization, as outlined in the previous section.
There has been a lot of work done concerning periods in position space approach to renormalization. The most recent comprehensive review has been given in [NST14] , while for historical remarks on the development of the subject, it is worth to look up [Tod16] . A very detailed analysis of renormalization of Feynman integrals and its relation to periods and motives has been done in the series of papers [CM12a, CM12b, CM13]. However, the computations performed in these works are done in Euclidean signature. Another noteworthy work, focusing on relations between Epstein-Glaser renormalization and "wonderful compactifications" is [BBK09] .
There are some serious technical difficulties arising when changing the signature to Lorentzian. In the present paper we show how some standard methods used in Euclidean setting can, nevertheless, be applied also to the Lorentzian case.
Before coming to the main result of this paper, let us recall some basic facts about the problem of extension of almost homogeneous distributions [Ste71, BF00, HW02b, GB03, BDF09, NST14].
The almost homogeneous scaling relation can also be written in terms of the Euler
, namely a distribution with scaling degree α and order k satisfies (E + α) k+1 u = 0 , 
where β ∈ N N 0 is a multiindex.
In the proof of the above proposition provided in [Hol08] , the coefficients c α are computed by integrating certain (closed) distributional forms over a closed codimension 1 surface enclosing the origin. We will now review the construction of these forms and it will become clear that these do not depend on the choice of the extension. Moreover, their closeness is the reason why c α s do not depend on the choice of the integration surface and hence the homogeneous differential operator
doesn't depend on the choice of the extensionū. This fact has also been highlighted in the discussion following formula (4.21) in [NST14, section 4.4]).
We will call (9) the residue of u and denote it by Res(u), so that
Coefficients of the differential operator Res(u) can be explicitly computed using the construction ofū proposed in [Hol08, eq. (186) 
where v m = (E + α) m u. Let u, f denote the dual pairing between the distribution u and the test function f ∈ D(R N \ {0}). This pairing is usually realized as the integral
We rewrite this integral using the representation (10). First, choose a compact N − 1 dimensional hypersurface around the origin, homoeomorphic to the (Euclidean) sphere S N −1 that intersects each orbit of the scaling transformation x → µx exactly once. Note that the map R + × Σ ∋ (r,x) → rx ∈ R N \ {0} is a diffeomorphism, since the surface Σ is transverse to the orbits of dilations in R N . Using microlocal analysis techniques [Hör03] one can show that distributions v m appearing in (10) have well defined restrictions to Σ (see [Hol08] , section 3.3, after eq. (173)). Denote points on Σ byx and write the restriction of v m as v m (x). Next, define for r > 0 the following space
Denote the natural inclusion of
where x a are components of x ∈ R N . The caret symbol means that the corresponding factor is omitted. We can now write
Let ρ Σ : R N \ {0} → R + denote the smooth function defined by the condition
We obtain a measure on Σ by setting
and express the pairing (11) as
where θ denotes the Heaviside step function. Denote F (r) .
Formula (12) makes sense, since the support of the test function f is bounded away from the origin in R N and hence F (r) is a test function on R + (i.e. smooth compactly supported), whose support is bounded away from r = 0. If we want f to be an arbitrary test function, then F (r) vanishes for sufficiently large r, but does not vanish near r = 0 [Hol08, discussion following eq. (184)].
The renormalization problem has therefore been reduced to extension of the distribution θ(r)r N −1−l (log r) m on R. This is done by various methods, see for example [Spe71, FJL92, GBL00, NST14, GBGV14]. The idea that we are going to follow here (proposed by [GB03] based on the ideas of [EK89, Pra99] ) is to consider first the extension of the distribution θ(r)r N −1−l+ε (log r) m for a complex, non integer N − 1 − l + ε. If we require the almost homogeneous scaling, then the extension exists and is unique. Next, we expand the resulting extended distribution in ε and subtract the pole part.
Let us come back to our original extension problem for u ∈ D ′ (R N \ {0}). It is well known in the literature on differential renormalization (see e.g. [Hol08, eq. (186)] or [NST14, Thm. 4.8]) that an extensionū of an almost homogeneously scaling distribution u of order k and degree α to an everywhere-defined distribution can be obtained by setting
where . uhe denotes the unique almost homogeneous extension, β ∈ N N 0 is a multiindex,
x N . We are now ready to compute the almost homogeneous scaling violation for the extensionū. The coefficients c β of Res(u) in formula (9) are obtained from (see e.g.
that manifestly doesn't depend on the choice of the extension, but only on u. Note that c β does not depend on the choice of Σ because the integrand is a (distributional) closed form (see [Hol08, eq. (210) ] for the proof of closedness).
As a special case we can consider a distribution with scaling degree α = N and scaling order 0. In this case the residue is given in terms of a complex number
Definition 4.4. For a graph Γ with n vertices and no derivatives decorating the edges, the scaling degree of the distribution u Γ is given by the formula
Definition 4.5. We define the divergence degree of a graph Γ by
Hence graphs with α Γ = N are characterized by the condition
Note that the loop number of a graph (the first Betti number) is given by h 1 = |E(Γ)| − |V (Γ)| + 1, so the above condition can be also expressed as
In four dimensions (D = 4) this reduces to |E(Γ)| = 2h 1 . If Γ satisfies (14) and has no superficially divergent subgraphs (here a subgraph γ ⊂ Γ is specified by choosing a subset of vertices of Γ and taking all the edges connecting these), then it has scaling degree α Γ = N (so the divergence degree vanishes) and scaling order k Γ = 0. Such graphs coincide with primitive graphs in the Connes-Kreimer approach, if we restrict to D = 4 and fix the interaction.
Remark 4.6. The class of primitive graphs in the Epstein-Glaser Hopf algebra [Pin00, Kel10, GBL00, DFKR14] differs from the class of primitive graphs in the Connes-Kreimer approach. As an example consider the two vertex graph, which has |E(Γ)| = 4 and h 1 = 3. This graph is primitive in the Epstein-Glaser Hopf algebra, but not primitive in the Connes-Kreimer approach.
Consider a graph Γ with |E(Γ)| = D 2 h 1 and no superficially divergent subgraphs. Let ∆ be the simplex defined by e∈E(Γ) α e = 1 and α e > 0. We introduce the measure
−2 e dα e on ∆. Let
be the dual graph polynomial (see e.g. [BEK06, Bog09, Wei07, IZ06]). We define
If P Γ converges absolutely, then it defines a real period of the graph Γ in the sense of Definition 36 of [Bro09b] . It was shown in [BEK06] that, in D = 4, under assumptions on Γ stated above, P Γ indeed converges absolutely. For explicit computations of these periods in Euclidean φ 4 theory in 4 dimensions, see for example [Sch10] .
It is highly plausible that this result can also be generalized to other dimensions, e.g. D = 6. For an elementary argument, first note that potential singularities of the integrand lie on C . = X Γ ∩ ∂∆, the intersection of the hyper-surface X Γ . = { α ∈ R |E(Γ)| |Ψ Γ ( α) = 0} with the boundary ∂∆. If C is just a collection of points, one can split the integration region into small neighborhoods of these points and the rest. For each such neighborhood one parametrizes the integral using spherical coordinates around the point and examines the behaviour of the integrand as the radius r approaches 0. One can now observe that for each such integral, extra factors of α e contribute r 2 |E(Γ)|, the integrand can be bounded by a constant, as r → 0. We perform these estimates explicitly in Example 4.11.
In proposition 4.9 we show how periods defined by (15) appear in distributional residues in Lorentzian signature. Before we do that, it is worth to recall a few facts concerning graph polynomials (see [Bog09, BW10] for a more comprehensive review). 
A sum over the empty set is set to be zero. 
where the notation
We are now ready to prove our main result of this section.
Proposition 4.9. Let Γ be a graph with |E(Γ)| = D 2 h 1 and such that every proper subgraph γ satisfies |E(Γ)| > 2h 1 . If P Γ converges absolutely, then the distributional residue Res u Γ is given by
Proof. First recall that the integral (13) doesn't depend on the choice of Σ. The simplest choice is the unit Euclidean sphere in R Dn , where n = |V (Γ)| − 1. Denote
Using the formula (8) we obtain c 0 = (−1)
Denote b e ≡ (x s(e) − x f (e) ) 2 − iǫ, e ∈ E(Γ). We have ℜ(ib e ) = ǫ > 0, so we can use the well known Schwinger trick to write
where k = |E(Γ)|. Now we want to perform a change of variables to put the quadratic form B ≡ e∈E(Γ) α e b e into its normal form. We write B = X T M X, where M is a block diagonal matrix of the form
Each block is a (|V (Γ)| − 1)-dimensional symmetric positive semidefinite matrix (as α e ≥ 0, ∀e ∈ E(Γ) ), which is in fact the (0, 0) minor of the generic graph Laplacian L Γ ( α) introduced in Definition 4.7. We can find a non-singular matrix Λ such that
The argument proceeds now exactly the same as in [BEK06, Blo07] . Defining
This suggests a change of variables X → S −1 X that puts the quadratic form B into the normal form. In order to perform this change of variables we only need to ensure that in the following formula the order of integration can be interchanged:
For this, note that |
Since on the simplex ∆ we have e∈E(Γ) α e = 1, we can conclude that the integrand in (17) is uniformly bounded by 1 ǫ 2 and as long as ǫ > 0, we can interchange the order of integration and perform the desired change of variables X → S −1 X. The Jacobian for this change of variables is
since (Det Λ) 2 Det N = 1. It follows now from the tree-matrix theorem 4.8 that
It is now also explicitly seen that the result doesn't depend on the choice of the vertex to which we assigned 0 in our Feynman rules, as the tree-matrix theorem gives the same result for any choice of the minor
We can now rewrite c 0 as
where Ξ is a diagonal metric given in (16). The remaining integral in (18) is easy to evaluate. It is the residue of the distribution With this result and the formula for the volume of the unit sphere in d dimensions
, we arrive at c 0 = i
In particular, for D = 4 we have
where Ω(α) is the standard measure on the simplex. The scaling degree and the scaling order vanish, so from proposition 4.9 we obtain
HereΨ Γ = α 1 + α 2 , so P Γ = 1 and hence c 0 = −i 8π 2 .
Example 4.11. Following [BDF09] , consider the triangle in 6 dimensions: Proposition 4.9 implies that
To see that this integral is absolutely convergent, note that singularities of the integrand appear only in the "corners" of the simplex. Using the symmetry of the problem, we pick the α 3 = 1 and consider the integral I ǫ of the same integrand as above, but over a small neighborhood of the point (α 1 , α 2 , 1) on the simplex ∆. Using polar coordinates α 1 = r cos θ, α 2 = r sin θ, this integral takes the form
, the integrand can be bounded by a constant when r → 0, so I ǫ is absolutely convergent and so is P Γ .
Following [BDF09, example on p. 39] we evaluate this integral by integrating out α 3 and then changing the variables to λ, κ, so that α 1 = λκ and α 2 = (1 − λ)κ. We obtain
Example 4.12. The final example is the well known "wheel with three spokes" graph in 4 dimensions:
This one also satisfies the assumptions of proposition 4.9, so using the general formula we obtain c 0 = i 2 11 π 6 P Γ = 3i 2 10 π 6 ζ(3) , where we used the well-known value P Γ = 6ζ(3) (see e.g. [Bro09a] ).
Proposition 4.9 allows to reduce the problem of computing a large class of distributional residues to the problem of evaluating periods arising from graph polynomials, of the form discussed in [Sch10, BEK06, Bro09b, AM10], so can be used to easily translate the existing results and apply them to theories in Lorentzian signature.
Let us come back to the general case. Let Γ be a graph with ω Γ ≥ 0. If it contains proper subgraphs with ω γ ≥ 0, then one has to renormalize these first and substitute the result to the expression for t Γ . If overlapping divergences are present, a partition of unity might be required. However, there are convincing arguments that this step can be avoided; compare the example 4.16 in [DFKR14] (using the partition of unity) with example 5.3 of [GBGV14] (without the partition of unity). A distribution constructed this way is denoted byũ Γ and it was shown in [HW01] that the property of almost homogeneous scaling is preserved in the recursive procedure of renormalization of proper subgraphs. Henceũ Γ is an almost homogeneously scaling distribution and the general formula for its residue is
If a graph is EG primitive, then k = 0,ũ Γ = u Γ and the residue is uniquely determined by the graph. Residues for EG primitive graphs which are not CK primitive can be obtained by using the fact that coefficients c β are Lorentz invariant. This implies that integrals (19) can be reduced to scalar integrals multiplying appropriate powers of η µν . We believe that a result generalizing Proposition 4.9 can be established also in this case and we will address it in future work. We have m = 0 and α = 8. This implies that |β| = 4 so we need to compute
The Lorenz invariance and the symmetry of the problem imply that
In fact there is a different, more direct, way to obtain residues for all the "sunset" type diagrams with arbitrary number of lines. For details see [NST14, section 5.2] or [BDF09, Appendix C]. The general formula is Res 1 
Renormalization group flow
In [BDF09] the breaking of the homogeneous scaling is shown to relate to the definition of the β-function. In this section we review the main ideas of that argument.
In the first step we generalize the discussion from the previous sections from the massless to the massive scalar field. For studying the scaling properties, it is crucial to work with time-ordered products that are smooth in mass 2 . This is, unfortunately, not the case if we use the standard Feynman propagator ∆ F . To rectify this, we replace in our framework the 2-point function ∆ + with a Hadamard 2-point function H and the Feynman propagator ∆ F with a corresponding modified Feynman propagator H F . Crucially, H and H F are smooth in mass. The choice of these objects is unique up to a parameter M > 0 with the dimension of mass. Explicit formula for H F M was derived in [BDF09] and it reads:
where y . = −m 2 (x 2 − i0) and K, I are modified Bessel's functions. In 4 dimensions this amounts to
where f and F are real-valued analytic functions. f and f ′ can be expressed in terms of the Bessel functions J 1 and J 2 , respectively, namely
and F is given by a power series
where C is Euler's constant and the Psi-function is related to the Gamma-function by
. The non-uniqueness of H and H F forces one to use a bit more abstract construction to define the observables and time-ordered product.
Definition 5.1. For a mass m we define a family of algebras
Different choices of the Hadamard 2-point function for a given mass m differ by a smooth function, i.e. H m
is smooth. This allows to define a homomorphism
between the algebras A(m) M 1 and A(m) M 2 . We are now ready to define the algebra of observables for a fixed mass. 
We can identify abstract elements of the algebra A(m) with concrete functionals in A is equipped with a non-commutative product defined as follows:
where H ≡ H m M . The n-fold time-ordered product T n is a map from A loc to A defined by
where H ≡ H m M is a Hadamard 2-point function for mass m and maps T n H :
satisfy axioms from Definition 3.1 with ∆ + replaced by H.
The S-matrix is now a map from A loc to A defined by
Axioms for time-ordered products can be conveniently formulated on the level of Smatrices.
⊗n is the Taylor expansion up to order N . The dependence on mass m is kept implicit in all these formulas.
S 4. Field independence: S doesn't explicitly depends on field configurations.
In Epstein-Glaser renormalization the freedom in defining the renormalized S-matrix is controlled by the Stückelberg-Petermann renormalization group.
Definition 5.5. The Stückelberg-Petermann renormalization group R is defined as the group of maps Z : A loc → A loc with the following properties: Note that constructing Z's can be reduced to constructing maps Z H :
which control the freedom in constructing T n H , so the abstract formalism reviewed in the present section can be related to the more concrete description presented in sections 1-3. We have Theorem 5.6. Given two S-matrices S and S satisfying conditions S 1-S 5, there exists a unique Z ∈ R such that S = S • Z .
Conversely, given an S-matrix S satisfying the mentioned conditions and a Z ∈ R, equation (22) defines a new S-matrix S satisfying S 1-S 5.
Let us now discuss symmetries. Again, we follow closely [BDF09] . Let G be a subgroup of the automorphism group of A. Assume that it has a well defined action on S , the space of S-matrices, by
where S ∈ S , g ∈ G. Since g • S • g −1 ∈ S , it follows from the Main Theorem of Renormalization that there exists an element Z(g) ∈ R such that
We obtain a cocycle in R,
The cocycle can be trivialized, i.e. is a coboundary, if there exists an element Z ∈ R such that Z(g) = ZgZ
If this is the case, then
The non-triviality of the cocycle corresponds to the existence of anomalies. One of the most prominent examples where the cocycle cannot be trivialized is the action of the scaling transformations.
The scaling transformation is defined first on the level of field configurations
where D is the dimension of M. This induces the action on functionals by the pullback σ ρ (F )(ϕ) . = F (σ ρ (ϕ)) and finally, the action on A can be defined by
Z(ρ) is called the Gell-Mann Low cocycle and it satisfies the cocycle condition
Typically this cocycle cannot be trivialized. The generator of this cocycle, denoted by B is related to the β-function known from the physics literature. Following [BDF09] we define
The physical β-function can be obtained from B after one corrects for the "wave function renormalization" and "mass renormalization" (see [BDF09, section 6 .4] for details).
To find B we differentiate (26) and obtain
Note that S (1) (V ), . is invertible in the sense of formal power series so
To compute B, first we write it in terms of its Taylor expansion:
Denote B (n) (0) ≡ B (n) . The computation of B (n) amounts to summing up the scaling violations of distributional extensions appearing at order n in construction of time-ordered products. To see that lower orders do not contribute, we use the fact that
where Z n is an element of R defined in terms of its Taylor expansion as
The proof of (30) is provided in [BDF09] and relies on the proof of the Main Theorem of Renormalization (Theorem 4.1 in [BDF09] ). We expand Z(ρ) (n) (0) in terms of Feynman graphs:
where the sum is over all graphs with n vertices. Similarly for S (n) (0) and B (n) (0). We can rewrite (30) as
where Part ′ (V (Γ)) denotes the set of partitions of the vertex set V (Γ), excluding the partition with n elements; Γ P is the graph with vertex set V (Γ P ) = V (Γ), with all lines connecting different index sets of the partition P , and Γ I is the graph with vertex set V (Γ I ) = I and all lines of Γ which connect two vertices in I. Differentiating (32) with respect ot ρ gives
Note that B Γ is an operator on
. It is now clear that the second term in (32) subtracts contributions from scaling violations corresponding to renormalization of all proper subgraphs of Γ. Hence the only contributions to B Γ arise from scaling violations resulting from extending distributions defined everywhere outside the thin diagonal of the graph Γ.
For performing computations we need to express V ∈ A in terms of a concrete functional in F loc . Let's take V = α −1 M F for some F ∈ F loc . In the computation of B we have to take into account that α M , does not commute with the scaling transformations. Define
for V ∈ F loc . The expression for −M ∂ ∂M S M was derived in [BDF09] and is given by M (F (n 1 ) ⊗ · · · ⊗ F (n k ) ) at ϕ = 0, where n 1 + · · · + n k = n. We will see now that this allows to express everything in terms of connected graphs.
Let F ∈ F loc . Without loss of generality we can assume F to be monomial, i.e. of the form
where f ∈ D and p is a monomial function on the jet space and j x (ϕ) is a finite order jet of ϕ at point x. Graphically, we can represent F as a vertex, decorated by f with one external leg for each factor of ϕ, some of them carrying derivatives. For example
Given a monomial p on the jet space, define the set of Wick submonomials W p as the set of all monomials that are factors of p. For example, for ϕ 4 (x), the set of Wick submonomials consists of ϕ 4 (x), ϕ 3 (x), ϕ 2 (x), ϕ(x), 1. To indicate derivatives, we put lines across edges, e.g. p(j x (ϕ)) = ∂ µ ϕ∂ ν ϕ is f µ ν and after summing up over the index µ we obtain ∂ µ ϕ∂ µ ϕ ≡ (∂ϕ) 2 represented for simplicity by f The Taylor expansion induces a coproduct p(j x (ϕ + ψ)) = ∆(p)(j x (ϕ) ⊗ j x (ψ)) , which can be written explicitly as
where p/q is the graph obtained by removing the edges corresponding to q and Sym(q) is the number of ways in which graph q can be embedded into graph p. For the local functional F in (34) we obtain
Using Sweedler's notation:
By a small abuse of notation, we define a functional F (1) (ϕ) . = M f (x)p (1) (j x (ϕ))d D x, while F (2) (ϕ)(x) is a smooth function defined by x → p (2) (j x (ϕ)). Using this notation: (F 1(1) , . . . , F n(1) )(0), F 1 (2) , . . . , F n(2) .
Here B (n)
M (F 1(1) , . . . , F n(1) )(0) is a distribution, which we can write as (F 1(1) , . . . , F n(1) )(0)(x 1 , . . . , x n ) = f 1 (x 1 ) . . . f n (x n ) Γ b Γ (x 1 , . . . , x n ) , where the sum runs over connected graphs Γ with vertices representing p 1(1) , . . . , p n(1) . Distributions b Γ are given by
where u Γ is the extension to the total diagonal of the distributionũ Γ constructed as in section 4, where all the proper subgraphs have been renormalized. Hence F 1(2) , . . . , F n(2) .
If Γ is EG primitive, thenũ Γ = u Γ and u Γ scales homogeneously. In this case
since the co-product acts as:
the whole analysis is centered around the singularity structure of distributions that arise from taking powers of the Feynman propagator. The main result of this paper is that distributional residues in pAQFT, corresponding to CK primitive graphs, are up to a factor that we compute, the same as Feynman periods in the CK framework (as conjectured in [BDF09] ). The remaining EG primitive graphs, which are not CK primitive, also give rise to multiples of the same periods.
For the future research it would be worth investigating the distributional residues arising in pAQFT on other Lorentzian manifolds. Some interesting results have already been obtained for de Sitter spacetime in [Hol13] . All the fundamental structures of pAQFT presented in this paper generalize easily to curved spacetimes. The only difference is the form of the Feynman propagator (or rather the "Feynman-like" propagator H F ). The hope is that looking at more general propagators one would obtain a richer structure of residues and some new periods appearing, which are not present in the Minkowski spacetime context. It would be also interesting to investigate how these relate to motives.
