4. Using (2) , (3) we get`A R # C(T 1 ; : : :; T n ) Sat # S 0 n+1 . Applying the sequence l 1 would lead tò AR # C(T 1 ; : : :; T n ) Sat # S. 3 . if T = #(T 1 ; T 2 ). We are given that`A R # elim(#(T 1 ; T 2 )) Sat # S. We have to consider three cases:
(a) elim(#(T 1 ; T 2 )) 2 O, (b) elim(#(T 1 ; T 2 )) 2 V, (c) elim(#(T 1 ; T 2 )) = C(T 1 ; : : :; T n ). We bring here only the third case. If elim(#(T 1 ; T 2 )) = C(T 1 ; : : :; T n ) then there are two cases: 1) S = C(S 1 ; : : :S n ) S n+1 , 2) S 2 S. We bring here only the rst case. Again there are two cases:
(a) elim(T 1 ) = X 2 V and elim(T 2 ) = C(T 1 ; : : :; T n ), We bring here the proof of case (b). We know that elim(#(T 1 ; T 2 )) = C(T 1 ; : : :; T n ) and that elim(#(C(T 2. if T = C(T 1 ; : : :; T n ) then elim(T) = C(elim(T 1 ); : : :; elim(T n )). We are given that AR # C(elim(T 1 ); : : :; elim(T n )) Sat # S. According to Lemma B.1 there are two cases to consider:
(a) S = C(S 1 ; : : :; S n ) S n+1 . We are given that ( )`A R # C(elim(T 1 ) : : :; elim(T n )) Sat # C(S 1 ; : : :; S n ) S n+1 . To derive (*) in AR # the R C rule has been applied at least once such that 9S (b) S 2 S. We are given that ( )`A R # C(elim(T 1 ); : : :; elim(T n )) Sat # S which implies that elim(T i ) 2 T ; i = 1; n. To derive (*) the R C rule has been applied at least once such that 9S by S 2 . By de nition, T 1 ; T 2 ; S 1 ; S 2 are #-free. According to Lemma B.1 T i and S i are identically structured. We can also conclude that T 1 and T 2 are uni able (since S 1 and S 2 are uni able and T i and S i are identically structured). By de nition, elim(#(T 1 ; T 2 )) = T 1 mgu(T 1 ; T 2 ) = T 2 mgu(T 1 ; T 2 ) elim(#(S 1 ; S 2 )) = skel 1 (S 1 )mgu (skel 1 (S 1 ); skel 1 (S 2 ))oskel 2 (S 1 )oskel 2 (S 2 ) = skel 1 (S 2 )mgu (skel 1 (S 1 ); skel 1 (S 2 ))oskel 2 We can rewrite the conclusion of the claim as: 2 and conc(skel 1 (S i ) 2 ) ) conc(S i ); i = 1; 2.
We continue by induction on the structure of T 1 :
(a) If T 1 = X 2 V and T 2 = Y 2 V then with out lost of generality 1 = fX Y g and 2 = fW S 1^S2 ; V S 1^S2 g. Therefore, T 1 1 = Y and skel 1 (S 1 ) 2 = S 1^S2 .
Using the variable-axiom`A R # Y Sat # S 1^S2 . Since 2 is valid w.r.t. skel 2 (S 1 ) and w.r.t. skel 2 (S 1 ) we get (S 1^S2 ) ) S i ; i = 1; 2.
De nition: The skeleton-terms S 1 ; S 2 2 SK are uni able i the following two conditions hold:
1. There exists a uni er for S 1 and S 2 . . By applying the < u on the elements of U is de ned as follows: 8 1 ; 2 2 U : 1 < u 2 if there exists a substitution such that 1 = 2 o . 2 Lemma A.1: The pair < U; < u > is a partial pre-order, i.e., re exive and transitive. 2 De nition: The binary relation R u , called the renaming relation, on elements of U is de ned as follows: 1 R u 2 i ( 1 < u 2 ) and ( 2 < u 1 ) 2 Lemma A.2: The relation R u is an equivalence relation, i.e., re exive, transitive and symmetric. 2 De nition: The partial order < eq on the equivalence classes of R u is de ned as follows: Let E 1 ; E 2 be two equivalence classes of R u then E 1 < eq E 2 i 9 2 E 1 9 2 E 2 : < u . 2 Lemma A.3: E 1 < eq E 1 i 8 2 E 1 ; 8 2 E 2 : < u . 2 Lemma A.4: The equivalence classes of the R u relation are closed under renaming of variables. 2 Lemma A.5: There is only one maximal equivalence class of the R u relation. 2 De nition: Every element in the maximal equivalence class is called a most general uni er of T 1 ; T 2 , denoted by mgu(T 1 ; T 2 ). 2 De nition: Let 
A Uni cation
De nition: A substitution assigns terms to variables. A substitution is denoted by = fX 1 T 1 ; : : :; X n T n g, n 0, every T i is di erent from X i and there are no two identical variables. A substitution with no elements is called empty substitution and it is denoted by ". 2 De nition: Let = fX 1 T 1 ; : : :; X n T n g be a substitution and T 2 T # a term. Then, T 2 T # is the term obtained from T by simultaneously replacing all occurrences of each X i in T by T i . 2 De nition: Let 1 = fX 1 T 1 ; : : :; X n T n g, 2 elements of the form X j T j 2 for which X j = T j 2 and all elements of the form Y i T 0 i for which Y i 2 fX 1 ; : : :; X n g. 2 De nition: A substitution is called a uni er of two terms T 1 ; T 2 , i T 1 = T 2 . 2 De nition: Given two terms T 1 ; T 2 let U be the set of all uni ers of T 1 ; T 2 . A binary relation 5. Using (1), (4) = found = 0^max = 1^array 1] = 2^prod = 2^ =<>^more = 1
We presented above typical steps of the proof and in Appendix C this example is completed.
Conclusions
In FFG90, FFG91] the jigsaw operator has been introduced into two di erent frameworks. In both frameworks the jigsaw composition rules are syntax-directed but not compositional. This raises the question whether the non compositionality of those rules is due to the nature of the jigsaw composition or due to the non compositionality of the basic frameworks. Here, we address this question and show that adding the jigsaw to an algebraic and compositional framework results in a compositional rule for jigsaw composition.
The extended proof system is also proved in Fix92] to be sound and complete, using the common de nitions for these notions. In this case, additional properties of the basic framework are assumed.
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We thank the anonymous referees for many useful suggestions to the previous version of this paper. The part of the rst and second authors was partially supported by the Israeli National Academy of Sciences (basic research). The second author was also supported by the fund for promotion of research in the Technion. The third author was partially supported by the United States-Israel Bi-national Science Foundation, Jerusalem, Israel. The value of prod is increased by 1 and then prod is divided by all previously found prime numbers (all of them are stored in array). If non of them is a divisor of prod then prod contains a prime number and it is stored in array. If the current value of prod can be divided by one of the prime numbers stored in array then we conclude that prod does contain a prime number and repeat the above procedure. In Figure 3 , the Communication subtask is presented. The meta variables Y and M hide the details of the production and the consuming of the prime numbers. In Producer c a number r greater or equal to 63 is send to Consumer c by representing r as m 63 + n, where 0 n < 63, and sending m + 1 numbers to Consumer c . The rst m values to be sent are 63 and the last one is n.
The speci cation that we next verify for the program claims that if the program terminates then the value of new at the last state is prime and is greater or equal to 100.
In the following we abbreviate the projection D12;D21 of on the channels D 12 and D 21 and denote it by . The length of is denoted by last. We de ne A k to be the following set of natural numbers: If the length of is less than k or the k-th element in records a 0^q00 )). The following assertions should be justify:
All the above can be concluded from the assumption. 2
Application
Showing that the version of the system ZRB85] presented above ts the basic abstract system, we can develop and verify programs containing jigsaw operators based on the extended system. The jigsaw operator allows the development and veri cation of a program in a compositional manner in which the units of modularity are not necessarily derived by the top-level constructors of the programming language. To make this point clear we apply the extended concrete system to an example. Assume we are given the following informal description of a system. The network consists of two nodes. The Producer node is required to produce a sequence of consecutive prime numbers and send them to the other node, called the Consumer. The Consumer node receives the numbers and signals the Producer to halt after receiving a prime number which meets some requirements. In addition, assume that due to the nature of the communication system the values to be communicated should be representable by a binary number of no more than six digits (should not be greater than 63). Thus, some communication management subtask should be added, that handles numbers greater than 63. It is clear that the program should be of the general form (Producer k Consumer). Therefore, to develop this program in a compositional syntax-directed manner would traditionally mean to develop and verify the Producer subtask and the Consumer subtask separately and than parallel compose them. However, the program a speci cation in S such that its meaning is the intersection of the meaning of I 1 ; p 1 ; q 1 ] with the meaning of I 2 ; p 2 ; q 2 ]. Thus, semantically, S is closed under conjunction even though the conjunction is not represented in the syntax of S by the^syntactic operator. Let I; p; q be de ned as follows: Parallel-composition In order to prove that the above system ts the general abstract framework presented in section 2 we have to show that the set of speci cations S is closed under conjunction and that there exists a way to determine if a speci cation S 1 con rms a speci cation S 2 , (BEH S S 1 ] ) 
The basic proof-system
Only some of the axioms and the rule of the system are brought here, the rest can be found in ZRB85]. The set fK C j C 2 Cg is de ned as follows: program variable x and both processes continue their execution. The statements (P 1 kP 2 ) 6 and (P 1 ; P 2 ) stand for parallel and sequential compositions of P 1 and P 2 , respectively. The statement (P 1 2P 2 ) stands for nondeterministic choice between P 1 and P 2 . Finally, the statement (While b; P) stands for guarded iteration, where the guard is b and the body is P.
The semantics of the programming language
The set of behaviors B is next de ned. De nition: A trace is a nite sequence of pairs consisting of a channel-name and a communication value. A special case is the empty trace <>. A trace 1 is an initial pre x of 2 , written as 1 2 , i there exists a trace such that the concatenation 1 is equal to 2 For clarity we use in x notation.
Next the main theorem of the paper is presented. The theorem claims the soundness and completeness of the extended system with respect to the basic one, i.e., given two programs, T in the basic system and T 0 in the extended one, such that T 0 is semantically equal to T we prove that any basic speci cation that can be veri ed for T 0 is semantically true for T and every basic speci cation, semantically true of T, can be veri ed for T 0 .
De nition: A predicate G C In Appendix B a proof of Theorem 3.1 is presented.
Example
In this section we present an example of a concrete proof system and show that it ts the abstract framework presented in Section 2. Consequently, an extended proof system which allows for jigsaw compositions can be syntactically derived from the basic proof system. The soundness and the completeness of the concrete jigsaw-extended system with respect to the concrete basic system is derived from the soundness and completeness of the abstract framework (Theorem 3.1). The concrete system is a simple version of the system presented in ZRB85].
The programming language
Following ZRB85], a compositional syntax-directed proof system for proving partial correctness For every subterm M 1 S 1 in S, where M 1 is assumption ? free. Comments:
1. The variable axioms allow to assume any basic speci cation for a variable. If the set S is not recursive neither is the set of additional axioms presented here.
2. A predicate G 2 G is rede ned over (S S) n in the following way: G(S 1 ; : : :; S i ; : : :S n )
holds i G(S 1 ; : : :; S i ; : : :S n ) holds.
3. The composition rules include two types of rules. The simpler rules enable to employ part of the proof in the basic system, provided that the programs and the speci cations are of basic types. This postpones the introduction of the more complex rules, required for the jigsaw-extended system, to the point where they are necessary. The composition rules of the second type allow to preserve the component speci cations which the conclusion S is based upon. 4. The jigsaw rule allows to derive a mixed speci cation for a jigsaw-composed program based on the speci cations of its constituents. Thus, the compositionality of the basic proof system is preserved. Since only well-de ned speci cations are allowed, this rule is applicable only when assumptions made on gaps in T 1 are implied (con rmed) by the speci cations proved for the corresponding sub-programs in T 2 . Similarly, assumptions made on gaps in T 2 are con rmed by the speci cations proved for the corresponding subprograms in T 1 .
5. The substitution rule allows to eliminate a jigsaw operator and to reduce the number of assumptions in a speci cation. 6. The assumption-freeness rule allows to replace a mixed-speci cation which is free of assumptions by a semantically equivalent basic speci cation. The substitution composition in this case is commutative since the substitutions have disjoint sets of variables, therefore, elim(#(S1; S2)) = elim(#(S2; S1)). Figure 1: Ongoing example on the behavior of the sub-programs to be substituted for the free variables of T when jigsawcomposed with another program.
We de ne a set of assumptions, S, which contains exactly all the speci cations of S, upperlined. The upper-line is used to distinguish an assumption from a basic speci cation. This distinction is needed to de ne composition of speci cations (more in the sequel).
The new set of speci cations, S # , is a set of mixed-speci cations. A mixed-speci cation contains two parts separated by a \ " sign. The expression on the right-hand-side of the \ " sign is a basic speci cation, considered as the conclusion of the speci cation. The expression on the left-hand-side of the \ " sign is syntactically de ned as a member of an algebra with a set C # of operators over the sets of basic speci cations and assumptions. This expression is considered as the promise of the speci cation.
A gapped program T satis es a mixed-speci cation S i sub-programs of T satisfy the corresponding sub-speci cations in the promise of S (if any) and T satis es the conclusion of S under the assumption that the free variables of T (if any) satisfy the corresponding assumptions in the promise of S.
We use the notations in Figure 1 in all the examples presented in this section, where T 1 ; T 2 are programs and S 0 1 ; S 0 2 are speci cations. We start with an example that demonstrates the notion of a gapped program satisfying a mixed-speci cation.
Example: Let T 1 ; T 2 ; S 0 1 and S 0 2 be as in Figure 1 . The gapped-program T 1 satis es the mixedspeci cation S 0 1 i C 2 (a 1 ; a 2 ) satis es S 1 , X is assumed to satisfy S 2 and moreover T 1 satis es S 3 under the assumption that X satis es S 2 .
Next, we exemplify how mixed-speci cations enable a compositional veri cation of a jigsawcomposed program.
Example: Let T 1 ; T 2 ; S 0 1 ; S 0 2 be as in Figure 1 and assume the speci cation S 0 1 has been veri ed for T 1 and the speci cation S 0 2 has been veri ed for T 2 . The program #(T 1 ; T 2 ) is semantically equal to the program C 1 (C 2 (a 1 ; a 2 ); a 3 ) obtained by substituting C 2 (a 1 ; a 2 ) for the meta variable Y and substituting a 3 for the meta variable X. If S 1 and S 4 are related in such a way that based on the fact that C 2 (a 1 ; a 2 ) satis es S 1 we can conclude that C 2 (a 1 ; a 2 ) also satis es S 4 , S 1 con rms S 4 , then it is possible to conclude that #(T 1 ; T 2 ) satis es S 6 . In a similar way, if S 5 con rms S 2 then it is possible to conclude that #(T 1 ; T 2 ) satis es S 3 .
We formally de ne the syntax and the semantics of the new speci cation language in the following de nitions.
De nition:
1. The set S = fSjS 2 Sg is called the assumption set. The set S is closed under conjunction and we assume S 1^S2 = S 1^S2 .
2. The set of mixed-speci cations, S # , is de ned by the following grammar: S # :: S j S j C(S # ; : : :; S # ) S j #(S # ; S # ); where C 2 C. De nition: Let O be the basic set of primitive objects, let C # = C f#g, and let V be a set of meta variables ranging over programs. The set of gapped programs, T # (over O and C), is the smallest set s.t. O T # , V T # and if C 2 C # , T 1 ; : : :; T n 2 T # then C(T 1 ; : : :; T n ) 2 T # . 2 2
Neither a meaning of a meta variable nor a meaning, in the usual way, of a gapped program, are de ned. Below, a meaning is assigned to a gapped program in a context. A context imposes assumptions on the behaviors of the expected \ llings" of the gaps.
3.2 The speci cation language and the correctness formulas Next, a new set of speci cations, S # , and a new set of correctness formulas, are presented. A new correctness formula, of the form \T Sat # S", binds a gapped program to a speci cation S 2 S # . In such a formula the speci cation S de nes both a context for T and a characterization of T.
Let T be a gapped program. A meta variable of T is free if it is not bound by a jigsaw operator to any sub-program. T can be speci ed using an assume-guarantee Lam83, Pnu85] type of speci cation. In such a speci cation the behavior of T is characterized based on assumptions 1 We assume, as usual, that all domain properties that are true can be used as additional axioms Apt81] , and that all intermediate assertions needed for the proof can be expressed in S. 2 Since a variable denotes a gap in a speci c location in the program we assume that each variable appears at most once in a given program. partial correctness of a jigsaw-composed program is presented. In FFG91] the jigsaw operator is added to a UNITY-like programming language and rules for proving partial correctness and termination of a jigsaw-composed program are presented. In FFG91] union and superposition are shown to be special cases of the jigsaw composition.
Here, the jigsaw composition of two gapped programs is de ned as their uni cation by their most general uni er. A gap in a program is represented by a (meta) variable ranging over programs. A gapped program is a term built over primitive objects, variables and composition operators. The jigsaw composition of two gapped programs T 1 and T 2 is well-de ned if and only if those programs are uni able. The uni cation procedure simultaneously \ lls" gaps of T 1 with sub-programs of T 2 and gaps of T 2 with sub-programs of T 1 . The jigsaw supports development of programs which are syntactically structured according to the intuitive structure of the algorithm they implement. Therefore, augmenting an existing framework with the jigsaw is desirable.
We present a method to extend any given compositional syntax-directed proof system with the jigsaw operator. An abstract framework is presented such that any concrete proof system which ts the framework is syntactically extended to include the jigsaw. First, a method to extend the basic programming language with the jigsaw operator is presented. Then, mixedspeci cations Wir71, Bac80, Heh84, Old86] are de ned over the basic speci cations and constructors. Gapped programs are speci ed by mixed-speci cations. A mixed speci cation has two syntactic parts, a promise and a conclusion. The promise introduces assumptions on all gaps of the speci ed gapped program and the conclusion speci es the behavior of the gapped program under the assumptions imposed by the promise. Finally, a method is presented to extend the basic proof system into a system in which satisfaction of speci cation can be proved for gapped programs. The extended proof system is syntax-directed and compositional, i.e., a speci cation for a jigsaw-composed program is veri ed based on the speci cations of its components.
The development of a program in the extended system goes through intermediate stages in which gapped programs are built and veri ed. The program at the nal stage must be a program in which all gaps are bound by the jigsaw operators in the program to gap-free sub-programs. The program at the nal stage is therefore always semantically equal to a program in the basic system. The main theorem of the paper states that the extended system is sound and complete with respect to the basic system. More formally, given two programs, T in the basic system and T 0 in the extended one, such that T 0 is semantically equal to T, we prove that if a speci cation S can be veri ed for T 0 then S is semantically true for T, and if S is semantically true for T then it can be veri ed for T 0 . We present an example of a concrete proof system which ts the abstract framework, and syntactically derive an extended version of it containing the jigsaw operator. The concrete proof system is a system for proving partial correctness for CSP-like programs ZRB85]. The speci cation language is a two sorted rst order predicate language. In the extended system we develop a small program consisting of a Producer and a Consumer. Using the jigsaw operator we separate the development and the veri cation of the communication management part from the development and veri cation of the other functions of the program.
The rest of the paper is organized as follows. Section 2 presents the abstract basic system. Section 3 introduces the jigsaw-extended system. Section 4 contains an example of extending a concrete system with the jigsaw operator. Finally, Section 5 ends with conclusions.
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Abstract
Program composition and compositional proof systems have proven themselves important for simplifying the design and the veri cation of programs. The paper presents a version of the jigsaw program composition operator previously de ned in FFG90, FFG91] . Here, the jigsaw operator is de ned as the uni cation of its components by their most general uni er. The jigsaw operator generalizes and uni es the traditional sequential and parallel program composition operators and the newly proposed union and superposition operators. We consider a family of frameworks each consisting of a programming language, a speci cation language and a compositional syntax-directed proof system. We present syntactic rules to augment any given framework in the family with the jigsaw operator. The augmented framework is syntax-directed and compositional. Moreover, it is sound and complete with respect to the given framework.
Introduction
Program composition and compositional proof systems have proven themselves important for simplifying the design and veri cation of programs. In this approach, small parts of a software system are programmed and veri ed separately and then composed into a larger system. To develop a system such that its syntactic structure re ects the intuitive structure of the algorithm it implements, program composition operators able to re ect common relations among components of algorithms are required. Traditional program composition operators are the sequential and the parallel composition operators. Recently, other program composition operators have been suggested BF88, CM88, FF90, KFE90] .
In this paper a composition operator, called jigsaw, is considered. The jigsaw composition operator generalizes and uni es the sequential and the parallel operators together with the newly proposed union and superposition operators BF88, CM88] .
Two versions of the jigsaw operator have already been presented and studied in FFG90, FFG91] . Both versions present a composition operator which composes gapped programs. A gapped program is a program in the language under consideration which includes scattered unspeci ed statements, to be called gaps. The jigsaw operator composes two gapped programs by \ lling" gaps in a component with statements taken from the other component. In FFG90] the jigsaw operator is added to a CSP-like programming language Hoa78] and a proof rule for A preliminary version of this paper appears in FFG92].
