For each nite measure on 0; 1 , a coalescent Markov process, with state space the compact set of all partitions of the set N of positive i n tegers, is constructed so the restriction of the partition to each nite subset of N i s a M a r k ov c hain with the following transition rates: when the partition has b blocks, each k-tuple of blocks is merging to form a single block at rate R 1 0 x k,2 1 , x b,k dx. Call this process a -coalescent. Discrete measure valued processes derived from the -coalescent model a system of masses undergoing coalescent collisions. Kingman's coalescent, which has numerous applications in population genetics, is the 0 -coalescent for 0 a unit mass at 0. The coalescent recently derived by Bolthausen and Sznitman from Ruelle's probability cascades, in the context of the Sherrington-Kirkpatrick spin glass model in mathematical physics, is the U -coalescent for U uniform on 0; 1 . For = U , and whenever an in nite number of masses are present, each collision in a -coalescent i n volves an in nite number of masses almost surely, and the proportion of masses involved exists as a limit almost surely and is distributed proportionally to . The two-parameter Poisson-Dirichlet family of random discrete distributions derived from a stable subordinator, and corresponding exchangeable random partitions of N governed by a generalization of the Ewens sampling formula, are applied to describe transition mechanisms for processes of coalescence and fragmentation, including the U -coalescent and its time reversal.
Introduction
Markovian coalescent models for the evolution of a system of masses by a random process of binary collisions were introduced by Marcus 29 and Lushnikov 28 . See Aldous 3 for a recent survey of the scienti c literature of these models and their relation to Smoluchowski's mean-eld theory of coagulation phenomena. Evans and Pitman 15 gave a general framework for the rigorous construction of partition valued and discrete measure valued coalescent Markov processes allowing in nitely many massses, and treated the binary coalescent model where each pair of masses x and y is subject to a coalescent collision at rate x; y for a suitable rate kernel . This paper studies a family of partition valued Markov processes, with state space the compact set of all partitions of N := f1; 2; : : : g, such that the restriction of the partition to each nite subset of N is a Markov chain with transition rates of a simple form determined by the moments of a nite measure on the unit interval. The case = 0 , a unit mass at 0, is Kingman's coalescent in which e v ery pair of blocks coalesces at rate 1. The case = U, the uniform distribution on 0; 1 yields the coalescent derived by Bolthausen-Sznitman 9 from Ruelle's probability cascades 39 . See also 8 for another derivation of this coalescent from the genealogy of a continuous-state branching process.
The rest of this paper is organized as follows. Section 2 describes the main results, with pointers to following sections for details. Section 2.1 gives some results for the partition valued -coalescent for general . Section 2.2 describes an associated discrete measure valued process, the ranked mass -coalescent. Section 2.3 presents a theorem which shows how certain operations of coagulation and fragmentation act on the two-parameter family of distributions of exchangeable random partitions of N introduced in 31 and studied further in 33, 34 . Section 2.4 applies this theorem to the U-coalescent t o r e c o ver some of the results of Bolthausen-Sznitman and to obtain various further developments. The conceptual framework of the paper is provided by Kingman's theory of exchangeable random partitions of N, as reviewed in Appendix A.
Summary of Results
For n 2 N := f1; 2; : : : g let P n be the nite set of all partitions of the set n : = f1; : : : ; n g. L e t P 1 be the set of all partitions of N. E a c h 2 P 1 is identi ed with the sequence 1 ; 2 ; : : : 2 P 1 P 2 2 where n is the restriction of to n . Give P 1 the topology it inherits as a subset of P 1 P 2 with the product of discrete topologies. So P 1 is compact and metrizable. Following 25, 15 , call a P 1 -valued stochastic process 1 := 1 t; t 0 a coalescent if 1 has c adl ag paths and 1 s a re nement o f 1 t f o r e v ery s t . That is to say, for each n the restriction n := n t; t 0 of 1 to n is a process with right-continuous step function paths such t h a t n s a re nement o f n t for every s t . The following result is established in Section 3.1:
Theorem 1 Let b;k ; 2 k b 1 be an array of non-negative real numbers. There exists for each 2 P 1 a P 1 -valued c oalescent 1 with 1 0 = , whose restriction n to n is for each n a Markov chain such that when n t has b blocks each k-tuple of blocks of n t is merging to form a single block at rate b;k , if and only if b;k = Z 1 0 x k,2 1 , x b,k dx 1 for some non-negative and nite measure on the Borel subsets of 0; 1 . For b;k so derived from and 2 P 1 let P ; denote the probability distribution governing 1 with 1 0 = on the space o f c adl ag P 1 -valued p aths with the Skorohod topology. Then the collection of laws P ; ; 2 P 1 de nes a strong Markov process with state space P 1 and Feller semigroup. Moreover the map ; 7 ! P ; is continuous when the spaces of measures are given their weak topologies.
De nition 2 Call this P 1 -valued Markov process induced by a n i t e m e a s u r e o n 0 ; 1 thecoalescent. Let 1 1 denote the partition of N into singletons. Call a -coalescent started in state 1 1 a standard -coalescent. For = 0 , the transition rates are b;k = 1 k = 2. So the 0 -coalescent is Kingman's coalescent 25, 27 in which each pair of blocks coalesces at rate 1, and no multiple collisions are allowed. For r; s 0 and = betar; s , the probability distribution on 0; 1 with density Br; s ,1 x r,1 1,x s,1 at x 2 0; 1 where Br; s = , r,s=,r + s, the rates are b;k = Br + k , 2; s + b , k=Br; s . These rates identify the U-coalescent with the coalescent studied by Bolthausen-Sznitman 9 . Provided has no mass at 0, it is easily checked that a family of chains n with the transition rates 1 can be constructed as follows from the countable collection of point s o f a P oisson point process N on 0; 1 f 0; 1g 1 with P x governing := 1 ; 2 ; : : : as a sequence of independent Bernoulli trials with P x i = 1 = x for all i. Given an arbitrary partition of N, let n 0 be the restriction of to n , and let the process n be allowed the possibility of jumping only at the times t of points t; o f N such t h a t P n i=1 i 2. For such t, i f n t, = fA 1 ; : : : ; A b g say, where the A i are in the order of their least elements, let n t be derived from n t, b y merging those A i with i = 1. This will result in a transition of n at time t if and only if P b i=1 i 2. It follows immediately from the de nition 3 of L that n is Markovian with the desired transition rates 1. By construction, n is the restriction to n o f n+1 for every n. The Poisson point process N therefore determines a unique P 1 -valued coalescent process 1 whose restriction to n i s n for every n. T o summarize:
Corollary 3 Provided has no mass at 0, the above construction of consistent coalescent chains n from a Poisson point process on 0; 1 f 0; 1g 1 with intensity dt Ld for L in 3 yields a -coalescent process 1 .
In particular, for dx = dx Corollary 3 gives a new construction of the U-coalescent.
Some results for general .
Throughout the paper, the notation r := Z 1 0 x r dx is used for the rth moment of the nite measure on 0; 1 for arbitrary real r. Note that r is a decreasing function of r with 1 0 r 0 f o r r 0, while r may be either nite or +1 for r 0. For r = 0 ; 1; : : :observe from 1 that r = r+2;r+2 is the rate at which n is jumping to its absorbing state f n g from any state with r+2blocks. To a void trivialities, assume from now o n t h a t 0 0. Let F denote a generic probability measure on 0; 1 , and take = 0 F. By rescaling the 4 time parameter, there is no loss of generality in supposing 0 = 1. So when convenient, results may be presented just for an F-coalescent. Let X denote a random variable with distribution F, de ned on some background probability space ; F; P with expectation operator E , s o E X r = r = 0 .
From 1, the transition rates of the -coalescent a r e b;k := 0 E X k,2 1 , X b,k f o r a l l 2 k b:
4 Let 1 be a -coalescent started at . F or i; j 2 N with i and j in di erent b l o c ks of , let i;j denote the collision time of i and j, meaning the unique time t such that i and j belong to the same block o f 1 t but di erent blocks of 1 t,. By the exchangeability property of the -coalescent described in Section 3.2, the random time i;j has the same exponential distribution with rate 2;2 = 0 for all such i; j. W rite for the number of blocks of a partition .
Theorem 4 For an F-coalescent 1 started with i and j in distinct blocks of 1 0, and i;j the collision time of i and j, if the event 1 i;j , = 1 has strictly positive probability, then given this event a random variable X i;j with distribution F is recovered as the almost sure r elative frequency of blocks of 1 i;j , which merge at time i;j to form the block containing both i and j.
According to Proposition 23, provided F has no atom at 1, in a standard -coalescent t h e probability o f t h e e v ent 1 i;j , = 1 i s e i t h e r 0 f o r a l l i; j or 1 for all i; j. In particular, it will be seen that for a standard U-coalescent t h i s e v ent has probability one for all i; j. So at each collision time i;j in a standard U-coalescent, the relative frequency of blocks involved has the uniform distribution U.
For any initial partition with a nite number of blocks b 2, the total rate of transitions of all kinds in a -coalescent can be variously expressed as
where the ratio is interpreted by continuity to equal It follows that the holding time of the initial state 1 1 of the standard -coalescent has an exponential distribution with rate ,2 , and that the -coalescent i s a M a r k ov process of jump-hold type with bounded transition rates and step-function paths if and only if ,2 1. Example 19 describes more explicitly the simple transition mechanism of the -coalescent w h e n ,2 1.
It was observed by Kingman for = 0 , and is true also for general , that in a standardcoalescent the partition 1 t is for each t an exchangeable random partition of N. That is, for each particular partition fB 1 ; : : : ; B k g of n i n to k blocks, the probability t h a t n t = fB 1 ; : : : ; B k g is a symmetric function of the sizes n 1 ; : : : ; n k of the blocks B 1 ; : : : ; B k , s a y P ;1 1 n t = fB 1 ; : : : ; B k g = : p t n 1 ; : : : ; n k :
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For each xed t and , this function p t of nite sequences of positive i n tegers n 1 ; : : : ; n k i s t h e exchangeable probability function EPF associated with the P ;1 1 distribution of 1 t o n P 1 . This probability distribution on P 1 may also be denoted p t . Appendix A reviews the basic properties the EPF determining the distribution on P 1 of an exchangeable random partition of N. F or xed and n, the EPF p t n 1 ; : : : ; n k is determined for all n 1 ; : : : ; n k with P k i=1 n i = n and all t 0 by the n , 1 moments 0 ; 1 ; : : : ; n,2 of . For these moments determine the transition rates of the nite state chain n t; t 0, and these rates in turn determine p t n 1 ; : : : ; n k for all such n 1 ; : : : ; n k and all t 0 via Kolmogorov's di erential equations. Section 3.8 gives some more explicit expressions.
De nition 5 For a partition of n , where n 2 N f1g and 1 : = N, write = fA 1 ; A 2 ; : : : g to indicate that the blocks of in increasing order of their least elements are A 1 ; A 2 ; : : : , with the convention A i = ; for i . F or a partition = fA 1 ; A 2 ; : : : g of N and a partition := fB 1 ; B 2 ; : : : g of n with n let the -coagulation of be the partition of N whose blocks are the non-empty sets of the form j2B i A j for some i = 1 ; 2; : : : . F or each probability distribution p on P 1 , de ne a Markov k ernel p -coag on P 1 , t h e p-coagulation kernel, as follows: for 2 P 1 let p -coag; be the distribution of the -coagulation of for with distribution p.
Think of as describing a coagulation of singleton subsets into the blocks B 1 ; B 2 ; : : : . Then the -coagulation of describes a corresponding coagulation of blocks of .
Let 1 be a P 1 -valued coalescent process with 1 0 = for some with = n 2 N f1g.
Then it is easily seen that 1 t = the n t-coagulation of for t 0 9 for some uniquely de ned P n -valued coalescent process n with initial state 1 n , the partition of n into singletons.
Theorem 6 A c oalescent process 1 starting at with = n for some 1 n 1 is acoalescent if and only of n de ned b y 9 is distributed a s t h e r estriction to n of a standard -coalescent. The semigroup of the -coalescent on P 1 is thus given by P ; 1 t 2 = p t -coag; 10 where p t : = P ;1 1 1 t 2 is the distribution of an exchangeable random partition of N with the EPF p t n 1 ; : : : ; n k which is uniquely determined by Kolmogorov equations for the nite state chains n for n = 2 ; 3; : : : . with 0 f j t 1 a n d P jfj t 1 almost surely for each t. De ne ft : = f 1 t; f 2 t; : : : t o be the ranked rearrangement o f f 1 t;f 2 t; : : : , and let P t denote the probability distribution of ft on the set S of all non-negative sequences x = x 1 ; x 2 ; : : : w i t h P i x i 1 which a r e ranked, meaning x 1 x 2 : : : 0. According to Kingman's correspondence p $ P between distributions p of exchangeable random partitions of N and probability measures P on S Theorem 36, the distribution p t of 1 t and the distribution P 2.2 The ranked mass -coalescent As in 15, 27, 9 , the P 1 -valued -coalescent can be used to build various discrete measure valued coalescent processes. Section 3.7 gives some results for the ranked mass -coalescent Xt; t 0 with state space S := fx 2 S : P i x i = 1 g, the set of ranked probability distributions on N, with the topology it inherits as a subset of`1. In this process, masses labeled by N collide by t h e mechanism of the standard -coalescent applied to their labels. The state Xt : = X 1 t; X 2 t; : : : of the process at time t is the ranked rearrangement of the masses. The existence of this process is made precise by the following corollary, w h i c h follows from Theorems 1 and 6 by the well known criterion of Dynkin 13 
The two-parameter family
The following two lemmas recall some known results regarding a two-parameter family of probability distributions of exchangeable random partitions of N. These results turn out to be the basis of various descriptions of the U-coalescent.
Lemma 9 Note that formula 15 contains some factors of and which should be cancelled before evaluation if either = 0 o r = 0 . F or ; subject to 14 call an exchangeable random partition of N characterized by the EPF 15, or by frequencies of the form 12-13, an ; partition. I t w as shown in 31 how to construct an ; partition by a simple urn scheme. Following 37 , de ne the Poisson-Dirichlet distribution with parameters ; , abbreviated P D ; , to be the distribution of ranked frequencies of an ; partition. That is, P D ; is the distribution on S obtained after rankingf generated by 12-13. De nition 11 For each probability measure p on P 1 , de ne a Markov k ernel p -frag on P 1 , t h e p-fragmentation kernel as follows. Let p -frag; be the distribution of a random re nement of whose restriction to the mth block o f is the restriction of m to that block, where the m ; m= 1 ; 2; : : : are independent random partitions of N with distribution p.
For p = p ; , the distribution of an ; -partition, the notations ; -coag and ; -frag will be used instead of p ; -coag and p ; -frag. Say that 0 is an ; -coagulation of i f P 0 2 j = = ; -coag; and an ; -fragmentation of i f P 0 2 j = = ; -frag; : The following theorem is proved in Section 4: Theorem 12 For all 0 1; 0 1; , , the following two conditions are e quivalent: i is an ; partition and 0 is a ;= -coagulation of ; ii 0 is an ; partition and is an ; , -fragmentation of 0 .
For each allowed choice of ; and , these equivalent conditions describe a particular joint distribution of a pair ; 0 o f e x c hangeable random partitions of N such that is a re nement o f 0 . Kingman's correspondence yields parallel descriptions of a joint distribution of a pair V ; V 0 of random elements of S . Recall that x; i s t h e r a n k ed rearrangement of the partial sums of x over blocks of .
Corollary 13 For all 0 1; 0 1; , , the following two conditions are e quivalent: i V has P D ; distribution and V 0 = V ; 00 for 00 a ;= -partition independent of V . The case = 0 of this implication amounts to part i of the next theorem. Thus Theorem 12 uni es and generalizes these two k n o wn relations involving fragmentation and coagulation operations on the two-parameter family.
2.4 The U-coalescent
Starting from a representation of the U-coalescent in terms of a Poisson process associated with Ruelle's probability cascades 39 , and using the characterization of P D ; 0 in Lemma 10, BolthausenSznitman discovered the following much more explicit form of Theorem 6 for = U:
Theorem 14 9 i The family of Markov kernels e ,t ; 0 -coag; t 0 on P 1 forms a semigroup.
ii The Markov process with this semigroup is the U-coalescent: P U; 1 t 2 = e ,t ; 0 -coag; :
16
iii For a standard U-coalescent, 1 t is an e ,t ; 0-partition, with EPF p U t n 1 ; : : :
1 , e ,t n i ,1 :
17
As shown by Bolthausen-Sznitman, ii follows easily from i by a transition rate calculation, and iii can be checked by s h o wing that the right s i d e o f 1 7 s o l v es the system of Kolmogorov backward equations for p U t . The EPF in 17 is the instance ; = e ,t ; 0 of the EPF in 15. So either of ii and iii can be read from the other by application of Theorem 6 and Lemma 9. Apply Kingman's correspondence to deduce from Theorem 14 that the distribution P U t of ranked frequencies of blocks at time t in a standard U-coalescent i s P U t = P D e ,t ; 0.
Part ii of Theorem 14 combined with the implication i ii of Theorem 12 for = e ,s ; = e ,t,s ; = 0 yields part i of the next corollary, part ii of which f o l l o ws using the implication ii i of Theorem 12 for = e ,s ; = e ,t,s ; = ,e ,T : Corollary 15 Let 1 be a standard U-coalescent. Then i the co-transition probabilities of 1 are given for 0 s t by P 1 s 2 j 1 t = = e ,s ; ,e ,t -frag; :
ii Fix T 0, and let 1 T = fB 1 T; B 2 T ; : : : g. F or 0 t T and m = 1 ; 2; : : :let m 1 t be the restriction of 1 t to B m T , r egarded a s a P 1 -valued p r ocess after relabeling B m T by N. Then, independently of 1 u; u T, the processes m 1 t; 0 t T are independent and identically distributed time-inhomogeneous Markovian coalescents, each with nal state m 1 T = fNg, and each with the same co-transition probabilities as those of 1 described i n i. F or each m and 0 t T the partition m 1 t is an e ,t ; ,e ,T -partition, and the forwards transition probabilities are given for 0 s t T by P m 1 t 2 j m 1 s = = e ,t,s ; ,e ,T,s -coag; :
18 Less formally, each of the inhomogeneous Markovian coalescents m 1 is a copy of the standard U-coalescent conditioned to reach state fNg at time T.
For 1 a standard U-coalescent, let f 1 t;f 2 t; : : : denote the frequencies of blocks of 1 t, in order of least elements, as de ned by 11. Combine Lemma 10 and Theorem 14 to deduce the representationf 1 t = Y 1 t;f n t = 1 ,Ỹ 1 t 1 ,Ỹ n,1 tỸ n t n 2
19
where for each x e d t theỸ n t are independent, andỸ n t has beta1 , e ,t ; n e ,t distribution for n = 1 ; 2; : : : . A s s h o wn in Section 3.9, it follows that the two-dimensional distributions of the process f 1 t; t 0 are as described in the following result. What is not at all obvious from this approach is that the process f 1 t; t 0 has the Markov property. H o wever, this is an immediate consequence of the description of the time-reversed U-coalescent p r o vided by Corollary 15: the process 1 1 t; 0 t T is independent o f o f 1 u; u T, and f 1 t; 0 t T c a n b e recovered measurably fromf 1 T a n d 1 1 t; 0 t T. See 5, Theorem 6 for a strikingly similar description of the corresponding process derived from the standard additive coalescent with time parameter set ,1; 1. Corollary 16 Letf 1 t be the frequency of the block containing 1 at time t in a standard Ucoalescent. Then i the process f 1 t; t 0 is Markovian, with the same distribution as the process 1 , e ,t = 1; t 0 where s; s 0 is a gamma process, with stationary independent increments and P s 2 dx = , s ,1 x s,1 e ,x dx; x 0.
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ii The distribution off 1 t is beta1 , e ,t ; e ,t , and the process , log1 ,f 1 t; t 0 has non-stationary independent increments.
iii Let J 1 J 2 : : :be the ranked magnitudes of jumps of the process f 1 t; t 0, and let T i be the time when the jump of magnitude J i occurs. Then the distribution of the sequence J 1 ; J 2 ; : : : on S is P D 0; 1, and this sequence is independent of the T i , which are independent with standard exponential distribution.
To restate i, the random measure on 0; 1 w h i c h assigns massf 1 t t o 0 ; t is a Dirichlet random measure governed by the standard exponential distribution, as in 19 . Parts ii and iii are equivalents of i by w ell known properties of the Dirichlet random measure 12, Theorem 3.1 , 19 . To i n terpret these results, regard the frequencies of blocks of 1 t as masses engaged in coalescent collisions governed by the ranked mass U-coalescent with conservation of total mass. Thenf 1 t describes the mass at time t that has coalesced around some particle labeled 1 in the dust at time 0+. Each jump J i of the process f 1 t; t 0 describes the increment of this mass due to a collision at some time T i . According to Theorem 4, with probability one the collision at each of these times T i involves an in nite number of other masses besides the mass of magnitudef 1 T i , containing particle 1. The sum of all these other masses is J i . As an application of Corollary 16, consider the increment of mass to the cluster containing 1 at the instant 1;2 when this cluster rst collides with the cluster containing a second particle labeled 2. By exchangeability considerations, for any standard -coalescent there is the formula P ;1 1 1;2 s jf 1 t; t 0 =f 1 s for all s 0: 20 For the U-coalescent, this fact can be combined with Corollary 16 as follows, to yield an explicit description of the trivariate law o f 1;2 and the random variablesf 1 1;2 , a n d f 1 1;2 , which r e present the mass of the cluster containing 1 just before and just after the collision with the cluster containing 2. Let J 1;2 :=f 1 1;2 ,f 1 1;2 , which is the mass added to the cluster containing 1 at the time 1;2 when that cluster rst collides with the cluster containing 2. Then from 20 and Corollary 16 there is the equality of trivariate Corollary 9 that DX , DX, has uniform distribution on 0; 1 and is independent o f X, t h a t the pair X;DX , DX, is independent of the the random distribution function D 0 derived from D by deleting the atom of magnitude DX , DX, a t X and renormalizing to obtain a probability distribution, and that D 0 has the same distribution as D. So 21 yields the following Corollary:
Corollary 17 In the standard U-coalescent, let J 1;2 be the mass added to the cluster containing 1 at the time 1;2 when that cluster rst collides with the cluster containing 2. Then J 1;2 has the uniform distribution U independent of the standard e x p onential time 1;2 , and the conditional distribution of f 1 1;2 ,=1 , u given J 1;2 = u and 1;2 = t is beta1 , e ,t ; e ,t .
3 The -coalescent 3.1 Construction For 1 n N 1 and 2 P N let R n 2 P n be the restriction of to n . For each nite n let n := n t; t 0 be a P n -valued coalescent Markov c hain de ned by the following transition rates: when the partition of n h a s b blocks, each k-tuple of blocks is merging to form a single block at rate b;k , for some array of non-negative real numbers b;k indexed by 2 k b. Call such a n array of rates b;k consistent if for all n m 1 and each m 2 P m , the process R n m g i v en m 0 = m has the same distribution as n given n 0 = R n m .
Lemma 18 An array of rates b;k is consistent if and only if b;k = b+1;k + b+1;k+1 for all 2 k b: Proof. It is easily seen that to check consistency for an array of rates it su ces to consider m = n+1. Proof of Theorem 1. The necessity of condition 1 follows from the previous Lemma. Assuming 1 holds, the desired process 1 is constructed as in Kingman 27 , who carried out this construction in the case = 0 . An application of the Kolmogorov consistency theorem shows that for each initial partition of N it is possible to construct the Markov c hains n all on the same probability space, each with right continuous step function paths, in such a w ay t h a t n 0 = R n , and n = R n m for n m 1. The desired process 1 is then obtained by letting 1 t be the unique partition of N whose restriction to n i s n t for every n. The claimed regularity properties of 1 then follow b y straightforward arguments given in 15, 9 for similar constructions. 
Symmetry properties
For a bijection with domain A and range B, and a partition of A, l e t denote the partition of B whose blocks are the -images of the blocks of . The form of the transition rates of n implies that if n is started in state n , then for every permutation of n the process n is a copy o f n started in state n . This basic exchangeability property of the chains n implies the following exchangeability property of the -coalescent. Let 1 : = N. F or each n = 1 ; 2; : : : ; 1, and each subset H of N containing n elements, the restriction of 1 to H, when regarded as a P n -valued process by labeling H by an arbitrary bijection from H to n , has the same distribution as n started in state H , where H is the restriction to H of the initial state of 1 .
Proof of Theorem 6. The exchangeability for each t of the random partition 1 t d e r i v ed from a standard -coalescent is evident from the previous paragraph. The construction of thecoalescent started in state from the standard -coalescent, and vice versa, are easily established by consideration of restrictions to n for each n i t e n. 2
Generalizations
Note from De nition 5 that no matter what the distribution p on P 1 , e a c h o f t h e k ernels K = p -coag acts locally on P 1 , meaning that if denotes a random partition of N with distribution K; , then for each n the distribution of R n depends on only through R n . It follows that any P 1 -valued Markov process 1 , e a c h of whose transition kernels is of the form p -coag for some p, i s such that the P n -valued process R n 1 is a Markov c hain. Such a coalescent process 1 with c adl ag paths could therefore be constructed more generally than in Theorem 1 from a consistent family of Markov c hains with more complex transition rules, allowing not just multiple collisions in which several blocks merge to form one block, but simultaneous multiple collisions, in which several new blocks might be formed, each from the merger of two or more smaller blocks. There is a composition rule for coagulation kernels associated with exchangeable distributions p i on P 1 which induces a semigroup operation on these distributions, or equivalently on 1 there is positive probability of more than two new blocks being formed at the rst jump. So the only distributions of Y such that 1 could be a -coalescent for some are those with PY 2 = 0 = 1. Assuming PY 2 = 0 = 1 , l e t F 1 be the distribution of Y 1 , s o F 1 could be any probability distribution on 0; 1 , and p is the distribution of the exchangeable random partition of N with ranked frequencies Y 1 ; 0; : : : . By consideration of restrictions to n it is easily veri ed that 1 so constructed is a -coalescent for dx = x 2 F 1 dx. This construction can therefore be used to make a -coalescent for any with ,2 1 by use of = ,2 and F 1 dx : = x ,2 dx= ,2 . Indeed, this is just another way of expressing the result of Corollary 3 when ,2 1. Each j u m p in this construction according to p -coag can be described by the following variation of Kingman's paintbox s c heme for generating an exchangeable random partition with distribution p: g i v en the current partition is , t o m a k e the next partition 0 with distribution p -coag; , rst pick Y 1 with distribution F 1 . Given Y 1 = y toss a coin which lands heads independently with probability y for each block o f , and let 0 be derived from by merging all the blocks whose coins land heads.
Example 20 with an atom at 1. Let 1 = + 1 where has no atom at 1, for 0 and 1 a unit mass at 1. Let 1 be a -coalescent, let T be an independent exponential time with rate , a n d let 0 1 t equal 1 t i f t T and fNg if t T. Then it is easily seen that 0 1 is a 1 -coalescent.
As the 1 -coalescent is so easily described in terms of the -coalescent, to avoid trivial exceptions in the formulation of some later results it may be assumed that has no atom at 1. where jAj is the number of elements of A. Recall that is the number of blocks of a partition . Lemma 21 Let 1 be a n F-coalescent started a t with 1 and 2 in distinct blocks of . Let B 1 ; B 2 ; : : :denote the blocks of 1 1;2 ,, i n o r der of their least elements, so 1 2 B 1 and 2 2 B 2 .
Let I j be the indicator of the event that the collision between B 1 and B 2 at time 1;2 also involves block B j , m e aning that B j ; B 1 and B 2 all belong to the same block of 1 1;2 . Then for each n 3, conditionally given 1;2 and 1 1;2 , n, the I 3 ; I 4 ; : : : ; I n are exchangeableF indicators. Proof. By 27 it is enough to show for arbitrary n 3 a n d t 0 t h a t f o r e v ery subset A of f3; : : : ; n g with jAj = a Pfj : 3 j n; I j = 1 g = A j 1;2 = t; 1 t, n = i;n,i,2 28 for i;j de ned by 23-25 with X distributed according to F. F or 2 P 1 with n let n be the least m such that the restriction of to m has at least n blocks. Then it su ces to establish 28 with conditioning on 1;2 = t and 1 t, n replaced by conditioning on 1;2 = t, 1 t, n and n 1 t, = m for arbitrary m = n; n + 1 ; : : : . T h i s v ariant of 28 is implied another variant of 28 with conditioning on 1;2 = t and 1 t, n replaced by conditioning on 1;2 = t and m t, = m for some arbitrary partition m of m i n to n blocks, say fB m;1 ; B m;2 ; : : : ; B m;n g, with 1 2 B m;1 and 2 2 B m;2 . But this last form of 28 follows immediately from the description of the transition rates of m : g i v en that m is in such a state m , the rate of all transitions that cause blocks B m;1 and B m;2 to be merged perhaps also with other blocks is 2;2 = 0;0 = 1, while the rate of these transitions in which the set of other blocks involved is fB m;j ; j2 Ag, where jAj = a, i s n;a+2 = a;n,a,2 .
2
Example It follows easily that PY N 2 dx = Fdx as claimed, and that N is independent o f Y N with geometric distribution with mean ,2 . As a nal check, 1;2 = T N is the sum of N independent exponential variables with mean 1= ,2 , hence exponential with mean ,2 = ,2 = 1 , a s r e q u i r e d since 2;2 = 1 .
The total number of blocks
Let t : = 1 t, the number of blocks at time t in a -coalescent 1 . It was observed by Kingman for = 0 and Bolthausen-Sznitman for = U, and is easily seen for general , that the process t; t 0 is a time-homogeneous Markov process relative to the ltration of 1 Proof. Without loss of generality, it can be supposed that the standard -coalescent 1 is created by the Poisson construction of Corollary 3. By the assumption that the coalescent stays in nite, the random set S is identical to the set of all points t; x where x is the limiting relative frequency of 1's of as t; ranges over the points used in the Poisson construction of 1 . The conclusion is now evident. Proof. By Kingman's correspondence, the exchangeable random partition 1 t has proper frequencies i the singleton set f1g is almost surely not a block o f 1 t. In the restriction of the -coalescent t o n , when there are b blocks including f1g, the total rate at which f1g is colliding with one or more of the b , 1 other blocks is found to be
where the ratio is interpreted by c o n tinuity to equal b,1 i f X = 0 . T h us b increases to 0 E X ,1 = ,1 as b increases to 1. In the standard -coalescent, the rate at which f1g is colliding with some other block is therefore always bounded above b y ,1 . If this moment is nite, the probability that 1 is still a singleton at time t is at least exp, ,1 t 0, so the frequencies of 1 t a r e n o t
proper. If ,1 = 1 there are two possibilities. Either t = 1, in which case f1g has been subject to collisions at an in nite rate for time t, so some such collision has a.s. occurred by time t, o r t 1, i n w h i c h case also f1g is a.s. not a singleton of 1 t, because an exchangeable random partition of N with a nite number of blocks contains no singletons a.s..
2
If ,1 1, the process of frequencies ft; t 0 derived from a standard -coalescent i s a n S -valued process governed by an analog of the -coalescent ranked mass semigroup on S which allows creation of mass, starting from mass 0 at time 0 and terminating with mass 1 at time 1,. The missing mass in this process at time t, t h a t i s 1 , P i f i t, is the relative frequency of the union of all singleton blocks of 1 t. Only in the case ,1 = 1 is mass 1 instantaneously created at time 0+ so that the state-space can be restricted to S for t 0. The process of creation of mass when ,1 1 is described by the following proposition.
Proposition 26 Let Since a probability distribution on 0; 1 is determined by its positive i n teger moments, S t andŜ t must have the same distribution for each t 0, and the conclusion follows. 2
Consider now the problem of characterizing all entrance laws q t ; t 0 for the ranked masscoalescent. By general theory 14 , each e n trance law i s a n i n tegral mixture over some set of extreme ii If ,1 = 1 then X0+ may have an arbitrary probability distribution on S . There is then for each x 2 S a unique extreme entrance law under which X0+ = x a.s.. The corresponding process may be c onstructed by de ning Xt to be the ranked f r equencies of 1 t, where 1 is a -coalescent with 1 0 an exchangeable random partition of N whose sequence o f r anked f r equencies is x.
Proof. Acording to the de nition of the -coalescent r a n k ed mass semigroup by Corollary 7, for each " 0 the process Xt; t " has the same distribution as X"; 1 t,"; t " for a standard -coalescent 1 that is independent o f X". Let " 1 t; t " be a -coalescent with initial state " 1 " which is an exchangeable random partition of N such that f " 1 " has the same distribution as X", where f denotes the sequence of ranked frequencies of an exchangeable random partition . By application of Theorem 6 and 15, Lemma 29 , the process X"; 1 t , "; t " has the same law a s f " 1 t; t ". Thus Xt; t " theorem now s h o ws that there exists a P 1 -valued Markov process 1 t; t 0 governed by t h e -coalescent semigroup, with 1 t a n e x c hangeable random partition of N for each t 0, such that Xt; t 0 d = f 1 t; t 0: Since 1 t is re ning as t decreases, its limit 1 0+ exists in P 1 , and is exchangeable. Since for each m the sum of the m largest frequencies of 1 t is a non-decreasing function of t, the limit of f 1 t as t 0 exists in S almost surely, hence the limit X0+ exists in S almost surely.
Moreover, the continuity of Kingman's correspondence Theorem 36 implies that X0+ has the same distribution as the ranked frequencies of 1 0+. By the Feller property of the -coalescent semi-group on P 1 , the process 1 t; t 0 must be just the restriction to the time interval 0; 1 of a -coalescent started in the random state 1 0+. If X0+ is improper with positive probability, t h e n 1 0+ has a strictly positive frequency of singletons with positive probability.
If ,1 1, formula 37 implies that 1 t has a positive frequency of singletons with positive probability, c o n tradicting the assumption that Xt 2 S for every t 0. If on the other hand ,1 = 1 there is no contradiction. Rather, for any g i v en vector x 2 S , a process started with X0+ = x is obtained as indicated in the theorem. Finally it is easily shown that the law of each such process is extreme, by application of Kingman's result that the extreme laws of exchangeable random partitions of N are the laws p x corresponding to a given sequence of ranked frequencies x 2 S .
3.8 The exchangeable probability function
Formulae for the EPF p t n 1 ; : : : ; n k derived from the standard -coalescent for general , as in 8 can be found explicitly at least for some particular n 1 ; : : : ; n k . Fix and let p t stand for p t . Due to symmetry of the EPF, it su ces to consider p t n 1 ; : : : ; n k for decreasing sequences n 1 ; : : : ; n k . Write for instance 3 2 2 3 1 for the decreasing sequence 3; 3; 2; 2; 2; 1. The decreasing rearrangement of the sizes of blocks of a partition of n is a partition of the integer n, call it the type of . Note that p t 3 2 2 3 1 is not the probability t h a t 13 t i s o f t ype 3 2 2 3 1, but rather the probability that 13 t = for each particular partition of f1; : : : ; 13g of type 3 2 2 3 1. The holding time of n t; t 0 in its initial state 1 n is exponential with rate n , as in 5, so p t 1 n = e ,nt for n = 2 ; 3; : : :where 38 2 = 0 ; 3 = 3 0 , 2 1 ; 4 = 6 0 , 8 1 + 3 2 and so on. Note that the j simplify to jj , 1=2 for = 0 and to j , 1 f o r = U. The values of p t n 1 ; : : : ; n k for all n 1 ; : : : ; n k w i t h P j n j 3 can be deduced from 38 for n = 2 ; 3 As a check, for such a s U with 0 = 1 ; 1 = 1 =2, formu l a 1 7 i s r e c o vered for all n 1 ; : : : ; n k with P i n i 3. For n 3 a state of type 21 n,2 can only be entered directly from 1 n . S o b y conditioning on the entry time and using 38 p t 21 n,2 = Z t 0 e ,ns n;2 e , n,1 t,s ds = n;2 n , n,1 e , n,1 t , e ,nt : For n 4 a state of type 31 n,3 can only be entered directly from 1 n or via one of 3 di erent states of type 21 n,2 . Conditioning on these cases and the entry time gives p t 31 n,3 = Z t 0 p s 1 n n;3 e , n,2 t,s ds + 3 Z t 0 p s 21 n,2 n,1;2 e , n,2 t,s ds and hence by i n tegration p t 31 n,3 = n;3 n , n,2 + 3 n;2 n,1;2 n , n,1 " 1 n,1 , n,2 , 1 n , n,2 e , n,2 t + + 3 n;2 n,1;2 n , n,1 " ,1 n,1 , n,2 e , n,1 t + , n;3 n , n,2 + 3 n;2 n,1;2 n , n,1
Proceeding in this way, it is clear that for given n the values of p t n 1 ; : : : ; n k w i t h P i n i = n can be found one by o n e b y repeated integration for k = n; n , 1; n, 2 and so on. So a reverse induction on k for xed n yields:
Proposition 28 The EPF p t derived f r om a standard -coalescent is of the form In principle, the inductive derivation of this result yields a recursive description of the a j n 1 ; : : : ; n k , but this recursion seems very complicated. Neither does there appear to be any substantial simplication for with simple rates, such a s = x or = betar; s , except in the special cases = 0 see 25, 27 and 40, 6.1 , and = U Theorem 14.
An unfortunate feature of formula 41 is that for given n = P i n i the description of p t n 1 ; : : : ; n k is most complicated when k = 1, which is one of the most interesting cases. A more explicit description of p t n can be obtained as follows. Observe rst that for T n the absorbtion time of n as in 30, there is the formula p t n = PT n t, so 32 yields the Laplace transform R 1 0 p t ne ,t dt = n = where n = E e ,Tn is determined recursively by 33. The connection with T n can be exploited to obtain the following formula, by conditioning the range of the process n t; 0 t T n to be a particular subset fm 0 ; : : : ; m c g of n : Proposition 29 For a -coalescent the probability that any particular set of n blocks in the initial partitition is contained in the same block at time t is p t n = 1 , n X r=2 a n;r e ,rt 44
where for each 2 r n the function a n;r := a n;r 2 ; : : : ; n is a rational function of 2 ; : : : ; n , o r of the rst n , 2 moments of , which may be expressed as follows in terms of the i and the b;k which are just linear combinations of the i : a n;r = n,1 X For n = 2 ; 3 it is easily checked that these formulae 44-45 are consistent with the previous formulae 39-40. For n = 4, after simpli cation using 3 " n k is the Stirling number of the rst kind which i s t h e n umber of permutations of n with k cycles. The only j for which this is obviously consistent with 44 is j = 0. Equate coe cents of e ,jt for 1 j n , 1 t o see that the factorization implied by 17 amounts to the identity a n;r = ,1 r " n r =n , 1! for 2 r n for b ; b;k as in 47: 49 3.9 Distribution of the frequencies
In this section, let 1 t; t 0 be a standard F-coalescent for some probability distribution F on 0; 1 , with moments r := R 1 0 x r Fdx. For j = 1 ; 2; : : :letf j;t :=f j t as in 11 be the frequencies of blocks of 1 t in order of least elements.
LetF t denote the probability distribution off 1;t on 0; 1 . As a consequence of known formulae for exchangeable random partitions and associated random discrete distributions 32, 31 , this probability distributionF t on 0; 1 carries a good deal of information about the distribution of 1 Proof. It is obvious that the process f 1;t ; t 0 has increasing sample paths, and the facts 54 follow immediately from this and formula 51. which is independent o f f 1;t . Finally, the distribution of Z t;u is identi ed by a moment computation. 2
In the proof of the previous proposition, the distribution of Z t;u displayed in 57 was identi ed. Take = e ,t and = e ,u in 57 to deduce the following corollary:
Corollary 33 For and p in 0; 1 let g ;p x denote the probability density at x 2 0; 1 of the random variable P 1 n=1 V n; Y n;p where the sequence V n; ; n= 1 ; 2; : : : has P D ; distribution, Y n;p ; n= 1 ; 2; : : : is a sequence of independent Bernoullip indicators, and the two sequences are independent. Then for each ; x 2 0; 1, the the function p 7 ! g ;p x is characterized by the following formula: for 2 0; 1 58 That is to say, the mixture over p of the distribution of P n V n; Y n;p , f o r p given a beta1 , ; distribution, is the beta , ; distribution. For xed and x the left side of 58 is essentially a Mellin transform in , so this formula determines the the function p 7 ! g ;p x b y uniqueness of Mellin transforms. The probability density x 7 ! g ;p x w as characterized in a di erent w ay in 7, 1 2 j 1 1 = = p -coag; ; ii for each n = 1 ; 2; : : :the joint law of 1 n ; 2 n on P n P n is given by the following formula: for each pair of partitions 1 := fA 1 ; : : : ; A K g and 2 := fB 1 ; : : : ; B k g of n such that 1 is a re nement of 2 , a n d f`: A` B i g = j i for each 1 i k P 1 n = 1 ; 2 n = 2 = p 1 a 1 ; : : : ; a K pj 1 ; : : : ; j k 62 where a i = jA i j, and P k i=1 j i = K.
When the conditions of the lemma hold, 2 1 is evidently exchangeable with EPF p 2 n 1 ; : : : ; n k obtained for n 1 ; : : : ; n k with P i n i = n by summing formula 62 over all 1 2 P n which are re nements of 2 for any particular 2 with jB i j = n i for all i. In principle then, Lemma 34 describes the action of p -coag on an arbitrary exchangeable distribution p 1 . This induces an operation on the set of probability measures on S via Kingman's correspondence. But this operation seems di cult to describe more explicitly. Similar remarks apply to p -frag instead of p -coag, as a consequence of the following analog of the previous lemma. But the action of p -frag on S is much simpler: this is just the operation described in a particular case in Corollary 13, and considered more generally as an action on S in 35 . Lemma 35 Let i 1 for i = 1 ; 2 be two random partitions of N, with restrictions i n to n . L et p 2 andp be two exchangeable probability distributions on P 1 . Then the following two conditions are equivalent: i 2 1 is exchangeable with distribution p 2 and for all 2 P 1 P 1 1 2 j 2 1 = = p -frag; ; ii for each n = 1 ; 2; : : :the joint law of 1 n ; 2 n on P n P n is given by the following formula: for each pair of partitions 1 := fA 1 ; : : : ; A K g and 2 := fB 1 ; : : : ; B k g of n such that 1 is a for some sequences of weights b 1 ; b 2 ; : : : a n d w 1 ; w 2 ; : : : and some sequence of normalization constants c 1 ; c 2 ; : : : determined by these weights. As shown by K e r o v 2 1 , t h e ; formula 15 and its limiting cases yield every EPF of this form. So it might be that Theorem 12 describes the only possible choices of non-degenerate laws p 1 and p of exchangeable random partitions of N such t h a t the action of the p -coag on p 1 to obtain p 2 can be inverted bŷ p -frag for somep.
A Exchangeable Random Partitions
This appendix recalls the basic results of Kingman's theory of exchangeable random partitions, which are used throughout the paper.
Let be a random partition of N with restrictions R n t o n f o r n = 1 ; 2; : : : . Call exchangeable i for each particular partition fB 1 ; : : : ; B k g of n i n to k blocks, the probability PR n = fB 1 ; : : : ; B k g is a symmetric function of the sizes n 1 ; : : : ; n k of the sets B 1 ; : : : ; B k , s a y PR n = fB 1 ; : : : ; B k g = pn 1 ; : : : ; n k :
Then p is a non-negative symmetric function of sequences of positive i n tegers n 1 ; : : : ; n k o f a r b itrary nite length, subject to p1 = 1 and a sequence of addition rules with obvious probabilistic interpretations, the rst few of which a r e p1 = p2 + p1; 1; p2 = p3 + p2; 1; p1; 1 = 2p2; 1 + p1; 1; 1: 66 Following 31 , call p the exchangeable probability function EPF of . The same symbol p may denote the probability distribution of on P 1 . S o pn 1 ; : : : ; n k i s t h e p measure of the set f 2 P 1 : R n = n g for each particular partition n of n i n to k blocks of sizes n 1 ; : : : ; n k . are independent and identically distributed according to some probability distribution on the line whose nth largest atom is x n , and whose continuous component has probability 1 , P n x n .
36
Theorem 36 Kingman's correspondence 24, 25 . A b i j e ctive correspondence p $ P between probability distributions p of exchangeable random partitions of N and probability distributions P on S is determined as follows. Each block B n of an exchangeable random partition = fB 1 ; B 2 ; : : : g of N with distribution p has an almost sure limiting relative frequencyf n . L et P be the distribution on S of the ranked r earrangement f of these frequencies. Then the conditional distribution of given f = x is p x , s o p = R S Pdxp x . This correspondence i s c ontinuous in the sense that a sequence o f EPF's p n has a pointwise limit p if and only if the corresponding sequence o f p r obability distributions P n on S has a weak limit P, and then p corresponds to P.
The most general distribution p of an exchangeable random partition of N is thus obtained as the distribution of Y 1 ; Y 2 ; : : : for a sequence of exchangeable random variables Y n . For, according to de Finetti's theorem, such Y 1 ; Y 2 ; : : :are conditionally independent with distribution G given some random probability distribution G. The corresponding P is then the distribution of ranked sizes of atoms of G. Aldous 
