Abstract-Differential Evolution (DE) is a simple and effective approach for solving numerical optimization problems. However, the performance of DE is sensitive to the choice of the mutation and crossover strategies and their associated control parameters. Therefore, to obtain optimal performance, time consuming parameter tuning is necessary. In DE, different mutation and crossover strategies with different parameter settings can be appropriate during different stages of the evolution. Therefore, to obtain optimal performance using DE, various adaptation and self-adaptation techniques have been proposed. Recently, a DE algorithm with an ensemble of parameters and strategies (EPSDE) was proposed. In EPSDE, a pool of distinct mutation and crossover strategies along with a pool of values for each control parameter coexists throughout the evolution process and competes to produce offspring. The performance of EPSDE degrades if the population members get struck with a combination of strategies and parameters values that produce successful offspring but lead to premature convergence in the due course of the evolution. In this paper, we try to improve the performance of the EPSDE algorithm with the help of a surrogate model that assists in generating competitive trial vectors corresponding to each parent in every generation of the evolution. The proposed algorithm is referred to as surrogate model assisted EPSDE (SMA-EPSDE) and employs a simple Kriging model to construct the surrogate. The performance of EPSDE is evaluated on a set of 17 bound-constrained problems and is compared with state-of-the-art algorithms.
INTRODUCTION
Differential Evolution (DE) [1] is a fast and simple population based stochastic search technique that is inherently parallel and performs well on a wide variety of real-world problems [2] . The performance of the DE algorithm is sensitive to the population size (NP), mutation and crossover strategies and their associated control parameters such as the crossover rate (CR) and the scale factor (F) [3, 4] . The best combination of the strategies and the control parameters can be different for different optimization problems and for the same functions with different computation time and accuracy requirements. Therefore, to successfully solve a specific optimization problem, it is generally necessary to perform a timeconsuming trial-and-error search for the most appropriate combination of strategies and their associated parameter values, which results in high computational costs. In addition, when the population of DE evolves through different regions in the search space, different strategies [5] combined with different parameter settings may be more effective than a single combination of strategies and parameters for the entire search. Therefore, to overcome the trial-and-error search for the appropriate combination of strategies and parameter values and to adapt the combination to the different regions in the search space, various adaptation schemes have been proposed [5] [6] [7] [8] [9] [10] . Recently, a DE algorithm with ensemble of mutation strategies and parameter values (EPSDE) [10, 11] was proposed to overcome the time consuming trial-and-error procedure of the conventional DE algorithm and has shown significant improved to some of the state-of-the-art algorithms.
In time consuming and expensive optimization problems, surrogate models built by using the evolution history of the population members have been incorporated into different evolutionary algorithms (EAs) to reduce the number of original fitness evaluations [12] [13] [14] . A surrogate model is an estimation model, built by using other functions, to estimate the original objective function. Surrogate models can be built using a variety of techniques, such as, radial basis functions [13] , artificial neural networks, Kriging models [14] , support vector machines, splines, and polynomial approximation models.
In this paper, we try to improve the performance of the EPSDE algorithm by incorporating a surrogate model that assists in the generation of competitive trial vector corresponding to each population member during the evolution. In the present work, we adopt a surrogate model built using Kriging technique based on the suggested model in ref. [14] . Kriging is a spatial prediction method based on minimizing the mean squared error. Here, we employ the Design and Analysis of Computer Experiments (DACE), which is a parametric regression model and can handle three or more dimensions [14] .
The reminder of this paper is organized as follows: Section II presents a literature survey on DE and the usage of surrogate models in DE. Section III presents the proposed surrogate model assisted ensemble of mutation and crossover strategies and parameters in DE (SMA-EPSDE) algorithm. Section IV presents the experimental results and discussions, while Section V concludes the paper.
II. LITERATURE REVIEW
In complex optimization problems, the performance of DE [1] is sensitive to the selected mutation and crossover strategies and their associated parameter values [15] . Inappropriate selection of the strategies and the associated parameters may lead to premature convergence, stagnation or wastage of computational resources [8, [15] [16] [17] [18] . Therefore, in hard optimization problems, due to the complex interaction of the strategies and parameters with the DE's performance [6] , choosing an appropriate combination of the strategies and control parameters requires some expertise. Since DE was introduced, various empirical guidelines were suggested for choosing the strategies and their associated control parameter settings [1, 16, [19] [20] [21] [22] .
The suggested guidelines were useful to choose the individual parameters of DE to some extent; however it was observed that the performance of DE is more sensitive to the combination of the mutation and crossover strategies and their associated parameters than the individual settings. In addition, it has also been observed that different combinations of strategies and parameters are more effective during different stages of the population evolution than a single combination for the entire search process [5] . Therefore, to improve the performance of DE, various adaptation techniques have been proposed [5, 6, 8, 10, [23] [24] [25] [26] [27] [28] [29] [30] . In [10, 11] , was proposed a DE algorithm with ensemble of mutation and crossover strategies and parameter values (EPSDE), in which a pool of mutation strategies, along with a pool of values corresponding to each associated parameter compete to produce successful offspring population.
In expensive optimization problems, to reduce the computational cost, surrogate models have been incorporated into DE [12] [13] [14] . A surrogate model is a computationally inexpensive estimation of the original objective function, to significantly reduce the number of expensive fitness evaluations. In [13] , the authors proposed a DE algorithm that generates multiple offspring for each parent and chooses the promising one based on the accuracy and the predicted function value of the surrogate model. In [31] , the authors built a non-parametric surrogate model of the problem by using the entire search history and applied a gradient descent-like method to mutate solutions in a parameter-less and adaptive manner. In [32] , the authors proposed a Multi-Surrogates Assisted Memetic Algorithm (MSAMA) for solving optimization problems with computationally expensive fitness functions. The backbone of the MSAMA framework is an evolutionary algorithm coupled with local solvers that employs multiple surrogates built using both regression and interpolating to provide a diversity of the approximation models.
Among the different surrogate models, Kriging belongs to the class of Geo-statistical methods and describes the spatial and temporal correlation among the values of the attribute [14] . The DACE model, an extension of the Kriging approach, can be expressed as a combination of a parametric model and a non-parametric stochastic process as:
which provides the global approximation of the original function.
) (x z is a stochastic process that approximates the localized deviations, so that the Kriging surrogate model can better interpolate the sample points.
) (x z is assumed to have zero mean and covariance given by 
III. SURROGATE MODEL ASSISTED EPSDE (SMA-EPSDE) ALGORITHM
Each optimization problem is unique and requires different mutation and crossover strategies with different parameter values depending on the nature of problem (unimodal and multi-modal) and available computation resources. In addition, to solve a specific problem, different mutation strategies with different parameter settings may be better during different stages of the evolution than a single mutation strategy with unique parameter settings as in the conventional DE. The EPSDE consists of pools of mutation and crossover strategies, along with a pool of values corresponding to each associated parameters that compete to produce successful offspring population and is successful in showing better performance compared to some of the selfadaptive techniques while overcoming the expensive trialand-error search for the combination of strategies and parameter values.
In EPSDE, each member in the initial population is randomly assigned with a mutation and crossover strategy and associated parameter values taken from the respective pools. The population members (target vectors) produce offspring (trial vectors) using the assigned mutation strategy and parameter values. If the generated trial vector is better than the target vector, the mutation strategy and parameter values are retained with the trial vector which becomes the parent (target vector) in the next generation. The combination of the mutation strategy and the parameter values that produced a better offspring than the parent are stored. If the target vector is better than the trial vector, then the target vector is randomly reinitialized with a new mutation strategy and associated parameter values from the respective pools or from the successful combinations stored with equal probability. This leads to an increased probability of production of offspring by the better combination of mutation and crossover strategies and their associated control parameters in the future generations. In EPSDE, the candidate pool of mutation and crossover strategies and parameters should be restrictive to avoid the unfavorable influences of less effective mutation strategies and parameters [5] . In addition, candidate pools should have diverse characteristics, so that they can exhibit distinct performance characteristics during different stages of the evolution, when dealing with a particular problem.
In EPSDE, performance degradation can be observed when the population members are assigned a combination of strategies and parameters that produce better offspring but lead to premature in the early generations of the evolution. In this paper, we try to improve the performance of the EPSDE algorithm with the help of surrogate model that is built using the evolving population members. The surrogate model helps in obtaining a competitive offspring corresponding to each population member in every generation of the evolution with minimum computational cost.
The surrogate assisted EPSDE (SMA-EPSDE) consists of a pool of mutation and crossover strategies but the associated control parameters are randomly sampled. The range of values from which F and CR are sampled is [0.5, 1.0] and [0.0, 1.0] respectively. In each generation, every population member repeatedly picks up a mutation strategy and a crossover strategy from the respective pools along with randomly sampled F and CR values from the respective ranges, until an offspring (competitive offspring) which is fitter than the parent based on the surrogate model is generated or a maximum number of chances is reached. Let c be the number of chances a population member is given to generate a competitive offspring based on the surrogate model. As the surrogate model is an approximate to the original function, the probability of an offspring, which is better than the parent based on the surrogate model, being better than its parent, is high. In every generation, as each parent is given c number of chances to produce a successful offspring based on the surrogate model evaluation, the probability of producing a better offspring increases. Since, in each generation, every original function evaluation is preceded by a number of surrogate model evaluations, the probability of the population moving to a better search direction is higher with lesser number of original function evaluations.
In each generation, the surrogate model is constructed with the available population members. Since the surrogate model is constructed with the available population members, there is no need for an extra memory as compared to some of the surrogate assisted models [13] , where the populations members corresponding to the earlier generations are stored.
In this paper the SMA-EPSDE uses the following mutation and crossover strategies: 1) Mutation strategies: DE/rand/1 and DE/current-torand/1 [33] 2) Crossover strategies: Binomial crossover and exponential crossover [21] In the proposed algorithm, the population size (NP = 50) is maintained constant throughout the evolution process. The parameter c is set to 50. The description of the proposed algorithm is depicted in Algorithm 1.
ALGORITHM 1: SURROGATE MODEL ASSISTED EPSDE ALGORITHM
Step 1 Set the generation number 0 G = , and randomly initialize a population of NP individuals Step 2 Select a pool of mutation and crossover strategies
Step 3 Build a surrogate model with the evaluated population members
Step 4 WHILE stopping criterion is not satisfied DO FOR i = 1… NP WHILE stopping criteria is not satisfied
Step 4.1 Mutation step
Generate a mutant vector 
Step 4.2 Crossover step
Generate a trial vector 
Step 4.3 Competitive offspring Generation

IF fs(Wi,G) ≤ fs(Xi,G), THEN Ui,G = Wi,G, END IF END WHILE END FOR
Step 4.4 Selection step
Step 4.5 Re-build the surrogate model Step 4.6 Increment the generation count G = G + 1
END WHILE
IV. EXPERIMENTAL RESULTS
In this section, we try to evaluate and compare the performance of the proposed algorithm with the some of the state-of-the-art techniques present in the literature; such as JADE [22] , CoDE [34] and EPSDE [11] . To evaluate the performance of the algorithms, we use the 10D and 30D versions of the test problems presented in Table 1 . The maximum number of function evaluations used is 100,000 and 300,000 for 10D and 30D problems respectively.
The population size (NP) is set to be 100, 30 and 50 in JADE, CoDE and EPSDE respectively for both 10D and 30D problems. The remaining parameters are maintained similar to the settings in the original publications [11, 22, 34] . In SMA-EPSDE, the NP is set to 50 for both 10D and 30D problems. To construct the surrogate model using Kriging, we use a zero order polynomial regression function and a Gaussian correlation function.
The results of the algorithms on 10D and 30D problems are summarized in terms of mean and standard deviation (std) values in Tables 2 & 3 respectively. In Tables 2 & 3 , the best results are highlighted. Figures 1 -8 show the convergence characteristics of the different algorithms on some of the test functions. Tables 2 & 3 , it can be observed that in most of the problems EPSDE performs better than or equal to JADE and CoDE. From the convergence graphs, it can be observed that the convergence speed of EPSDE is much better than CoDE and JADE on most of the test functions. However, on some of the test functions, f 4 and f 7 (both 10D and 30D) and f 3 and f 6 (30D), the performance of EPSDE is not satisfactory as compared to JADE and CoDE. In other words, the EPSDE algorithm performs better in most of the cases but fails badly on some problems (see Figures 2 & 3) due to the premature convergence. The premature convergence may be due to the population members sticking to a combination of strategies and parameter values too early in the evolution process.
From the results in
The results also indicate that the performance of SMA-EPSDE is better than or equal to EPSDE algorithm on the selected set of the problems. The significant improved performance of SMA-EPSDE over EPSDE can be observed in f 4 , f 7 , f 17 (10D problems) and f 3 , f 4 , f 6 , f 7 , f 13 , f 16 , f 17 (30D problems) respectively. From the convergence plots provided, it can be observed that the convergence speed of SMA-EPSDE is better than the EPSDE algorithm and the problem of premature convergence is not observed. The better convergence speed and the improved performance can be attributed to the surrogate model which evolves with the population of individuals and assists in producing competitive offsprings corresponding to each parent in every generation of the evolution process.
From Table 2 , it can be observed that on 10D problems, SMA-EPSDE shows improved performance compared to JADE on f 2 and f 17 . The improved performance of SMA-EPSDE over CoDE can be observed on f 17 . On 30D problems, SMA-EPSDE algorithm shows significant improvement on f 7 and f 17 problems as compared to JADE and on f 9 , f 16 and f 17 problems as compared to CoDE. Therefore, as the dimensionality increases from 10D the 30D, the number of problems on which SMA-EPSDE outperforms JADE or CoDE increases. It can also be observed that the performacne of SMA-EPSDE is better than or similar to JADE and CoDE on the entire problem set considered. The performance of the proposed algorithm depends on the accuracy of the surrogate model employed and different surrogate models are effective for different dimensionality and complexity of the problem at hand. The present work employs a surrogate model built using the Kriging technique. In the future, we would like to evaluate the performance of the proposed algorithm with different surrogate modeling techniques. 
