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Abstract 
With the development of Earth observation technology and the growing demand of remote sending data and images, 
more and more Earth observation satellites are being launched, and more and more data is generated. To take full 
advantage of all the data, we introduce data warehouse technology to solve this problem. In this paper, we build a 
layering DW model, give an efficient ETL process for integrating the data and design two types of application 
program interface (API). The results show that data warehouse is an efficient way to solve mass data of Earth 
observation satellites. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Harbin University 
of Science and Technology 
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1. Introduction 
Earth Observation Satellites (EOS) are satellites specifically designed to observe Earth from orbit, 
which usually carry some remote sensing instruments and wireless instruments as their payloads. From 
1960s, when the first meteorological satellite TIROS-1 was launched, hundreds of satellites have been 
sent to space for the missions of Earth observation. Now about a hundred satellites are in operational on 
orbit. They capture a large quantity of images or other remote sensing data, and send them to the ground 
every day. Because the EOS’s lifetime is usually 3-5 years, a large number of satellites are launched to 
replace the retired ones or carry out a new mission every year. Currently, more and more countries and 
international organizations are building their own space Earth observation system. During the different 
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stages in the EOS mission, like mission design, mission operation, performance analysis, and so on, a 
large number of business data is produced. 
In the initial mission planning, on orbit operation, observation performance analysis , and other aspects 
of Earth observation mission, especially for joint multi-satellite observations, the properties of satellite 
platform and its payloads, the status of flight and instruments  and also other useful information are 
needed to be known timely, systematically and comprehensively. However, the data that can be used in 
public is relative dispersion, most of which is owned by the operational agencies or the administrative 
agencies. Organizations like Committee on Earth Observation Satellites (CEOS) [1], World 
Meteorological Organization (WMO)[2], and International Charter Space and Major Disasters 
(CHARTER)[3] own the data related to observation mission. The data related to the communication 
system of EOS is published every two weeks by Radiocommunication Bureau of International 
Telecommunication Union (ITU). And the data about the flight status can be obtained from the Internet 
which is published every day in Two Line Elements (TLE) format. All the data is public, but it is 
managed by different agencies.  So it is difficult for us to know the data of EOS comprehensively when 
we carry out Earth observation mission planning and scheduling. 
With the development of Earth observation technology and the growing demand of remote sending 
data and images, more and more satellites are being launched, more and more data is generated. To take 
full advantage of all the data, we have to develop a new data management technology for data acquisition, 
data storage, and data access. We also need to mine useful information from the data for decision making 
based on Artificial Intelligence (AI) Algorithms, like Data Mining (DM), Artificial Neural Networks 
(ANN), and so on. The basic work for this is to integrate all the data efficiently. We introduce the Data 
Warehouse (DM) theory to solve this problem. In general, a data warehouse is a database used for 
reporting and analysis. The data in the warehouse is uploaded from the operational systems. William H. 
Inmon[4] states that the data warehouse is a subject-oriented, non-volatile, integrated, and time-variant 
collection of data in support of management’s decisions. In this paper, we analyze the data sources of 
EOS, build a layering DW model, give an efficient ETL process for integrating the data and design two 
types of application program interface (API) to describe the DW using scenarios. In addition, the data 
warehouse of EOS can also be used in many fields. 
2. Data Sources 
Data from operational systems is the main component of the data warehouse. From Fig.1 we can see 
that the data monitor extract data from operational system or external database, and the data integrator 
load all the valid data to the DW. The applications exchange data with DW through API. In this section, 
we analyze the data sources from four aspects as follows: 
Fig. 1. Architecture of data warehouse of EOS 
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2.1. Satellites-Oriented Data 
In general, the main information about an EOS is its mission objectives, its instruments and its 
measurements. The CEOS supply an interface of its system database on website. Users can benefit from 
the data, determine potential measurement gaps, and develop improved long-term strategic plans. The 
database includes current and planned space-based CEOS missions from ESA's CEOS Database of 
Missions, Instruments and Measurements (MIM) along with additional links to CEOS Constellations, 
GEO Societal Benefit Areas (SBA) and GCOS Essential Climate Variables (ECV). In order to adequately 
support gap assessments, the database also contains measurement requirements from a variety of sources. 
Besides CEOS, some professional organizations like WMO have their own satellite database. This 
kind of database usually concerns only one type of satellites. Take WMO for example, it has a space 
programme. The WMO Space Programme’s objective is to promote availability and utilization of satellite 
data and products for weather, climate, water and related applications to its members. The programme 
gives an observing requirements database and a satellite status database.  
The data provided by CEOS and WMO involves satellite mission, instruments and measurements. We 
can see that the data does not change over time, so we call this type of data Satellites-Oriented Data 
(SOD), which is static. 
2.2. Events-Oriented Data 
The International Charter Space and Major Disasters aims at providing a unified system of space data 
acquisition and delivery to those affected by natural or man-made disasters through Authorized Users. 
When a disaster happens, a country’s satellites resources are not enough to obtain data, so all the space 
agencies and satellite units need to strengthen international cooperation to share satellite resources and 
make full use of space technology for disaster monitoring. In 2010, the charter was activated more than 
50 times. Researchers can use these activation details data to determine potential disaster monitoring gaps. 
The data from this system involves time information, events information, satellite information and remote 
sensing data. We call this type of data Events-Oriented Data (EOD), which has a slow time-series. 
2.3. Communication-Oriented Data 
For most of satellite designers and mission scheduler, the data related to satellite communication 
system is also concerned. This type of data involves satellite antennas, ground stations, and information 
about beams and links.  
The Radiocommunication Bureau of International Telecommunication Union (ITU) publishes BR IFIC 
(International Frequency Information Circular) every two weeks. Due to the large volume of the data, it is 
published in two parts according to services, namely Terrestrial Services and Space Services. What we 
concern is the Space services part. As shown in Fig.2, this part contains a lot of data tables. All the tables 
are divided into three levels, Station Level, Beam Level and Below Group Level. We call this type of data 
Communication-Oriented Data (COD), which is given in external database files. 
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Fig. 2. Structure of space objects database management system 
2.4. Orbit-Oriented Data 
Usually an EOS can work about 3-5 years on orbit. During its lifetime, it will work in different mode. 
The data describing this situation is orbit data. This kind of data mainly refers to Two-line elements sets 
(TLE)[5,6]. The North American Aerospace Defense Command (NORAD) produced TLE by calculating 
observation from its space objects surveillance network. All orbit data of space objects is provided by 
TLE which is the mainly source of space objects orbit data. There are more than seventy million TLEs by 
now. TLE has strict definition of data format as follows: 
1 33320U 08041A   11281.09487258  .00000908  00000-0  13988-3 0  4129 
2 33320 097.8967 351.1689 0023435 248.3722 111.5003 14.75640435166178 
The type of data cannot be used directly. The format definition is shown in Table 1. The left 3 columns 
show the meaning of Line1, while the right 3 columns show the meaning of Line2. When we use this data, 
we should firstly transform it into various fields and then load it into DW. TLE data is daily published, 
and for EOS, one or more TLE will be produced every day. We call this type of data Orbit-Oriented Data 
(OOD), which is updated frequently. 
3. Data Warehouse Design 
In this section, we build a layering DW model, give an efficient ETL process for integrating the data 
and design two types of application program interface (API). 
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Table 1. Two-Line Element Set Format Definition 
Field Column Description Field Column Description 
1.1 01 Line Number of Element Data 2.1 01 Line Number of Element Data 
1.2 03-07 Satellite Number 2.2 03-07 Satellite Number 
1.3 08 Classification 2.3 09-16 Inclination
1.4 10-11 Last two digits of launch year 2.4 18-25 RAAN
1.5 12-14 Launch number of the year 2.5 27-33 Eccentricity  
1.6 15-17 Piece of the launch 2.6 35-42 Argument of Perigee 
1.7 19-20 Last two digits of year 2.7 44-51 Mean Anomaly 
1.8 21-32 Epoch 2.8 53-63 Mean Motion 
1.9 34-43 First Time Derivative of the Mean Motion 2.9 64-68 Revolution number at epoch  
1.10 45-52 Second Time Derivative of Mean Motion 2.10 69 Checksum 
1.11 54-61 BSTAR drag term    
1.12 63 Ephemeris type    
1.13 65-68 Element number    
1.14 69 Checksum     
3.1. Layering model 
Data warehouse of EOS is a complex system for its wide range of data sources and large number of 
requests. We build a layering model according to the features of EOS application. This model divides the 
DW system into four layers. The layers are as follows: 
Fig. 3. Layering Model 
• Data Buffer Layer: In this layer, all the data is retained its original form. SOD and EOD are in text 
formats, which include html file, MS Excel (.xls) file or other text file format. COD is in MS Access 
(.mdb) format. OOD is in TLE file format. This layer is not allowed to be inquired, because the data is 
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not in a uniform format, and the query is inefficient. So the original data cannot be used before being 
loaded into Data Warehouse Layer. 
• Data Warehouse Layer: In this layer, the data from Data Buffer Layer is being extracted, transformed 
and loaded. The process is called ETL, which is very important in the DW system. Usually the ETL 
process should follow certain rules. The rules are described by metadata. So in this layer, the metadata 
is included. The metadata involves description about satellite missions, instruments and measurements. 
In addition, the metadata also stores the system logs. The data in this layer can be inquired and 
modified by authorized users. 
• Data Marts Layer: This layer includes some subject-oriented database. The databases are extracted 
from Data Warehouse Layer, which can be considered as a sub warehouse. The data in this layer can 
be used by Application Program Interface (API), and also can be inquired directly. But the database 
should not be modified to ensure data consistency. 
• Application Layer: In this layer, the data is processed into different forms. This layer is the direct user 
interface of the DW system, which supply data to the user for their analysis and decision making. 
3.2. ETL process 
From the analysis in section 3.1, we can see that in order to ensure data validity and consistency, to 
ensure data warehouse stability and robustness, the original data should be processed. The process 
includes three steps, extract, transform and load. We take OOD for example: 
• Extract: As shown above, OOD is given in TLE format. The data is updated every day. So in this step, 
we should firstly download the TLE files from Internet, which is usually in .zip format, and then unzip 
the data file. If the file is completed, we should open it, load it into memory, and read TLE strings data 
from the file. 
• Transform: The TLE strings cannot be loaded into DW directly. We should transform it according the 
definition shown in Table 1 into various field, including the satellite ID, satellite altitude, and so on. 
This step is the key step in the data process. The data generated in this step will be loaded into data 
warehouse. 
• Load: In this step, the transformed data will be loaded into data warehouse according to the description 
of metadata. 
3.3. Application Program Interface 
In the DW system, the application layer is an open platform for using the data according to the APIs. 
For the design of EOS DW system, we provided two basic types of application program interface. One is 
data statistics interface, and the other one is data visualization interface. 
• Data Statistics Interface. This type of interface includes different dimensions statistics interface, which 
can help users to obtain several statistics information. As shown in Fig.3(a),  the relationship between 
the number of EOS and the country is given. 
• Data Visualization Interface. This type of interface provides data for 2D or 3D visualization, which 
gives intuitive scenarios for users. As shown in Fig. 3(b), we can see the satellite’s operational status 
and its positions and attitude relative to the Earth. 
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Fig. 4. (a) Statistics Graphic; (b) 3D Visualization 
4. Conclusion and future work 
The data warehouse is a new technology for Earth Observation Satellites’ design and mission planning. 
In this paper, we introduce the new design concepts. The data that can be used in data warehouse is listed 
and analyzed, and a layer model is built. We emphasis the ETL process and the application program 
interfaces. A more in-depth research is needed in our future work. In addition, the use of this DW system 
is also needed to be investigated. 
References 
[1]  http://ceos-sysdb.com/CEOS/ 
[2]  http://www.wmo.int/pages/prog/sat/satellitestatus.php
[3]  http://www.disasterscharter.org 
[4]  William H. Inmon, Building the Data Warehouse, Fourth Edition, Wiley Publishing Inc, 2005
[5] Hoots, Felix R, and Ronald L. Roehrich. Space Track Report No. 3: Models for Propagation of NORAD Element Sets. 
Peterson: Aerospace Defense Command, United States Air Force, 1980: 1-79. 
[6] David A. Vallado, Paul Crawford, Richard Hujsak and T.S. Kelso. Revisiting Spacetrack Report #3. AIAA 2006-6573, 
AIAA/AAS Astrodynamics Specialist Conference, Keystone, CO, Aug.
