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Abstract
When a liquid is cooled quickly so that it avoids crystallization, the motion of the atoms or molecules
slow until they eventually become kinetically trapped in an amorphous solid state at the glass transition
temperature. There is no thermodynamic signature associated with the glass transition and the glass structure
remains similar to that of the supercooled liquid. This raises questions about the fundamental nature of the
glass phenomena. One approach to understanding the glass transition suggests that the formation of locally
favoured structures, consisting of low energy clusters of atoms that are unable to tile space, compete with
the formation of crystal nuclei and prevent the formation of the crystal.
The work described in this thesis uses computer simulation to explore the role of locally favoured structures
in the glass forming ability of binary Lennard-Jones clusters formed from large A type atoms and small B
type atoms with Kobb-Andersen interaction parameters. The phase diagram for the clusters with a size
N = 600 is mapped out as a function of composition to identify the glass forming region over the range of
B atom mole fractions xB = 0− 0.5. Caloric curves, measuring the potential energy per atom as a function
of temperature, exhibit large discontinuities suggesting freezing for compositions xB < 0.1 and xB > 0.35.
At intermediate compositions, the potential energy varies continuously, but rapidly changes slope at a low
temperature, which is indicative of a glass transition. The glass transition temperature of these clusters
increases with increasing xB . The amorphous nature of the clusters in the xB = 0.1− 0.3 composition range
is confirmed on the basis of measurements of the radial distribution function. The radial distribution function
for the xB = 0.4 shows that the cluster freezes to a CsCl type crystal. Furthermore, measurements of the
density profile and composition distribution as a function of radius from the centre of mass of the clusters
show that the B atoms exhibit a significant enrichment at the core for all compositions which may influence
the overall phase behaviour of the system relative to the bulk.
The local structure around an atom was studied using the local, average and disorder orientational bond
order parameters which are based on the Steinhardt bond order parameters. The order parameters decrease
as a function of decreasing temperature in the liquid phase, then increase at the freezing temperature for
those compositions that crystallize. In the glass phase, the order parameters plateau at the glass transition
temperature. The exception is the xB = 0.1 composition. These clusters exhibit a small amount of ordering
at the glass transition. Additional analysis shows that this is caused by the partial ordering of the A atoms
at the cluster surface, while the core remains amorphous. The disorder parameter effectively captures the
same phenomena but in reverse and also shows that, at low temperatures, the xB = 0.3 clusters are the most
disordered.
Finally, a Voronoi analysis, quantified in terms of the Voronoi index, is used to describe the geometric
nature of the cage formed by neighbouring atoms around the B type atoms in the core of the glass forming
clusters. The number of different types of polyhedra increases with increasing xB , but the ten most abundant
polyhedra remain the same and consist of 9-11 sided structures. It is notable that icosahedral structures are
ii
not observed. Instead, the (0, 2, 8, 0) polyhedron, which is consistent with a bicapped antiprism, is the
most abundant structure for all compositions and exhibits the largest increase as a function of temperature,
essentially doubling in concentration as the liquid approaches the glass transition temperature. However,
the overall fraction of B atoms involved in (0, 2, 8, 0) polyhedra in the glass decreases from 0.35 to 0.15
as xB increases from 0.1 to 0.3, The probability distribution for all polyhedra also becomes more uniform.
This is consistent with the clusters becoming more disordered as measured by the orientational bond order
parameters.
To conclude, this thesis maps out the glass forming compositions for binary Lennard-Jones clusters and
shows that composition has a significant effect on the types and distribution of local structure observed in
the glass forming systems.
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Chapter 1
Introduction
1.1 Overview
Glasses are amorphous solid materials that lack the long range order of crystalline materials. They are
usually formed through the rapid cooling of the liquid melt that causes the viscosity of the liquid to increase
rapidly until the system becomes a solid at the glass transition. The glass transition occurs without any clear
thermodynamic signature and the resulting material retains the structural properties of the liquid.
Glasses appear in a wide range of natural and engineered materials[1]. Glass transition affects the
protein conformations and its dynamical properties upon folding[2, 3]. Widely-used art framework window
glass has been known for centuries and is the best example of a glass, prepared by cooling of sand-lime-soda
chemicals[4]. Metallic glasses are a more modern development that have demonstrated great stability and
mechanical strength, due to the addition of third, fourth elements to the alloy, that has lead to them being
used as new materials in high stress applications, such as golf clubs[5, 6].
Despite our extensive ability to manipulate the properties of glass materials, a fundamental understanding
of why glasses form still remains elusive[7, 8]. The goal of this project is to study nanoscale clusters, with an
emphasis to understanding how the composition of a material can influence the local structure around the
constituent atoms and affect the glass forming properties. To achieve this, the research work will focus on
studying local structure in a binary mixture nanoparticle as a function of the composition and identify the
glass forming region of the phase diagram.
The remainder of the introductory chapter is organized as follows. Section 1.2 describes the phenomenol-
ogy of the glass transition including kinetic and thermodynamic aspects and Section 1.3 outlines the main
theoretical approaches used to understand glasses. Section 1.4 provides an overview of molecular dynamics
simulation, the main tool used in this thesis before Section 1.5, which describes the methods of structural
analysis used to study glassy materials and nanoparticles. Section 1.6 provides a review of structural studies
in Lennard Jones particles before the main goals and scope of the thesis is outlined in Section 1.7.
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1.2 Phenomenology of the glass transition
1.2.1 Supercooled liquids: Nucleation and Slow Dynamics
When a liquid is cooled below its equilibrium freezing temperature, it becomes metastable with respect to
the crystal phase and should crystallize. Nucleation requires the reorganization of the liquid structure to
form a cluster of the crystal phase and involves the crossing of a free energy barrier[9]. As such, it is a
kinetic process and the nucleation time ranges over many orders of magnitude depending on variables such
as the temperature and the degree of metastability[10]. If the cooling rate is fast enough then crystallization
can be avoided and molecules in the vicious liquid rearrange so slowly that the system cannot sample the
configurations of the crystalline state. Upon further cooling it eventually forms a glass[11, 12].
For an idealized model, just consider the homogeneous case where a solid nucleus spontaneously appear
within the undercooled phase. Above the melting temperature, Tm, liquid phase has the lowest free enery,
so the liquid is stable. Once T ≤ Tm, the crystal becomes thermodynamically favored, and the system will
prefer to crystallize via nucleation, aided by thermal fluctuations. The formation of a solid nucleus leads to
a Gibbs free energy change,
∆G = GS −GL = V (G0S −G0L) +Asurfaceγ,
where G0S − G0L is the difference between free energies per unit volume of solid and liquid. Assuming the
cluster is a sphere of radius r, V = 4pir
3
3 is the volume of the solid phase. Asurface = 4pir
2 is the surface area,
and γ is solid/liquid interfacial free energy[13]. The total change of the Gibbs free energy in nucleation can
be expressed as,
∆G(r) =
4pir3
3
(G0S −G0L) + 4piγr2. (1.1)
The nucleation process can be interpreted as a competition between the thermodynamic driving force
and interfacial resistance, induced by thermal fluctuation[14]. This competitive process results in a ∆G− r
curve, shown as the red line in Fig. 1.1. The maximum of the red curve shows that there is an energy barrier
that needs to be overcome before a system can change phase. Maximizing Eq. 1.1 gives:
rc = −2γ/(G0S −G0L), (1.2)
∆G(rc) =
16piγ3
3(G0S −G0L)2
. (1.3)
∆G(rc) is the energy barrier to be overcome in order to nucleate. When r is small, the interface term
dominates and the embryo of the new phase tends to shrink. When r is larger than the critical size rc, the
2
Figure 1.1: Free energy diagram for nucleation. The red line shows the change of Gibbs free energy
∆G as a function of radius r. The blue line shows the interfacial energy as a function of radius, the
green line shows the volume energy as a function of radius.
volume term dominates and the nucleus grows spontaneously. The nucleation time τ can be predicted by the
Arrhenius principle[15]:
τ =
τ0
V
exp
[
G(rc)
kBT
]
, (1.4)
where τ0 is the characteristic relaxation time that is temperature-dependent, and kB is the Boltzmann
constant. Included in τ0 is a factor that accounts for the rate at which new molecules or atoms are added
to the critical cluster allowing it to grow. As the temperature decreases, the molecular rearrangements
become slow causing τ0 to increase[16]. In Eq. 1.3, at T = Tm, (Tm is the melting temperature), G
0
S − G0L
equals zero, and the nucleation time diverges because the critical size and barrier to nucleation become
infinite. At Tg, the nucleation time also diverges as the relaxation time becomes infinte. So there exists a
temperature, Tmin, at which nucleation time reaches its minimum, τmin. The nucleation curve [17] (Fig 1.2)
shows that the crystallization line and the nucleation line are separated. At high temperature, the liquid has
low viscosity, and the nucleus grows easily. However, below a specific temperature, Tsp, the relaxation time
exceeds the nucleation time, and hence the growth of nucleus is slowed by the high viscosity, which dominates
the crystallization. To avoid crystallization, a subtle cooling schedule, shown by the dash line in Fig. 1.2 is
needed, and the cooling rate then should reach at least 1/τmin[18].
1.2.2 Kinetic Aspects of Glass
There are some common and dominating physical features of glass that provides understanding of glassy
behavior and the potential applications of glasses[12]. The first one is the rapid increase in the shear viscosity
with decreasing temperature[19]. And the most outstanding feature is the inhomogeneity of glass, both
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Figure 1.2: Temperature as a function of nucleation time. The dash line indicates a cooling schedule
to form a glass. Reproduced under permission from reference [17]
structurally[20, 21] and dynamically[22, 23, 24].
The increase in relaxation time for some supercooled liquids such as SiO2 and GeO2, which are covalent
bond network forming systems, can be well described by an Arrhenius behavior [25, 26, 27]:
τα = τ0 exp(
E
kBT
), (1.5)
where τ0 is the characteristic relaxation time, and E is an activation energy barrier associated with the
structural rearrangement of the liquid that must be overcome. This equation suggests a rather simple
activation mechanism for relaxation. For example, similar to the breaking a chemical bond.
Other liquids, referred as fragile liquids, exhibit a more remarkable slow-down in the dynamics, where
the structural relaxation time increases 10-15 orders of magnitude in a very small temperature range as Tg
is approached. This behavior can be reasonably well fit by the Vogel-Fulcher-Tamman equation (VFT)[28,
29, 30],
τα = τ0 exp
DT0
T − T0 , (1.6)
where T0 > 0 is the temperature where the relaxation time is expected to diverge. Equation 1.6 suggests
an effective activation energy obtained from the slope of VFT curve, which increases as T decreases. The
divergence of the relaxation time at a temperature above T = 0 has led to the suggestion that there is
a thermodynamic phase transition to an ideal glass state underlying the kinetic glass transition observed
in experiment. The parameter D, then provides a measure of the degree of fragility. The rapid increase
in the viscosity, indicating a growing energy barrier for molecular rearrangements, suggests the presence
of cooperative motion[31], where the molecules need to rearrange in a concerted way. This is in contrast
to the simple activated dynamics of strong liquids. Figure 1.3 shows the logarithm of τα as a function of
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Figure 1.3: Arrhenius representation of liquid viscosities showing Angells strong fragile pattern.
Strong liquids exhibit approximate linearity (Arrhenius behavior). Fragile liquids exhibit super-
Arrhenius behavior, their effective activation energy increasing as temperature decreases. Reproduced
under permission from reference [11]
1/T near Tg region for several materials. And it also shows how the network forming liquids exhibit strong
behaviour while the molecular liquids, which interact through weaker Van der Waals type interactions, are
more fragile[32, 33].
There are other good fits for the fragile curves[12], such as Bassler Law[34]:
τα = τ0exp(K(
T ∗
T
)2). (1.7)
A key feature of the parabolic expression is that it predicts the dynamics only diverge at T=0, which rules
out the possibility of an ideal glass transition. Another fit is to replace 1/T by 1/T − 1/Ton[35] , where Ton
represent the onset temperature for cooperative behavior. The cooperative motion and the difference between
the fragile/strong liquid give rise to the heterogeneity feature of glass. Spacial heterogeneity means that the
cluster comprises both liquid-like and solid-like regions which have distinctive properties. Dynamic hetero-
geneity suggests that particles in some regions are faster or slower than the average, presenting relaxation
time scale varies spatially[36, 37].
1.2.3 Thermodynamic Aspects of Glass
Based on the above analysis, a glass can be obtained by fast-cooling (to avoid crystallization) the liquid below
its glass transition temperature Tg. Figure 1.4 shows the temperature dependence of a liquid’s enthalpy (or
volume) at constant pressure. The intersection of the liquid line and the glass line provides a definition of
Tg[11]. Tg increases as the cooling rate increases: Tgb ≥ Tga . The reason is that the slower a liquid is cooled,
the more time the molecules have to sample configuration space, which helps them remain in equilibrium to
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Figure 1.4: Temperature dependence of the liquids volume V or enthalpy H at constant pressure.
Tm is the melting temperature. A slow cooling rate produces a glass transition at Tga; a faster cooling
rate leads to a glass transition at Tgb. Reproduced under permission from reference [11]
a lower temperature[38, 39]. However, in practice the dependency of Tg on the cooling rate is weak, so Tg is
a nontrivial property.
The entropy of the liquid at Tm is higher than that of the crystal, and the heat capacity of the liquid is
also larger than that of the crystal, and at the glass transition, the system falls out of equilibrium trapping
the system in a state of high entropy. The entropy difference between the glass and the crystal, extrapolated
to the absolute zero at a certain temperature, is known as the residual entropy.[40, 41]. So if the system is
cooled more slowly, this entropy difference continues to decreases until the liquid entropy became equal to
that of the crystal. If the glass transition did not occur, the entropy of the liquid would necessarily become
negative as the system approaches T = 0. This is a phenomenon called the entropy crisis or the Kauzmann
paradox[42], since the entropy is inherently a positive quantity. The entropy crisis could be avoided if the
system underwent a phase transition to an ideal glass state at the Kauzmann temperature. Since the glass
transition is a kinetic phenomenon, this indicates a connection between the kinetics and thermodynamics of
supercool liquids and glasses[43], and the significance of investigating the kinetics and thermodynamics of
glassy nanoparticles lies here.
1.3 Theories of glass transition
1.3.1 Adam-Gibbs Theory and Cooperatively Rearranging Region
Adam-Gibbs theory provides a connection between kinetics and thermodynamics[44, 45]:
τα = A exp
B
Tsc
, (1.8)
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where A and B are constants, τα is the relaxation time and sc is the configurational entropy, which is equal
to the entropy difference between the supercooled liquid and corresponding crystal. In Adam-Gibbs theory,
the concept of a cooperatively rearranging region (CRR) is provoked and these are the smallest number of
particles required to rearrange cooperatively to produce particle motion and structural relaxation. Each CRR
rearranges independently of any other region in the system and must be of a minimum size in order to lead
to relaxation. This has the effect of breaking up the system into many distinct subsystems which provides
a connection to their configurations. It is these CRR that give rise to dynamic heterogeneity and stretched
exponential features observed in their relaxation time behavior.
The entropy of the liquid decreases more rapidly than that of the crystal, as shown in Fig.1.4 for o-
terphenyl[11]. Were this trend to continue, when the system is further cooled, the entropy of the supercooled
liquid would eventually equal the entropy of the crystal at a temperature called Kauzmann temperature, Tk.
Since the configurational contribution to the specific heat is Tdsc/dT , the disappearance of sc would lead
to a discontinuity in the specific heat, indicating a phase transition at Tk and the divergence of relaxation
time[46].
1.3.2 Potential Energy Landscapes
The potential energy landscape (PEL) is a convenient framework for understanding thermodynamic and
dynamic aspects of the glass transition[47]. This theory was originally developed by Goldstein [48], and further
developed by Stillinger [49]. The PEL has also been used extensively as a paradigm to describe the folding
of proteins[47]. The principle separates the statistical-mechanical description of the many-body system into
two distinct parts: the mechanically stable packing part and the vibrational part. The canonical partition
function for a classical many-body system can then be transformed so that the temperature-independent
packing statistics and the thermal excitations are uniquely separated. This requires the mapping of particle
configurations in the multidimensional potential energy surface to local minima that can be reached by
steepest-descent paths referred as quenches[49]. Configurations that map to the same potential energy minima
are then collected together into local basins of attraction. Subsequently, the thermodynamics and dynamics
of the liquid can be described in terms of the number of basins and the saddle points that separate them.
Fig 1.5 shows this separation pictorially.
The canonical partition function for N structure-less particles at inverse temperature β = 1/kBT is:
ZN = (λ
3NN !)−1
∫
exp(βφ(~r))d~r, (1.9)
where λ is the mean thermal de Broglie wavelength, φ is the potential energy of a configuration, ~r =
{r1, r2, , rN}. Separating the partition function by the local minima causes the canonical partition function to
transform formally from a multidimensional integral over all configurational coordinates to a one-dimensional
7
Figure 1.5: Classification of particle configurations according to multidimensional potential energy
minima that can be reached by steepest-descent paths called quenches.
integral over potential energy[49],
ZN = λ
−3N
∫ φu
i=φ0
exp(Ng(φ)− βm− βf(β, φ))dφ, (1.10)
where φ is the potential energy, φ0 and φu is limit of the potential energy region, g(φ) is the enumeration
function that accounts for the number of basins with a given potential energy. This one-dimensional partition
function is convenient in understanding glass phenomena. The thermodynamic and dynamics of the system
can then be described in terms of the number of basins, and how the system moves between them as a
function of temperature. At sufficiently high temperature, the system is ergodic. And it is able to sample all
possible basins. However, in the thermodynamic limit, the system samples the set of basins that minimize
the free energy. At a low enough temperature the system eventually becomes stuck in a single minimum. As
the cooling rate of the liquid is decreased, the system has more time to explore the PEL and is able to to
find its way to deeper minima, of which there are fewer. This corresponds to the glass transition.
Reviewing Adam and Gibbs theory in terms of the PEL description, one can separate entropy into two
distinct parts: the entropy of vibration inside one minima and the number of distinct mechanically stable
minima. The so-called configurational entropy can be expressed[48]:
sc = logNmetastable, (1.11)
where Nmetastable is the number of basins that is accessible to the metastable liquid of the temperature T .
Then the configurational entropy is defined as a the logarithm of the number of existing energy minima.
Thus, in particular, the ideal glass transition can be understood as the situation where the system becomes
trapped in a unique low energy basin, and where configurational entropy vanishes[50].
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1.3.3 Geometric Frustration
The theory of structural changes leading to the glass transition have been investigated extensively[51, 52, 53].
Despite the fact that crystalline structure has been well understood, for instance by coordination number,
and that glassy structure occurs when crystallization is avoided, the relationship between structural changes
and glass transition has been elusive[54, 55, 56]. Theories of the glass transition that focus on the role of
local structure in liquid phase argue that certain types of local, low energy structures that cannot pack to
form crystals effectively frustrate crystal formation[12].
One recent theory, involving geometric frustration, proposes that the glass transition can be seen as a
crystallization-like transition in curve space, where the curve ”crystal nuclei” are frustrated in Euclidean
space. In three dimensions the icosahedron is locally the most dense arrangement of atoms, but it does
not pack space. However, as space is curved, the icosahedra becomes a more efficient packing and the
glass transition disappears[57]. A recent article describes the existing clusters in Kob-Andersen system
topologically, which indicates that a bi-capped squared antiprism is the main type of static order causing
the dynamic slowdown[58]. Again, this local order is energetically favourable, but it is not compatible with
forming a crystal in this system. Similarly there is evidence that in the glassy nanoparticle system, these
bi-capped squared antiprisms form a connecting network, retarding the motion of molecules[59]. It is also
worth noting that, ultrastable glass, which are formed through the vapour deposition of a material onto a
cold substrate, have extremely low energies and large numbers of these locally favoured structures including
the bicapped squared antiprism[60].
The nanobeam electron diffraction technique has been utilized to probe the local atomic structure in
metallic glass and there is evidence of cluster-assembled structures of metallic glass systems[61].
1.3.4 Dynamic Facilitation
Fluctuations are the subject of dynamic heterogeneity[62, 63] and they are reflected in various dynamic
parameters[64]. For example, the dynamic structure factor Fs(q, t), which can be assessed experimentally
by inelastic neutron scattering[65], exhibits a plateau in the supercooled liquid above the glass transition
temperature. At high temperatures, because the atoms move freely without collective interactions, the decay
of Fs(q, t) can be simply described by a normal exponential relaxation with a single relaxation time[66]. This
is shown in Fig. 1.6. As the temperature decrease, the decay of Fs(q, t) reaches a plateau at intermediate
times and then presents another exponential decay. This is a feature of slow dynamics at low temperature[67].
The mean square displacement (MSD) of the atoms tells the same story. The MSD has an early time behavior
where < r2(t) > is linear with t2, dominated by ballistic dynamics, followed by a diffusive regime, where
< r2(t) > is linear with t and the motion is dominated by collisions. However, when approaching Tg, the
ballistic and diffusive regimes are separated by a plateau, where the labelled atoms are beyond the ballistic
regime. It seems that some underlying mechanism is preventing the atoms from a typical diffusive motion,
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such that the atom remains confined in a small cage surrounded by its neighbors[68, 69].
Figure 1.6: Left: The plateau emergence observed near Tg from incoherent intermediate scattering
function Fs(q, t). Right: mean square displacement <r
2(t)>. Reproduced under permission from
reference [12]
Structures with fluctuations can be resolved by investigating parameter fields[70]. One of these is:
K =
∫
V
d~r∆t
tobs∑
t=0
κ(~r, t; ∆t), (1.12)
where the integral extends over the net volume of the system, V , and
κ(~r, t; ∆t) =
N∑
i=1
[~ri(t+ ∆t)− ~ri(t)]2 δ(~r − ~ri(t)), (1.13)
where δ(~r − ~ri(t)) is Dirac’s Delta. The function κ(~r, t; ∆t), is a mobility field, similar to the MSD that
measures the ability of a particle to move over time.
The calculated result of κ(~r, t; ∆t) for a systems of Lennard Jones atoms[70] is shown in Fig.1.7. Darker
shading represents a more significant displacement. White shading means nil displacement. Typically, at high
enough temperature, string-structures emerge and then retract from the central dark region. However, at
temperature around Tg, string-like structures emitted from one dark region no longer retract, but rather meld
into the original dark region. Again, from the new, larger dark region, further string-structures surge[70].
These features demonstrate a facilitated dynamics –mobility in a region of space that induces following motion
in an neighbouring region, and dynamics on small length scales surge easier than dynamics depending on
cooperative motions.
Dynamic facilitation provides an indication why a glass can form and why it may age very slowly[71].
There are deep basins in trajectory space where initial conditions are remembered for all times. Those corre-
sponding to ordered crystals are often easily accessible at equilibrium conditions. However, those associated
with disordered solids not seen at equilibrium but occur in ensembles weighted away from equilibrium, can
still be remembered for times far into the future and become nonergodic glassy states driven under specific
conditions[70]. In the case of dynamic facilitation, the glass transition represents a a dynamic transition in
trajectory phase space rather than a thermodynamic or structural transition as suggested by other theories.
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Figure 1.7: The pictures are renderings of the mobility field κ(~r, t; ∆t) for typical equilibrium trajec-
tories of 104 particles. The displacement time,t, is given in reference to the 1/e time for the Van Hove
self-correlation functions at the corresponding temperatures. The rendering shades each particle ac-
cording to the size of the particles displacement from its initial position. Reproduced under permision
from reference [70]
1.4 Molecular Dynamic Simulation
1.4.1 Overview
While experiments are the core of chemistry, all experimental methods have intrinsic and practical limi-
tations. An alternative is to use numerical applications of various theoretical models, such as computer
simulations. Such studies can give complementary information on the problem studied, essentially forming a
bridge between theory and experiment. In particular, simulations can provide molecular level insight that is
difficult to obtain directly through experiment and can often be performed under conditions not accessible
to experiment. For example, under high pressure, or very at extreme temperatures.
Molecular dynamics (MD) simulation is one of the numerical methods applied in modelling mesoscale
and nanoscale systems. The basic principle of MD is to model the system with an appropriate potential
that describes the interactions between the atoms or molecules. With the potential energy known for a
given configuration of the atoms it is possible to calculate the forces and use Newtons equations of motion
to describe how the system evolves with time. The properties of the system can then be calculated from
configurations of the atoms at different times.
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1.4.2 Statistical Mechanics
Molecular dynamics simulation generates a sequence of points in phase space as a function of time subject
to a series of conditions that define the ensemble. There are several different ensembles used in statistical
mechanics[72] that can be sampled by molecular dynamics simulation:
1. Microcanonical ensemble (N,V,E): a collection of systems with a fixed number of atoms, N , a fixed
volume, V , and a fixed energy, E. This corresponds to an isolated system.
2. Canonical Ensemble (N,V, T ): This is a collection of systems with a fixed number of atoms, N , a fixed
volume, V , and a fixed temperature, T .
3. Isobaric-Isothermal Ensemble (N,P, T ): This ensemble is characterized by a fixed number of atoms,
N , a fixed pressure, P , and a fixed temperature, T .
4. Grand canonical Ensemble (µ, V, T ): A collection of systems with a fixed chemical potential, µ, a fixed
volume, V , and a fixed temperature, T .
In Monte Carlo simulation, that generate a set of states as part of a Markov chain satisfying detailed
balance [73], averages corresponding to experimental observables are defined as ensemble averages, which are
taken over a large number of replicas of the system considered simultaneously:
< A >ensemble=
∑
s
AsPs, (1.14)
where < A >ensemble is the ensemble average of a physical quantity, As is the physical quantity of a specific
state s, and Ps is the probablity of the state. For example to calculate the potential energy < U > of a
canonical system, it is necessary to start with partition function ZN , which involves an integration over all
possible configurations (x1, · · · , xN ):
ZN =
∫
e−βU(x1,··· ,xN )dx1, · · · , dxN , (1.15)
where β = 1kBT , kB is Boltzmann constant. Based on statistics theory, then the potential energy obtained
by ensemble average is:
< U >=
1
ZN
∑
s
Use
−βUs . (1.16)
In practise, the Monte Carlo method is designed to generate states with the correct probability, assuming
that the system is ergodic and can effectively sample configuration space. In molecular dynamics simulations,
one calculates time averages by measuring the property in independent configurations of the system that are
well separated in time. Resolving this leads us to one of the most fundamental axioms of statistical mechanics,
the ergodicity hypothesis, which states that the time average equals the ensemble average[74]:
< A >ensemble=< A >time . (1.17)
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The mechanism is that if one allows the system to evolve in time indefinitely, the system will eventually
pass through all possible states visiting each micro state with the correct probability. The purpose of a
molecular dynamics simulation is to generate enough representative configurations such that this equality is
satisfied. Fortunately, in practice it is not necessary for the simulation to sample every state, which would
take the age of the universe in any reasonably sized system, because the average properties are dominated
by a few highly probable states.
1.4.3 Molecular Dynamics Algorithm
The basic routine of molecular dynamics simulation is[75]:
1. Set the initial conditions: initial velocity, v0, and positions.
2. Get the forces Fi(t) and update neighbour list.
3. Solve equations of motion over dt.
4. Perform ensemble control.
5. Move the system one time step from t to t+ dt by a chosen integration algorithm.
6. Calculate the desired physical quantities.
The core of molecular dynamics simulation scheme is the potential U(rij) used to describe the atomic
interactions, where rij is the vector connecting two atoms. There are many potentials used to describe glass
forming liquids, but the four commlonly used potentials are:
1. Hard sphere potential[76]:
U(rij) =
 0, rij > σ∞, rij < σ (1.18)
Here σ is the diameter of the sphere. This is the simplest potential that describes the exclusive
interaction without any cohesive interaction and is commonly used in theoretical investigations of
idealized problems.
2. Ionic potential[77]:
U(rij) =
qiqj
rij
. (1.19)
This is the Coulomb interaction of charges, where qi, qj are the signed magnitudes of the charges. It is
often used to account for charge-charge interaction or polarization.
3. Lennard-Jones potential:
U(rij) = 4[(σ/rij)
12 − (σ/rij)6], (1.20)
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where  is the depth of the potential well, and σ is the finite distance at which the inter-particle potential
is zero[78]. This is the van der Waals interaction in inert gases and molecular systems and is often used
to model general effects rather than properties of a specific material. This is the potential chosen for
my research.
4. Morse potential[79].
U(rij) = [e
−2α(rij−r0) − 2e−α(rij−r0)], (1.21)
where α controls the energy of the bond. It is similar to Lennard-Jones but is a more bonding orientated
suitable for interactions when attractive force comes from the formation of a chemical bond.
When the force model is selected, Newtons second law,
F = ma = m
dv
dt
= m
d2x
dt2
,
where x is used to describe an atom direction, is used to determine the acceleration of each atom in the
system[80]. Integration of the equations of motion then yields a trajectory that describes the positions,
velocities and accelerations of the atoms as they vary with time. From this trajectory, the average values of
properties can be determined. The method is deterministic; once the positions and velocities of each atom
are known, the state of the system can be predicted by:
x =
1
2
at2 + v0t+ x0, (1.22)
where v0, x0 are the initial velocity and initial position, respectively. Commonly used algorithms for the
integration of Newton’s second law are[73, 81, 82]: the Verlet algorithm, the Leap-frog algorithm, the Velocity
Verlet and the Beemans algorithm. All the algorithms assume the positions, velocities and accelerations can
be approximated by a Taylor series expansion. The Verlet algorithm is used in this research and is described
in next section.
1.4.4 Verlet Algorithm
The integration of Newton’s second law of motion is performed by Verlet algorithm. An integrator advances
the trajectory over small time increment ∆t:
~X3N (t0)→ ~X3N (t0 + ∆t)→ ~X3N (t0 + 2∆t)... ~X3N (t0 + L∆t), (1.23)
where ~X3N is the position vector of the atom and L is usually within 104−107. There are many methods for
integration of Newtons equation of motion and Velocity Verlet Algorithm (VVA)[75] is used for the current
research. Assuming the atomic trajectory, ~X3N (t), is smooth, the initial configuration is based on sites of a
square lattice, and velocity is generated by random normal distribution with magnitude determined by the
temperature scale starting with ~X3N (t0) and ~V
3N (t0):
~X3N (t0 + ∆t) = ~X
3N (t0) + vi(t0)∆t+ 1/2(
fi
m
)(∆t)2 + o(∆t)4, (1.24)
14
where fi is the force. After the coordinates ~X
3N (t0 + ∆t) are calculated, f
3N (t0 + ∆t) can be evaluated and
the velocity is then obtained:
Vi(t0 + ∆t) = Vi(t0) + 1/2[(fi(t0)/m) + ((fi(t0 + t))/m)]∆t. (1.25)
The system has advanced by one step. Since ~X3N (t0 + ∆t) and Vi(t0 + ∆t) are known at the same time, this
algorithm is convenient to use.
Concerning the precision of this algorithm, it is interesting to know to what degree does the outcome
of the above recursion scheme mimic the real trajectory ~X3N (t0). In Eq. 1.24, assuming Xi(t0) and vi(t0)
are exact, and assuming a perfect computer with no machine error associated with storing the numbers or
carrying out floating-point operations, the computed ~X3N (t0 + ∆t) would still be off from the ~X
3N (t0 + ∆t)
by 0(∆t)4, which is an intrinsic error of the algorithm. And this is a local truncation error (LTE)[83].
Clearly, as ∆t→ 0, LTE → 0, but that does not guarantee the algorithm works, because what we want
is Xi(t0 + t
′) for a given t′, not Xi(t0 + ∆t). To obtain Xi(t0 + t′), we must integrate L = t′/∆t steps, and
the difference between the computed Xi(t0 + t
′) and the real Xi(t0 + t′) is called the global error[75]. An
algorithm can be useful only if when ∆t→ 0, the global error goes to 0.
It is also important to be aware of the time scales accessible by simulation. The slowest cooling rate we
can reach in simulation is still several orders of magnitude faster than that of experiment. Nevertheless, we
can measure molecular details that are difficult to examine directly by experiment.
1.5 Structural Analysis
1.5.1 Radial Distribution Function
The radial distribution function gives the probability of observing a second molecule with a distance r relative
to that probability of the ideal gas situation, and it can be used to understand how atoms are distributed in
the system.
Based on the partition function, the probability that we have atom 1 at a fixed point r1 in dr1, and atom
2 at a fixed point r2 in dr2, etc etc is[84]:
PN (r1, , rN )dr1...drN =
exp[−βU(rN )]dr1...drN
ZN
, (1.26)
where ZN =
∫
exp[−βU(rN )]drN is the partition function.
To obtain the probability of finding atom 1 at a point r1, atom 2 at a fixed point r2, ..., atom n at a
fixed point rn, independent of the position of the other atoms, it is necessary to integrate over the positions
of the remaining N − n atoms:
Pn(r1, , rn) =
∫
exp[−βU(rN )]drn+1...drN
ZN
. (1.27)
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Here the particle identities remain. To obtain the probability of finding any n atoms with fixed positions it
is necessary to take into account the number of ways of choosing the n particles, which gives [84]:
ρ(n)(r1, · · · , rN ) = N !
(N − n!)P
(n)(r1, · · · , rN ). (1.28)
A correlation function g(n) can be defined such that it measures deviations away from a random distri-
bution:
ρ(n)(r1, · · · , rn) = ρ(n)g(n)(r1, · · · , rn), (1.29)
where
g(n)(r1, · · · , rn) = N !V
n
Nn(N − n)!ZN
∫
· · ·
∫
exp(−βUN )drn+1 · · · drN . (1.30)
The radial distribution function is the most important of these:
g(2)(r1, r2) = g
(2)(r12) = g(r) (1.31)
as it can be related to thermodynamic properties such as Helmholtz free energy, pressure and the static
structure factor of the system. It can also be obtained in practice using X-ray diffraction or neutron diffraction,
giving a direct link between simulation and experiment[85].
Figure 1.8 shows a typical radial distribution function for the single component Lennard-Jones liquid. At
distances short compared to the atom diameter, g(r) is zero because of the volume exclusion associated with
the repulsive core. The peak structure structure identifies the local ordering around an atom, with the first
peak identifying the local cage structure. Since the liquids have no long range order the peaks decay away
to one, indicating a random ideal gas type structure[40].
Figure 1.8: Radial distribution function for Lenard-Jones liquid.
In the case of crystal, the radial distribution features peaks with the periodic crystal structure. Fig. 1.9
shows the g(r) of face center cubic(FCC) and FCC-HCP(Hexagonal closed packed) mixture structures[86].
In the case of mixtures, such as a binary mixture containing two different atom types A and B, it is possible
to decompose the radial distribution function into its components, gAA(r), gBB(r) and gAB(r) = gBA(r).
The radial distribution function can be used to distinguish liquid/glassy and crystalline systems. Since the
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Figure 1.9: Radial distribution function for FCC (blue line) and FCC-HCP mixture (red line).
Reproduced under permission from [86]
first peak/minima of the radial distribution indicates the first atomic layer of the center, it can also be used
to identify the cut-off distance for different types of neighbor analysis method such as the Common Neighbor
Analysis and the calculation of bond order parameters.
1.5.2 Common Neighbor Analysis
Although crystal structures can be identified by comparing radial distribution function peaks with a standard
structure, many times different structures are present in a simulated configuration, all of which generate peaks
leading to a complex pattern. For example, the peaks from face centred cubic (FCC) and hexagonal close
packed (HCP) crystals overlap to generate broad peaks.
Common neighbor analysis (CNA) provides a way to identify the local structures around an individual
atom. CNA is commonly used in the study of crystalline alloy structures[87]. It is a correlation method used
to detect local structure arrangements based on the local topology. Each pair of nearest neighbor atoms is
given a CNA index, (j, k, l), where j is the number of nearest neighbors belonging to both atoms, k is the
number of bonds in these j atoms, l is the number of bonds in the longest connecting chain formed by the k
bonds. Two atoms are considered to have a bond if the distance between them is smaller than a threshold
distance rcut determined by the first minima of radial distribution function. For instance, in Fig. 1.10, the
atom pair (in red color) have 6 neighbor atoms connected, so j = 6. Only 4 bonds formed by these 6 neighbor
atoms, so k = 4. And one can see that only 3 chains are linked, that is the length of the longest chain in the
k = 4 bonds is 3, so l = 3.
nCNA triplets (j, k, l) in the nCNA neighbor bonds: nCNA(i, j, k) are compared to a reference indexes to
assign a crystal structure. For instance, FCC has 12(4, 2, 1), HCP has 6(4, 2, 1), 6(4, 2, 2), and body center
cubic (BCC) has 6(4, 4, 4), 8(6, 6, 6)[88]. Figure 1.11 visualizes the configurations of FCC, ICO (icosahedron),
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Figure 1.10: A cluster of atoms with bonds connected when the distance between the two atoms are
less than rcut. CNA index of the red atom pair is (6,4,3)
HCP and BCC structures. The CNA method can be used in binary system on the condition that the radius
of the two atoms are close. For more precise classification, the CNA has to be extended to Binary CNA by
considering the atom identity as a criterion[86].
Figure 1.11: Atomic arrangement for FCC, ICO, HCP and BCC (CsCl for binary components)
structures.
1.5.3 Bond Order Parameters
Gases and liquids, well below the critical point, can easily be distinguished on the basis of density. However,
liquids and different crystal structures often have very similar densities, but they do exhibit symmetry
differences. The broken symmetry of the crystal relative to the liquid can be identified in terms of orientational
order around an atom. Steinhardt et al.[89] introduced bond orientational order parameters based on spherical
harmonic functions to study the formation of FCC, HCP and icosahedral order in supercooled liquids and
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glasses. They have now been used in various forms to study a variety of different systems including single
component Lennard-Jones clusters[90], a Gaussian core system[91] and metallic glass[92].
The neighboring atoms of a given atom (i) can be defined as those atoms that have an interatomic
distance less than a cutoff radius of a given value, generally equal to the distance of the minimum between
the first and the second peaks of the pair correlation function[91]. A bond joining two neighbours is defined
by a vector joining the atoms’ center. The complex vector for a atom (i) associated with a bond rij = |ri−rj |
are the set of numbers[93]:
q(i)lm(rij) ≡ Ylm(θ(rij), φ(rij)), (1.32)
where θ(rij), φ(rij) are the polar and azimuthal angles of the bond with respect to an arbitrary but fixed
reference frame, Ylm(θ(rij), φ(rij)) are the usual spherical harmonics, l is a integer parameter and m is an
integer that values from m = −l to m = +l.
Since the bond between atoms i and j may be arbitrarily taken as either rij or rij = −rji, it is helpful
only to consider the even-l vector q(i)lm(rij), because such bond inversions would affect these parameters.
The complex vector of atom (i) is then attained by averaging q(i)lm(rij) over all nearest neighbor atoms:
q(i)lm =
1
Nb
∑
Nb(i)
q(i)lm(rij), (1.33)
where Nb is the number of nearest neighbor atoms. Then the local order parameters of atom (i) and invariant
with respect to rotations of the reference frame, q0(i)l is[91]:
q0(i)l =
√√√√ 4pi
2l + 1
l∑
m=−l
|q(i)lm|2, (1.34)
Global bond order parameters Qlm, Ql can be defined by the same spherical function, which can be
applied to identify global structures of an entire cluster. For a global bond order parameter, the average
spherical harmonics is calculated over all bonds found in the cluster:
Qlm ≡ 1
Nbonds
∑
bonds
Qlm(rij), (1.35)
and
Ql ≡
√√√√ 4pi
2l + 1
l∑
m=−l
|Qlm|2. (1.36)
In both a liquid and a crystal, atoms experience a variation in their local environment as a result of thermal
motion. This gives rise to a distribution of bond orientational orders and the identity of a given atom is
determined by comparing its value against the distributions of each phase. In some cases, the distributions
of the phases overlap making difficult to determine an atom identity. This can be overcome by using more
than one order parameter. For example, by constructing a two dimensional plane of q0(i)4-q0(i)6, the crystal
structure of an atom can be identified by its position in the plane. This method has been successfully applied
to distinguished BCC and FCC blocks occuring in the crystallization of supercooled liquids of Xenon at high
temperature and high pressure[94].
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1.5.4 Average Bond Order Paramters
Lechner and Dellago[91] proposed a method to increase the accuracy of the crystal structure determination,
which extends the average of the bond order parameters over nearest neighbor atoms as well, giving
qA(i)l =
√√√√ 4pi
2l + 1
l∑
m=−l
|qA(i)lm|2, (1.37)
where
qA(i)lm =
1
Nneighbor
∑
Nneighbor
q(i)lm. (1.38)
Here, the sum over Nneighbor runs over all neighbors of the center atom (i) plus the center atom itself.
Thus, to calculate the qA(i)lm of the center atom, one uses the local orientational order vectors q(i)lm
averaged over the center atom and its surroundings. While q0(i)l holds the structural information of the first
shell around the center atom, its averaged version qA(i)l also consider atomic structure in the second shell.
Using the parameter qA(i)l instead of q0(i)l increases the accuracy of the identifying different structures
by means of a coarsening of the spatial resolution. The qA(i)4-qA(i)6 have been used to identify different
structures in Lenard-Jones liquid and Gausiann core form model for nucleation study[91].
1.5.5 Disorder Parameter
Kawasaki and Onuka[95] used the Steinhardt orientational bond order parameters as the basis for devel-
oping disorder parameters used in binary Lennard-Jones particles in three dimensions to distinguish local
environment. Consider the scalar product of bond order parameter:
Sik =
l∑
m=−l
qilm(q
k
lm)
∗, (1.39)
where (qklm)
∗ is the conjugated vector of qklm. The larger the Sik, the more aligned the two vectors are,
indicating a similar of local environment. When the alignment is perpendicular, this scalar product goes to
zero, showing no similarity of the local environment. For every atom (i) in the nanocluster, the disorder
parameter can be calculated as:
D(i) =
1
Nb
∑
Nb
(Sii + Skk − 2Sik), (1.40)
If the vectors are normalized, Sii and Skk are always equal to 1. If atom (i) and (k) share the same
environment, then 2Sik is close to 2, and D(i) is close to zero. If atom (j) and (k) are very disorder, 2Sik
goes to zero and D(i) is close 2. Thus, when D(i) goes to 2, the two local atomic environment are anti-
correlated. Finally, the overall disorder of the cluster can be represented by the average of < D > over all
the atoms:
< D >=
N∑
i=1
D(i)
N
. (1.41)
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Being a highly ordered system, the crystal has a small non-zero < D > value that arises from the
vibrations of the atoms around their local lattice sites. For atoms in grain boundaries or crystal defects,
< D > has values of (0.1− 0.5). < D > increases dramatically in the crossover from a poly-crystalline solid
to glass.
1.5.6 Voronoi Analysis
The featured peaks in the distribution of the bond orientational order parameters are useful to distinguish
liquid and solid-like structures. Glassy structure and liquid structure are similar and have large overlap in
their distribution of bond order parameters, making it difficult to analyse glassy structures using bond order
parameters. The local structure of an atom in an amorphous system such as a liquid and glass can also
be characterized by means of Voronoi Analysis[88]. The Voronoi tessellation divides the volume of space
surrounding a set of points, such as a particle center in a configuration of atoms, into a series of polyhedra
(see Fig.1.12a for a two dimensional Voronoi tessellation construction). Any point within a given polyhedra
lies closest to the center point than any other atom center and the bisecting boundary denotes the line of
equidistant points between two atoms centres. In the case of a polydisperse atomic systems, where the atoms
are represented by different size spheres, it is necessary to use the radial plane construction to complete
the tessellation. This weights the distance between atom centres according to their sizes and ensures the
bisecting plane is located between the spheres at contact[96]. This is demonstrated in Fig.1.13 Therefore the
overlapping of the Voronoi plane and the large-size atoms can be avoided.
(a) (b)
Figure 1.12: (a): Two-dimensional Voronoi tessellation construction. (b): A Voronoi Cluster of
tetrahedron in three dimension. Red lines provide a guide to the eye.
The Voronoi tessellation has been used extensively in simulation to study the structure of amorphous
materials[97, 98]. It has been applied to investigate the stability of metal alloys[98] and the glass forming
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Figure 1.13: A comparison of (a) two-dimensional graphs of the ordinary Voronoi tessellation and
(b) the radial plane construction. In case of radial plane construction, the bisetting method takes the
radius into account. The local structure, i.e., the number of faces for the Voronoi cell also depends on
the atom size. Reproduced under permission from[96].
mechanism of metallic glasses[99]. In particular, nearest neighbors can be identified as those atoms that share
a face of the polyhedra. The Voronoi analysis is rarely used in crystal structures. The reason is that the
Voronoi vertices generated from symmetric crystal structure are very sensitive to thermal fluctuation. And
two different structure could have the same set of Voronoi index. So it is mainly used in structures without
long-range order, such as liquid and glass.
The environment around an atom can be characterized by Voronoi index which lists the number of faces
with i edges: (n3 n4 n5 n6 · · · ). In most situations, only n = 3 to 6: (n3 n4 n5 n6) are used since
high index values are rare[17]. For example: the bicapped squared antiprism found in ultra stable glass[17]
is (0 2 8 0). The structure of (0 2 8 0) is shown in Fig. 1.14. The Voronoi index for an icosahedron is (0 0
12 0). The sum of the indices also give the total number of nearest neighbors.
1.6 Structure in Lennard Jones Nano Particles
The structure of small nanoparticle clusters is of considerable interest because they form a variety of structures
not observed in the bulk. They also have a large surface to volume that makes them attractive for applications
in catalysis. The Lennard-Jones potential is the one of the simplest that has an attractive well making it
possible to form clusters and the structure of these have been studied extensively[47]. When the temperature
is low enough, the cluster’s potential energy minimum will be the global free energy minimum. For a small size
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Figure 1.14: Atomic arrangement for a bicapped squared antiprism Voronoi cell.
single component Lennard-Jones cluster range 0− 1000, the majority of its global minima can be described
as Mackay icosahedra[100], with perfect icosahedra occuring with size 13, 55, 147, 309, 561.... These low
energy ”magic number” clusters are generated by the formula,
1
3
(10n3 + 15n2 + 11n+ 3), n = 1, 2, 3 · · · (1.42)
This Mackay icosahedron is often favored over other structure due to its relatively spherical topology with
large number of nearest neighbor contacts. The icosahedron is formed from the packing of 20, each formed
from a FCC arrangements of atoms. This ensures that the surface of the icosahedron has the low energy
1,1,1 interface. The interface between the packed tetrahedra form a local HCP place and the edges of the
tetrahedra have five fold symmetry extending out from the central atom. However, the tetrahedral subunits
do not pack space and this introduces a strain into the icosahedron structure. When the strain energy is too
large, the icosahedron becomes unstable. Since the strain energy increase with cluster size, the icosahedron
decompose and the decahedron form the global minima structure for cluster with size range of 103 − 105.
When the cluster size is larger than 105, its structure is dominated by FCC packing[47].
The global minimum structure represents the best way to pack the atoms, but higher energy packing
arrangements are also possible and the number of these increases exponentially with the number of atoms
in the nanoparticle. All the minima for small clusters have been obtained by exhaustively searching the
potential energy landscape. The focus of these studies has been on the nature of global structure at the
cluster. The local environment of Lenard Jones glassy nanocluster and how they affect the crystallization
and glass forming behaviors are also important. Research[90] in a 600 size Lennard-Jones clusters reveals that
for single component Lennard-Jones clusters, the energetically favored local structure is the FCC tetrahedral
subunits form in the core with a disordered surface. indicating structural inhomogeneity within a cluster.
When supercooled, this Lennard-Jones cluster core froze into different size tetrahedral structures with the
length having 5, 6, 7 and 8 atoms.
As noted earlier, it is the local structure surrounding an individual atom that is of interest in considering
the properties of a glass, rather than the global structure. A recent study of glass forming in a nanopar-
ticle systems, using the Kobb-Andersen binary Lennard Jones mixtures with A-B ratio 80:20, showed that
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supercooled nanoparticles can sample the same low energy structures as those found in ultra-stable glasses
formed through vapour deposition[59]. In particular, these simulations showed that a particular local struc-
ture related to the bicapped squared antiprism played an increasing important role in the glassy structure
as the nanoparticle was cooled. This work also suggested that the mobility of atoms at the surface coupled
to the particles in the core which allowed them to relax to the low energy inherent structures. Unpublished
work by the same authors shows that the supercooled nanoparticles exhibits a fragile-strong crossover as
the temperature decreases[59]. It also reveals that Tg increase as N
−2
3 . This research suggest nanoparticle
systems could be useful tools for exploring the underlying properties of the glass transition.
1.7 Research Objectives
The goal of my research is to examine the effects of composition on the glass forming properties of Kobb-
Andersen binary Lennard Jones clusters. Changing the composition of the cluster can change the nature of
the local packing structures that influence the ability of the fluid phase to form crystals or glasses and provide
insight to the relationship between local structure and glassy dynamics. The hypothesis for this research is:
1. Composition alters the glassing forming ability of KA binary Lenard Jones clusters.
2. Composition alters the type and distribution of local structures observed in the supercooled and glassy
phases of KA binary Lenard Jones clusters.
The main objective will be to map out the phase diagram for binary alloy nanoparticles with a size
N = 600 as a function of composition and identify the glass forming composition region. This will be
achieved by calculating the caloric curves (energy vs temperature at at fixed cooling rate) for the clusters
with different compositions and identifying freezing and glass transition temperatures. Average orientational
bond order parameters, qA4, qA6, D4, D6 will be used help identify crystal and glassy structures. The glass
forming ability of the clusters, measured in terms of glass transition temperature and inherent structure
energies, will be correlated with the presence of local topological cluster types, denoted by their Voronoi
index.
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Chapter 2
Local Structure in Binary Lennard Jones Nanopar-
ticles
2.1 Introduction
This chapter presents results and discussion of this research with a focus on the local structure analysis of
Lennard-Jones nanoparticles with various compositions. The model and methods are described in Section 2.2.
Results are shown in Section 2.3 including the thermodynamics of the Lennard-Jones nanoparticles, radial
distribution function, density profile, bond orientational order parameters and Voronoi analysis. Lastly, the
discussion concerning the research hypothesis, phase diagram, change of local structure with composition
and future work are shown in Section 2.4.
2.2 Model and Method
2.2.1 Simulation Model
The system under study is a binary mixture cluster containing N = 600 atoms that interact by means of the
Lennard-Jones potential:
Uij(r) = 4ij [((σij/r)
12)− (σij/r)6], (2.1)
where i and j can be either of atom types A or B,  is the well depth and a measure of how strongly the two
atoms attract each other, σ is the distance at which the intermolecular potential between the two atoms is
zero, so σ is a measurement of how close two non-bonding atoms can approach and is thus referred to as the
van-Der-Waals radius. It is equal to one-half of the internuclear distance between non-bonding atoms and r
is the distance of separation between both atoms.
The LJ system parameters are σAA = 1.0, σBB = 0.88, σAB = 0.8, AA = 1.0, BB = 0.5, AB = 1.5.
The mass of all atoms is set to m = 1.0. Reduced units are used with respect to σAA and AA/kB , where kB
is Boltzman constant. The potential is cut off at a distance of rc = 2.5σAA. No interaction is considered for
atom pairs beyond this distance. At the cut off distance the potential value is close to zero so the energy of the
system is not significantly effected. However, limiting the potential range reduces the number of interactions
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that need to be calculated and help speed up the simulation.
Molecular dynamics simulations are performed at different compositions of B atoms with mole fraction
xB = NB/(NA+NB) ranging from 0 to 0.5 in the canonical ensemble using the velocity Verlet algorithm. The
time step is dt = 0.003, and the unit of time is
√
(σ2AAm/AA). The length of the simulation box containing
the 600 atoms is designed to be 15.874011σAA for systems with 10% B-type atoms or more. In systems with
0% and 5% B-atoms, a length of 20.874011σAA is chosen, in order to sufficiently contain a greater number of
large A-type atoms, and thus to prevent interaction across the periodic boundary. The C++ implementation
of this Molecular Dynamic Simulation (MD) is derived from a book called The Art of Molecular Dynamic
Simulation[75].
The temperature is kept constant by velocity scaling, and the unit of temperature is given by kB/AA.
The supercooled glassy nanoclusters are prepared as follows: the atoms are initially placed on the lattice
sites of a square lattice and are assigned random velocity vectors that are then rescaled to ensure a starting
temperature of T = 1.0. The system is then equilibrated for 200000 time steps before being cooled at a rate
of 10−6. At each T , a configuration of the cluster is equilibrated for 200000 time steps. For the equilibrium
energy and inherent structure energy calculations, 1000 configurations are sampled, each separated by 100
time steps. For the structural analysis, 200 configurations, each separated by 1000 time steps, are saved to
disk for analysis. A total of 10 independent simulations are performed for each cluster composition which
gives a total of 2000 configurations that are studied for system. The configurations are quenched to their
local inherent structure using the Fire algorithm[73]. The inherent structure quench removes noise due to
thermal vibrations around a local free energy minimum and which enhances the structure identification.
2.2.2 Structural Analysis Methods
The CNA method is performed for the pure-A nanocluster, with the neighbor cutoff distance 1.3. Any atom
within this distance is considered to be a near neighbor. For each atom in the cluster, qlm(r) for all near
neighbors by Eq. 1.33. Local bond order parameter q0 is calculated by Eq. 1.34. In order to improve the
accuracy of the distinguishing different structural types, average bond order parameter is also calculated for
every atom using Eq. 1.37.
The Voronoi index for this system is generated by the V oro + + library[101]. To generate the Voronoi
polyhedra for a cluster it is placed within a spherical container with a given radius. The container then acts
as one of the walls for the Voronoi polyhedron of the atom on the surface of the cluster. A surface atom
is distinguished as a Voronoi polyhedron that has a wall without a corresponding atom, generating a atom
id = −99. Even though a change in container radius can result in a different Voronoi Cell construction due
to cell-overlapped effect, thus changing the identification of surface atoms, this method is used, since the
number of surface atoms does not vary significantly with different container radii.
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2.3 Results
2.3.1 Thermodynamics of Nanoclusters
Potential Energy of Nanoclusters
Figure 2.1 shows the caloric curve for a system with xB = 0.3, undergoing two different cooling rates. Two
linear fits for the liquid line and glass line are shown in the plot to demonstrate how Tg is calculated from
the intersection of these two lines. It can be observed that Tg moves from 0.34 to 0.31 as the cooling rate
decrease from 3.3 × 10−4 to 3.3 × 10−6. This feature is consistent with the fact that the slower a cluster
is cooled, the more time the system has for sampling all the locally stable minima. As a result, the liquid
remains in equilibrium to a lower temperature.
Figure 2.1: Potential energy as a function of temperature for a xB = 0.3 nanocluster system , with
cooling rate marked. The intersection of two linear fittings shows the calculation of Tg.
Caloric curves of the nanocluster system with increasing B-atom composition are shown in Fig 2.2.
The average potential energy per atom  is plotted at different temperatures during the cooling process.
The B-atom composition is indicated by the numbers on the curves. In these calculations, configurations are
generated from Molecular Dynamic simulations. Each state point is averaged over 1000 configurations during
the equilibrum process obtained from 10 independent simulations runs. The error bars represent the standard
deviation of the data. A general trend of lowering energies per atom as xB increase is observed. This is the
result of the increasing number of energetically favourable A-B interactions that occur with increasing xB .
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Figure 2.2: Cluster freezing and glass transition potential energy per particle as a function of temper-
ature. The numbers on each line indicate the B-type particle fraction. In all data, error bars indicate
standard deviation of the data for ten independent runs.
All systems exhibit a high temperature liquid droplet regime. A sharp decrease in the potential en-
ergy, along with large fluctuations, are characteristic of freezing to a crystalline type structure. The large
fluctuation in energy in the transition region occurs because nucleation to an ordered state is a stochastic
process. Above the transition region, all the clusters are liquid with a high energy. Once the clusters become
metastable, a fraction of the clusters freeze on the time scale of the simulation so the energy calculation
is averaged over high and low energy configurations. As the temperature is lowered, the driving force for
nucleation increases, so a greater number of the clusters freeze on the simulation time scale. Eventually
the temperature is low enough that all clusters are solid so the energy fluctuations become small again.
In the case of xB = 0, it is known to freeze to icosahedral/decahedral type structures[90]. These are for-
mally non-crystalline global structures, but the atoms exhibit highly ordered environments of varous types.
Figure 2.2 suggests compositions xB = 0, 0.05, 0.4, 0.5 all freeze. A smooth transition located by slopes is
indicative of a glass transition. Fig 2.2 suggests that glass transition are observed for the nanoclusters with
xB = 0.1, 0.2, 0.3. Tg, obtained by the intersection of linear fit of liquid curve and glassy portion curve, have
values of Tg = 0.28, 0.30 and 0.32 respectively for the three glassy systems.
Inherent Structure Energy
The inherent structure energy diagram shown in Fig. 2.3 can be used to distinguish between crystalliza-
tion and a glass transition. Each state point is averaged over 1000 configurations during equilibrium. We have
10 independent simulation runs, with error bars represent the standard deviation of these independent runs.
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Figure 2.3: Inherent Structure Energy per atom (EIS) for different B-type fraction as a function
of temperature. EIS decreases with increase of B-type fraction, as the system sample lower energy
landscape.
A sharp decrease in inherent structure energy with large fluctuations can be observed in xB = 0.0, 0.05, 0.4
and 0.5 nanoclusters. These are the features of freezing to crystalline type structure. A glass transition occurs
for the systems with xB = 0.1, 0.2, 0.3, which show a smooth curve when undergoing the phase transition.
The xB = 0.3 system seems to be the best glass former, since it had a comparatively lower inherent structure
energy due to more A-B interaction. As the B-type fraction in this LJ nanocluster system increases, the
inherent structure energy becomes lower, suggesting a more stable energy landscape is sampled.
At high temperature in the liquid state, the inherent structure energy decreases slowly as the temperature
decreases in comparison to the potential energy shown in Fig. 2.2. The system has enough energy and a low
density making it possible for the cluster to sample all possible minima on the potential energy landscape.
As the temperature decreases, the system moves to deeper, low energy basins to stay in equilibrium.
Once the temperature is reduced below Tg, the inherent structure energy is low and it is temperature-
independent. That is, at this point, the nanocluster system is trapped in a deep minima because the system
does not have enough energy to reorganize the atoms and cross the energy barriers between different basins.
2.3.2 Radial Distribution Function
The radial distribution function is calculated in order to investigate the binary Lenard Jones nanolcluster
configurations collected during the equilibrium. The radial distribution function, g(r) which was described
in Section 1.4.1, is determined by calculating the distance between all particle pairs and binning them into
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histograms with a width of 0.25σAA. The histogram is then normalized with respect to the distribution of
an ideal gas, where particle histograms are completely uncorrelated. The radial distribution of xB = 0.3 and
0.4 nanoclusters are shown in Fig. 2.4 and Fig. 2.5. The radial distribution for pure A, xB = 0.1 and 0.2
nanoclusters are included in Appendix A.
The first peak in the radial distribution function locates the position of atoms in the first shell that are
possible for caging an atom. These are usually large, even in the liquid state, and are usually just above the
σAB distances defined in the potential indicating the atoms are siting in the potential minimum. The g(r)AB
peak, located at r = 0.83, is the largest peak because this is the strongest interaction, followed by the g(r)AA
peak. The first peak in g(r)BB is the smallest because it is a weak interaction and there are less B atoms at
these mixture compositions. The g(r) of these two cluster goes to zero at distances above r = 2.8 because of
the finite size of the cluster. The lack of sharp peaks at longer distances in Fig. 2.4 suggests that the system
become more and more similar to ideal gas as r increases. The appearance of minima is caused by exclusion
between different atom layers.
The radial distribution functions above and below the transition temperature for xB = 0.3 shown in Fig.
2.4 are similar suggesting the cluster remains amorphous, that is, it is a glass. Strong peaks shown in Figure
2.5(b) compared with Figure 2.5(a) indicate the structural order that appears below the transition for the
xB = 0.4 nanocluseter. The g(r)AA peaks overlap totally with g(r)BB peaks, but g(r)AB presents different
peak position than g(r)AA. The peak overlap of g(r)AA and g(r)BB suggests that the A atoms alone form the
same structure as B atoms alone. This structure formed by A atoms are interlocked with the one formed by
B atoms, resulting a second different structure composed of A-B atoms. This is consistent with the formation
of CsCl-type crystal structure.
2.3.3 Density Profile
To investigate how A and B atoms are distributed in this system, the density profile and composition distri-
bution are calculated for xB = 0.1, 0.2, 0.3 and 0.4 nanocluster systems. (See Fig 2.6, Fig 2.7, Fig 2.8, Fig
2.9 respectively). All (a) figures plot ρ = N(R)/V (R) where N(R) is the number of atoms in a shell with a
volume V (R) and a shell thickness 0.25σAA, located at a radius R from the mass center of the cluster. All
(b) figures plot the probability of finding a small B atom within the same shell obtained from
P (Nb) =
Nb(R)
N(R)
.
The configurations selected are at a temperature around 0.8 of the phase transition temperature. The
remarkable density fluctuation around the cluster core, shown by elongated error bars, reflects the reduced
number of atoms in the volume of the center core, but it is also due to the effect of the atomic layering effect
caused by the volume exclusion of the atoms. From all of the density plots, we observe that the number
density decays to zero around 6.0σAA, which is the distance from the surface to cluster core. An obvious
difference is that, density for xB = 0.1 system decays more smoothly than the other two clusters. All the
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Figure 2.4: Radial Distribution for xB = 0.3 nanocluster. Figure(a) shows the g(r) of liquid state at
high temperature. Figure(b) shows the g(r) of glassy state at low temperature.
Figure 2.5: Radial Distribution for xB = 0.4 nanocluster. Figure(a) shows the g(r) of liquid state at
high temperature. Figure(b) shows the g(r) of crystal state at low temperature.
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density profiles have a value of 1.5ρ at a distance of 0.5-4σAA, this indicates that the general density of the
nanoclusters is 1.5ρ. The surface region of the cluster occurs in the range of 4− 6σAA.
For all the systems studied, the probability of finding a B atom in the core is higher than expected based
on the cluster stoichiometry, which also means the surface is enriched with A atoms. This occurs because the
system lowers its energy the most by maximizing the number of AB interactions. The effect is most apparent
in the xB = 0.1 nanocluster, where B atom probability decays at a distance around 2.0σ, very close to the
center. But the density of xB = 0.1 nanocluster decays at 4.0σ. At this distance, the B atoms probability
already goes to zero. The xB = 0.1 and 0.2 nanoclusters show similar features. The B atoms probability near
the center of the nanocluster is always larger than the cluster stoichiometry, indicating the core enrichment
of B atoms in the glassy nanoclusters. For example, in xB = 0.3 nanoclusters, the B atoms probability near
the center is approximately 0.4, which is significantly larger than 0.3. Even in the xB = 0.4 nanoclusters, the
B atoms probability near the center is 0.5, larger than the 0.4 stoichiometry. In fact, the 0.5 stoichiometry
is consistent with the later structural demonstration that xB = 0.4 nanocluster forms a CsCl type crystal.
At a distance of R = 1.0, the B atom probability is 0.35 for the 3 glassy systems: xB = 0.1, 0.2, 0.3. This
stoichiometry is consistent with that of bicapped square anti-prism, with Voronoi index 0 2 8 0.
2.3.4 Structural Analysis of Nanoclusters Using Bond Orientational Order/Disorder
Parameters
Figures 2.10a 2.10b, Fig. 2.11a 2.11b and Fig. 2.12a 2.12b show the probability distributions for the
orientational bond order parameters, q0(i)l, qA(i)l and D(i)l, given by Eqs. 1.34, 1.38 and 1.40 respectively,
with l = 3, 4, 6 and 8, for the pure A nanoclusters above and below the freezing transition temperature.
Figure 2.10a shows that the local bond order parameter distributions functions exhibit sharp peaks in the
solid phase indicating the presence of different but well defined local structures around an atom. In the
liquid phase the distributions become more Gaussian like, which is consistent with the broader range of local
structures. The average bond order parameters and disorder parameters in the solid phase (Figs. 2.11a and
2.12a) still show some peak structure, but this is reduced because these functions include information from
the second neighbour shell which leads to some randomization of the order parameter.
By comparing the q0(i)l distribution and the qA(i)l distribution in Fig. 2.10a 2.10b, and Fig. 2.11a
2.11b, it is possible to observe a reduced overlap between the liquid state and crystal state for the qA(i)l
order parameter, making it easier to distinguish liquid and solid state. Because of this, qA(i)l is chosen
instead of q0(i)l for constructing order parameter plane qA(i)4-qA(i)6 in the later section to analyze local
structure of the nanoclusters. In the qA(i)l distribution for pure A nanoclusters, qA(i)6 has the greatest
distinction between crystal and liquid state compared with l = 3, 4 and 8. And then l = 8 has a better
distinction compared with l = 3, 4. However, the the l = 4 order parameters have been used previously in
the literature[91].
A full set of distribution functions were calculated for all order parameters and all nanoparticle stoi-
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Figure 2.6: (a), The density and (b), the fraction of B atoms as a function of radius from the center
of the xB = 0.1 nanocluster.
Figure 2.7: (a), The density and (b), the fraction of B atoms as a function of radius from the center
of the xB = 0.2 nanocluster.
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Figure 2.8: (a), The density and (b), the fraction of B atoms as a function of radius from the center
of the xB = 0.3 nanocluster.
Figure 2.9: (a), The density and (b), the fraction of B atoms as a function of radius from the center
of the xB = 0.4 nanocluster. .
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(a) (b)
Figure 2.10: Distribution of local order parameters with different symmetry index l, for pure A
nanocluster at high and low temperature.
(a) d (b) d
Figure 2.11: Distribution of average local order parameters with different symmetry index l, for pure
A nanocluster at high and low temperature.
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(a) (b)
Figure 2.12: Distribution of disorder parameters with different symmetry index l, for pure A nan-
ocluster at high and low temperature.
chiometries. However, in describing the structural properties of the mixed clusters, only those distributions
that contain important features are discussed in the main text. The remaining plots can be found in Appendix
A.
Figure 2.13a and Figure 2.13b show the disorder parameter distribution for the xB = 0.1 nanoclusters at
a high temperature above the glass transition temperature, and a low temperature below the glass transition
temperature, respectively. The disorder parameter distributions above and below the transition temperature
for this cluster are similar, suggesting the cluster remains amorphous. However, the D(i)6 distribution
exhibits a small shoulders at small values of D(i)6 , and this is may be an indication of partially crystallization,
even though the potential energy plot in Fig. 2.2 suggests that xB = 0.1 nanocluster forms a glass at low
temperature.
In order to understand how the atoms with small D(i)6 are spatially distributed in the xB = 0.1 cluster,
a number density distribution is plotted in Fig. 2.14, which shows the number density as a function of
radius from the center of the cluster. The number density is calculated by finding the number of atoms with
D(i)6 < 1 in a shell with width 0.25σAA, and then divided by the volume of the shell:
P =
N(D(i)6 < 1)
V (R)
. (2.2)
Every data point represents the average number density from 10 configurations chosen from 10 independent
runs. The error bars are the standard deviation of the 10 values. From this graph, the number density
distribution of small D(i)6 atoms has zero value in the core, suggesting that core atoms are comparatively
disordered. P begins to increase at r = 1.2, and reaches a maximum P = 0.28 at r = 4.8, which is very close
to the surface. At r = 5.5 P becomes zero since r = 5.5 is the finite size of the cluster.
In these 10 configurations containing 6000 atoms, 1179 atoms have D(i)6 < 1.0, and 1178 out of 1179
of them are A atoms. This number tells us that it is the A atoms that present small disorder in xB = 0.1
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(a) (b)
Figure 2.13: Distribution of disorder parameters with different symmetry index l, for xB = 0.1
nanocluster at high and low temperature.
nanocluster.
Figure 2.15a and Figure 2.15b show the average order parameter distribution for xB = 0.2 nanoclusters
at high temperature, above the glass transition temperature, and low temperature below the glass transition
temperature respectively. It can be seen that the liquid and the glass have similar qA(i)l distributions with
close peak values and similar shape. Both liquid and glass qA(i)l distributions exhibit peaks in the small
qA(i)l value region below 0.25. This feature indicates that liquid and glass have similar local structural
environment. The distribution functions for the xB = 0.3 are similar again supporting the identification of
these nanoclusters as being glasses.
Figure 2.16a and Figure 2.16b show the average order parameter distribution for the xB = 0.4 nanoclus-
ters at a high temperature above crystallization temperature, and a low temperature below crystallization
temperature. It can be seen that at high temperature, T = 0.55, the qA(i)l distributions for this nanocluster
exhibit peaks at small qA(i)l value region below 0.25, consistent with the liquid state seen for xB = 0.2 system.
As the temperature decreases to T = 0.35, qA(i)6 distribution shows multiple peaks close to qA(i)6 = 0.4,
suggesting that more than one local structures is present in this xB = 0.4 nanocluster. This feature is con-
sistent with the structural feature demonstrated in the radial distribution function g(r), which shows that
the A type atoms alone form the same structure as that constructed by the B type atoms alone. But A and
B atoms together forms a completely different structure with A and B atoms interlocking with each other.
The l = 8 average order parameter distribution shows a similar behaviour. Other order/disorder parameters
distribution are included in the Appendix A for reference.
In order to understand the disorder level of the three glassy nanoclusters and their nearby crystal struc-
ture, a phase diagram at low temperature T = 0.11 is plotted in Fig. 2.17. This shows the overall disorder
parameter average taken from 2000 configurations for xB = 0, 0.1, 0.2, 0.3, 0.33, 0.35, 0.4 nanoclusters. The
error bars indicate the standard deviation of these configurations. In Fig. 2.17, the average disorder param-
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Figure 2.14: The number density of atoms with D(i)6 < 1.0, as a function of radius from the center
of the xB = 0.1 nanocluster. Red line is a guide to the eye. B composition and temperature are shown
in the graph.
eter < D >6 in Eq. 1.41 as a function of composition is given. In xB = 0, and 0.4 clusters, the disorder
parameters < D >6 at T=0.11 are below 0.5, which supports by the observation that xB = 0, and 0.4 clusters
crystallize upon cooling. In contrast, the xB = 0.1, 0.2 and 0.3 nanoclusters have disorder parameters above
1.0, indicating of the amorphous glassy state.
In the xB = 0.1, 0.2, 0.3 nanoclusters, < D >6 increase as xB increase. Since the disorder of xB = 0.4
cluster is sharply reduced, to help locate the maximum, the disorder parameter for xB = 0.33, 0.35 clusters
are calculated. The results show that the < D >6 of these two systems is smaller than that of xB = 0.3.
The < D >6 for xB = 0.33 nanocluster is 1.7, indicating a highly amorphous structure. When xB = 0.35,
the disorder parameter becomes 0.7, a comparatively small value. The error bars of the average < D >6
calculated from configurations during equilibrium indicate the structural homogeneity of the cluster. The
xB = 0.2, 0.3 nanoclusters have very small error bars, while the xB = 0.1 system shows a comparatively large
error bars. The reason for this fluctuation can be accounted by the partial ordering observed in the xB = 0.1
system.
2.3.5 Temperature Dependence of Orientational Bond Order/Disorder Param-
eters
As previously mentioned, different peak positions in the qA(i)6 distributions indicates structurally different
phases at high and low temperature. While the crystal and liquid have very different peak positions, the
glass and liquid have very similar distribution with a large overlap, since the glass is amorphous. In order
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(a) (b)
Figure 2.15: Distribution of average local order parameters with different symmetry index l, for
xB = 0.2 nanocluster at high and low temperature.
(a) (b)
Figure 2.16: Distribution of average local order parameters with different symmetry index l, for
xB = 0.4 nanocluster at high and low temperature.
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Figure 2.17: Disorder parameters < D >l with l = 3, 4, 6, 8 for xB = 0, 0.1, 0.2, 0.3, 0.33, 0.35
and 0.4 nanoclusters. Every point represents average value from 2000 configurations collected in the
equilibrium process. The error bar shows the standard deviation of these 2000 configurations.
to understand how structure varies within a continuous temperature range, the ensemble averages of the
order/disorder parameters are plotted as a function of temperature.
Figure 2.18 shows the overall average order parameter qA6, which is the average of qA(i)6 over all 600
atoms in a configuration, as a function of temperature. Every data point is the average value over 2000
configurations of the same temperature, with error bars showing the standard deviation of the 2000 values.
Different B atom fractions are indicated by different colors. At high temperature, where all the clusters are
in the liquid state, qA6 decrease as the B atoms fraction increase. Also in the liquid state, qA6 decrease
slightly as temperature decrease.
For the pure A nanocluster, the qA6 has a value around 0.5 in the liquid state, and it suddenly increases
at the temperature where crystallization occurs. At low T , qA6 increases slightly as T decreases, suggesting
a more ordered structure, and a larger extent of crystallization. Also at low temperature region, large error
bars are observed, which is the evidence of structural heterogeneity of pure A crystal. This feature supports
the previous results that pure A nanocluster forms different size FCC, HCP and ICO structures[90].
For the xB = 0.4 nanocluster, qA6 has value around 0.35 in the liquid state, and it has an abrupt increase
to 0.45 at the temperature around T = 0.51 where crystallization occurs. At low T , qA6 increases slightly
as temperature decreases, indicative of a more crystalline state. The error bar is very small compared with
that of the pure A crystal former, suggesting a homogeneous crystal structure. For the three glass forming
nanoclusters with xB = 0.1, 0.2 and 0.3 there is no abrupt increase at the glass transition temperature in the
qA6 − T curves. At the low temperature below glassy transition, qA6 decreases very slightly as T decreases.
The qA4, the average local parameter with is also plotted as a function of temperature in Fig. 2.19
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with different B atom fraction indicated by different color. At high temperature, where all the clusters are
in the liquid state, qA4 decreases as the B atom fraction increases. Also in the liquid state, qA4 shows
obvious decrease as temperature decreases. For the pure A nanocluster, qA4 has a value around 0.18 in
the crystal state, and it continues to decrease as T decrease. The error bars again indicate its structural
heterogeneity. The qA4 of the xB = 0.4 nanocluster shows a large decrease at its melting point T = 0.51. At
low temperature, its qA4 is very small, around 0.12, and does not change much when T decreases. For the
xB = 0.1, 0.2 and 0.3 nanoclusters, there is no abrupt decrease at the phase transition temperature. In the
glassy state, their qA4 decrease very slightly as T decreases and they have similar values around 0.15.
In order to better understand the temperature dependence of the order parameters and how they are
connected to the local structure of the nanocluster, the qA8 − T curves for the four nanoclusters are also
plotted in Fig. 2.20. The data point shows the ensemble average of qA8 from 2000 configurations, with error
bars demonstrating the fluctuation. In the liquid state at high T , the qA8 decreases as T decreases. And
it can be seen that in the liquid state the qA8 is small when the B atom fraction is large. The xB = 0.4
nanocluster has a qA8 around 0.35 in the liquid state, and shows an abrupt increase to 0.40 at its phase
transition temperature T = 0.51. Similar feature were seen in the pure A nanocluster, which has a qA8
around 0.38 in the liquid state, first decreases to 0.32 when cooled down, and then shows an increase to 0.35
at its phase transition temperature T = 0.41.
At low T , the qA8 of the xB = 0.4 nanocluster is much larger than that of the pure A system. This
feature is different from the qA6−T and qA4−T plots, which show that the qA6 and qA4 of the the xB = 0.4
nanocluster is much smaller than that of the pure A system. The large error bars in the pure A nanocluster
again show the structural heterogeneity of this system. The three glassy nanoclusters with xB = 0.1, 0.2
and 0.3 show decreasing qA8 as T decreases in the liquid state. They do not exhibit an increase of qA8
during the glass transition. Instead, they continue to decrease but at a slower rate. In contrast to the
qA6 − T and qA4 − T plots where clusters with large fraction of B atoms have smaller qA6 and qA4 at the
same temperature, qA8 − T shows that clusters with large fraction of B atoms have larger qA8 at the same
temperature. This feature suggests that more A-B interactions increase the value of qA8.
The temperature dependence of q06 is plotted in Fig. 2.21. Compared with the temperature dependence
of qA6, the q06 has a smaller value than qA6 at the same temperature for the same B atom fraction. But
there is a larger increase at the local order parameter at the crystallization temperatures. Figure 2.21 showing
q06 − T also suggests that in the liquid state, q06 decreases as T decreases, while in the crystal q06 increases
as T decreases.
The q06 of the xB = 0.1, 0.2 and 0.3 nanoclusters in the liquid state are very close compared with the
difference of their qA6 values. At low temperature below the glass transition, the q06 of the xB = 0.1
nanocluster increases as T decreases. Obvious error bars also appear while the qA6 − T plot does not show
error bars. This highlights the additional sensitivity of q06 to the local structure. It also suggests that while
xB = 0.1 nanocluster appears to exhibit glass transition at low temperature according to the potential energy
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Figure 2.18: Average order parameter with l = 6 at different temperature. Every point represents
the average value from 2000 configurations collected in the equilibrium process. The error bar shows
the standard deviation of these 2000 configurations.
Figure 2.19: Average order parameter with l = 4 at different temperature. Every point represents
the average value from 2000 configurations collected in the equilibrium process. The error bar shows
the standard deviation of these 2000 configurations.
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Figure 2.20: Average order parameter with l = 8 at different temperature. Every point represents
the average value from 2000 configurations collected in the equilibrium process. The error bar shows
the standard deviation of these 2000 configurations.
Figure 2.21: Local order parameter with l = 6 at different temperature. Every point represents the
average value from 2000 configurations collected in the equilibrium process. The error bar shows the
standard deviation of these 2000 configurations.
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(see Fig. 2.2), there is a degree of local ordering.
The temperature dependence of the disorder parameter < D >6 is plotted for the xB = 0, 0.1, 0.2, 0.3 and
0.4 nanoclusters in Fig. 2.22. In the high temperature region the < D >6 of the four cluster compositions
are very similar and decreases slightly as temperature decreases in the liquid. The < D >6 of the pure A
nanocluser shows an abrupt decrease at its phase transition temperature T = 0.41. In the low temperature
region, the < D >6 decrease as T decreases, indicating a less disordered structure. The large error bars
again indicate structural heterogeneity of the pure A nanocluster crystals. The < D >6 of the xB = 0.4
nanocluster also shows a huge decrease at T = 0.53. In the low temperature region, its < D >6 decreases as
T decreases, indicating a less disordered structure. But small error bars suggest a structural homogeneity for
this crystal. For the xB = 0.2 and 0.3 nanoclusters, there is no abrupt change in their < D >6 −T curves.
At low T in the glassy state, < D >6 increases very slightly as T decreases. In the xB = 0.1 nanocluster at
low temperature region, its < D >6 is around 1.5, typically a large value indicating a glassy state. However,
this < D >6 decreases as T decreases in the low temperature region, with error bars indicating structural
heterogeneity. This feature again supports that, while the xB = 0.1 nanocluster generally forms a glass, some
fraction of the atoms have a highly ordered local environment.
The global order parameter, which is determined by Eq. 1.36, measures the global order of the nanoclus-
ter. The temperature dependence of Q6 is also plotted in Fig. 2.23. Every data point is the ensemble average
of Q6 taken over 2000 configurations, with error bars indicating the structural fluctuation and different colors
for different B atom fractions. The inset graph shows the same plot but exhibit an enlarged Q6 scale in order
to see the changes of Q6 with small values. Interestingly, in the liquid state, the Q6 increase as T decreases
for the pure A and the xB = 0.1 nanoclusters. This increasing of order parameter as T decreases is not
seen in the q06 − T , qA6 − T , qA4 − T and qA8 − T plots. For the pure A cluster, a large increase of Q6 to
around 0.25 occurs at the crystallization temperature T = 0.41. The extremely large error bars suggest the
structural heterogeneity of this system. It also suggest that the Q6 is very sensitive to the structure difference
between FCC, HCP and ICO. The xB = 0.4 nanocluster also shows an abrupt incease of Q6 to around 0.40
at T = 0.51. The very small error bars indicate that its crystal structure is perfectly homogeneous.
For the xB = 0.1 nanocluster, the Q6 increases as T decreases at low temperature, showing appreciable
error bars. These features may suggest that the xB = 0.1 nanocluster has some fraction of freezing atoms,
even though it formed a glass at low T as supported by the small Q6 values. For the xB = 0.2 and
0.3 nanoclusters, Q6 is stable in the liquid state. As T decreases, their Q6 decreases slightly at the glass
transition temperature. In the glass state, their Q6 remains stable again as shown in the inset graph. For
the three glassy clusters, the Q6 decreases as the fraction of B atoms increases, indicating a less ordered
structure with more A-B interactions.
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Figure 2.22: Disorder parameter with l = 6 at different temperature. Every point represents the
average value from 2000 configurations collected in the equilibrium process. The error bar shows the
standard deviation of these 2000 configurations.
Figure 2.23: Global order parameter with l = 6 at different temperature. Every point represents the
average value from 2000 configurations collected in the equilibrium process. The error bar shows the
standard deviation of these 2000 configurations. Insert shows an expanded view of the low Q6 region.
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2.3.6 qA(i)4-qA(i)6 Plots for Lenard Jones Nanoclusters
qA(i)4-qA(i)6 planes are constructed for binary Lennard Jones nanoclusters with different B atom fractions
in order to further investigate their local structures. Figure 2.24 shows the qA(i)4-qA(i)6 plane for a single
pure A nanocluster configuration, with different colors indicating an atom’s structural identity determined
by Common Neighbor Analysis (CNA). From this figure, it can be seen that the CNA non-identified atoms
(NON), colored in green, appear evenly distributed over the order parameter space, along with the FCC,
HCP and ICOS type atoms. This feature suggests that the Common Neighbor Analysis inability to assign an
atom to a given structure, does not necessarily mean the atom is disordered. However, it is important to note
that the CNA focuses on connectivity between neighbors rather than the orientational ordering captured in
qA(i)l. Also, the calculation of Common Neighbor Analysis index is very sensitive to the choice of cut-off
distance, which is determined by the first minima in radial distribution function g(r). The FCC atoms in
this pure A nanocluster appear at large values of qA(i)4 and qA(i)6, while the HCP atoms follows the FCC
with smaller qA(i)4 and qA(i)6. The ICO atoms follows have small qA(i)4 and median qA(i)6 in the range
of 0.2− 0.4.
The qA(i)6-qA(i)8 plane for the same pure A nanocluster configuration is plotted in Fig. 2.25. Most of
the atoms are located in the diagonal position, possibly due to the similarity of qA(i)6 and qA(i)8. So it does
not show an advantage in structure determination. Because qA(i)4-qA(i)6 plane has been widely used in the
literature, it is chosen to analyze structures in order to compare with results(FCC, HCP and ICO region in
the plane) obtained from the literature[91].
In the pure A nanocluster, the FCC atoms include various types such as surface FCC, grain boundary,
etc.. HCP and ICO atoms have the same structural heterogeneity. In order to investigate qA(i)4-qA(i)6
distribution for bulk FCC, HCP and ICO atoms, Fig. 2.26 is plotted, which shows qA(i)4-qA(i)6 data for
atoms with only bulk FCC, bulk HCP and bulk ICO structures for 10 independent configurations of the
pure A nanoclusters. In general, the bulk FCC atoms in the nanocluster system have comparatively large
qA(i)4 and large qA(i)6, while bulk ICO atoms have small qA(i)4 values. Atoms with bulk HCP structures
are distributed between bulk FCC atoms and bulk ICO atoms. This plot describes the structural evolution
in the bulk from large qA(i)4 and large qA(i)6 FCC to ICO with small qA(i)4 and medium qA(i)6. The
bulk FCC atoms are grouped into different regions in the qA(i)4-qA(i)6 plot with various feature values. The
same phenomena is observed in the bulk HCP atoms. Saika-Voivod et al[90] showed that the grouping of
global orientational bond order parameters were related to the formation of different sized tetrahedral FCC
subunits formed within the cluster at freezing. The larger the tetrahedral subunit, the higher the degree of
its ordering. These results suggest the local order parameters capture the same effect.
The qA(i)4-qA(i)6 plane of xB = 0.1 nanocluster at T = 0.20 is plotted in Fig. 2.27(a). Every data point
shows the qA(i)4 and qA(i)6 value of every atom in one configuration. All the data points are generally located
in a diagonal position, where large qA(i)4 is accompanied by large qA(i)6 , so qA(i)4 and qA(i)6 are positively
correlated. Most of the atoms with small qA(i)4 and small qA(i)6 are B atoms, which are enriched in the core
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Figure 2.24: qA(i)4-qA(i)6 distribution for one pure A nanocluster at T = 0.20. All 600 atoms are
colored and categorized into 3 major types based on the structure identified by CNA method.
Figure 2.25: qA(i)6-qA(i)8 distribution for one pure A nanocluster at T = 0.20. All 600 atoms are
colored and categorized into 3 major types based on the structure identified by CNA method.
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Figure 2.26: qA(i)4-qA(i)6 distribution for 10 pure A nanoclusters at T = 0.20. Different colors
indicate atoms’ local structural environment identified by CNA method. Only 3 types of structures
are shown, while other atom data are not plotted.
as demonstrated by the Density profile in Fig. 2.6. Even though the xB = 0.1 undergoes a glass transition
when supercooled and the overall disorder at T = 0.11 is comparatively large, the qA(i)4-qA(i)6 plane of
this cluster shows a significant amount of A atoms presenting large qA(i)4 and qA(i)6. These highly ordered
atoms occupied the FCC and HCP region identified in the qA(i)4-qA(i)6 plane of the pure-A nanocluster.
One can conjecture that these A atoms form either FCC or HCP crystal seeds at low temperature. These
highly ordered A atoms are on the surface as demonstrated in the distribution in Fig. 2.14 obtained using
the < D >6 order parameter. Surface enrichment of A atoms allow them to potentially freeze while the B
atom enrichment in the core keeps the core of the cluster amorphous.
In the qA6−T plot for the xB = 0.1 clusters, it can be seen that the qA6 increases slightly as T decreases
at the low temperature. This behavior is different from that of other glassy nanoclusters with xB = 0.2
and 0.3, whose qA6 decrease as T decrease. In order to compare qA(i)4-qA(i)6 distribution at high and low
temperatures, qA(i)4-qA(i)6 plot at T = 0.35 is shown in Fig. 2.27(b). In the high temperature there are
more atoms with large qA(i)4. However, in the low temperature, there are more atoms having large qA(i)6,
but the number of atoms with large qA(i)4 is significantly reduced. This observation supports the trend in
the temperature dependence plot (Fig. 2.19) for the xB = 0.1 clusters that as T decreases the qA4 decreases
significantly, while qA(i)6 increase slightly.
The same qA(i)4-qA(i)6 plane is also plotted for the xB = 0.2 of nanocluster at T = 0.20 in Fig. 2.28.
From the plot it can be seen that as the number of B atoms increases, the amount of A atoms with large
qA(i)4 and qA(i)6 significantly decreases. More data points are presented in the small qA(i)4 and qA(i)6
region. This suggests that as the number of B atoms increases, the energetically favorable A-B interaction
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Figure 2.27: qA(i)4-qA(i)6 distribution for xB = 0.1 nanocluster at (a)T = 0.20 and (b)T = 0.35.
Red points represents B atoms and black point represents A atoms.
in the nanocluster generates more disordered A atoms and B atoms with small qA(i)4 and qA(i)6. Since B
atoms are enriched in the core as shown by the density profile Fig. 2.7, this locally favored A-B interaction
drives more A atoms to the core to form a relatively stable structure with B atoms.
The qA(i)4-qA(i)6 plane for xB = 0.3 nanocluster at T = 0.20 is shown in Fig.2.29(a). Compared with
the xB = 0.2 nanocluster, the qA(i)4-qA(i)6 values show a moderate decrease. In order to compare qA(i)4-
qA(i)6 in the glassy state at the low temperature with qA(i)4-qA(i)6 at high temperature of the liquid state,
the qA(i)4-qA(i)6 plane for xB = 0.3 at T = 0.20 (Fig. 2.29(a)) are plotted togerther with the same plane at
T = 0.55 in Fig. 2.29(b). Unexpectedly, the overall qA(i)6 values in the liquid state is slightly larger than
that in the glassy state, indicating that some atoms in the liquid is more align and well-organized than the
atoms in the glass structure. Similarly, the overall qA(i)4 values at T = 0.55 is obviously larger than that at
T = 0.20.
It appears that most of the atoms have similar orientational bond order at high and low T , while there
is a significant change in the qA(i)4 values for a small subset of mainly A type atoms. The insets show
the atoms with qA(i)4 values greater than 0.1 and suggest it is the surface atoms that vary the most from
high to low temperature. In order to understand where these large qA(i)4 atoms are located in this cluster,
a number density distribution of qA(i)4 > 0.1 atoms as a function of radius from the center is plotted in
Fig. 2.31. The number density is calculated by finding qA(i)4 > 0.1 atoms in a shell with width 0.25, and
then divided by the volume of the shell. Again 10 configurations from the 10 independent runs are chosen
to calculate P , with error bars showing the standard deviation. Figure 2.31 shows that the probability of
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Figure 2.28: qA(i)4-qA(i)6 distribution for xB = 0.2 nanocluster at T = 0.20. Red points represents
B atoms and black point represents A atoms.
finding a qA(i)4 > 0.1 atom is zero within r = (0 − 3), so these more order atoms are located far from the
core. P begins to increase at r = 3.5, and reaches a maximum of P = 0.5 at r = 5.0, and then it decreases,
showing a Gaussian-like distribution.
Figure 2.30 shows the qA(i)4-qA(i)6 plane for the xB = 0.4 nanocluster, at high and low temperature
above and below the freezing point. In the high temperature liquid state, the qA(i)4 ranges from 0.02 to
0.25, while qA(i)6 is between 0.05 to 0.30. However, the majority of atoms have small qA(i)4 and qA(i)6,
corresponding to amorphous liquid. As the temperature is decreased to T = 0.35, the majority of the atoms
occupy a new qA(i)4-qA(i)6 region with small qA(i)4 around 0.05 and large qA(i)6 around 0.45. This region
is not observed in the pure A nanocluster, indicating a different structure not seen in pure A nanoclusters.
Compared with the literature, this region corresponds to the Body Center Cubic(BCC) structure[91].
2.3.7 Voronoi Diagram
Since glasses do not have the long range order and a large overlap was present in the bond order parameter
(qA(i)4 and qA(i)6) distributions between the liquid state and the glassy state, another method to further
understand nanocluster glassy structures is needed. Voronoi analysis was applied to investigate the three
glassy inherent structures in the xB = 0.1, 0.2 and 0.3 systems. The Voronoi polyhedra around the B atoms
in the core were analyzed because these have been shown to be important in the bulk glass formers. Also, the
Voronoi analysis at the surface is sensitive to small numerical fluctuations caused by boundary conditions.
At high temperature, T = 0.35, the B atoms in the core are identified to have 404 distinct types of
Voronoi cell in 2000 configurations of the xB = 0.1 nanoclusters. At low temperature in the glass state,
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Figure 2.29: qA(i)4-qA(i)6 distribution for xB = 0.3 nanocluster at (a)T = 0.20 and (b)T = 0.55.
Red points represents B atoms and black point represents A atoms. Atoms with q4 above 1.0 are
visualized in the square box.
Figure 2.30: qA(i)4-qA(i)6 distribution for xB = 0.4 nanocluster at (a)T = 0.35 and (b)T = 0.55.
Red points represents B atoms and black point represents A atoms.
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Figure 2.31: The number density of atoms with qA(i)4 > 0.1, as a function of radius from the center
of the XB = 0.2 nanocluster. Red line is a guide to the eye. B composition and temperature are
shown in graph.
T = 0.20, this Voronoi cell number decreases to 116. The same decrease of Voronoi cell types from high
temperature to low temperature was also observed for the glassy xB = 0.2 and 0.3 nanoclusters. In the
xB = 0.2 nanoclusters, B atoms in the core of the liquid state at high temperature T = 0.35 have 697 types
of Voronoi cells in 2000 configurations. At low temperature in the glass state T = 0.20, the Voronoi cell
number decreases to 178. While in the xB = 0.3 nanoclusters, the liquid state at high temperature T = 0.35
have 1012 types of Voronoi cell in 2000 configurations. At low temperature in the glass state, T = 0.20, only
343 types were observed. It is obvious that the types of Voronoi cell increase as the B atom fraction increase
from xB = 0.1 to xB = 0.3, indicating that introducing B atoms increase the diversity of local structures.
Figures 2.32, 2.33 and 2.34 show the fraction of top 10 most predominant Voronoi cells of xB = 0.1, 0.2
and 0.3 nanoclusters, at temperatures above and below the glass transition. Each Voronoi cell fraction is
calculated by suming all Voronoi cells of the same index in 2000 configurations and then normalized by the
total number of B atoms in the core.
The top 10 most predominant Voronoi polyhedron around the B core atoms in the three types of nanoclus-
ters are the same, even though the B atom fraction increase from xB = 0.1 to xB = 0.3. These predominant
Voronoi polyhedra have coordination numbers in the range of 9− 11, which is the low coordination number,
prism-like structures. In the bulk Lennard-Jones liquid, the possibility to supercool the cluster below equi-
librium melting temperature was due to the presence of icosahedron structures (0 0 12 0), which are more
energetically preferred[59]. However, icosahedron structures are not observed in these nanoclusters.
The top 10 most predominant Voronoi polyhedra for xB = 0.1 shown in Fig. 2.32 indicates that the
largest fraction cells were observed in (0 2 8 0). When the temperature decreases from T = 0.35 to T = 0.20,
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Figure 2.32: 10 most frequent Voronoi cell for xB = 0.1 nanocluster system at temperatures above
and below glass transition temperature.
Figure 2.33: 10 most frequent Voronoi cell for xB = 0.2 nanocluster system at temperatures above
and below glass transition temperature.
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Figure 2.34: 10 most frequent Voronoi cell for xB = 0.3 nanocluster system at temperatures above
and below glass transition temperature.
the (0 2 8 0) polyhedron has the greatest increase. Other dominant polyhedra are (0 3 6 0), (1 2 5 2), (1 3 3
3).
The same Voronoi diagram for xB = 0.2 is shown in Fig. 2.33. Again it indicates that the most
predomiant polydedron is still (0 2 8 0). (1 2 5 3) becomes more dominant in xB = 0.2 cluster compared
with the number of (1 2 5 3) in xB = 0.1 cluster. In the xB = 0.3 cluster, (0 2 8 0) is again the most
predominant type, but its fraction is small compared the (0 2 8 0) fraction in xB = 0.1 and 0.2 clusters.
Even at low temperature T = 0.20, the (0 2 8 0) fraction is only 0.16. As the number of B atoms increases
from xB = 0.1 to xB = 0.3, the fraction of (0 2 8 0) at low temperature T = 0.2 decreases, suggesting that
other Voronoi polyhedron become more and more important, occupying a larger fraction, such as (1 2 5 3),
(1 2 5 2), (1 3 3 3). The broadening of the distribution of Voronoi polyhedra as xB increases highlights the
increasing diversity of local structure. This is consistent with the xB = 0.3 clusters being identified as the
most disordered structures according to orientational disorder parameters.
To further examine the structural change between the glass and liquid in supercooled nanoclusters, the
temperature dependence of the fraction of Voronoi cell with index (0 2 8 0), (0 3 6 0), (1 3 3 3) and (0
2 8 1) are plotted in Figures 2.35, 2.36 and2.37 for each cluster compositions. The four chosen Voronoi
cells are within the top 10 most frequent Voronoi cells in our nanoclusters and they exhibit most significant
increase/decrease when supercooled.
Figure 2.35 shows the fraction of four types of Voronoi cell centered around the B type atoms in the
core in the inherent structures of the xB = 0.1 nanoclusters. Every data point in these plots represents
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Figure 2.35: Temperature dependence of 4 predonimant Voronoi Cell in inherent structure of xB =
0.1 nanocluster.
Figure 2.36: Temperature dependence of 4 predonimant Voronoi Cell in inherent structure of xB =
0.2 nanocluster.
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Figure 2.37: Temperature dependence of 4 predonimant Voronoi Cell in inherent structure of xB =
0.3 nanocluster.
the average Voronoi cell fraction taken over 2000 configurations, and the error bars represents the standard
deviation of these 2000 configurations. At both high and low temperature above and below glass transition,
(0 2 8 0) has the largest fraction compared with (1 3 3 3), (0 3 6 0) and (0 2 8 1). At high temperature in
the liquid state, about 22% of core B atoms have the (0 2 8 0) local structure. As the temperature decreases,
the portion of (0 2 8 0) increases continuously before reaching a maximum of P = 0.35 at about T = 0.18.
The fraction of the (0 3 6 0) structure also increases as T decreases, and reaches its maximum at T = 0.18.
The fraction of the (1 3 3 3) structure increases as T decreases without showing a maximum. In contrast,
the fraction of (0 2 8 1) decreases continuously as T decreases and it becomes close to zero when T = 0.11.
Figure 2.36 and 2.37 demonstrate the same temperature dependence of the four predominant Voronoi
cell identified in the inherent structure of xB = 0.2 and 0.3 nanoclusters. The similar feature in these three
plots is that at low temperature, the (0 2 8 0) structure shows the largest fraction in all glassy nanoclusters
and it exhibits the largest increase when supercooled.
In the xB = 0.2 nanocluster, the fraction of (0 2 8 0) increases from 0.15 to 0.30 as temperature decreases.
As T decreases, the fraction of (0 3 6 0) increases and then decreases to a minima at T = 0.2, and then
increases again, while (1 3 3 3) shows a local maximum T = 0.2. As T decreases, the fraction of (0 2 8 1)
decreases and then increases at T = 0.2. In the xB = 0.3 nanocluster, the fraction of the 4 Voronoi cells are
very close, but the (0 2 8 0) structure still has the largest fraction, which increase from 0.06 to 0.15 when T
decrease. As T decreases, the fraction of (0 3 6 0) increases to a maximum at T = 0.17, and the (1 3 3 3)
increases to a maximum at T = 0.20. In contrast with the xB = 0.1 and 0.2 clusters, here (0 2 8 1) increases
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as T decreases before reaching its maximum at T = 0.3. These features suggest that even though the four
most predominant Voronoi cells are the same for the three glassy nanoclusters, their local structures show
significant differences when the fraction of B atoms varies.
2.4 Discussion
2.4.1 Summary of hypothesis
In this research, the hypothesis is put forward that composition alters the glass forming ability of KA binary
Lennard-Jones clusters. And at the same time, composition alters the type and distribution of local structures
observed in the supercooled and glassy phases of KA binary Lennard-Jones clusters. Based in the hypothesis,
the discussion centers on the phase diagram of binary Lennard-Jones nanoclusters. How their local structures
vary with different B type atom fractions.
2.4.2 Phase diagram
A phase transition diagram is mapped out in Fig. 2.38 based on the phase transition temperature obtained
in Fig. 2.2.
This phase diagram shows the phase transition temperature at various B-atom compositions. For the
pure-A nanocluster and xB = 0.05, 0.4, 0.5, the systems freeze upon cooling. A glass transition was observed
with xB = 0.1, 0.2 and 0.3. The V-shape phase transition curve shows the lowest Tg occurred in xB = 0.1
system. It also indicates that the xB = 0.3 system is the best glass former in our LJ nanocluster, since
the xB = 0.3 nanocluster undergoes a glass transition at the highest temperature. The glass transition
temperatures in xB = 0.1, 0.2 and, 0.3 nanoclusters are significantly lower than that of the bulk Lennard-
Jones liquid. Figure 2.17 shows that xB = 0.33 nanocluster still undergoes a glass transition at low T since
its < D >6 at T = 0.11 is large and close to that of xB = 0.30 system, with small error bars indicating a
homogeneous structure.
The pure-A nanocluster eventually crystallized into mainly FCC and HCP local environment, with a
small fraction of ICO . The FCC, HCP and ICO crystals have different sizes, showing different qA(i)4-qA(i)6
values.
The xB = 0.1 nanocluster appears to contain a glassy core with a more ordered surface below the
phase transition temperature. The amorphous core is mainly composed of the (0 2 8 0) Voronoi cells. The
more ordered surface is mainly composed of A atoms with large qA(i)4-qA(i)6 values consistent with the
FCC/HCP structure. When a few small size B atoms are present in the nanoclusters, they form bicapped
squared antiprism (0 2 8 0) with A atoms. And since those B atoms are distributed in the core shown
by Fig.2.6, the bicapped squared antiprism constructed by B atoms are also distributed in the core. This
structure frustrates crystallization and the xB = 0.1 system forms a glass in general. One can speculate that
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Figure 2.38: Phase diagram. Phase Transition temperature as a function of B-type particle fraction
xB . Glass transition occurs in system with xB = 0.1, 0.2, 0.3. Crystallization is observed when xB > 0.3
and xB < 0.1.
this frustration of crystallization begins in the core and was mainly caused by bicapped squared antiprism.
Even though xB = 0.1 nanocluster forms a glass, structural heterogeneity is also observed at low temperature
as shown by the large error bar in Fig. 2.17. This is caused by surface A atoms freezing into structures having
large qA(i)4 and qA(i)6 as shown in Fig. 2.27. Eventually, this xB = 0.1 nanocluster forms a glass instead of
crystal. This is aided by the enrichment of the B atoms in the core. The surface ordering is also caused by
the A enrichment. This effect is interesting because the crystallization of pure Lennard-Jones clusters was
shown to begin in the core of the particles. However, in the binary mixtures, ordering is force to occur at
the surface.
The xB = 0.2 and 0.3 nanoclusters are good glass formers, since their configuration exhibit small error
bars in < D >6 at T = 0.11, and they show little fluctuation in their qA6−T and q06−T curves, suggesting
that their structures are homogeneous. The glass transition temperature for the xB = 0.3 nanocluster is
higher than that of the xB = 0.2 nanocluster, which means that introducing more B atoms makes the system
form a glass at a higher temperature. This probably as a result of increasing the number of A-B interaction.
So the glass forming ability is better when xB = 0.3.
The xB = 0.4 system crystallized into the CsCl-type structure, which is found at xB = 0.5 Lennard-Jones
bulk crystal, at a comparatively high temperature. In the bulk system, the xB = 0.4 Lennard-Jones liquid
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forms an amorphous glass when cooled bellow the glass transition temperature. And xB = 0.5 Lennard-Jones
liquid freeze into CsCl type crystal. One reason for the crystallization in the xB = 0.4 nanocluster is due to
the enrichment of B atoms in the core and a large fluctuation leading to CsCl-type structure formed. Another
possible reason for this difference is that the surface effect in nanocluster induces the system to nucleate more
easily. Small cluster system usually freeze more easily than the bulk because the fluctuation are generally
large.
There are some simulation studies attempting to crystallize xB = 0.2, 0.3, 0.4 bulk Lenard Jones liquid,
with one result showing crystal seeds composed of FCC/HCP structures[102] for xB = 0.2, 0.3 and AB CsCl-
type crystals for xB = 0.4. They suggest that there is no competition effect between the FCC/HCP seed
and CsCl-type seeds leading to glass formation because they are not formed in the same B atom fraction.
My nanocluster system also supports the same argument. While pure A nanolucster forms FCC, HCP and
ICO structures, CsCl-type structures with small qA(i)4 and large qA(i)6 are not found in this cluster. The
xB = 0.4 cluster forms CsCl-type structure with a perfect homogeneity as demonstrated by the small error
bars in< D >6, qA6−T , qA4−T and q06−T . Again there is no competing effect between FCC/HCP structure
and CsCl-type structure in our nanoclusters to induce glass transition. However, the most disordered liquid
occurs at the xB fraction where the crystal appears to change from FCC to the CsCl structure. This suggests
that the liquid may have difficulty in identifying which local structure to form.
In between xB = 0.3 and xB = 0.4, Fig. 2.17 shows the nanoclusters structure with xB = 0.33, 0.35 at
low temperature T = 0.11. < D >6 for xB = 0.33 cluster is high, up to 1.7, with small error bars. Thus the
xB = 0.33 cluster is a good glass former and should have similar behavior as xB = 0.3 cluster. When xB
increase to xB = 0.35, the < D >6 is 0.7, and intermediate value with large fluctuations indicating structural
heterogeneity. This may suggest that xB = 0.35 cluster is a mix of glassy state and crystal structure.
2.4.3 Change in local structure with varous composition
In the pure A nanocluster, the final state in the low temperature is a heterogeneous crystal, mainly composed
of FCC and HCP structure, with some ICO atoms. These structures exhibit different sizes, causing a wide
distribution in the qA(i)4-qA(i)6 plane. This structural heterogeneity, caused by various structure types and
different sizes, is consistent with the large error bars observed in < D >6 in T = 0.11.
When only 10% of B atoms are introduced into the cluster, they are highly enriched in the core, and since
the A-B interaction is energetically favorable, it leads to some fraction of B atoms to core of the cluster and
forms an amorphous structure mainly composed of Voronoi cell (0 2 8 0). Since the number of B atoms is
too small to construct A-B interactions with all A atoms, surface enrichment of A atoms occurs as shown in
the density profile in Fig. 2.6. These surface A atoms present small values of D(i)6 (see Fig. 2.14) and large
values of qA(i)4 and qA(i)6. Due to this structural heterogeneity and phase separation, the surface ordered
effect is observed in this xB = 0.1 clusters, as can be seen in the temperature dependence of q06, whose large
error bars and increasing value of q06 as T decreases are evidence of freezing.
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When the amount of B atoms increases to xB = 0.2, surface enrichment of A atoms can still be observed.
The favorable A-B interaction leads to enrichment of B atoms in the core, which forms (0 2 8 0) Voronoi cells
with A atoms in the low temperature. In the density profile (Fig. 2.7) it can be seen that the probability of B
atoms is 0.33, consistent with the A:B ratio in the (0 2 8 0) Voronoi cells. In the xB = 0.2 nanoclusters, since
the amount of B atoms increases, the surface freezing effect is suppressed, and there are no large values of
qA(i)4 and qA(i)6 in Fig.2.28. Indeed, structural homogeneity is observed by the small error bars in < D >6,
qA6 − T and qA6 − T . Due to this B atom increase, the xB = 0.2 cluster is more glassy than the xB = 0.1
cluster, with higher glass transition temperature and larger < D >6 at T = 0.11.
When the number of B atoms increases further to xB = 0.3, the core enrichment of B atoms is less obvious
but it still shows that the core has a B-atom probability P = 0.4, larger than the stoichiometry 0.3. This
cluster is a better glass former compared with the one with xB = 0.2, since it shows higher glass transition
temperature and larger < D >6. In the qA(i)4-qA(i)6 plane, most atoms are drived to the region with
smaller values of qA(i)4 and qA(i)6 since there are more energetically favorable A-B interactions. Structural
homogeneity can also be seen from the small error bars in < D >6, qA6 − T and qA6 − T for the xB = 0.3
nanocluster.
In the xB = 0.4 nanocluster, the core enrichment of B atoms can also be seen in Fig. 2.9, which
shows that the B-atom probability in the core is 0.5. It is the core enrichment of B atoms that cause the
xB = 0.4 nanocluster to crystallize into the CsCl-type structure at low temperatures. This is a structurally
homogeneous cluster compare with the pure A cluster, as demonstrated by the small error bars in < D >6,
qA6−T and q06−T . The crystal structure seen in pure A nanocluster, FCC, HCP and ICO, do not occurred
in the xB = 0.4 nanocluster, since the qA(i)4-qA(i)6 plane of the xB = 0.4 nanocluster presents a different
qA(i)4-qA(i)6 region. This may suggest that there is no competing effect between HCP/FCC and CsCl-type
structure to flustrate freezing and forms a glass. Surface freezing is observed in xB = 0.1 nanocluster, while
in pure A atoms Lennard- Jones cluster, the energy minima is the formation of different size FCC subunit
in the core with a disorder surface. Introducing small size B atoms not only disrupts the core crystallization
of FCC, but leads to surface freezing.
The fraction of (0 2 8 0) structure with B atoms in the core decreases significantly as number of B-atom
increase from xB = 0.1 to xB = 0.3. Nevertheless, the (0 2 8 0) Voronoi cell is the most predominant
local structure in all three glassy systems, and has the biggest increase when the cluster is cooled to low
temperature. Since the (0 2 8 0) Voronoi cell frustrate the crystallization upon supercooling, the change of
B-atom composition from xB = 0.1 to xB = 0.3 does not change the glass forming mechanism. But this
varying composition does change the local structure of the glassy nanoclusters. There are more Voronoi
polyhedron becoming important as B atom fraction increase. This result is consistent with the increasing
disorder from xB = 0.1 cluster to xB = 0.3 cluster.
In the three glassy systems xB = 0.1, 0.2 and 0.3, the decrease of qA8 as xB increases can be linked to the
increasing types of Voronoi cells formed when more B atoms are introduced into the system. As the fraction
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of (0 2 8 0) Voronoi cell decreases, their qA8 have a slight decrease. Significantly more types of Voronoi cells
are found around B core atoms as xB increase from 0.1 to 0.3 , and this is consistent with the increasing
disorder parameter < D >6 within a cluster shown in Fig. 2.17 and Fig. 2.22.
A decrease fraction of (0 2 8 0) Voronoi cell was observed when xB increase from 0.1 to 0.3. We know the
xB = 0.3 is a better glass former with a comparatively high Tg shown in Fig. 2.38, the comparative large
< D >6 shown in Fig. 2.17, and the homogeneious glassy state in xB = 0.3 nanocluster. However, the (0
2 8 0) Voronoi cell has been found to stabilize a glassy structure with the formation of cylindrical structure
constructed by face connection of (0 2 8 0) Voronoi cell[59]. A question rises why the fraction of the (0 2 8
0) Voronoi cell is reduced in xB = 0.3 cluster.
One possibility to explore is that the total number of atoms involved in the bicapped squared antiprism
polyhedra actually increases or remains the same as xB is varied because the total number of B atoms
available for forming the structures increases. Alternatively, it is known that the (0 2 8 0) polyhedra can
tile space, but only with the Al2Cu structure, which occurs when the composition is xB = 0.33. At lower
compositions the B atoms will be surrounded by as many A atoms as possible to achieve a low energy, but
these will be incompatible with the Al2Cu structure and be unable to crystallize. As the B atom fraction
increases the probability that the (0 2 8 0) polyhedra has the correct composition should increase, but the
total number of other competing structures also increases. This increase in diversity of structures allows the
system to form a glass before crystallization can occur.
2.4.4 Future work
This thesis clearly demonstrates that composition has a significant effect on the nature of the structure
surrounding an atom in the liquid phase. In particular, the fraction of B atoms involved in the (0, 2, 8, 0),
the bicapped squared antiprism local strucuture decreases as xB increases for the glass forming liquids. In
the bulk KA model, with xB = 0.2, aggregations of connected (0, 2, 8, 0) polyhedra have been correlated
with slow dynamics of the supercooled liquid[59]. It would then be useful to examine how the relationship
between the presence of this local structure and dynamics in the liquid varies as the composition changes.
The fraction of B atoms in the (0, 2, 8, 0) is lowest for the xB = 0.3 structure in the nanocluster system, yet it
has the highest glass transition temperature. This may suggest factors other than this single local structure,
become important for other compositions.
When compared to the ultra-stable glasses formed through vapour deposition, the nanocluster glasses
exhibit much higher fractions of the low energy (0,2,8,0) polyhedra, which suggests that they are possibly
reaching the deepest parts of the potential energy landscape. This suggests the nanoparticle systems might
be useful for examining potential energy landscape descriptions of the glass transition, such as the possibility
of an ideal glass. This would require calculating configurational entropy of the cluster as a function of
temperature to see if this tends to zero at a finite temperature.
The current work also reveals a counter-intuitive feature in the temperature dependence of average
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order/disorder parameters. Based on simple entropic arguments, one would expect structures to become
more ordered, signified by a larger average order parameter, as the temperature decreases. However, the
average order parameters for the nanoclusters, qA4 and qA6, decrease with decreasing temperature (see Fig.
2.18). The global order parameter, Q6 shows increasing order in the liquid phase for xB = 0 and xB = 0.1,
but decreasing order for the remaining compositions. This may be a feature associated with the nanocluster
systems and caused by surface effects, where ordering around the surface atoms varies differently to that in
the bulk, influencing the overall average. Examining the temperature dependence of the order parameters
for the bulk liquids will be able to help identify which features are unique to the nanocluster systems and
which are more universal.
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Appendix A
Figures
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Figure A.1: Radial Distribution for pure A nanocluster. Figure(a) shows the g(r) of liquid state at
high temperature. Figure(b) shows the g(r) of crystal state at low temperature.
Figure A.2: Radial Distribution for xB = 0.1 nanocluster. Figure(a) shows the g(r) of liquid state
at high temperature. Figure(b) shows the g(r) of glassy state at low temperature.
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Figure A.3: Radial Distribution for xB = 0.2 nanocluster. Figure(a) shows the g(r) of liquid state
at high temperature. Figure(b) shows the g(r) of glassy state at low temperature.
(a) (b)
Figure A.4: Distribution of average local order parameters with different symmetry index l, for
xB = 0.1 nanocluster at high and low temperature.
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(a) (b)
Figure A.5: Distribution of local order parameters with different symmetry index l, for xB = 0.1
nanocluster at high and low temperature.
(a) (b)
Figure A.6: Distribution of local order parameters with different symmetry index l, for xB = 0.2
nanocluster at high and low temperature.
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(a) (b)
Figure A.7: Distribution of disorder parameters with different symmetry index l, for xB = 0.2
nanocluster at high and low temperature.
(a) (b)
Figure A.8: Distribution of average local order parameters with different symmetry index l, for
xB = 0.3 nanocluster at high and low temperature.
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(a) (b)
Figure A.9: Distribution of local order parameters with different symmetry index l, for xB = 0.3
nanocluster at high and low temperature.
(a) (b)
Figure A.10: Distribution of disorder parameters with different symmetry index l, for xB = 0.3
nanocluster at high and low temperature.
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(a) (b)
Figure A.11: Distribution of local order parameters with different symmetry index l, for xB = 0.4
nanocluster at high and low temperature.
(a) (b)
Figure A.12: Distribution of average disorder parameters with different symmetry index l, for xB =
0.4 nanocluster at high and low temperature.
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Figure A.13: D(i)4-D(i)6 distribution for 10 pure A nanoclusters at T = 0.20.
Figure A.14: D(i)4-D(i)6 distribution for xB = 0.1 nanocluster at T = 0.20.
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Figure A.15: D(i)4-D(i)6 distribution for xB = 0.2 nanocluster at T = 0.20.
Figure A.16: D(i)4-D(i)6 distribution for xB = 0.3 nanocluster at T = 0.20.
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