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Abstract
Large scale structure surveys are likely the next leading probe of cosmological information. It is there-
fore crucial to reliably predict their observables. The Effective Field Theory of Large Scale Structures
(EFTofLSS) provides a manifestly convergent perturbation theory for the weakly non-linear regime,
where dark matter correlation functions are computed in an expansion of the wavenumber k over the
wavenumber associated to the non-linear scale kNL. To push the predictions to higher wavenumbers, it
is necessary to compute the 2-loop matter power spectrum. For equal-time correlators, exactly as with
standard perturturbation theory, there are IR divergences present in each diagram that cancel completely
in the final result. We develop a method by which all 2-loop diagrams are computed as one integral,
with an integrand that is manifestly free of any IR divergences. This allows us to compute the 2-loop
power spectra in a reliable way that is much less numerically challenging than standard techniques. We
apply our method to scaling universes where the linear power spectrum is a single power law of k, and
where IR divergences can particularly easily interfere with accurate evaluation of loop corrections if not
handled carefully. We show that our results are independent of IR cutoff and, after renormalization, of
the UV cutoff, and comment how the method presented here naturally generalizes to higher loops.
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1 Introduction
Large scale structures have the potential of becoming the next leading cosmological probe for the
initial conditions of the universe. Our knowledge of the initial conditions scales as the cube of the
maximum wavenumber in observations that we can theoretically predict. This is a tremendous
amount of potential data.
On short scales density perturbations have become non-linear and have undergone collapse.
A description of this regime likely necessitates the use of N -body numerical simulations, with
analytical techniques providing guidance. The situation is very different on large scales, where
non-linearities are weak and an analytical treatment should be possible. The recently formulated
Effective Field Theory of Large Scale Structures (EFTofLSS) [1, 2] is the theory that allows us to
consistently make predictions1 for correlation functions at a certain wavenumber k in an expansion
in δρ(k)/ρ, or equivalently k/kNL, with kNL being the scale at which nonlinear corrections can no
longer be treated perturbatively. A standard heuristic is that kNL should correspond to the scale
at which the matter overdensity, δρ(k)/ρ, becomes of order unity. However, order-one factors
arising from the details of the theory will alter this estimate, so that the precise scale at which
perturbation theory will fail cannot be precisely known until the computations are performed.
Indeed we find that the EFT can reach much higher wavenumbers than previous estimates for the
breakdown of perturbative description. Since we are interested in computing correlation functions
for δ(k) 1 or equivalently k  kNL, this perturbation theory is manifestly convergent 2. Indeed,
by definition, kNL is the wavenumber for which the EFT stops converging.
The effective theory differs from standard, normally used, perturbation theories [3] by addi-
tional terms in the fluid equations of motion, such as the speed of sound, viscosity, and stochastic
pressure. In addition, loops are performed formally with a cutoff and these additional terms of
the EFT have the role of canceling the cutoff dependence for physical observables and to add a
finite contribution. After this step, the theory is said to be renormalized, and it is only at this
point that the expansion in k/kNL is manifest [2]. The EFTofLSS was developed and applied to
simulation data in [2], where it was explicitly shown how the additional terms of the EFT re-
move the cutoff dependence of the loops and how the theory is renormalized. Since the additional
terms such as the speed of sound are incalculable within the effective theory, they need to be
either measured from observed data, or extracted from N -body simulations. Both approaches
1Effective field theories, by definition, offer consistent perturbative predictions for their scales of relevance,
whose accuracy is determined by the perturbative order of calculation up to nonperturbative ambiguity. This is
simply the old-recognition that the identification of important operators can be systematized through consideration
of symmetry and characteristic scales.
2 By this we simply mean that each higher loop order has a better scaling in k/kNL than previous loop orders,
so that, until nonperturbative corrections become important, each order in perturbation theory is smaller than the
previous one for k . kNL. Notice that this is true only when one scale is involved in the problem. In the current
universe there are two additional scales, the matter-radiation equality scale and the scale of Baryon Acoustic
Oscillations (BAO), and so there is the potential of additional large factors ruining the perturbative expansion.
This is indeed the case in the current universe when one deals with IR-unsafe quantities or when one is concerned
with reconstructing the BAO. If one is interested in these quantities, a resummation of the IR effect need to be
performed in order for the perturbative expansion to be just in powers of k/kNL.
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were developed in [2], where it was shown that the 1-loop prediction of the EFTofLSS is in agree-
ment 3 with the dark matter power spectrum to within a percent up to the relatively high scale of
k ∼ 0.24hMpc−1 . The remarkable agreement with observations, the improvement with respect to
other currently available techniques (see for example [4]), and the self-consistency of the different
methods of extracting the parameters of the EFT, give very strong evidence that the EFT is the
correct language to make theoretical predictions for LSS. This becomes even more evident when
one tries to make predictions for other toy, ‘scaling’, universes where the initial power spectrum
follows a simple power law. In this set up, all techniques other than the EFTofLSS are unable to
make predictions, while the EFT can [5, 6]. By using the renormalization techniques developed
in [2], Ref. [6] has explicitly verified that indeed the EFTofLSS is able to make predictions for the
scaling universes.
From the perspective of the EFTofLSS, the former techniques are missing important terms
in the equations of motion. Once these terms are included, perturbation theory may converge
for much larger k than previously thought. Given the importance of increasing the window of
modes over which we can reliably predict observables, and given the encouraging results of [2],
it is tempting to perform calculations beyond one-loop. While conceptually straightforward, the
next-to-leading order contribution to the power spectrum, from 2-loop diagrams, happens to be
technically subtle. Apart for the presence of counterterms that need to be evaluated at lower loop
order, the calculation of the 2-loop contribution is actually exactly the same as in Standard Per-
turbation Theory (SPT) [3]. The calculation is numerically challenging. There are four diagrams,
denoted as P51, P42, P
(I)
33 and P
(II)
33 , each one involving a 5-dimensional integral. One of the main
difficulties is that each diagram has infrared (IR) divergences as some of internal momenta go to
zero. These must cancel between diagrams given infinite precision, but finite resources make it
easy to generate spurious numerical errors. It is a peculiar fact associated to the nice IR behavior
of the standard real-universe linear power spectra that such spurious issues, involving the compu-
tational delicacy of higher-loop cancellation, have largely gone unnoticed until now – although as
we will discuss such numerical noise can very much be a real issue with noticeable consequences
if not correctly addressed. These issues become more evident in the case of scaling universes that
we treat here.
As proven in [8, 9], in equal-time matter correlation functions, all IR divergences must cancel
when we sum together all contributing diagrams, provided that the linear matter power spec-
trum P11 grows in the IR more slowly than k
n with n > −3 (see [10] for a recent discussion).
The physical reason behind this is the following. If we consider two short modes, they will see
long modes as a background, and they will be carried over by the velocity of the long modes, the
so-called bulk flows. By the equivalence principle, the dynamics of the short modes is sensitive to
3The order of magnitude of the UV effects, which are exactly included in the EFTofLSS formalism, was estimated
in [7]. The size that ends up appearing in explicit comparisons of EFTofLSS calculations to data is larger than
the estimates by a factor of a few. However there is no particular tension between the two results given the
fact that the estimates in [7] neglect O(1) factors. Indeed, the precise UV effects were accurately measured from
short-scale correlation functions in [2], and found to agree with what is needed to match the power spectrum up
to k ∼ 0.24hMpc−1 with great accuracy.
3
long modes only through second derivatives of the metric, the so-called tidal forces, which go as
k3P11(k). If n < −3, these tidal forces grow larger for longer wavelengths, leading to IR divergent
correlation functions. For equal-time correlation functions this is all that there is to it, and so
IR divergences are guaranteed to be absent for n > −3 by this argument. For non-equal time
correlation functions, there is an additional effect through which IR modes appear. This is in
inducing a relative displacement between the fluctuation evaluated at the earlier time and the one
at the later time. Since the power spectrum of velocities goes as k3P11(k)/k
2, these IR divergences
at non-equal times will cancel only for n > −1.
In this paper we will focus on equal time correlations with n > −3, where IR divergences are
guaranteed to cancel. However, the fact that this cancellation happens only when summing over all
the diagrams introduces difficulties at the numerical level. In fact, in the currently available codes
that perform the two-loop calculation for SPT and that we have tested [4, 11], each diagram is
evaluated separately. This means that each diagram is IR divergent and so needs to be regularized
in the IR. Ideally, if the integrals are computed exactly, the large IR dependent part will cancel and
we will be left with a smaller, IR-independent part. However, this means that the integrals need
to be evaluated to a much greater precision than what is really necessary, because the leading part
will actually cancel. To be explicit, if we wish to compute the two-loop power spectrum with 10−2
relative precision, and the IR dependent part of each diagram is 102 larger than the finite part,
we need to evaluate each diagram to 10−4 precision. This is clearly a numerical challenge and a
waste of resources. Even worse, as we will explain, in an expansion of the IR-independent part
in powers of k/kNL, the leading IR-independent part is actually degenerate with the effect of a
counterterm from the EFTofLSS, the speed of sound term. This means that we are not interested
in computing the leading IR-independent part, but actually the next subleading part. This raises
the need for higher, numerical precision, making the challenge even harder.
We find that the currently available 2-loop codes that we have tested [4, 11] are not precise
enough for scaling universes, probably for the aforementioned reasons 4. In contrast we present
and implement what we call the IR-safe global integrand. The main idea will be the following:
since IR divergences cancel between diagrams, we will bring the integrands of all the four diagrams
under one integral. Additionally, in order to cancel IR divergences that happen in different regions
of the phase space (for example as the internal momentum goes to zero or to minus the external
momentum), we will perform some changes of variables in the integration coordinates so that all
the IR divergences happen only as the internal momenta go to zero. In this way, the resulting
integrand will be IR convergent, the cancellation of IR divergences will not rely on numerical
precision, but it will happen directly at the level of the integrand and therefore will be automatic.
Consequently, the integration computes the IR-finite part directly, so that the precision with which
the integrals are evaluated is the precision of the IR-independent part.
Because of the numerical challenge, we will apply and test our approach on a scaling universe.
This is interesting and useful also because simple dimensional analysis allows us to estimate the
parametric result of the integral, allowing a direct verification of success. Furthermore, scaling
4We stress the codes we will use here for comparison are not designed for scaling universes. It might well be
that some of these IR-issues are numerically irrelevant for these codes in the case of the true universe.
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universes do not have a property of the current universe that gives the illusion that a code, when
applied on the true universe, is IR-safe. In fact, in the current universe, for scales longer than
the equality scale keq, the power spectrum scales as k
1, which makes each loop diagram much less
IR divergent. Because of this, it is possible that some numerical approaches only approximately
cancel the IR divergences, but do so well enough for scales longer than the equality scale, so that
most of the contribution for a given high-k mode comes from keq. This result would be naively
IR-independent, but it is still not the correct answer, as, for correlations evaluated at equal times,
every k mode receives contribution only from its neighboring or higher-k modes. In a separate
paper [12], we will apply the IR-safe global integrand to give the 2-loop prediction of the power
spectrum from the EFTofLSS, where we will see that the EFTofLSS predicts the power spectrum
with percent precision up to roughly k ∼ 0.5hMpc−1.
2 The IR-safe global integrand
In this section we will be interested only in the loop terms, so we will therefore momentarily neglect
the EFT counterterms. This means that the expressions we write in this section are the same5 as
in SPT. Furthermore, when necessary to use explicit linear power spectra, we will consider scaling
universes where the linear power spectrum, defined as P = P11, is taken to be
P (k) =
1
k3NL
(
k
kNL
)n
, (1)
with the tilt, n, being some number.
2.1 1-loop Integrand
The 1-loop matter power spectrum is often written as
P1−loop = P13 + P22 (2)
where
P13(k) =
∫
d3q
(2pi)3
p13(~k, ~q) =
∫
d3q
(2pi)3
6P (k)P (q) F
(s)
3 (
~k, ~q,−~q) ,
P22(k) =
∫
d3q
(2pi)3
p22(~k, ~q) =
∫
d3q
(2pi)3
2P (q)P (|~k − ~q|)
[
F
(s)
2 (~q,
~k − ~q)
]2
, (3)
5 Strictly speaking, for the EFTofLSS, one should cut off the UV of the linear power spectrum, e.g. using a
Gaussian as done in [2] or with a sharp cutoff P11,EFT (k) = Θ(Λ− k)P11(k), and renormalize by taking Λ → ∞.
As it would muddy the applicability of the integrand discussion for other uses of SPT integrals, and only has mild
effects for the measurements taken of the 2-loop power spectra calculated here, we neglect this in the current paper
where we focus instead on cancelling bad IR behavior at the integrand level. One could also consider introducing
an explicit IR cutoff on P11(k), e.g. Θ(k − kmin), but as the scaling linear spectra are well defined for k > 0 we do
not do so either. Rather, we simply establish the bounds of integration from kmin to Λ for all radial wavenumber
loop-level integrals – which should make it transparent how to incorporate the IR-safe integrand we present for
any numerical evaluation that is not necessarily EFT focussed, e.g. [4, 11].
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with the kernels F
(s)
2 (~q,
~k − ~q) and F (s)3 (~k, ~q,−~q) given by
F
(s)
2 (~q,
~k − ~q) =
k2
(
7~k · ~q + 3q2
)
− 10
(
~k · ~q
)2
14q2|~k − ~q|2 ,
F
(s)
3 (
~k, ~q,−~q) = 1|~k − ~q|2
[
5k2
126
− 11
~k · ~q
108
+
7(~k · ~q)2
108k2
− k
2(~k · ~q)2
54q4
+
4(~k · ~q)3
189q4
−23k
2~k · ~q
756q2
+
25(~k · ~q)2
252q2
− 2(
~k · ~q)3
27k2q2
]
+
1
|~k + ~q|2
[
5k2
126
+
11~k · ~q
108
− 7(
~k · ~q)2
108k2
− 4k
2(~k · ~q)2
27q4
− 53(
~k · ~q)3
189q4
+
23k2~k · ~q
756q2
− 121(
~k · ~q)2
756q2
− 5(
~k · ~q)3
27k2q2
]
. (4)
As q → 0, the integrands have [13] the following asymptotic behavior (ignoring a common factor
of (2pi)−2 and including a q2 factor from the integration in spherical coordinates):
q2 p13(~k, ~q) ∼
q→0
−kn+2µ2qn +O(qn+2) ,
q2 p22(~k, ~q) ∼
q→0
1
2
kn+2µ2qn +O(qn+1) , (5)
where µ = (~k · ~q)/(kq). We will discuss the O(qn+1) term momentarily. One sees that the leading
IR divergence in p22 does not cancel the one in p13. In fact, there is another IR divergence in p22
as ~q → ~k, associated with sending the internal momentum ~q − ~k to zero:
q2 p22(~k, ~q) ∼
~q→~k
1
2
kn
(~k · [~k − ~q])2
|~k − ~q|2 |
~k − ~q|n +O(|~k − ~q|n+1) . (6)
Remarkably, if we sum the leading IR-divergent contributions, they cancel and we are left with an
IR independent result. This is guaranteed to happen from the Galilean invariance of the equations
of motion [8, 9], and is also guaranteed for all subleading IR divergences. However, the presence
of the IR divergences in each of the diagrams makes the calculation numerically much more
challenging. If one is to evaluate P13 and P22 separately and then sum them up at the end, one
needs to put an IR cutoff, compute two very large numbers, and then add the partial results only
to obtain a subleading piece. This affects the precision of the result: a certain relative precision
in P13 or in P22 translates into a much worse relative precision in the final result for P1-loop.
One might think that this problem appears only in the toy scaling universe that we are consid-
ering. In the true universe, P11 ∼ k for k . keq, making the IR divergence of P13 and P22 vanish.
Still, this means that the result of P13 and P22 is dominated by the contribution of modes of order
6
keq, whose contribution will cancel for modes k  keq. While at 1-loop the numerical challenge is
relative, and one can afford such an inefficiency, the challenge becomes much harder for the 2-loop
case that we consider next.
Since IR divergences are guaranteed to cancel, it would be ideal to compute the 1-loop (or
any n-loops) power spectrum without IR divergences ever appearing. Ideally, one would like to
have an integrand that does not have any IR divergence. Clearly, given that the IR cancellation
happens between P22 and P13, the only possibility is to write the two as an integration of a single
integrand:
P1-loop IR-safe guess =
∫
d3q
(2pi)3
[
p13(~k, ~q) + p22(~k, ~q)
]
. (7)
This is not enough though, as p22 diverges in a symmetric way, both as ~q → 0 and as ~q → ~k.
However, it is possible to perform the following change of variables on P22 in order for it not to
have any divergence at ~q → ~k. The idea is split the region of integration in order to isolate each
singular term, and to map the singularity at ~q → ~k to one at ~q → 0. We write 6
P22 =
∫
|~q|<|~k−~q|
d3q
(2pi)3
p22(~k, ~q) +
∫
|~q|>|~k−~q|
d3q
(2pi)3
p22(~k, ~q) (9)
=
∫
|~q|<|~k−~q|
d3q
(2pi)3
p22(~k, ~q) +
∫
|~˜q|<|~k−~˜q|
d3q˜
(2pi)3
p22(~k,~k − ~˜q)
= 2
∫
|~q|<|~k−~q|
d3q
(2pi)3
p22(~k, ~q) = 2
∫
d3q
(2pi)3
p22(~k, ~q)Θ(|~k − ~q| − ~q)
where in the first passage we have split the region of integration, in the second we have changed
integration coordinates from ~q to ~˜q = ~k − ~q, and in the third we have relabelled ~˜q as ~q and used
the property p22(~k, ~q) = p22(~k,~k − ~q), obtaining a factor of 2.
In this form, P22 has an IR divergence only as ~q → 0, and we can see from Eq. (5) that it
will cancel with the corresponding term in p13. The final important point is that p22 also has a
subleading divergence (the O(qn+1) piece in Eq. (5)), with the following behavior:
q2 p22(~k, ~q) ∼
q→0
1
2
kn+2µ2qn +
1
14
kn+1µ (6 + 8µ2 − 7nµ2)qn+1 +O(qn+2) . (10)
6One can derive this more simply by un-doing the Dirac δ-function of momentum conservation:
P22 =
∫
d3q
(2pi)3
p22(~k, ~q) =
∫
d3q
(2pi)3
∫
d3p
(2pi)3
δD(~q + ~p+ ~k) 2P (q)P (p)
[
F
(s)
2 (~q, ~p)
]2
(8)
= 2
∫
d3q
(2pi)3
∫
d3p
(2pi)3
δD(~q + ~p+ ~k) Θ(p− q) 2P (q)P (p)
[
F
(s)
2 (~q, ~p)
]2
= 2
∫
d3q
(2pi)3
Θ(|~k − ~q| − q)2P (q)P (|~k − ~q|)
[
F
(s)
2 (~q,
~k − ~q)
]2
= 2
∫
d3q
(2pi)3
p22(~k, ~q)Θ(|~k − ~q| − q) ,
where in the first passage of the second line we have used the symmetry of the integrand under exchange of ~q and ~p.
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This term, being odd in µ, disappears once the angular integral is performed, and can also be
eliminated in the integrand by symmetrizing in ~q and −~q. Thus, we can write the final IR-safe
P1-loop as
P1-loop IR-safe =
∫
d3q
(2pi)3
[
p13(~k, ~q) + p22(~k, ~q)Θ(|~k − ~q| − q) + p22(~k,−~q)Θ(|~k + ~q| − q)
]
=
∫
d3q
(2pi)3
[
6P (k)P (q)F
(s)
3 (
~k, ~q,−~q)
+2P (q)P (|~k − ~q|)
[
F
(s)
2 (~q,
~k − ~q)
]2
Θ(|~k − ~q| − q)
+2P (q)P (|~k + ~q|)
[
F
(s)
2 (−~q,~k + ~q)
]2
Θ(|~k + ~q| − q)
]
.
(11)
There are two advantages to writing the 1-loop integral in this way. A trivial one is that we
have to do one integration instead of two, which is less time-consuming. More importantly, a
second one is that the integrand has no divergences as q → 0 for any n > −3. This is guaranteed
to be so: the sum of all IR divergences must cancel in the integral, and since we have only one
integrand and the internal momenta go to zero only for ~q → 0, the integrand itself must be finite,
or at least integrable, for n > −3. As we have just explained, this makes an accurate numerical
integration much easier to perform. These manipulations of the integrand, are not so important for
the (relatively straightforward) 1-loop integrals, but become essential when one tries to evaluate
the much more challenging 2-loop diagrams.
2.2 2-loop Integrand
Now, let us examine the 2-loop integrals. They are usually written as
P2-loop = P15 + P24 + P
(I)
33 + P
(II)
33 (12)
where
P51(k) =
∫
d3p
(2pi)3
∫
d3q
(2pi)3
30F
(s)
5 (
~k, ~q,−~q, ~p,−~p)P11(k)P11(q)P11(p) ,
P42(k) =
∫
d3p
(2pi)3
∫
d3q
(2pi)3
24F
(s)
2 (~q,
~k − ~q)F (s)4 (−~q, ~q − ~k, ~p,−~p)P11(q)P11(p)P11(|~k − ~q|) ,
P
(I)
33 (k) =
∫
d3p
(2pi)3
∫
d3q
(2pi)3
9F
(s)
3 (
~k, ~q,−~q)F (s)3 (−~k, ~p,−~p)P11(k)P11(q)P11(p) ,
P
(II)
33 (k) =
∫
d3p
(2pi)3
∫
d3q
(2pi)3
6F
(s)
3 (~q, ~p,
~k − ~q − ~p)F (s)3 (−~q,−~p,−~k + ~q + ~p)
× P11(q)P11(p)P11(|~k − ~q − ~p|) , (13)
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where the kernels F
(s)
3,4,5 can be calculated from the recurrence relations found, e.g., in [3], and
symmetrizing over all arguments. We repeat these relations here for convenience:
Fn(~q1, . . . , ~qn) =
n−1∑
m=1
Gm(~q1, . . . , ~qm)
(2n+ 3)(n− 1)
[
(2n+ 1)
~k · ~k1
k21
Fn−m(~qm+1, . . . , ~qn)
+
k2(~k1 · ~k2)
k21k
2
2
Gn−m(~qm+1, . . . , ~qn)
]
,
Gn(~q1, . . . , ~qn) =
n−1∑
m=1
Gm(~q1, . . . , ~qm)
(2n+ 3)(n− 1)
[
3
~k · ~k1
k21
Fn−m(~qm+1, . . . , ~qn)
+n
k2(~k1 · ~k2)
k21k
2
2
Gn−m(~qm+1, . . . , ~qn)
]
, (14)
where ~k1 = ~q1 + · · ·+ ~qm, ~k2 = ~qm+1 + · · ·+ ~qn, ~k = ~k1 + ~k2, and Fn = Gn = 1. From now on, we
define the integrands p51, p42, p
(I),(II)
33 by
Pij(k) =
∫
d3q
(2pi)3
∫
d3p
(2pi)3
pij(~k, ~q, ~p) , (15)
and we also use the notation µ = (~k · ~q)/(kq) and ν = (~k · ~p)/(kp).
We want to write all the 2-loop integrals as only one integral where the integrand is a sum
of terms, each one with its leading divergence located only at ~q → 0 & ~p → 0. In addition,
each diagram will have subleading divergences occurring when only one combination of internal
momenta tends to zero (for example, ~q → 0 & ~p fixed, or ~p → 0 & ~q fixed), and we would like
to map all such divergences to ~q → 0 & ~p fixed. Here, we examine each of the four integrands
separately:
1. P51 only has a single leading IR divergence, at q → 0 & p → 0, so it already satisfies our
first condition. It also has subleading divergences when either ~q or ~p approach zero while
the other one remains fixed. Since p51(~k, ~q, ~p) is symmetric in ~q and ~p, we can perform the
following manipulations to move the divergence at ~p→ 0 to ~q → 0:
P51(k) =
∫
d3q
(2pi)3
∫
d3p
(2pi)3
p51(~k, ~q, ~p) [Θ(p− q) + Θ(q − p)]
=
∫
d3q
(2pi)3
∫
d3p
(2pi)3
2 p51(~k, ~q, ~p) Θ(p− q) . (16)
It is also possible to find the explicit forms of the various divergences. The leading divergence
takes the following form (omitting a factor of (2pi)−5 and including the factor q2p2 from the
integration measure, since it affects the degree of divergence of the integral):
q2p2 2p51(~k, ~q, ~p) ∼
~q→0, ~p→0
1
2
k4+nµ2ν2qnpn , (17)
9
while both the leading and subleading behavior is captured7 in the following expression:
q2p2 2p51(~k, ~q, ~p) ∼
~q→0
k4+nµ2(21k4ν2 + p4[−10 + 59ν2 − 28ν4]− 2k2p2[5− 22ν2 + 38ν4])
42([k2 + p2]2 − 4k2p2ν2) q
npn ,
(18)
with further subleading divergences discussed later. We will find that both the leading and
subleading divergences will cancel when summed with the other diagrams.
2. The leading divergences of P42 are at p → 0 & q → 0, and p → 0 & ~q → ~k, so we must
manipulate the integrand to re-map the latter divergence to p → 0 & q → 0. The algebra
works the same as for P22: split the q integral into q < |~k − ~q| and q > |~k − ~q| pieces, and
use the substitution ~˜q = ~k − ~q on the second piece. We end up with
P42(k) =
∫
d3q
(2pi)3
∫
d3p
(2pi)3
2 p42(~k, ~q, ~p) Θ(|~k − ~q| − q) , (19)
which, however, has a subleading divergence at ~p → 0 in addition to the one at ~q → 0.
To remedy this, we first symmetrize the integrand in ~q and ~p (recall from Eq. (13) that
p42(~k, ~q, ~p) is not symmetric in ~q and ~p), then perform the same steps as in Eq. (23) to
restrict the domain of integration to p > q. The result is
P42(k) =
∫
d3q
(2pi)3
∫
d3p
(2pi)3
2
[
p42(~k, ~q, ~p) Θ(|~k − ~q| − q) + (~q ↔ ~p)
]
Θ(p− q) . (20)
The leading divergence is
q2p2 4p42(~k, ~q, ~p) ∼
~q→0, ~p→0
−2k4+nµ2ν2qnpn . (21)
The subleading divergences for p42(~k, ~q, ~p) and p42(~k, ~p, ~q) must be treated separately because
they contribute over different domains in p. One finds
q2p22p42(~k, ~q, ~p) ∼
~q→0
−k
4+nµ2(21k4ν2 + p4[−10 + 59ν2 − 28ν4]− 2k2p2[5− 22ν2 + 38ν4])
21([k2 + p2]2 − 4k2p2ν2) q
npn
q2p22p42(~k, ~p, ~q) ∼
~q→0
−k
6+nµ2(7kν + p[3− 10ν2])2
49(k2 + p2 − 2kpν)2+n/2 q
npn . (22)
3. P
(I)
33 has its leading divergence at p→ 0 & q → 0, and subleading divergences at ~q → 0 and
~p→ 0. It can therefore be rewritten in the same way as P51:
P
(I)
33 (k) =
∫
d3q
(2pi)3
∫
d3p
(2pi)3
2 p
(I)
33 (
~k, ~q, ~p) Θ(p− q) . (23)
7Deriving this expression analytically is not straightforward given the large number of terms in p51. One can
instead check that they agree numerically.
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Indeed, it diverges in the same way as P51, with leading piece
q2p2 2p
(I)
33 (
~k, ~q, ~p) ∼
~q→0, ~p→0
1
2
k4+nµ2ν2qnpn . (24)
and subleading expression
q2p2 2p
(I)
33 (
~k, ~q, ~p) ∼
~q→0
k4+nµ2(21k4ν2 + p4[−10 + 59ν2 − 28ν4]− 2k2p2[5− 22ν2 + 38ν4])
42([k2 + p2]2 − 4k2p2ν2) q
npn .
(25)
4. P
(II)
33 has three leading IR divergences, at q → 0 & p → 0, ~q → ~k & p → 0 and ~q → 0 &
p→ ~k. There are also three subleading divergences: ~q → 0 & ~p fixed, ~p→ 0 & ~q fixed, and
~p→ ~k − ~q. Thankfully, these can all be handled in a systematic way. First, we rewrite the
integral to be symmetric in ~q, ~p, and a third internal momentum ~`:
P
(II)
33 (k) =
∫
d3p
(2pi)3
∫
d3q
(2pi)3
6F
(s)
3 (~q, ~p,
~k − ~q − ~p)F (s)3 (−~q,−~p,−~k + ~q + ~p)
×P11(q)P11(p)P11(|~k − ~q − ~p|)
=
∫
d3p
(2pi)3
∫
d3q
(2pi)3
∫
d3`
(2pi)3
6F
(s)
3 (~q, ~p,
~`)F
(s)
3 (−~q,−~p,−~`)
×P11(q)P11(p)P11(`) δD(~k − ~q − ~p− ~`) . (26)
Written this way, the leading divergences occur when two of ~q, ~p, and ~` go to zero, and the
subleading divergences occur when only one momentum does. We can split the region of
integration using the following sum of step functions:
Θ(p− q) [Θ(`− p) + Θ(p− `)Θ(q − `) + Θ(p− `)Θ(`− q)] + (~q ↔ ~p) . (27)
Since the integrand is symmetric in all three momenta, we are free to relabel the momenta
in each term; after doing so, we find that each one is equivalent, so that we can write the
sum as 6Θ(p− q)Θ(`− p), and the integral as
P
(II)
33 (k) =
∫
d3p
(2pi)3
∫
d3q
(2pi)3
∫
d3`
(2pi)3
6F
(s)
3 (~q, ~p,
~`)F
(s)
3 (−~q,−~p,−~`)
×P11(q)P11(p)P11(`)δD(~k − ~q − ~p− ~`)× 6 Θ(p− q)Θ(`− p) . (28)
This ensures that the leading and subleading divergences are all mapped to the same loca-
tions: (~q → 0 & ~p→ 0 or ~q → 0 & ~p fixed), as desired. Upon evaluating the delta function,
we are left with the original integrand p
(II)
33 times a pair of step functions:
P
(II)
33 (k) =
∫
d3p
(2pi)3
∫
d3q
(2pi)3
6 p
(II)
33 (
~k, ~q, ~p) Θ(p− q)Θ(|~k − ~q − ~p| − p) . (29)
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Written like this, the integrand’s leading IR behavior is
q2p2 6p
(II)
33 (
~k, ~q, ~p) ∼
~q→0, ~p→0
k4+nµ2ν2qnpn , (30)
while the subleading behavior is
6q2p2 p
(II)
33 (
~k, ~q, ~p) ∼
~q→0
k6+nµ2(7kν + p[3− 10ν2])2
49(k2 + p2 − 2kpν)2+n/2 q
npn . (31)
In summary, we have rewritten the 2-loop integrand in the following way:
p˜2-loop(~k, ~q, ~p) =
{
2p51(~k, ~q, ~p) + 2p
(I)
33 (
~k, ~q, ~p)
+2
[
p42(~k, ~q, ~p) Θ(|~k − ~q| − q) + p42(~k, ~p, ~q) Θ(|~k − ~p| − p)
]
+6p
(II)
33 (
~k, ~q, ~p) Θ(|~k − ~q − ~p| − p)
}
Θ(p− q) , (32)
or, rewritten in terms of SPT kernels and linear power spectra,
p˜2-loop(~k, ~q, ~p) =
{
60F
(s)
5 (
~k, ~q,−~q, ~p,−~p)P11(k)P11(q)P11(p)
+18F
(s)
3 (
~k, ~q,−~q)F (s)3 (−~k, ~p,−~p)P11(k)P11(q)P11(p)
+48F
(s)
2 (~q,
~k − ~q)F (s)4 (−~q, ~q − ~k, ~p,−~p)P11(q)P11(p)P11(|~k − ~q|) Θ(|~k − ~q| − q)
+48F
(s)
2 (~p,
~k − ~p)F (s)4 (−~p, ~p− ~k, ~q,−~q)P11(q)P11(p)P11(|~k − ~p|) Θ(|~k − ~p| − p)
+36F
(s)
3 (~q, ~p,
~k − ~q − ~p)F (s)3 (−~q,−~p,−~k + ~q + ~p)
×P11(q)P11(p)P11(|~k − ~q − ~p|) Θ(|~k − ~q − ~p| − p)
}
Θ(p− q) . (33)
By summing Eqs. (17), (21), (24), and (30), we see that the leading IR divergences have cancelled.
In addition, by examining Eqs. (18), (22), (25), and (31), we see that the subleading divergences
with asymptotic behavior qn as ~q → 0 & ~p fixed have also cancelled. In particular, we can notice
that in the limit of q  k, p, the structure of the Θ-functions forces two subsets of the contributions
to cancel independently among themselves. In practice, we have
p˜2-loop(~k, ~q, ~p) '
qk, qp
Θ(p− q) × (34)
{P11(k)P11(q)P11(p) ×(
60F
(s)
5 (
~k, ~q,−~q, ~p,−~p) + 18F (s)3 (~k, ~q,−~q)F (s)3 (−~k, ~p,−~p) + 48F (s)2 (~q,~k − ~q)F (s)4 (−~q, ~q − ~k, ~p,−~p)
)
+Θ(|~k − ~p| − p) P11(q)P11(p)P11(|~k − ~p|) ×(
48F
(s)
2 (~p,
~k − ~p)F (s)4 (−~p, ~p− ~k, ~q,−~q) + 36F (s)3 (~q, ~p,~k − ~q − ~p)F (s)3 (−~q,−~p,−~k + ~q + ~p)
)}
.
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Since for |~k − ~p| − p < 0 the terms in the fourth and fifth line vanish, this means that the IR
divergences from the terms in the third lines cancel independently among themselves. This in
turn implies that the terms in the fifth line cancel independently among themselves.
For n > −2, there are no remaining IR divergences, since terms scaling like qn+1 or higher
will converge when integrated. For n < −2, terms with ∼qn+1 asymptotic behavior will result in
divergences. However, these terms all involve odd powers of µ or ν (recall that these represent
kˆ · qˆ and kˆ · pˆ respectively), which vanish when the angular integrals are performed. Alternatively,
these terms vanish when the integrand is symmetrized in ~q & −~q and ~p & −~q, so this is the final
step we must take to ensure cancellation of divergences in the integrand itself for n > −3.
Therefore, the following form8 of P2-loop is free of IR divergences before integration:
P2-loop IR-safe(k) =
∫
d3p
(2pi)3
∫
d3q
(2pi)3
1
4
[
p˜2-loop(~k, ~q, ~p) + p˜2-loop(~k,−~q, ~p)
+p˜2-loop(~k, ~q,−~p) + p˜2-loop(~k,−~q,−~p)
]
, (35)
where p˜2-loop(~k, ~q, ~p) is given in Eqs. (32) and (33).
As ~q → 0 & ~p → 0, the remaining integrand scales with momenta like qn+2pn+2, while for
q → 0 with ~p fixed, it scales like qn+2. As previously discussed, this makes an accurate numerical
calculation of P2-loop much easier, as the delicate cancellation of large values of the integrand at
different locations in momentum space is no longer necessary.
2.3 Higher Loops
IR divergences will cancel at any loop order for equal time correlators [9]. It is to be expected
that the procedure we have outlined at one and two loops to define a global IR-safe integrand
should work relatively unchanged at higher loops. The main steps of the procedure should be the
following. As naively written, inside L-loop integrands the linear power spectra will be functions
of linear combinations of L-loop momenta and external momenta. The first step is to explic-
itly introduce one momentum-conserving Dirac δD-function so that all linear power spectra that
appear in the integrand are functions only of individually labeled momenta {~qi}’s, and not of
combinations of ~qi among themselves or with ~k
9. Then, one symmetrizes the integrand with
respect to permutations of the subset {~qj} of the {~qi} that are involved in the Dirac δD-function,
8 It should be noticed that the analytic string-length of the integrand can increase when rewritten in this form,
but numerical evaluation, which is what is being addressed here, need not concern itself with such a proliferation in
terms. One simply defines functions as we do in eqns. [33-35], which are called with different numerical arguments.
As the range of the integrand shrinks to match such duplication, no additional calculations are a priori preformed.
Moreover, adaptive monte-carlo series converge more readily under friendly integrals, making very manifest the
computational benefits.
9Why is only one additional Dirac δD-function necessary no matter how high you go in loop order? Because
each diagram is a sewing of L + 1 primordial fluctuations in two tree diagrams, so only one “cut” momenta ever
need be written as a linear combination of the others, and it is that one that we resolve by introducing a Dirac
δD-function.
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and also with respect to all parity transformations acting on the various {~qj}’s. By inserting
proper Θ-functions and symmetry factors, one q-orders the various integrations over the moduli
of the {~qj}’s (similarly to the time-ordering procedure familiar in Quantum Field Theory). In
this way one ensures that only one of the {~qj} momenta is allowed to go to zero. At this point,
one symmetrizes with respect to all permutations including the remaining {~qi}’s and all parities
acting on those, and orders the resulting symmetric expression with Θ-functions and symmetry
factors so that only one momenta out of the full set of the {~qi}’s is allowed to go to zero. As the
last step, one evaluates the introduced Dirac δD-function, so that the dimensionality of the final
integral is no worse than when one started.
3 Application to Scaling Universes
3.1 Power Counting and Perturbative Expansion
Let us apply our IR-safe integrand to the computation of the matter power spectrum at 2-loops
in the case of a scaling universe where the tree level power spectrum
P11(k) =
1
k3NL
(
k
kNL
)n
. (36)
We choose the scaling universes because simple dimensional analysis allows us to infer the k-
dependence of the answer. We will specialise to the cases n = −3/2 and n = −5/2 when doing
the numerical calculations.
The first point to notice is that loop integrals will diverge in the ultraviolet (UV), the details
depending on the tilt n. This simply means that the divergent contribution needs to be cancelled
by counterterms that make the answer finite and cutoff-independent. The EFTofLSS provides the
counteterms that cancel all physically possible UV divergences. This was explained and applied
to the current ΛCDM universe at 1-loop in [2], and later at 1-loop for the scaling universes in [6].
Following [13], if L is the number of loops, I the number of internal lines, V the number of
vertexes touching loops, the superficial degree of divergence D of a diagram is given, in terms of
the tilt n of the linear power spectrum, by
D ≤ 3L+ nI − V . (37)
The factor of 3L comes from the integration measure, the factor of nI comes from the momentum-
scaling of the internal lines, while the factor of −V comes from the UV properties of the integrand
F (s) that vanishes at least as 1/q, with q being one of the high-scale internal momenta. This
decoupling property is stronger when only one of the internal momenta goes to infinity. In that
case the contribution from a vertex goes as 1/q2, but this property does not hold generically when
more than one momentum goes to infinity.
Let us call Dg the superficial degree of divergence of the loop diagram Pg, where the label g is
given by two numbers, each one representing the perturbative order of the two contributing δ’s in
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the diagram. In order to cancel the IR divergences, we need to consider all diagrams at the same
time, but the diagrammatic splitting is useful for studying the UV part, as this dictates which
kind of counterterm of the EFTofLSS will remove the divergence. At 1-loop we have
D13 = n+ 1 , D22 = 2n+ 1 (38)
We see that P13 can diverge for n ≥ −1, while P22 does so for steeper power spectra with n ≥ −1/2.
At two loops, we have
D15 = 2n+ 5 , D24,33 = 3n+ 4 . (39)
We see that P15 can diverge for n ≥ −5/2, while P24 and P33 will generically diverge for steeper
power spectra with n ≥ −4/3.
The superficial degree of divergence represents an upper bound on the degree of divergence of
a diagram. For example, it does not even take into account constraints from rotational invariance.
Even more powerfully, one can check if a potential divergence can or cannot be reabsorbed by one
of the counterterms of the EFTofLSS to further constrain the structure of the divergent terms.
For example, for n ≥ −5/2 and for P51, one can realize that the dependence on kNL is fixed to be
k
−3(3+n)
NL , then use the superficial degree of divergence and finally the fact that P51 has one P11 out
of the loop-integral, to conclude that P51, evaluated with a UV cutoff Λ, takes the following form
P51 =
1
(2pi)5
[
cΛ2n+5
(
Λ
kNL
)2n+5(
k
kNL
)1
P11 (40)
+ cΛ2n+4
(
Λ
kNL
)2n+4(
k
kNL
)2
P11 + subleading divergent terms
]
,
where the factors of (2pi) count the phase-space suppression of higher loop integrals, and the ci
are order one numbers. If this answer were correct, there would need to be a local counterterm in
the EFTofLSS that goes as k × P11 ∼ k〈δ2k〉. Since the power spectrum is proportional to P11(k),
the counterterm must be proportional to δ. Such a counterterm should therefore have the form
of k δ, but this breaks rotational invariance or locality (which requires analyticity in ~k) and so
is absent from the EFTofLSS. The lowest derivative available counterterm is the so-called speed
of sound term of the form k2δ, which indeed can reabsorb the subleading divergence 10. We can
therefore drop the most divergent term, and conclude that
P51 =
1
(2pi)5
[
cΛ2n+4
(
Λ
kNL
)2n+4(
k
kNL
)2
P11 + subleading divergent terms
]
. (42)
10The same identical reasoning would have allowed us to remove a putative divergent term of the form
cΛ2n+6
(2pi)5
(
Λ
kNL
)2n+6
P11 , (41)
without having to deal with the UV properties of the vertex functions. Indeed, this term can be trivially excluded
due to the absence of a proper counterterm in the EFTofLSS.
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For n = −3/2, the 1-loop terms are finite, but the 2-loop terms can (and actually will) diverge
as Λ1. In addition, there could be in principle a subleading logarithmic divergence of the form
P51, n=−3/2 ⊃
cΛlog
(2pi)5
log
(
Λ
k
) (
k
kNL
)3
P11 , (43)
for which there is no available counterterm after using the rotational invariance of the counterterm.
We therefore conclude that the logarithmic divergence is absent: cΛlog = 0. One can arrive at the
same conclusion starting directly from the loop integral by expanding in k/qloop, where qloop → Λ
is any of the diverging loop momenta. The first subleading term (after the leading divergence)
must be of the form f(qloop)~qloop · ~k/q2loop which vanishes after performing the angular intergrals.
We see that the EFTofLSS allows us to infer information about the outcome of the integral even
before actually doing the calculation and beyond naive dimensional analysis. It is interesting to
verify these claims in a numerical calculation as we do next.
Although the logarithmic term is forbidden, a finite term
P51, n=−3/2 ⊃ cfinite 1
(2pi)5
(
k
kNL
)3
P11 (44)
is allowed with cfinite 1 6= 0, since it cannot forbidden on the grounds of available counter-terms.
Because the divergences will all be absorbed by the counterterms, the finite terms are the only
physically meaningful contribution to the power spectrum. In this case there is no scale in the
computation except for the external wavenumber k (the overall dependence on kNL is irrelevant as
it simply enter linearly in the answer), for the loop integral to be finite it means that the integrand
is peaked around momenta of order qloop ∼ k. Using dimensional analysis we therefore conclude
that
PL-loops-finite ∼ 1
k3NL
(
k
kNL
)(3+n)L(
k
kNL
)n
. (45)
This has the same powers of kNL as (42), but with no powers of Λ in the numerator. Notice that
this is only a small correction for k  kNL. As discussed and used in [2], the EFTofLSS provides a
manifestly convergent perturbative expansion in k/kNL after renormalization has been performed.
At this point each loop contributes a finite hierarchically-smaller correction in k/kNL  1. We
also see that we are really interested in the finite contributions. This means that the numerical
precision in evaluating the integrals should be rather high. We now proceed to the numerical
evaluation of the 2-loop integrals.
3.2 Numerical Evaluation and Renormalization
After manifestly handling the IR cancellation in the IR-safe integrand, it should be possible to
numerically extract subleading in k finite parts from fitting to integrated data for various tilts
without being confounded by spurious noise. We demonstrate this is indeed the case in this
section, where we measure the actual coefficients of the series expansion in (k/kNL).
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3.2.1 n = −3
2
tilt
Because of the UV divergence in the 2-loop integrals for the case n = −3/2, we will need to
evaluate the 2-loop integrals with a cutoff Λ and cancel the Λ dependence with the speed of sound
counterterm. This is given by
P2-loop counterterm =
cΛcounter
(2pi)5
(
Λ
kNL
)(
k
kNL
)2
P11 , (46)
where the coefficient cΛcounter is carefully chosen to cancel the UV divergence in P2-loop.
We will evaluate the integrals numerically with a finite Λ and with k  kNL. We expect
P2-loop =
1
(2pi)5
[
cΛ1
(
Λ
kNL
)1(
k
kNL
)2
P11 + c
finite
1
(
k
kNL
)3
P11 (47)
+c
1/Λ
1
(
k
Λ
)1(
k
kNL
)3
P11 + subleading finite terms in
k
Λ
]
.
The factors of 2pi count the phase-space suppression of higher loop contributions. In the last line,
we have added terms that depend on Λ in a way that converges to zero as Λ→∞. These terms
are negligible only in the limit Λ→∞. If one does the calculation at finite Λ, or one measures the
coefficients of the EFTofLSS from N -body simulations, these terms might need to be included,
depending on the value of k/Λ. These terms are potentially important for us, as we evaluate the
loops with a finite cutoff.
If we evaluate the integrals with a very high Λ, it is then numerically difficult to have enough
precision to extract the subleading finite term. We proceed therefore in the following way. We
first evaluate the 2-loop integral with a very high Λ, in such a way that we can neglect all the
subleading terms and we can extract the coefficient cΛ1 by measuring low-k scaling behavior. In
Fig. 1 we plot the value of the 2-loop power spectrum for various values of Λ and an IR cutoff kmin.
We see that for values of Λ high enough so that the finite terms are negligible, the result goes
as Λ k1/2, as it should, with no additional log(Λ) dependence, as anticipated by considerations
related to the absence of counterterms in the EFTofLSS. This will be more clearly visible after
we remove the linear divergence. We also note here that the result is kmin independent, as we
demonstrate in detail in Fig. 4.
After we have measured cΛ1 , we set
cΛcounter = −cΛ1 + δccounter
(
kNL
Λ
)
, (48)
where δccounter represents the finite (Λ-independent) contribution of the term in (46). As described
above, we find cΛ1 by evaluating P2-loop with a high cutoff Λ = 80 kNL, and we fit the result with a
k and Λ dependence of the form
cΛ1
(2pi)5
(
Λ
kNL
)1(
k
kNL
)2
P11 . (49)
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Figure 1: Left: The 2-loop power spectrum P2-loop for various values of the UV cutoff Λ and IR cutoff
kmin. We show Λ = 2kNL in blue, 10 kNL in red, 20 kNL in yellow, and 80 kNL in green, The result is kmin
independent, as we demonstrate in detail in Fig. 4, so here we plot only results with kmin = 5× 10−3kNL,
as the results with kmin = 5 × 10−4kNL are visually indistinguishable. Right: same as above but on a
logarithmic scale. When the UV cutoff is high enough so that finite terms are negligible, we can see that
all the curves have the same slope, corresponding to k1/2 dependence, and that they depend linearly on
Λ. This agrees with what is expected from the divergent term in (47).
in the interval 0.04 kNL ≤ k ≤ 0.16 kNL, so that the finite corrections, that become relatively
smaller for k → 0, are under control. We take kmin = 0.005 kNL. As demonstrated later in Fig. 4,
decreasing kmin by order of magnitude is completely negligible. We numerically find
cΛ1 ' −2.277 , (50)
which is order one as expected. We then evaluate the same P2-loop with four lower cutoffs Λ =
2 kNL, 10 kNL, 20 kNL and 80 kNL. After subtracting the divergent term, we fit the remaining part
with the following functional form
1
(2pi)5
[
cfinite1 + c
1/Λ
1
(
k
Λ
)
+ c
1/Λ
2
(
k
Λ
)2](
k
kNL
)2(3+n)
P11 . (51)
in the k interval 0.04 kNL ≤ k ≤ kNL. We numerically find
cfinite1 ' −0.874 , c1/Λ1 ' 9.005 , c1/Λ2 ' −5.745 , n = −1.496 . (52)
The coefficients are of order one, as expected. Importantly, the measured scaling n agrees with
the expected one n = −3/2. The fit comparison with the numerical data after the counterterm
subtraction is shown in Fig. 2. Of course by including terms higher order in k/Λ one can improve
the fit higher in k/kNL, but the above is sufficient to demonstrate the convergence of the IR-
behavior of the integrand.
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Figure 2: The points represents the finite contributions to P2-loop for Λ = 2 kNL (blue) Λ = 10 kNL (red),
Λ = 20 kNL (yellow) and Λ = 80 kNL (green) obtained after the divergent part has been subtracted. As
we go to low enough k’s, the three curves approach the same one, as indicated by the continuous fitting
functions of Eq. (51), plotted as solid lines. As we move to higher k’s the Λ dependence, strongest for
the Λ = 2 kNL case, becomes clearly visible.
3.2.2 n = −5
2
tilt
For a tilt of n = −5
2
the UV situation is even more straightforward as there is no dominant
dependence on the UV cutoff, the integral being UV convergent. This universe is a particularly
stringent test of the IR behavior however. While it should be IR finite, there can and is measurable
IR cutoff (kmin) dependence, in a convergent way:
P2-loop, n=-5/2 =
1
(2pi)5
1
k3NL
[
c1
(
k
kNL
)−3/2
+O
((
kmin
k
)1/2)]
. (53)
This is entirely consistent with the idea of IR divergence occurring with n = −3. Consider for
example the case of n = −3 + , with 0 <   1. The dependence on kmin should be of order
(kmin/k)
ε, which is not a very subdominant correction for a given ratio kmin/k if  is small enough.
To this point, under various IR cutoffs, we find the n = −5/2 universe scales as follows:
P fit2-loop, n=-5/2 =
1
k3NL
(
k
kNL
)−3/2 [
0.051− 0.159
(
kmin
k
)1/2
+ 0.114
(
kmin
k
)]
. (54)
We present the data, and comparison to the fit in Fig. 3. The agreement is very good.
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Figure 3: Left: 2-loop power spectrum P2-loop for ideal scaling of tilt n = −5/2 for various values of the
IR cutoff kmin. This universe is UV cutoff (Λ) independent. Right: We demonstrate the functional form
of the IR-dependence by comparing to the fit given in eq. (54).
4 Summary
In the upcoming era where large scale structure surveys will likely be the leading source of cosmo-
logical information, it is crucial to make reliable predictions for as many of the modes as possible
in order to maximize the information that can be extracted. Since the phase space density of
modes goes as k3, with k being the wavenumber of a mode, most of the information is contained
in high wavenumbers, where non-linear corrections become important. In our current universe,
there is a range of k-modes, roughly between 0.1hMpc−1 and 1hMpc−1, where the non-linearities
of dark matter clustering are large enough to make it necessary for them to be taken into account,
but also small enough to be amenable to an analytical treatment. Given the phase space density
of modes, this interval in wavenumber is actually the most important for observations.
With the development of the Effective Field Theory of Large Scale Structures (EFTofLSS) [1,
2], the theoretical framework where a manifestly convergent perturbative expansion in k/kNL has
been established, where k is the wavenumber of the mode of interest, and kNL is the one associated
with the non-linear scale. By computing higher order corrections, adding suitable counterterms
order by order, and renormalizing the theory, more accurate predictions in k/kNL can be made,
approaching the non-linear scale kNL.
Given how much phase space is focussed at the UV and the absence of formally reliable
analytical techniques, the actual value of kNL in our universe at order-one is still unclear. Having
kNL = 0.5hMpc
−1 or 1hMpc−1 makes a very large difference in the amount of available data we
can use for cosmology.
We suggest kNL should be the scale at which the EFTofLSS stops converging. To identify this,
higher order calculations beyond the ones first studied in [2] need to be computed. The next step
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is to compute the 2-loop correction. Beyond the standard numerical challenges, one is faced with
two additional subtleties. First, each of the standard two-loop diagrams has several IR divergences
in different soft regions of the integrand that cancel only when all the diagrams are summed over.
This makes the numerical evaluation much harder, as the largest contribution to each diagram
is actually unphysical and will need to cancel out from the final answer. Second, the leading
contribution of the IR-independent part is degenerate with the speed-of-sound counterterm in the
EFTofLSS, and so is uncalculable. For this reason, the physically relevant 2-loop term is the
next-to-leading IR-finite term.
In this paper we have presented a procedure which re-arranges all the four standard 2-loop
diagrams into only one integral, and we manipulate the integrand in such a way that the only
possible IR divergences appear when either both the internal momenta or only one of the two goes
to zero. Since IR divergences are guaranteed to cancel from the final answer, our procedure enforces
the cancellation at the level of the integrand. Now this ‘IR-safe global integrand’ is IR integrable
in any soft limit, and this happens both for the leading IR divergences where both the internal
momenta go to zero, and also for the sub-leading ones where only one of the internal momenta go
to zero. This makes the numerical integration much easier, as the integral is automatically of the
size of the IR-independent part, without there being cancellation between regions of the integrand
far-away in phase space.
After implementing our IR-safe integrand we have computed the 2-loop power spectrum in
scaling universes with a linear power spectrum of the form kn. They have the property of being
particularly simple, so that the form of the final answer can be derived using dimensional analysis.
At the same time these form the most strident tests from the IR-point of view, as the standard
integrand does not go nicely to zero in the soft limit. In particular, we have explored first the
case n = −3/2, which has the property of being UV divergent. We evaluate the integrals with a
UV cutoff Λ, we renormalize the leading divergence, and we investigate the residual dependence
on the IR cutoff kmin and verify that the final answer agrees with the behavior we predicted
from dimensional grounds. Satisfactorily, we find that the dependence on kmin is subpercent, and
that the residual analytic dependence of the 2-loop power spectra after renormalization perfectly
matches our expectations. Subsequently, we have tested the case n = −5/2, which does not have
UV divergences, so that the result of the integration is automatically finite and no renormalization
is required with UV Divergent counterterms11, but that has a potentially larger IR divergence.
In this case as well, we have found that the answer depends correctly on kmin, with corrections
proportional to (kmin/k)
1/2, which goes to zero as kmin → 0. We have also tested our calculation
against different numerical integration techniques (Montecarlo and Quasi-Montecarlo), finding
that the result does not depend relevantly on the numerical technique used.
We have compared the performance of our technique for computing the 2-loop power spectrum
with the standard techniques used in some publicly available codes. We have found that without
the implementation of our IR-safe integrand, these code are unable to reliably compute the 2-loop
power spectra for scaling universe, and probably also for our current universe.
11Of course the finite counter terms contribute as some power of (k/kNL) so if one were to match against
simulations of tilt −5/2 scaling universes, finite counter terms should be included and appropriately renormalized.
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In a forthcoming paper [12], we will apply this integration technique to give the 2-loop pre-
diction of the power spectrum from the EFTofLSS, where we will see that the EFTofLSS predicts
the power spectrum with percent precision up to roughly k ∼ 0.5hMpc−1.
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Appendix
A Numerical Checks
A.1 Independence of IR cutoff and of method of integration
In this appendix we provide some details of the implementation and some explicit checks of
numerical convergence.
All numerical integrations of the global IR-safe integrand were performed using the CUBA li-
brary [14] (v. 3.0). The implementation of our IR-safe integrand used the recursive implementation
of the kernels given in the Copter library [4], but combined as given above in eq. (33).
First we demonstrate that our results are independent of the IR cutoff. In Fig. 4, we plot
the relative difference for P2-loop obtained for different values of kmin. We see that over the range
explored, the kmin-dependence is at the less than percent level, becoming of order 0.3% at k ' kNL.
We demonstrate our results are independent of the method of integration in Fig. 5. We find
that there is sub-percent relative difference in P2-loop computed for Λ = 2, using two methods,
“quasi-Monte-Carlo” and “random Monte-Carlo,” for the Vegas algorithm in CUBA. Both were
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Figure 4: Fractional difference between P2-loop,n=−3/2 for kmin = 5× 10−3 kNL and kmin = 5× 10−4 kNL
for Λ = 10. We see that for k . 1, the dependence is less than 1/3 of a percent.
set to terminate when achieving either a relative (estimated) accuracy goal of 10−3, or reaching a
maximum of 108 integrand evaluations.
A.2 Comparison with available 2-loop results
In this section we compare our results with other publicly available numerical tools and their
associated 2-loop integrands. We do this to put into evidence the importance of performing the
numerical integration with the IR-safe integral. This is relevant not only because it is difficult to
cancel the IR divergences numerically, but also because, as for the case of n = −3/2 and for the
ΛCDM universe, we are interested in the subleading part of the integrand, the leading part being
degenerate with a counterterm of the EFTofLSS that is not calculable within the EFT anyway.
We first consider the Copter evaluation available in Ref. [4]. This approach simply uses a
quasi-Monte Carlo method method to separately integrate the four diagrams P51, P42, P
(I)
33 and
P
(II)
33 . The comparison is unfortunately straightforward, as we were unable to get Copter to return
anything but“NAN” error, which means “not-a-number” error, for scaling universe input, even
with finite UV and IR cutoffs. While there may be a simple fix to get numbers out for comparison,
we did not find one.
We then compare with the RegPT approach of Ref. [11]. While this is built to implement a
regularised perturbation theory, one of the available outputs is the 2-loop SPT power spectrum,
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Figure 5: Plot of the deviation between the “quasi-Monte-Carlo” and ”random Monte-Carlo” results
from CUBA’s Vegas integration algorithm, for the IR safe integrand for scaling universe n = −3/2. We
see that it is sub-percent for the range considered.
which is the one we are interested in for the purpose of comparison. This code does not treat the
IR divergences in the way we do, but it is still able to complete calculations for scaling universes.12
In Fig. 6, we plot the P2-loop from RegPT with kmin = 0.005 kNL (solid points) and kmin =
0.0005 kNL (empty points) for the same values of Λ (2kNL, 10 kNL, 20 kNL, and 80 kNL) as in Fig. 2.
With the larger IR cutoff, we observe the correct Λk1/2 behavior, but begin to see scatter of the
calculated points around the smooth fit lines at higher k. For the smaller IR cutoff, the compu-
tation becomes unstable. Even for the larger IR cutoff, numerical noise becomes overwhelming
when we cancel the UV-divergent piece with the appropriate counterterm and plot the leftover
finite piece. The code’s default precision is apparently insufficient to provide meaningful results
for UV-convergent part of the P2-loop, as evidenced by the mismatch between the numerical results
from RegPT and the fitting functions obtained from our IR-safe integrand (plotted as solid lines
in the right-hand frame).
We reiterate that the physical information of P2-loop is contained in the UV-convergent part.
Therefore any numerical calculation of P2-loop for scaling universes should not only reproduce the
12One should note that as of the time of writing, RegPT requires an earlier version of CUBA: (v.1.5). We verified
that the IR-safe global integrand results are unaffected by differences in CUBA versions.
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Figure 6: Left: P2-loop output of RegPT for a scaling universe with n = −3/2, using kmin = 0.005kNL
(solid points) and kmin = 0.0005 kNL (empty points). We show Λ = 2 kNL (blue), 10 kNL (red), 20 kNL
(yellow), and 80 kNL (green) and omit two small-kmin curves to avoid clutter. The solid lines are fits to
the dominant Λ k1/2 behavior of each set of points—notice the scatter of the points about the smooth fits
at higher k, as well as the strong kmin-dependence, signalling that IR-divergences are not properly treated.
Right: P2-loop after having subtracted the UV-divergent piece of each curve. The dotted lines connect the
computed points as a visual aid, while the solid lines are the fitting functions from Eq. (51). Numerical
instabilities prevent RegPT from reliably indicating the form of the terms (compare with Fig. 2).
Λ-dependence seen in the left-hand frame of Fig. 6 (or the corresponding version for different
tilts), but should also be able to resolve the behavior of the UV-convergent piece with the wished
precision.
It is also possible to increase the precision of the integration methods used by RegPT and
examine the results. We show such a computation in Fig. 7, where the code’s runtime has increased
by a factor of ∼100 as a result of the heightened precision. While the results with larger kmin
are qualitatively consistent with those of our IR-safe integrand (although there are noticeable
deviations for Λ = 10 kNL and 20 kNL), there is still strong IR-dependence that creates numerical
issues even at higher than default precision. These issues become even more severe as kmin is taken
lower and lower. In principle, running RegPT using arbitrarily high numerical precision would
likely allow the user to recover the detailed forms of the finite part of P2-loop. However, a more
robust approach would implement the calculations in a way that makes IR divergences manifestly
absent before the integrals are evaluated, as with our IR-safe integrand.
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Figure 7: Same as Fig. 6, but with increased numerical precision in the RegPT integrations, and also
displaying the results for kmin reduced by a factor of 10 (empty points). There is a strong difference
between the results with the two kmin values, not when we look at the full result, but after we remove
the divergent part. This signals the fact that the IR-devergences are still not properly treated, and shows
the importance of very high numerical precision, as we are really interested in a subleading component of
the 2-loop integral. While the kmin = 0.005 kNL results are qualitatively similar to the fits to our IR-safe
integrand (solid lines in right-hand frame), there are still noticeable deviations for Λ = 10 kNL and 20 kNL.
Therefore, increasing the precision at the level we have done is not a robust solution to the IR-dependence
of RegPT’s 2-loop output.
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