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NASF  TRANSPOSITION NETWORK: 
A COMPUTING NETWORK  FOR UNSCRAMBLING p-ORDERED  VECTORS 
Raymond S.  L im 
Ames Research Center  
SUMMARY 
T h i s  p a p e r  p r e s e n t s  a t u t o r i a l  d e s c r i p t i o n  o f  a t ranspo  r t a t i o n  n e t w o r k  
(TN) proposed by the Burroughs Corporat ion for  the Numerical  Aerodynamic Simu- 
l a t i o n  F a c i l i t y  (NASF). The d e s c r i p t i o n  i s  p resen ted   f rom  the   v i ewpo in t s   o f  
des ign ,   p rogramming,   and   appl ica t ion .  The TN i s  a programmable  combinational 
l og ic  ne twork  tha t  connec t s  521  memory modules  to  512  processors ,  where  
gcd(521,512) = 1. The pr imary   purpose   o f   the  TN i s  t o   t r a n s p o s e   ( o r   u n s c r a m -  
b l e )   p - o r d e r e d   v e c t o r s   t o   1 - o r d e r e d   v e c t o r s   i n   o n e   c y c l e .   F o r   u n s c r a m b l i n g  
pq -o rde red   vec to r s ,   t he  TN speed i s  d e g e n e r a t e d   t o  several  c y c l e s .  The TN 
des ign ,  which  is evolved  f rom the  Swanson network, i s  based upon the concept  
of c y c l i c  g r o u p s  f r o m  a b s t r a c t  a l g e b r a  a n d  p r i m i t i v e  r o o t s  a n d  i n d i c e s  f r o m  
number theory .  The design  can  be  implemented by one level  o f  b a r r e l  s w i t c h  
p l u s  a f i x e d  w i r i n g  p a t t e r n  a n d  i t s  i n v e r s e .  The c o n n e c t i o n  o f  t h i s  f i x e d  
w i r i n g   p a t t e r n  i s  from p t o  m a c c o r d i n g   t o  km : p (mod N),  where k is a 
p r i m i t i v e   r o o t   o f   t h e   p r i m e  N ,  m is the   i ndex   o f  p r e l a t i v e   t o   k ,  a$ p 
i s  an   e lement   o f   the   cyc l ic   g roup   of   o rder  N - 1 generated  by  k .   The  pro-  
gramming o f   t he  TN i s  v e r y  s i m p l e ,  r e q u i r i n g  o n l y  2 0  b i t s :  10 b i t s  f o r  o f f s e t  
con t ro l   and  10 b i t s  f o r  b a r r e l  s w i t c h  s h i f t  c o n t r o l .  T h i s  s i m p l e  c o n t r o l  i s  
e x e c u t e d   b y   t h e   c o n t r o l   u n i t  (CU), n o t   t h e   p r o c e s s o r s .   F o r   t h i s   r e a s o n ,   a n y  
memory access by a p rocesso r  mus t  be  coord ina ted  wi th  the  CU and w a i t  f o r  a l l  
o t h e r  p r o c e s s o r s  t o  come t o  a s y n c h r o n i z a t i o n   p o i n t .   T h e s e  wait  and  synchro- 
n i z a t i o n  e v e n t s  c a n  b e  a d e g r a d a t i o n  i n  p e r f o r m a n c e  t o  a computat ion.  The 
TN a p p l i c a t i o n  is f o r  m u l t i d i m e n s i o n a l  d a t a  m a n i p u l a t i o n ,  m a t r i x  p r o c e s s i n g ,  
a n d  d a t a  s o r t i n g ,  a n d  c a n  a l s o  p e r f o r m  a p e r f e c t  s h u f f l e .  U n l i k e  o t h e r  more 
compl ica ted  and  powerfu l  permuta t ion  ne tworks ,  the  TN c a n n o t ,  i f  p o s s i b l e  a t  
a l l ,  unscramble  non-p-ordered  vec tors  in  one  cyc le .  
I. INTRODUCTION 
I n  t h e  p r e l i m i n a r y  s t u d i e s  ( r e f s .  1, 2 ) ,  the   Burroughs  Corporat ion  pro-  
posed a base l ine  compute r  sys t em fo r  t he  f low mode l  p rocesso r  (FMP) of  the  
NASF. This   proposed  computer   system i s  similar t o  t h e  ILLIAC I V  ( r e f .  3 )  
p a r a l l e l  c o m p u t e r  e x c e p t  t h a t  a f e w   i n n o v a t i v e   i d e a s  were i n c o r p o r a t e d .  One 
o f  t h e s e  i n n o v a t i o n s ,  t h e  TN, is  a b id i r ec t iona l  p rogrammable  combina t iona l  
l o g i c  n e t w o r k  t h a t  c a n  b e  u s e d  t o  p e r f o r m  c o n f l i c t - f r e e  access t o  v a r i o u s  
slices o f  mul t id imens iona l  da t a  ( such  as  rows ,  co lumns ,  d i agona l s ,  and  f i l e s )  
a n d  s u b s e q u e n t  t r a n s p o s i t i o n  o f  t h e s e  d a t a  f o r  p r o c e s s i n g .  The  nd r e s u l t  is 
t h a t  t h e  TN p r o v i d e s  a v e r y  s i m p l e  a n d  e f f i c i e n t  m e t h o d  f o r  t h e  FMP t o  s t o r e  
its  data in memory  and  allows  parallel  algorithms  to  be  executed a  a  rate 
matched  to  the  array  processor  rate. 
The TN is  one  method  of  solving  the  traditional  memory-processor  connec- 
tion  problem  in  parallel  array  processors,  but  there ar others  (refs. 4 
through 7). The tradeoffs  in  the  design  of  memory-processor  connection  net- 
works  are  basically  complexity  versus  flexibility. A full  crossbar  switch, 
which  is  very  complex and  costly,  can  unscramble  any  data  permutation  and  thus 
allow the  system  to  store  data  without  regard  to  subsequent  unscrambling 
requirements.  The TN,  which  is  a  low-cost  and  simple  network,  cannot  unscram- 
ble  every  data  permutation  in  one  cycle.  Therefore,  because  several  cycles 
are  needed  to  unscramble  the  data,  certain  data  storage  allocations  can  result 
in  processing  delay. 
In  the F'", the TN  connects  an  array  of  N = 521 memory  modules,  called 
the  extended  memory (EM), to an array  of R = 512 processors,  where  N  is 
selected  as  the  smallest  prime  number  greater  than  R.  This  memory-processor 
connection  is  shown  in  figure 1, which is  a  block  diagram  of  the  FMP.  For 
certain  types  of  data  storage  allocations  in  memory,  such as the IBMFORTRANIV 
method  that  requires  that  multidimensional  data  be  stored  in  column  major 
order,  p-ordered  vectors  arise  naturally  from  these  storage  allocations. A 
p-ordered  vector,  as  defined  by  Swanson  (ref. 8 ) ,  is an n-element  vector  in 
which  the  (i + 1)th element  is  spaced p positions  to  the  right  of  the 
ith  element  modulo N. The  primary  purpose  of  the  TN  is  to  transpose  (or 
unscramble)  p-ordered  vectors  to  1-ordered  vectors  in  one  network  cycle.  For 
unscrambling  quasi-p-ordered  vectors  (called  pq-ordered  vectors),  the  TN 
speed  is  degenerated  to  several  network  cycles. 
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Figure 1.- Block  diagram  of FMP showing  memory-processor 
connection  using  TN. 
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The des ign  concep t  o f  TN i s  based  upon  Swanson's  paper  (ref.  8) concerning 
the  use  of  k-apar t  in te rconnec t ion  ne tworks  to  unscramble  p-ordered  vec tors .  
I n  h i s  p a p e r ,  Swanson  shows t h a t  a p-ordered  vec tor  can  be  unscrambled  to  a 
1-ordered  vec tor  by  us ing  a k -apa r t  ne twork  r equ i r ing  m G N - 2 r o u t i n g s  i f  
k i s  a p r i m i t i v e   r o o t   o f   t h e   p r i m e  N ,  m i s  t h e   i n d e x  of p re la t ive t o   k ,  
and p is an   e l emen t   o f   t he   cyc l i c   g roup  % gene ra t ed   by   k .  G.  Barnes  of  
t he   Bur roughs   Corpora t ion   ( r e f .  1) o b s e r v e d   t h a t   t h e s e  N - 2 r o u t i n g s   c a n   b e  
r e d u c e d   t o  L = Log2N r o u t i n g s   b y   u s i n g  L levels of  k -apar t   ne tworks  
where v = 2 and i = 0,1,2, . . ., L - 1. Fur the rmore ,   he   obse rved   t ha t   hese  
L networks can be implemented by one level of  b a r r e l  s w i t c h  p l u s  a f i x e d  
w i r i n g  p a t t e r n  a n d  i t s  i n v e r s e .  T h e  c o n n e c t i o n  o f  t h i s  f i x e d  w i r i n g  p a t t e r n  
is from p t o  m a c c o r d i n g   t o  k = p (mod N).  The r e s u l t  i s  a very   h igh-  
speed and low-cost TN, b u t  w i t h  l i m i t e d  p e r f o r m a n c e  when compared t o  a n y  o t h e r  
pe rmuta t ion  ne tworks  p re sen t ly  known. The  programming  of t h e  TN i s  s imple ,  
r e q u i r i n g  o n l y  2 0  b i t s :  10 b i t s  f o r  o f f s e t  c o n t r o l  a n d  10 b i t s  f o r  b a r r e l  
s w i t c h  s h i f t  c o n t r o l .  
V 
i 
m -  
I n  t h i s  p a p e r ,  a t u t o r i a l  d e s c r i p t i o n  of t h e  TN i s  p r e s e n t e d  f r o m  t h e  
v i ewpo in t s   o f   des ign ,   p rog ramming ,   and   app l i ca t ion   i n   s even   s ec t ions .  Sec- 
t i o n  I1 g i v e s  a b r i e f  d e s c r i p t i o n  o f  t h e  TN i n  t h e  FMP and a d e s c r i p t i o n  o f  
p-ordered   and   pq-ordered   vec tors .   Sec t ion  I11 reviews   cyc l ic   g roups   f rom 
abs t r ac t   a lgeb ra   and   p r imi t ive   roo t s   and   i nd ices   f rom  number   t heo ry .  Sec- 
t i o n  I V  g i v e s  a summary of   Swanson 's   paper .   Sect ion V d e s c r i b e s  t h e  TN d e s i g n  
u s i n g  Log2N k -apa r t   i n t e rconnec t ion   ne tworks .   Sec t ion  V I  d e s c r i b e s   t h e  TN 
d e s i g n  u s i n g  o n e  l e v e l  o f  b a r r e l  s w i t c h .  F i n a l l y ,  s e c t i o n  V I 1  d e s c r i b e s  TN 
programming and appl icat ion.  
11. p AND pq-ORDERED  VECTORS 
T h i s  s e c t i o n  b e g i n s  w i t h  a b r i e f  d e s c r i p t i o n  o f  t h e  TN a n d  t h e  FMP, and 
then shows how two- a n d  t h r e e - d i m e n s i o n a l  d a t a  m i g h t  b e  s t o r e d  i n  s u c h  a n  
a r c h i t e c t u r e .  T h e r e  are many m e t h o d s  f o r  s t o r i n g  d a t a  i n  m u l t i m o d u l e  memory 
s y s t e m s   ( r e f s .  9 through 11). I n   t h i s   p a p e r ,   o n l y   t h e  FORTRAN column  major 
order  method is  o f  i n t e r e s t  b e c a u s e  t h e  F I P  w i l l  u se  an  ex tended  FORTRAX as 
i ts  high-level  programming  language.  For  the  column  major  order  method, it 
w i l l  be  seen  tha t  p -o rde red  and  pq -o rde red  vec to r s  ar ise  n a t u r a l l y  f r o m  t h e  
F" s t o r a g e  s t r u c t u r e .  The de f in i t i on   o f   p -o rde red   and   pq -o rde red   vec to r s  
depends on the number of memory modules,  and i t  i s  f o u n d  t h a t  t h e r e  are some 
a d v a n t a g e s  i n  s t o r i n g  d a t a  a n d  u n s c r a m b l i n g  f e t c h e d  v e c t o r s  when t h e  number 
of memory modules is r e s t r i c t e d  t o  b e  a prime number. 
The FMP block   d iagram i s  shown i n  f i g u r e  1. T h i s  FIT? a r c h i t e c t u r e  i s  
similar t o  t h e  ILLIAC I V  e x c e p t  t h a t  a TN is used t o  c o n n e c t  5 2 1  memory mod- 
u l e s  t o  512 p r o c e s s o r s .   T h e   e x a c t   i n t e r c o n n e c t i o n   p a t t e r n  i s  programmable  and 
is c o n t r o l l e d  by t h e  CU. There are  n o  c o n n e c t i o n s  among t h e  512 p r o c e s s o r s ,  
and  any  da ta  exchanges  be tween processors  must  be  done  by  way o f  t h e  EM u s i n g  
t h e  TN. Once t h e  CU s e t s . u p  a p a r t i c u l a r  i n t e r c o n n e c t i o n  p a t t e r n  i n  t h e  TN, a 
s i n g l e  r e a d  ( o r  w r i t e )  i n s t r u c t i o n  b y  e a c h  p r o c e s s o r  w i l l  f e t c h  ( o r  s t o r e )  a 
word  f rom  ( to)  i t s  connected EM module.  The n e t  r e s u l t  i s  t h a t  a v e c t o r  o f  
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d a t a  c a n  b e  f e t c h e d  ( o r  s t o r e d )  i n  o n e  memory access. The f e t c h e d  v e c t o r  f r o m  
EM, p r i o r  t o  t h e  TN unscramble,  can be a p-ordered,  a pq-ordered ,  or  any  per -  
m u t e d  v e c t o r .  I n  t h e  f o l l o w i n g ,  t h e  c o n c e p t  a n d  t h e  d e f i n i t i o n  of p-ordered 
and  pq-ordered  vectors  are d e s c r i b e d .  I n s t e a d  o f  u s i n g  R = 512  and N = 521 
f o r  t h e  d e s c r i p t i o n ,  a s i m p l e r  m o d e l  c o n s i s t s  o f  R = 8 and N = 11 w i l l  b e  
u s e d .   N o t e   t h a t  11 is t h e  smallest pr ime  number   g rea te r   than  8. 
L e t  X = (X0 X1 X2 . . . Xn-2 b e  a one -d imens iona l   vec to r ,   o r  
s i m p l y   j u s t  a v e c t o r ,   w i t h  n e lements .  L e t  X i ,  i = 0 , 1 , 2 ,  . . ., n - 1 
d e n o t e   t h e   i t h   e l e m e n t   o f  X. I n  a computer,  X i s  n o r m a l l y   s t o r e d   i n  
N r e g i s t e r s .   I n   t h i s  case, o n e   c a n   s a y   t h a t   a s s o c i a t e d   w i t h  Xi i s  a pos i -  
t i o n  number j ,  j = 0 ,1 ,2 ,  . . ., N - 1, where N 2 n.  For N = n ,  Xi i s  
a s s i g n e d  as f o l l o w s :  
j :  0 1 2 3 4 . . . N-2 N - 1  
xi : x0 x1 x2 x3 x4 . . . x x n-2  1
Swanson d e f i n e s  a p-ordered   vec tor  X as an  n-element   vector ,   where 
X i + l  is spaced   (o r   sk ipped)  p p o s i t i o n s   t o   t h e   r i g h t   o f  X i  modulo N. I n  
t h i s   p a p e r ,  p i s  c a l l e d   t h e   s k i p   d i s t a n c e   o f  X. I n  view o f   t h i s   d e f i n i t i o n ,  
the   above   ass ignment   o f  Xi t o  j is  a 1 -o rde red   vec to r   because  X i + l  i s  
s p a c e d   o n e   p o s i t i o n   t o   t h e   r i g h t   o f  X i  modulo N .  Other  examples  of 
p -o rde red  vec to r s  a re  i l l u s t r a t e d  b e l o w :  
Example 2-1. N = 11, n = 11, p = 3 ,  o f f s e t  = 0 
j :  0 1 2 3 4 5 6 7  3 9 1 0  
Example  2-2. N = 11, n = 8, p = 5 ,  o f f s e t  = 2 ,  : = d o n ' t  care 
j :  0 1 2 3 4  5 6 7 8 9 1 0  
I n  t h e  two examples  above ,  the  of fse t  i s  d e f i n e d  as t h e  l o c a t i o n  o f  t h e  
f i r s t  e l e m e n t  (X,)  o f  the  n-e lement  vec tor  wi th  respect t o  t h e  f i r s t  p o s i t i o n  
o f   t h e   r e g i s t e r   ( o r  memory module)   array.   With  these  examples ,   Swanson 's  
d e f i n i t - i o n   ( r e f .  8, p. 1107)  f o r  a p -o rde red   vec to r   can   be   s t a t ed .  
D e f i n i t i o n :  L e t  j = 0 , 1 , 2 ,  . . ., N - 1, p = 1 , 2 , 3 ,  . . ., N - 1, 
i = 0,1,2, . . ., n - 1, N 2 n ,  a n d  o f f s e t  = 0. An 
n-element   vector  X i s  p-ordered i f   t h e   p o s i t i o n s  j of 
i t s  elements  Xi a re  descr ibed  by  
p i  (mod N) = j (2-1) 
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From l i n e a r  c o n g r u e n c e  i n  number theory,  equat ion (2-1)  can be wri t ten as 
p i  E j (mod N) 
a n d   t h e r e   e x i s t s  a u n i q u e   s o l u t i o n   f o r   t h e  unknown i f o r  a l l  v a l u e s   o f  j 
i f   a n d   o n l y   i f  p is  r e l a t i v e l y   p r i m e   t o  N ( r e f .   1 2 ,   p .  8 4 ) .  N o t e   t h a t   i f  
N is  pr ime,   then  a l l  p - o r d e r e d  v e c t o r s  c a n  b e  d e f i n e d  f o r  
p = 1 , 2 ,  . . . N - 1. I n   t h e  FMP, t h e r e  are  5 1 2   p r o c e s s o r s .   T h e r e f o r e ,   t h e  
number  of EM modules N is  s e l e c t e d  t o  b e  5 2 1 ,  w h i c h  i s  t h e  smallest pr ime 
number g rea t e r   t han   512 .  A s  a r e s u l t ,  t h e r e  i s  m o r e  f l e x i b i l i t y  i n  t h e  manner 
i n  w h i c h  t h e  d a t a  c a n  b e  s t o r e d ,  s i n c e  a l l  p-ordered  vec tors  can  be  
unscrambled. 
Now t h a t  a p -o rde red  vec to r  is d e f i n e d ,  l e t ' s  examine how p-ordered vec- 
t o r s  arise n a t u r a l l y  f r o m  d a t a  s t o r e d  i n  memory modules .  Cons ider  the  s torage  
o f  t h e  4 X 4 x 4 t h ree -d imens iona l   da t a  set  o f  f i g u r e  2 i n  N = 11 memory 
modules,  as shown i n  f i g u r e  3. I n  f i g u r e  2, a n  e l e m e n t  i n  a p l ane ,   s ay  
a 2 3 1 ,  i s  s i m p l y   w r i t t e n  as 231. I n   f i g u r e  3 ,  ?-Ij i s  used t o   d e n o t e   t h e  memory 
modules f o r  j = 0 , 1 , 2 ,  . . ., 10,  and i i s  u s e d   t o   d e n o t e   t h e  memory 
a d d r e s s  w i t h i n  a module .   Also ,   assume  tha t   the   computer   sys tem  has   e ight   p ro-  
c e s s o r s  a n d  a l l  are a s s i g n e d  t o  c o m p u t e  o n  t h i s  d a t a  set .  The memory access- 
ing  r equ i r emen t  by  each  p rocesso r  w i l l  b e  d e s c r i b e d  later i n  s e c t i o n  V I I ,  
w h e r e a s  i n  t h i s  s e c t i o n ,  o n l y  t h e  i l l u s t r a t i o n  o f  p - o r d e r e d  a n d  p q - o r d e r e d  
v e c t o r s  ( a s  d e f i n e d  l a t e r )  is of i n t e r e s t .  
The n a t u r a l  f o r m a t i o n  o f  p - o r d e r e d  v e c t o r s  c a n  b e  s e e n  when the  p roces -  
s o r s  are computing i n   t h e  k d i r e c t i o n .   I n   t h i s   d i r e c t i o n ,   d a t a   f r o m   t h e  
IJ p l a n e s ,   o n e   p l a n e  a t  a time, are  r e q u i r e d .  A s  can   be   s een   f rom  f igu res  2 
and 3, t he  f e t ch ing  o f  any  co lumn o r  any  two consecut ive   co lumns  i and i + 1 
are 1 - o r d e r e d  v e c t o r s  w i t h  d i f f e r e n t  o f f s e t s  w i t h  r e s p e c t  t o  M o ,  t h e  f i r s t  
memory module.  This i s  t h e  case b e c a u s e  t h e  d a t a  are s t o r e d  i n  column  major 
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F i g u r e  2.- A 4 X 4 x 4 t h r e e -  
d imens iona l  da t a  set. 
z o  1 2 3 4 5 6 7 8 9 1 0  
111 211  311  4 1 121 221  321  421 131 231  331 
431 141 241  341  41 112 212 312  412  2 222 
322  4 2 132 232  32  432 142 242  342  42 113 
213  313  413 123 223  323  423 133 233  3  4 3 
143 243 343 443  114 214 314 414 124 224  324 
424  134 234 334 434 144 244 344 444 
F i g u r e  3.- Column m a j o r  o r d e r  s t o r a g e  
of  a 4 x 4 x 4 d a t a  se t  i n  
11 memory modules,  M j  is  memory 
module  number  and i is  a l o c a t i o n  
w i t h i n  a memory module. 
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M :  0 1 2  3 4 5 6 7  8 9 1 0  
: 431  141  241  341 441 * 9; * 131 231  31 
j 
The f e t c h e d  v e c t o r  o f  a n y  r o w  i n  a n y  p l a n e  is a 4-ordered  vec tor  because  
t h e  number of e l e m e n t s  i n  a column i s  four ,  which  is  t h e  s e p a r a t i o n  d i s t a n c e  
o f  t h e  row e l e m e n t s  i n  a co lumn  major   o rder   s torage .  A s  an   example ,   the  
f e t c h e d  v e c t o r  o f  row 2 i n  p l a n e  1 i s  a 4 - o r d e r e d  v e c t o r  w i t h  o f f s e t  = 1 ( t h e  
l ead ing  e l emen t  is  211) as shown below: 
However, i f  a n  a t t e m p t  is made t o  f e t c h  b o t h  r o w s  1 and 2 from plane 1 simul- 
t a n e o u s l y ,   t h e r e  i s  a memory a c c e s s   c o n f l i c t   i n  memory module M1 because 
e lements   211   and   141  are  b o t h   s t o r e d   i n  M I .  I n  t h i s  case, t h e  row v e c t o r  
cons i s t ing  o f  rows  1 and 2 must be formed by two memory f e t c h e s  t h r o u g h  t h e  TN. 
I n  g e n e r a l ,  memory access c o n f l i c t  e x i s t s  i f  t h e  memory module address  of  two 
e lements  is  e q u a l .   S e c t i o n  V I 1  g i v e s   e q u a t i o n s   f o r   c a l c u l a t i n g   e l e m e n t  
a d d r e s s e s  i n  a three-d imens iona l  d a t a  se t  a n d  a l s o  d e s c r i b e s  how t h e  s k i p  
d i s t a n c e  p c a n   b e   c a l c u l a t e d .  
The concept  of  a pq-ordered  vec tor  i s  de r ived  f rom the  concep t  o f  a 
p-ordered   vec tor .  The n a t u r a l  f o r m a t i o n  o f  p q - o r d e r e d  v e c t o r s  c a n  b e  s e e n  
when t h e   p r o c e s s o r s  a re  computing i n   t h e  J d i r e c t i o n .   I n   t h i s   d i r e c t i o n ,  
d a t a   f r o m   t h e  I K  p l a n e s ,   o n e   p l a n e  a t  a t i m e ,  a re  r e q u i r e d .   R e f e r r i n g   t o  
f i g u r e s  2 a n d  3 ,  t h e  f e t c h e d  v e c t o r  c o n s i s t s  o f  c o l u m n  3 = (142  242  342  442) 
and  column 4 = (141 241 341 441)T i n  p l a n e  4 is  a pq-ordered  vec tor  wi th  
p = 1, q = 2,  and o f f s e t  = 6, as shown below.  Also shown below i s  a 
pq-ordered   vec tor   wi th  p = 7 and q = 5. 
T 
M :  0 1 2 3 4 5  6 7 8 9 1 O p q  
j 
Xi. * * 1 4 1  241  341  41 * 142 242  342 442 - * 1 2 
x i  : - 431 422 ;? ” 411  441  432 ;\ - 421  412  442 * 7 5 
T h i s  v e c t o r  i s  a r e s u l t  o f  f e t c h i n g  column 1 = (441 431 421 411) T and 
column 2 = (442  432  422  412)T  from  plane 1 when computing i n  t h e  I d i r e c -  
t i on .   Fo r   unsc rambl ing   pq -o rde red   vec to r s ,   t he  TN c a n n o t   p e r f o r m   t h e   t a s k   i n  
one   cyc le .   In   t he   above   examples ,  two memory fe tches   and   unscrambl ings  are 
r e q u i r e d .  I n  g e n e r a l ,  t h e  t o t a l  number of memory fe tches   and   unscrambl ings  
i s  e q u a l   t o   t h e  number   o f   g roups   w i th in   t he   vec to r  X. Each g roup   w i th in  X 
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is a p - o r d e r e d   v e c t o r ,   a n d   t h e   s e p a r a t i o n   d i s t a n c e   b e t w e e n   g r o u p s  is q.   For 
th i s  r eason ,  pq -o rde red  vec to r  f e t ch ing  somet imes  i s  c a l l e d  p e r i o d i c  f e t c h i n g  
by groups.  
The concep t  and  na tu ra l  fo rma t ion  of p-ordered and pq-ordered vectors  
h a v e  b e e n  p r e s e n t e d  i n  t h i s  s e c t i o n .  The 4 x 4 x 4, t h ree -d imens iona l  da t a  
set i n   f i g u r e  2 and i t s  memory modu le  s to rage  a l loca t ion  scheme  shown i n  
f i g u r e  3 are  o n l y  f o r  i l l u s t r a t i v e  p u r p o s e s .  I n  a c t u a l  p r a c t i c e ,  t h e  d a t a  
s e t  a n d  t h e  s t o r a g e  a l l o c a t i o n  s c h e m e  may b e  d i f f e r e n t .  The pu rpose  he re  i s  
t o  c o n j e c t u r e  t h a t  t h e  TN, as d e s c r i b e d  la ter  i n  t h e  d e s i g n  s e c t i o n s ,  c a n  b e  
used to  unsc ramble  a p - o r d e r e d  v e c t o r  t o  a 1 -o rde red  vec to r  i n  one  cyc le  and  
t o  u n s c r a m b l e  a p q - o r d e r e d  v e c t o r  t o  a 1 - o r d e r e d  v e c t o r  i n  several c y c l e s .  
The exact number of c y c l e s  is  dependen t  on  such  f ac to r s  as d a t a  s t o r a g e  a l l o -  
ca t ion  schemes ,  memory access c o n f l i c t s ,  a n d  t h e  number  of  per iodic  groups  
w i t h i n  a v e c t o r .  
111. CYCLIC GROUPS, PRIMITIVE ROOTS, AND I N D I C E S  
I n  t h e  d e s i g n  o f  t h e  TN, t h e  c o n c e p t  o f  c y c l i c  g r o u p s ,  p r i m i t i v e  r o o t s ,  
a n d   i n d i c e s  are  used .   Fo r   t h i s   r ea son ,  a b r i e f  review o f   t h e s e   c o n c e p t s  
n e c e s s a r y   t o   u n d e r s t a n d   t h e  TN d e s i g n  is  p r e s e n t e d .   I n  summary, a p r i m i t i v e  
r o o t  i n  number t h e o r y  i s  a s p e c i a l  case of a g e n e r a t o r  of a c y c l i c  g r o u p  i n  
a b s t r a c t  a l g e b r a .  The t h e o r y  of p r imi t ive   roo t s   and   i nd ices   can   be   u sed   t o  
s o l v e   c e r t a i n   t y p e s   o f   c o n g r u e n c e   e q u a t i o n s   i n  number t h e o r y .  The r e a d e r ,  i f  
s o  d e s i r e d ,  c a n  s k i p  t h i s  s e c t i o n  a n d  p r o c e e d  t o  t h e  n e x t  s e c t i o n  w h e r e  t h e  
d e s c r i p t i o n  o f  t h e  Swanson network i s  p r e s e n t e d .  
Cyclic  Groups 
From a b s t r a c t  a l g e b r a ,  a s e t  is  a c o l l e c t i o n  of e l emen t s  w i th  some com- 
mon p r o p e r t i e s  t h a t  c a n  b e  u s e d  t o  d e t e r m i n e  w h e t h e r  a n  e l e m e n t  d o e s  o r  d o e s  
n o t   b e l o n g   t o   t h e  set .  A group G i s  a nonempty set of   e lements   and a b i n a r y  
o p e r a t i o n  o n  t h e  s e t  ( i . e .  , t h e  se t  i s  c l o s e d  u n d e r  t h e  g r o u p  o p e r a t i o n )  s u c h  
t h a t  t h e  o p e r a t i o n  i s  a s s o c i a t i v e ,  t h e r e  i s  a u n i q u e  i d e n t i t y  e l e m e n t  f o r  t h e  
ope ra t ion ,   and   each   e l emen t   has   an   i nve r se   e l emen t   fo r   t he   ope ra t ion .   I f   t he  
o p e r a t i o n  i s  commutative,   then G is c a l l e d  a commuta t ive   (or   abe l ian)   g roup .  
I f   t h e  number  of  elements i n  G is f i n i t e ,   t h e n  G i s  c a l l e d  a f i n i t e   g r o u p .  
Otherwise,  G is c a l l e d   a n   i n f i n i t e   g r o u p .  The  number  of  elements  contained 
i n  G i s  c a l l e d   t h e   o r d e r   o f  G. The b i n a r y   o p e r a t i o n   o f  G i s  o f t e n  
w r i t t e n  as m u l t i p l i c a t i o n .  I f  t h e  o p e r a t i o n  i s  w r i t t e n  as m u l t i p l i c a t i o n ,  
t h e n  G is c a l l e d  a m u l t i p l i c a t i v e   g r o u p .   I n   t h e   d e s i g n   o f   t h e  TN, o n l y  
f i n i t e  m u l t i p l i c a t i v e  g r o u p s  w i l l  be  used .  
L e t  g be   an   e lement   o f  G and e b e   t h e   i d e n t i t y   e l e m e n t   o f  G.  The 
o r d e r   o f  g i s  t h e  smallest p o s i t i v e   i n t e g e r  t s u c h   t h a t   g t  = e. Note 
t h a t   i f  G is f i n i t e ,   e v e r y   e l e m e n t  g h a s   a n   o r d e r   a n d   t h e   o r d e r   o f  g 
d i v i d e s   t h e   o r d e r   o f  G. 
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A group G i s  c a l l e d   c y c l i c   i f  i t  c o n t a i n s   a n   e l e m e n t  g s u c h   t h a t  
every   e lement  h o f  G can   be   expressed  as 
R h = g  (3-1) 
f o r  some i n t e g r a l   e x p o n e n t  R ,  p o s i t i v e ,   n e g a t i v e ,   o r   z e r o .   S u c h   a n   e l e m e n t  
g of  a c y c l i c   g r o u p  G i s  c a l l e d  a g e n e r a t o r   o f  G. N o t e   t h a t  g is a 
g e n e r a t o r   o f  G (and G i s  c y c l i c )   i f   a n d   o n l y   i f   t h e   o r d e r   o f  g i s  e q u a l  
t o   t h e   o r d e r  of G. I f  G h a s  N - 1 elemen t s   gene ra t ed   by  g modulor N ,  
t h e n   t h e   g e n e r a t o r  g i s  c a l l e d  a p r i m i t i v e   e l e m e n t   o f  G ,  o r  a p r i m i t i v e  
g e n e r a t o r .  The fo l lowing   examples  w i l l  i l l u s t r a t e  t h e  c o n c e p t .  
Example  3-1. The number 3 is a g e n e r a t o r  o f  t h e   c y c l i c   g r o u p  
G = (1 ,2 ,3 ,4 ,5 ,6 )  unde r  mul t ip l i ca t ion  modu lo  7 ,  s ince  
3’ = 3, 32 = 2,  33 = 6 ,  34 = 4 ,  35 = 5,  36 = 1 
Example 3-2. The  number 2 i s  a g e n e r a t o r   o f   t h e   c y c l i c   g r o u p  
G = (1 ,2 ,3 ,4 ,5 ,6 ,7 ,8 ,9 ,10 )  unde r  mul t ip l i ca t ion  modu lo  11, 
s i n c e  2 l  = 2,  22 = 4,  Z 3  = 8,  24 = 5 ,  25 = 1 0 ,  26 = 9 ,  
27 = 7 ,  28 = 3, 29 = 6 ,  210 = 1 
Example 3-3. The  number 4 i s  a g e n e r a t o r   o f   t h e   c y c l i c   g r o u p  
G = (1 ,2 ,4 )  unde r  mul t ip l i ca t ion  modu lo  7 ,  s i n c e  
41 = 4, 42 = 2 ,  43 = 1 
L e t  N b e  a p o s i t i v e   i n t e g e r   a n d  l e t  MN c o n s i s t   o f  a l l  t h e   p o s i t i v e  
i n t e g e r s   t h a t  are less than  N a n d   r e l a t i v e l y   p r i m e   t o  N .  Then MN forms 
a g r o u p   u n d e r   t h e   b i n a r y   o p e r a t i o n   m u l t i p l i c a t i o n   m o d u l o  N .  I f  N is 
pr ime,   then  MN c o n t a i n s  a l l  t h e   i n t e g e r s   f r o m  1 t o  N - 1 a n d ,   t h e r e f o r e ,  
h a s   o r d e r  N - 1. F u r t h e r m o r e ,   i f  N i s  pr ime,  MN i s  c y c l i c   a n d   t h u s   h a s  
a t  least  o n e   g e n e r a t o r .   I n   t h e   a b o v e  two  examples, M 7  and M11 a re  two such  
cyc l i c   g roups   gene ra t ed   by  3 and 2 ,  r e s p e c t i v e l y .   I n   t h e  TN d e s i g n ,  N i s  
chosen   to   be   521   and  3 ( t h e  smallest p o s i t i v e   i n t e g e r   g e n e r a t i n g  M521 and 
a l s o  a p r i m i t i v e  r o o t  o f  521 as d e f i n e d  l a t e r )  i s  chosen as t h e  p r i m i t i v e  
g e n e r a t o r  t o  g e n e r a t e  a l l  t h e   i n t e g e r s   f r o m  1 t o  520  modulo  521.  This i s  t o  
e n s u r e   t h a t  a l l  p - o r d e r e d   v e c t o r s ,   f o r  p = 1 , 2 ,  . . ., 52Q,  can  be  unscram- 
b l e d  i n  o n e  c y c l e .  The d e s i g n  of  t h e  Swanson network i s  based upon t h e  con- 
cep t  o f  cyc l i c  g roups  and  l i nea r  congruences  as d e s c r i b e d  l a t e r .  
Primitive Roots 
The c o n c e p t  o f  p r i m i t i v e  r o o t s  i s  a s p e c i a l  c a s e  of t h e  c o n c e p t  of c y c l i c  
g roup   gene ra to r s .  L e t  a group G have N - 1 e lemen t s .   I f  g of G i s  a 
p r i m i t i v e   g e n e r a t o r ,   t h e n  g i s  a p r i m i t i v e   r o o t   o f  N.  A s  p r e v i o u s l y  
d e s c r i b e d ,  t h e  d i s c u s s i o n  o f  c y c l i c  g r o u p s  i s  a t o p i c  i n  g r o u p  t h e o r y  i n  
a b s t r a c t  a l g e b r a  ( r e f s .  1 3  a n d  1 4 ) ,  w h e r e a s  t h e  d i s c u s s i o n  o f  p r i m i t i v e  r o o t s  
i s  a t o p i c   i n  number   theory   ( re fs .   12 ,   15 ,   and  1 6 ) .  A g e n e r a t o r   i n  G i s  
o n e   t h a t   g e n e r a t e s  a cyc l i c   g roup   (o r   subgroup)  o f  G. The g e n e r a t o r   t h a t  
g e n e r a t e s  a c y c l i c   g r o u p   o f   o r d e r  N - 1 modulo N is c a l l e d  a p r i m i t i v e  e l e -  
m e n t   ( o r   p r i m i t i v e   r o o t )   o f  G. T h u s ,   p r i m i t i v e   g e n e r a t o r s   a n d   p r i m i t i v e  
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r o o t s  are  t h e  same. I n  t h i s  s e c t i o n ,  t h e  c o n c e p t  o f  p r i m i t i v e  r o o t s  f r o m  
number t h e o r y  i s  b r i e f l y  r e v i e w e d ,  s t a r t i n g  w i t h  E u l e r ' s  t h e o r e m .  
I n  number t h e o r y   ( r e f s .  1 2 ,  15, and 16), E u l e r ' s   p h i - f u n c t i o n   $ ( N ) ,   f o r  
N 1, d e n o t e s   t h e  n u m b e r   o f   p o s i t i v e   i n t e g e r s   n o t   e x c e e d i n g  N t h a t  are 
r e l a t i v e l y   p r i m e   t o  N. I f  N i s  a p r i m e   n u m b e r ,   t h e n   e v e r y   p o s i t i v e   i n t e g e r  
less t h a n  N i s  r e l a t i v e l y   p r i m e   t o  i t ;  whence $(N) = N - 1. On t h e   o t h e r  
hand, i f  N > 1 i s  composi te ,   then  N h a s  a d i v i s o r  d s u c h   t h a t  1 < d < N. 
It f o l l o w s   t h a t   t h e r e  are a t  l eas t  two i n t e g e r s  among 1 , 2 , 3 ,  . . ., N t h a t  
are  n o t   r e l a t i v e l y   p r i m e   t o  N ,  namely, d and N i t s e l f .  A s  a r e s u l t ,  
$(N) N - 2. T h i s   p r o v e s :   f o r  N > 1, 
$(N) = N - 1 i f   a n d   o n l y   i f  N is  prime  (3-2) 
If N is  n o t   p r i m e ,   t h e   v a l u e   o f   $ ( N )   c a n   b e   o b t a i n e d   e i t h e r   a n a l y t i -  
c a l l y  o r  by t a b l e   l o o k u p   ( r e f .  1 7 ) .  I n   r e f e r e n c e  1 7  (pp. 840 t o  8 4 3 ) ,  $(N) 
is l i s t e d   f o r  N ranging   f rom 1 t o  1000. One u s e f u l   p r o p e r t y   o f  $(N) i s  
g iven  be low wi thout  proof .  
E u l e r ' s   t h e o r e m :   I f  a and N are p o s i t i v e   i n t e g e r s   a n d   g c d  ( a ,  N) = 1, 
t h e n   a $ ( N )  1 modulo N. 
I n   v i ew  o f   Eu le r ' s   t heo rem,  i t  i s  known t h a t   a $ ( N )  1 modulo N whenever 
gcd ( a ,  N) = i. However, t h e r e  a re  o f t en   powers   o f  a s m a l i e r   t h a n   a $ ( N )  
t h a t   a r e   c o n g r u e n t   t o  1 modulo N. T h i s   l e a d s   t o   t h e   d e f i n i t i o n   o f   t h e   o r d e r  
of a modulo N ( i n   o l d e r   t e r m i n o l o g y :   t h e   x p o n e n t   o   w h i c h  a belongs  
modulo N): 
~ Order . " d e f i n i t i o n :  
A s  an  example,   consider  
21 2 ,  22 
L e t  N > 1 and  gcd ( a ,  N) = 1. The o r d e r   o f  
a modulo N i s  t h e   s m a l l e s t   p o s i t i v e   i n t e g e r  k 
s u c h  t h a t  a k  5 1 modulo N .  
t h e   s u c c e s s i v e   p o w e r s   o f  2 modulo 7 as f o l l o w s :  
from  which i t  f o l l o w s  t h a t  t h e  i n t e g e r  2 h a s  o r d e r  3 modulo 7 .  This  example 
a l s o  shows t h a t  2k E 1 modulo 7 whenever k is  a m u l t i p l e  of 3 .  T h i s   l e a d s  
t o  a t h e o r e m  f o r  f i n d i n g  t h e  o r d e r  o f  a n  i n t e g e r  a .  
Order  theorem: L e t  t h e   p o s i t i v e   i n t e g e r  a have   o rde r  k modulo N. 
L e t  h > k ,   t h e n   a h  z 1 modulo N i f  a n d   o n l y   i f  k 
d i v i d e s   h ;   i n   p a r t i c u l a r ,  k d i v i d e s   $ ( N ) .  
Th i s  t heo rem exped i t e s  t he  computa t ion  o f  t he  o rde r  o f  an  in t ege r  a modulo N .  
I n s t e a d  o f  c o n s i d e r i n g  a l l  powers  of a ,  t h e  e x p o n e n t s  c a n  b e  r e s t r i c t e d  t o  
t h e   d i v i s o r s   o f  $(N). 
The o rde r  t heo rem w i l l  l e a d  d i r e c t l y  i n t o  t h e  d e f i n i t i o n  o f  p r i m i t i v e  
r o o t s .   N o t e   t h a t   h e   o r d e r  k o f   a n   i n t e g e r  a modulo N i s  n e c e s s a r i l y  a 
d i v i s o r   o f   $ ( N ) .  The l a r g e s t   o f   t h e s e   d i v i s o r s  i s  $(N) i t s e l f .   I n t e g e r s  
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o f   o r d e r  @(N) modulo N are c a l l e d  primitive r o o t s   o f  N. N o t e   t h a t   i n  
g e n e r a l   t h e r e  may b e  no p r i m i t i v e   r o o t s   o f  N. However, i n  t h e  case t h a t  N 
i s  a p r i m e ,   p r i m i t i v e   r o o t s   o f  N always exis t .  T h e   f o r m a l   d e f i n i t i o n   o f  
p r i m i t i v e  r o o t  i s  s t a t e d  as fo l lows:  
P r i m i t i v e  r o o t -  " .  def-i-n-iti-on: . If gcd ( a ,  N )  = 1 and a i s  o f  o rde r  $ ( N )  
modulo N ,  t h e n  a i s  a p r i m i t i v e   r o o t   o f  N. 
I n   o t h e r   w o r d s ,  N h a s  a as a p r i m i t i v e   r o o t   i f  a$(N) E 1 modulo N ,  b u t  
ak f 1 modulo N f o r  a l l  p o s i t i v e   i n t e g e r s  k < @ ( N ) .  Thus, a p r i m i t i v e   r o o t  
o f  t h e  p o s i t i v e  i n t e g e r  N i s  a n  i n t e g e r  t h a t  h a s  t h e  l a r g e s t  p o s s i b l e  o r d e r .  
Th i s   means   t ha t   t he   powers   o f  a p r i m i t i v e  r o o t  modulo N w i l l  g e n e r a t e  a l l  
t h e   i n t e g e r s   n o t   e x c e e d i n g  N. From t h i s  a n a l y s i s ,  i t  c a n   b e   s e e n   t h a t   p r i m i -  
t i ve  r o o t s  are  a s p e c i a l  case of g e n e r a t o r s   ( p r i m i t i v e )   o f   c y c l i c   g r o u p s .  A s  
i n d i c a t e d  ear l ier  i n  example 3-2 ( c y c l i c  g r o u p s ) ,  2 i s  a p r i m i t i v e  g e n e r a t o r  
f o r   t h e   c y c l i c   g r o u p  G = (1 ,2 ,3 ,4 ,5 ,6 ,7 ,8 ,9 ,10)   modulo  11. I n  number t h e o r y ,  
2 is a p r i m i t i v e  r o o t  o f  11 because  $(11)  = 10, 21°  E 1 modulo 11, 2k f 1 
modulo 11 f o r  k < 10,  and   thus   the   powers   o f  2 g e n e r a t e  a l l  t h e   e l e m e n t s  
of G. 
I n  t h e  s t u d y  o f  number theory today,  i t  i s  n o t  known w h e t h e r  o r  n o t  t h e r e  
e x i s t  p r i m i t i v e  r o o t s  f o r  a l l  i n t e g e r s .  However, i t  i s  known t h a t  a p o s i t i v e  
i n t e g e r  N h a s   p r i m i t i v e   r o o t s   i f   a n d   o n l y   i f  N i s  2 , 4 ,  a power of  a n  odd 
p r ime ,   o r  twice a power  of   an  odd  pr ime.   Also,   there  is  no known simple  and 
e f f i c i e n t  a l g o r i t h m  t o  f i n d  t h e  p r i m i t i v e  r o o t s  o t h e r  t h a n  b y  t h e  u s e  o f  t h e  
d e f i n i t i o n .   I n   g e n e r a l ,   i f  a i s  a p r i m i t i v e   r o o t   o f  N ,  t h e n   a n y   o t h e r  
p r i m i t i v e   r o o t   o f  N is found among t h e  member o f   t h e  set 
(a,a2, . . . a @ ' ( N ) ) .  It is known, h o w e v e r ,   t h a t   p r i m i t i v e   r o o t s   d o   e x i s t ,  
t h e  e x a c t  number  o f  p r imi t ive  roo t s  are  g i v e n  b y  t h e  f o l l o w i n g  t h e o r e m s ,  
s t a r t i n g  w i t h  t h e  c o n g r u e n c e  t h e o r e m  f i r s t .  
Congruence thheor-em: ~ .~ L e t  gcd (a, N )  = 1 and l e t  a1 ,a2, . . 
b e  t h e  p o s i t i v e  i n t e g e r s  less t h a n  N and 
r e l a t i v e l y   p r i m e   t o  N .  I f  a i s  a p r i m i t i v e  
r o o t  of N ,  then  a,a , . . . , a(+(N) are  con- 2 
- a @ ' ( N )  
gruent  modulo N t o  al,a2, . . 
o r d e r .  * (N) 
i n  some 
The congruence  theorem leads  immedia te ly  to  the  next f - two theorems.  
P r i m i t i v e  r o o t  th-eorem: ~ . . .  If N h a s  a p r i m i t i v e  r o o t ,  t h e n  i t  h a s  
e x a c t l y  @' [@'(N)  ] of them. 
P r i m e  p r i m i t i v e  " . r o o t  theoref": I f  N i s  a p r i m e ,  t h e n  t h e r e  are e x a c t l y  
@'(N - 1) i n c o n g r u e n t  p r i m i t i v e  r o o t s  o f  
N .  
The above theorems w i l l  b e  i l l u s t r a t e d  b y  two examples. 
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Example 3-4. L e t  N = 11. There are  e x a c t l y  + ( l o )  = 4 p r i m i t i v e   r o o t s  
of 11. The smallest  p r i m i t i v e  r o o t  o f  11 i s  2 ( b y   t a b l e  
l o o k u p ) .  T h e  o t h e r  t h r e e  p r i m i t i v e  r o o t s  o f  11 must  be 
among t h e  member o f  t h e  s e t  2i, i = 1 , 2 ,  . . . , 10 modulo 11 
as shown  below: 
By t e d i o u s  c a l c u l a t i o n ,  t h e s e  t h r e e  p r i m i t i v e  r o o t s  o f  11 
are  6 ,   7 ,   and  8. The 10 p o w e r s   o f   t h e   p r i m i t i v e   r o o t  2 
p re sen ted   above   fo rmed   t he   cyc l i c   g roup  M 1 1  and   t he re -  
f o r e  are c o n g r u e n t  i n  some o r d e r  t o  t h e  @(11) numbers i n  
t h e  set (1 ,2 ,3 ,  . . ., 10). 
Example  3-5. L e t  N = 9,  which i s  n o t  a prime  number.  There are e x a c t l y  
(p(@ ( 9 ) )  = @ ( 6 )  = 2 p r i m i t i v e  r o o t s  of 9 .  The smallest 
p r i m i t i v e   r o o t   o f  9 is 2 ( b y   t a b l e   l o o k u p ) .  The o t h e r  
p r i m i t i v e  r o o t  c a n  b e  f o u n d  among t h e  s i x  powers o f  
2 modulo 9 as shown below: 
By t e d i o u s  c a l c u l a t i o n ,  t h i s  p r i m i t i v . e  r o o t  o f  9 i s  5. 
Now t h e  i n t e g e r s  less t h a n  a n d  r e l a t i v e l y  p r i m e  t o  9 are 
1, 2 ,  4 ,   5 ,  7 ,  and 8, and  these  numbers are  c o n g r u e n t   i n  
some o r d e r  t o  t h e  s i x  p o w e r s  o f  2 presented  above .  
I n   t h e  TN d e s i g n ,  a prime number N = 521 i s  s e l e c t e d .   T h e r e  are 
(p(520) = 1 9 2  p r i m i t i v e  r o o t s  t o  c h o o s e  f r o m  as a p r i m i t i v e  g e n e r a t o r  t o  gen- 
e ra te  t h e   c y c l i c   g r o u p  M521  = (1 ,2 ,  . . ., 5 2 0 ) .   I n   p r a c t i c e ,   t h e   s m a l l e s t  
p r i m i t i v e   r o o t  i s  s e l e c t e d   a s   t h e   g e n e r a t o r .   F o r  N = 521, 3 i s  t h e  smallest 
p r i m i t i v e   r o o t .   T a b l e s   o f   t h e  smallest p r i m i t i v e   r o o t  r of   the   p r ime 
number p c a n   b e   f o u n d   i n   r e f e r e n c e s  1 2  and 1 7 .  I n   r e f e r e n c e   1 2   ( p .  3 2 7 ) ,  
r is  g i v e n   f o r  2 s p 1000. I n   r e f e r e n c e   1 7   ( p p .   8 6 4   t o   8 6 9 ) ,  r i s  given 
f o r  3 < p < 9 9 7 3 .   O t h e r   t h a n   t h e s e   t a b l e s ,   t h e r e  a re  no known a l g o r i t h m s  
t o d a y ,   f o r   e x a m p l e ,   t o   f i n d   t h e   1 9 2   p r i m i t i v e   r o o t s   o f  N = 5 2 1   o t h e r   t h a n  
e s s e n t i a l l y   u s i n g   t h e   s t a t e d   d e f i n i t i o n .  It i s  t o   b e   n o t e d ,   h o w e v e r ,   t h a t  
2 is  n o t  a p r i m i t i v e   r o o t  of N = 521  because  2260 E 1 modulo  521,  which 
v i o l a t e s   t h e   p r i m i t i v e   r o o t   d e f i n i t i o n ,   s i n c e  260  @(521) = 520. A method 
of  calculat ing 2260,  an old and undocumented method i n  number theory,  i s  
shown i n  a p p e n d i x  A. A s  w i l l  b e  d e s c r i b e d  l a t e r ,  t h i s  method a l s o  w i l l  be  
used as t h e  f i r s t  h i g h - s p e e d  i m p l e m e n t a t i o n  m e t h o d  o f  t h e  Swanson network. 
Theory  of  Indices  
The t h e o r y  
i s  a n a l o g o u s  t o  
similar t o  t h a t  
o f  i n d i c e s  i s  a n  o l d  a n d  n e g l e c t e d  t o p i c  i n  number  theory. It 
t h a t  of l o g a r i t h m s ,  w h e r e  t h e  p r i m i t i v e  r o o t  p l a y s  t h e  p a r t  
o f  a b a s e  o f  a logar i thm.  The m a j o r  d i f f e r e n c e  i s  t h a t  
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i n d i c e s  are computed   us ing   the   theory  of c o n g r u e n c e s .  I n  t h e  TN d e s i g n ,  t h e  
b a r r e l  s w i t c h  i m p l e m e n t a t i o n  of t h e  Swanson ne twork  can  be  descr ibed  most  
s imply  by  us ing  the  theo ry  o f  i nd ices .  
L e t  N b e  a p o s i t i v e   i n t e g e r .  Two i n t e g e r s  a and b are s a i d   t o   b e  
congruence modulo N ,  symbolized by 
a E b (mod N )  (3-3) 
i f  N d i v i d e s   t h e   d i f f e r e n c e  a - b. L e t  r b e   t h e   p r i m i t i v e   r o o t   o f  N. 
From t h e   c o n g r u e n c e   t h e o r e m ,   t h e   f i r s t  @(N) powers  of r ,  
r , r2 ,  . . ., r@ (N) 
are congruent  modulo N ,  i n  some o r d e r ,   t o   t h o s e   i n t e g e r s  less than  N and 
r e l a t i v e l y   p r i m e   t o  i t .  Hence, i f  a is  a n   a r b i t r a r y   i n t e g e r   r e l a t i v e l y  
p r ime  t o  N ,  t hen  a c a n   b e   e x p r e s s e d   i n   t h e   f o r m  
a I rk (mod  N) (3-4) 
f o r  a s u i t a b l e   c h o i c e   o f  k ,   w h e r e  1 k @(N).  The exponent k i s  c a l l e d  
the   i ndex   o f  a r e l a t i v e  t o  r ,  a n d   t h i s   l e a d s   t o   t h e   f o r m a l   d e f i n i t i o n  on 
the  concept  of  index .  
I n d e x   d e f i n i t i o n :   L e t  r be  a p r i m i t i v e   r o o t  of N. I f  gcd  (a,N) = 1, 
t h e n   t h e  smallest p o s i t i v e   i n t e g e r  k s u c h   t h a t  
a E rk modulo N is c a l l e d   t h e   i n d e x   o f  a r e l a t i v e  
t o  r .  
The s t a n d a r d   n o t a t i o n   f o r   t h e   i n d e x   o f  a re la t ive  t o  r i s  i n d r a   o r ,   i f  
no confus ion  i s  l i k e l y  t o  o c c u r ,  i n d  a i s  used .   C lea r ly ,  1 < i n d  a < @(N) 
and r 
i n d  a 
K r a (mod N )  (3-5) 
N o t e  t h a t  t h e  d e f i n i t i o n  of i ndex  i s  meaningless   unless   gcd  (a ,N) = 1. 
The fol lowing example w i l l  i l l u s t r a t e  t h e  c o n c e p t  o f  i n d e x .  
Example  3-6. The i n t e g e r  2 i s  a p r i m i t i v e  r o o t  o f  11 and   t he  10 powers 
of  2 are l i s t e d  i n  example 3-4.  From t h i s  l ist a t a b l e  
o f  i nd ices  can  be  p repa red  as fo l lows :  
2 3 4 5 6 7 8 9 1 0  "- 
1 0 1 8 2 4 3  7 3 6  5 
It f o l l o w s   t h a t  
i n d 2 1  = 10,  ind22 = 1, . . . , ind210 = 5 
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With  ind ices ,  as w i t h  l o g a r i t h m s ,  m u l t i p l i c a t i o n ,  d i v i s i o n ,  e v o l u t i o n ,  
a n d  i n v o l u t i o n  are r e p l a c e d  b y  a d d i t i o n ,  s u b t r a c t i o n ,  m u l t i p l i c a t i o n ,  a n d  
d i v i s i o n  , r e s p e c t i v e l y .  These c o n c e p t s  are summarized i n  t h e  f o l l o w i n g  t h e -  
orem wi thout  proof .  
Index   theorem 1: I f  N h a s  a p r i m i t i v e   r o o t  r a n d   i n d  a d e n o t e s   t h e  
i n d e x   o f  a relative t o  r ,  t h e n  
(1) i n d  ( a b )  E i n d  a + i n d  b modulo $(N) 
(2) i n d  ak 5 k i n d  a modulo  $(N) f o r  k > 0 
( 3 )  i n d  1 E 0 modulo  $(N), i n d  r 5 1 modulo  $(N) 
The theory of i n d i c e s  c a n  b e  u s e d  t o  s o l v e  c e r t a i n  t y p e s  o f  c o n g r u e n c e s .  
For  example ,  cons ider  the  b inomia l  congruence  
Xk E a modulo N , k 2 (3-6) 
where X i s  t h e  unknown, a i s  a n   i n t e g e r   w i t h   g c d ( a , N )  = 1, and  assume N 
h a s  r as a p r i m i t i v e   r o o t .  By p r o p e r t y  ( 2 )  o f   index   theorem 1, t h i s  con- 
gruence i s  e q u i v a l e n t  t o  t h e  l i n e a r  c o n g r u e n c e  
k i n d  X E i n d  a modulo $(N) 
I f  d = gcd (k,  I$ (PJ) ) and d X i n d  a ,  t h e r e  i s  n o   s o l u t i o n .   B u t   i f  d I i n d  a ,  
t h e n   t h e r e  are e x a c t l y  d i n c o n g r u e n t   s o l u t i o n s .   T h i s   l e a d s   t o   t h e   f o l l o w i n g  
two theorems. 
~_____ Index  theorem 2: L e t  N b e   a n   i n t e g e r   w i t h   p r i m i t i v e   r o o t  r and 
gcd  (a,N) = 1. Then the   congruence  Xk a modulo N 
h a s  a s o l u t i o n  i f  a n d  o n l y  i f  
a (N)’d 1 modulo N 
where d = gcd  (k , I$(N)) ;   i f  i t  h a s  a s o l u t i o n ,   t h e r e  are 
e x a c t l y  d s o l u t i o n s  modulo N. 
Index  theorem 3: L e t  N b e  a prime  and  gcd  (a,N) = 1. Then the   con-  
gruence  Xk = a modulo N h a s  a s o l u t i o n  i f  a n d  o n l y  i f  
a (N-l) ’d 3 1 modulo N 
where d = gcd (k,N - 1). 
To c o n c l u d e  t h i s  s e c t i o n ,  two  examples are g i v e n  b e l o w  t o  i l l u s t r a t e  
t h e s e  c o n c e p t s .  
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Example  3-7. So lve   t he   b inomia l   congruence  
7X3 E 3 (mod 11) 
A t a b l e  of i n d i c e s   u s i n g   t h e   p r i m i t i v e   r o o t  r = 2 is 
p r e s e n t e d   i n   e x a m p l e  3-6.  The  gcd (k,$ ( N ) )  = gcd 
(3, lO) = 1, and 1 d i v i d e s   i n d 2 a  = ind23 = 8. So t h e r e  i s  
e x a c t l y   o n e   s o l u t i o n .   T h i s   s o l u t i o n  is found as f o l l o w s :  
ind27 + 3 ind2X E ind23 (mod 10)  
7 + 3 ind2X E 8 (mod 10) 
3 ind2X 1 (mod 10) 
A t  t h i s   p o i n t  X must   be   found  by   d i rec t   computa t ion .  By 
d i r e c t   s u b s t i t u t i o n   o f   i n d 2 X ,   f o r  X = 1 , 2 , 3 ,  . . ., 10 
i n t o   t h e  l a s t  congruence,   only X = 7 is  s a t i s f i e d .  Thus 
X = 7 is t h e   s o l u t i o n .  
Example 3-8. Solve   the   b inomia l   congruence  
3x4 E 9 (mod 11) 
The  gcd = d = ( 4 , l O )  = 2 and d I ind29 = 6,  so t h e r e  a r e  
two s o l u t i o n s .  Now, 
ind23 + 4 ind2X E ind29 (mod 10) 
8 + 4 ind2X 6 (mod 10) 
4 ind2X E -2  (mod 10) 
~8 (mod 10) 
Since  gcd ( 4  ,8,lO) = 2 ,  t h e n  
2 ind2X 4 (mod 5) 
Since  gcd  (2 ,5)  = 1, t h e n  
ind2X E 2 (mod 5) 
o r  
ind2X 5 2 , 7  (mod 5) 
The s o l u t i o n s  are X = 4 and  7.  
1 4  
P 
I V .  SWANSON NETWORK 
The  Swanson n e t w o r k  ( r e f .  8) i s  a s i m p l e  i n t e r c o n n e c t i o n  n e t w o r k  t h a t  c a n  
be  used  to  unsc ramble  p -o rde red  vec to r s .  I ts  d e s i g n  is based  on a so -ca l l ed  
k-apar t   in te rconnec t ion   ne twork   where  k is a p r i m i t i v e   r o o t  of N ,  and N 
is t h e  number of memory modu les  o r  t he  number  of r e g i s t e r s  i n  a r e g i s t e r  a r r a y ,  
depend ing   on   t he   con tex t   o f   t he   desc r ip t ion .   Because   o f  i ts s i m p l i c i t y ,   t h e  
Swanson n e t w o r k   r e q u i r e s  m i t e r a t i v e   r o u t i n g s   t o   u n s c r a m b l e  a p-ordered 
vec to r .   The   va lue  m is  r e l a t e d   t o  k and p by km : p (mod N ) .  I f  N is 
pr ime,   then  a t  most m = N - 2 r o u t i n g s  are r e q u i r e d .  
L e t  t he  n -e l emen t  vec to r  X ,  a f t e r  i t  is fe tched   f rom a memory system 
c o n s i s t i n g   o f  N modu les ,   be   s to red   i n  N r e g i s t e r s ,   w h e r e   o b v i o u s l y  
n < N. L e t  t he   l emen t s   o f  X b e  X i ,  i = 0 ,1 ,2 ,  . . ., n - 1. L e t  j be  
t h e   p o s i t i o n a l   i n d e x   o f  N ,  and j = 0 , 1 , 2 ,  . . ., N - 1. The  vec tor  X is 
p-ordered i f   t h e   p o s i t i o n s   o f  i t s  e lements  Xi a re  descr ibed   by  
p i : j (mod  N) (4-1) 
Equat ion  ( 4 - 1 )  i s  t h e  same as e q u a t i o n  ( 2 - 2 )  as d e s c r i b e d  p r e v i o u s l y  i n  
s e c t i o n  11. A 5 - o r d e r e d   v e c t o r   f o r  n = 8 and N = 11 is shown i n  f i g u r e  4 ( a ) .  
From t h i s  d e f i n i t i o n  o f  p - o r d e r e d  v e c t o r ,  i t  i s  known from number theory that  
t h e   l i n e a r   c o n g r u e n c e   i n   e q u a t i o n   ( 4 - 1 )   h a s  a u n i q u e   s o l u t i o n   f o r  i i f  and 
only  i f   gcd  (p ,N) = 1, and   t he   equa t ion   can   be   so lved  by t h e  t h e o r y  of p r i m i -  
t i v e  r o o t s  a n d   i n d i c e s .   F o r   t h i s   r e a s o n ,  Swanson p roposed   an   i n t e rconnec t ion  
c a l l e d  a k-apar t  in te rconnec t ion  ne twork  and  is d e f i n e d  as  f o l l o w s :  
D e f i n i t i o n .  N r e g i s t e r s  are i n t e r c o n n e c t e d   w i t h  a k -apa r t   i n t e rconnec -  
t i o n ,  k = 1 , 2 ,  . . ., N - 1, i f   t h e   c o n t e n t   o f   r e g i s t e r   k j  
(mod N)  c a n   b e   t r a n s f e r r e d   d i r e c t l y   t o   r e g i s t e r  j .  The 
n o t a t i o n  f o r  s u c h  a n  i n t e r c o n n e c t i o n  i s  
Reg ( k j  mod  N) + Reg ( j )  ( 4 - 2 )  
j O 1 2 3 4 5 6 7 8 9 1 0  
!I 
I 
8-ELEMENT  5-ORDERED VECTOR I N  REGlSlTERS 
( B l m ! y m m m o o E i o o o  
c c ) m m m c r 3 m F i J ! y m m E i m  
AFTER FIRST ROUTING 
AFTER SECOND ROUTING 
( D ) m m O O O m O m m m M  
AFTER THIRD  ROUTING 
( E ) ~ ~ ~ U ~ H ~ ~ M m m  
AFTER FOURTH  ROUTING 
F i g u r e  4. -  Unscrambling a 5-ordered 
v e c t o r  w i t h  a 2 -apa r t  i n t e rcon-  
nec t ion  o f  11 r e g i s t e r s .  
The problem confronted now is  t o  
de te rmine   the   va lue   o f   k .  A s  w i t h   t h e  
d e f i n i t i o n  of   p-ordered  vectors ,  k 
m u s t  b e  r e s t r i c t e d  t o  b e  r e l a t i v e l y  
p r i m e   t o  N so t h a t  a l l  p-ordered  vec- 
t o r s  c a n  b e  u n s c r a m b l e d  i n ,  s a y ,  m 
r o u t i n g s .  When a v e c t o r   c o n t a i n e d   i n  
t h e  r e g i s t e r s  is  t o  b e  r o u t e d  a l o n g  t h e  
i n t e r c o n n e c t i o n  p a t h s ,  a l l  r e g i s t e r s  
t r a n s f e r  t h e i r  c o n t e n t  s i m u l t a n e o u s l y .  
I f  t h e  r e g i s t e r s  c o n t a i n  a p-ordered 
v e c t o r  w i t h  p = k ,   t h e n   o n e   t r a n s f e r  
i s  s u f f i c i e n t  t o  u n s c r a m b l e  t h e  v e c t o r  
t o  a 1 - o r d e r e d   v e c t o r .   I n   o r d e r   t o  
meet t h e s e  r e q u i r e m e n t s ,  k i s  necessa r -  
i l y  a p r i m i t i v e   r o o t   o f  N as  w i l l  b e  
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desc r ibed  later. W i t h   t h i s   i n f o r m a t i o n ,   a n   i n t e r c o n n e c t i o n   n e t w o r k   f o r  N = 11 
can   be   cons t ruc t ed   u s ing  k = 2 s i n c e  2 is a p r i m i t i v e   r o o t  of 11. From 
equa t ion  ( 4 - 2 ) ,  t h e  c a l c u l a t i o n  f o r  t h e  c o n n e c t i o n s  i s  shown i n  t a b l e  1, and 
t h e  p h y s i c a l  c o n n e c t i o n s  are shown i n  f i g u r e  4 ( a ) .  The unscrambling  of a 
5 -o rde red   vec to r   r equ i r e s  m = 4 r o u t i n g s ,   a n d   t h i s  is c a l c u l a t e d   f r o m  
TABLE 1.- INTERCONNECTION FOR 
















~ . .  - 
Connect  ion 
o - t o  
2 + 1  
4 + 2  
6 + 3  
8 + 4  
10 + 5 
1 1 . 6  
3 + 7  
5 + 8  
7 + 9  
9 -+ 1 0  
. - .  ~ 
- " 
2m 5 5 (mod 11) , m = 4 
The  s t ep -by- s t ep  p rocess  o f  t h i s  
unscrambling i s  shown i n   f i g u r e  4 .  It 
is  i n t e r e s t i n g   t o   n o t e  how p changes 
a f t e r   e a c h   r o u t i n g .   S i n c e  it  r e q u i r e s  
a t o t a l  of f o u r  r o u t i n g s ,  t h e  p r o g r e s -  
s i o n  of p w i t h   r e s p e c t   t o  m i s  
m = O  1 2  3 4 
p = 5  8 4 2 1 
( 4 - 3 )  
which i s  a p r o g r e s s i o n  s f  t h e  p o w e r s  of 
k = 2 .  A f t e r   t h e  (m - 1) t h  r o u t i n g ,  
t h e  v e c t o r  a l w a y s  r e d u c e s  t o  k - o r d e r e d ;  
t h u s ,  a p -o rde red   vec to r ,   w i th  p = k,  
can be unscrambled in  one more rout ing.  
From t h e  d i s c u s s i o n s  o f  p - o r d e r e d  v e c t o r s  i n  s e c t i o n  I1 and  cyc l i c  g roups  
i n  s e c t i o n  111, N is n e c e s s a r i l y  a prime s o  t h a t  a l l  p - o r d e r e d  v e c t o r s ,  f o r  
p = 1 , 2 , 3 ,  . . ., N - 1, can b e  unscrambled.   Since k i s  a p r i m i t i v e   r o o t  of 
N ,  then  the  in te rconnec t ions  genera ted  by  equat ion  (4-2)  are a c y c l i c  g r o u p  
MN o f   o rde r  N - 1. The r e s u l t a n t   i n t e r c o n n e c t i o n  w i l l  unscramble  any 
p -o rde red   vec to r   i n  m r o u t i n g s   a c c o r d i n g   t o  
km e p (mod N) (4-4 1 
W i t h  t h e s e  d i s c u s s i o n s ,  a theorem can now be  formula ted .  
Swanson theor-ep: I f  N r e g i s t e r s  are in t e rconnec ted   w i th  a k-apart  
i n t e r c o n n e c t i o n  I< E MN, then  a p -o rde red   vec to r ,  
p E MN,  c o n t a i n e d  i n  t h e s e  r e g i s t e r s  c a n  b e  c o n v e r t e d  
t o  a 1 - o r d e r e d   v e c t o r   i f   a n d   o n l y   i f  p is an  e lement  
of t h e   c y c l i c   g r o u p  MN gene ra t ed  by k. 
The proof   o f   th i s   theorem i s  s i m p l y  t h e  f a c t  t h a t  a f t e r  m rou t ings   t h rough  
t h e  n e t w o r k ,  t h e  c o n t e n t s  of t h e  r e g i s t e r s  are given by 
Reg [ j 1 5 (p-'km) j (mod  N) ( 4 - 5 )  
f o r  j = 0 , 1 , 2 ,  . . ., N - 1 and p-' i s  t h e   m u l t i p l i c a t i v e   i n v e r s e  of 
p modulo N. I n  o r d e r  f o r  t h e  v e c t o r  t o  become 1 - o r d e r e d  a f t e r  some  number  of 
r o u t i n g s ,  m f rom  equat ion  (4 -5 )  must s a t i s f y  
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Reg [ j ]  E j = (p  -1 k m ) j (mod N) 
A v a l u e   f o r  m s a t i s f i e s   t h i s   e q u a t i o n   f o r  a l l  v a l u e s   o f  j i f  a n d   o n l y   i f  
m s a t i s f i e s  
p-lkm E 1 (mod  N) 
o r  
km p (mod  N) 
( 4 - 7 )  
From t h i s ,  it i s  clear t h a t  t h e  p - o r d e r e d  v e c t o r  c a n  b e  u n s c r a m b l e d  i f  a n d  
o n l y   i f  p is an  e lement  of t h e   c y c l i c   g r o u p  MN genera ted   by   k .   Fur ther -  
more, k m u s t   n e c e s s a r i l y   b e  a p r i m i t i v e   r o o t   o f  N s o  t h a t  a l l  v a l u e s   o f   p ,  
f o r  p = 1 , 2 ,  . . ., N - 1, can   be   gene ra t ed   by   equa t ion  ( 4 - 8 ) .  F o r   a n   a r b i -  
t r a r y   v a l u e  of p between 1 and N - 1, t h e  maximum v a l u e   o f  m i n  equa- 
t i o n  ( 4 - 8 )  i s  N - 2 ,  which is t h e  maximum number  o f  rou t ings  r equ i r ed  to  
unscramble a p -o rde red   vec to r .  A s  an  example (TN c a s e ) ,  l e t  N = 5 2 1  and 
k = 3 ,  t h e n  3519 E 174 (mod 521). 
I n  summary, i t  c a n   b e   s e e n   f r o m   t h e   t h e o r e m   t h a t   i f  N i s  a prime  and 
k is a p r i m i t i v e   r o o t   o f  N ,  t h e n  MN genera ted   by  k i s  a c y c l i c   g r o u p .  
The  order  of MN i s  N - 1 and   t he   l emen t s  a re  1 , 2 ,  . . ., N - 1. A l l  
p - o r d e r e d   v e c t o r s ,   f o r  p = 1 , 2 ,  . . ., N - 1, can   be   unscrambled   to  a 
1-ordered  vector   by a s ing le   k -apa r t   i n t e rconnec t ion   ne twork .   Th i s   unsc ram-  
b l i n g  p r o c e s s  i s  e f f e c t e d  b y  r o u t i n g  t h e  e l e m e n t s  o f  t h e  v e c t o r  t h r o u g h  t h e  
network m times ( s e e ,   e . g . ,   f i g .  4 )  a c c o r d i n g   t o  
km E p (mod N) ( 4 - 9 )  
The maximum number o f   r o u t i n g s  i s  m = N - 2 .  A f t e r   t h e  (m - 1 ) t h   r o u t i n g ,  
t h e  v e c t o r  a l w a y s  r e d u c e s  t o  k - o r d e r e d  so  t h a t  t h e  v e c t o r  c a n  b e  r e d u c e d  t o  
a 1 - o r d e r e d   v e c t o r   a f t e r   t h e   m t h   r o u t i n g .   P r i o r   t o   t h e   m t h   r o u t i n g ,   t h e  
r educ t ion   o f  p a f t e r   e a c h   r o u t i n g  i s  p r o g r e s s i n g   i n   t h e   p o w e r s   o f  k ( s e e ,  
e . g . ,  eq. ( 4 - 3 ) ) .  
V .  TRANSPOSITION NETWORK DESIGN: k-APART NETWORK IMPLEMENTATION 
As d e s c r i b e d  i n  s e c t i o n  I V ,  t h e  Swanson k-apar t  ne twork  can  be  used  to  
unsc ramble   an   - e l emen t   p -o rde red   vec to r   s to red   i n  N r e g i s t e r s  n N ,  w i t h  
a maximum of N - 2 r o u t i n g s .   I f  N i s  l a r g e ,   l i k e  521 i n   t h e  FMP, t h e n   t h e  
unscrambling  can  be a l o n g   d e l a y .  T o  overcome t h i s  p r o b l e m ,  s e v e r a l  k - a p a r t  
ne tworks   can   be   connec ted   i n  series t o  p e r f o r m  t h e  N - 2 r o u t i n g s  i n  t h e  
p rogres s ion   o f   t he   powers   o f  k as s u g g e s t e d   i n   e q u a t i o n  ( 4 - 3 ) .  I n  electri-  
ca l  e n g i n e e r i n g  t h i s  t e c h n i q u e  is ca l l ed  loga r i thmic  compress ion ,  wh ich  is 
similar t o   t h e   t e c h n i q u e   o f   c o m p u t i n g  Nk i n   2 l o g 2 ( k  + 1) s t e p s  as shown i n  
appendix A. I n   t h e   s e q u e l ,  i t  w i l l  b e  shown t h a t  t h e  N - 2 r o u t i n g s   c a n   b e  
r e d u c e d   t o  L = log2N r o u t i n g s   b y   u s i n g  L kv-apart   networks,   where v = 2i 
f o r  i = 0,1,2, . . ., L - 1. 
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L e t  t h e   i n t e g e r  N b e   r e p r e s e n t e d  by an   L-b i t   b inary   number .  A t  most,  
when N i s  a t  i t s  maximum v a l u e ,  N i s  
N =  2L-1 + . . . + 2 l  + 2O = zL - 1 (5-1) 
o r  
This g i v e s  
N - 2 = 2 L - 3  (5-2 1 
f o r  N = 521, L = 10,  a n d   f o r  N = 11, L = 4 .   In   equa t ion   (5 -3 ) ,  i t  i s  sug- 
g e s t e d   t h a t   t h e  N - 2 r o u t i n g s   c a n   b e   r e d u c e d   t o  L = log2N r o u t i n g s  by 
u s i n g  L k-apar t   ne tworks   connec ted   in  series i n  L l e v e l s .  A t  l e v e l  i, 
t h e  n e t w o r k  w i l l  p e r f o r m  e i t h e r  a s t r a i g h t - t h r o u g h  c o n n e c t i o n  ( n o  r o u t i n g )  o r  
a r o u t i n g   b y   t h e  amount e q u a l   t o  kv (mod N),  where v = 2i f o r  
i = 0 , 1 , 2 ,  . . ., L - 1. The s e l e c t i o n   e i t h e r   ' ' t o   r o u t e ' '   o r   " s t r a i g h t  
through" i s  c o n t r o l l e d  by t h e   b i n a r y   b i t  2i  o f  m ,  where m is c a l c u l a t e d  
as 
km E p (mod N) (5-4) 
L e t  U(x)   denote   the   k -apar t   ne twork  a t  l e v e l  i f o r  i = 0,1 ,  . . ., 
L - 1. Then t h e  L l e v e l s  of networks are  as f o l l o w s :  
U(x) = k2 (mod N) 1st l e v e l  
U(x) = k2 (mod  N) 2nd l e v e l  
U(x) = k2 (mod  N) 
L- 1 
L t h  l e v e l  
A s  an   example ,   for  N = 11, k = 2 ,  t h e  f o u r  l e v e l s  o f  n e t w o r k s  are: 
U(2) = 2-apart  
U(4) = 4-apar t  
U(5) = 5-apar t  
U ( 3 )  = 3-apar t  
1st l e v e l  
2nd l e v e l  
3 r d  l e v e l  
4 t h  l e v e l  
Note t h a t  t h e  c o m b i n a t i o n s  of t h e  numbers 2 ,  3 ,  4 ,  and 5 c a n  b e  s e l e c t e d  
a p p r o p r i a t e l y  t o  f o r m  a n y  number  from 2 t o  10; a n d  t h e r e f o r e ,  it can be used 
to   unsc ramble   any   p -o rde red   vec to r   fo r  p = 1 , 2 ,  . . ., 10 .  F o r   t h e   t r i v i a l  
case when t h e  v e c t o r  t o  b e  u n s c r a m b l e d  is  a 1 -o rde red  vec to r ,  t hen  a l l  f o u r  
l e v e l s  w i l l  b e   s e l e c t e d  as " s t r a igh t   t h rough , "   because  m i s  z e r o  i n  t h i s  
case, as c a l c u l a t e d  by equat ion   (5-4) .   This   concept   o f   us ing  L l e v e l s  of 
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k-apa r t   ne tworks   t o   imp lemen t   t he  TN i s  shown i n  f i g u r e  5 .  The  implementation 
of a TN f o r  N = 11 and k = 2 is  shown i n  f i g u r e  6 w i t h  m set t o  9 f o r  
unscrambling a 6 - o r d e r e d   v e c t o r ,   s i n c e  Z 9  6 (mod 11). F o r   t h e  case when 
N = 521 and k = 3 ,  t h e  10 l e v e l s  o f  n e t w o r k s  a re  U(3) ,  U ( 9 ) ,  U(16), U(256), 
U(411),  U(117),  U(143),  U(130),  U(228),  and  U(405). 
V I .  TRANSPOSITION NETWORK DESIGN: BARREL SWITCH IMPLEMENTATION 
The  implementat ion  of   the Swanson  Network u s i n g  L = log2N  k-apart   net-  
works i s  a s i g n i f i c a n t  s t e p  i n  i n c r e a s i n g  t h e  u n s c r a m b l i n g  s p e e d  b y  r e d u c i n g  
t h e  number  of r o u t i n g s  m from N - 2 t o  log2N.  The c o s t   f o r   t h i s   g a i n   i n  
speed i s  t h e  i n c r e a s e  i n  h a r d w a r e  c o m p l e x i t y ,  w h e r e  t h e  number of k-apart net- 
works i s  increased   f rom 1 t o  log2N.  There is ,  h o w e v e r ,   a n   a l t e r n a t i v e   t o   t h e  
implementat ion.  By a c l o s e   i n s p e c t i o n   o f   t h e   k - a p a r t   n e t w o r k ,  i t  can   be  
o b s e r v e d  t h a t  t h e r e  is a u n i f o r m  s h i f t  p a t t e r n  i n  i t s  i n p u t  t o  o u t p u t  c o n n e c -  
t i o n s   ( s e e ,   e . g . ,   f i g .   6 ) .   F o r   t h i s   r e a s o n ,  i t  is  r e a s o n a b l e   t o   e x p e c t   t h a t  
a u n i f o r m - s h i f t  n e t w o r k  ( r e f .  1 8 ) ,  com- 
monly c a l l e d  a b a r r e l  s w i t c h ,  c a n  b e  
used   fo r   such   an   imp lemen ta t ion .  In 
t h e  s e q u e l ,  i t  w i l l  b e  shown t h a t  a 
s i n g l e  l e v e l  of b a r r e l  s w i t c h ,  p l u s  a 
f ixed  wi r ing  pa t t e rn  connec ted  acco rd -  
i n g   t o  km 5 p (mod  N) and i t s  i n v e r s e ,  




I KpL" (MOD N) 
\LMSB OF MI 
1-ORDERED  VECTOR 
Figure  5 . -  Implementa t ion  of  Swanson 
ne twork  us ing  L levels  of  k-apart  
networks.  
F igu re   6 . -  TN f o r  N = 11 and k = 2 ,  
showing the unscrambling of  a 
6 - o r d e r e d  v e c t o r  f o r  t h e  r o u t i n g  
amount M = M ~ M ~ M ~ M o  = 1001. A 
"0" means s t r a i g h t  t h r o u g h  a n d  a 
"1" means r o u t i n g .  
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l eve l s  o f  k -apa r t  ne tworks .  The c o n t r o l  f o r  t h e  b a r r e l  s w i t c h  is sjmple  where 
m s i m p l y   c o n t r o l s   t h e   s w i t c h   s h i f t   a m o u n t .  
A b a r r e l  s w i t c h  i s  a c o m b i n a t i o n a l  l o g i c  n e t w o r k  t h a t  c a n  p e r f o r m  a uni -  
fo rm sh i f t  o f  an  incoming  vec to r  by  a f i x e d  number  of  pos i t ions .  The s h i f t  
d i r e c t i o n  c a n  b e  e i t h e r  l e f t  o r  r i g h t  w i t h  o p t i o n s  o f  e i t h e r  e n d - o f f  o r  end- 
around.  The d e s i g n  d e s c r i p t i o n  o f  b a r r e l  s w i t c h e s  i s  a lmost  a l l  c o n t a i n e d  i n  
p a t e n t  l i t e r a t u r e .  
I n  "open" l i t e r a t u r e ,  d e s i g n  d e s c r i p t i o n s  are few  and fa r   be tween.   There  
are a few pages i n  t h e  book by Bur roughs  Corpora t ion  in  1968  ( r e f .  19 ) ,  t he  
S igne t i c  8243  8 -pos i t i on  scalar i n  1 9 7 0  ( r e f .  2 0 ) ,  a f ew pages  o f  desc r ip t ion  
in   1970   by   Dav i s   ( r e f .   21 ) ,   and  a des ign   no te   i n   1972   by  Lim (Ref .   22) .   In  
t h i s  s e c t i o n ,  b a r r e l  s w i t c h  d e s i g n  i s  not  of  concern,  and it w i l l  b e  t r e a t e d  
s imply as a u n i f o r m  s h i f t  n e t w o r k ,  i n  p a r t i c u l a r ,  a l e f t  end-around  uniform- 
s h i f t  n e t w o r k .  
I n   t h e   d e s c r i p t i o n   o f   p - o r d e r e d   v e c t o r s   i n   s e c t i o n  11, t h e   v e c t o r  X i s  
p - o r d e r e d   i f   t h e   p o s i t i o n s   o f  i t s  e lements  Xi are d e s c r i b e d  by 
X .  = j p i  (mod N)  
1 (5-1) 
A f t e r  X is  unsc rambled   by   t he   ne twork ,   t he   r e su l t  is a 1 - o r d e r e d   v e c t o r ,   o r  
p = 1 i n   e q u a t i o n  (5-1) . That  i s  , 
X .  i (mod N)  
1 
o r  
X .  = i 
1 (5-3) 
f o r  i = 0 , 1 , 2 ,  . . ., n - 1, and n G N. The o b j e c t i v e   o f   t h i s   s e c t i o n  is t o  
show t h a t  a Swanson network implemented by one row of  barrel  switch,  plus  a 
f ixed  unsc rambl ing  wi r ing  pa t t e rn  and  i t s  i n v e r s e ,  c a n  b e  u s e d  t o  r e d u c e  
equa t ion  (5-1) to equat ion   (5-3) .  
From t h e  Swanson k - a p a r t  n e t w o r k  d i s c u s s i o n  i n  s e c t i o n  I V ,  
km p (mod N) (5-4) 
where k is t h e   p r i m i t i v e   r o o t   o f  N and m is  t h e  number  of r o u t i n g s  
required  to   unscramble  p .   Combining  equat ions  (5-1)   and ( 5 - 4 ) ,  t h e   r e s u l t  i s  
i km 5 Xi (mod N) (5-5) 
I n  t h e  d e s c r i p t i o n  o f  number t h e o r y  i n  s e c t i o n  111, e q u a t i o n  (5-5) i s  a 
binomial   congruence  and i t  can   be   so lved   by   the   theory   o f   ind ices .   Taking  
i n d i c e s  o n  b o t h  s i d e s  o f  e q u a t i o n  ( 5 - 5 ) ,  t h e  r e s u l t  i s  
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i nd  i + m ind  k E i n d  X (mod 4 ( N ) )  k  k k i  
o r  
i nd  i E i n d  X - m indkk (mod $(N)) k k i  
s i n c e  
km E p (mod N)  
t h e n  
m indkk = indkp (mod $ (N) )  (5-8) 
Combining equat ions  (5-7)   and  (5-8) ,   the   re .sul t  is  
i n d  i E i nd  X - indkp (mod Q, ( N ) )  k k i  (5-9) 
o r  
i nd  i E i n d  p i  - indkp (mod Q, ( N ) )  k k (5-10) 
Equation  (5-10) i s  t h e  k e y  e q u a t i o n  i n  d e m o n s t r a t i n g  t h a t  t h e  b a r r e l  
switch  indeed  can  implement   the Swanson  network.  The  implementation  of  this 
key   equat ion  i s  shown i n  f i g u r e  7 .  The e x p l a n a t i o n  of f i g u r e  7 i s  as f o l l o w s :  
1. The i n p u t   t o   t h e   u n s c r a m b l i n g   w i r i n g   p a t t e r n  W ,  point-A, i s  a 
p-ordered   vec tor  X .  E p i  (mod N). 
1 
2 .  I n   o r d e r   t o   o b t a i n  X .  E ( i n d k p ) i  (mod Q,(N)) a t  poin t -By W i s  wired 
a c c o r d i n g   t o   t h e   i n d e x  of p  &f t h e  
unscrambl ing   equat ion  X (p-ORDERED) + x, e Pi (MOD N) 
km ? p (mod N) 
I n  t h i s  e q u a t i o n ,  m E indkp;   and  thus,  
t h e   w i r i n g  i s  from p t o  m f o r  
UNSCRAMBLING WIRING OF ICM P (MOD  N) 
p = 0,1,2, . . ., N - 1. I 
I, 
[MOD 0 (Nl1 
3 .  A t  p o i n t s  B and C y  t h e   i n p u t  BARREL SWITCH M  (SHIFT  M TIMES) 
of Xi E i n d k p i  (mod Q, ( N ) )  i s  s h i f t e d  
m t i m e s  l e f t  end-around  by t h e  b a r r e l  
s w i t c h  t o  o b t a i n  t h e  k e y  e q u a t i o n  
(LEFT END-AROUND SHIFT1 
X .  E i nd  i (mod Q,(N))  
1 k I ~ w-’ I (INVERSE OF W) 
E i n d k p i  - indkp (mod Q, (N)  ) 1 + xi = i (MOD N) 
X (1-ORDERED) 
F i g u r e  7.-  Barrel swi t ch  implemen ta t ion  
of  Swanson n e t w o r k  a c c o r d i n g  t o  t h e  
key   equat ion ,   equa t ion   (5-10) .  
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N o t e   t h a t  m E i n d  p and l e f t  s h i f t  is  minus. It c a n   b e   s h o w   t h a t  k 
m E indkp (mod 4 (N)) 
as f o l l o w s .  From 
km E p (mod N)  
i t  f o l l o w s  t h a t  
m i n d  k E i n d  p (mod 4 ( N ) )  k k 
o r  
m i n d  p (mod @ ( N ) )  k 
s i n c e   i n d  k 5 1 by p r o p e r t y  ( 3 )  of   the  index  theorem. k 
4 .  The o u t p u t  a t  point-D i s  o b t a i n e d  by r o u t i n g  
X .  i n d  i (mod @ ( N ) )  
1 k 
through W - 1 ,  which i s  t h e   i n v e r s e   o f  
W. T h i s   i n v e r s e   w i r i n g   p a t t e r n  w i l l  
o b t a i n  i f rom  ind  i, so  t h a t   h e  
d e s i r e d  o u t p u t  o f  
k 
Xi E i (mod N) 
is o b t a i n e d .  
To i l l u s t r a t e  t h e  a b o v e  s t e p s  f u r -  
t h e r ,   a n   e x a m p l e   f o r  N = 11 and k = 2 
i s  shown i n   f i g u r e  8 .  The wi r ing   pa t -  
t e r n  W i s  c o n s t r u c t e d   a c c o r d i n g   t o  
2m p (mod 11) 
f o r  p = 1 , 2 ,  . . ., 10. The w i r i n g  
d i r e c t i o n  i s  from p t o  m because m 
is  the   i ndex   o f   p .  Also shown i n  
f i g u r e  8 is the  unscrambl ing  of  a 
p -o rde red   vec to r   w i th  p = 6,  t h e  same 
a s  i n  f i g u r e  6.  
'0  '2  '4  '6 *l '3 '1  '3  '5 '7 '2 
A t  t h i s  p o i n t ,  i t  should  be  pointed x. x,  x2 x3  x4 xs X6 x7 '1 '2 '3 
o u t  t h a t  t h e  d e s c r i p t i o n  o f  u n s c r a m b l i n g  
p -o rde red  vec to r s  has  a s sumed  tha t  t he  
o f f s e t  i s  ze ro .   Tha t  i s ,  X0 of X is 
a l w a y s  i n  memory module 0 o r  i n  r e g i s -  
ter 0. I f   t h e   o f f s e t  i s  n o t   z e r o ,   t h e n  
F i  
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= x  
Xi E 6i  (MOD 11) 
W 
PATTERN) 
(FIXED  WIRING 
X,  ind26i  (MOD  10) 
BS 
- M = 9 (SHIFT  LEFT 9 
END-AROUND) 
X, ind2i 
ind26i - ind26 
(MOD I O )  
w- 1 
(INVERSE OF W) 
Xi  =i(MOD 11) 
.gure  8.- I l l u s t r a t i o n  of f i g u r e  7 
f o r  N = 11, k = 2,  and p = 6.  I f  
o f f s e t  of X is n o t   z e r o ,  X can  
b e  p r e s h i f t e d  b y  a n o t h e r  b a r r e l  
s w i t c h   p r i o r   t o   i n p u t   o f  W. 
TIMES 
a p r e s h i f t   o f  X is  requi red .   This   can   be   accompl ished   by  a b a r r e l   s w i t c h  
p r i o r  t o  t h e  i n p u t  o f  t h e  TN. 
V I I .  PROGRAMMING AND APPLICATION 
The programming of the TN, f o r  e i t h e r  t h e  L - l e v e l  k - a p a r t  n e t w o r k s  o r  t h e  
ba r re l   swi t ch   imp lemen ta t ion ,  is  i d e n t i c a l   a n d   v e r y   s i m p l e .  It i n v o l v e s   o n l y  
two p a r a m e t e r s :   t h e   o f f s e t   a n d   t h e   s h i f t  amount m. These two parameters  are  
a v a i l a b l e  f r o m  t h e  c o m p i l e r  o f  t h e  FMP s i n c e  t h e  c o m p i l e r  i s  r e s p o n s i b l e  f o r  
l a y i n g  o u t  t h e  t h r e e - d i m e n s i o n a l  d a t a  se t  i n  t h e  EM modules.  The o f f s e t  o f  a 
p-ordered  vector  X ,  as d e s c r i b e d  i n  s e c t i o n  11, is a v a r i a b l e  a n d  is simply 
e q u a l  t o  t h e  memory m o d u l e   a d d r e s s   o f   t h e   f i r s t   e l e m e n t   o f  X .  The  param- 
eter p i s  a l s o  a v a r i a b l e   a n d  i s  s i m p l y   e q u a l   t o   t h e   d i f f e r e n c e   o f   t h e  
memory module   addresses   o f  Xi+l and Xi of X ,  f o r  i = 1 , 2 ,  . , -, n.  Note 
t h a t   h e   s u b s c r i p t  i of X h e r e  i s  changed t o  "1 t o  n" b e c a u s e   i n  FORTRAN 
m a t r i x ,   t h e   c o u n t i n g  starts w i t h  1, n o t  0 .  Once p is known, m can  be 
o b t a i n e d  as t h e   i n d e x   o f  p a c c o r d i n g   t o  km 3 p (mod N). 
The p r i m a r y  a p p l i c a t i o n  o f  t h e  TN is  fo r  unsc rambl ing  p -o rde red  vec to r s  
t h a t  ar ise  n a t u r a l l y  f r o m  d a t a  a l l o c a t i o n  i n  memory modules.  The  secondary 
a p p l i c a t i o n  i s  for  da ta  communica t ion  be tween processors  th rough the  EM mod- 
u l e s ,  s i n c e  t h e r e  a re  no d i r e c t  c o n n e c t i o n s  b e t w e e n  p r o c e s s o r s  o f  t h e  FMP a s  
shown i n  f i g u r e  1. 
I n  t h i s  s e c t i o n ,  t h e  d e r i v a t i o n  o f  t h e  memory module addresses  and a 
b r i e f  d e s c r i p t i o n  o f  t h e  TN app l i ca t ion  to  unsc ramble  th ree -d imens iona l  da t a  
sets o f   t u rbu len t   f l ows  a re  p r e s e n t e d .   T h e   p r e s e n t a t i o n   h e r e  i s  f o r  i l l u s t r a -  
t i v e  p u r p o s e s  o n l y .  I n  p r a c t i c e ,  t h e  a c t u a l  t e c h n i q u e s  u s e d  may b e  d i f f e r e n t .  
A l s o ,  t h e  a p p l i c a t i o n  o f  t h e  TN t o  p e r f o r m  a p e r f e c t  s h u f f l e  i s  d e s c r i b e d  
b r i e f l y  w i t h o u t  p r o o f .  
PROGRAMMING 
Befo re  p roceed ing  wi th  the  memory m o d u l e  a d d r e s s  c a l c u l a t i o n ,  t h e  d e f i n i -  
t i o n s  o f  a f e w  n o t a t i o n s  are i m p o r t a n t .  L e t  a th ree -d imens iona l   da t a  set be 
r e p r e s e n t e d  by D( I , J ,K) ,   where  I , J ,  and K a re  t h e  maximum v a l u e s   i n   t h e  
th ree   d imens ions .  It fo l lows   t ha t   D(1 )   and   D(1 , J )  are  one-dimensional  and 
two-dimensional   data  sets, r e s p e c t i v e l y .   I f   t h e   d a t a   l a y o u t  method is  row 
m a j o r   o r d e r ,   t h e n  I ,  J ,  and K r e p r e s e n t   h e   r o w ,   c o l u m n ,   a n d   f i l e ,   r e s p e c -  
t i v e l y .  I f  , however ,   the   da ta   l ayout   method is  column  major   order ,   then I ,  J ,  
and K r e p r e s e n t   t h e   c o l u m n ,   r o w ,   a n d   f i l e ,   r e s p e c t i v e l y .  A s  an  example,   the  
d a t a  set  D ( I , J , K )   i n   f i g u r e  9 i s  D ( 3 , 5 , 7 )   f o r  row ma jo r   o rde r   and  is 
D(5 ,3 ,7 )   fo r   co lumn  ma jo r   o rde r .   I n   t h i s   pape r ,   on ly   t he   co lumn  ma jo r   o rde r  
da t a   l ayou t   me thod  i s  o f   i n t e r e s t   b e c a u s e   o f  FORTRAN c o m p a t i b i l i t y .  F o r  t h i s  
m e t h o d ,   t h e   d a t a   l a y o u t   ( s i m i l a r   t o   f i g u r e   3 )   f o r  N = 11 memory modules i s  
shown i n  f i g u r e  1 0 .  
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117 127 137 
I 1 1 6  126 136 
J (ROW MAJOR) 115  125  135 






~ -436 235 114 124 134 536 335 
I113 123 133 535 334 
234 - 6 435 
233 -5 434 
112 122 132 534 333 
211 221 231 
433- 111' 121 131 232 
5 3 3 3  ii: 
311 321 331 
411 421 431 =2 
511 521 531 
J (COLUMN MAJOR) 
I (ROW MAJOR) -
F i g u r e  9.  - A three-d imens iona l  
se t :  f o r  row  major, 
d a t a  
D(I , J ,K)  = D ( 3 , 5 , 7 ) ,  f o r  column 
major ,   D(I , J ,K)  = D(5,3 ,7) .  












X X X X X X X X 111 211 311 
411 511 121 221 321 421 521 131 231 331 431 
531 112 212 312 412 512 122 222 322 422 522 
223 323 423 523 133 233 333 433 533 114 214 
132 232 332 432 532 113 213 313 413 513 123 
314 414 514 124 224 324 424 524 134 234 334 
525  135  35 335 435 535 116 216 316 416 516 
434 534 115  215 315 415 515 125  225 325 425 
126  226 326 426 526 136  236 336 436 536 117 
217  317  417  517 27 227 327 427 527 137  237 
337 437 537 
F i g u r e  10.- Column ma jo r  o rde r  
s t o r a g e  o f  a three-dimensional  
d a t a  set D(I , J ,K)  = D ( 5 , 3 , 7 ) .  
L e t  % ( i , j  ,k) d e n o t e  t h e  memory 
modu le  addres s  o f  an  e l emen t  i n  
D ( I , J , K ) .  It f o l l o w s   t h a t   A M ( i )   a n d  
AM(i,j)  are memory m o d u l e  a d d r e s s e s  f o r  
D ( 1 )   a n d   D ( I , J ) ,   r e s p e c t i v e l y .   I n  
f i g u r e  10 ,  t h e  e l e m e n t  111 is the v e r y  
f i r s t  e l e m e n t  o f  D ( I ,  J , K )  , and i t  is 
s t o r e d   i n  memory module Mg. F o r   t h i s  
r e a s o n ,  t h e  s t a r t i n g  a d d r e s s  o f f s e t  
Ao, i n  t h i s  case, is 8. The a d d r e s s  
o f f s e t  Ao, sometimes, i s  a l s o   c a l l e d  
t h e   b a s e   a d d r e s s .  If t h e   e l e m e n t  111 
i s  s t o r e d   i n  M o y  t h e n  A = 0. It 
s h o u l d  b e  n o t e d  t h a t  t h e  o f f s e t  
s h o u l d  n o t  b e  c o n f u s e d  w i t h  t h e  o f f s e t  
of a p-ordered  vec tor ,  which  is  e q u a l  
t o  % ( i ,  j , k )  o f  t h e  f i r s t  e l e m e n t  i n  a 
v e c t o r .   I n   t h e   s e q u e l ,   t h e   a d d r e s s  
% ( i , j , k )  w i l l  b e  d e r i v e d  s y s t e m a t i -  
c a l l y ,  s t a r t i n g  w i t h  t h e  o n e - d i m e n s i o n a l  
d a t a  set D ( I )  , a n d  f i g u r e s  9 and 1 0  
w i l l  be  used as  r e f e r e n c e s .  
0 
L e t  a one -d imens iona l  a r r ay ,  o r  
v e c t o r ,  X have   l ements  f o r  
i = 1,2, . . ., n. The f i r s t  element 
of X ,  X I ,  i s  s t o r e d  i n  a memory module 
l o c a t e d  A. memory modules away from 
Mo. T h e r e a f t e r ,   t h e   l e m e n t s   o f  X 
a re  s t o r e d  i n  memory modules  with suc-  
ceeding  e lements  a t  p r o g r e s s i v e l y  
xi 
higher   numbered   modules .   In   th i s  case, t h e  memory module  address   of  Xi,  
obvious ly ,  i s  
% ( i )  : A. + ( i  - 1) (mod N) (7-1) 
I n  a two-dimensional   data  set D ( I , J ) ,   t h e  memory modu le   addres s   AM( i , j )  
o f   the   e lement  X i j  (assuming  column  major) i s  
% ( i , j )  E % ( i )  + I ( j  - 1) (mod N)  
5 A + ( i  - 1) + I ( j  - 1) (mod N )  
0 (7-2) 
The  proof  of  equation  (7-2) i s  by t h e  o b s e r v a t i o n  t h a t  t h e  term AM(i) 
i s  s imply   t he   addres s   o f  Xi i n  a column i n   D ( 1 , J ) .   F o r   t h e   f i r s t   c o l u m n ,  
t h e   t e r m   I ( j  - 1) = 0 because j = 1. T h e r e f o r e ,   AM(^) c a n   a l s o   b e   i n t e r -  
p r e t e d  as t h e   a d d r e s s   o f  Xi  i n   t h e   f i r s t  column.   After  Xi  i n   t h e   f i r s t  
column is  exhaus ted ,  t he  addres s  o f  
xi 
i n  t h e  s e c o n d  column i s  incremented 
by I,  which i s  t h e  co lumn  d imens ion .   In   t he   t h i rd   co lumn  and   t he rea f t e r ,   t he  
address   o f  X i s  incremented  by  21,  31, . . ., I ( j  - l), i n   t h a t   o r d e r .  
T h i s  c o n c l u d e s  t h e  p r o o f .  i 
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I n  a th ree -d imens iona l  da t a  set D ( I , J , K ) ,  t h e  memory module  address  
% ( i , j  , k )  o f  t h e  e l e m e n t  Xijk (assuming  column  major) is 
% ( i , j  , k )  E % ( i , j )  + I J ( k  - 1) (mod N) 
E A. + ( i  - 1) + I ( j  - 1) + I J ( k  - 1) (mod N) (7-3) 
The  proof f o r   e q u a t i o n  (7-3) i s  similar t o   t h a t   f o r   e q u a t i o n   ( 7 - 2 ) .  The 
t e r m  I J ( k  - 1) i s  t h e   i n c r e m e n t   f o r   t h e   p l a n e s .  For  t h e  f i r s t  p l a n e ,  
I J ( k  - 1) = 0 because  k = 1. T h e r e a f t e r ,   t h e   p l a n e  is incremented by 
IJ, ZIJ, . . ., I J ( k  - 1). R e f e r r i n g   t o   f i g u r e  10 ,  the   fo l lowing   examples  
w i l l  i l l u s t r a t e  t h e  a p p l i c a t i o n  of equat ion (7-3) .  
Example 7-1. The  row v e c t o r  c o n s i s t s  o f  row 2 i n  p l a n e  1 and  row 2 i n  
p l a n e  2 is  (211,  221,  231,  212,  222,  232).   In  f igure 10 ,  
t h e  l a y o u t  o f  t h i s  v e c t o r  is 
0 1  2 3 4 5 6  7 8 9 10 
* 232  212  2 1 * * * 222  231 211 * 
To f e t c h   t h i s   v e c t o r ,   t h e   o f f s e t   a n d   t h e   p ,   a n d   h e n c e  m ,  
are requi red .   These  two parameters can   be   ob ta ined  by 
c a l c u l a t i n g  %(2,1,1) and %(2,2,1) as f o l l o w s :  
%(2,1,1)  ! 8 + (2 - 1) + 5 ( 1  - 1) + 5 X 3 ( 1  - 1) 
9 (mod 11) 
%(2,2,1)  5 8 + ( 2  - 1) + 5(2  - 1) + 5 X 3 ( 1  - 1) 
E 3 (mod 11). 
The o f f s e t   a n d  p are t h e n ,  
o f f s e t  = %(2,1,1)  = 9 
P = l%(2,1,1) - %(2,2,1)1-  1 = 5 
The  minus 1 f o r   t h e  p c a l c u l a t i o n  i s  necessa ry   because  
t h e  memory module numbering starts w i t h  0 ,  n o t  1. 
~~ Example  7-2.  The f i l e   v e c t o r   c o n s i s t s  of (531, 532, 533, 534, 535, 536,  
537) i n  f i g u r e  10 i s  
0 1 2 3 4  5 6 7  8 9 10 
531 534  537 Ji 532 535 * * 533 536 * 
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The o f f s e t   a n d  p are:  
o f f s e t  = % ( 5 , 3 , 1 )  
E 8 + (5 - 1) + 5 ( 3  - 1 )  + 5 X 3 ( 1  - 1) 
: 0 (mod 11)  
p = 10 - % ( 5 , 3 , 2 ) /  - 1 = 5 - 1 = 4 
The development   o f   the   th ree-d imens iona l   address   equa t ion   AM(i , j ,k )   can  
b e   x t e n d e d   t o  n d imens ions .   For   no ta t iona l   convenience ,  l e t  t h c  
n - d i m e n s i o n a l   a d d r e s s   e q u a t i o n   b e   % ( i l , i 2 ,  . . ., i n ) .  The p r o g r e s s i o n  of 
t h i s  d e v e l o p m e n t ,  s t a r t i n g  w i t h  n = 4 ,  i s  ( a l l  e q u a t i o n s  a r e  modulo N ) :  
% ( i l , i 2 ,  . . ., i 5 % ( i l , i 2 ,  . . ., i ) + I.1T2 . . . I (i - 1) n n- 1 n-1 n 
Once t h e   o f f s e t   a n d   t h e  p parameters  a r e  o b t a i n e d ,   t h e  CU o b t a i n s  
m from km p (mod  N) i n  some manner,   probably by t a b l e   l o o k u p .  The CU 
e f f e c t s  t h i s  c o n t r o l  o v e r  t h e  TN a n d  c o n n e c t s  t h e  512 p r o c e s s o r s  t o  521 EM 
modules i n  some p-order.  From t h i s  d i s c u s s i o n ,  i t  s h o u l d  b e  c l e a r  t h a t  a 
p r o c e s s o r  h a s  a b s o l u t e l y  n o  c o n t r o l  o v e r  i t s  EM module   connec t ion .   For   th i s  
reason,  any EM access by a p rocesso r  mus t  be  coord ina ted  wi th  the  CU a n d  a l s o  
w a i t  f o r  t h e  o t h e r  511 p r o c e s s o r s  t o  come t o  a s t o p  o r  a s y n c h r o n i z a t i o n  p o i n t  
b e f o r e  s u c h  a n  access can   be   executed .   These  wait a n d  s y n c h r o n i z a t i o n  e v e n t s  
can   cause  a degrada t ion   i n   computa t ion   pe r fo rmance .   The re  are ,  however, 
e x c e p t i o n s   t o   t h e s e   r e s t r i c t i o n s .  The d i s c u s s i o n   o n   t h e s e   e x c e p t i o n s ,   o f  
c o u r s e ,  i s  beyond the   scope   of   th i s   paper .   Af te r   the   p rocessor -memory   connec-  
t i o n  i s  made b y  t h e  TN, each  p rocesso r  i s  r e s p o n s i b l e  f o r  g e n e r a t i n g  t h e  
a d d r e s s   A ( i , j , k )   t o  access a l o c a t i o n   w i t h i n  i t s  connected EM module.   This 
a d d r e s s  c a n  b e  o b t a i n e d  f r o m  % ( i ,  j ,k), as f o l l o w s :  
w h e r e   l % ( i , j > k )  I d e n o t e s   t h e   t r u e   v a l u e  of % ( i , j , k )   w i t h o u t   h e   c o n g r u -  
ence.   The  following  examples w i l l  i l l u s t r a t e   t h e   a p p l i c a t i o n   o f   e q u a -  
t i o n  ( 7 - 4 )  . 
Example  7-3. In   example 7-1, the   l ement   211  i s  i n  M g .  I t s  l o c a t i o n  
i n  Mg is 
A(2,1,1)  = i,tz,i = O 
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The  lement  211 i s  i n  M3. Its l o c a t i o n   i n  M3 i s  
Example 7-4. I n  example  7-2, t h e   e l e m e n t  531 is  i n  Mo. I ts l o c a t i o n  
i n  Mo i s  
A(5,3,1)  = E] = 2 
The  lement  537 is i n  M 2 .  I t s  l o c a t i o n   i n  M2 i s  
T h i s  c o m p l e t e s  t h e  d i s c u s s i o n  o n  TN programming. 
APPLICATION 
The p r imary  app lLca t ion  o f  t he  TN, as mentioned ea r l i e r ,  i s  f o r  unscram- 
b l i n g  p-ord. .red  and  pq-ordered  vectors.  It w a s  shown t h a t  t h e s e  v e c t o r s  a r i s e  
n a t u r a l l y   f r o m   t h e   s t o r a g e   a l l o c a t i o n   o f   t h r e e - d i m e n s i o n a l   d a t a  sets. I n  
p r a c t i c e ,  t h e s e  d a t a  set  s i z e s  f o r  t h e  p r e s e n t  R e y n o l d s  a v e r a g e d  N a v i e r - S t o k e s  
f low  codes are t y p i c a l l y  (100 X 100 X 100) and (200 X 50 x 100) .  The compu- 
t a t i o n a l  m e t h o d s  t o  s o l v e  t h e s e  e q u a t i o n s  a re  o f t e n  s p e c i a l l y  s p l i t ,  w h i c h  
r e q u i r e s  t h a t  memory accesses must  be made i n  a l l  t h r e e  d i r e c t i o n s .  I n  e a c h  
o f   t h e  I ,  J ,  and K d i r e c t i o n s ,  two memory access p a t t e r n s  are  r e q u i r e d .  
These  two  pat terns  are t h e  row access   and   the   co lumn access. T h i s  g i v e s  a 
t o t a l  of s i x  p o s s i b l e  access p a t t e r n s .   C o n s i s t e n t   w i t h  ear l ier  d e f i n i t i o n s ,  
l e t  D ( I , J , K )   d e n o t e   t h e  access p a t t e r n  when comput ing   i n   t he  K d i r e c t i o n  
with  column access. T h e n ,   w i t h   r e s p e c t   t o   t h e   s i x   p o s s i b l e   p e r m u t a t i o n s  of 
t h e  I ,  J ,  and K d i r e c t i o n a l   i n d i c e s ,   t h e s e  s i x  a c c e s s   p a t t e r n s  are:  
D(I , J ,K)  K d i r e c t i o n ,  column access 
D(J , I ,K)  K d i r e c t i o n ,  row access 
D(I ,K,J )  J d i r e c t i o n ,  column access 
D(K,I , J )  J d i r e c t i o n ,  row access 
D(J ,K,I)  I d i r e c t i o n ,  column access 
D(K,J , I )  I d i r e c t i o n ,  row access 
The a b o v e  s i x  access p a t t e r n s  are  a l s o  p r e s e n t e d  i n  r e f e r e n c e  2 ,  appen- 
d i x  A ,  i n  a somewhat c r y p t i c   m a n n e r .   I n   e a c h   o f   t h e s e   s i x  access p a t t e r n s ,  
t h e  TN must  be  programmed to unscramble p-ordered and pq-ordered vectors  and 
a l s o ,  v e c t o r s  t h a t  h a v e  memory access c o n f l i c t s .  
The TN c a n  a l s o  b e  programmed t o  p e r f o r m  a p e r f e c t  s h u f f l e  ( r e f .  2 3 ) .  
The   fo l lowing   desc r ip t ion  i s  g iven   w i thou t   p roo f .  L e t  X b e  a 1-ordered 
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v e c t o r   o f  n = 2' e lements ,   where R i s  a p o s i t i v e   i n t e g e r .  It is assumed 
t h a t   t h e   e l e m e n t s   o f  X are s t o r e d  i n  N memory modules   wi th   succeeding  
e lements  a t  p r o g r e s s i v e l y  h i g h e r  numbered  modules. To perform a p e r f e c t  s h u f -  
f l e  on X ,  t h e  TN c a n  b e  programmed as f o l l o w s :  
1. Treat X as a p-ordered  vector .   Unscramble X w i t h  p = n/2.  The 
r e s u l t a n t  v e c t o r  i s  a pq-ordered  vec tor .  
2 .  S h i f t  t h e  p q - o r d e r e d  v e c t o r  as many times as n e c e s s a r y  t o  f o r m  t h e  
p e r f e c t  s h u f f l e .  
An example f o r  n = Z 3  and N = 11 i s  shown i n  f i g u r e  11. I n  t h i s  
f i g u r e ,   t h e  TN is  se t  t o  m = 2 ,   c o r r e s p o n d i n g   t o  p = 4 .  The unscrambled 
v e c t o r  i s  a pq -o rde red   vec to r   w i th  p = 1 and q = 1. I f   t h i s   p q - o r d e r e d  
v e c t o r  is rea r r anged  th ree  more  times by a p p r o p r i a t e  l e f t  s h i f t i n g ,  t h e  r e s u l t  
o b t a i n e d  i s  ( X , - J X ~ X ~ X ~ X ~ X ~ X ~ X ~ ) ,  which i s  a p e r f e c t  s h u f f l e  o f  e i g h t  e l e m e n t s .  
x 0  x1  x2 x 3  ?5 )IS r7 
TN SET 
F O R M = 2  
CORRESPONDING 
T O P = 4  
x. x4 x1  5 * x2 X6 xg  7
CONCLUSION 
A t u t o r i a l  d e s c r i p t i o n  o f  t h e  
Burroughs NASF TN has  been  p resen ted .  
B a s i c a l l y ,  t h e  TN is  a b i d i r e c t i o n a l  
programmable combinat ional  logic  net-  
work t h a t  c o n n e c t s  a 521-module EM t o  
F i g u r e  11.- TN u s e d  t o  p e r f o r m  a a n  a r r a y  o f  512 p rocesso r s ,  where  5 2 1  
p e r f e c t  s h u f f l e  o f  8 e lements  i s  s e l e c t e d  as t h e  smallest prime 
by f i r s t   c o n v e r t i n g  X t o  a number g r e a t e r   t h a n  512. The TN is  
pq-ordered  vec tor .  o n e  m e t h o d  o f  s o l v i n g  t h e  t r a d i t i o n a l  
memory-processor  connect ion problem in 
p a r a l l e l  a r r a y  p r o c e s s o r s .  T h e  p r i m a r y  a p p l i c a t i o n  o f  t h e  TN i s  f o r  unscram- 
bl ing  p-ordered  and  pq-ordered  vectors .   The TN, i f  programmed a p p r o p r i a t e l y ,  
c a n  a l s o  b e  u s e d  t o  p e r f o r m  a p e r f e c t  s h u f f l e .  The  advantage  of  the  TN i s  
s i m p l i c i t y   a n d  ease o f   c o n t r o l .  The d i s a d v a n t a g e   o f   t h e  TN, i n  t h e  g e n e r a l  
s e n s e ,  i s  l o w  performance.  
It w a s  shown tha t  p -o rde red  and  pq -o rde red  vec to r s  arise n a t u r a l l y  f r o m  
s t o r a g e  a l l o c a t i o n  of  two-, th ree- ,  and  n-d imens iona l  da ta  sets i n  t h e  EM of 
t h e  FMP, which i s  similar i n  a r c h i t e c t u r e  t o  t h a t  o f  t h e  ILLIAC I V  a r r a y  
memory s y s t e m .   I f   t h e   v e c t o r  i s  p-ordered ,   the  TN can  unscramble it t o  a 
1 - o r d e r e d   v e c t o r   i n   o n e   c y c l e .   I f   t h e   v e c t o r  i s  pq-ordered ,   o r  some o t h e r  
p e r m u t a t i o n - o r d e r e d ,   s e v e r a l   c y c l e s  are requ i r ed   fo r   unsc rambl ing .   Un l ike  
other  more complicated and powerful  permutat ion networks,  the TN c a n n o t ,  i n  
genera l ,   unscramble   non-p-ordered   vec tors   in   one   cyc le .   This   can   be  a 
d isadvantage .  
The  programming  of t h e  TN i s  r e l a t i v e l y  s i m p l e  when compared t o  t h e  o t h e r  
permuta t ion   ne tworks .   This  i s  an   advantage .  Two programming  parameters,   the 
o f f s e t  a n d  t h e  s h i f t  a m o u n t ,  are c o n t r o l l e d  by t h e  CU. S i n c e   t h e   c o m p i l e r  i s  
r e s p o n s i b l e  f o r  l a y i n g  o u t  t h e  d a t a  set i n  EM, t h e  c o m p i l e r  c a n  f u r n i s h  t h e  
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. i n f o r m a t i o n  t o  t h e  CU f o r  c a l c u l a t i n g  t h e s e  t w o  p a r a m e t e r s .  I n  t h i s  c o n t e x t ,  
t h e  CU h a s  a b s o l u t e  c o n t r o l  o v e r  t h e  TN. F o r  t h i s  r e a s o n ,  a n y  EM access by a 
p r o c e s s o r  m u s t  b e  c o o r d i n a t e d  w i t h  t h e  CU a n d  a l s o  n e e d s  t o  w a i t  f o r  t h e  o t h e r  
511 p r o c e s s o r s  t o  come t o  a s t o p  o r  a s y n c h r o n i z a t i o n  p o i n t  b e f o r e  s u c h  a n  
access can   be   executed .   These  w a i t  a n d  s y n c h r o n i z a t i o n  e v e n t s  c a n  d e g r a d a t e  
the   per formance   of  a computa t ion .  Th i s  can  be  a d isadvantage .  
The   des ign   and   t he   imp lemen ta t ion   o f   t he  TN is s imple .   This  is  an  advan- 
t age .   The   des ign  is based  upon  the Swanson n e t w o r k   ( r e f .  8) .  The  Swanson 
network is a k - a p a r t  i n t e r c o n n e c t i o n  n e t w o r k  c o n s t r u c t e d  a c c o r d i n g  t o  t h e  
t h e o r y  o f  c y c l i c  g r o u p s  a n d  t h e  t h e o r y  o f  p r i m i t i v e  r o o t s .  The b a r r e l  s w i t c h ,  
it t u r n s  o u t ,  c a n  b e  u s e d  t o  i m p l e m e n t  t h e  Swanson network,  and hence the TN. 
The  implementa t ion  cons is t s  of  a s i n g l e  l e v e l  o f  b a r r e l  s w i t c h  p l u s  a f i x e d  
w i r i n g  p a t t e r n  a n d  i ts  i n v e r s e .  The r e s u l t  i s  a very   s imple   ne twork .  
I n  t h e  FMP o f  t h e  NASF, w h e t h e r  o r  n o t  t h e  TN s h o u l d  b e  u s e d  t o  s o l v e  t h e  
t rad i t iona l  memory-processor  connec t ion  problem is  a matter of complexity 
v e r s u s   f l e x i b i l i t y .  The TN is  s imple   bu t   i n f l ex ib l e .   O the r   pe rmuta t ion   ne t -  
works,  such as the  Benes  ne twork  ( r e f .  4 ) ,  are somewhat  more  powerful  and 
more  complex.   The  research  and  development   of   these  networks are t e c h n i c a l l y  
c h a l l e n g i n g  a n d  a l s o  are  i m p o r t a n t  i n  a d v a n c i n g  t h e  a r t  of pa ra l l e l  computing. 
I t  i s  hoped t h a t  t h i s  e f f o r t  w i l l  be  encouraged and cont inued.  
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APPENDIX A 
A Method t o  Compute Nk 
I n   g e n e r a l ,   t h e   c o m p u t a t i o n   o f  Nk, where   bo th  k and N are p o s i t i v e  
i n t e g e r s ,   r e q u i r e s  k m u l t i p l i c a t i o n s .  The  method t o   b e   p r e s e n t e d ,  an o l d  
and undocumented method i n  number t h e o r y ,  r e q u i r e s  a t  most 
2 l o g 2  ( k  + 1) = 2 [ Rn(k + l ) / R n  21 
m u l t i p l i c a t i o n s .  To compute Nk, e x p r e s s  k as a n   n - b i t   b i n a r y  number as 
f o l l o w s  : 
k = ko2' + k12' + . . . + k 2n- 1 
n- 1 
where  k .  = 0 o r  1, i = 0 , 1 , 2 ,  . . ., n - 1. Next,  
1 
k (ko 2 O+k12 '+. . . +kn-  zn-1) N = N  
In   equa t ion   (h -2 ) ,  N c a n   b e   o b t a i n e d   i n   n ,  n << k ,   m u l t i p l i c a t i o n s  i 
p l u s   t h e   p r e p a r a t i o n  of a powers-of-2  table ,  a t  most n e n t r i e s .  The v a l u e  
of n c a n   b e   q u a t e d   t o  k  by a p p l y i n g   t h e   i d e n t i t y  
2n - 1 = 2 0  + 21 + . . . + 2n-1 
t o   e q u a t i o n  (A-1). I n   e q u a t i o n   ( A - l ) ,   t h e r e  are a t  most n terms. The 
upper  bound f o r  k i s  
k = 2  - 1  n 
or 
n = l og2  (k  + 1) 
Thus ,   t he   number   o f   mu l t ip l i ca t ions   r equ i r ed   t o   compute  Nk i s  
(A-3) 
(A-5) 
2n = 210g2 (k  + 1) (A-6) 
n m u l t i p l i c a t i o n s   f o r   e q u a t i o n  (A-2),  and n m u l t i p l i c a t i o n s   f o r   p r e p a r i n g  
t h e  powers-of-2 t a b l e .  T h i s  method  can  be  summarized as fo l lows :  
1. P r e p a r e  a t a b l e  by  computing  22i f o r  i = 0 , 1 , 2 ,  . . ., up t o   a b o u t  
n- 1 
2 .  Form t h e  p r o d u c t  p e r  e q u a t i o n  (A-2) f o r  t h o s e  terms f o r  which 
i = k  . 
ki = 1. 
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Example 1. Compute 220 
4 3 2 1 0  
1. 2 0 = 1  0 1 0 0 
i 
2  4 16  256  65536 22i 
0 1 2  3 4 
~ ~~ 
2. Z 2 0  = 22 Z 2  = 65536 X 1 6  = 1,048,576 
4 2  
Example 2.  Show that 2260 : 1 modulo 521 
8 7 6 5 4 3 2 1 9  
1. 2 6 0 = 1  0 0 0 0 0 1 0  0 
i l 0 1  2 3 4  5  6 7 8 
22i- 1 2 4 16  256  411 1 1 7  143  1 0  228 
. . . . . . _ ~ _ ~ _  . ~ 
(mod 521) 
8 2  
2 .  2260 = Z2  Z2 = 228 X 16  = 3648 
3648 ! 1 modulo 5 2 1  
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