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According to an elementary result in quantum computing, any unitary transformation on a composite system
can be generated using 2-local unitaries, i.e., those which act only on two subsystems. Beside its fundamental
importance in quantum computing, this result can also be regarded as a statement about the dynamics of sys-
tems with local Hamiltonians: although locality puts various constraints on the short-term dynamics, it does not
restrict the possible unitary evolutions that a composite system with a general local Hamiltonian can experience
after a sufficiently long time. We ask if such universality remains valid in the presence of conservation laws
and global symmetries. In particular, can k-local symmetric unitaries on a composite system generate all sym-
metric unitaries on that system? Interestingly, it turns out that the answer is negative in the case of continuous
symmetries, such as U(1) and SO(3): unless there are interactions which act non-trivially on every subsystem in
the system, some symmetric unitaries cannot be implemented using symmetric Hamiltonians. In fact, the dif-
ference between the dimensions of the Lie algebra of all symmetric Hamiltonians and its subalgebra generated
by k-local symmetric Hamiltonians with a fixed k, constantly increases with the system size (i.e., the number
of subsystems). On the other hand, in the case of group U(1), we find that this no-go theorem can be circum-
vented if one is allowed to use a pair of ancillary qubits. In particular, any unitary which is invariant under
rotations around z, can be implemented using Hamiltonians XX + Y Y and local Z on qubits. We discuss
some implications of these results in the context of quantum thermodynamics and quantum computing.
Locality of interactions of a quantum many-body system
imposes strong constraints on the dynamics of the system.
A well-known example is the finite speed of propagation of
information, as highlighted by the celebrated Lieb-Robinson
bound [1]. Nevertheless, it turns out that after a sufficiently
long time, systems with general local interactions can still
experience any arbitrary unitary time evolution. In particu-
lar, according to a fundamental result in quantum control and
quantum computing, any unitary transformation on a compos-
ite system can be generated by a sequence of 2-local unitary
transformations, i.e. those which act non-trivially on, at most,
two sites [2–5].
In this Letter, we study this phenomenon in the presence
of conservation laws and global symmetries. Clearly, if all
the local unitaries obey a certain symmetry, e.g. SO(3), then
the overall unitary evolution also obeys the same symmetry.
The question is if all symmetric unitaries on a composite sys-
tem can be generated using local symmetric unitaries on the
system. Perhaps surprisingly, it turns out that the answer is
negative in the case of continuous groups, such as SO(3) and
U(1). In fact, we find that unless there are terms in the Hamil-
tonian which act non-trivially on all the subsystems, there are
some symmetric unitaries which cannot be implemented using
symmetric Hamiltonians.
More generally, we derive simple constraints on the family
of unitaries which can be implemented using k-local symmet-
ric Hamiltonians. These constraints imply that the difference
between the dimensions of the Lie algebra of all symmetric
Hamiltonians and its subalgebra generated by k-local sym-
metric Hamiltonians constantly grows with the system size.
As an example, we consider a composite system formed from
qubits, with the symmetry group U(1), corresponding to rota-
tions around z axis, and show that these constraints uniquely
characterize the class of all diagonal Hamiltonians which can
be generated using U(1)-invariant k-local Hamiltonians.
The case of U(1) symmetry is specially relevant in the con-
texts of quantum computing and quantum thermodynamics.
For systems with periodic time evolution, the time transla-
tions {e−iH0t} generated by the system intrinsic Hamiltonian
H0, form a group isomorphic to U(1). Energy-conserving
unitaries, i.e., those which commute with H0, respect this
U(1) symmetry. In the context of quantum computing, such
phase-insensitive unitaries are of special interest, because they
are less sensitive to fluctuations and instability of the master
clock which determines the timing of the control pulses. Fur-
thermore, in the resource theory of quantum thermodynam-
ics, energy conserving unitaries play a distinct role: they are
assumed to be free, i.e., realizable with negligible costs [6–
8]. However, the above no-go theorem makes this assumption
questionable, because it suggests that it may not be possible
to implement all such unitaries with local energy-conserving
interactions.
Remarkably, we find that in the case of the group U(1), this
no-go theorem can be circumvented using ancillary qubits,
i.e., auxiliary systems initially prepared in a fixed state which
return to their initial state at the end of process. In particular,
we show that using 2-local Hamiltonian XX + Y Y and local
Pauli Z, which are both invariant under rotations around z,
it is possible to implement all uniatiries which are invariant
under this symmetry, provided that one can employ two
ancillary qubits.
General Setup– We start by formalizing the problem in the
most general case, where the system is not necessarily com-
posite. Consider a system with a finite-dimensional Hilbert
space H and let L(H) be the linear space of operators on
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2H. Consider a symmetry described by a finite or compact Lie
groupG, and letU : G→ L(H) be a unitary representation of
this symmetry, where the group element g ∈ G is represented
by the unitary U(g). An operatorA is called symmetric, orG-
invariant, if it is invariant under the action of group G, such
that [A,U(g)] = 0,∀g ∈ G.
As an example, we consider the case of the group U(1),
with representation {U(eiθ) = eiθQ : θ ∈ [0, 2pi)}, where
Q is a Hermitian operator with integer eigenvalues and with
eigen-decomposition Q =
∑
q∈Spec(Q) q Πq . Here, Spec(Q)
is the set of eigenvalues and Πq is the projector to the eigen-
subspace corresponding to the eigenvalue q. Operator Q, for
instance, could be a conserved charge, angular momentum
in a certain direction, or the intrinsic Hamiltonian of a peri-
odic system (multiplied by its period). Then, U(1)-invariant
operators are those which are block-diagonal with respect to
projectors {Πq}. Depending on the interpretation of Q, a
U(1)-invariant unitary could be called a charge-conserving or
energy-conserving unitary.
Suppose one can implement G-invariant unitary transfor-
mations {e−itHj : t ∈ R, j = 1, · · · } generated by a set of G-
invariant Hamiltonians {±Hj ∈ L(H) : j = 1, · · · }. Later,
we focus on the special case of local Hamiltonians; but, for
now, they can be arbitrary G-invariant Hermitian operators.
Composing these unitaris, one can implement any unitary in
the form e−itLHjL · · · e−it2Hj2 e−it1Hj1 for arbitrary integer
L. What is the set of all unitaries which can be generated in
this way? Clearly, this set forms a group. Furthermore, since
all the unitaries in the sequence respect the symmetry, so does
their product. Therefore, the generated group is a subgroup of
the group of all G-invariant unitaries, denoted by
VG−inv ≡ {V : V V † = I, ∀g ∈ G : [V,U(g)] = 0} . (1)
We are interested to determine if unitaries {e−itHj : t ∈
R, j = 1, · · · } generate any arbitrary G-invariant unitary, i.e.
the entire group VG−inv. Furthermore, if this is not the case,
we are interested to determine which elements of VG−inv are
missing in the generated subgroup.
From Lie groups to Lie algebras– According to a well-
known result in quantum computing and control [2, 3, 9],
which follows immediately from the standard properties of
Lie groups, the Lie group generated by unitaries {e−itHj : t ∈
R, j = 1, · · · } includes the one-parameter family of unitaries
{e−iKt : t ∈ R} generated by Hamiltonian K if, and only if,
the anti-Hermitian operator iK is an element of the real Lie
algebra h ≡ alg{iHj}j , generated by anti-Hermitian opera-
tors {iHj}j . For instance, by combining unitaries generated
by H1 and H2, one obtains
lim
n→∞(e
−i tnH1e−i
ct
n H2)n = e−t(iH1+c iH2) , (2a)
lim
n→∞(e
−i tnH1e−i
t
nH2ei
t
nH1ei
t
nH2)n
2
= e−t[iH1,iH2] ,
(2b)
for arbitrary t, c ∈ R. Moreover, by repeating
such combinations, one obtains arbitrary linear combina-
tions of generators {iHj}j and their nested commuta-
tors {[iHj1 , iHj2 ], [[[iHj1 , iHj2 ], iHj3 ]], · · · } with real coef-
ficients, and hence all elements of the real Lie algebra h.
Since any G-invariant unitary V ∈ VG−inv is a member of
a one-parameter family {e−iKt : t ∈ R} for a G-invariant
Hamiltonian K, we find that
Proposition 1. The family of G-invariant unitaries {e−itHj :
t ∈ R, j = 1, · · · } generates the set of all G-invariant uni-
taries VG−inv if, and only if, the Lie algebra h = alg{iHj}j is
equal to the Lie algebra of G-invariant anti-Hermitian oper-
ators, i.e.
a ≡ {A ∈ L(H) : A+A† = 0,∀g ∈ G : [A,U(g)] = 0} .
(3)
Therefore, to characterize VG−inv and its subgroup gen-
erated by {e−tHj : t ∈ R, j = 1, · · · }, in the following we
focus on the properties of their corresponding Lie algebras,
namely a and h.
Charge vectors– Consider the decomposition of the unitary
representation {U(g) : g ∈ G} into the irreducible represen-
tations (irreps) of G. The Hilbert space can be decomposed as
H ∼= ⊕µ∈irrep(U)Hµ, where the summation is over irrep(U),
the set of inequivalent irreps of G appearing in this represen-
tation and Hµ is the subspace corresponding to irrep µ, also
known as the isotypic component of µ. A G-invariant Hamil-
tonian is block-diagonal with respect to this decomposition
and, in general, can have support in any arbitrary subset of
these sectors. However, as we show next, for Hamiltonians
generated by a fixed set of G-invariant Hamiltonians {Hj}j ,
the supports in different subspaces {Hµ} satisfy particular
constraints, dictated by Hamiltonians {Hj}j
For any operator A, consider the vector
|χA〉 ≡
∑
µ∈irrep(U)
Tr(AΠµ) |µ〉 , (4)
where Πµ is the projector to the subspace Hµ and {|µ〉 : µ ∈
irrep(U)} is a set of orthonormal vectors in an abstract vec-
tor space (not the state space of the system). Vector |χA〉,
which will be called the charge vector of operator A, en-
codes information about the components of this operator in
different sectors {Hµ}. A general G-invariant Hamiltonian
can have any charge vector with real coefficients. In par-
ticular, for any set of real numbers {aµ ∈ R}, the Hamil-
tonian
∑
µ∈irrep(U) aµΠµ/Tr(Πµ) is G-invariant and has the
charge vector
∑
µ∈irrep(U) aµ |µ〉. In other words, under the
linear map A → |χA〉, the image of the Lie algebra of anti-
Hermitian G-invariant operators a is {i∑µ aµ|µ〉 : aµ ∈ R},
which is a vector space over field R, with dimension equal to
|irrep(U)|, the number of inequivalent irreps of G appearing
in representation {U(g) : g ∈ G}.
Next, consider the set of charge vectors for Hamiltonians
3which can be generated using Hamiltonians {Hj}j , i.e.
Sh ≡
{
|χK〉 : iK ∈ h ≡ alg{iHj}j
}
. (5)
Clearly, Sh contains the charge vectors of Hamiltonians
{Hj}, denoted by {|χj〉 =
∑
µ∈irrep(U) Tr(HjΠµ) |µ〉},
as well as their linear combinations with real coefficients.
The Lie algebra h also contains the commutators, such as
{[iHj1 , iHj2 ], [[iHj1 , iHj2 ], iHj3 ], ..}. However, due to the
symmetry of Hamiltonians {Hj}j , these commutators do not
contribute in Sh: for any operator B, by the cyclic property of
trace, we have Tr(Πµ[Hj , B]) = Tr([Πµ, Hj ]B) = 0, where
we have used the fact that Hj commutes with Πµ. We con-
clude that the set of charge vectors for Hamiltonians which
can be generated using {Hj}j is
Sh =
{∑
j
aj |χj〉 : aj ∈ R
}
≡ SpanR
{|χj〉} . (6)
In other words, the image of the Lie algebra h under the linear
map A → |χA〉 is SpanR
{
i|χj〉
}
. Since h is a subspace of a,
the difference between their dimensions is lower bounded by
the difference between the dimensions of their images under
this linear map. We conclude that
Lemma 1. Let a be the Lie algebra of anti-Hermitian G-
invariant operators and h be its sub-algebra generated by
{iHj ∈ a}j . The difference between their dimensions is lower
bounded by
dim(a)− dim(h) ≥ ∣∣irrep(U)∣∣− dim(SpanR{|χj〉}j) . (7)
Furthermore, for any G-invariant Hamiltonian A, if its
corresponding charge vector |χA〉 is not in the subspace
SpanR{|χj〉}j , then iA /∈ h and therefore the family of uni-
taries {e−iAt : t ∈ R} cannot be generated using Hamiltoni-
ans {Hj}j .
For instance, in the case of our U(1) example, where the
symmetry is represented by unitaries {eiQθ}, the number of
inequivalent irreps is |irrep(U)| = |Spec(Q)|, i.e., the num-
ber of distinct eigenvalues of Q. Then, lemma 1 implies
that Hamiltonians {Hj}j generate all U(1)-invariant unitaries,
only if
dim
(
Span
{ ∑
λ∈Spec(Q)
Tr(HjΠλ) |λ〉 : j = 1, ..
})
=
∣∣Spec(Q)∣∣ .
(8)
Finally, it is worth noting that the conditions in lemma 1 can
be stated without using the notions of charge vectors and irre-
ducible representations. For the set of G-invariant operators,
there is an invertible linear map between the charge vector
|χA〉 associated to an operator A on one hand, and the func-
tion χA : G → C defined by equation χA(g) = Tr(AU(g))
on the other hand; namely they are related via Fourier trans-
form (See Supplementary Material). It follows that for any
G-invariant operators A and {Hj}j ,
|χA〉 ∈ SpanR{|χj〉}j ⇐⇒ χA ∈ SpanR{χj}j , (9)
where χA and χj are complex functions over groupG defined
by χA(g) = Tr(AU(g)), and χj(g) = Tr(HjU(g)), for
all g ∈ G. This also implies that dim(SpanR{|χj〉}) =
dim(SpanR{χj}).
Composite Systems— Next, we apply this result to the case of
composite systems. We start with the special case of identical
subsystems and later explain how the result can be general-
ized. Consider a system formed from n local sites, each with
a finite-dimensional Hilbert space Hi ∼= Cd : i = 1, · · · , n.
LetH ∼= ⊗ni=1Hi be the joint Hilbert space. Assume all sites
have the same representation of symmetry, namely {u(g) ∈
L(Cd) : g ∈ G}, and therefore {U(g) = u(g)⊗n : g ∈ G} is
the representation of symmetry on the total system.
We say an operator A ∈ L(H) acting on the total system is
k-local if it acts non-trivially on, at most, k sites, and acts as
the identity operator on the rest (Note that a k-local operator
may not be geometrically local). From proposition 1 we know
that for anyG-invariant HamiltonianC, the family of unitaries
{e−iCt : t ∈ R} can be generated using k-local G-invariant
Hamiltonians if, and only if, iC is in the Lie algebra generated
by k-local anti-Hermitian G-invariant operators, denoted by
hk, i.e. iC ∈ hk ≡ alg{A ∈ a : A is k-local}. Consider the
set of charge vectors for Hamiltonians which can be generated
using k-local G-invariant Hamiltonians, i.e.
Sk ≡ {|χC〉 : iC ∈ hk} (10a)
= SpanR{|χC〉 : iC ∈ a, C is k-local} , (10b)
where the equality follows from Eq.(6). This equality means
that, even though using k-local G-invariant Hamiltonians we
can generate Hamiltonians which are not k-local, they can
only have charge vectors which are allowed for k-local G-
invariant Hamiltonians. To characterize these charge vectors
we note that, up to a permutation, any k-local operator C can
be written as C = C˜ ⊗ I⊗(n−k)d , where C˜ ∈ L((Cd)⊗k) acts
on the first k sites, i = 1, · · · , k, and Id is the identity op-
erator on Cd. Since all sites have identical representation of
symmetry, any such permutation leaves the total charge in the
system invariant (In other words, projectors {Πµ} are permu-
tationally invariant). It follows that
Sk =
{|χC〉 : iC ∈ a , C = C˜ ⊗ I⊗(n−k)d } . (11)
In words, this means that the set of charge vectors of Hamil-
tonians which can be generated using k-local G-invariant
Hamiltonians is equal to the set of charge vectors of G-
invariant Hamiltonians which act non-trivially only on the first
k sites. This immediately implies that the dimension of this
linear space does not grow with n and, in fact, is equal to
Nirrep(k), where Nirrep(l) is the number of inequivalent irreps
of G appearing in the representation {u(g)⊗l : g ∈ G} (See
4Supplementary Material). Therefore, using lemma 1, we find
Theorem 1. For n identical sites, the difference between the
dimensions of the Lie algebra of anti-Hermitian G-invariant
operators and its sub-algebra generated by k-local elements
of this algebra, is lower bounded by
dim(a)− dim(hk) ≥ Nirreps(n)−Nirreps(k) . (12)
In the case of Lie groups such as SO(3) and U(1), Nirreps(l)
increases linearly with l. Therefore, unless k = n, which
means the interactions act non-trivially on all sites in the sys-
tem, it is impossible to implement an arbitrary symmetric uni-
tary using k-local symmetric unitaries. In particular, for any
fixed k, the difference between the dimensions of a and hk
grows, at least, linearly in n.
In the Supplementary Material we explain how this argu-
ment can be generalized to the case of non-identical sites.
Diagonal unitaries on qubits– Consider a system formed from
n qubits. Let Xl, Yl, Zl ∈ L((C2)⊗n) be Pauli x, y, and z op-
erators on qubit l ∈ {1, · · ·n}, tensor product with the iden-
tity operators on the rest of qubits. The set of rotations around
z-axis, i.e. unitaries {eiθ
∑n
l=1
Zl : θ ∈ [0, 2pi)} is a represen-
tation of the group U(1). In the following, we say a unitary
V is U(1)-invariant if it is invariant under rotations around
z, or equivalently, commutes with
∑n
l=1 Zl. This family of
unitaries is relevant, for instance, in the context of quantum
thermodynamics: if each qubit has Hamiltonian ωZ/2, then
energy-conserving unitaries on this system are those which
satisfy this U(1) symmetry.
For any bit string b = b1 · · · bn ∈ {0, 1}n, let |b〉 =⊗n
l=1 |bl〉, where |0〉 and |1〉 are eigenvectors ofZ with eigen-
values +1 and−1, respectively. Clearly, all diagonal unitaries
in this basis are U(1)-invariant. We are interested to determine
which diagonal unitaries can be generated using k-local U(1)-
invariant unitaries. Interestingly, it turns out that using the
notion of charge vectors and the constraint in lemma 1, we
can fully characterize this set.
For any bit string b ∈ {0, 1}n, let w(b) = ∑nl=1 bl be its
Hamming weight and Zb ≡∏nl=1 Zbll . We prove that
Theorem 2. Consider an arbitrary diagonal Hamiltonian
H =
∑
z∈{0,1}n
h(z) |z〉〈z| =
∑
b∈{0,1}n
h˜(b) Zb , (13)
where h˜(b) = 2−n
∑
z∈{0,1}n(−1)b·z h(z) is the Fourier
transform of h(z). The family of diagonal unitaries {e−itH :
t ∈ R} can be generated using k-local U(1)-invariant Hamil-
tonians if, and only if∑
b∈{0,1}n:w(b)=v
h˜(b) = 0 , for ∀v : k < v ≤ n , (14)
where the summation is over all bit strings with Hamming
weight v.
As an example, this theorem implies that, under the restric-
tion to U(1)-invariant interactions, to be able to implement the
family of unitaries {e−itZ⊗m : t ∈ R}, one needs to have ac-
cess to interactions which act non-trivially on k ≥ m qubits
(Recall that, without the constraint of symmetry, these uni-
taries can be implemented using 2-local interactions).
It is interesting to compare the condition in Eq.(14), with
the stronger condition h˜(b) = 0 for all b with w(b) > k. The
latter condition is relevant if rather than U(1)-invariance, we
impose the stronger constraint that the generating set should
also be diagonal (as well as k-local). Therefore, in the sce-
nario described in the theorem, due to the presence of the non-
diagonal U(1)-invariant k-local Hamiltonians, this stronger
constraint can be relaxed to the constraint in Eq.(14).
As we show in the Supplementary Material, Eq.(14) is sim-
ply the statement that the charge vector of H should be in the
subspace of charge vectors of k-local U(1)-invariant Hamil-
tonians, which by lemma 1, is a necessary condition. In the
following, we explain the proof of the sufficiency of this con-
dition.
For any pair of distinct qubits r, s ∈ {1, · · · , n}, consider
the 2-local U(1)-invariant Hamiltonians
Rrs =
XrXs + YrYs
2 , Trs =
i
2 [Zr, Rrs] . (15)
For any set of distinct qubits r1, r2, · · · , rv+1 ∈ {1, · · · , n},
with v < n, we have
icv × (Zr1 − Zrv+1) Zr2 . . . Zrv = (16)[
[...[[iRr1r2 , iRr2r3 ], iRr3r4 ]..., iRrv,rv+1 ], iRrv+1,r1
]
: v even,[
[...[[iRr1r2 , iRr2r3 ], iRr3r4 ]..., iRrv,rv+1 ], iTrv+1,r1
]
: v odd ,
where cv = ±1, depending on v. In the Supplementary Ma-
terial we show that the real span of operators in Eq.(16) for
different values of v < n, is equal to the subspace{
i
∑
b
ab Zb : ab ∈ R ,
∑
b:w(b)=v
ab = 0 for all v ≤ n
}
.
(17)
Since Rrs and Trs = i2 [Zr, Rrs] are 2-local and U(1)-
invariant, this subspace is included in hk for k ≥ 2. By
definition, hk also includes operators {iZb : w(b) ≤ k}.
The linear combinations of these operators with the set
of operators in Eq.(17), yield all diagonal anti-Hermitian
operators i
∑
b∈{0,1}n h˜(b) Zb, which satisfy condition in
Eq.(14). This proves the sufficiency of this condition and
completes the proof of theorem 2.
Universality with a pair of ancillary qubits– Next, we show
that the above constraints on the realizable U(1)-invariant uni-
taries can be circumvented if one is allowed to interact with a
pair of ancillary qubits. In particular, suppose one is given
the ancillary qubits a and a, initially prepared in states |0〉 and
|1〉, respectively. At the end of the process these qubits should
be returned in their initial states.
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FIG. 1: Without ancillary qubits, the family of unitaries {eiθZ⊗m :
θ ∈ [0, 2pi)}, form > 2, cannot be implemented using 2-local U(1)-
invariant interactions (i.e. those which conserve
∑
r
Zr). On the
other hand, if one is allowed to use a pair of ancillary qubits, then
any U(1)-invariant unitary can be implemented using local Z on one
ancillary qubit together with interactions XrXs + YrYs, which are
U(1)-invariant and 2-local. The ancillary qubits are initially prepared
in states |0〉 and |1〉, and at the end of process they return to the same
states. The above figure demonstrates implementation of the family
{eiθZ⊗4} using the nearest neighbor interactionsXrXs+YrYs, and
local Z on one of the ancillary qubits.
To see how such ancillary qubits can be useful, note that ac-
cording to Eq.(15) and Eq.(16), using 2-local U(1)-invariant
Hamiltonians {Rrs : r, s ∈ {1, · · · , n} ∪ {a, a}} together
with local Za (or Za) one can implement the family of uni-
taries generated by the Hamiltonian Zb ⊗ (Za − Za), for any
bit string b ∈ {0, 1}n. Under this Hamiltonian, any arbitrary
initial |ψ〉 of n qubits, evolves to
eiθZ
b⊗(Za−Za)
(
|ψ〉|0〉a|1〉a
)
=
(
ei2θZ
b |ψ〉) |0〉a|1〉a . (18)
Note that at the end of the process, the ancillary qubits go back
to their initial states. Therefore, combining these unitaries,
one can generate all Hamiltonians {Zb : b ∈ {0, 1}n}, and
hence all diagonal unitaries on n qubits. Then, as we show in
the Supplementary Material, combining these Hamiltonians
with Hamiltonians {Rrs : r, s ∈ {1, · · ·n}}, one can generate
all U(1)-invariant Hamiltonians. To summarize
Theorem 3. Using a pair of ancillary qubits prepared in
states |0〉 and |1〉, any unitary which is invariant under rota-
tions around z can be implemented using 2-local Hamiltoni-
ans {XrXs +YrYs}, together with the single-qubit Z Hamil-
tonian on one of the ancillary qubits.
Discussion— The long-term dynamics of quantum many-
body systems with generic local Hamiltonians are intractable.
In the absence of symmetries, there are no constraints on the
possible unitary evolution of the system. In many cases, the
conservation laws imposed by the symmetries of Hamiltonian
provide the only tractable constraints on the long-term be-
havior: For any time t, the unitary evolution U(t) of system
commutes with the generators of the symmetries. Our first re-
sult implies that locality and symmetry together yield stronger
constraints on the long-term dynamics. Such constraints could
be useful, for instance, for understanding scrambling in many-
body systems with conserved charges [10]. It is worth noting
that these constraints hold, even if the interactions are long-
range, provided that each term in the Hamiltonian acts non-
trivially on a finite number of sites.
Our second result, implies that using ancillary qubits, one
can circumvent these constraints in the case of the group
U(1). This result justifies the framework of the resource
theory of quantum thermodynamics, which allows arbitrary
energy-conserving unitaries on a composite system. Our
technique for implementing arbitrary phase-insensitive uni-
taries using the phase-insensitive interaction XX + Y Y and
ancillary qubits, can have further applications in the context
of quantum computing.
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6Supplementary Material
Charge vectors and their Fourier Transform
Consider the decomposition of the representation {U(g) : g ∈ G} to the irreducible representations (irreps) of G. If G is a
finite or compact Lie group, then every representation is completely reducible, i.e., there exists a unitary W such that
WU(g)W † =
⊕
µ∈irrep(U)
u(µ)(g)⊗ Imµ , ∀g ∈ G (19)
and the Hilbert spaceH decomposes as
H ∼=
⊕
µ∈irrep(U)
Cdµ ⊗ Cmµ , (20)
where irrep(U) is the set of inequivalent irreps of G appearing in the representation U , {u(µ)(g) : g ∈ G} is the irreducible
representation which acts irreducibly on Cdµ , dµ is the dimension of irrep µ and mµ is its multiplicity, and Imµ is the identity
operator on Cmµ . Using Schur’s lemmas, one can show that in this basis any G-invariant operator A can be written as
WAW † =
⊕
µ∈irrep(U)
Idµ ⊗A(µ) , (21)
where Idµ is the identity operator on Cdµ , and A(µ) is an operator acting on Cmµ . Using this decomposition, the charge vector
of operator A is
|χA〉 =
∑
µ∈irrep(U)
Tr(ΠµA) |µ〉 =
∑
µ∈irrep(U)
dµ × Tr(A(µ)) |µ〉 . (22)
Next, consider the function χA : G→ C defined by equation
χA(g) = Tr(AU(g)) =
∑
µ∈irrep(U)
Tr(u(µ)(g))× Tr(A(µ)) =
∑
µ∈irrep(U)
Tr(A(µ)) χ(µ)(g) . (23)
where χ(µ) is the character of irrep µ. The fact that characters of inequivalent irreps are linearly independent, immediately
implies that for G-invariant operators there is a linear invertible map between function χA and the charge vector |χA〉. In
particular, using the orthogonality relation,
∫
G
dg χ(ν)(g)χ(µ)(g) = δµ,ν , we find
|χA〉 =
∫
G
dg χA(g)
∑
µ∈irrep(U)
dµ χ(µ)(g) |µ〉 , (24)
where dg is the uniform (Haar) measure, and χ(µ)(g) is the complex conjugate of χ(µ)(g). The inverse transformation is
χA(g) =
∑
µ∈irrep(U)
〈µ|χA〉 χ
(µ)(g)
dµ
. (25)
Note that for a Hermitian operator, all coefficients {Tr(A(µ))} are real numbers. Furthermore, for any choice of real number
{aµ ∈ R}, the Hermitian G-invariant operator A =
∑
aµΠµ/Tr(Πµ), has the charge vector |χA〉 =
∑
µ aµ|µ〉. Therefore,{
χA : A = A†, [A,U(g)] = 0,∀g ∈ G
}
=
{ ∑
µ∈irrep(U)
aµχ
(µ) : aµ ∈ R
}
, (26)
where the summation is over the set of all irreps of G which appear in the representation {U(g) : g ∈ G}.
7Lie algebra generated by local symmetric Hamiltonians (Proof of theorem 1)
First, we consider the special case of identical systems . Consider a system formed from n local sites, each with a finite-
dimensional Hilbert space
Hi ∼= Cd : i = 1, · · · , n . (27)
Let H ∼= ⊗ni=1Hi be the joint Hilbert space. Assume all sites have the same representation of symmetry, namely {u(g) ∈
L(Cd) : g ∈ G}, and therefore {U(g) = u(g)⊗n : g ∈ G} is the representation of symmetry on the total system.
Let
a ≡ {A ∈ L((Cd)⊗n) : A+A† = 0 , [A,U(g)] = 0 : ∀g ∈ G} , (28)
be the set of all G-invariant anti-Hermitian operators, which form a Lie algebra.
Consider the sub-algebra of a generated by G-invariant anti-Hermitian k-local operators, denoted by
hk ≡ alg{A ∈ L((Cd)⊗n) : A ∈ a, A is k-local} (29)
= alg{A ∈ L((Cd)⊗n) : A+A† = 0 , [A,U(g)] = 0 ∀g ∈ G,A is k-local} . (30)
Define Sk to be the charge vector for all Hamiltonians C with the property that iC ∈ hk, i.e.
Sk ≡ {|χC〉 : iC ∈ hk} = SpanR{|χC〉 : iC ∈ a, C is k-local} , (31a)
where in the right-hand side we have the linear combinations of charge vectors of k-local G-invariant Hamiltonians, and the
equality follows from Eq.(6).
To determine the dimension of the subspace Sk, it is useful to consider the Fourier transform of the charge vectors. For any
operator C, let χC : G→ C be the function defined by equation χC(g) = Tr(CU(g)). Consider the subspace
S˜k ≡ {χC : iC ∈ hk} . (32)
As we have seen before χC is related to |χC〉 via Fourier transform, and therefore subspaces Sk and S˜k have equal dimension,
i.e.
dim(Sk) = dim(S˜k) . (33)
Next, note that up to a permutation any k-local operator C has a decomposition as
C = C˜ ⊗ I⊗(n−k)d , (34)
where C˜ ∈ L((Cd)⊗k) acts on k sites, and Id is the identity operator on Cd. Then,
χC(g) = Tr(CU(g)) = [Tr(u(g))]n−k × Tr(C˜u(g)⊗k) . (35)
The first factor [Tr(u(g))]n−k is independent of C. Therefore, the dimension of S˜k is equal to the dimension of the subspace
spanned by functions Tr(C˜u(g)⊗k) for G-invariant Hermitian operators C˜, which act on k systems, i.e.
SpanR
{
χC˜ : C˜ ∈ L((Cd)⊗k), C˜ = C˜†,∀g : [C˜, u(g)⊗k] = 0
}
=
{ ∑
µ∈irrep(U˜)
aµχ
(µ) : aµ ∈ R
}
, (36)
where irrep(U˜) is the set of irreps of G that appear in representation {U˜(g) = u⊗k(g) : g ∈ G}, and the equality follows
form Eq.(26). Clearly, the dimension of this subspace is equal to Nirrep(k), the number of distinct irreps of G that appearing in
representation {U˜(g) = u⊗k(g) : g ∈ G}. Together with lemma 1, this proves theorem 1.
The general case of non-identical subsystems
Next, consider the more general case where the subsystems are not identical. Assume there are a finite number of types of
sites, where each type carries a particular representation of groupG. More precisely, suppose each site has one of T possible rep-
8resentations {v(1), · · · , v(T )}, where for each t ∈ {1, · · · , T}, {v(t)(g) : g ∈ G} is a finite-dimensional unitary representation
of group G.
Then, our previous argument can be easily generalized to show that Sk, the set of charge vectors for k-local G-invariant
Hamiltonians, is a finite-dimensional subspace, whose dimension is bounded by a number which is independent of n, the total
number of sites. In fact, the dimension of Sk is upper bounded by the total number of inequivalent irreps of G, which appear in
all tensor product representations
{ k⊗
i=1
v(ti) : t1, · · · , tk ∈ {1, · · · , T}
}
. (37)
This follows from the fact that any k-local operator can act non-trivially on at most k sites, and the representation of group G on
those k sites is equivalent to one of the representations listed above. Therefore, the charge vector of any such operator can only
contain components in irreps {µ} which appear in one of these representations. Clearly, the total number of inequivalent irreps
appearing in the above representations, is independent of n, the total number of sites.
On the other hand, let
⊗n
i=1 v
(ti) be the representation of group G on the total system, where v(ti) is the representation of
group G on site i and ti ∈ {1, · · · , T}. For a compact connected Lie group G, such as U(1) and SO(3), as the number of sites
which carry a non-trivial representation of G increases, the number of distinct irreps which appear in this representation also
increases unboundedly, and for sufficiently large n, this will be larger than the dimension of Sk. Therefore, by lemma 1 we
conclude that for sufficiently large n, there are G-invariant unitaries which cannot be implemented using k-local G-invariant
Hamiltonians.
Proof of theorem 2
Consider the symmetry transformation
U(eiθ) = (eiθZ)⊗n = eiθ
∑
r
Zr =
n∑
q=−n
eiθq Πq , (38)
where Πq is the projector to the subspace corresponding to eigenvalue q of operator
∑
r Zr. Then, the charge vector associated
to any operator A is
|χA〉 =
n∑
q=−n
Tr(ΠqA) |q〉 , (39)
and its Fourier transform is the function
χA(eiθ) = Tr(AU(eiθ)) = Tr(A(eiθZ)⊗n) =
n∑
q=−n
eiqθ Tr(ΠqA) . (40)
Let hk be the Lie algebra generated by k−local U(1)-invariant Hamiltonians, and S˜k be the subspace
S˜k ≡ {χA : iA ∈ hk } . (41)
First, using Eq.(6), we find
S˜k ≡ {χA : iA ∈ hk } = SpanR
{
χA : A = A†, [A,
∑
r
Zr] = 0, A is k-local
}
, (42)
i.e. S˜k is the span of functions χA for all k−local Hermitian, U(1)-invariant operators. We claim that this subspace is equal to
S˜k = SpanR{ξv : 0 ≤ v ≤ k} , where ξv(eiθ) = (cos θ)n−v (i sin θ)v . (43)
To prove Eq.(43) first note that
χA(eiθ) = Tr(D(A)U(eiθ)) , (44)
9where
D(A) ≡
∑
b∈{0,1}n
|b〉〈b|A|b〉〈b| =
∑
b1,··· ,bn∈{0,1}
(|b1〉〈b1| ⊗ · · · ⊗ |bn〉〈bn|) A (|b1〉〈b1| ⊗ · · · ⊗ |bn〉〈bn|) , (45)
is the diagonal part ofA. This definition immediately implies that ifA is k-local, thenD(A) is also k-local, i.e., acts non-trivially
on, at most, k sites. Furthermore, any diagonal operator can be written as a linear combination of operators {Zb : b ∈ {0, 1}n}.
We conclude that
S˜k = SpanR
{
χA : A =
∑
b
abZb , ab ∈ R, A is k-local
}
. (46)
Next, using the fact that operators {Zb : b ∈ {0, 1}n} are linearly independent, and pairwise orthogonal relative to the Hilbert-
Schmidt inner product, we find that any k-local operator A =
∑
b abZ
b can be written as
A =
∑
b:w(b)≤k
ab Zb . (47)
This immediately implies
S˜k = SpanR
{
χZb : w(b) ≤ k
}
, (48)
where
χZb(eiθ) ≡ Tr
(
Zb(eiθZ)⊗n
)
= 2n(cos θ)n−w(b)(i sin θ)w(b) , (49)
w(b) =
∑N
l=1 bl is the Hamming weight of the bit string b = b1 · · · bn, and the summation is over all bit strings with Hamming
weight w(b) ≤ k. Here, the equality follows from the fact that Tr(eiθZ) = 2 cos θ and Tr(ZeiθZ) = 2i sin θ. This proves our
claim in Eq.(43).
Similarly, using Eq.(49), for any operator A =
∑
b abZb, we have
χA(eiθ) = Tr(A(eiθZ)⊗n) =
∑
b
abTr(Zb(eiθZ)⊗n) = 2n
n∑
v=0
ξv(eiθ)×
∑
b∈{0,1}n:w(b)=v
ab . (50a)
By the second part of lemma 1, an operator iA = i
∑
b abZ
b with real coefficients {ab} is in h2 only if χA is in the subspace
S˜k. Since functions {ξv : v = 0, · · · , n} are linearly independent, and subspace S˜k is the linear span of {ξv : 0 ≤ v ≤ k}, χA
is in the subspace S˜k, only if the coefficients of ξv for v > k is zero, i.e.∑
b:w(b)=v
ab = 0 : ∀v > k , (51)
where the summation is over all bit strings with Hamming weight v, and the condition should hold for all v > k. This proves
the necessity of condition in Eq.(14) in theorem 2. Next, we prove the sufficiency of this condition.
Sufficiency of condition in Eq.(14) of theorem 2
As we discuss in the main part of the paper, for any subset v + 1 ≤ n distinct qubits l1, l2, · · · , lv+1 ∈ {1, · · · , n}, we have
icv × (Zl1 ...Zlv − Zl2 ...Zlv+1) = (52)[
[..[[iRl1l2 , iRl2l3 ], iRl3l4 ].., iRlv,lv+1 ], iRlv+1,l1
]
: v even,[
[..[[iRl1l2 , iRl2l3 ], iRl3l4 ].., iRlv,lv+1 ], iTlv+1,l1
]
: v odd ,
where cv = ±1, depending on v. Therefore, for any pair of bit strings b1,b2 ∈ {0, 1}n, the operator i(Zb1 − Zb2) can be
obtained from these commutators, provided that b1 and b2 have equal Hamming weights, i.e. w(b1) = w(b2) = v, and their
Hamming distance d(b1,b2) = 2 (Recall that the Hamming distance is the number of bits that should be flipped to transform
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one bit string to another).
Next, we prove that the linear span of operators in Eq.(52) for a fixed v < n is
SpanR
{
i(Zb1 − Zb2) : w(b1) = w(b2) = v, d(b1,b2) = 2
}
= SpanR
{
i(Zb1 − Zb2) : w(b1) = w(b2) = v
}
, (53)
i.e. the restriction d(b1,b2) = 2 can be removed. To prove this we use the fact that any pair of bit strings strings c1, c2 ∈ {0, 1}n
with equal Hamming weights w(c1) = w(c2) = v are related to each other by a permutation of bits. Furthermore, any
permutation can be realized by a sequence transpositions, i.e., 2-bit permutations, which only exchange the value of two-bits. It
follows that for any pair of bit strings c1, c2 ∈ {0, 1}n with equal Hamming weights w(c1) = w(c2) = v, there is a path in the
space of bit strings with Hamming weight v from c1 to c2, i.e.
f1, · · · , fL ∈ {0, 1}n : w(fk) = v, f1 = c1, fL = c2 , (54)
where each consecutive pair of bit strings have Hamming distance 2, i.e.
d(fr, fr+1) = 2 : 1 ≤ r ≤ L− 1 . (55)
Therefore, i(Zc1 − Zc2) can be obtained using the linear combination
i(Zc1 − Zc2) = i(Zf1 − ZfL) = i(Zf1 − Zf2) + i(Zf2 − Zf3) + · · ·+ i(ZfL−1 − ZfL) . (56)
This proves Eq.(53). Next, it can be easily seen that
SpanR
{
i(Zb1 − Zb2) : w(b1) = w(b2) = v
}
=
{
i
∑
b:w(b)=v
ab Zb : ab ∈ R ,
∑
b:w(b)=v
ab = 0
}
, (57)
where the right-hand side is the subspace of all linear combinations i
∑
b:w(b)=v ab Z
b for bit strings with Hamming weight v,
which satisfy the linear constraint
∑
b:w(b)=v ab = 0.
Next, considering the linear combinations of subspaces with different Hamming weights v < n, we obtain the subspace
{i
∑
b
ab Zb : ab ∈ R,∀v < n :
∑
b:w(b)=v
ab = 0} . (58)
Recall that this subspace is obtained from linear combination of commutators in Eq.(52), which only involve 2-local U(1)-
invariant operators {iRlm, iTlm}. Therefore, this subspace is a subspace of hk for k ≥ 2, where hk is the Lie algebra generated
by k-local U(1)-invariant anti-Hermitian operators.
By definition, in addition to this subspace, hk also includes arbitrary linear combinations of operators {iZb : w(b) ≤ k}.
Linear combinations of these operators with the set of operators in Eq.(58), yield all diagonal Hamiltonians which satisfy
condition in Eq.(51). This proves the sufficiency of this condition and completes the proof of theorem 2.
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Proof of theorem 3
Let a be the set of U(1)-invariant anti-Hermitian operators,
a ≡ {A ∈ L((C2)⊗n) : A+A† = 0 , [A, n∑
r=1
Zr
]
= 0
}
. (59)
Any arbitrary operator A ∈ L((C2)⊗n) can be written as
A =
∑
b,b′∈{0,1}n
ab,b′ |b〉〈b′| . (60)
Using the fact that
( n∑
r=1
Zr
)|b〉 = [n− 2w(b)] |b〉 , (61)
we find that
[A,
n∑
r=1
Zr] = 2
∑
b,b′
ab,b′ [w(b′)− w(b)] |b〉〈b′| . (62)
This implies that if [A,
∑n
r=1 Zr] = 0, then
ab,b′ = 0 for w(b) 6= w(b′) . (63)
In other words, the off-diagonal terms for bit strings with different Hamming weights vanish.
Therefore, the space of U(1)-invariant operators is spanned by
{|b〉〈b′| : w(b) = w(b′); b,b′ ∈ {0, 1}n} . (64)
This implies that a, the space of anti-Hermitian U(1)-invariant operators is spanned by
a = SpanR
{
i
(|b〉〈b′|+ |b′〉〈b|), |b〉〈b′| − |b′〉〈b| : w(b) = w(b′) ; b,b′ ∈ {0, 1}n} . (65)
Using the fact that for any pair of bit strings b,b′ ∈ {0, 1}n,[
i|b〉〈b| , (|b〉〈b′| − |b′〉〈b|)
]
= i
(|b〉〈b′|+ |b′〉〈b|) , (66)
we find that the Lie algebra a is generated by
a = alg
{
i|b〉〈b| , |b〉〈b′| − |b′〉〈b| : w(b) = w(b′) ; b,b′ ∈ {0, 1}n
}
. (67)
Next, we prove that this algebra is generated by the following set of operators{
i|b〉〈b|} ∪ {iRlr = i(XlXr + YlYr)/2 : l, r ∈ {1, · · · , n}} , (68)
i.e., we prove that
alg
{
i|b〉〈b|, iRlr = i(XlXr + YlYr)/2 : l, r ∈ {1, · · · , n},b ∈ {0, 1}n
}
(69a)
= alg
{
i|b〉〈b| , |b〉〈b′| − |b′〉〈b| : w(b) = w(b′) ; b,b′ ∈ {0, 1}n
}
= a . (69b)
To prove this claim, first note that for any bit string b ∈ {0, 1}n, and any pair of distinct qubits l, r ∈ {1, · · · , n}, it holds that[
i|b〉〈b|, iRlr
]
= |b′〉〈b| − |b〉〈b′| ≡ F (b′,b) , (70)
12
where b′ is the bit string obtained by exchanging bits l and r of bit string b, and
F (d, e) ≡ |d〉〈e| − |e〉〈d| . (71)
Next, note that
F (b,b′′) =
[
F (b,b′), F (b′,b′′)
]
. (72)
By combining these two steps, we can obtain F (c1, c2) = |c1〉〈c2| − |c2〉〈c1|, for any pair of bit strings c1, c2 ∈ {0, 1}n
with equal Hamming weights: Recall that any pair of bit strings with equal Hamming weights are related via a permutation and
any such permutation can be realized by combining transpositions, i.e., 2-bit permutations. Therefore, there exists a sequence
b1, · · · ,bL, such that b1 = c1, bL = c2, d(bk,bk+1) = 2 for 1 ≤ k ≤ L. Then, using Eq.(72) we have
F (c1, c2) = F (b1,bL) =
[
· · · [[[[F (b1,b2), F (b2,b3)], F (b3,b4)], F (b4,b5)] · · · ], F (bL−1,bL)] . (73)
This proves Eq.(69), i.e., the Lie algebra a is generated by operators {i|b〉〈b|, iRlr}.
Finally, as we have seen in Eq.(18), if one has access to two ancillary qubits initially prepared in states |0〉 and |1〉, then using
interactions {Rlr : l, r ∈ {1 · · · , n} ∪ {a, a}} and a single Z term on an ancillary qubit, one can implement all Hamiltonians
{|b〉〈b|}. Combining these two results, we conclude that any U(1)-invariant unitary can be implemented using interactions
{Rlr : l, r ∈ {1 · · · , n} ∪ {a, a}} and local Z on an ancillary qubit a or a. This completes proof of theorem 3.
