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Abstract
We establish criteria of stability and instability for the stratified compressible magnetic Rayleigh–
Taylor (RT) problem. More precisely, if under the stability condition Ξ < 1, we show the existence
of unique solution with algebraic decay in time for the (compressible) magnetic RT problem with
proper initial data in Lagrangian coordinates. The stability result presents that sufficiently large
vertical (base) magnetic field can inhibit the development of RT instability. On the other hand,
if Ξ > 1, there exists an unstable solution to the magnetic RT problem in the Hadamard sense.
This shows that the RT instability still occurs when the strength of base magnetic field is small
or the base magnetic field is horizontal with proper large horizontal period cell. Moreover, by
analyzing the stability condition in magnetic RT problem for vertical magnetic fields, we can
observe that the compressibility destroys the stabilizing effect of magnetic fields in the vertical
direction. Fortunately, the instability in vertical direction can be inhibited by the stabilizing
effect of pressure, which also plays an important role in the mathematical proof for stability of
the magnetic RT problem. In addition, we will extend the results in magnetic RT problem to
the (compressible) viscoelastic RT problem, and find that the stabilizing effect of elasticity is
stronger than the one of magnetic fields.
Keywords: compressible Navier–Stokes equations; stratified magnetohydrodynamic fluids;
stratified viscoelastic fluids; Rayleigh–Taylor instability.
1. Introduction
Considering two completely plane-parallel layers of immiscible fluids, the heavier on top of
the lighter one and both subject to the earth’s gravity. In this case, the equilibrium state is
unstable to sustain small disturbances, and this unstable disturbance will grow and lead to a
release of potential energy, as the heavier fluid moves down under the gravitational force, and
the lighter one is displaced upwards. This phenomenon was first studied by Rayleigh [52] and
then Taylor [58], and is called therefore the Rayleigh–Taylor (RT) instability. In the last decades,
this phenomenon has been extensively investigated from both physical and numerical aspects,
see [8, 13, 59] for examples. It has been also widely investigated how the RT instability evolves
under the effects of other physical factors, such as the elasticity [41], the rotation [8], the internal
surface tension [14, 33, 61], the magnetic field [8, 35, 39] and so on.
In this article, we are interested in the problem of effects of magnetic fields on RT instability
in the stratified compressible magnetohydrodynamic (MHD) fluids. This topic goes back the
theoretical work of Kruskal and Schwarzchild [44] in 1954. They analyzed the effect of a horizontal
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(base or equilibrium state) magnetic field on the growth of the RT instability, and pointed out that
the curvature of the magnetic lines can influence the development of instability in compressible
plasm, but can not inhibit the RT instability. However the inhibition of RT instability by vertical
(base) magnetic fields was first verified in incompressible MHD fluids by Hide in [8, 20]. Of course,
the results of Kruskal, Schwarzchild and Hide are based on the linearized MHD equations. Since
Kruskal and Schwarzchild’s pioneering work, many physicists have continued to develop the linear
theory and nonlinear numerical simulation of the magnetic RT instability problem, since it has
applications in a range of scales from laboratory plasma physics to atmospheric physics and
astrophysics [7, 21, 22, 50, 55, 56]. In particular, Hester et al. [19] compared the observational
characteristics of the Crab Nebula with simulations of the magnetic RT instability performed by
Jun et al. [43], and found that the magnetic RT instability could explain the observed filamentary
structure, which is also observed in the Sun [30, 31].
Next we further introduce the nonlinear mathematical results of incompressible magnetic RT
instability, which are closely related to our obtained results in this article. The mathematical
verification of incompressible magnetic RT instability based on the nonlinear MHD equations
was first given by Hwang [29] for the inviscid case. Then, the authors proved the nonlinear
magnetic RT instability for the viscous case [38]. Later the authors further showed that the
sufficiently large horizontal magnetic fields can inhibit the RT instability as well as the vertical
magnetic fields in the incompressible non-homogenous MHD equations, when the non-slip velocity
boundary condition is imposed on the direction of magnetic fields. This magnetic inhibition
result rigorously reveals that the non-slip velocity boundary condition lied the the direction of
magnetic fields can enhance the stabilizing effect of the field. Recently such magnetic inhibition
theory was also verified by Wang in the stratified incompressible MHD fluids [60] for the vertical
magnetic field, and also founded by the authors in Parker instability problem [37], in which the
base magnetic field is horizontal and vertically decreasing. An interesting question arises that
whether the magnetic inhibition theory in incompressible magnetic RT problem also holds in
stratified compressible MHD fluids due to the presence of compressibility. In this article, we call
this question the compressible MRT problem.
Before further discussing our obtained results, we shall first pose our considered mathematical
model. The motion equations of compressible MHD fluids without resistivity under a uniform
gravitational field (along the negative x3-direction) can be described as follows:

ρt + div(ρv) = 0,
ρvt + ρv · ∇v + divS = −ρge3,
Mt = M · ∇v − v · ∇M −Mdivu,
divM = 0.
(1.1)
where ρ := ρ(x, t), v := v(x, t), M := M(x, t), S, g and e3 denote the density, velocity in three-
dimensional space, magnetic field, stress tension, gravitational constant and vertical unit vector
(i.e., e3 = (0, 0, 1)
T, here the superscript T denotes the transposition), respectively. In the above
model, we consider that the stress tension S enjoys the following expression:
S := PI − V(v) + λ (|M |2I/2−M ⊗M) . (1.2)
Here the letters I and λ denote the 3 × 3 identity matrix and the permeability of vacuum
dividing by 4π, respectively. P := P (τ)|τ=ρ and V := V(v) represent the hydrodynamic pressure
and viscosity tensor, respectively. In this article, the pressure function P (τ) is always assumed
to be smooth, positive, and strictly increasing with respect to τ , and the viscosity tensor is given
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by:
V(v) := µ(∇v +∇vT) + (ς − 2µ/3) divvI,
where the constants µ > 0 and ς ≥ 0 denote the shear viscosity and the bulk viscosity, respec-
tively. We mention that the well-posedness problem of the corresponding incompressible of (1.1)
without gravity −ρge3 has been wildly investigated, see [1, 49] and the references cited therein.
To investigate the compressible MRT problem in the stratified compressible case, we shall
consider two distinct, immiscible, compressible MHD fluids evolving in a moving domain Ω(t) =
Ω+(t) ∪ Ω (t) for time t ≥ 0. The upper fluid fills the upper domain
Ω+(t) := {(xh, x3)T | xh := (x1, x2)T ∈ T2, d(xh, t) < x3 < h+},
and the lower fluid fills the lower domain
Ω−(t) := {(xh, x3)T | xh ∈ T2, h− < x3 < d(xh, t)}.
Here we assume the domain are horizontally periodic by setting T2 = (2πL1T ) × (2πL2T ) for
T := R/Z the usual 1-torus and 2πLi (i = 1, 2) are the periodicity lengths. We assume that
h+, h− are two fixed and given constants, and satisfy h− < h+, but the internal surface function
d := d(xh, t) is free and unknown. The internal surface Σ(t) := {x3 = d} moves between the two
MHD fluids, and Σ± := {x3 = h±} are the fixed upper and lower boundary of Ω(t).
Now we use the MHD equations (1.1) to describe the motions of the stratified compressible
MHD fluids, and add the subscript +, resp. − to the notations of known physical parameters,
pressure functions and other unknown functions in (1.1) for the upper, resp. lower fluids. Thus
the motion equations of the stratified compressible MHD fluids driven by the uniform gravita-
tional field read as follows:

∂tρ± + div(ρ±v±) = 0 in Ω±(t),
ρ±∂tv± + ρ±v± · ∇v± + divS± = −ρ±ge3 in Ω±(t),
∂tM± = M± · ∇v± − v± · ∇M± −M±divv± in Ω±(t),
divM± = 0, in Ω±(t).
(1.3)
where S± are defined by (1.2) with (v±,M±, P±, µ±, ς±) in place of (v,M, P, µ, ς). Here P± :=
P±(τ)|τ=ρ±, and P±(τ) denote the two different pressure functions of upper and lower MHD
fluids.
For two viscous MHD fluids meeting at a free boundary, the standard assumptions are that
the velocity is continuous across the interface and that the jump in the normal stress is zero
under ignoring the internal surface tension. This requires us to enforce the jump conditions
JvK = 0, JSKν = 0 on Σ(t), (1.4)
where we have written the normal vector to Σ(t) as ν, and denoted the interfacial jump by
JfK := f+|Σ(t) − f−|Σ(t). Here f±|Σ(t) are the traces of the functions f± on Σ(t). We will also
enforce the condition that the fluid velocity vanishes at the fixed boundaries; we implement this
via the boundary conditions
v± = 0 on Σ±, (1.5)
To simplify the representation of (1.3) and (1.5), we introduce the indicator function χ and
denote
µ := µ+χΩ+(t) + µ−χΩ−(t), ς := ς+χΩ+(t) + ς−χΩ−(t), (1.6)
ρ := ρ+χΩ+(t) + ρ−χΩ−(t), v := v+χΩ+(t) + v−χΩ−(t), M := M+χΩ+(t) +M−χΩ−(t), (1.7)
P := P+(ρ+)χΩ+(t) + P−(ρ−)χΩ−(t), (1.8)
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thus one has
v = 0 on ∂Ω−, (1.9)
and 

∂tρ+ div(ρv) = 0 in Ω(t),
ρ∂tv + ρv · ∇v + divS = −ρge3 in Ω(t),
Mt = M · ∇v − v · ∇M −Mdivv in Ω(t),
divM = 0 in Ω(t),
(1.10)
where we have defined that ∂Ω− := Σ+∪Σ−, and S is defined by (1.2) with (ρ, v,M, P, µ, ς) offered
by (1.6)–(1.8). Moreover, under the first jump condition in (1.4), the internal surface function is
defined by v, i.e.,
dt + v1(xh, d)∂1d+ v2(xh, d)∂2d = v3(xh, d) on T
2. (1.11)
Finally, we pose initial data of (ρ, v,M, d):
(̺, v,M)|t=0 := (̺0, v0,M0) in Ω− \Σ(0) and d|t=0 = d0 on T2, (1.12)
where we have defined that Ω− := T2 × {h−, h+} and Σ(0) = {x3 = d(xh, 0)}. Then (1.4) and
(1.9)–(1.12) constitute an initial-boundary value problem of stratified compressible MHD fluids
with an free interface, which is denoted as the SCMF model for the simplicity.
In this article, we use the above SCMF model to investigate the compressible MRT problem.
To this purpose, we need to construct a MRT equilibrium state of the SCMF model. Choose a
constant d¯ ∈ (h−, h+), and consider a (equilibrium state) density profile ρ¯±, which are smooth
functions in Ω±, only depends on x3, and satisfy the equilibrium state{ ∇P±(ρ¯±) = −ρ¯±ge3 in Ω±,
JP (ρ¯)Ke3 = 0 on Σ,
(1.13)
the non-vacuum condition
inf
x∈Ω±
{ρ¯±(x3)} > 0 (1.14)
and the RT (jump) condition
Jρ¯K > 0 on Σ, (1.15)
where we have defined that
Σ := T2 × {d¯}, Ω+ := T2 × {d¯ < x3 < h+} and Ω− := T2 × {h− < x3 < d¯}.
Let ρ¯ := ρ¯+χΩ+ + ρ¯−χΩ− and the base magnetic field M¯ := (M¯1, M¯2, M¯3) be a constant vector.
Then (ρ, v,M) = (ρ¯, 0, M¯) with d = d¯ is an equilibrium state (solution) of the SCMF model. For
the simplicity, we denote the MRT equilibrium state (ρ¯, 0, I) by rM . We mention that such MRT
equilibrium state satisfying (1.13)–(1.15) exists, see [13]. In addition, without loss of generality,
we assume that d¯ = 0 in this article. If d¯ is not zero, we can adjust the x3 co-ordinate to make
d¯ = 0. Thus h− < 0, and d can be called the displacement function of the point at the interface
deviating from the plane Σ.
The compressible MRT problem now reduces to the verification of that whether rM is stable or
unstable to the SCMF model for different case M¯ . However, the movement of the free interface
Σ(t) and the subsequent change of the domains Ω±(t) in Eulerian coordinates will result in
severe mathematical difficulties. Hence, in Section 2, under some proper initial data, we will
switch our verification to Lagrangian coordinates, so that we can obtain a so-called transformed
4
MRT problem (denoted as TMRT problem, see (2.16)), in which the interface and the domains
are the fixed plan and the fixed domains, resp.. Then, in Lagrangian coordinates, we establish
criteria of stability and instability for the compressible MRT problem in Section 3. More precisely,
if under the stability condition Ξ < 1 (see (2.28) for the definition of the discriminant Ξ), we
show the existence of unique solution with algebraic decay in time for the TMRT problem with
proper initial data, see Theorem 3.1 in Section 3; if Ξ > 1, the TMRT problem is unstable in
the Hadamard sense, see Theorem 3.2 in Section 3. Moreover, for the vertical magnetic field
M¯ = (0, 0, M¯3) with sufficiently large M¯3, we have Ξ < 1, see Proposition 3.1; and for any
horizontal magnetic field M¯ = (M¯1, 0, 0) with proper large L1 or sufficiently small base magnetic
fields, we have Ξ > 1, see Propositions 3.2 and 3.3. These results present that sufficiently
large vertical magnetic fields can inhibit the RT instability, and the RT instability still occurs
in MHD fluids when the strength of base magnetic field is small or the base magnetic field is
horizontal. Hence the magnetic inhibition theory still holds in the stratified compressible MHD
fluids. Finally, we will extend the results in the compressible MRT problem to the compressible
viscoelastic RT problem in Section 7, and find that the stabilizing effect of elasticity is stronger
than the one of magnetic fields.
2. Reformulation in Lagrangian coordinates
As mentioned before, the movement of the free interface Σ(t) and the subsequent change
of the domains Ω±(t) in Eulerian coordinates will result in severe mathematical difficulties.
To circumvent such difficulties, we switch our analysis to Lagrangian coordinates, so that the
interface and the domains stay fixed in time. To this end, we take Ω+ and Ω− to be the fixed
Lagrangian domains, and assume that there exist invertible mappings
ζ0± : Ω± → Ω±(0),
such that
Σ(0) = ζ0±(Σ), Σ+ = ζ
0
+(Σ+), Σ− = ζ
0
−(Σ−) (2.1)
and det(∇ζ0±) 6= 0, where det denotes a determinant operator. The first condition in (2.1) means
that the initial interface Σ(0) is parameterized by the mapping ζ0± restricted to Σ, while the latter
two conditions in (2.1) mean that ζ0± map the fixed upper and lower boundaries into themselves.
Define the flow maps ζ± as the solutions to{
∂tζ±(y, t) = v±(ζ±(y, t), t) in Ω±
ζ±(y, 0) = ζ
0
±(y) in Ω±.
We denote the Eulerian coordinates by (x, t) with x = ζ(y, t), whereas the fixed (y, t) ∈ Ω× R+
stand for the Lagrangian coordinates.
In order to switch back and forth from Lagrangian to Eulerian coordinates, we assume that
ζ±(·, t) are invertible and Ω±(t) = ζ±(Ω±, t), and since v± and ζ0± are all continuous across Σ, we
have Σ(t) = ζ±(Σ, t), i.e.,
JζK = 0 on Σ. (2.2)
In other words, the Eulerian domains of upper and lower fluids are the image of Ω± under the
mappings ζ±, and the free interface is the image of Σ under the mappings ζ±(t, ·). In addition,
in view of the non-slip boundary condition v±|Σ± = 0, we have
y = ζ±(y, t) on Σ±.
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From now on, we define that ζ = ζ+χΩ+ + ζ−χΩ− , ζ0 := ζ
0
+χΩ+ + ζ
0
−χΩ− and η = ζ − y.
Next we introduce some notations involving η. We define A := (Aij)3×3 via AT = (∇(η +
y))−1 := (∂j(η + y)i)
−1
3×3, and the differential operators ∇A and divA as follows:
∇Aw := (∇Aw1,∇Aw2,∇Aw3)T, ∇Awi := (A1k∂kwi,A2k∂kwi,A3k∂kwi)T,
divA(f1, f2, f3)
T = (divAf1, divAf2, divAf3)
T, divAfi := Alk∂kfil, (2.3)
∆Aw := (∆Aw1,∆Aw2,∆Aw3)
T and ∆Awi := divA∇Awi
for vector functions w := (w1, w2, w3)
T and fi := (fi1, fi2, fi3)
T, where we have used the Einstein
convention of summation over repeated indices and ∂k denotes the partial derivative with respect
to the k-th component of the spatial variable y.
Finally, we further introduce some properties of A.
(1) Using the definition of A, one can deduce the following two important properties:
∂l(JAkl) = 0 (2.4)
and
∂i(η + y)kAkj = Aik∂k(η + y)j = δij , (2.5)
where J = det(∇(η + y)), δij = 0 for i 6= j, and δij = 1 for i = j. The relation (2.4) is
often called the geometric identity.
(2) We can compute out that JAe3 = ∂1(η + y)× ∂2(η + y), and thus, by (2.2),
JJAe3K = 0. (2.6)
(3) In view of (2.6), the unit normal ~n to Σ(t) = ζ(Σ, t) can be written as:
~n = n˜|Σ with n˜ := JAe3|JAe3| . (2.7)
2.1. Transformed MRT problem
Now we set the Lagrangian unknowns
(̺, u, B)(y, t) = (ρ, v,M)(η(y, t) + y, t) for (y, t) ∈ Ω× R+,
thus, under proper assumptions, the SCMF model can be rewritten as the initial-boundary value
problem with an interface for (η, ̺, u, B) in Lagrangian coordinates:

ηt = u in Ω,
̺t + ̺divAu = 0 in Ω,
̺ut + divAS˜A(η, ̺, u, B) = −̺ge3 in Ω,
Bt = B · ∇Au−BdivAu in Ω,
JS˜A(η, ̺, u, B)K~n = 0, JuK = JηK = 0 on Σ,
u = 0, η = 0 on ∂Ω−,
(η, ̺, u, B)|t=0 = (η0, ̺0, u0, B0), in Ω,
(2.8)
where we have defined that Ω := Ω+ ∪ Ω−,
S˜A(η, ̺, u, B) := P (̺)I + λ
(|B|2I/2− B ⊗ B)− VA,
VA := VA(u) := µ(∇Au+∇AuT) + (ς − 2µ/3) divAuI. (2.9)
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Our next goal is to eliminate (̺, B) in (2.8) by expressing them in terms of η, and this can
be achieved in the same manner as in [23, 39, 57]. For the reader’s convenience, we give the
derivation here.
It follows from (2.8)1 that
Jt = JdivAu, (2.10)
which, together with (2.8)2, yields that
∂t(̺J) = 0. (2.11)
Applying JAjl to (2.8)4, we can use (2.5) and (2.10) to infer that
JAjl∂tBj =JBiAik(∂t∂kζj)Ajl −AjlBjJdivAu
=− JBiAik∂kζj∂tAjl − JtAjlBj = −JBj∂tAjl − JtAjlBj ,
which implies ∂t(JAjlBj) = 0, i.e.,
∂t(JATB) = 0. (2.12)
In addition, applying div-operator to the above identity and using the geometric identity (2.4),
we obtain
∂t(JdivAB) = ∂tdiv(JATB) = 0. (2.13)
To obtain the time-asymptotical stability of the MRT equilibrium state rM , we naturally
expect
(η, ̺, u, B)(t)→ (0, ρ¯, 0, M¯) as t→∞.
Hence, we deriver from (2.11) and the asymptotical behavior of density that
̺0J0 = ̺J = ρ¯,
which implies that
̺ = ρ¯J−1
provided the initial data (η0, ̺0) satisfies
̺0 = ρ¯J
−1
0 . (2.14)
Here J0 denote the initial value of J . Similarly, by the time-asymptotical behavior of (η, B), it
follows from (2.12) and (2.13) that
JdivAB = J0divA0B0 = divM¯ = 0 and JATB = J0AT0B0 = M¯,
which implies that
divAB = 0 and B = J
−1M¯ · ∇(η + y),
provided the initial data (B0, ζ0) satisfy
divA0B0 = 0 and B0 = J
−1
0 M¯ · ∇(η0 + y). (2.15)
Here A0 denotes the initial value of A.
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Consequently, under the assumptions of (2.14) and (2.15), we derive the following TMRT
problem from the initial-boundary value problem (2.8):

ηt = u in Ω,
ρ¯J−1ut + divASA = −ρ¯J−1ge3 in Ω,
JSAK~n = 0 on Σ,
JuK = JηK = 0 on Σ,
u = 0, η = 0 on ∂Ω−,
(η, u)|t=0 = (η0, u0) in Ω,
(2.16)
where SA := S˜A(η, ρ¯J−1, u, J−1M¯ · ∇(η + y)). Compared with the problem (2.8), the TMRT
problem possesses a fine energy structure, so that one can verify the stabilizing effect of magnetic
field by a three-layers energy method.
Next we further deduce nonhomogeneous forms of (2.16)2 and (2.16)3, which are very useful
to establish a priori estimates of the TMRT problem. To begin with, we should rewrite the stress
tensor SA as some perturbation form around rM .
By a simple computation, we have
λ
(|J−1M¯ · ∇(η + y)|2I/2− (J−1M¯ · ∇(η + y))⊗ (J−1M¯ · ∇(η + y)))
= LS +RMS + λ(|M¯ |2I/2− M¯ ⊗ M¯), (2.17)
where we have defined that
LM :=λ((M¯ · ∇η) · M¯ − divη|M¯ |2)I + 2divηM¯ ⊗ M¯ − M¯ · ∇η ⊗ M¯ − M¯ ⊗ (M¯ · ∇η)),
RM :=RM (η) := λ(((J−1 − 1)2|M¯ · ∇(η + y)|2 + 2(J−1 − 1)(|M¯ · ∇η|2 + 2(M¯ · ∇η) · M¯)
+ 2(J−1 − 1 + divη)|M¯ |2 + |M¯ · ∇η|2)I/2− (((J−1 − 1)2M¯ · ∇(η + y))⊗
M¯ · ∇(η + y)) + 2(J−1 − 1)(M¯ · ∇η ⊗ M¯ · ∇(η + y) + M¯ ⊗ (M¯ · ∇η))
+ 2(J−1 − 1 + divη)M¯ ⊗ M¯ + M¯ · ∇η ⊗ (M¯ · ∇η))).
On the other hand,
P (ρ¯J−1) = P¯ − P ′(ρ¯)ρ¯divη +RP , (2.18)
where we have defined that P¯ := P (ρ¯) and
RP := P ′(ρ¯)ρ¯(J−1 − 1 + divη) +
∫ ρ¯(J−1−1)
0
(ρ¯(J−1 − 1)− z) d
2
dz2
P (ρ¯+ z)dz.
Thus, by (2.17) and (2.18), one obtains
SA = P¯ I + λ(|M¯ |2I/2− M¯ ⊗ M¯) + ΥA +RS , (2.19)
where we have defined that
RS := RP I +RM
and
ΥA := ΥA(η, u) := LM − P ′(ρ¯)ρ¯divηI − VA.
With (2.19) in hand, next we rewrite the jump condition of stress tensor (2.16)3 and the stress
divASA. Exploiting the relations (1.13)2 and (2.19), one has
JSAK = JΥA +RSK,
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thus, the jump condition of stress tensor can be rewritten as follows
JΥAK~n = −JRSK~n, (2.20)
Denoting ˜¯P := P (˜¯ρ) and ˜¯ρ := ρ¯(y3 + η3), then the equilibrium state (1.13)1 in Lagrangian
coordinates reads as follows
∇A ˜¯P = − ˜¯ρge3.
Thus, using (1.13)1, we have
∇AP¯ =− ˜¯ρge3 −∇A( ˜¯P − P¯ ) = g∇A(ρ¯η3)− ˜¯ρge3 +NP ,
where we have defined that
NP := −∇A
(∫ η3
0
(η3 − z) d
2
dz2
P¯ (y3 + z)dz
)
Applying divA-operator to (2.19), we find that
divASA = divAΥA + g∇A(ρ¯η3)− ˜¯ρge3 +NP + divARS . (2.21)
In addition, we represent the gravity term as follows.
−ρ¯J−1ge3 = −(ρ¯(J−1 − 1) + ρ¯− ˜¯ρ+ ˜¯ρ)ge3 = gdiv(ρ¯η)e3 − ˜¯ρge3 +Ng, (2.22)
where we have defined that
Ng :=
∫ η3
0
(η3 − z) d
2
dz2
ρ¯(y3 + z)dz − ρ¯(J−1 − 1 + divη)ge3.
Thus, by (2.20), (2.21) and (2.22), we can transform (2.16)2 and (2.16)3 into the following
equivalent forms: {
ρ¯J−1ut + divA(ΥA + gρ¯η3I) = gdiv(ρ¯η)e3 + N˜ in Ω,
JΥAK~n = −JRSK~n on Σ,
(2.23)
where we have defined that
N˜ := Ng −NP − divARS .
Finally, we further rewrite (2.23) as the following nonhomogeneous form, in which the last two
terms on the left hand side of the equations are linear:{
ρ¯J−1ut + divΥ + gρ¯(∇η3 − divηe3) = N in Ω,
JΥKe3 = J on Σ, (2.24)
where we have defined that
Υ := Υ(η, u) := LM − P ′(ρ¯)ρ¯divηI − V(u),
N := N˜ − divA˜ΥA + divVA˜ − g∇A˜(ρ¯η3),
J := J (η, u) = JVA˜K~n− JRSK~n− JΥK(~n− e3).
A˜ := A− I, and divA˜ and VA˜ are defined by (2.3) and (2.9) with A˜ in place of A, respectively.
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2.2. Linear analysis
To study the stability and instability of the TMRT problem, we shall first formally analyze
the corresponding linearized problem by an energy method. In what follows, we shall use some
simplified notations:
∫
:=
∫
Ω
, H10 := W
1,2
0 (Ω−), ‖ · ‖0 := ‖ · ‖L2(Ω), wh := (w1, w2)T, and divhwh :=
∂1w1 + ∂2w2 for w = (w1, w2, w3)
T.
The linearized problem of the TMRT problem reads as follows:

ηt = u in Ω,
ρ¯ut = gρ¯(divηe3 −∇η3)− divΥ in Ω,
JuK = JηK = 0, JΥKe3 = 0 on Σ,
(η, u) = 0 on ∂Ω−,
(η, u)|t=0 = (η0, u0) in Ω.
(2.25)
and the corresponding spectrum problem of (2.25) reads as follows:

Λσ = w in Ω,
Λρ¯w = gρ¯(divσe3 −∇σ3)− divΥ(σ, w) in Ω,
JσK = JwK = 0, JΥ(σ, w)Ke3 = 0 on Σ,
(σ, u) = 0 on ∂Ω− .
(2.26)
It is well-known that the linearized problem is convenient in mathematical analysis in order to
have an insight into the physical and mathematical mechanisms of the stability and instability.
Moreover, if (2.26) possesses a non-trivial solution (ξ, w) with Λ > 0, then we call the linearized
TMRT problem (2.25) is unstable. Such instability is called often linear MRT instability, and
Λ > 0 called the growth rate of linear instability.
Now, let w satisfy ‖√ρ¯w‖20 = 1. Multiplying (2.26)2 by Λw in L2, and using the integration
by parts, the symmetry of Υ, (2.26)1 and conditions (2.26)3–(2.26)4, we can derive the following
energy identity of spectrum problem
Λ2 = E(w)− ΛΨ(w),
where we have defined that viscous dissipation term of spectrum problem by
Ψ(w) := ‖
√
ς − 2µ/3divu‖20 + ‖
√
µ(∇u+∇uT)‖20/2,
the energy functional of spectrum problem by
E(w) :=
∫
Σ
gJρ¯Kw23dyh +
∫
(gρ¯′w23 + 2gρ¯divww3 − P ′(ρ¯)ρ¯|divw|2)dy + Φ(w)
and the stabilizing term of base magnetic field by Φ(w) := −λ‖divwM¯ − M¯ · ∇w‖20.
Next, from physical viewpoints, we formally analyze the energy term E(w), the first two
integrals in which are denoted by E1(w) and E2(w). The first integral E1(w) is non-negative,
and thus leads to the development of RT instability associated with a release of potential energy.
Hence E1(w) is called the RT instability term, which has connection with the RT condition and
the gravity. Using (1.13)1, the second integral E2(w) can be rewritten as follows
E2(w) = −
∫ (
gρ¯w3√
P ′(ρ¯)ρ¯
−
√
P ′(ρ¯)ρ¯divw
)2
dy,
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thus we see that E2(w) can hinder the development of RT instability, which hints some stabilizing
effect in connection with the pressure. Similarly to E2(w), the stabilizing term Φ also hinders
the development of RT instability, which presents the stabilizing effect of magnetic fields. Hence,
if
E(w) ≤ 0 for any w ∈ H10 , (2.27)
then RT instability may do not occur; else, RT instability does. Obviously, the condition (2.27)
is equivalent to
Ξ := sup
w∈H1
0
E1(w) +
∫
(gρ¯′w23 + 2gρ¯divww3)dy
‖√P ′(ρ¯)ρ¯divw‖20 − Φ(w) ≤ 1. (2.28)
In this article, we rigorously show that Ξ < 1 is the stability condition of the TMRT problem,
and Ξ > 1 the instability condition of the TMRT problem. However, it is not clear to the authors
that whether the TMRT problem is stable under the critical case Ξ = 1.
Noting that (2.27) fails for M¯ = 0, however, for the sufficiently large vertical magnetic field,
the stability condition (2.28) can be archived, see Proposition 3.1. This presents that the vertical
magnetic field can inhibit the RT instability due to the non-slip boundary condition imposed in
the direction of magnetic field. Unfortunately, it is not clear to the authors that whether such
conclusion always holds for any M¯ with sufficiently large M¯3 due to the compressibility and the
coupling of the both horizontal and vertical components of M¯ . In the corresponding incom-
pressible case, since divw = 0, the instability term E1 in the vertical direction can be directly
controlled by −Φ with divw = 0 for any M¯ with sufficiently large M¯3, and thus the RT instability
can be inhibited, see [60]. However, in the proof of Proposition 3.1 for the vertical magnetic field,
we observe that the compressibility destroys such stabilizing behavior of the vertical magnetic
field in the vertical direction, but M¯ provides an additional stabilizing term −λM¯23‖divhwh‖20 in
the horizontal direction due to the compressibility. Fortunately, the instability in the vertical
direction can be controlled by the term −‖√P ′(ρ¯)ρ¯∂3w3‖20, which can be obtained by slitting
the stabilizing term of pressure −‖√P ′(ρ¯)ρ¯divw‖20. Thus, with the help of stabilizing effect of
pressure, the vertical magnetic field still archives the inhibition of RT instability. Hence, we see
that the mechanism of inhibition of RT instability by magnetic fides in compressible MHD fluids
is more complicated than the corresponding incompressible case.
3. Main results
Before stating the stability and instability results of the TMRT problem, we introduce some
simplified notations in this article:
(1) Simplified notations of Sobolev’s spaces and norms:
Lp := Lp(Ω) =W 0,p(Ω), Hk := W k,2(Ω), ‖ · ‖k := ‖ · ‖Hk ,
| · |s := ‖ · |Σ‖Hs(T2), ‖ · ‖2i,k :=
∑
α1+α2=i
‖∂α12 ∂α23 · ‖2k, ‖ · ‖2i,k :=
i∑
j=0
‖ · ‖2j,k,
‖f ⋄ g‖2k,i :=
∑
α1+α2=k
∑
β1+β2+β3≤i
‖f∂α1+β11 ∂α2+β22 ∂β33 g‖20,
where 1 < p ≤ ∞, s is a real number and i, k are non-negative integers.
(2) For the proof of instability, we shall introduce the notations E and D, which are defined
as follows:
E := ‖η‖23 + ‖u‖22 + ‖ut‖20, D := ‖η‖23 + ‖u‖23 + ‖ut‖21.
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(3) For the proof of stability, we shall introduce the lower energy functional EL, the higher
energy functional EH , the lower dissipative functional DL and the higher dissipative functional
DH , which are defined as follows:
EL := ‖η‖23,1 + ‖(η, u)‖23 + ‖ut‖21,
EH := ‖η‖26,1 + ‖η‖26 +
3∑
k=0
‖∂kt u‖26−2k,
DL := ‖(M¯ · ∇η, divη,∇u)‖23,0 + ‖(η, u)‖23 + ‖ut‖22 + ‖utt‖20,
DH := ‖(M¯ · ∇η, divη,∇u)‖26,0 + ‖(η, u)‖26 +
3∑
k=1
‖∂kt u‖27−2k.
(4) Gi(t) for 1 ≤ i ≤ 4 are the final objects of a priori estimate process in the proof of stability
of the TMRT problem, and are defined as follows:
G1(t) = sup
0≤τ<t
‖η(τ)‖27, G2(t) =
∫ t
0
‖(η, u)(τ)‖27
(1 + τ)3/2
dτ,
G3(t) = sup
0≤τ<t
EH(τ) +
∫ t
0
DH(τ)dτ, G4(t) = sup
0≤τ<t
(1 + τ)3EL(τ).
(5) Other notations: ∂ih deontes ∂
α1
2 ∂
α2
3 for any α1 + α2 = i; a . b means that a ≤ cb for
some constant c > 0, where the positive constant c may depend on the domain Ω, and other
known physical functions (or parameters) such as P (τ), ρ¯, µ, ς, g and M¯ , and vary from line to
line.
3.1. Stability result of the TMRT problem
Now we state the stability result of the TMRT problem, which presents the sufficiently large
vertical magnetic fields can inhibit the RT instability.
Theorem 3.1. Let ρ¯ ∈ W 7,∞(Ω) and M¯3 6= 0. Under the stability condition Ξ < 1, there is a
sufficiently small constant δ > 0, such that for any (η0, u0) ∈ (H7 ∩H10 )× (H6 ∩H10 ) satisfying
(1)
√‖η0‖27 + ‖u0‖26 ≤ δ,
(2) the compatibility conditions ∂itu|t=0 = 0 on ∂Ω− and
∂it(JS˜A0(η0, ρ¯J−10 , u0, J−10 M¯ · ∇(η0 + y))K~n0) = 0 on Σ
for i = 1 and 2, then there exists a unique global solution (η, u) ∈ C([0,∞), H7 × H6) to the
TMRT problem. Moreover, (η, u) enjoys the following stability estimate:
G(∞) :=
4∑
i=1
Gi(∞) . ‖η0‖27 + ‖u0‖26. (3.1)
Here A0, J−10 and ~n0 denote the initial data of A, J−1 and ~n, respectively, and are defined by η0;
and the positive constant δ depends on the domain and other known physical functions.
Next we briefly describe the basic idea in the proof of Theorem 3.1. The key proof is to derive
a priori stability estimate (3.1) based on a multi-layers energy method. Such method have ever
been used to show the algebraic decay in time of solutions of several Boltzmann type equations
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around Maxwellian equilibrium, and then also was adopted to prove the existence of solutions with
decay in time for other mathematical problem, such as surface wave problem [15, 16] and MHD
problem [36, 37, 53, 57]. In particular, the authors rigorously have verified that the horizontal
magnetic field can inhibit the Parker instability in a (continuous) compressible MHD fluid based
on a two-layers energy method in [37]. We naturally try to use the energy method in [37] to
show Theorem 3.1 with the additional help of regularity theory of stratified elliptic equations.
Unfortunately, M¯ in Theorem 3.1 may have non-zero horizontal component, which results in some
troubles. In fact, in the derivation of the estimates of ∂23η, we shall split (2.24) into ∂
2
3η-equations
and ∂23η3-equation, see (5.15) and (5.16). However, the two terms λM¯3∂
2
3η3M¯h and λM¯3M¯h ·∂23ηh
involving the horizontal component of M¯ results in bad energy structures of (5.15) and (5.16),
respectively, so that the square-norm method (i.e, directly applying ‖ · ‖2j,i−j to (5.15) and (5.16))
fails. To overcome this difficulty, we shall develop a more precise energy estimate method based
on the key observation that the terms −λM¯23 ∂23ηh in (5.15), resp. −(P ′(ρ¯)ρ¯ + λ|M¯h|2)∂23η3 in
(5.16) may control the terms λM¯3M¯h · ∂23ηh in (5.16), resp. λM¯3∂23η3M¯h in (5.15) by energy
estimates. In this observation, we also shall use the property of stabilizing effect of pressure,
which is also exploited in the derivation of a stabilizing estimate under the stability condition,
see Lemma 4.8.
Consequently, exploiting the new energy estimate technique, we can establish some energy
inequality of ∂23η, see (5.17). However, in the inequality (5.17), we find that the highest order of
yh-derivative (i.e., horizontal derivative) of η in the right hand is always equal the one of highest
derivative of η in the left hand due to the appearance of horizontal component of magnetic field.
This means that we can not close the horizontal derivative norm in higher energy inequality by
the two-layers energy method as in [37]. To overcome this difficulty, we shall use three-layers
energy method as in [15, 16, 36, 57]. More precisely, we shall establish three energy inequalities,
see Proposition 5.1, i.e., the lower energy inequality
d
dt
E˜L +DL ≤ 0,
the higher energy inequality
d
dt
E˜H +DH ≤
√
EL‖(η, u)‖27,
and the highest-order energy inequality
d
dt
‖(η, u)‖27,∗ + ‖(η, u)‖27 . EH +DH ,
where E˜L, E˜H and ‖(η, u)‖27,∗ are equivalent to EL, EH and ‖η‖27+‖u‖26,0 by using stability condition
Ξ < 1. Consequently, by the three-layers energy method, we can deduce the global-in-time sta-
bility estimate (3.1), which, together with the local well-posedness result of the TMRT problem,
yields Theorem 3.1.
Finally, we mention that Theorem 3.1 still hold for the density profile satisfying JρK ≤ 0.
Under such case, we automatically have Ξ < 1.
3.2. Instability result of the TMRT problem
Now we state the instability result of the TMRT problem, which presents that the RT insta-
bility still occurs in MHD fluids for the small base magnetic field or horizontal magnetic field
with proper large horizontal period cell.
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Theorem 3.2. Let ρ¯ ∈ W 3,∞. Under the instability condition Ξ > 1, the MRT equilibrium state
rM (including the case M¯ = 0) is unstable in the Hadamard sense, that is, there are positive
constants Λ, m0, ǫ and δ0, and functions η˜0 ∈ H3∩H10 and (u˜0, ur) ∈ H2∩H10 , such that for any
δ ∈ (0, δ0) and the initial data
(η0, u0) := δ(η˜0, u˜0) + δ
2(0, ur) ∈ H2,
there is a unique strong solution (η, u) ∈ C0([0, Tmax), H3×H2) to the TMRT problem satisfying
‖u3(T δ)‖0, ‖(u1, u2)(T δ)‖0, ‖divhuh(T δ)‖0, |u3(T δ)|0 ≥ ε
for some escape time T δ := 1
Λ
ln 2ǫ
m0δ
∈ (0, Tmax), where Tmax denotes the maximal time of existence
of the solution (η, u), and the initial data (η0, u0) satisfies the compatibility jump condition of the
TMRT problem
JS˜A0(η0, ρ¯J−10 , u0, J−10 M¯ · ∇(η0 + y))K = 0 on Σ. (3.2)
The proof of Theorem 3.2 is based on a so-called bootstrap instability method. The bootstrap
instability method has its origins in the paper [17, 18]. Later, various versions of bootstrap
approaches were presented by many authors, see [10, 12] for examples. In this article, we adapt
the version of bootstrap instability method in [12, Lemma1.1] to show Theorem 3.2. Thus,
applying [12, Lemma1.1] to our problem, the proof procedure shall be divided into five steps.
Firstly, we shall construct linear unstable solutions to the TMRT problem, which can be archived
by the modified variational method as in [14, 34] due to the presence of viscosity, see Proposition
6.1. Secondly, we shall use the initial data of linear solutions to generate nonlinear solutions
as in [12, Lemma1.1]. Unfortunately, due to the presence of an interface, the initial data of
linear solutions and the ones of nonlinear solutions have different compatibility jump conditions.
So, to archive this step, we use the stratified elliptic theory to modify the initial data of linear
solutions so that the obtained modified initial data satisfy the jump condition (3.2) and close to
the the initial data of linear solutions, see Proposition 6.2. We believe that this new modification
method has widely potential application in other instability problems arising from fluids with
free boundary. Indeed, in a forthcoming article, we will use this method to construct nonlinear
unstable solutions to magnetic convection problem with upper free boundary. Thirdly, we shall
establish Growall-type energy inequality of nonlinear solutions, see Proposition 6.3. Fourthly, we
deduce the error estimates between the nonlinear solutions and linear solutions. Compared with
[12, Lemma1.1], the regularity of solutions in the instability problem is so lower, so that we shall
further make use the dissipation estimate in the Growall-type energy inequality, which results
in the derivation of error estimates is relatively complicated. Finally, we show the existence of
escape times and thus obtain Theorem 3.2.
3.3. Verification for the existence of stability and instability conditions
As mentioned in Section 1, for sufficiently large vertical magnetic field, the stability condition
Ξ < 1 holds, while for the small base magnetic fields or a horizontal magnetic field with proper
large horizontal period cell, we have Ξ > 1. Next we rigorously verify these assertions.
Proposition 3.1. Let M¯ = (0, 0, M¯3), and P denote the infimum of P
′(ρ¯)ρ¯ on its definition. If
M¯23 >
1
λ
(
2
Pπ2
(g(h+ − h−)‖ρ¯‖L∞)2 + P
)
, (3.3)
then Ξ < 1.
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Proof. To begin with, we shall prove the conclusion that, for any scalar function ϕ ∈ H10 and
for any vector ν = (ν1, ν2, ν3)
T with the third component ν3 = 1,
‖ϕ‖0 ≤ (h+ − h−)‖ν · ∇ϕ‖0/π. (3.4)
Noting that
ϕ(yh + y3νh, y3) =
∫ y3
h−
d
dτ
(ϕ(yh + τνh, τ)dτ =
∫ y3
h−
ν · ∇ϕ(yh + τνh, τ)dτ.
Applying the following inequality to the above identity,
‖ψ‖L2(h−,h+) ≤
(h+ − h−)‖ψ′‖L2(h−,h+)
π
with (h+ − h−)/π being the optimal constant,
we get ∫ h+
h−
ϕ2(yh + y3νh, y3)dy3 ≤ (h+ − h−)
2
π2
∫ h+
h−
(ν · ∇ϕ(yh + y3νh, y3))2 dy3.
Integrating the above inequality over T2 yields∫ h+
h−
∫
T2
ϕ2(yh + y3νh, y3)dyhdy3 ≤ (h+ − h−)
2
π2
∫ h+
h−
∫
T2
(ν · ∇ϕ(yh + y3νh, y3))2 dyhdy3 (3.5)
Since ϕ(yh, y3) is a periodic function on T
2 for given y3, we immediately derive (3.4) from (3.5).
Now we denote
D(w) :=‖
√
P ′(ρ¯)ρ¯divw‖20 − Φ(w)
and
Θ(w) :=
gJρ¯K|w3|20 +
∫
(gρ¯′w23 + 2gρ¯divww3)dy
D(w)
,
where w ∈ H10 . Using the integration by parts, Θ(w) can be rewritten as follows:
Θ(w) =
2g
∫
ρ¯divhwhw3dy
D(w)
. (3.6)
Exploiting Cauchy–Schwarz’s inequality and (3.4), we have
2g
∫
ρ¯divhwhw3dy ≤ 2g(h+ − h−)π−1‖ρ¯‖L∞‖divhwh‖0‖∂3w3‖0
≤ 2g
2(h+ − h−)2
Pπ2
‖ρ¯‖2L∞‖divhwh‖20 +
1
2
P‖∂3w3‖20
(3.7)
and
D(w) =
∫
P ′(ρ¯)ρ¯(|divhwh|2 + 2divhwh∂3w3 + |∂3w3|2)dy + λM¯23 (|∂3wh|2 + |divhwh|2)dy
≥1
2
P‖∂3w3‖2 +
(
λM¯23 − P
) ‖divhwh‖20 + λM¯23‖∂3wh‖20 =: D˜(w). (3.8)
By the condition (3.3), we have λM¯23 > P , which, together with (3.4), implies that
D˜(w) = 0 if and only if w = 0.
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Consequently, under the assumption (3.3), we derive from (3.6)–(3.8) that
Θ(w) < 1 for any non-zero function w ∈ H10 , (3.9)
which implies that Ξ ≤ 1.
Next we further prove that Ξ < 1 by contradiction. Assume that Ξ = 1, then there exists a
function sequence {wn}∞n=1, such that wn ∈ H10 ,
‖wn‖1 = 1 (3.10)
and
Θ(wn)→ 1.
By (3.10), there exist a subsequence, still labeled by wn, and a non-zero function v ∈ H10 ,
such that
‖v‖1 = 1, wn → v weakly in H10 and wn → v strongly in L2. (3.11)
Then, in view of the lower semi-continuity, one has
lim inf
n→∞
(‖
√
P ′(ρ¯)ρ¯divwn‖20 − Φ(wn)) ≥ ‖
√
P ′(ρ¯)ρ¯divv‖20 − Φ(v) > 0.
Consequently, making use of (3.6), (3.9) and (3.11), we infer that
1 = lim sup
n→∞
Θ(wn) ≤ lim supn→∞ 2g
∫
ρ¯divhw
n
hw
n
3dy
lim infn→∞(‖
√
P ′(ρ¯)ρ¯divwn‖20 − Φ(wn))
≤ Θ(v) < 1, (3.12)
which is a contradiction. Hence Ξ < 1 holds.  
Remark 3.1. We comment the general magnetic field M¯ in rM . As mentioned in Section 2.2,
it is not clear to the authors that whether, for any given (M¯1, M¯2), Ξ < 1 always holds for
sufficiently large M¯3. However, for given density profile and pressure function, we always adjust
the height of the layer domain Ω so small that Ξ < 1 holds for any M¯ with sufficiently large
M¯3. Such conclusion can be observed by the definition of Ξ and (3.4), (4.60) and the following
estimate (see Lemma 3.3 in [60])
|w3|0 ≤
√
h−h+
h− − h+‖ν · ∇w‖0 for any ν := (ν1, ν2, ν3) with ν3 = 1. (3.13)
Proposition 3.2. For given g, ρ¯, h±, P±(τ), Ξ > 1 for sufficiently small |M¯ |.
Proof. We can construct a function ψ ∈ H10 (h−, h+) satisfying (see [13])
g
∫ h+
h−
ρ¯ψψ′dy3 < 0.
Let w1 = −L1ψ′(x3) sin(x1/L1), w2 = 0 and w3 = ψ(x3) cos(x1/L1). Then we can compute out
E1(w) + E2(w) =
∫
(2gρ¯∂1w1w3 − P ′(ρ¯)ρ¯|∂1w1 + ∂3w3|2)dy
= −2g
∫ h+
h−
ρ¯ψψ′dy
∫
T2
cos2(x1/L)dyh > 0,
which immediately implies
Θ(w)→∞ as |M¯ | → 0.
Hence Proposition 3.2 holds. 
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Proposition 3.3. For given M¯ = (M¯1, 0, 0), it holds that, for sufficiently large L1,
Ξ > 1. (3.14)
Proof. To show (3.14), we shall transform the energy functional E(w) to the following energy
functional with frequency ξ := (ξ1, ξ2) by discrete Fourier transformation:
E˜(ϕ, θ, ψ) :=gJρ¯Kψ2(0) +
∫ h+
h−
(
gρ¯′ψ2 + 2gρ¯ψ(ξ1ϕ+ ξ2θ + ψ
′)
−P ′(ρ¯)ρ¯ (ξ1ϕ+ ξ2θ + ψ′)2 − λM¯21
(
ξ21(θ
2 + ψ2) + (ξ2θ + ψ
′)2
))
dy3,
(3.15)
where (ϕ, θ, ψ) ∈ H10 (h−, h+). This idea have ever been used by the authors to show the nonlinear
Parker instability, please refer to [37] for the derivation of (3.15).
Using (1.13)1, we can rewrite E˜(ϕ, θ, ψ) as follows.
E˜(ϕ, θ, ψ) :=gJρ¯Kψ2(0)−
∫ h+
h−
(
λξ21M¯
2
1ψ
2 +
λξ21M¯
2
1
|ξ|2 |ψ
′|2
+P ′(ρ¯)ρ¯
(
ξ1ϕ+ ξ2θ + ψ
′ − gρ¯ψ
P ′(ρ¯)ρ¯
)2
− λ|ξ|2M¯21
(
θ +
ξ2ψ
′
|ξ|2
)2)
dy3.
(3.16)
On the other hand, for any given ξ2, there always is a function ψ0 ∈ H10 (h−, h+), such that, for
sufficiently small ξ1,
gJρ¯Kψ20(0)− λξ21M¯21
∫ h+
h−
(
ψ20 +
1
|ξ|2 |ψ
′
0|2
)
dy3 > 0.
Denoting
θ0 := −ξ2ψ
′
0
|ξ|2 and ϕ0 := ξ
−1
1
(
gρ¯ψ0
P ′(ρ¯)ρ¯
− ψ′0 − ξ2θ0
)
,
then (3.16) reduces to
E˜(ϕ0, θ0, ψ0) = gJρ¯Kψ
2
0(0)− λξ21M¯21
∫ h+
h+
(
ψ20 +
1
|ξ|2 |ψ
′
0|2
)
dy3 > 0. (3.17)
Now, take ξ1 = L
−1
1 and ξ2 = L
−1
2 , and define
w01 := ϕ0 sin(ξ · yh), w02 := θ0 sin(ξ · yh), w03 := ψ0 cos(ξ · yh).
By (3.17) and the fact∫
T2
sin2(ξ · yh)dyh =
∫
T2
cos2(ξ · yh)dyh = 2π2L1L2 > 0,
we have
E(w0) = E˜(ϕ0, θ0, ψ0)
∫
T2
cos2(ξ2y2)dyh > 0 (w0 := (w
0
1, w
0
2, w
0
3)),
from which (3.14) follows for sufficiently large L1. 
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4. Preliminaries
This section is devoted to the introduction of preliminary estimates for the proof of Theorems
3.1 and 3.2. First, we state some basic estimates and inequalities, which will be repeatedly used
throughout this article; then, further derive some estimates involving the matrixA, and estimates
of nonlinear terms in the TMRT problem; finally, establish stabilizing estimate under stability
condition of the TMRT problem.
4.1. Well-known estimates and inequalities
(1) Embedding inequalities (see [3, 4.12 Theorem]):
‖f‖Lp . ‖f‖1 for 2 ≤ p ≤ 6, (4.1)
‖f‖C0(Ω¯) = ‖f‖L∞ . ‖f‖2. (4.2)
(2) Estimates of the product of functions in Sobolev spaces (denoted as product estimates):
‖fg‖i .


‖f‖1‖g‖1 for i = 0;
‖f‖i‖g‖2 for 0 ≤ i ≤ 2;
‖f‖2‖g‖i + ‖f‖i‖g‖2 for 3 ≤ i ≤ 5;
‖f‖2‖g‖i + ‖f‖5‖g‖i−3 + ‖f‖i‖g‖2 for 6 ≤ i ≤ 7,
which can be easily verified by Ho¨lder’s inequality and the embedding inequalities (4.1)–(4.2).
(3) Interpolation inequality in Hj (see [3, 5.2 Theorem]):
‖f‖j . ‖f‖1−
j
i
0 ‖f‖
j
i
i ≤ C(ε)‖f‖0 + ε‖f‖i for any 0 ≤ j < i, ε > 0,
where the constant C(ε) depends on the domain and ε, and Young’s inequality has been used in
the last inequality in the interpolation inequality.
(4) Trace theorem (see [3, 7.58 Theorem]):
|f |k+1/2 . ‖f‖k+1 for any k ≥ 0.
(5) Korn’s inequality: for any w ∈ H10 ,
‖w‖21 . Ψ(w).
see [42, Proposition A.8].
(6) Stratified elliptic theory: let i ≥ 2, F ∈ H i−2 and G ∈ H i−3/2, then there exists a unique
solution u ∈ Hk of the following stratified Lame´ problem:

−µ∆u− (µ/3 + ς)∇divu = F in Ω,
JuK = 0, −JV(u)Ke3 = G on Σ,
u = 0 on ∂Ω− .
Moreover,
‖u‖i+2 . ‖F‖i + |G|i+1/2, (4.3)
please refer to [42, Lemma A.10] for the proof.
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4.2. Estimates involving J and A
Now we use the embedding inequality (4.2) and the product estimates to further establish a
series of preliminary estimates involving the J and A under the conditions
∂tη = u and
√
‖η‖2i+1 + ‖u‖2i < δ < 1 for i = 2 or 6 (4.4)
with sufficiently small δ. We mention that the series of estimates under the conditions (4.4) with
i = 2 and 4 will be used in the proof of Theorems 3.2 and 3.1, respectively.
Lemma 4.1. Under the assumption of (4.4) with sufficiently small δ, then the determinant J
enjoys the following estimates:
1 . inf
x∈Ω
|J | ≤ sup
x∈Ω
|J | . 1, (4.5)
‖J − 1‖m + ‖J−1 − 1‖m . ‖η‖m+1, (4.6)
‖J−1 − 1 + divη‖m . ‖η‖3‖η‖m+1, (4.7)
‖∂jt J‖k + ‖∂jt J−1‖k .
j−1∑
l=0
‖∂ltu‖k+1, (4.8)
‖∂jt (J−1 + divη)‖k .
o(j+1)∑
s=0
‖∂st η‖3
j−1−s∑
l=0
‖∂ltu‖k+1 + o(k)‖η‖k+1
j−1∑
l=0
‖∂ltu‖3, (4.9)
where m ≤ i, 1 ≤ j ≤ i/2, 0 ≤ k ≤ i + 2(1 − j), m, k in (4.7)–(4.9) do not take 6, and o(q) is
defined as follows for q = j + 1 and k:
o(q) =
{
1, for q ≥ 3;
0, for q ≤ 2. (4.10)
Proof. (1) Recalling the definition of
J = det(∇η + I)
and using the expansion theorem of determinants, we find that
J = 1 + divη + P2(∇η) + P3(∇η). (4.11)
Here and in what follows Pi(∇η) denotes the homogeneous polynomial of degree i with respect
to ∂ηn for 1 ≤ m,n ≤ 3. Thus, using the embedding inequality (4.2), we immediately get (4.5).
(2) Using the product estimates, we can derive from (4.11) that
‖J − 1‖m . ‖divη + P2(∇η) + P3(∇η)‖m . ‖η‖m+1. (4.12)
By (4.5) and (4.11), we have
J−1 − 1 = −(J−1 − 1) (divη + P2(∇η) + P3(∇η))− (divη + P2(∇η) + P3(∇η)) . (4.13)
Thus, using product estimates and the smallness condition in (4.4), we derive from (4.13) that
‖J−1 − 1‖m . ‖η‖m+1, (4.14)
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which, together with (4.12), yields (4.6).
(3) Noting that (4.13) can be rewritten as
J−1 − 1 + divη = −(J−1 − 1) (divη + P2(∇η) + P3(∇η))− (P2(∇η) + P3(∇η)) , (4.15)
thus, using (4.14) and the product estimates, we can derive (4.7) from the above identity.
(4) Applying ∂jt to (4.11), and using the product estimates and the fact ∂tη = u, we have
‖∂jt J‖k = ‖∂j−1t divu+ ∂jt (P2(∇η) + P3(∇η))‖k .
j−1∑
l=0
‖∂ltu‖k+1. (4.16)
By a simple computation, we have
J−1t = −J−2Jt, (4.17)
and, for the case of i = 6,
J−2tt = 2J
−3J2t − J−2Jtt, ∂3t J−3 = −6J−4J3t + 6J−3JtJtt − J−2∂3t J. (4.18)
On the other hand, using product estimates and (4.14),
‖J−nψ‖m . ‖J1−n(J−1 − 1)ψ‖m + ‖J1−nψ‖m . ‖J1−nψ‖l . ‖ψ‖m (4.19)
for any n ≥ 1. Thus, using(4.16)–(4.19) and product estimates, we get
‖∂jt J−1‖k .
j−1∑
l=0
‖∂ltu‖k+1 (4.20)
Putting (4.16) and (4.20) together, we get (4.8).
(5) Finally, making use of product estimates, (4.14) and (4.20), we derive (4.9) by applying
to ∂jt to (4.15). 
Lemma 4.2. Under the assumption of (4.4) with sufficiently small δ, the matrix A enjoys the
following estimates:
‖A‖L∞ . ‖A‖i . 1, (4.21)
‖∂jtA‖k .
j−1∑
l=0
‖∂ltu‖k+1, (4.22)
‖A˜‖m . ‖η‖m+1, (4.23)
where 1 ≤ j ≤ i/2, 0 ≤ k ≤ i+ 2(1− j) and m ≤ i.
Proof. Recalling the definition of A, we see that
A = (A∗mn)3×3J−1 = (A∗mn)3×3(J−1 − 1) + (A∗mn)3×3,
where A∗mn is the algebraic complement minor of (m,n)-th entry in the matrix ∇η + I and the
polynomial of degree 1 or 2 with respect to ∂rηs for 1 ≤ r, s ≤ 3. Thus, employing product
estimate, the embedding inequality (4.2) and (4.6), we obtain (4.21).
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Using the definition of A∗mn, (4.6) and the product estimates, we can estimate that
‖∂ltA∗mn‖k .
l−1∑
r=0
‖∂rt u‖k+1,
‖A∗mn∂jt J−1‖k . (1 + ‖η‖i+1)‖∂jt J−1‖k . ‖∂jt J−1‖k,
‖∂jtA∗mnJ−1‖k . ‖∂jtA∗mn(J−1 − 1)‖k + ‖∂jtA∗mn‖k . ‖∂jtA∗mn‖k
for 1 ≤ l ≤ j. Thus we can further make use of the above three estimates, product estimates
and (4.8) to deduce that
‖∂jtA‖k =
∥∥∥∥∥
j∑
l=0
C lj(∂
l
tA
∗
mn)3×3∂
j−l
t J
−1
∥∥∥∥∥
k
.
j−1∑
l=0
‖∂ltu‖k+1,
which yields (4.22).
Finally, we proceed to evaluating A˜. Since δ is assumed so small that the following power
series holds.
AT = I −∇η + (∇η)2
∞∑
l=0
(−∇η)l = I −∇η + (∇η)2AT , (4.24)
whence,
A˜T = (∇η)2AT −∇η = (∇η)2A˜T + (∇η)2 −∇η. (4.25)
Hence, we can use product estimates to deduce (4.23) from (4.25). 
Lemma 4.3. Under the assumption of (4.4) with sufficiently small δ,
‖n˜‖m . 1, (4.26)
‖n˜− e3‖m . ‖η‖m+1, (4.27)
‖∂jt n˜‖k .
j−1∑
l=0
‖∂ltu‖k+1 (4.28)
for m ≤ i, 1 ≤ j ≤ i/2 and 0 ≤ k ≤ i+ 2(1− j).
Proof. Noting that
JAe3 = ∂1(η + y)× ∂2(η + y) = e3 + e1 × ∂2η + ∂1η × e2 + ∂1η × ∂2η, (4.29)
|JAe3| =
√√√√1 + 4∑
r=0
Pr(∇η), (4.30)
then, using product estimates, we derive from the above two expressions that, for sufficiently
small δ,
‖JAe3‖m +
∥∥|JAe3|−1∥∥m . 1, (4.31)
‖(JA− I)e3‖m + ‖1− |JAe3|‖m . ‖η‖m+1. (4.32)
Thus, we immediately obtain (4.26) from (4.31) by using product estimates and the relation
n˜ = JAe3/|JAe3|.
21
Utilizing (4.32), one has
‖JAe3 − |JAe3|e3‖m . ‖(JA− I)e3‖m + ‖(1− |JAe3|)e3‖m . ‖η‖m+1. (4.33)
Thus, making use of product estimates, (4.31), (4.33) and the relation
n˜− e3 = (JAe3 − |JAe3|e3)/|JAe3|,
we immediately get (4.27).
Finally, we turn to estimate for (4.28). Exploiting (4.29)–(4.31) and product estimates, we
can estimate that, for 1 ≤ l ≤ j ≤ i/2,
∥∥∂lt(JAe3)∥∥k .
l−1∑
r=0
‖∂rt u‖k+1 (4.34)
and ∥∥∂lt|JAe3|−1∥∥k .
∥∥∥∥∥∂
l
t
∑4
r=0 Pr(∇η)
|JAe3|3
∥∥∥∥∥
k
+
∥∥∥∥∥(∂t
∑4
r=0 Pr(∇η))l
|JAe3|2l+1
∥∥∥∥∥
k
+̟(l)
.
l−1∑
r=0
‖∂rt u‖k+1,
where we have defined that
̟(l) =
{
0 for l ≤ 2;∥∥|JAe3|−5(∂2t ∑4r=0 Pr(∇η))∂t∑4r=0 Pr(∇η)∥∥k for l = 3.
Thus, making using of the two above estimates, product estimates and (4.31), we deduce that
∥∥∂jt n˜∥∥k .
∥∥∥∥∥
j∑
l=0
C lj∂
l
t(JAe3)∂j−lt |JAe3|−1
∥∥∥∥∥
k
.
j−1∑
l=0
‖∂ltu‖k+1,
which yields (4.28). 
Lemma 4.4. Assume ‖η‖3 < δ with sufficiently small δ, then, for any w ∈ H10 ,
‖w‖21 . ΨA(w), (4.35)
‖w‖21 . ‖∇Aw‖20 . ‖∇w‖20, (4.36)
where we have defined that
ΨA(w) :=
∫
VA(w) : ∇Awdy.
Proof. Noting that
ΨA(w) = Ψ(w) +
∫
V(w) : ∇A˜wdy +
∫
VA˜(w) : ∇Awdy,
then, using product estimates, one has
Ψ(w) . ΨA(w) + ‖A˜‖2‖w‖21(1 + ‖A‖2),
Thus, making use of Korn’s inequality, (4.21) and (4.23), we get (4.35) for sufficiently small δ.
Similarly to the derivation of (4.35), we easily see that (4.36) holds by further using (3.4). 
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4.3. Estimates of nonlinear terms in the MRT problem
Now we turn to derive some estimates of nonlinear terms in the MRT problem. To begin
with, we establish the estimates of the nonlinear terms N and J in the TMRT problem.
Lemma 4.5. Under the assumption of (4.4) with sufficiently small δ and i = 2, the following
estimate of nonlinear term hold:
‖N‖j + |J |j+1/2 . ‖η‖3‖(η, u)‖j+2 (4.37)
for 0 ≤ j ≤ 1.
Proof. To being with, we estimate for N . Using product estimates, (4.21) and (4.23), we have
‖N‖j .‖Ng‖j + ‖NP‖j + ‖A‖2‖RS‖j+1 + ‖A˜‖2(‖ΥA‖j+1 + ‖u‖j+2 + ‖η3‖j+1)
.‖η‖3(‖(η, u)‖j+2 + ‖ΥA‖j+1) + ‖Ng‖j + ‖NP‖j + ‖RS‖j+1. (4.38)
On the other hand, making use of product estimates, (4.6), (4.7) and (4.21), we can estimate
that
‖ΥA‖j+1 . ‖η‖j+2 + ‖A‖2‖u‖j+2 . ‖(η, u)‖j+2, (4.39)
‖Ng‖j .
∥∥∥∥
∫ η3
0
(η3 − z) d
2
dz2
ρ¯(y3 + z)dz
∥∥∥∥
j
+ ‖J−1 − 1 + divη‖j . ‖η‖3‖η‖j+1,
‖NP‖j . ‖A‖2
∥∥∥∥
∫ η3
0
(η3 − z) d
2
dz2
P¯ (y3 + z)dz
∥∥∥∥
j+1
. ‖η‖2‖η‖j+1,
‖RS‖j+1 . ‖RP‖j+1 + ‖RM‖j+1 . ‖(J−1 − 1 + divη)‖j+1 + ‖(J−1 − 1)2‖j+1
+ ‖∇η : ∇η‖j+1 +
∥∥∥∥∥
∫ ρ¯(J−1−1)
0
(ρ¯(J−1 − 1)− z) d
2
dz2
P (ρ¯+ z)dz
∥∥∥∥∥
j+1
. ‖η‖3‖η‖j+2. (4.40)
Thus, inserting the above four estimates into (4.38), we immediately get
‖N‖j . ‖η‖3‖(η, u)‖j+2. (4.41)
To estimate J , we shall make use of trace theorem, product estimates, (4.23), (4.26), (4.27)
and (4.40) to deduce that
|J |j+1/2 .‖VA˜n˜‖j+1 + ‖RS n˜‖j+1 + ‖Υ(n˜− e3)‖j+1
.‖n˜‖2(‖A˜‖2‖u‖j+2 + ‖RS‖j+1) + ‖n˜− e3‖2‖Υ‖j+1
.‖η‖3‖(η, u)‖j+2,
which, together with (4.41), yields (4.37). 
Lemma 4.6. Under the assumption of (4.4) with sufficiently small δ and i = 6, we have
(1) the estimates of N and J :
‖N‖j + |J |j+1/2 .‖(η, u)‖3‖(η, u)‖j+2 + ‖η‖j+1‖(η, u)‖4
.‖(η, u)‖3‖(η, u)‖j+2 for 2 ≤ j ≤ 5.
(4.42)
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(2) the estimates of temporal derivative of N and J :
‖Jt‖1/2 . ‖(η, u)‖3‖(u, ut)‖2, (4.43)
‖Nt‖2 + |Jt|5/2 .
√
EH‖(η, u)‖3 + ‖η‖4‖ut‖3 .
√
EH(‖(η, u)‖3 + ‖ut‖1), (4.44)
‖Nt‖3 + ‖Ntt‖1 + |Jt|7/2 + |Jtt|3/2
.
√
ELDH + ‖u‖4‖(η, u)‖4 + ‖η‖4‖ut‖4 + ‖η‖5‖ut‖3 .
√
ELDH ,
(4.45)
‖Ntt‖0 + |Jtt|1/2 .
√
ELEH . (4.46)
Proof. Since the deductions of the first inequalities in the estimates (4.42)–(4.46) can be verified
as Lemma 4.5 by using the estimates established in Lemmas 4.1–4.3, so we omit the proof. The
second inequalities in the estimates (4.42)–(4.45) can be archived by the interpolation inequality.
For examples, by the interpolation inequality,
‖η‖j+1‖(η, u)‖4 . ‖η‖
1
j−1
3 ‖η‖
j−2
j−1
j+2‖(η, u)‖
j−2
j−1
3 ‖(η, u)‖
1
j−1
j+2 . ‖(η, u)‖3‖(η, u)‖j+2.
Thus, putting it into the first inequality in (4.42), we immediately get the second inequality in
(4.42). 
To derive the temporal derivative estimates of u in Sections 5 and 6, we shall apply ∂jt to
(2.16)2–(2.16)5 with JAe3 in place of ~n, and then use the relations (1.13)1 and (4.24) to derive
that, for j ≥ 1,

ρ¯J−1∂j+1t u+ divA∂
j
tSA = gρ¯∂jt (divηe3 −∇η3) +N t,j in Ω,
J∂jtSAKJAe3 = J t,j , J∂jt ηK = J∂jtuK = 0, on Σ,
∂jt η = 0, ∂
j
tu = 0 on ∂Ω−,
(4.47)
where we have defined that
N t,j :=−
j∑
l=1
C lj(div∂ltA∂
j−l
t (ΥA +RS) + ρ¯∂ltJ−1∂j−lt ut)
+ gρ¯∂jt (β − (J−1 + divη)e3),
J t,j :=−
j∑
l=1
C ljJ∂
j−l
t (ΥA +RS)K∂lt(JAe3),
β := the third column of matrix A(∇ηT)2.
Then we shall establish the following estimates for the nonlinear terms RS, N t,j and J t,j .
Lemma 4.7. (1) Under the assumption of (4.4) with sufficiently small δ and i = 2,
‖∂tRS‖0 + ‖N t,1‖0 + |J t,1|1/2 .
√
ED. (4.48)
(2) Under the assumption of (4.4) with sufficiently small δ and i = 6,
‖∂tRS‖3 + ‖∂2tRS‖1 . ‖η‖3‖ut‖2 + ‖(η, u)‖4‖(η, u)‖3, (4.49)
‖∂3tRS‖0 .
√
ELDH , (4.50)
‖N t,1‖0 + |J t,1|1/2 . ‖u‖3(‖η‖3 + ‖u‖2 + ‖ut‖0), (4.51)
‖N t,1‖2 . ‖u‖3(‖(η, u)‖4 + ‖ut‖2), (4.52)
‖N t,2‖0 . ‖(η, u)‖24 + ‖ut‖22 + ‖utt‖20, (4.53)
‖N t,3‖0 + |J t,3|1/2 .
√
ELDH . (4.54)
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Proof. We only derive the estimate (4.48) for example. The derivations of the rest estimates
(4.49)–(4.54) are similar, so we omit them. Next we estimate for RS , N t,1 and J t,1 in sequence.
Using product estimates, (4.6), (4.8) and (4.9), we have
‖∂tRS‖0 .‖∂tRP‖0 + ‖∂tRM‖0 . ‖η‖3‖u‖1
+
∥∥∥∥∥
∫ ρ¯(J−1−1)
0
ρ¯J−1t
d2
dz2
P (ρ¯+ z)dz
∥∥∥∥∥
0
. ‖η‖3‖u‖1. (4.55)
Exploiting product estimates, (4.21) and (4.22), we estimate that
‖βt‖0 . ‖η‖2(‖η‖3‖At‖1 + ‖A‖2‖u‖2) . ‖η‖2‖u‖2. (4.56)
Thus, making using of product estimates, (4.8), (4.9), (4.22), (4.39), (4.40) and (4.56), we can
estimate that
‖N t,1‖0 .‖At‖2(‖ΥA‖1 + ‖RS‖1) + ‖J−1t ‖2‖ut‖0
+ ‖βt‖0 + ‖∂t(J−1 + divη)‖0 .
√
ED. (4.57)
Finally, utilizing trace theorem, product estimates, (4.34), (4.39) and (4.40), we have
|J t,1|1/2 . ‖(ΥA +RS)∂t(JAe3)‖1 . (‖ΥA‖1 + ‖RS‖1) ‖∂t(JAe3)‖2 .
√
ED,
which, together with (4.55) and (4.57), yields (4.48). 
4.4. Stabilizing estimate under stability condition
Finally, we derive stabilizing estimate under the stability condition Ξ < 1, which play an
important role in the derivation of a priori stability estimates of the TMRT problem.
Lemma 4.8. If Ξ < 1 and M¯3 6= 0, then
‖(w, M¯ · ∇w, divw)‖20 . −E(w). (4.58)
Proof. In view of the definition of Ξ,
(1− Ξ)(‖
√
P ′(ρ¯)ρ¯divw‖20 − Φ(w)) ≤ −E(w),
which, together with the stability condition Ξ < 1, yields
‖
√
P ′(ρ¯)ρ¯divw‖20 − Φ(w) . −E(w). (4.59)
On the other hand, using Cauchy–Schwarz’s inequality,
‖
√
P ′(ρ¯)ρ¯divw‖20 − Φ(w)
≥ (P + λ|M¯ |2) ‖divw‖20 + λ
(
‖M¯ · ∇w‖20 − 2
∫
divwM¯ · (M¯ · ∇)wdy
)
≥ (P − λ|M¯ |2(ε− 1)) ‖divw‖20 + ε− 1ε λ‖M¯ · ∇w‖20, (4.60)
in which the constant ε satisfies
P − λ|M¯ |2(ε− 1) > 0.
Thus we derive from (4.59) and (4.60) that
‖(M¯ · ∇w, divw)‖20 . −E,
which, together with (3.4), immediately yields the stabilizing estimate (4.58). 
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5. Proof of Theorem 3.1
This section is devoted to the proof of Theorem 3.1. The key step is to derive a priori stability
estimate for the TMRT problem. To this end, let (η, u) be a solution of the TMRT problem,
such that √
sup
0≤τ≤T
EH(τ) + sup
0≤τ≤T
‖η‖27(τ) ≤ δ ∈ (0, 1) for some T > 0, (5.1)
where δ is sufficiently small. It should be noted that the smallness depends on the domain and
other known physical functions in the TMRT problem, and will be repeatedly used in what
follows. Moreover, we also assume that the solution (η, u) possesses proper regularity, so that
the procedure of formal calculations makes sense.
5.1. Estimates of η
In this subsection, we deduce the yh-derivative estimates of η, i.e., Lemma 5.1, and then the
y3-derivative estimates of η, i.e., Lemma 5.2. These two lemmas constitute the desired estimates
of η.
Lemma 5.1. Under the assumption (5.1) with sufficiently small δ, we have
d
dt
(∫
ρ¯J−1∂ihη · ∂ihudy +
1
2
Ψ(∂ihη)
)
+ c‖∂ih(η, M¯ · ∇η, divη)‖20
.
{ ‖u‖2i,0 +√EHDL for 0 ≤ i ≤ 3;
‖u‖2i,0 +
√EL(‖(η, u)‖27 +DH) for 4 ≤ i ≤ 6.
(5.2)
Proof. Applying ∂ih to (2.16)4, (2.16)5 and (2.24), one has
ρ¯J−1∂ihut + div∂
i
hΥ+ gρ¯∂
i
h(∇η3 − divηe3) = ∂ihN −
i∑
j=1
Cji ρ¯∂
j
hJ
−1∂i−jh ut in Ω, (5.3)
J∂ihuK = J∂
i
hηK = 0, J∂
i
hΥKe3 = ∂
i
hJ on Σ, (5.4)
∂ihu = 0, ∂
i
hη = 0 on ∂Ω−, (5.5)
Multiplying (5.3) by ∂ihη in L
2, we have
d
dt
∫
ρ¯J−1∂ihη · ∂ihudy
=
∫
ρ¯J−1|∂ihu|2dy +
∫
gρ¯(div∂ihηe3 −∇∂ihη3) · ∂ihηdy −
∫
div∂ihΥ · ∂ihηdy
−
i∑
j=1
Cji
∫
ρ¯∂jhJ
−1∂i−jh ut · ∂ihηdy +
∫
ρ¯J−1t ∂
i
hη · ∂ihudy +
∫
∂ihN · ∂ihηdy
≤ c‖u‖2i,0 +
5∑
j=1
Ki,j,
where the last five integrals on the left hand of the above inequality are denoted by Ki,1–Ki,5,
respectively.
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Exploiting the integration by parts, the jump conditions (5.4), the boundary condition of ∂ihη
in (5.5), and the symmetry of Υ, one has
Ki,1 = gJρK|∂ihη3|20 + g
∫
(ρ¯′|∂ihη3|2 + 2gρ¯∂ihη3div∂ihη)dy (5.6)
and
Ki,2 =
∫
∂ihΥ : ∇∂ihηdy +
∫
Σ
J∂ihΥKe3 · ∂ihηdyh
=
∫
∂ihLM : ∇∂ihηdy −
∫
P ′(ρ¯)ρ¯|div∂ihη|2dy −
1
2
d
dt
Ψ(∂ihη) +Ki,6, (5.7)
where we have defined that
Ki,6 =
∫
Σ
∂ihJ · ∂ihηdyh.
Using the integration by parts again,∫
((M¯ · ∇∂ihη) · ∇∂ihη) · M¯dy =
∫
mkmj∂k∂
i
hηl∂l∂
i
hηjdy
= −
∫
mkmj∂l∂k∂
i
hηl∂
i
hηjdy −
∫
m3mjJ∂3∂
i
hη3K∂
i
hηjdyh
=
∫
mkmjdiv∂
i
hη∂k∂
i
hηjdy =
∫
div∂ihηM¯ · (M¯ · ∇∂ihη)dy,
thus, one has∫
∂ihLM : ∇∂ihηdy =λ
∫
((M¯ · ∇∂ihη) · M¯ − div∂ihη|M¯ |2)I + 2div∂ihηM¯ ⊗ M¯
− M¯ · ∇∂ihη ⊗ M¯ − M¯ ⊗ (M¯ · ∇∂ihη)) : ∇∂ihηdy
=− λ
∫
|div∂ihηM¯ |2 + |M¯ · ∇∂ihη|2 − 3div∂ihηM¯ · (M¯ · ∇∂ihη)
+ ((M¯ · ∇∂ihη) · ∇∂ihη) · M¯dy = Φ(∂ihη). (5.8)
By (5.6)–(5.8), we obtain
d
dt
(∫
ρ¯J−1∂ihη · ∂ihudy +
1
2
Ψ(∂ihη)
)
− E(∂ihη) ≤ c‖u‖2i,0 +
6∑
j=3
Ki,j (5.9)
Next we estimate for Ki,3–Ki,6 in sequence.
In view of interpolation inequality, we have
‖η‖5‖ut‖3 . ‖η‖1/23 ‖η‖1/27 ‖ut‖1/21 ‖ut‖1/25 .
√
EL‖η‖1/27 (DH)1/4, (5.10)
and thus, using Young’s inequality, (4.6) and (5.10), we have
Ki,3 .


‖J−1 − 1‖5‖ut‖2‖η‖3 . ‖η‖6‖ut‖2‖η‖3 .
√EHDL, for 1 ≤ i ≤ 3,
(‖η‖3‖ut‖5 + ‖η‖5‖ut‖3 + ‖η‖7‖ut‖1)‖η‖7
.
√EL(‖η‖27 +DH) for 4 ≤ i ≤ 6.
(5.11)
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Exploiting product estimates and (4.8), one has
Ki,4 .
{ ‖J−1t ‖2‖u‖i‖η‖i . √EHDL, for 0 ≤ i ≤ 3,
‖J−1t ‖2‖u‖6‖η‖6 .
√ELDH for 4 ≤ i ≤ 6. (5.12)
Making use of the integration by parts, Cauchy–Schwarz’s inequality, trace theorem, (4.37)
and (4.42), we have
Ki,5 =


∫
∂ihN · ∂ihηdy . ‖N‖i‖η‖i .
√EHDL for 0 ≤ i ≤ 3,∫
∂ihN · ∂ihηdy . ‖N‖i‖η‖i .
√EL‖(η, u)‖26 for 4 ≤ i ≤ 5,
− ∫ ∂5hN · ∂7hηdy . ‖N‖5‖η‖7 . √EL‖(η, u)‖27 for i = 6. (5.13)
and
Ki,6 =


∫
∂ihJ · ∂ihηdyh . |J |i|η|i .
√EHDL for 0 ≤ i ≤ 2,
− ∫ ∂2hJ · ∂4hηdyh . |∂2hJ |− 1
2
|∂4hη| 1
2
. |J | 3
2
|η| 9
2
.
√EHDL for i = 3,∫
∂ihJ · ∂ihηdyh . |J |5|η|5 .
√EL‖(η, u)‖27 for 4 ≤ i ≤ 5,
− ∫ ∂5hJ · ∂7hηdyh . |J | 11
2
|η| 13
2
.
√EL‖(η, u)‖27 for i = 6.
(5.14)
Finally, putting the previous estimates (5.11)–(5.14) into (5.9), and using the stabilizing estimate,
we immediately deduce the desired conclusion. 
Before the derivation of the y3-derivative estimate of η, we shall rewrite (2.24) as follows
− µ∆u− µ˜∇divu+ λ(∇(M¯ · ∇η · M¯)− |M¯ |2∇divη + M¯ · ∇divηM¯ − (M¯ · ∇)2η)
−∇(P ′(ρ¯)ρ¯divη) = gρ¯(divηe3 −∇η3)− ρ¯J−1ut +N ,
where we have defined that µ˜ := ς + µ/3. In particular, the first two components and the third
component of the equations above read as follows:
− (µ∂23uh + λM¯23 ∂23ηh) + λM¯3∂23η3M¯h = µ∆huh + µ˜∇hdivu
+∇h(P ′(ρ¯)ρ¯divη − gρ¯η3) + λL˜Mh − ρ¯J−1∂tuh +Nh =: Kh,
(5.15)
and
− ((µ+ µ˜)∂23u3 + (P ′(ρ¯)ρ¯+ λ|M¯h|2)∂23η3) + λM¯3M¯h · ∂23ηh = µ∆hu3 + µ˜∂3divhuh
+ (P ′(ρ¯))′ρ¯divη − gρ¯∂3η3 + P ′(ρ¯)ρ¯∂3divhηh + λL˜M3 − ρ¯J−1∂tu3 +N3 =: K3,
(5.16)
where we have defined that ∇h := (∂1, ∂2)T,
L˜Mh :=(M¯ · ∇)2ηh − M¯23∂23ηh − (M¯h · ∇hdivη + M¯3∂3divhηh)M¯h
+ |M¯ |2∇hdivη − (M¯ · ∇)∇h(η · M¯),
L˜M3 := (M¯ · ∇)2η3 − M¯23 ∂23η3 − M¯3M¯h · ∇hdivη − M¯h · ∇h∂3η · M¯ + |M¯h|2∂3divhηh,
and Nh and N3 are the first two components and the third component of N , respectively. Noting
that the order of ∂3 in the linear parts on the right hands of (5.15) and (5.16) is lower than the
ones on the left hand side, this feature provides a possibility that the y3-derivative estimates of
ηh can be converted to the yh-derivative estimates of η. The detailed result reads as follows:
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Lemma 5.2. Under the assumption (5.1) with sufficiently small δ, it holds that:
d
dt
Hi(η) + ‖(η, u)‖2i+2 .


‖η‖23,0 + ‖M¯ · ∇η‖22,0 + ‖u‖22,1 + ‖ut‖21 for i = 1
‖η‖26,0 + ‖M¯ · ∇η‖25,0 + ‖u‖25,1 + ‖ut‖24 for i = 4
EH +DH for i = 5
(5.17)
where the energy functional Hi(η) satisfying
‖∂23η‖2i . Hi(η). (5.18)
Proof. Let 0 ≤ i ≤ 5 and 0 ≤ j ≤ i. Multiplying −∂j+kh ∂i−j−k+23 η3∂j+kh ∂i−j−k3 by (5.16) in L2
for 0 ≤ k ≤ i− j, and using (2.16)1, we have∫
∂j+kh ∂
i−j−k+2
3 η3∂
j+k
h ∂
i−j−k
3 ((µ+ µ˜)∂
2
3∂tη3 + (P
′(ρ¯)ρ¯+ λ|M¯h|2)∂23η3 − λM¯3M¯h · ∂23ηh)dy
= −
∫
∂j+kh ∂
i−j−k+2
3 η3∂
j+k
h ∂
i−j−k
3 K3dy. (5.19)
On the other hand, in view of Cauchy–Schwarz’s inequality, for any ε ∈ (0, 1),
−M¯3
∫
M¯h · fhf3dx ≥ − M¯
2
3
2(1 + ε)
‖fh‖20 −
1 + ε
2
|M¯h|2‖f3‖20,
where f := ∂j+kh ∂
i−j−k+2
3 η. Thus, we can derive from (5.19) that
1
2
d
dt
‖
√
µ+ µ˜∂23η3‖2j,i−j +
(
P +
λ(1− ε)|M¯h|2
2
)∥∥∂23η3∥∥2j,i−j
− λM¯
2
3
2(1 + ε)
∥∥∂23ηh∥∥2j,i−j . ∥∥∂23η3∥∥j,i−j (‖η3‖j,i−j+1 + ‖K3‖j,i−j).
(5.20)
Multiplying −∂j+kh ∂i−j−k+23 ηh∂j+kh ∂i−j−k3 by (5.15) in L2 for 0 ≤ k ≤ i− j, and using (2.16)1,
we have ∫
∂j+kh ∂
i−j−k+2
3 ηh∂
j+k
h ∂
i−j−k+2
3
(
µ∂tηh + λM¯
2
3 ηh − λM¯3η3M¯h
)
dy
= −
∫
∂j+kh ∂
i−j−k+2
3 ηh∂
j+k
h ∂
i−j−k
3 Khdy.
Exploiting Cauchy–Schwarz’s inequality, we can deduce from the above identity that
1
2
d
dt
‖√µ∂23ηh‖2j,i−j +
λM¯23
2
‖∂23ηh‖2j,i−j −
λ|M¯h|2‖∂23η3‖2j,i−j
2
. ‖∂23ηh‖j,i−j‖Kh‖j,i−j. (5.21)
Using Cauchy–Schwarz’s inequality again, we can deduce from (5.20) and (5.21) that, for some
proper small ε,
d
dt
(‖√µ∂23ηh‖2j,i−j + ‖
√
µ+ µ˜∂23η3‖2j,i−j) +
λεM¯23
2(1 + ε)
‖∂23ηh‖2j,i−j
+
(
P − ε|M¯h|
2
2
)∥∥∂23η3∥∥2j,i−j . ‖η3‖2j,i−j+1 + ‖K‖2j,i−j ,
(5.22)
where K := (Kh,K3).
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Multiplying, −∂j+kh ∂i−j−k+23 uh∂j+kh ∂i−j−k3 resp. −∂j+kh ∂i−j−k+23 u3∂j+kh ∂i−j−k3 , by (5.15), resp.
(5.16) in L2 for 0 ≤ k ≤ i− j, thus, following the derivation of (5.22), we infer that
d
dt
(∥∥∥√λM¯3∂23ηh∥∥∥2
j,i−j
+
∥∥∥∥
√
P ′(ρ¯)ρ¯+ λ|M¯h|2 ⋄ ∂23η3
∥∥∥∥
2
j,i−j
)
+ ‖(√µ∂23uh,
√
µ+ µ˜∂23u3)‖2j,i−j .
∥∥∂23η∥∥2j,i−j + ‖η‖2j,i−j+1 + ‖K‖2j,i−j ,
(5.23)
Thus we deduce from (5.22) and (5.23) that
d
dt
HMi,j(η) + c‖(η, u)‖2j,i−j+2 . ‖(η, u)‖2j+1,i−j+1 + ‖(η, u)‖2j,i−j+1 + ‖K‖2j,i−j , (5.24)
where we have defined that, for some constants cij,
HMi,j(η) :=
∥∥∥∥
((√
µ+
√
λM¯3
)
∂23ηh, cij
√
µ+ µ˜+ P ′(ρ¯)ρ¯+ λ|M¯h|2 ⋄ ∂23η3
)∥∥∥∥
2
j,i−j
.
On the other hand, we can estimate that
‖K‖2j,i−j . ‖η‖2j,i−j+1 + ‖(η, u)‖2j+1,i−j+1 + ‖(ut,N )‖2i ,
where we have used (4.19) to estimate for J−1ut in K. Using the interpolation inequality, we
further derive from (5.24) that
d
dt
HMi,j(η) + c‖(η, u)‖2j,i−j+2 . ‖η‖2j,0 + ‖(η, u)‖2j+1,i−j+1 + ‖(ut,N )‖2i .
Thus we immediately deduce from the above estimate that
d
dt
Hi(η) + ‖(η, u)‖2i+2 . ‖η‖2i+1,1 + ‖u‖2i+1,1 + ‖(ut,N )‖2i , (5.25)
where Hi(η) :=
∑i
j=0 hi,jHMi,j(η) for some positive constants hi,j depending on the domain, and
other known physical functions. Moreover, Hi(η) obviously satisfies (5.18).
Finally, inserting the estimates (4.42) and
‖∂3w‖0 . ‖M¯ · ∇w‖0 + ‖wh‖1,0,
we immediately get the estimate (5.17) for sufficiently small δ. 
5.2. Estimates of u
In this subsection, we can establish the yh-derivative estimates, the temporal derivative es-
timates and the full-spatial derivative estimates for u in sequence, i.e., the following Lemmas
5.3–5.5, which constitute the desired estimates of u.
Lemma 5.3. Under the assumption (5.1) with sufficiently small δ, it holds that:
d
dt
(
‖
√
ρ¯J−1∂ihu‖20 −E(∂ihη)
)
+ c‖∂ihu‖21 .
{ √EHDL for 0 ≤ i ≤ 3;√EL(‖(η, u)‖27 +DH) for 4 ≤ i ≤ 6. (5.26)
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Proof. The derivation of Lemma 5.3 is very similar to the one of Lemma 5.1. Here we briefly
sketch the derivation. Multiplying (5.3) by ∂ihu in L
2, we have
1
2
d
dt
∫
ρ¯J−1|∂ihu|2dy =
∫
gρ¯(div∂ihηe3 −∇∂ihη3) · ∂ihudy −
∫
div∂ihΥ · ∂ihudy
−
i∑
j=1
Cji
∫
ρ¯∂jhJ
−1∂i−jh ut · ∂ihudy +
1
2
∫
ρ¯J−1t |∂ihu|2dy +
∫
∂ihN · ∂ihudy.
Similarly to the derivation of (5.9), we have
1
2
d
dt
(∫
ρ¯J−1|∂ihu|2dy −E(∂ihη)
)
+Ψ(∂ihu) ≤ Ki,7, (5.27)
where we have defined that
Ki,7 :=−
i∑
j=1
Cji
∫
ρ¯∂jhJ
−1∂i−jh ut · ∂ihudy +
1
2
∫
ρ¯J−1t |∂ihu|2dy
+
∫
∂ihN · ∂ihudy +
∫
Σ
∂ihJ · ∂ihudyh.
Similarly to the derivation of (5.11)–(5.14), we have
Ki,7 .
{ √EHDL for 0 ≤ j ≤ 3;√EL(‖(η, u)‖27 +DH) for 4 ≤ j ≤ 6.
Consequently, putting the above estimate into (5.27), and using Korn’s inequality, we deduce the
desired conclusion. 
Lemma 5.4. Under the assumption (5.1) with sufficiently small δ, the following estimates hold:
d
dt
(
Ψ(ut)
2
+
∫
Σ
∂t(LM − P ′(ρ¯)ρ¯divηI)e3 · utdyh
)
+ c‖utt‖20 . ‖u‖22 + ‖ut‖1‖ut‖2 +
√
EHDL.
(5.28)
and
d
dt
(‖√ρ¯∂jtu‖20 − E(∂j−1t u))+ c‖∂jtu‖21 .
{ √EHDL, for j = 1;√ELDH , for j = 3. (5.29)
Proof. (1) To being with, we derive (5.28). Applying ∂t to (2.24), and multiplying the resulting
identity by utt, we obtain∫
ρ¯J−1|utt|2dy =
∫
divV(ut) · uttdy +
∫
(∂tdiv(P
′(ρ¯)ρ¯divηI − LM)
+ gρ¯(divue3 −∇u3) +Nt − ρ¯J−1t ut) · uttdy =: Ki,8 +Ki,9. (5.30)
On the other hand, by the integration by parts and (2.24)2,
Ki,8 :=− d
dt
(
1
2
Ψ(ut) +
∫
Σ
∂t(LM − P ′(ρ¯)ρ¯divηI)e3 · utdyh
)
+Ki,10,
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where we have defined that
Ki,10 :=
∫
Σ
(∂2t (LM − P ′(ρ¯)ρ¯divηI)e3 · ut + Jte3 · utt)dyh.
Thus (5.30) can be rewritten as follows:
d
dt
(
1
2
Ψ(ut) +
∫
Σ
∂t(LM − P ′(ρ¯)ρ¯divηI)e3 · utdyh
)
+
∫
ρ¯J−1|utt|2dy = Ki,9 +Ki,10. (5.31)
Using (4.8) and (4.44),
Ki,9 . (‖u‖2 + ‖Nt‖0 + ‖J−1t ut‖0)‖utt‖0 . ‖u‖2‖utt‖0 +
√
EHDL.
Exploiting (4.43), (4.44) and trace theorem, one has
Ki,10 . |∇ut|0|ut|0 + |Jt|0|utt|0 . ‖ut‖1‖ut‖2 +
√
EHDL.
plugging the above two estimates into (5.31), and Cauchy–Schwarz’s inequality, one obtains
(5.28).
(2) Multiplying (4.47)1 by J∂
j
t u in L
2, one has
1
2
d
dt
∫
ρ¯|∂jtu|2dy = g
∫
ρ¯(div∂j−1t ue3 −∇∂j−1t u3) · ∂jt udy −
∫
JdivA∂
j
tSA · ∂jtudy
+
∫
JN t,j · ∂jtudy + g
∫
ρ¯(J − 1)(div∂j−1t ue3 −∇∂j−1t u3) · ∂jt udy =:
14∑
l=11
Kj,l. (5.32)
Noting that (5.8) still holds with the differential operator ∂jt in place of ∂
i
h, thus, following
the argument of (5.7), and using (2.4) and (4.47)2, we get that
Kj,12 =
∫
J∂jtSA : ∇A∂jtudy +
∫
Σ
J∂jtSAKJAe3 · ∂jtudyh
=
∫
(∂jt (LM − P ′(ρ¯)ρ¯divηI) : ∇∂jtu− VA(∂jtu) : ∇A∂jtu)dy +Kj,15
=
1
2
d
dt
(
Φ(∂j−1t u)− ‖
√
P ′(ρ¯)ρ¯div∂j−1t u‖20
)
−ΨA(∂jtu) +Kj,15,
where we have defined that
Kj,15 :=
∫ (
J∂jtRS + (J − 1)∂jtΥA −
j∑
l=1
C ljV∂ltA(∂
j−l
t u)
)
: ∇A∂jt udy
+
∫
∂jt (LM − P ′(ρ¯)ρ¯divηI) : ∇A˜∂jtudy +
∫
Σ
J t,j · ∂jtudyh.
In addition, similarly to (5.6), Kj,11 can be written as follows:
Kj,11 =
g
2
d
dt
(
JρK|∂j−1t u3|20 +
∫
(ρ¯′|∂j−1t u3|2 + 2ρ¯∂j−1t u3∂j−1t divu)dy
)
.
Consequently, inserting the above new expressions of Kj,11 and Kj,12 to (5.32), and using (4.35),
we arrive at
1
2
d
dt
(‖√ρ¯∂jt u‖20 − E(∂j−1t u))+ ‖∂jtu‖21 = 15∑
l=13
Kj,l. (5.33)
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By (4.6), (4.51) and (4.54), we can estimate that
Kj,13 +Kj,14 . ‖J‖2‖N t,j‖0‖∂jtu‖0 + ‖J − 1‖2‖∂j−1t u‖1‖∂jtu‖0 .
{ √EHDL for j = 1;√ELDH for j = 3.
(5.34)
Recalling the definition of ΥA, we can estimate taht
‖∂tΥA‖0 . ‖u‖1 + ‖ut‖1 and ‖∂3tΥA‖0 . ‖ut‖2 + ‖(utt, ∂3t u)‖1, (5.35)
and thus, making use of (4.6), (4.22), (4.49)–(4.51), (4.54) and (5.35), we have
Kj,15 .(‖A‖2(‖J‖2‖∂jtRS‖0 + ‖J − 1‖2‖∂jtΥA‖0) + ‖A˜‖2‖∂j−1t u‖1))‖∂jtu‖1 + |J t,j |0|∂jtu|0
+
{ ‖A‖2‖At‖2‖u‖1‖ut‖1 for j = 1;
‖A‖2‖∂3t u‖1(‖At‖2‖utt‖1 + ‖Att‖2‖ut‖1 + ‖∂3tA‖0‖u‖3) for j = 3.
.
{ √EHDL for j = 1;√ELDH for j = 3. (5.36)
Plugging (5.34) and (5.36) into (5.33), we get (5.29). 
Lemma 5.5. Under the assumption (5.1) with sufficiently small δ, the following estimates hold:
‖u‖k+2 . ‖η‖k+2 + ‖ut‖k for 0 ≤ k ≤ 1, (5.37)
‖ut‖2 . ‖u‖2 + ‖utt‖0 +
√
EHDL, (5.38)
‖u‖6 + ‖ut‖4 + ‖utt‖2 . ‖η‖6 + ‖(u, ut, ∂3t u)‖0 +
√
ELEH, (5.39)
‖ut‖5 + ‖utt‖3 . ‖u‖5 + ‖(ut, ∂3t u)‖1 +
√
ELDH . (5.40)
Proof. Applying ∂it to (2.16)4, (2.16)5 and (2.24), thus we can obtain the following stratified
Lame´ problem: 

−µ∆∂itu− (ς + µ/3)∇div∂itu = ∂itF in Ω,
J∂ituK = 0, −J∂itVKe3 = ∂itG on Σ,
∂itu = 0 on ∂Ω−,
(5.41)
in which F and G are defined as follows
F := div(P ′(ρ¯)ρ¯divηI − LM) + gρ¯(divηe3 −∇η3)− ρ¯J−1ut +N ,
G := JP ′(ρ¯)ρ¯divηI − LMK + J .
Applying the stratified elliptic estimate (4.3) to (5.41), we have, for 0 ≤ i ≤ 2 and 0 ≤ j ≤ 7−2i,
‖∂itu‖j+2−2i .‖∂itF‖j−2i + |∂itG|j−2i+1/2.
On the other hand,
‖∂itF‖j−2i .‖∂itη‖j+2−2i +
i∑
k=0
‖∂i−kt J−1∂k+1t u‖j−2i + ‖∂itN‖j−2i,
|∂itG|j−2i+1/2 . |∂itη|j−2i+3/2 + |∂itJ |j−2i+1/2.
Thus we further have
‖∂itu‖j+2−2i .‖∂itη‖j+2−2i +
i∑
k=0
‖∂i−kt J−1∂k+1t u‖j−2i + ‖∂itN‖j−2i + |∂itJ |j−2i+1/2. (5.42)
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In addition, using product estimates, (4.8) and (4.19), we can estimate that
1∑
k=0
‖∂1−kt J−1∂k+1t u‖0 . ‖utt‖0 +
√
EHDL. (5.43)
i∑
k=0
‖∂i−kt J−1∂k+1t u‖4−2i .
{ ‖ut‖4 for i = 0;
‖∂i+1t u‖4−2i +
√ELEH for 1 ≤ i ≤ 2 (5.44)
and
i∑
k=0
‖∂i−kt J−1∂k+1t u‖5−2i . ‖∂i+1t u‖5−2i +
√
ELDH for 1 ≤ i ≤ 2. (5.45)
Next we estimate for (5.37)–(5.40) in sequence.
(1) Taking (i, j) = (0, k) in (5.42) with 0 ≤ k ≤ 1, and then using (4.37), we immediately get
(5.37).
(2) Take (i, j) = (1, 2) in (5.42), then, making use of (4.44) and (5.43), we immediately get
‖ut‖2 .‖u‖2 + ‖utt‖0 + ‖Nt‖0 + |Jt|1/2 +
√
EHDL
.‖u‖2 + ‖utt‖0 +
√
EHDL,
which yields (5.38).
(3) Using (5.44) with i = 0, we can derive from (5.42) with (i, j) = (0, 4) that
‖u‖6 . ‖η‖6 + ‖ut‖4 + ‖N‖4 + |J |9/2,
which, together with (4.42), yields that
‖u‖6 . ‖η‖6 + ‖ut‖4 +
√
ELEH . (5.46)
Similarly, for 1 ≤ i ≤ 2, we can derive from (5.42) with j = 4, and (5.44) that
‖∂itu‖6−2i . ‖∂i−1t u‖6−2i + ‖∂i+1t u‖4−2i + ‖∂itN‖4−2i + |∂itJ |4−2i+1/2 +
√
ELEH,
which implies that
2∑
i=1
‖∂itu‖6−2i . ‖∂3t u‖0 +
2∑
i=1
(‖∂i−1t u‖6−2i + ‖∂itN‖4−2i + |∂itJ |4−2i+1/2)+√ELEH .
On the other hand, by (4.44) and (4.46), we see that
2∑
i=1
(‖∂itN‖4−2i + |∂itJ |4−2i+1/2) .√ELEH .
Thus
2∑
i=1
‖∂itu‖6−2i .
2∑
i=1
‖∂i−1t u‖6−2i + ‖∂3t u‖0 +
√
ELEH. (5.47)
Using the interpolation inequality, we can deduce (5.39) from (5.46) and (5.47).
(4) Finally, following the argument of (5.47), and using (4.45) and (5.45), we can derive from
(5.42) with j = 5 and 1 ≤ i ≤ 2 that
2∑
i=1
‖∂itu‖7−2i .‖u‖5 + ‖ut‖3 + ‖∂3t u‖21 +
2∑
i=1
(‖∂itN‖5−2i + |∂itJ |5−2i+1/2) +
√
ELDH
.‖u‖5 + ‖ut‖3 + ‖∂3t u‖1 +
√
ELDH ,
which, together with the interpolation inequality, yields (5.40). 
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5.3. Equivalent form of EH
In this subsection, we verify the fact that the energy norm EH can be controlled by ‖η‖26,1 +
‖(η, u)‖26, i.e., the following Lemma 5.6, which will be needed in the estimate of the initial
energy function EH(0) in the next subsection, and obviously implies that EH is equivalent to
‖η‖26,1 + ‖(η, u)‖26.
Lemma 5.6. Under the assumption (5.1) with sufficiently small δ, then
EH . ‖η‖26,1 + ‖(η, u)‖26. (5.48)
Proof. In view of (5.39), one has EH . ‖η‖26,1 + ‖(η, u)‖26 + ‖(ut, ∂3t u)‖20 + ELEH, which yields
EH . ‖η‖26,1 + ‖(η, u)‖26 + ‖(ut, ∂3t u)‖20 for sufficiently small δ. (5.49)
Next we show that the L2-norm of ut and ∂
3
t u can be controlled by ‖(η, u)‖6.
Multiplying (4.47)1 with j = 2 by ∂
3
t u in L
2 yields
‖
√
ρ¯J−1∂3t u‖20 =
∫ (
gρ¯(divute3 −∇∂tu3) +N t,2 − divA∂2t SA
)
· ∂3t udy.
Employing Cauchy–Schwarz’s inequality, (4.5) and (4.53), we see that
‖∂3t u‖20 . ‖ut‖22 + ‖utt‖20 + ‖divA∂2t SA‖0 + ‖(η, u)‖24.
On the other hand, using (4.21), (4.22) and (4.49), we have
‖divA∂2t SA‖0 . ‖A‖2(‖∂2tΥA‖1 + ‖∂2tRS‖1) . ‖(ut, utt)‖22 + ‖(η, u)‖24.
Thus we get
‖∂3t u‖20 . ‖(ut, utt)‖22 + ‖(η, u)‖26. (5.50)
To estimate ‖utt‖2 in (5.50), we shall exploit (4.47)1 with j = 1 to derive that
‖utt‖22 =‖ρ¯−1J(gρ¯(divue3 −∇u3) +N t,1 − divA∂tSA)‖22
.‖u‖23 + ‖N t,1‖22 + ‖∂t(ΥA +RS)‖23 . ‖ut‖24 + ‖(η, u)‖24, (5.51)
where we have used (4.49) and (4.52) in the last inequality. Similarly, to estimate ‖ut‖24 in (5.51),
we can use (2.24)1 and (4.42) to show that
‖ut‖24 =‖ρ¯−1J(divΥ + gρ¯(∇η3 − divηe3)−N )‖24 . ‖(η, u)‖26. (5.52)
Consequently, we infer from (5.50)–(5.52) that
‖∂3t u‖20 . ‖(η, u)‖26. (5.53)
Finally, substituting (5.52) and (5.53) into (5.49), we obtain the lemma immediately. 
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5.4. Energy inequalities
Now we are ready to build the lower-order, higher-order and highest-order energy inequalities.
In what follows the letters c1, c2, c˜
L
5 , c
L
i for 1 ≤ i ≤ 7 and cHj for 1 ≤ j ≤ 6, will denote generic
positive constants which may depend on the domain and other physical functions.
Proposition 5.1. Under the assumption (5.1) with sufficiently small δ, then there exist energy
functional E˜L, E˜H and ‖(η, u)‖27,∗, which are equivalent to EL, EH and ‖η‖27 + ‖u‖26,0, such that
d
dt
E˜L +DL ≤ 0, (5.54)
d
dt
E˜H +DH .
√
EL‖(η, u)‖27, (5.55)
d
dt
‖(η, u)‖27,∗ + ‖(η, u)‖27 . EH +DH on (0, T ]. (5.56)
Proof. (1) Exploiting (5.38) with k = 0, and Cauchy–Schwarz’s inequality, we derive from
(5.28) that
d
dt
(
Ψ(ut)
2
−
∫
Σ
∂t(LM − P ′(ρ¯)ρ¯divηI)e3 · utdyh
)
+ cL1 ‖utt‖20 . ‖(η, u)‖22 + ‖ut‖21 +
√
EHDL.
(5.57)
Making use of (5.2) with 0 ≤ i ≤ 3, (5.17) with i = 1, (5.26) with 0 ≤ i ≤ 3 and (5.29) with
j = 1, we see that there are constants cL2 –c
L
4 and c˜
L
5 , such that, for any c
L
5 > c˜
L
5 ,
d
dt
E˜L1 + cL2 (‖(M¯ · ∇η, divη,∇u)‖23,0 + ‖(η, u)‖23 + ‖ut‖21) . (1 + cL5 )
√
EHDL (5.58)
where we have defined that
E˜L1 :=
∑
α1+α2≤3
(
cL3
(∫
ρ¯J−1∂α12 ∂
α2
3 η · ∂α12 ∂α23 udy +
1
2
Ψ(∂α12 ∂
α2
3 η)
)
+ cL5 (‖
√
ρ¯J−1∂α12 ∂
α2
3 u‖20 − E(∂α12 ∂α23 η))
)
+H1(η) + cL4 (‖
√
ρ¯ut‖20 −E(u)).
Moroever, by the Korn’s inequality, the stabilizing estimate and (5.18), for proper large cL5 ,
‖η‖23,1 + ‖η‖23 + ‖ut‖20 . E˜L1 . (5.59)
Noting that, by trace theorem and (5.37) with k = 0,∣∣∣∣
∫
Σ
∂t(LM − P ′(ρ¯)ρ¯divηI)e3 · utdyh
∣∣∣∣ . |∇u|0|ut|0 . ‖u‖2‖ut‖1
. (‖η‖2 + ‖ut‖0)‖ut‖1,
thus, using (5.59), Korn’s inequality and Cauchy–Schwarz’s inequality, we deduce from (5.57),
(5.58) that, for proper large constant cL6 ,
d
dt
E˜L2 + cL7 D˜L .
√
EHDL (5.60)
and
‖η‖23,1 + ‖η‖23 + ‖ut‖21 . E˜L2 , (5.61)
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where we have defined that
E˜L2 :=
Ψ(ut)
2
−
∫
Σ
∂t(LM − P ′(ρ¯)ρ¯divηI)e3 · utdyh + cL6 E˜L1 ,
D˜L :=‖(M¯ · ∇η, divη,∇u)‖23,0 + ‖(η, u)‖23 + ‖ut‖21 + ‖utt‖20
Finally, exploiting (5.37) and (5.38), we derive from (5.61) and the definition of D˜L that
EL . E˜L2 and
DL . D˜L. (5.62)
On the other hand, it is obviously that E˜L2 . EL. Thus,
E˜L2 is equivalent to EL. (5.63)
In view of (5.60), (5.62) and (5.63), we immediately see that the lower-order inequality (5.54)
holds for sufficiently small δ.
(2) Similarly to (5.58) and (5.59), we deduce from (5.2) with 4 ≤ i ≤ 6, (5.17) with i = 4,
and (5.26) with 4 ≤ i ≤ 6 that there are constants cH1 –cH3 , such that
d
dt
E˜H1 + cH1 D˜H1 .‖(η, M¯ · ∇η)‖23,0 + ‖ut‖24 +
√
EL(‖(η, u)‖27 +DH) (5.64)
and
6∑
i=4
‖(u,∇η)‖2i,0 +H4(η) . E˜H1 , (5.65)
where we have defined that D˜H1 := ‖(M¯ · ∇η, divη,∇u)‖26,0 + ‖(η, u)‖26 and
E˜H1 :=
∑
4≤α1+α2≤6
(
cH2
(∫
ρ¯J−1∂α11 ∂
α2
2 η · ∂α11 ∂α22 udy +
1
2
Ψ(∂α11 ∂
α2
2 η)
)
+ cH3 (‖
√
ρ¯J−1∂α11 ∂
α2
2 u‖0 −E(∂α11 ∂α22 η))
)
+H4(η).
Using (5.47) and interpolation inequality, we deduce from (5.64) that
d
dt
E˜H1 +
cH1
2
D˜H1 .‖(u, ut, ∂3t u)‖20 + ‖(η, M¯ · ∇η)‖23,0 +
√
EL(‖(η, u)‖27 +DH). (5.66)
Thus, we further deduce from (5.29) for j = 3, (5.54) and (5.66) that
d
dt
E˜H2 + cH4 D˜H .
√
EL(‖(η, u)‖27 +DH),
where we have defined that, for some constants cH5 and c
H
6 ,
E˜H2 := E˜H1 + cH5 E˜L + cH6 (‖
√
ρ¯∂3t u‖20 −E(utt)),
D˜H := D˜H1 + ‖(ut, ∂3t u)‖21.
On the other hand, using (5.39), (5.40) and (5.65), we can deduce from the definitions of E˜H2 and
D˜H that
E˜H2 is equivalent to EH and DH . D˜H .
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Consequently, we immediately see that (5.55) holds.
(3) Making use of (5.17) with i = 5, and Lemmas 5.1 and 5.3, we derive that
d
dt
‖(η, u)‖7,∗ + ‖(η, u)‖27 . EH +DH ,
where we have defined that
‖(η, u)‖27,∗ :=H5(η) +
∑
α1+α2≤6
(
c1
(∫
ρ¯J−1∂α11 ∂
α2
2 η · ∂α11 ∂α22 udy
+
1
2
Ψ(∂α11 ∂
α2
2 η)
)
+ c2
(
‖
√
ρ¯J−1∂α11 ∂
α2
2 u‖20 − E(∂α11 ∂α22 η)
))
,
and, c1 and c2 satisfy that
‖(η, u)‖7,∗ is equivalent to ‖η‖7 + ‖u‖6,0. (5.67)
This completes the proof of (5.56). 
5.5. Stability estimate
Now we are in position to derive the a priori stability estimate (3.1). We begin with estimating
the terms G1, · · · ,G4.
Using (5.56), and recalling the equivalence (5.67), we deduce that
‖η‖27 .(‖η0‖27 + ‖u0‖26)e−t +
∫ t
0
e−(t−τ)(EH +DH)dτ
.(‖η0‖27 + ‖u0‖26)e−t + sup
0≤τ≤t
EH(τ)
∫ t
0
e−(t−τ)dτ +
∫ t
0
DHdτ
.(‖η0‖27 + ‖u0‖26)e−t + G3(t),
which yields
G1(t) . (‖η0‖27 + ‖u0‖26) + G3(t). (5.68)
Multiplying (5.56) by (1 + t)−3/2, we get
d
dt
‖(η, u)‖27,∗
(1 + t)3/2
+
3
2
‖(η, u)‖27,∗
(1 + t)5/2
+
‖(η, u)‖27
(1 + t)3/2
.
EH
(1 + t)3/2
+
DH
(1 + t)3/2
,
which implies that
G2(t) . (‖η0‖27 + ‖u0‖26) + G3(t). (5.69)
Now we turn to estimate G3(t) in (5.68) and (5.69). An integration of (5.55) with respect to
t gives
G3(t) . EH(0) +
∫ t
0
√
EL‖(η, u)‖27dτ.
Let
G5(t) := G1(t) + sup
0≤τ≤t
EH(τ) + G4(t).
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From now on, we further assume
√G5(T ) ≤ δ which is a stronger requirement than (5.1). Thus,
we can use (5.69) to find that
G3(t) . EH(0) +
∫ t
0
δ(1 + τ)−3/2‖(η, u)‖27dτ . EH(0) + δ
(‖η0‖27 + G3(t)) ,
which implies
G3(t) . ‖η0‖27 + EH(0). (5.70)
Finally, we show the time decay behavior of G4(t). Noting that EL can be controlled by DL
except the term ‖η‖3,1 in EL. To deal with ‖η‖3,1, we use the interpolation inequality to get
‖η‖4 . ‖η‖
3
4
3 ‖η‖
1
4
7 .
On the other hand, we combine (5.68) with (5.70) to get
EL + ‖η‖27 . E˜L + ‖η‖27 . ‖η0‖27 + EH(0).
Thus,
E˜L . EL . (DL) 34 (EL + ‖η‖27)
1
4 . (DL) 34 (‖η0‖27 + EH(0))
1
4 .
Putting the above estimate into the lower-order energy inequality (5.54), we obtain
d
dt
E˜L + (E˜L) 43/I1/30 . 0,
which yields
EL . E˜L . I0
((I0/EL(0))1/3 + t/3)3
.
‖η0‖27 + EH(0)
1 + t3
with I0 := c(EH(0) + ‖η0‖27) for some positive constant c. Therefore,
G4(t) . ‖η0‖27 + EH(0). (5.71)
Now we sum up the estimates (5.68)–(5.71) to conclude that
G(t) :=
4∑
k=1
Gk(t) . ‖η0‖27 + EH(0) . ‖η0‖27 + ‖u0‖26,
where (5.48) with t = 0 has been also used. Consequently, we have proved the following a priori
stability estimate:
Proposition 5.2. Let (η, u) be a solution of the TMRT problem. Then there is a sufficiently
small δ, such that (η, u) enjoys the following stability estimate:
G(T ) . ‖η0‖27 + ‖u0‖26,
provided that
√G3(T ) ≤ δ for some T > 0.
Consequently, by the standard continuity method, we immediately get Theorem 3.1 by Propo-
sition 5.2 and the following local well-posedness of the TMRT problem.
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Proposition 5.3. Let i ≥ 2. There exists a sufficiently small δ1, such that for any given initial
data (η0, u0) ∈ (H i+1 ∩H10 )× (H i ∩H10 ) satisfying√
‖η0‖2i+1 + ‖u0‖2i ≤ δ1
and compatibility conditions, there are a T > 0, depending on δ1, the domain and the other known
physical functions, and a unique classical solution (η, u) ∈ C0([0, T ], H i+1 × H i) to the TMRT
equations. Moreover, ∂itu ∈ C0([0, T ], H i−2j) ∩ L2([0, T ], H i−2j+1) for 1 ≤ j ≤ 3.
Proof. The local and global well-posedness results of stratified compressible fluids have been
established by Jang, Tic and Wang [32, 42]. Thus, following the standard iteration method in
[32], we can easily obtain the well-posedness result of the TMRT problem in Proposition 5.3. 
6. Proof of Theorem 3.2
In this section we prove Theorem 3.2. As mentioned as before, the proof can be divided by
five step, i.e., the next five subsections. Firstly, we use a modified variational method to construct
linear unstable solutions to the TMRT problem. Secondly, we modify the initial data of linear
solutions so that the new initial data can be used as the initial data of nonlinear solutions.
Thirdly, we establish the Growall-type energy inequality of nonlinear solutions. Fourthly, we
deduce the error estimates between the nonlinear solutions and linear solutions. Finally, we show
the existence of escape times and thus obtain Theorem 3.2.
In what follows, C() and cui for 1 ≤ i ≤ 7 will denote generic positive constants which may
depend on the domain and other physical functions. Moreover, C() further depends on the
term , and may vary form line to line, but cui do not vary form line to line.
6.1. Linear instability
The modified variational method was firstly used by Guo and Tice to construct unstable
solutions to a class of ordinary differential equations arising from a linearized RT instability
problem [14]. Later, Jiang and Jiang [34, 35] further extended the modified variational method to
construct unstable solutions to the partial differential equations (PDEs) arising from a linearized
RT instability problem. Exploiting the modified variational method of PDE in [35] and an
regularity theory of elliptic equations, we obtain the following linear instability result of the
TMRT problem.
Proposition 6.1. Under the assumptions of Theorem 3.2, the MRT equilibrium state rM¯ is
linearly unstable, that is, there is an unstable solution in the form
(η, u) := eΛt(w/Λ, w)
of the linearized TMRT problem (2.25), where w ∈ H3 ∩ A solves the boundary value problem:

Λ2ρ¯w = gρ¯(divwe3 −∇w3)− divΥ(w,Λw) in Ω,
JwK = 0, JΥ(w,Λw)Ke3 = 0 on Σ,
w = 0 on ∂Ω−,
(6.1)
with Λ > 0 being a constant satisfying
Λ2 = sup
w˜∈A
(E(w˜)− ΛΨ(w˜)), (6.2)
where A := {w˜ ∈ H10 | ‖
√
ρ¯w˜‖20 = 1}. Moreover,
w3 6= 0, wh 6= 0, divhwh 6= 0 and w3|Σ 66= 0. (6.3)
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Proof. Next we show Proposition 6.1 by four steps.
(1) To begin with, we show the existence of weak solutions to the modified problem of (6.1).
To this purpose, we consider the variational problem of the energy functional
α(s) := sup
w˜∈A
(E(w˜)− sΨ(w˜))
for given s > 0. Noting that E(w˜) . |w˜3|20 + ‖w˜‖20 + ‖w˜3‖0‖w˜‖1 and the estimate
|ψ|20 ≤ 2‖ψ‖0‖ψ‖1 for any ψ ∈ H10 , (6.4)
thus we can use Cauchy–Schwarz’s inequality and Korn’s inequality to see that α(s) has a upper
bound for any w˜ ∈ A. Hence α(s) has a maximizing sequence {w˜n}∞n=1, which satisfies ‖
√
ρ¯w˜n‖ =
1 and ‖w˜n‖1 . c with c independent of n. Thus, following the argument of (3.12), there exist a
subsequence, still labeled by w˜n, and a function v ∈ H10 , such that ‖
√
ρ¯v‖ = 1 and
α(s) = lim sup
n→∞
(E(w˜n)− sΨ(w˜n)) ≤ E(v)− sΨ(v).
On the other hand, E(v)−s‖Ψ(v)‖20 ≤ α(s). Hence v is the maximum point of α(s). Thus, using
variational method, we can further deduce that v is the weak solution of the following problem

divΥ(v, sv) = gρ¯(divve3 −∇v3)− α(s)ρ¯v in Ω,
JvK = 0, JΥ(v, sv)Ke3 = 0 on Σ,
v = 0 on ∂Ω− .
(6.5)
(2) Next we further show that v ∈ H3, i.e., v constructed above is indeed a strong solution
to the modified problem (6.5).
Noting that
‖v‖21 ≤
∫
Υ(v, sv) : ∇vdy = Ψ(√sv)− Φ(v) + ‖
√
P ′(ρ¯)ρ¯divv‖20,
thus we deduce from the weak form of (6.5) that ∂hv ∈ H10 by the standard difference quotient
method, please refer to the derivation of [61, Lemma 3.4], and thus we further get v ∈ H3/2(Σ)
by trace theorem.
Similarly to (5.15) and (5.16), we rewrite the problem (6.5)1 as follows:
−sµ∆v − sµ˜∇divv + L = K, (6.6)
where we have defined that
L := (λ(M¯3∂
2
3v3M¯h − M¯23 ∂23vh)T, ∂3(λM¯3M¯h · ∂23vh − (P ′(ρ¯)ρ¯+ λ|M¯h|2)∂3v3))T
K =∇(P ′(ρ¯)ρ¯divv) + λ(|M¯ |2∇divv −∇(M¯ · ∇v · M¯)
− M¯ · ∇divvM¯ + (M¯ · ∇)2v) + gρ¯(divve3 −∇v3) + L
Noting that the order of ∂3 in K is less than 2, thus K ∈ L2. Now we further rewrite (6.6) as the
following abstract elliptic equations:
−∂α(Aαβij ∂βvj) = fi, (6.7)
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where (f1, f2, f3)
T = K, we have used the Einstein convention of summing over repeated indices,
(Aαβij )
1≤α,β≤3
1≤i,j≤3 ∈ C2,1(Ω) is the matrix of coefficients of the linear elliptic equations, and the non-
zero coefficients are
A1111 = A
22
22 = sµ+ sµ˜, A
33
11 = sµ+ λM¯
2
3 , A
33
22 = sµ+ λM¯
2
3 ,
A3313 = A
33
31 = −λM¯1M¯3, A3323 = A3332 = −λM¯2M¯3, A3333 = sµ+ sµ˜+ P ′(ρ¯)ρ¯+ λ|M¯h|2
A1122 = A
22
11 = A
11
33 = sµ, A
12
12 = A
13
13 = A
21
21 = A
23
23 = A
31
31 = A
32
32 = sµ˜.
Noting that, for any ξ, η ∈ R3,
Aαβij ξαξβηiηj =sµ|ξ|2|η|2 + sµ˜(ξ1η1 + ξ2η2 + ξ3η3)2 + (P ′(ρ¯)ρ¯+ λ|M¯h|2)ξ23η23
+ λξ23(M¯
2
3 |ηh|2 − 2η3M¯h · M¯3ηh) ≥ sµ|ξ|2|η|2,
hence Aαβij satisfies the strong elliptic condition. In addition, since v ∈ H3/2(Σ) and v|∂Ω− = 0, by
inverse trace theorem [2, Theorem 7.58], there exists a function v such that G ∈ H2 and G = v
on Σ and ∂Ω−. Thus, we can apply [11, Theorem 4.14] to the weak form of (6.1) or (6.7) in Ω+
and Ω−, respectively, and immediately get v ∈ H2.
Finally, repeating the above improving regularity method with ∂hv in place of v, we further
see that ∂hv ∈ H2, which implies that K ∈ H1 and v ∈ H5/2. Thus, applying [11, Theorem 4.14]
to (6.7) again, one has v ∈ H3.
(3) Now we turn establish some properties of the function α(s) on (0,∞):
α(s2) > α(s1) for any s2 > s1 > 0, (6.8)
α(s) ∈ C loc0 (0,∞), (6.9)
α(s) < 0 on some interval (b,∞), (6.10)
α(s) > 0 on some interval (0, a). (6.11)
Firstly, we verify (6.8). For given s2 > s1, then there exist v
s1 ∈ A such that
α(s1) = E(v
s1)− s1Ψ(vs1).
Thus, by Korn’s inequality,
α(s2) ≥ E(vs1)− s2Ψ(vs1) = α(s1) + (s1 − s2)Ψ(vs1) > α(s1),
which yields (6.8).
Now we turn to show (6.9). Choosing a bounded interval [b1, b2] ⊂ (0,∞), then, for any
s ∈ [b1, b2], there exists a function vs satisfying α(s) = E(vs)−sΨ(vs). Thus, by the monotonicity
(6.8), we have
α(b2) + b1Ψ(v
s)/2 ≤ E(vs)− (s/2)Ψ(vs) ≤ α(s/2) ≤ α(b1/2),
which yields
Ψ(vs) ≤ 2(α(b1/2)− α(b2))/b1 =: q for any s ∈ [b1, b2].
Thus, for any s1, s2 ∈ [b1, b2],
α(s1)− α(s2) ≤ E(vs1)− s1Ψ(vs1)− (E(vs1)− s2Ψ(vs1)) ≤ q|s2 − s1|
and
α(s2)− α(s1) ≤ q|s2 − s1|,
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which immediately imply |α(s1)− α(s2)| ≤ β|s2 − s1|. Hence (6.9) holds.
Finally, (6.10) and (6.11) directly follow the fact E(w) . Ψ(w), and the instability condition
Ξ > 1, respectively.
(4) Construction of a interval for fixed point: Let
S := sup{all the real constant s, which satisfy that α(τ) > 0 for any τ ∈ (0, s)}.
In virtue of (6.10) and (6.11), 0 < S < ∞. Moreover, α(s) > 0 for any s < S, and, by the
continuity of α(s),
α(S) = 0. (6.12)
Using the monotonicity and the upper boundedness of α(s), we see that
lim
s→0
α(s) = ς for some positve constant ς. (6.13)
Now, exploiting (6.12), (6.13) and the continuity of α(s) on (0,S), we find by a fixed-point
argument on (0,S) that there is a unique Λ ∈ (0,S) satisfying
Λ =
√
α(Λ) =
√
sup
w∈A
(E(w˜)− ΛΨ(w˜)) ∈ (0,S). (6.14)
Thus, in view of the conclusion in the first step, there is a strong solution w ∈ H3 ∩ H10 to the
problem (6.1) with Λ constructed in (6.14). In addition, (6.3) directly follows the fact E(w) > 0,
and thus we complete the proof of Proposition 6.1. 
6.2. Construction of initial data for nonlinear solutions
For any given δ > 0, let
(ηa, ua) = δeΛt(η˜0, u˜0) ∈ H3 ×H2, (6.15)
where (η˜0, u˜0) := (w/Λ, w), and w comes from Proposition 6.1. Then (η
a, ua) is a solution to the
linearized MRT problem, and enjoys the estimate
‖∂jt (ηa, ua)‖k = ΛjδeΛt‖(η˜0, u˜0)‖k . ΛjδeΛt for 0 ≤ k, j ≤ 2. (6.16)
Moreover, by (6.3), the initial data of ua satisfies
‖u˜03‖0‖u˜0h‖0‖divhu˜0h‖0|u˜03|0 > 0, (6.17)
where ((u˜0h)
T, u˜03)
T = u˜0. Unfortunately, the initial data of linear solution (η
a, ua) does not
satisfy the compatibility jump condition (3.2) of the TMRT problem in general. Therefore, next
we modify the initial data of the linear solution.
Proposition 6.2. Let (η˜0, u˜0) be the same as in (6.15). Then there are an error function ur ∈
H2 ×H10 and a constant δ2 ∈ (0, 1) depending on (η˜0, u˜0), such that for any δ ∈ (0, δ2],
(1) The modified initial data
(ηδ0, u
δ
0) := δ(η˜0, u˜0) + (0, δ
2ur) ∈ H10 (6.18)
satisfies the compatibility jump condition of the TMRT problem.
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(2) ur satisfies the following estimate:
‖ur‖2 ≤ C1, (6.19)
where the constant C1 ≥ 1 depends on the known physical functions, but is independent of
δ.
Proof. Note that (η˜0, u˜0) satisfies
(η˜0, u˜0) ∈ H10 JΥ(η˜0, u˜0)Ke3 = 0 on Σ,
then ur in the mode (6.18) shall satisfies{
JurK = 0, −JV(ur)Ke3 = δ−2J (δη˜0, δu˜0 + δ2ur) on Σ,
ur = 0 on ∂Ω− . (6.20)
To look for such ur, we consider the following stratified Lame´ problem for given w ∈ H2:

−µ∆u − (ς + µ/3)∇divu = 0 in Ω,
JuK = 0, −JV(u)Ke3 = δ−2J (δη˜0, δu˜0 + δ2w) on Σ,
u = 0 on ∂Ω− .
(6.21)
In view of the theory of stratified Lame´ problem, there exists a solution u to (6.21); moreover
‖u‖2 . δ−2|J (δη˜0, δu˜0 + δ2w)|1/2. (6.22)
On the other hand, following the argument of (4.37), we have
|J (δη˜0, δu˜0 + δ2w)|1/2 . δ2‖η˜0‖3‖(η˜0, u˜0 + δw)‖2. (6.23)
Putting it into (6.22), we get
‖u‖2 ≤ cu1(1 + δ‖w‖2), (6.24)
for some constant cu1 . Therefore, one can construct an approximate function sequence {unr }∞n=1,
such that, for any n ≥ 2,

−µ∆unr − (ς + µ/3)∇divunr = 0 in Ω,
Junr K = 0, −JV(unr )Ke3 = δ−2J (δη˜0, δu˜0 + δ2un−1r ) on Σ,
unr = 0 on ∂Ω−
(6.25)
and ‖u1r‖2 ≤ cu1 . Moreover, by (6.24), one has
‖unr ‖2 ≤ cu1(1 + δ‖un−1r ‖2)
for any n ≥ 2, which implies that
‖unr ‖2 ≤ cu1(1− cu1δ)−1 ≤ 2cu1 (6.26)
for any n, and any δ ≤ 1/(2cu1).
Next we further show that unr is a Cauchy sequence in H
2. Noting that

−µ∆(un+1r − unr )− (ς + µ/3)∇div(un+1r − unr ) = 0 in Ω,
J(un+1r − unr )K = 0, −JV((un+1r − unr ))Ke3 = δ−2~n on Σ,
(un+1r − unr ) = 0 on ∂Ω−,
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thus we have
‖un+1r − unr ‖2 . δ−2|~n|1/2. (6.27)
where we have defined that
~n := δ
2(JVA˜δ(unr − un−1r )K~nδ + JV(unr − un−1r )K(~nδ − e3)),
where ~nδ and A˜δ are defined by (2.7) and A˜ with δη˜0 in place of η, respectively, and VA˜δ(unr−un−1r )
is defined by (2.9) with (A˜δ, unr −un−1r ) in place of (A, u). On the other hand, similarly to (6.23),
it is easy to estimate that
|~n|1/2 ≤ cu2δ3‖unr − un−1r ‖2,
for some constant cu2 . Putting the above estimate into (6.27) yields
‖un+1r − unr ‖2 . cu2δ‖unr − un−1r ‖2,
which presents that unr is a Cauchy sequence in H
2 by choose a sufficiently small δ. Consequent,
we can use a compactness argument to get a limit function ur which solves (6.20) by (6.25).
Moreover ‖ur‖2 ≤ 2cu1 by (6.26). 
6.3. Growall-type energy inequality
Now we turn to derive the Growall-type energy inequality. To this end, let (η, u) be a solution
of the TMRT problem, such that
sup
0≤t≤T
(‖η(t)‖3 + ‖u(t)‖2) ≤ δ ∈ (0, 1) for some T > 0, (6.28)
where δ is sufficiently small. It should be noted that the smallness depends on the domain and
other known physical functions in the MRT problem, and will be repeatedly used in what follows.
Lemma 6.1. Under the assumption (6.28) with sufficiently small δ, then
d
dt
(∫
ρ¯J−1∂ihη · ∂ihudy +
1
2
Ψ(∂ihη)
)
. |∂ihη|20 + ‖u‖2i,0 +
√
ED for 0 ≤ i ≤ 2, (6.29)
d
dt
H1(η) + ‖(η, u)‖23 . ‖(η, u)‖22,1 + ‖ut‖21 for M¯3 6= 0. (6.30)
Proof. Let Ki,j be defined as in (5.9) for 0 ≤ i ≤ 2 and 3 ≤ j ≤ 6. Then, following the
arguments of (5.11)–(5.14), we can estimate that
6∑
j=3
Ki,j .‖η‖23‖ut‖1 + ‖η‖2‖u‖2‖u‖3 + ‖N‖1‖η‖3 + |J |3/2|η|5/2 ≤
√
ED, (6.31)
where have used (4.37) and trace theorem in the second inequality. Thus, putting the above
estimates into (5.9), one has immediately get
d
dt
(∫
ρ¯J−1∂ihη · ∂ihudy +
1
2
Ψ(∂ihη)
)
− (E2(∂ihη) + E3(∂ihη)) ≤ |∂ihη|20 + ‖u‖2i,0 +
√
ED,
which yields (6.29).
Noting that (5.25) holds for i = 1, thus, using (4.37), we further have (6.30). 
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Lemma 6.2. Under the assumption (6.28) with sufficiently small δ, the following estimates hold:
d
dt
(
‖
√
ρ¯J−1∂ihu‖20 − (E2(∂ihη) + E3(∂ihη)
)
+ c‖∂ihu‖21 . |∂ihη|0 +
√
ED, (6.32)
d
dt
(‖√ρ¯ut‖20 − (E2(u) + E3(u)))+ c‖ut‖21 . ‖u‖1 +√ED, (6.33)
‖ut‖20 . ‖(η, u)‖2(‖η‖3 + ‖u‖2), (6.34)
‖u‖k+2 . ‖η‖k+2 + ‖ut‖k. (6.35)
for 0 ≤ i ≤ 2 and 0 ≤ k ≤ 1. In addition, if M¯3 = 0, we have
‖u‖1,2 . ‖η‖1,2 + ‖ut‖1 + E . (6.36)
Proof. Next we derive the five estimates (6.32)–(6.36) in sequence.
(1) Following the argument of (5.27) and (6.31), we have
1
2
d
dt
(
‖
√
ρ¯J−1∂ihu‖20 − (E2(∂ihη) + E3(∂ihη))
)
+Ψ(∂ihu) ≤ |∂ihη|0|∂ihu|0 +Ki,7
and
Ki,7 .
√
ED,
respectively. Thus, using Cauchy–Schwarz’s inequality, Korn’s inequality and trace theorem, one
has immediately get (6.32).
(2) Similarly to (5.33), one has
1
2
d
dt
(∫
ρ¯|ut|2dy − (E1(u) + E2(u))
)
+ ‖ut‖21 = gJρ¯K
∫
Σ
u3∂tu3dyh +
15∑
k=13
K1,j. (6.37)
Following the arguments of (5.34)–(5.36) for j = 1, we get
Ki,15 .(‖∂tRS‖0 + ‖η‖3(‖∂tΥA‖0 + ‖u‖1) + ‖u‖1‖u‖3)‖ut‖1
+ |J t,1|0|ut|0 .
√
ED + (‖∂tRS‖0 + ‖η‖3‖∂tΥA‖0 + |J t,1|0)‖ut‖1 .
√
ED (6.38)
and
Ki,13 +Ki,14 . ‖N t,1‖0‖ut‖0 + ‖η‖3‖u‖1‖ut‖0 .
√
ED (6.39)
where we have used (4.48) in the last inequalities in (6.38) and (6.39). In addition,∫
Σ
u3∂tu3dyh . ‖u‖1‖ut‖1.
Plugging the above three estimates into (6.37), and using Cauchy–Schwarz’s inequality, we get
(6.33).
(3) Similarly to (5.52), we can show that
‖ut‖20 . ‖(η, u)‖22 + ‖N‖20 . ‖(η, u)‖2(‖η‖3 + ‖u‖2),
where we have used (4.37) in the second inequality. Hence (6.34) holds.
(4) We immediately get (6.35) by following the argument of (5.37).
(5) Finally, following the argument of (5.42) with ∂h in place ∂t, we have
‖u‖1,2 .‖η‖1,2 + ‖ut‖1 + ‖N‖1 + |J |3/2 . ‖η‖1,2 + ‖ut‖1 + E , (6.40)
where we have used (4.37) in the last inequality in (6.40). Adding (6.35) with k = 0 to (6.40)
yields (6.36). 
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Proposition 6.3. There exist a energy functional E˜(t), and constants δ3 > 0 and C2 such that,
for any δ ≤ δ3, if the solution (η, u) of the TMRT problem satisfies (6.28), then (η, u) satisfy the
following estimates
E˜(t) +
∫ t
0
DM¯3dτ ≤ C2
(
‖η0‖23 + ‖u0‖22 +
∫ t
0
‖η‖20dτ
)
+ Λ
∫ t
0
E˜dτ, (6.41)
E(t) ≤ C2E˜(t) and ‖u(t)‖23 ≤ C2(‖η(t)‖23 + ‖ut‖21) on (0, T ], (6.42)
where we have defined that DM¯3 = D for M¯3 6= 0, and = ‖u‖22,1 + ‖ut‖21 for M¯3 = 0.
Proof. Firstly, we can derive from (6.29), (6.32) and (6.33) that, for sufficiently large constant
cu3 ,
d
dt
E˜1 + cu4(‖u‖22,1 + ‖ut‖21) . |η|2i +
√
ED, (6.43)
and
‖u‖22,0 + ‖η‖22,1 + ‖ut‖20 . E˜1, (6.44)
where we have defined that
E˜1 :=
∑
α1+α2≤2
(
cu3(‖
√
ρ¯J−1∂α11 ∂
α2
2 u‖20 − (E2(∂α11 ∂α22 η) + E3(∂α11 ∂α22 η))
+
∫
ρ¯J−1∂α11 ∂
α2
2 η · ∂α11 ∂α22 udy +
1
2
Ψ(∂α11 ∂
α2
2 η)
)
+ ‖√ρ¯ut‖20 − (E2(u) + E3(u)).
Exploiting (6.4) and the interpolation inequality, one has
|η|2i ≤ C(ε1)‖η‖20 + ε1‖η‖2i+1.
In addition, by (6.35) and (6.34), we have
√
ED . (‖η‖3 + ‖u‖2)(‖η‖23 + ‖ut‖21) . δ(‖η‖23 + ‖ut‖21). (6.45)
Thus, putting the above two estimates into (6.43), we immediately get, for sufficiently small δ,
d
dt
E˜1 + c
u
4
2
(‖u‖22,1 + ‖ut‖21) . C(ε1)‖η‖0 + (δ + ε1)‖η‖23. (6.46)
(1) For the case M¯3 6= 0, we can further derive from (6.30) and (6.46) that there exist constants
c˜u5 and ε˜2 ∈ (0, 1) such that, for any ε2 < ε˜2,
d
dt
E˜2 + ϑD ≤ cu5(ε2‖η‖22,1 + C(ε1)‖η‖20 + (δ + ε1)‖η‖23) (6.47)
where ϑ := min {cu4/4, ε2} and E˜2 := E˜1 + ε2H1(η).
Now, by (6.44), we further choose a proper small ε2 satisfying that
cu5ε2‖η‖22,1 ≤ ΛE˜1/2. (6.48)
By the definition of E˜2 with given ε2, we easily see that
E˜2 is equivalent to E . (6.49)
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Then we can choose a sufficiently small δ3 and ε1 such that, for any δ < δ3,
cu5(δ + ε1)‖η‖23 ≤ ΛE˜2/2. (6.50)
Consequently, by (6.48) and (6.50), we immediately derive from (6.47) that
d
dt
E˜ +D ≤ C2‖η‖20 + ΛE˜
by defining E˜ := E˜2/ϑ. Integrating the above inequality over (0, t), and using (6.34) with t = 0
and (6.49), we immediately get (6.41). In addition, (6.42) obviously holds by (6.34) and (6.49).
(2) For the case M¯3 6= 0, we shall derive another type estimates for y3-derivative estimates
due to the failure of (6.30).
Following the argument of (5.21), we can deduce from (5.15) that, for 0 ≤ k ≤ 1,
1
2
d
dt
‖√µ∂2+k3 ηh‖21−k,0 . ‖∂2+k3 ηh‖1−k,0‖∂k3Kh‖1−k,0. (6.51)
Applying ‖∂k3 · ‖21−k,0 to (5.16) yields that
1
2
d
dt
∥∥∥∥
√
(µ+ µ˜)(P ′(ρ¯)ρ¯+ λ|M¯h|2)∂2+k3 η3
∥∥∥∥
2
1−k,0
+ c‖∂2+k3 (η3, u3)‖21−k,0
. o(k + 2)‖∂23η3‖20 + ‖∂k3K3‖21−k,0, (6.52)
where the function o is defined as in (4.10).
On the other hand, by (4.37),
‖∂k3K‖21−k,0 . ‖∂k3 (η, u)‖22−k,1 + ‖ut‖21 + ‖N‖21 . ‖∂k3 (η, u)‖22−k,1 + ‖ut‖21 +
√
ED,
thus we derive from (6.51), (6.52) and Cauchy–Schwarz’s inequality that
d
dt
‖∂23η‖
2
1,0 ≤ ε˜3‖∂23η‖21,0 + C(ε˜3)(‖(η, u)‖22,1 + ‖ut‖21 +
√
ED). (6.53)
and
d
dt
‖∂33η‖
2
0 ≤ ε˜4‖∂33η‖20 + C(ε˜4)(‖∂23η‖21,0 + ‖η‖22,1 + ‖u‖21,2 + ‖ut‖21 +
√
ED), (6.54)
where we have defined that ‖∂33η‖
2
0 := ‖∂33η‖
2
0,0 and
‖∂2+k3 η‖
2
1−k,0 := ‖
√
µ∂2+k3 ηh‖21−k,0 +
∥∥∥∥
√
(µ+ µ˜)(P ′(ρ¯)ρ¯+ λ|M¯h|2)∂2+k3 η3
∥∥∥∥
2
1−k,0
for k = 0 and 1.
Moreover,
‖∂33η‖0 . ‖∂33η‖0 and ‖∂23η‖1,0 . ‖∂23η‖1,0. (6.55)
Noting that E ≤ D, plugging (6.36) into (6.54), we further get
d
dt
‖∂33η‖
2
0 ≤ ε˜4‖∂33η‖0 + C(ε˜4)(‖∂23η‖21,0 + ‖η‖22,1 + ‖ut‖21 +
√
ED). (6.56)
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Multiplying (6.53) and (6.56) by ε3 and ε4 respectively, and then adding the two resulting
inequalities and using (6.45), we deduce that
d
dt
Hu0 ≤ε4ε˜4‖∂33η‖20 + (ε3ε˜3 + ε4C(ε˜4))‖∂23η‖21,0
+ (ε3C(ε˜3) + ε4C(ε˜4))(‖(η, u)‖22,1 + ‖ut‖21 + δ‖η‖23),
(6.57)
where we have defined that Hu0 = ε3‖∂23η‖
2
1,0 + ε4‖∂33η‖
2
0.
By (6.55), we choose proper small constants ε˜3 and ε˜4 such that
ε˜3‖∂23η‖21,0 ≤ Λ‖∂23η‖
2
1,0/4 and ε˜4‖∂33η‖20 ≤ Λ‖∂33η‖
2
0/2.
Then, for given ε˜3, by (6.44), we choose a proper small constant ε3 such that
ε3C(ε˜3)‖η‖22,1 ≤ ΛE˜1/4 and ε3C(ε˜3) ≤ cu4/8.
Finally, for given ε3 and ε˜4, by (6.44) and the second estimate in (6.55), we choose a proper small
constant ε4 such that
ε4C(ε˜4)‖∂23η‖21,0 ≤ Λε3‖∂23η‖
2
1,0/4,
ε4C(ε˜4)‖η‖22,1 ≤ ΛE˜1/4 and ε4C(ε˜4) ≤ cu4/8.
Thus the inequality (6.57) reduces to
d
dt
Hu0 ≤
Λ
2
(Hu0 + E˜1) +
cu4
4
(‖u‖22,1 + ‖ut‖21 + δ‖η‖23),
which, together with (6.46), yields that
d
dt
E˜ +D0 ≤ Λ
2
E˜ + cu7(C(ε1)‖η‖20 + (δ + ε1)‖η‖23),
where we have defined E˜ := 4(Hu0 + E˜1)/cu4 . Obviously, E˜ is equivalent to E , which gives the first
estimate in (6.42). Moreover, similarly to (6.50), we can further choose sufficiently small δ and
ε1 so that
d
dt
E˜ +D0 ≤ C2‖η‖20 + ΛE˜ .
Integrating the above inequality yields (6.41). Finally, the second inequality in (6.42) for M¯3 = 0
obviously holds by (6.35). 
6.4. Error estimates
Now we estimate the error between the linear solution (ηa, ua) provided by (6.15) and the
(nonlinear) solution (η, u) of the TMRT problem with initial value (η0, u0) provided by (6.18).
To this purpose, we denote the error function (ηd, ud) = (η, u)− (ηa, ua). Noting that
divAP¯ = (e3 −∇η3 + β)P¯ ′ = −gρ¯(e3 −∇η3 + β),
then (2.16)2 can be rewritten as follows
ρ¯J−1ut + divA(ΥA +RS) = gρ¯(divηe3 −∇η3) + gρ¯(β − (J−1 − 1 + divη)e3).
49
Thus we can further derive from the TMRT problem and the linearized problem that (ηd, ud)
satisfies the following error problem:

ηdt = u
d in Ω,
ρ¯J−1udt + divA(ΥA(η
d, ud) +RS) + gρ¯(∇ηd3 − divηde3) = X in Ω,
JudK = 0, JΥA(η
d, ud) +RSKJAe3
= JVA˜(ua)KJAe3 − JΥ(ηa, ua)K(JA− I)e3 on Σ,
ηd = 0, ud = 0 on ∂Ω−,
(ηd, ud)|t=0 = (0, δ2ur) in Ω,
(6.58)
where we have defined that
X := divAVA˜(ua)− divA˜Υ(ηa, ua) + ρ¯(1− J−1)uat + gρ¯(β − (J−1 − 1 + divη)e3).
Moreover, we can establish the following error estimate.
Proposition 6.4. Let θ ∈ (0, 1) be a small constant such that all estimates in Lemmas 4.1–4.5
and 4.7 with i = 2 hold. For given constants γ and β, if
‖η‖3 + ‖u‖2 + ‖ut‖0 + ‖u‖L2((0,t),H3) + ‖uτ‖L2((0,t),L2) ≤ γδeΛt, (6.59)
δeΛt ≤ β and ‖η‖3 + ‖u‖2 ≤ θ (6.60)
on some interval (0, T ], then there exists a constant C3 such that, for any δ ∈ (0, 1),
‖(ηd, ud)‖1 + ‖(divhudh, udt )‖0 + |ud|0 ≤ C3
√
δ3e3Λt on (0, T ], (6.61)
where C3 is independent of T , but depends on γ and β.
Proof. Similarly to (4.47), we apply ∂t to (6.58)2–(6.58)3 to get

ρ¯J−1udtt + divA∂t(ΥA(η
d, ud) +RS) = gρ¯(divude3 −∇ud3) + Y in Ω,
∂tJΥA(η
d, ud) +RSKJAe3 = Z, Judt K = 0, on Σ,
udt = 0 on ∂Ω−,
(6.62)
where we have defined that
Y :=Xt − (divAt(ΥA(ηd, ud) +RS) + ρ¯J−1t u),
Z :=∂t(JVA˜(ua)KJAe3 − JΥ(ηa, ua)K(JA− I)e3)− JΥA(ηd, ud) +RSK∂t(JAe3).
Similarly to (5.33), we can deduce from (6.62) that
1
2
d
dt
(‖√ρ¯udt ‖20 −E(ud))+ΨA(ud) = 2∑
k=1
Rk, (6.63)
where we have defined that
R1 :=
∫
(JY + gρ¯(J − 1)(divude3 −∇ud3)) · udt dy,
R2 :=
∫
(J∂tRS + (J − 1)∂tΥA(ηd, ud)− VAt(ud)) : ∇Audt dy
+
∫
(∂tLS − P ′(ρ¯))ρ¯divud) : ∇A˜udt dy +
∫
Σ
Z · udt dyh.
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Recalling that ud(0) = δ2vr, we integrate (6.63) in time from 0 to t to get
1
2
‖ρ¯udt ‖20 +
∫ t
0
ΨA(u
d)dτ =
1
2
E(ud(t)) +
3∑
i=1
Ri, (6.64)
where
R1 :=
1
2
‖√ρ¯udt ‖20
∣∣∣∣
t=0
− E(δ2ur) and Ri+1 :=
∫ t
0
Ri(τ)dτ
are bounded from below.
Multiplying (6.58)2 by u
d
t in L
2, one gets∫
ρ¯J−1|udt |2dy =
∫
(X − divA(ΥA(ηd, ud) +RS) + gρ¯(divηde3 −∇ηd3 )) · udt dy.
Using Cauchy–Schwarz’s inequality, the lower boundedness of J−1 and (4.21), we obtain
‖√ρ¯udt ‖20 . ‖ηd‖21 + ‖ΥA(ηd, ud)‖21 + ‖RS‖21 + ‖X‖20. (6.65)
Following the argument of (4.39) and (4.40), and using (6.59), we have
‖ΥA(ηd, ud)‖1 + ‖RS‖1 . ‖(ηd, ud)‖2 + ‖η‖3‖η‖2 . δ2e2Λt + ‖(ηd, ud)‖2.
Making use of (4.7), (4.21), (4.23), (6.16), and (6.59), we can estimate that
‖X‖0 =‖A‖2‖A˜‖2‖ua‖2 + ‖A˜‖2‖(ηa, ua)‖2 + ‖J−1 − 1‖2‖uat‖0
+ ‖J−1 − 1 + divη‖2‖uat‖0 . δ2e2Λt(1 + δeΛt).
Thus, putting the above two estimates into (6.65) and taking then to the limit as t→ 0, we can
use (6.58)6 and the first condition (6.60) to obtain the following estimate on R1:
R1 . lim
t→0
δeΛt
(
δ2e2Λt + ‖(ηd, ud)‖22
)
. δ3 . δ3e3Λt. (6.66)
Now we turn to estimate R2. Exploiting (4.6), (6.16) and (6.59),
R1(t) . (‖J‖L∞‖Y‖0 + ‖J − 1‖2‖u‖d1)‖udt ‖0 . δeΛt(δ2e2Λt + ‖Y‖0). (6.67)
On the other hand, similarly to the estimate of N t,1 in (4.48), ‖Y‖0 can be estimated as follows:
‖Y‖0 .‖At‖2(‖ηd‖2 + ‖A‖2‖ud‖2 + ‖RS‖1) + ‖J−1t ‖0‖u‖2
+ ‖A˜t‖2((‖A‖2 + ‖A˜‖2)‖ua‖2 + ‖(ηa, ua)‖2) + (‖A˜‖2(‖A‖2‖uat‖2 + ‖∂t(ηa, ua)‖2)
+ ‖J−1 − 1‖2‖uat‖0 + ‖J−1t ‖2‖ua‖0 + ‖βt‖0 + ‖∂t(J−1 + divη)‖0
.δeΛt(δeΛt + ‖u‖3) . δ2e2Λt + ‖u‖23.
Plugging it into (6.67), and integrating the resulting inequality over (0, t), we get
R2 . δ
3e3Λt. (6.68)
Finally, similarly to the derivation of (6.38), one has
R2 .(‖A‖2(‖J‖2‖∂tRS‖0 + ‖J − 1‖2‖∂tΥA(ηd, ud)‖0 + ‖At‖1‖ud‖2)
+ ‖A˜‖2‖ud‖1 + |Z|0)‖udt ‖1 . δeΛt(δ2e2Λt + ‖ut‖21) + |Z|0(δeΛt + ‖ut‖1), (6.69)
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where |Z|0 can be estimated as follows:
|Z|0 .‖∂t(VA˜(ua)JAe3 −Υ(ηa, ua)(JA− I)e3)‖1 + ‖(ΥA(ηd, ud) +RS)∂t(JAe3)‖1
.‖J‖2‖A‖2(‖A˜t‖2‖ua‖2 + ‖A˜‖2‖uat‖2) + ‖A˜‖2‖ua‖2‖∂t(JA)‖2
+ ‖∂t(ηa, ua)‖2(‖J − 1‖2 + ‖A˜‖2) + ‖(ηa, ua)‖2‖∂t(JA)‖2
+ (‖ηd‖2 + ‖A‖2‖ud‖2 + ‖RS‖1)‖∂t(JA)‖2 . δ2e2Λt + ‖u‖23.
Plugging it into (6.69), and integrating the resulting inequality over (0, t), we can use (6.59) to
get
R3 . δ
3e3Λt. (6.70)
Consequently, summing up the estimates (6.66), (6.68) and (6.70), we infer that
3∑
i=1
Ri . δ
3e3Λt. (6.71)
Combining (6.64) with (6.71), one obtains
‖√ρ¯udt ‖20 + 2
∫ t
0
ΨA(u
d
t )dτ ≤ E(ud) + cδ3e3Λt.
Thanks to (6.2), we have
E(ud) ≤ Λ2‖√ρ¯ud‖20 + ΛΨ(ud).
Combining the above three inequalities together, we arrive at
‖√ρ¯udt ‖20 + 2
∫ t
0
ΨA(u
d
t )dτ ≤ Λ2‖
√
ρ¯ud‖20 + ΛΨ(ud) + cδ3e3Λt. (6.72)
Following the argument of (4.35), we have∫ t
0
Ψ(udt )dτ ≤
∫ t
0
ΨA(u
d
t )dτ + ‖A˜‖2‖udt ‖21 ≤
∫ t
0
ΨA(u
d
t )dτ + cδ
3e3Λt.
Thus we further deduce from (6.72) that
‖√ρ¯udt ‖20 + 2
∫ t
0
Ψ(udt )dτ ≤ Λ2‖
√
ρ¯ud‖20 + ΛΨ(ud) + cδ3e3Λt. (6.73)
Recalling that ud ∈ C0([0, Tmax), H2) and ud(0) = δ2ur, we apply Newton-Leibniz’s formula
and Cauchy-Schwarz’s inequality to find that
ΛΨ(ud) =Λ
∫ t
0
((2ς − 4µ/3)divuddivudt + µ(∇u+∇uT) : (∇udτ +∇udτ ))dτ + δ4ΛΨ(ur)
≤Λ2
∫ t
0
Ψ(ud)dτ +
∫ t
0
Ψ(udτ )dτ + cδ
3e3Λt.
(6.74)
Combining (6.73) with (6.74), one gets
1
Λ
‖√ρ¯udt ‖20 +Ψ(ud) ≤ Λ‖
√
ρ¯ud‖20 + 2Λ
∫ t
0
Ψ(ud)dτ + cδ3e3Λt. (6.75)
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On the other hand,
d
dt
‖√ρ¯ud‖20 =2
∫
ρ¯ud · udt dy ≤
1
Λ
‖√ρ¯udt ‖20 + Λ‖
√
ρ¯ud‖20.
If we put the previous two estimates together, we get the differential inequality
d
dt
‖√ρ¯ud‖20 +Ψ(ud) ≤ 2Λ
(
‖√ρ¯ud(t)‖20 +
∫ t
0
Ψ(ud)dτ
)
+ cδ3e3Λt. (6.76)
Recalling ud(0) = δ2ur, one can apply Gronwall’s inequality to (6.76) to conclude that
‖√ρ¯ud‖20 +
∫ t
0
Ψ(ud)dτ . e2Λt
(∫ t
0
δ3e3Λte−2Λτdτ + δ4‖√ρ¯ur‖20
)
. δ3e3Λt, (6.77)
Moreover, we can further deduce from (6.73), (6.75), (6.77) and Korn’s inequality that
‖ud‖21 + ‖udt ‖20 + ‖udτ‖2L2((0,t),H1) . δ3e3Λt. (6.78)
Finally we derive the error estimate for ηd. It follows from (6.58)1 that
1
2
d
dt
‖ηd‖21 . ‖ud‖1‖ηd‖1.
Therefore, using (6.78), it follows that
‖ηd‖1 .
∫ t
0
‖ud‖1dτ .
√
δ3e3Λt. (6.79)
Summing up the two estimates (6.78), (6.79) and trace theorem, we obtain the desired estimates
(6.61). 
6.5. Existence of escape times
Now we are in the position to show Theorem 3.2. Let δ < δ2 ∈ (0, 1) and
C4 = max{C1 + ‖η˜0‖3 + ‖u˜0‖2, 1},
then by (6.19), we can estimate that
‖ηδ0‖3 + ‖uδ0‖2 ≤ C4δ.
By virtue of Proposition 5.3, for any δ < {δ1/C4, 1}, there exists a unique local (nonlinear)
solution (η, u) ∈ C0([0, Tmax), H3 ×H2) to the TMRT problem emanating from the initial data
(ηδ0, u
δ
0) provided by (6.18), where T
max denotes the maximal time of existence. Moreover, if
δ < δ3, by the continuity of solution with respect to time, the nonlinear solution satisfies the
conclusion in Proposition 6.3 for some T .
Let ǫ0 ∈ (0, 1) be a constant, which will be defined in (6.85). Denote
δ0 = min{δ1/C4, δ2, δ3/C4}/2,
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for given δ ∈ (0, δ0), we define
T δ := Λ−1ln(ǫ0/δ) > 0, i.e., δe
ΛT δ = ǫ0, (6.80)
T ∗ := sup {t ∈ (0, Tmax) | ‖η(τ)‖3 + ‖u(τ)‖2 ≤ 2C4δ0 for any τ ∈ [0, t)} ,
T ∗∗ := sup
{
t ∈ (0, Tmax) ∣∣ ‖η(τ)‖0 ≤ 2C4δeΛt for any τ ∈ [0, t)} .
Noting that
‖η(0)‖3 + ‖u(0)‖2 = ‖ηδ0‖3 + ‖uδ0‖2 ≤ C4δ0 < 2C4δ0 ≤ δ1,
thus T ∗ > 0 by Proposition 5.3. Similarly, we also have T ∗∗ > 0. Moreover, we can easily see
that
‖η(T ∗)‖3 + ‖u(T ∗)‖2 = 2C4δ0 if T ∗ <∞, (6.81)
‖η(T ∗∗)‖0 = 2C4δeΛT
∗∗
if T ∗∗ < Tmax. (6.82)
We denote Tmin := min{T δ, T ∗, T ∗∗}. Noting that
sup
0≤t≤Tmin
(‖η(t)‖3 + ‖u(t)‖2) ≤ δ3,
thus, by Proposition 6.3, we deduce from the estimate (6.41) that, for all t ∈ (0, Tmin),
E˜(t) +
∫ t
0
DM¯(τ)dτ ≤ 4C2C24δ2e2Λt(1 + Λ−1) + Λ
∫ t
0
E˜(τ)dτ. (6.83)
Applying Gronwall’s inequality to the above estimate, we deduce that
E˜(t) ≤ 4C2C24δ2(1 + Λ−1)
(
e2Λt + Λ
∫ t
0
eΛ(t+τ)dτ
)
. δ2e2Λt.
Putting the above estimate to (6.83), we get
E˜(t) +
∫ t
0
DM¯(τ)dτ . δ2e2Λt,
which, together with (6.42), yields that
‖η‖3 + ‖u‖2 + ‖ut‖0 + ‖u‖L2((0,t),H3) + ‖uτ‖L2((0,t),L2) ≤ C5δeΛt ≤ C5ǫ0 on (0, Tmin]. (6.84)
Now we define that
ǫ0 := min
{
θ
C5
,
C4δ0
C5
,
C24
4C23
,
m20
4C23
, 1
}
> 0, (6.85)
where C3 comes from Proposition 6.4 with γ = C5 and β = 1, and we have defined that
m0 := min{‖u˜03‖0, ‖u˜0h‖0, ‖divhu˜0h‖0, |u˜00|0} > 0
by (6.17). Noting that (η, u) satisfies (6.84) and ǫ0 ≤ θ/C5, then, by Proposition 6.4 with γ = C5
and β = 1, we immediately see that
‖ud‖1 + ‖divhudh‖0 + |ud|0 ≤ C3
√
δ3e3Λt on (0, Tmin], (6.86)
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where (ηd, ud) = (η, u)− (ηa, ua). Consequently, we further have the relation
T δ = Tmin, (6.87)
which can be showed by contradiction as follows:
If Tmin = T
∗, then T ∗ <∞. Noting that ǫ0 ≤ C4δ0/C5, thus we deduce from (6.84) that
‖η(T ∗)‖3 + ‖u(T ∗)‖2 ≤ C4δ0 < 2C4δ0,
which contradicts (6.81). Hence, Tmin 6= T ∗. Similarly, if Tmin = T ∗∗, then T ∗∗ < ∞. Moreover,
we can deduce from (6.15), (6.80), (6.85) and (6.86), that
‖η(T ∗∗)‖0 ≤ ‖ηa(T ∗∗)‖0 + ‖ηd(T ∗∗)‖0 . δeΛT ∗∗(C4 + C3
√
δeΛT ∗∗)
. δeΛT
∗∗
(C4 + C3
√
ǫ0) ≤ 3C4δeΛT ∗∗/2 < 2C4δeΛT ∗∗ ,
which contradicts (6.82). Hence, Tmin 6= T ∗∗. We immediately see that (6.87) holds.
Finally, making use of (6.15), (6.80), (6.85) and (6.87), we can deduce that
‖u3(T δ)‖0 ≥‖ua3(T δ)‖0 − ‖ud3(T δ)‖0 > δeΛT
δ
(‖u˜03‖0 − C3
√
δeΛT δ)
=(m0 − C3√ǫ0)ǫ0 ≥ m0ǫ0/2.
Similarly, we also can verify that ‖(u1, u2)(T δ)‖0, ‖divhuh(T δ)‖0, |u3(T δ)|0 ≥ m0ǫ0/2. This
completes the proof of Theorem 3.2 by taking ǫ := m0ǫ0/2.
7. Extension to viscoelastic fluids
In this section, we extend the results of compressible MRT problem to the compressible
VRT problem. The RT instability have been investigated in various models of viscoelastic fluids
from the physical point of view, see [5, 54] for examples. It is well-known that viscoelasticity
is a material property that exhibits both viscous and elastic characteristics when undergoing
deformation. In particular, an elastic fluid strains when stretched and quickly returns to its
original state once the stress is removed. So the elasticity (or strain tension) will have stabilizing
effect like the internal surface tension. Recently, Jiang et.al. have mathematically showed that
elasticity can inhibit the RT instability in incompressible viscoelastic fluids, see [40, 41]. However,
to our best knowledge, there are not any available results concerning the compressible case. Hence
it is worth to record relevant results in stratified compressible viscoelastic RT problem. To this
purpose, we shall formulate the problem mathematically. In what follows, we continue to use the
mathematical notations, which have appeared in Sections 1 and 2, unless specified otherwise.
The motion of compressible continuous viscoelastic fluids can described by various mathe-
matical models, see [4, 6, 9, 24–28, 51] for examples. For the sake of the simplicity, in this article
we adopt the following compressible Oldroyd-B model [51] with a uniform gravitational field:

ρt + div(ρv) = 0,
ρvt + ρv · ∇v + divSV = −ρge3,
Vt + v · ∇V = ∇vV,
(7.1)
where V denotes deformation tensor (a 3 × 3 matrix-valued function) of the viscoelastic fluid,
and stress tension SV is given as follows:
SV := PI − V(v)− κ
(
V V T
det V
− I
)
.
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Here κ represents the elasticity coefficient (i.e., the ratio between the kinetic and elastic energies,
see [46]), and thus the term κdiv(V V T/detV ) is called elasticity. We mention that the well-
posedness problem of the corresponding incompressible of (7.1) without gravity −ρge3 has been
wildly investigated, see [45–48] for examples.
Similarly to the SCMF model, we use the motion equations (7.1) to establish the following
model of stratified compressible viscoelastic fluids driven by the uniform gravitational field:

∂tρ+ div(ρv) = 0 in Ω(t),
ρ∂tv + ρv · ∇v + divSV = −ρge3 in Ω(t),
∂tV + v · ∇V = ∇vV in Ω(t),
JvK = 0, JSV Kν = 0 on Σ(t),
v = 0 on ∂Ω−,
(̺, v, V )|t=0 = (̺0, v0, V0) in Ω− \Σ(0),
d|t=0 = d0 on T2,
(7.2)
which is called the SCVF model.
The SCVF model (7.2) also enjoy a so-called VRT equilibrium state rV := (ρ¯, 0, I), where the
density profile ρ¯ is constructed as in the MRT equilibrium state. Thus the physical problem of
effect of elasticity on RT instability can be reduced to the mathematical problem of that whether
rV is stable or unstable to the SCVF model. Similarly to the TMRT problem, the movement of
the free interface Σ(t) and the subsequent change of the domains Ω±(t) in Eulerian coordinates
will result in severe mathematical difficulties, so we shall switch the SCVF model to Lagrangian
coordinates, and get a so-called TVRT problem in next subsection.
7.1. Reformulation in Lagrangian coordinates
Now we switch the SCVF model to Lagrangian coordinates. To begin with, we note that, in
Lagrangian coordinates, the deformation tensor U(y, t) is defined by a Jacobi matrix of ζ(y, t):
U(y, t) := ∇ζ(y, t), i.e., Uij := ∂jζi(y, t). (7.3)
When we study this deformation tensor in Eulerian coordinates, we shall denote it by
V (x, t) := U(ζ−1(x, t), t).
Moreover, applying the chain rule, it is easy to see that V (x, t) automatically satisfies the trans-
port equation
∂tV + v · ∇V = ∇vV in Ω(t).
This means that the deformation tensor U(y, t) can be directly expressed by ζ . It should be
noted that, by (7.3), the initial data of the deformation tensor also satisfies V0 = ∇ζ0(ζ−10 ).
Now let η := ζ − y, and define the Lagrangian unknowns
(̺, u)(y, t) = (ρ, v)(y + η(y, t), t) for (y, t) ∈ Ω× R+,
then, under proper assumptions, the SCVF model can be rewritten as the following initial-
boundary value problem with an interface for (η, ̺, u) in Lagrangian coordinates:

ηt = u in Ω,
̺t + ̺divAu = 0 in Ω,
̺ut + divAS˜VA (η, ̺, u) = −̺ge3 in Ω,
JuK = JηK = 0, JS˜VA (η, ̺, u)K~n = 0 on Σ,
u = 0, η = 0 on ∂Ω−,
(η, ̺, u)|t=0 = (η0, ̺0, u0) in Ω
(7.4)
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where we have defined that
S˜VA (η, ̺, u) := P (̺)I − VA + U ,
U := −κ(J−1(∇η +∇ηT +∇η∇ηT + I)− I), J := det |∇η + I|.
If we further pose the assumption of (2.14), then the initial-boundary value problem (7.4) can
be written as follows: 

ηt = u in Ω,
ρ¯J−1ut + divASVA = −gρ¯J−1e3 in Ω,
JSVA K~n = 0 on Σ,
JuK = JηK = 0 on Σ,
u = 0, η = 0 on ∂Ω−,
(η, u)|t=0 = (η0, u0) in Ω,
(7.5)
where we have defined that SVA := S˜VA (η, ρ¯J−1, u). We call (7.5) the transformed (stratified) VRT
problem or the TVRT problem for simplicity in this article. Compared with the original SCVF
model, the TVRT problem enjoys a fine energy structure, so that one can verify the stabilizing
effect of elasticity by an energy method.
7.2. Linear analysis
Next we briefly deduce the criterion stability and instability for the TVRT problem by the
linear analysis as in the case of the TMRT problem. To begin with, we shall deduce the nonho-
mogeneous form of (7.5)2 and (7.5)3.
Noting that U can be rewritten as follows:
U = −κ(∇η +∇ηT − divηI) +RV ,
where we have defined that
RV := −κ(J−1 − 1)(∇η +∇ηT)− κ(J−1 − 1 + divη)I − κJ−1∇η∇ηT.
Thus, following the argument of (2.23), one easily derive the following equivalent forms of (7.5)2
and (7.5)3: {
ρ¯J−1ut + divA(Υ
V
A + gρ¯η3I) = gdiv(ρ¯η)e3 + N˜V in Ω,
JΥVAK~n = −JRVS K~n on Σ,
where we have defined that
ΥVA := LV − P ′(ρ¯)ρ¯divηI − VA, LV := κdivηI − κ(∇η +∇ηT),
RVS := RP I +RV , N˜V := Ng −NP − divARVS .
In particular, we further get the following nonhomogeneous form of{
ρ¯J−1ut + divΥV + gρ¯(∇η3 − divηe3) = NV in Ω,
JΥV Ke3 = JV on Σ, (7.6)
where we have defined that
ΥV := LV − P ′(ρ¯)ρ¯divηI − V(u),
NV := N˜V − divA˜ΥA + divVA˜ − g∇A˜(ρ¯η3),
JV := JVA˜K~n− JRVS K~n− JΥV K(~n− e3).
57
In view of the nonhomogeneous form (7.6), we immediately get the linearized problem of the
TVRT problem: 

ηt = u in Ω,
ρ¯ut = gρ¯(divηe3 −∇η3)− divΥV in Ω,
JuK = JηK = 0, JΥV Ke3 = 0 on Σ,
(η, u) = 0 on ∂Ω−,
(η, u)|t=0 = (η0, u0) in Ω.
Thus, following the argument of the criteria of stability and instability for the TMRT problem,
we immediately see that a discriminant ΞV for stability and instability of the TMRT problem is
defined as follows
ΞV := sup
w∈H1
0
E1(w) + E2(w)
−ΦV (w) ,
where the stabilizing term of elasticity ΦV (w) := κ(‖divw‖20 − ‖∇w +∇wT‖20/2).
Similarly to the results of the TMRT problem, we rigorously show that ΞV < 1 is the stability
condition of the TVRT problem, and ΞV > 1 the instability condition of the TVRT problem.
Moreover, Ξ > 1 for sufficiently small κ, and Ξ < 1 for κ satisfying
gJρ¯Kh+h−
h− − h+ < min{κ−, κ+}, (7.7)
see Propositions 7.1 for the derivations. These results present that elasticity can inhibit the RT
instability for sufficiently large elasticity coefficient.
Finally we comment the stabilizing effect of elasticity. Noting that
−ΦV (w) ≥ min{κ−, κ+}‖∇w‖20, (7.8)
see (7.13), thus we can directly observe three properties of the stabilizing effect of elasticity,
which are very different to the stabilizing effect of magnetic fields: (1) the instability term
E1(w) can be directly controlled −ΦV (w) for proper large κ; (2) the compressibility does not
evidently affect the effect of elasticity. This property can also be observed from the relation that
divLV = −κ∆η, which just corresponds to the incompressible case; (3) the stabilizing effect of
elasticity is isotropic.
7.3. Main results
Now we state the stability result of the TVRT problem, which presents that the elasticity
can inhibit RT instability for sufficiently large elasticity coefficient.
Theorem 7.1. Under the stability condition ΞV < 1, there is a sufficiently small constant δ > 0,
such that for any (η0, u0) ∈ (H3 ∩H10 )× (H2 ∩H10 ) satisfying
(1)
√‖η0‖23 + ‖u0‖22 ≤ δ,
(2) the compatibility condition JS˜VA0(ρ¯J−10 , u0, η0)K~n0 = 0 on Σ,
there exists a unique global solution (η, u) ∈ C0([0,∞), H3×H2) to the TVRT problem. Moreover,
(η, u) enjoys the following exponential stability estimate:
E(t) ≤ ce−ωt(‖η0‖23 + ‖u0‖22). (7.9)
Here the positive constant ω depends on the domain and other known physical functions.
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Proof. Using the stability condition ΞV < 1 and (7.8), we can easily deduce that
‖w‖1 . −E(w) for any w ∈ H10 .
Thus, under the assumption (6.28) with sufficiently small δ, following the argument of (6.29),
(6.32) and (6.33), we can easily derive that
d
dt
∑
α1+α2≤2
(∫
ρ¯J−1∂α11 ∂
α2
2 η · ∂α11 ∂α22 udy +
1
2
Ψ(∂α11 ∂
α2
2 η)
)
+ c‖η‖22,1 . ‖u‖22,0 +
√
ED, (7.10)
d
dt
∑
α1+α2≤2
(
‖
√
ρ¯J−1∂α11 ∂
α2
2 u‖20 − EV (∂α11 ∂α22 η)
)
+ c‖u‖22,1 .
√
ED,
d
dt
(‖√ρ¯ut‖20 −EV (u))+ c‖ut‖21 . √ED,
where EV (w) := E1(w) +E2(w)−ΦV (w) for w = u and ∂ihη. In addition, similarly to (6.30) and
(6.35), we still have
d
dt
H1(η) + ‖(η, u)‖23 . ‖η‖22,1 + ‖u‖22,1 + ‖ut‖21, (7.11)
and
‖u‖2k+2 . ‖η‖2k+2 + ‖ut‖2k.
Noting that ‖η‖22,1 in the right hand of (7.11) can be controlled by ‖η‖22,1 in the left hand
of (7.10), thus we directly use the single-layer energy method to establish the exponential decay
estimate (7.9). In fact, we easily deduce from the above five estimates that
d
dt
E˜ +D ≤ 0, (7.12)
where E˜ is equivalent to E or ‖η‖3+‖u‖2, and bounded from above by D. Once we establish (7.12),
we can immediately obtain the estimate (7.9), which, together with the local well-posedness result
of the TVRT problem as in Proposition 5.3, yields Theorem 7.1. 
Now we state the instability result of the TVRT problem, which presents that the RT insta-
bility still occurs for the small elasticity coefficient.
Theorem 7.2. Let ρ¯ ∈ W 3,∞. Under the instability condition ΞV > 1, the VRT equilibrium
state rV is unstable in the Hadamard sense, that is, there are positive constants Λ, m0, ǫ and δ0,
and functions η˜0 ∈ H3 ∩H10 and (u˜0, ur) ∈ H2 ∩H10 , such that for any δ ∈ (0, δ0) and the initial
data
(η0, u0) := δ(η˜0, u˜0) + δ
2(0, ur) ∈ H2,
there is a unique strong solution (η, u) ∈ C0([0, Tmax), H3×H2) to the TVRT problem satisfying
‖u3(T δ)‖0, ‖(u1, u2)(T δ)‖0, ‖divhuh(T δ)‖0, |u3(T δ)|0 ≥ ε
for some escape time T δ := 1
Λ
ln 2ǫ
m0δ
∈ (0, Tmax), where Tmax denotes the maximal time of existence
of the solution (η, u), and the initial data (η0, u0) satisfies the compatibility jump condition of the
TVRT problem
JS˜VA0(η0, ρ¯J−10 , u0)K = 0 on Σ.
Proof. Theorem 3.2 can be directly obtained by following the derivation of Theorem 3.2. 
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7.4. Verification for the existence of stability and instability conditions
As mentioned before, for sufficiently large elasticity coefficient, the stability condition ΞV < 1
holds; for sufficiently small elasticity coefficient, the instability condition ΞV > 1 holds. Next we
rigorously verify the two assertions.
Proposition 7.1. (1) Under the condition (7.7), ΞV < 1.
(2) For given g, ρ¯, h±, P±(τ), Ξ > 1 for sufficiently small κ.
Proof. (1) Let w ∈ H10 . By the integration by parts, one has∫
κ∂1w2∂2w1dy =
∫
κ∂1w1∂2w2dy.
Thus, we can derive that
−ΦV (w) =
∫
κ(∇wT : ∇w + |∇w|2 − |divw|2)dy
=
∫
κ
(
(∂1w2 − ∂2w1)2 + (∂1w3 + ∂3w1)2 + (∂2w3 + ∂3w2)2 + (∂1w1 + ∂2w2 − ∂3w3)2
)
dy
≥ min{κ−, κ+}
∫ (
(∂1w2 − ∂2w1)2 + (∂1w3 + ∂3w1)2 + (∂2w3 + ∂3w2)2
+(∂1w1 − ∂2w2)2 + (∂1w1 + ∂2w2 − ∂3w3)2
)
dy = min{κ−, κ+}‖∇w‖20. (7.13)
On the other hand, using (3.13) we have
E1(w) + E2(w) =gJρ¯K|w3|20 −
∫ (
gρ¯w3√
P ′(ρ¯)ρ¯
−
√
P ′(ρ¯)ρ¯divw
)2
dy
≤gJρ¯K|w3|20 ≤
gJρ¯Kh−h+
h− − h+ ‖∂3w‖
2
0.
(7.14)
In view of (7.13), (7.14) and the definition of ΞV , we immediately get, under the condition (7.7),
E1(w) + E2(w)
−ΦV (w) < 1 for any non-zero function w ∈ H
1
0 ,
which yields that
ΞV ≤ 1.
Thus we immediately get ΞV < 1 by contradiction as in the proof of Proposition 3.1.
(2) The second assertion obviously can be observed by the derivation of Proposition 3.2. 
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