Abstract-The most common malignancy observed among Indian women is the breast cancer. However, the cancer is detectable earlier by means of mammograms. Computer Aided Diagnostic (CAD) techniques are the boon to medical industry and these techniques intend to support the physicians in diagnosis. In this paper, a novel CAD system for the detection and classification of the abnormalities in the mammogram is presented. The proposed work is organized into four important phases and they are pre-processing, segmentation, feature extraction and classification. The pre-processing phase intends to remove unwanted noise and make the mammograms suitable for the next process. The segmentation phase aims to extract the areas of interest to proceed with further process. Feature extraction is the most important phase, which is meant for extracting the texture features from the area of interest. This work employs pseudo zernike moments for extracting features, owing to the noise resistance power and description ability. Finally, Support Vector Machine (SVM) is employed as the classifier, so as to distinguish between the malignant and normal mammograms. The performance of the proposed work is evaluated by several experimentations and the results are satisfactory in terms of accuracy, specificity and sensitivity.
I. INTRODUCTION
Breast cancer is one of the highly prevalent cancers among women [1] and it shows high mortality rates too. The human lives can be saved, when the cancer is detected at the early stage. Mammography is a boon to the medical science, which captures the image of the breast tissue. With this aid, the physician can detect the breast cancer earlier. Thus, a mammogram acts as a screening tool for breast cancer detection. The earliest symptom of breast cancer is the group of calcifications.
Generally, microcalcification is a tiny deposit of calcium which is present in the breast tissue. This calcium deposit can be of circular, lobular, specular or irregular shape. These microcalcifications can be observed in a mammogram as small granules and is very difficult for the physician to locate them accurately. A study claims that over ten to forty percent of microcalcifications are ignored by the physician [2, 3] . However, computers can detect the abnormalities easily, provided the system is trained effectively. An efficient Computer Aided Diagnostic (CAD) system can assist the physician in detecting the cancer earlier, by imposing advanced image processing techniques [4] .
Several CAD systems have already been reported in the literature. Most of the existing systems suffer from high false positive and negative rates. Thus, there is a constant need and demand for CAD system to detect breast cancer. The main intention of this paper is to present a CAD system which can classify between the malignant and the normal mammograms. This goal is achieved by incorporating four important phases, which are image pre-processing, segmentation, feature extraction and classification.
The image pre-processing phase aims to enhance the image quality by removing noise. Besides this, the size of the mammogram is also reduced. The next phase is the segmentation, which takes the region of interest alone into account. This saves time and computation power of the system. The feature extraction is the most important phase and this work exploits the pseudo-zernike moments. Finally, Support Vector Machine (SVM) is employed as the classifier to distinguish between the malignant and normal mammograms. The research contributions of this work are listed below.
 This work follows the principle of modularity, which results in simplicity and effectiveness.  The segmentation procedure extracts the area of interest by means of a threshold and the features are extracted from the area of interest alone. This makes the system efficient and time conserving.  The features are extracted by means of Pseudo zernike moments, whose description ability is greater.  The lagrange multiplier is utilized to optimize the selection of hyperplane.
The remainder of this paper is organized as follows. Section II presents the review of literature with respect to the computer aided diagnostic systems for breast cancer. The proposed approach is elaborated in section III, which presents all the phases involved in the proposed work. The performance of the proposed approach is analysed in section IV. Finally, the concluding remarks are presented in the section V.
II. BACKGROUND
Recently, so many works have been proposed to detect the breast cancer at an early stage, by means of mammograms. This section presents the summary of the existing works, which are the driving force of this paper.
A technique to classify the mammogram abnormalities as normal and abnormal is presented in [5] . This work utilizes the statistical features such as mean, variance, standard deviation etc., and pixel intensity. Neural network is employed as the classifier. The experimental results are compared between the statistical features and pixel intensity. The results show that the accuracy rate of pixel intensity is more than the statistical features. In [6] , the Gray Level Co-occurrence Matrix (GLCM) is utilized to extract features. For the purpose of classification, neural network is used. A system to detect the abnormalities in mammograms is presented in [7] . This work extracts features from non-subsampled contourlet. SVM is utilized to classify between the normal and abnormal regions of the mammograms.
In [8] , a new technique is proposed to locate the abnormal masses in mammograms. The regions of interest are extracted from the mammograms before proceeding with feature extraction and classification. The regions of interest are extracted by k-means algorithm and template matching technique. While extracting features, simpson's diversity index is utilized for different shapes. SVM is utilized as the classifier. The work proposed in [9] utilizes shape descriptors for abnormality detection in mammograms. A scheme to differentiate the mammograms with respect to mass is presented in [10] . This work extracts the region of interest and then the features are extracted. The process of feature extraction is done by Principal Component Analysis (PCA) and Gabor wavelet. SVM is exploited for classification purposes.
A methodology to differentiate the abnormalities of mammograms is proposed in [11] . This work extracts the regions of interest from the mammograms, followed by which features are extracted. The features being considered are mean, standard deviation, energy, entropy, asymmetry and smoothness in association with Local Binary Patterns (LBP). This work employs k Nearest Neighbour (k-NN) and SVM as classifiers and the performance of the classifier is evaluated. The mass and non-mass regions of mammograms are detected in [12] . The texture features are extracted from the areas of interest by an index, which is calculated by histogram, GLCM and Gray Level Run Length Matrix (GLRLM). This work is claimed to be more accurate.
In [13] , a work is proposed to classify the mass and the normal regions of breast tissue. Initially, the ROIs are extracted from the mammogram image. The ROIs are then treated in multiple directions and scales by Gabor filter. The classifier being employed is SVM. In [14] , a breast cancer classification system is developed, which is trained by Block Variance of Local Coefficients (BVLC). These texture features help the SVM to differentiate between the mass and non-mass regions of the mammograms.
A texture feature based breast cancer classification system is presented in [15] , which consists of three important phases such as pre-processing, feature extraction and classification. The pre-processing step removes the unwanted portions of the mammogram. The texture features are extracted by means of contourlet and the features are enhanced by means of genetic algorithm. SVM classifier is utilized in this work. A CAD system is presented in [16] , breast cancer diagnosis is presented. Initially, ROIs are extracted from the mammograms, followed by which feature extraction takes place by applying spherical wavelet transformation. Finally, SVM is employed for attaining the classification.
Motivated by the above works, this paper aims to present a breast cancer detection system by means of phases such as mammogram pre-processing, segmentation, texture feature extraction and SVM classification. The pre-processing phase aims at reducing the size of the image and to make the image suitable for the forthcoming operations. The main goal of the segmentation phase is to extract the specific area of interest. The texture features are extracted by pseudozernike moments and the abnormalities are detected by SVM. The following section elaborates the proposed approach.
III. PROPOSED APPROACH
This section elaborates the functionality of all the phases involved in the proposed work. Initially, the overall idea of the proposed work is presented, which is followed by the explanatory part of the phases involved.
A. Outline of the Work
The major goal of this work is to present a system, which can classify between the normal and the abnormal cells of breast tissue. The primary goal is attained by four sequential phases such as image pre-processing, segmentation, feature extraction and classification. The pre-processing step is to make the images suitable for the operations to be performed on the image. Besides this, the quality of the image is improved by removing noise. Thus, all the preliminary operations are carried out in this phase.
This phase is followed by the segmentation process, which divides the image into several parts, out of which the areas of interest are extracted. This improves the performance of the system by consuming lesser computation time, power and memory. The feature extraction phase intends to extract useful features from the areas of interest being extracted prior. This work exploits pseudo zernike moments for extracting texture features. The system is trained with the extracted set of features such that the classification between two categories can be done. The SVM distinguishes between Basically, this system involves two categories of operations namely training and testing. In the training stage, the system is imparted knowledge by the beneficial features being extracted. The training phase makes the system to gain knowledge and differentiate between the normal and abnormal cells. The training phase is enclosed in red coloured dotted lines of figure 1. The testing stage involves all the phases as that of the training stage. However, this stage makes the system to decide the classification result of whether the cells are malignant or normal.
B. Mammogram Image Pre-Processing
The mammogram images contain several inappropriate details that are needed to be processed. These details must be eliminated such that the processing efficiency of the system can be improved. Additionally this step intends to eliminate noise, so as to enhance the quality of an image. In this phase, the image is eroded to distinguish between the background and the foreground. The original image and the pre-processed image are presented in fig. 2 . Basically, foreground of a mammogram image contains the minute details of the breast tissue which should not be eliminated. Thus, the pre-processing phase eliminates unwanted details from the mammogram and makes the image suitable for further processing.
C. Mammogram Image Segmentation
The image segmentation process aims at partitioning the mammogram image into several image segments. The segmentation procedure follows the principle of 'divide and conquer'. The segmentation operation segments the mammogram into 128×128 pixels. The segments with more intensity are selected for further processing. Usually, the abnormal cells are denser by nature which shows varied intensity. After the completion of segmentation procedure, the segments with maximum intensity alone are picked and these segments are denoted as 'area of interest'. These areas of interest are selected by fixing threshold, which is selected by trial and error method. The segmentation process is done in both training and testing phases. The features are extracted from the selected areas of interest alone. This idea results in the reduction of time, computational power and memory consumption.
D. Feature Extraction on Area of Interest
The proposed work exploits pseudo zernike moments for obtaining the texture properties of the area of interest. The pseudo zernike moments are known for its resistivity to noise and description ability [17, 18] . The pseudo zernike moments are explained in the following subsection.
1) Pseudo Zernike Moments
The pseudo zernike moments are proven to be robust against noise and the moments are orthogonal. The 2D pseudo zernike moments of order and recurrence for a image intensity function ( , ) is given by the following equation.
Where the value of ranges from 0,1,...∞, the value of can either be positive or negative but should be | | ≤ and the ′ * ′ over indicates the complex conjugate. The polynomials of pseudo zernike moments are presented by
In eqn.2, ' ' is the vector's distance between the pixel ( , ) as cited in eqn.3 and the angle . The ' ' is the angle between s and x axis (represented as and = tan −1 ( ).
The radial polynomial , ( ) is represented as As far as images are concerned, the pseudo zernike moments are computed by taking the pixel coordinates into account. Initially, a linear mapping transformation is carried out, in order to normalize the pixel coordinates. In simple words, the centre point of the image is considered as the origin point and the pixels are connected to the circle. Generally, the linear mapping transformation connects × image, such that it encloses a unit circle within it. However, the pixels which are located outside the unit circle are not considered for computation of pseudo zernike moments. This leads to loss of useful information being possessed by the pixels. As the information possessed by each and every pixel is very important, this work encloses the entire × image in a unit circle. This results in the preservation of pixel information. The linear mapping transformation is carried out in the following way. 
As this work deals with images, the pseudo zernike moments are computed by the following equation. 
This section described the procedure to extract the texture features from the areas of interest by means of pseudo zernike moments and the feature vector is formed. This feature vector plays a significant role in both training and the testing phase. The following subsection presents the classification phase.
E. SVM Classification
The SVM classifier is trained with the feature vector being framed in the previous phase. SVM is the supervised algorithm which intends to partition the entities with respect to the degree of margin. Consider a group of training samples with W feature vectors, which are needed to be classified into two classes namely (+ve, -ve). This work considers +ve as malignant andve as normal. In order to classify between these two classes, a hyperplane is necessary. The hyperplane separates the entities into two different classes and is given below.
. + ≥ + for = + (9) . + ≤ − for = − (10)
The classification accuracy is determined by the distance between the hyperplanes. The distance between two different hyperplanes is computed by 2 || || . The classification results are better, when the || || is minimized. The optimal hyperplane is obtained by applying lagrange's function and is provided in the following equation.
In the above equation, is the lagrange multiplier which tends to separate the hyperplane ( . ) and the threshold to separate hyperplane is denoted by . This makes sense that when the value of ( ) is greater than 0, then the entity to be classified is +ve else -ve. The original image and the image after the detection of abnormality are presented in fig 3. 
Thus, the classification phase is explained. The next section evaluates the performance of the proposed approach.
IV. PERFORMANCE EVALUATION
The performance of the proposed approach is evaluated by utilizing the Mammograms Image Analysis Society (MIAS) dataset [19] . This dataset consists of 322 images of size 1024× 1024 pixels, out of which 209 are normal and the remaining images are considered as malignant. The proposed approach is tested by varying the classifier as SVM and k-NN classifier with respect to accuracy, sensitivity and specificity.
Accuracy is the most important performance metric, as the proposed work is related to breast cancer detection. The accuracy rate measures the correctness of the breast cancer detection system. A breast cancer detection system must ensure high accuracy rates, as it is associated with the human disease detection. The accuracy rate is the ratio of the summation of true positive and true negative rates to the total count of images being tested. Sensitivity rate is computed by considering the count of correctly classified images to the summation of images which are correctly and wrongly classified. The sensitivity rate of a breast cancer detection system must be preferably higher.
Specificity rate is the rate of images which are classified as negative out of the images that are classified negative plus the images that are wrongly classified as positive. The specificity rates of a cancer detection system must be greater.
The accuracy, sensitivity and specificity rates are computed by the following equations. = + × 100
In the above equations, is the accuracy rate, and are sensitivity and specificity rate respectively. True positive, true negative, false positive and false negative rates are denoted by , , and respectively.
The performance of the SVM is tested against k-NN. The k-NN classifier shows lesser sensitivity and specificity rates, when compared to the SVM classifier. Additionally, the moment order is varied to check the performance. The moment order of pseudo-zernike moments are varied from 20 to 35 for analyzing the performance of k-NN and SVM.
On analysis, it is observed that the k-NN shows better results when the moment order improves. However, SVM shows better results when the moment order is 20 and the performance starts to diminish beyond 20 th moment order. The experimental results of the proposed work are presented from fig 4 through fig 7 below . The maximum accuracy rate being shown by the k-NN classifier is 96%, which happens at 35 th moment. The least accuracy rate of k-NN classifier is 82%, which occurred at the 20 th moment. On the contrary, the maximum accuracy rate of SVM is 99%, when the moment order is 20. The least accuracy rate that is shown by SVM is 91%, which is observed at 35 th moment. Though k-NN shows better accuracy rates, as the moment order improves, it is not optimal. This is because, when the moment order improves the computational complexity is more. Besides this, the maximal moment order consumes more time to operate, which is not feasible for any CAD system. Thus, the classifier must be able to prove better accuracy rates at the least moment order, which is achieved by SVM.
The following graph fig.5 presents the sensitivity analysis, which is carried out by varying the moment order and classifier. On evaluation, the k-NN classifier shows better sensitivity rates with respect to the moment order growth. The greatest and the least sensitivity rates shown by k-NN classifier are 93% and 84% respectively. The greatest and the least sensitivity rates are observed at 35 th and 20 th moment orders respectively. Similarly, the SVM classifier's highest sensitivity rate is 99.3%, which is noticed at 20 th moment order. The least sensitivity rate of SVM is detected when the moment order is 35 and is 92%. The following figure fig. 6 shows the specificity analysis. The specificity analysis revealed that the SVM outperforms k-NN. The highest and the least specificity rates being shown by SVM are 99% and 92%, which are detected at 20 th and 35 th moment order. k-NN shows the maximum rate of 91% and the least rate of 79%, exactly at 35 th and 20 th moment order respectively. From the experimental analysis, it is proven that the accuracy, sensitivity and specificity rate of the proposed approach is comparatively high than the k-NN classifier. It is observed that k-NN performs well with increasing moment order. On the contrary, SVM performs well with the decreased moment order, which means SVM is optimal because of the reduced computational complexity.
The following results in fig.7 prove the potentiality of the pseudo zernike moments against GLCM and Discrete Wavelet Transform (DWT). This results intend to prove the efficacy of the pseudo Zernike moments and emphasizes the effectiveness of PZM features.
PZM shows maximum rates in all the three performance measures, which are accuracy, sensitivity and specificity. The highest accuracy, sensitivity and specificity rates shown by PZM are 98%, 99.12% and 99.31% respectively. The GLCM features serve better than DWT, in combination with SVM. The GLCM features show comparatively good results, whose accuracy, sensitivity and specificity rates are 91%, 90.37% and 92.43% respectively. The above figure shows that the PZM features perform well, when compared to GLCM and DWT. The PZM features show maximum accuracy, sensitivity and specificity rates. The PZM achieves better results owing to its description ability of the features.
V. CONCLUSION
This paper presents an approach to classify the abnormalities found in the mammogram. The entire work is decomposed into four important phases such as preprocessing, segmentation, feature extraction and classification. The pre-processing step removes the unnecessary information from the images. The segmentation process is to divide the image into several segments and the areas of interest are selected for further processing. The feature extraction phase aims to extract texture features from the areas of interest and is achieved by pseudo zernike moments.
Finally, the normal and abnormal regions are classified by means of SVM. The performance of the proposed approach is observed to be satisfactory in terms of accuracy, sensitivity and specificity rates. In future, it is planned to implement the multi-class classification of cancer and the threshold for segmentation process can be selected by optimal techniques. 
