($e)* = <Pe<t>e-Ife,feL, we say that e commutes with/and we write eC/if and only if <t> e {f) = e A / . If eCffot every feL, then we say that e belongs to the center of L and we denote the center of L by C{L). If C(L) = {0, 1}, then we say that L is irreducible. The basic facts about commutativity and the centre of an orthomodular lattice can be found in [4] and will not be repeated here.
If L o , L t are orthomodular lattices and if <j>:L 0 -* L l is a mapping that preserves finite infima, finite suprema and the orthocomplementation, then we call <j> a homomorphism and we define the kernel of <j> by ker (</>) = $ ~' (0). Of course, a bijective homomorphism is called an isomorphism.
Evidently, the kernel of a homomorphism is a lattice ideal in the domain of that homomorphism. If L is any orthomodular lattice and if / is a lattice ideal in L, then we call J a p-ideal if and only if <j) e (J)<=J holds for every eeL. The kernel of a homomorphism is a />-ideal and, conversely, any p-ideal is a homomorphism kernel. Naturally, an orthomodular lattice L is called simple if and only if every non-zero homomorphism defined on L is an isomorphism onto its image. Consequently, L is simple if and only if {0} and L itself are the only p-ideals in L. Clearly, any simple orthomodular lattice L is irreducible, since if e ^ 0, 1 is an element in the center of L,
If L is any orthomodular lattice and if eeL, then a subset of L of the form Proof. Suppose that (i) holds. Since y is residuated, it is isotone, and so y(e') ĥ ence, by (i), y(e') gy(e)'Ay(l). Put g = y(e)'Ay(l)Ay(e% and note that (by orthomodularity) condition (ii) will follow immediately if we can show that g = 0. Now g' = y(e) v y(l)' v y(e') = y(e v e') v y(l)' = y(l) v y(l)' = 1; hence g = 0 and (ii) holds. Suppose that (ii) holds and replace e by e' in (ii) to obtain y(e) = y(e')' A y(l). Taking the orthocomplement of both sides of the latter equation yields (iii). Assume that (iii) holds and that a,beL 0 with al b. To prove (ii), we make a similar computation, using part (ii) of Lemma 1, as follows:
To prove (iii), assume that e ^ y*(l)andput^ = (y*y(e))'A e. By part (i) of the present lemma and the orthomodularity of L 0) it will suffice to show that g = 0. We have
by Corollary 2 and part (ii) of Lemma 1. By part(ii)ofthe present lemma, y{e) A y(l) ^ yy*y(e); hence y(^) = 0. It follows that g ^ (y*(l))'. Since also g ^ e ^ y*(l), we have g = 0 as desired.
To prove (iv), assume that y*(l) = 1, eeL 0 . By part (iii) of the present lemma, we have e -y*y(e). Also, e ^ y + y(e). Put h = y*y{e)he', and note that (iv) will follow from the orthomodularity of L o if we can show that h = 0. But, Proof. Let e e L o . By part (i) of Lemma 1, it will suffice to prove that y(e') ^ y(e)'; that is, To prove the latter inequality, we must show that, for i,jel, y f (e') ^ yj(e)'. If i =_/, this is clear from the fact that y f is a conditioning map; hence we can suppose that i #y. Then, since (y, | / e / ) is an orthogonal family, y,(l) g y,-(l)'; hence y f (e) ^ y,(l) ^ y / 1 ) '^ y/e)'. The proof is complete. Let (A', #) be any orthogonality space and let F denote the free monoid (semigroup with unit 1) over X. We extend the orthogonality relation 8 on X to an orthogonality relation _L on F by defining alb (for a, beT) if and only if there exist c, d, eeT and there exist x, ye X with a = cxd, b = eye and x$y. In [5, Theorem 4], we proved that if (X, #) is a complete Dacey space, then so is (F, JL). We call (F, J_) the free orthogonality monoid over the base space {X, I). The motivation for this construction can be found in [8] and will not be repeated here.
Henceforth we assume, once and for all, that {X, I) is a complete Dacey space and that (F, 1) is the free orthogonality monoid over (X, #). Motivated by [8] , we refer to an orthogonal subset D of F as an event and we call a maximal event E an operation. If A, BcT, we naturally define AB = {ab \ aeA and beB) and we note that the product of two events is again an event. We do not bother to distinguish between a singleton subset {a} of F and the element aeT, so that, for instance, we write {a}B as aB. For aeT, BcT, we define a~lBcT by a~lB = {ceT \ aceB}, and we note that if D is an event, so is a~iD. 
We now define a mapping ¥:<g(X, #)-+#(F, 1) by ¥(A) = A 11 for A = A^e^iJ, i). It is easy to verify that *P is a conditioning map and that its adjoint is given by *F*(Z?) = . We shall refer to the map ¥ as the canonical embedding of#(X, I) into ^(r, 1).
We omit the straightforward proof of the following lemma.
LEMMA 12. Let »F: <6(X, #) -> <$(T, 1) be the canonical embedding. Let ZcX. Then
For </eF, we define a mapping y Choose ^0 to be a non-trivial />-ideal in #(F, 1) for which n(J 0 ) = n 0 is minimal and choose aeF with a 1 # 0, a LL eJ 0 and length (a) = « 0 . Since a x # 0, then a # 1; hence we can factor a as a = xb for some xeX and some beT.
Let Tr^Jlf, i)-»#(r, 1) be the canonical embedding and put / 0 = ¥""'(•/<,)• By Lemma 9, / 0 is a />-ideal in <${X, #); hence (since ^{X, i) is simple) / 0 = {0} or else / 0 = (A", I). In the latter case, we would have T = f ( J ) e / 0 , contradicting the non-triviality of y 0 ; hence we conclude that / 0 = {0}.
If ft 1 = 0, we would have a 11 = x 1 1 so that n 0 = 1 and a = x. But then x f t 6 * " ' ( / o ) = o = {0}, by part (i) of Lemma 12; hence x n = 0, contradicting xex**. We conclude that If C and D are events, it is easy to check (using Corollary 11) that y c y D = y CD ; hence the set of all y D such that D is an event forms a monoid under composition. This monoid is analogous to the Baer ^-semigroup S n obtained by Pool [6] in his axiomatization of general quantum mechanics; however, we shall not discuss the exact connection between this monoid of conditioning maps and Pool's S n in this paper.
