With the advent of the era of big data, data analysis has become the main technology and tools of financial audit information. In this paper, we introduce the platform construction process and functions analysis of the characteristics of financial audit data under the new situation, the use of advanced methods to carry out the analysis field in details, and put forward a new type of audit organization mode of the era of big data. Financial audit is an important part of national audit, with the aim of "maintaining safety, promoting reform and promoting development". The means of financial audit is data analysis and it is not only the guarantee of the realization of the overall goal, but also the inevitable requirement of the development of financial audit. The experience of the process is divided into three stages: one is to find the doubts, seek a breakthrough point, to provide clues for the audit business; two is to find clues to assess the policy, pay attention to the benefits, will reveal the system, control the risk and the major illegal benefits; three is to play an important role in the macro data analysis support the policy and implementation of risk benefit evaluation. Finance is the core of modern economy. Reasonable allocation of financial resources, the construction of financial system can promote the development of regional financial development and promote the regional economic growth.
INTRODUCTION
The financial industry is an important branch of the industry, and its agglomeration effect is also reflected in the relationship between industrial agglomeration and economic growth. Although many scholars at home and abroad have studied the relationship between industrial agglomeration and economic growth, there are few papers on the relationship between financial agglomeration and economic growth in China. Reform and opening up China's economy has gradually taken off, China's successful accession to the WTO to integrate into the global economy. With China's sustained economic growth over the past 30 years, the income gap between the residents of the country, between regions, between urban and rural areas, as well as the industry showed a gradual expansion of the potential.
In the study of the distribution and agglomeration of economic activities, economic geography, spatial economics, regional economics makes a detailed study on the agglomeration and diffusion of economic activities, research mainly concentrated in the agglomeration and diffusion of industrial activity effect.
As an important research direction of the agglomeration effect of modern financial activities, the spatial agglomeration of financial activities is an emerging topic in recent years. This paper studies the spatial agglomeration of financial activities as the research object, combined with the characteristics of the financial industry that analyzed the basic conditions of financial activities and the spatial agglomeration of the financial agglomeration and economic nature, with a systematic research on the way of regional economic growth, which constitute the theoretical framework of the study.
Financial agglomeration refers to the financial industry in the process of development, the financial industry participants, according to the market economy, and in a specific geographical space within the scope of the formation of mutual relations. Because of the special status of the financial activities in the social and economic operation of the financial enterprise cluster content is far more complicated than the general industrial clusters, which includes not only the obvious relationship between competition and cooperation of all kinds of financial institutions, accounting, legal and credit and other social intermediary organizations.
The development of the financial cluster is not the result of the development of the financial industry, especially in the initial stage of the development of the financial enterprise cluster, which is more and more with the development of other industries. Simply speaking, the financial enterprises cluster is the temporal change of financial resources and the geographical conditions, coordination configuration, combination, financial industry growth and development, and changes in a certain geographical space to generate financial regional intensive systems process and results.
Data analysis platform construction is carried out in two phases. The first is to establish an audit data storage platform for the storage of various types of bank data, the bank regularly loaded update data. The data analysis platform from the actual needs of the financial audit work starting from the structure design of the five functions, respectively is the overall analysis, query and analysis, early warning analysis, clues check and system management, including 148 sub functions, basically meet the current demand for financial audit.
The data analysis platform combines computer technology with audit expertise effectively. Financial agglomeration super competitive agglomeration characteristics in the source of financial agglomeration benefits, provides a new form of industrial organization development of financial enterprise cluster as the area of the financial industry, the organization has overcome the single enterprise scale expansion caused by internal costs, regulatory issues are not force.
BIG DATA AND DATA ANALYSIS

Overview
In recent years, the rapid development of big data has become the focus of attention of the scientific and technological circles and business circles and even the world governments. "Nature" and "Science" have been published monographs devoted to big data opportunities and challenges. The famous management consulting firm McKinsey said: "today the data has penetrated into every field of industries and business functions, has becomes an important factor of production. The mining and the use of big data, heralding a new wave of the productivity growth and consumer surplus wave arrival". The United States government believes that big data is the future of the new oil, an important part of the ability of a country with the size and use of data will become a comprehensive national strength, the possession and control of data will become the new focus of competition between countries and between enterprises. Big data has become a new focus of attention from all walks of life. Big data era has come.
In 1950s a public information surge high and sweep forward movement in the United States began, all kinds of information to facilitate people's life and work, and information disclosure for the availability of data to provide a basis; 1960s was the rapid development of computer hardware technology, make the whole world data processing and storage not only faster, more convenient, more and more cheap, provide convenience for data accumulation.
In recent years, the research and application of large data has not only attracted the attention of the natural science and Humanities and Social Sciences in China, but also has been highly concerned by the central government of China.
There is no doubt, due to the occurrence of a change rapidly changes in computer technology, large-scale complex data processing ability of people is increasing, the increasing ability to value information extracted from large data, people will quickly enter the era of big data. Data era will not only bring about the development of human science and technology and the humanities and social sciences development, but also to people's lives and work way to bring new changes. 
Definition of Big Data
Currently, the definition of big data on different opinions on the understanding of big data depends on the attitude and discipline of the definition of the background. There are several typical definitions. The definition given by Wikipedia is that big data refers to the data involved is huge to not through the current mainstream software tools to capture, management, processing and finishing to become more active to help business decision-making purposes of information within a reasonable time.
American consulting firm McKinsey's report is such a definition, big data refers to a certain period of time cannot use the traditional database software tools to grab, manage and deal with the data collection. Big data scientist John Rauser put forward a simple definition is that big data refers to any more than a computer processing capacity data.
We can define the era of big data, big data era is built on through the Internet, networking and other modern network wide channels data collection based on the value of data storage, refining, intelligent processing and display of the information age. In this day and age, people are able to gain valuable knowledge from any data that can be changed to promote the change of people's life style. The basic characteristics of the era of big data are mainly reflected in the following areas.
Figure 2. Sample Big Data Reflection Paradigm
Sociality
In the era of big data, from the perspective of the society, the world's computer network to make more and more products to replace the circulation flow of data, the production service industry will evolve and labor evolved into labor information. Information is the product of labor do not need to leave the original possession of it can be traded and exchange, this kind of the product can be copied and distributed through the computer network without the need for additional cost, its value is increased through knowledge rather than manual labor to realize and the main tool to realize the value of the computer software as follows.
The General Features of the Big Data Systems
In the era of big data, with the rapid rise of Internet technology and popularization of computer technology not only promotes the development of natural science and Humanities and Social Sciences in various fields, and fully integrated into people's social life, people in different areas to collect a large amount of data, reached a hitherto unknown degree. At the same time, the revolutionary change of production, storage and handling of data, people's life and work basically can use the digital representation, changed the way people live and work in a certain extent.
People with the help of computers through the Internet into the era of big data, fully reflects the big data is based on the Internet in a timely and dynamic data, rather than the history or strict control of the environment generated content. Because the data can produce not only so, whenever and wherever possible, data is dynamic, and the data storage technology, data processing technology is updated, the data processing tool is dynamic.
Tap the appropriate mode using batch data, then the specific meaning while making wise decisions, and ultimately make the effective measures to achieve business objectives is the primary task of data processing. Batch processing system applicable to large data storage after calculation, the real-time requirement is not high, and the accuracy of the data and more comprehensive an important scene.
Batch data usually has 3 characteristics. First, a huge data volume jump data from TB level to PB level. The data is stored in the form of static in the hard disk, rarely updated, long storage time, can be reused, however, such large quantities of data is not easy to move and backup. Second, the data of high accuracy and the batch data is often deposited from the application data, so the accuracy is relatively high, the part of enterprise asset wealth. Third, the value of the data density is low.
The Internet of things, cloud computing, Internet and car networking without an important source of a not big data, the current batch data processing can solve many problems in the fields of decision-making and find new insights. Therefore, batch data processing can be applied to many application scenarios. Because of figures' own structural characteristics, we can well represent the relationship between things, in recent years has become a hot topic in the research. The strong correlation graph vertices and edges need to map data processing system to carry out a series of operations on the map data, including data storage, query, query, map shortest path query, graph pattern mining, classification, clustering graph data. With the increasing number of nodes and edges in the graph and the complexity of graph data processing poses severe challenges to the data processing system. The following describes characteristics of graph data and typical applications and the representation of map data processing system as the follows.
Figure 3. Data Mapping Scenario
Map data are included in the map of the nodes and edges connecting nodes usually has three characteristics. First, correlation between nodes and the number of edges is exponential, so the number of nodes, nodes and information are equally important, but also because of the difference of the graph structure while doing restrictions in figure in various types of graph vertices and edges instantiated, such as tag graph, attribute graph, semantic graph and feature map. Second types of map data are various. In many areas, the use of diagrams to represent the neighborhood data, such as biology, chemistry, computer vision, pattern recognition, information retrieval, social network, knowledge discovery, dynamic network traffic, semantic network and intelligence analysis. The map data processing needs of each field is different and therefore, there is no universal map data processing system to meet all application requirements. Third, data calculation the strong coupling, in the figure, the data is related to each other. Therefore, the calculation of map data is also interrelated. Characteristics of the coupling on the map data are increasing the size of millions or even billions of nodes. Data presented a huge challenge. The number is not larger according to the use of a single the machine for processing, but if the big data parallel processing, for that every vertex is connected graph, it is difficult to split into several parallel processing completely independent sub-graphs independently while even can also face segmentation, and the collaborative processing machine, and the final processing results of a with this series of problems. Need map data processing system to select the appropriate image segmentation and graph to meet the challenge and solve the problem of computing model. Big data, broadly, not only contains the data structure form and scale, but also refers to the large data processing technology and the processing technology of big data is the ability to capture valuable information from the big data which is constantly updated and the valuable information is fleeting. In the era of big data, traditional techniques for small data processing may no longer apply. In this way, it produces a large data processing technology large data processing technology is also derived for the pronoun of big data.
This means that the broad data not only includes the structure of the data format and size, but also includes the processing of data technology. At this point, the big data is not only refers to the data itself, but also refers to the ability to process data.
In big data era, large data size, data imprecision is inevitable and blind pursuit of data accuracy is not desirable. In the era of data, both the measurement data or survey data, probably because of man-made or natural uncontrollable factors leading to these data collected is not accurate; in the era of big data, data sources, the amount of data, we get on the precise data reflect the overall information at the same time, will inevitably get imprecise data. In addition, we have to see the benefits of imprecise data imprecise data does not necessarily prevent us from understanding the overall as it may help us to better understand the overall direction from the other. In the era of big data, data lead people's lives, and guide business change and technological innovation. From the era of big data background, we can put big data as the research object, understand the data from the two aspects of the data itself and the technology of data processing, this understanding of big data is narrow and broad sense: narrow sense refers to the data structure and the scale of data, data is understood from the literal meaning big data; generalized not only includes the structure and the size of the data, including data processing technology. In addition, the strategic significance of the era of big data is not only to grasp the huge data information, but also how to deal with data, this need to understand the big data from the perspective of data processing technology.
INTERNET OF THINGS AND DATA ANALYSIS
Although in recent years, the development and application of Internet of the things technology has been growing rapidly, but the theory of the Internet of things is still in the development stage. The Internet of things is a typical information and communication system, which not only has the ability of information storage and transmission, but also has the ability of collecting and processing information. Building information model of Internet of things is an effective method to analyzes the characteristics of Internet of things.
The Internet of things, in fact that is the abbreviation of the Internet of the things and it must have the characteristics of the Internet, used to constitute the global information infrastructure connected goods.
The Internet is a great change in the field of information technology, is considered to be following the computer, Internet and mobile communication network, the third wave of the information industry. The Internet is the extension and expansion on the basis of the Internet network, through information sensing equipment, in accordance with the contract agreement, to anything connected with the Internet, for the exchange of information and communication while to achieve a network intelligent identification, positioning, tracking, monitoring and management. The basic characteristics of the Internet of things is a comprehensive perception, reliable transmission and intelligent information processing, its core is the information interaction between objects and people and things.
Information perception is the basic function of the Internet of things, but the original information obtained by means of wireless sensor network has significant uncertainty and high redundancy. Along with the research and application of network technology development, network information perception and interaction research made great achievements, but the lack of analysis. This paper analyzes the research progress of networking information perception and information interaction, focused on the related technologies and methods in wireless sensor network is the core of the sensing network. Firstly, discusses the Study on the status quo of information perception and information interaction, this article summarizes the existing technology and method; then, analyzes the hot issues of networking information perception and interaction research, discusses the latest research progress; finally, pointed out that the face of networking information perception and interaction problems and challenges. Information perception and information source for networking applications that is the basis for networking applications. The form of information perception is the most basic data collection, namely node sensing data to the sink node through the network transmission. But due to the presence of outliers, missing data often perceived in the original value, so at the time of data collection to data cleaning the original sensing data, and the missing values were estimated. The purpose is to obtain information of interest to the user information, in most cases do not need to collect all sensing data, and all data will be transmitted to the sink node will cause the network load is too large, so the use of data compression, data aggregation and data fusion in network data processing technology to meet the requirements of the application conditions can achieve high efficiency. The perception information collected in the analysis of general data on the basis of the process, the paper discusses the data cleaning, data compression, data aggregation and data fusion.
The data collection is a process of sensing data from the sensor nodes to the sink node, the collection of reliable data transmission data collection data attention, no loss in the transmission process as according to different applications, the data collection with different constraints, including reliability, efficiency, network delay and network throughput and the analysis and discussion of data the collection methods of typical constraints in accordance with different goals. Reliable data transmission is the key problem of data collection as the aim is to ensure the reliable transmission of data from the sensor nodes to the sink node. At present, the wireless sensor network is mainly used in multi path transmission and data retransmission of redundant transmission method to ensure reliable data transmission. Multi path method of constructing multiple paths between nodes and the sink node, the data along multiple paths transmission at the same time, in order to improve the reliability of data transmission, multi path transmission generally provides end to end service.
The probability of successful transmission of data is accumulated per hop the successful transmission probability, but the data transmission of each hop are likely to conflict because of environmental factors or changes caused by node communication loss, so the construction of the transmission path is the key of multipath data transmission. Data retransmission method is to save multiple copies of data backup in intermediate nodes of the transmission path on the reliability of data transmission is ensured by hop backtracking. Data retransmission method generally requires nodes have larger storage space to save data backup.
Data collection is the most basic application of the Internet of things is the most extensive, has put forward many effective methods of data collection as further studies are needed in order to meet the demand of data transmission reliability, energy efficiency and energy balance exploration data collection methods. At the same time, according to the different needs of networking applications, data collection and analysis the relationship between the different binding targets, to achieve the goal of flexible adaptation and constraint optimization. The purpose of data collection is to acquire real information of monitoring objects, however, due to the effect of the change of network state and environmental factors, the perception of actual data acquisition often contains a large number of anomalies and errors and noise data, so we need to value judgment for cleaning and outlier perception of data acquisition, the removal of "dirty data" to get consistent effective perception information have carried out effective estimation of the missing data, to obtain perceptually complete data and according to the law of change and temporal correlation of the sensing data using probability statistics, nearest neighbour analysis and classification and recognition method in data cleaning, the entire network node or the local network.
The method of probability and statistics to establish the statistical distribution model data, by calculating the observation probability distribution in the model to determine the outliers, the distribution characteristics of the data with a clear, commonly used parameter estimation method to establish the statistical distribution model commonly used by Gauss distribution.
A related problem of data cleaning is the lack of value of the sensing data. If the missing values as outliers that identify and eliminate the data cleaning method can achieve the missing values. But in applications require the integrity of the data we need to effectively estimate missing values. For large scale sensor network, the perception data all together to the sink node will have a very large amount of data transmission. The spatial and temporal correlation data, the sensing data contains a large number of redundant information, so the data compression method can effectively reduce the amount of data. However, due to limited sensing nodes in computing, storage and energy, the traditional data compression methods often cannot be directly applied. Therefore, according to the characteristics of networking applications and researchers proposed compression method for many wireless sensor network data.
Because the traditional transform data compression method in signal processing based on the success, many researchers try to use the traditional data compression method for IOT applications of compressed sensing data, is one of the most popular compression method based on wavelet transform. The characteristics of distributed perception network networking, determines the distributed data compression method has higher compression efficiency. Different from the above in a single node or sink node data compression method, compression method of distributed collaborative work generally requires multiple nodes to complete data compression. Data fusion is the process of the comprehensive processing of multi-source heterogeneous data acquisition. The uncertain information in the Internet of things sensing networks, fusion of sensory data, only a small amount of meaningful information is transmitted to the sink node can effectively reduce the amount of data transmission.
The traditional data fusion methods, such as probability and statistics, regression analysis and Calman filter, it can be used to eliminate redundant information and remove noise and outliers. For many types of multi-source and heterogeneous network nodes from uncertain data in the feature, the D-S evidence theory, fuzzy logic, the decision-making layer or layer neural network and semantic fusion technology, can realize the event detection, condition assessment and semantic analysis of high-level decision-making and discrimination.
Figure 5. The Distributed Big Data Analysis System Architecture
The contents of the network and information exchange mainly refers to the network infrastructure as the carrier of the content generation and presentation, including the organization and storage of sensing data as well as for the high-level semantic information of data aggregation and data fusion in network data processing.
According to the stored data in the network, we can store the data into the external storage and local storage. External storage means all sensing data are aggregated to the sink node and storage and local storage will be aware data stored in the storage nodes locally. In external storage data to facilitate data management and data query, but all the data will be transmitted to the sink node will produce a very large amount of transmission. Although local data storage does not need to transfer large amounts of data, but the data management, data query cost is high, and the sensor nodes with limited storage space and as easy node failure can affect the availability of data. The user and the network information interaction refers to the user through the network interface, the command and function of a series of network tasks, such as the clock synchronization, topology control, routing configuration, system construction, condition monitoring, code distribution and execution of the program, to achieve the maintenance of access with monitoring and operation of the network information. Information interactive application of the Internet of things they cannot do without the user and the network. The data collection and data compression method to obtain all or nearly all sensory information from network aware, but in most applications, the information perception objective is to obtain some event information or semantic information, but not all of the sensing data. Therefore, in most cases do not need to be aware of all data to the sink node, and that only the transmission information of the interest. Data aggregation is through some aggregation function for processing sensor data, transmitting data and information to the sink node, in order to reduce the amount of network transmission. The key data gathering is according to the application requirements and characteristics of data aggregation design suitable different functions.
Figure6. The Financial Agglomeration and Regional Economic Growth Analysis System
In the interactive task requirement selection method of object constraints, node selection principle is able to effectively complete the comprehensive interaction task. Through the entire network or local network nodes, the definition of task execution utility function to measure the level of task completion, and as the optimization target node selection.
In order to ensure the network can be lasting and reliable work in the deployment of wireless sensor network, more nodes deployed than the node to achieve network coverage or complete the interaction task, so the information exchange is not needed for all network nodes involved, but in order to meet the mission requirements, select the appropriate subset of nodes to perform the task. This can be set to other nodes in a dormant state, reduce the energy consumption of the network and the information interaction of the selection of effective task requirement and target area coverage and energy as objective constraints.
CONCLUSION
Networking information perception and interaction involve the study of aspects of the content, the design of the hardware and software, including the sensor node in wireless sensor network technology, data acquisition and processing technology, network technology, intelligent data processing and storage of the information management and information query. This paper emphatically analyzes and summarizes the data collection, basic cleaning, compression, aggregation the main information perception and fusion technology, and puts forward the basic information interaction model, related technology based on the information interaction involved are analyzed in detail. The growing demand for practical applications and extensions, promote networking theory and technology of the continuous deepening of research, some new information and information sensing method the interaction problem has aroused the extensive attention from researchers, we discussed some hot issues, including based on pressure Information sensing method, compressed sensing energy efficient, mobile network and information security problems. The development prospect of the Internet of the things, many aspects of information perception and information interaction, interaction in multi-source heterogeneous information of large-scale network applications and multimedia network aware there is a huge challenge.
