India has experienced an imbalance in sex ratios due to the rapid diffusion of sex-selective abortions. This paper tests whether sex-selective abortions have substituted for postnatal discrimination against girls after birth. I identify the demographic groups that exhibit the greatest take up of sex-selective abortions and then check whether these same groups experienced increases in girls' health investments and outcomes. Since sex selection allows parents to choose the gender of their child, the 'substitution hypothesis' predicts that girls who would have experienced the greatest postnatal discrimination will be terminated prenatally instead and so we should observe more equitable investments in male and female children (Goodkind 1996) . Data from the National Family and Health Survey indicates that wealthy urban households exhibit the largest sex ratio imbalance.
Introduction
There is a general consensus in previous literature about the existence of differential allocation of household resources between male and female children in India (Das Gupta 1987; Kishor and Gupta 2009) . Parents with a son preference purposely invest less in female children than male children.
1 Such postnatal discrimination lowers health and education outcomes of girls relative to boys. Extreme cases of differential investment in health (for example, not getting vaccinated or not seeking medical care when sick) and nutrition (for example, providing poor quality food) have also led to excess female infant/child mortality (Pande 2003; Oster 2009b ).
More recently, researchers have focused on another phenomenon: an increase in the sex ratios (number of males per hundred females) in India. This imbalance has been attributed to the increasing diffusion of sex-selective abortions, whereby parents have been provided the opportunity to carry out discrimination against girls even before birth.
As female fetuses are selectively aborted, the sex ratio at birth becomes higher than the 'natural' ratio of 104 − 107 boys per 100 girls (Ganatra 2008) .
Given the paucity of reliable direct estimates of abortions at the national level, the National Family and Health Survey (NFHS) has been frequently analyzed for indirect indicators of sex-selective abortions.
2 Using data from the NFHS, previous studies have found increased sex ratios in higher birth orders; these increases are more pronounced in households with no surviving sons (Arnold et al. 2002; Retherford and Roy 2003) . Since 1 This son preference has evolved due to various social, cultural and religious reasons. For example, parents perceive that it is more costly to bring up a daughter because they have to arrange for substantial amounts of money as dowry payments for the daughter's marriage but get little or no financial support in their old age from adult daughters compared to sons. For a book length exposition on reasons for son preference, refer to Shepherd (2008) .
2 Some direct evidence of use of sex-selective abortions comes from city, community and hospital based studies (Sachar et al. 1993; Booth et al. 1994; Ganatra et al. 2001 ).
proportion of male births has been found to vary across birth orders at the national level, it has ruled out alternate explanations of skewed sex ratios such as differential stopping behavior (Clark 2000) and Hepatitis B (Oster 2005) .
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For parents with a preference for sons, sex-selective abortions guarantee the birth of male children. As a result, sex selection has been considered as an additional channel through which girls can be discriminated. However, Goodkind (1996) put forth the 'substitution hypothesis' which is the idea that since sex-selective abortions enable parents to choose the gender of their child, discrimination against girls after birth may be reduced.
The girls who are most likely to have been postnatally discriminated are terminated prenatally instead so that we should expect the distribution of household resources to become more equitable between boys and girls, resulting in an increase in the welfare of girls.
4 Shepherd (2008) is the first study to test the 'substitution hypothesis' for India by using data from the first two waves of the NFHS which includes births till 1999. She found that sex-selective abortion is associated with increased gender discrimination in neonatal mortality and vaccination rates but has no effect on gender gaps in postneonatal mortality and treatment of diseases.
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This paper examines the substitutability between sex selection and postnatal gender discrimination; an issue much less explored than the incidence of sex-selective abortions 3 Differential stopping behavior means that couples keep having children till they attain the desired number of sons. Clark (2000) says that although these stopping rules can alter sex ratios within a family, this imbalance evens out at the national level. The study by Oster (2005) presents evidence that carriers of Hepatitis B virus have around 1.5 boys per girl.
4 Goodkind (1996) assessed vital registration data in East Asia, a region where the existence of son preference has also been documented. In Korea, sex-selective abortion was found to substitute for postnatal discrimination, because even though sex ratio at birth increased, more female infants survived after birth. In contrast, China experienced high female child mortality rates as well as a high prevalence of sex-selective abortion, suggesting additive effects of sex-selective abortion.
5 A recent study by Lin et al. (2008) found that in Taiwan, sex-selective abortion has led to fewer female deaths during infancy.
itself. The proportion of male births are used as a proxy for sex-selective abortion to identify the demographic groups where the uptake of sex-selective abortion is the greatest. The 'substitution hypothesis' is then tested by determining whether these same groups have experienced relatively large increase in girls' welfare using three measures: postneonatal mortality, duration of breastfeeding and vaccination status. This paper contributes to the literature on sex-selective abortions in a number of ways.
6 First, compared to Shepherd (2008) , this study includes the most recent wave (2005 − 06) of the NFHS, which results in inclusion of more cohorts in the period with the greatest access to sex-selective abortions. Second, this analysis adds breastfeeding, as an additional measure not included in the analysis by Shepherd (2008) . In contrast to
proper care and nutrition of children which are primarily monetary health investments, breastfeeding requires time investment by mothers. Finally, the analysis is stratified by wealth status and urban-rural location of household. Access to prenatal tests and sex selective abortions, as well as postnatal health care varies by urban-rural location. Because the costs of both sex selection and postnatal health investments are prohibitive for the poorest households, consumption of both sex-selective abortion and health investments should vary by wealth status.
Consistent with previous literature, this paper finds persistence of use of sex selection in higher birth orders by richer urban households. These groups had high investments in children to begin with and no gender gap is evident nor is there any variation of this gap over the time these groups had increased access to sex-selective abortions. The exception 6 In the process of preparing this manuscript for submission, I found a working paper by Hu and Schlosser (2010) that was just posted in September 2010. The analysis in my paper and this working paper, despite the fact that they are independent and concurrent work, are substantially similar and yield similar results.
is with regard to breastfeeding, a time investment, where there is evidence of an initial gender gap with males being breastfed for a longer time. As sex-selective abortions came to be increasingly used by these urban richer households, duration of breastfeeding for female children experienced a relative increase. In contrast, the biggest improvement in female postneonatal mortality is found in poor rural households and these are the households with the largest initial gender gaps in mortality. Since these are the groups who are found to be least likely to practice sex selection, it indicates that the reduction in gender gap is attributable to some alternate mechanism. A potential explanation is a decline in fertility levels which have reduced household resource constraints and has resulted in increased investments in girls.
Sex Determination: Technologies and Policies
Abortions have been legal in India since the passage of the Medical Termination of Pregnancy (MTP) Act in 1971. This law specifies who can seek abortion, the medical and social circumstances under which an abortion can be performed and requires abortions to be performed by registered medical practitioners in certain approved facilities.
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Sex-selective abortion is a two step process whereby the sex of a fetus is first determined which is then followed by the targeted abortion of female fetuses. Currently, there are three technologies that can be used for sex determination in India: amniocentesis, chorionic villus sampling and ultrasound. The first two technologies have been available since the 1970s (Luthra 1994; Arnold et al. 2002) . Amniocentesis can be used between 15 and 17 weeks to determine the sex of a fetus while chorionic villus sampling can be used 7 For more details on the MTP Act, refer to Arnold et al. (2002) .
as early as 10 − 12 weeks into the pregnancy. However, high costs of these procedures have restricted their usage to very wealthy families (Shepherd 2008; Pörtner 2009 ).
Introduced in the mid 1980s, ultrasound is currently the most commonly used sex determination procedure because of the non-invasive nature of the test and it's low cost relative to amniocentesis and chorionic villus sampling (Ganatra et al. 2001; Arnold et al. 2002) .
8 It was only with the introduction of this lesser expensive method that the reach of prenatal tests was increased to a wider population (Sharma et al. 2007 ). This lower price, accompanied by the portability of the ultrasound equipment has extended the availability of sex determination tests even in remote and rural parts of India (Arnold et al. 2002) . However, ultrasound can detect the sex of a fetus with 100 percent accuracy only at the 20 th week (Shepherd 2008 ).
Although such technologies have been available since the 1970s, sex-selective abortions became widespread only in the early 1990s (Clark 2000) . There has also been considerable variation in the spread of sex determination technologies. For instance, Retherford and Roy (2003) find that sex ratios increased in urban areas before the increase became evident among births in rural households, thereby providing testimony to the fact that these technologies were first available and used in urban areas and then reached rural areas.
The increasing availability of sex determination technologies and consequently the use of sex-selective abortions soon triggered public debate and concern. Certain feminist movements started linking sex selection to the issue of female discrimination and more broadly to human rights violation (Gangoli 1998 (Retherford and Roy 2003) . These have made the evasion of the PNDT Act easy. Pressure from the medical community has also prevented government officials from taking legal action against doctors who are in violation of this law (Mudur 2006) . Therefore, although illegal, problems with enforcement and easy evasion of the PNDT Act have resulted in the rampant misuse of prenatal testing methods for sex determination purposes which has consequently led to increases in the use of sex-selective abortions.
Methodology

Use of sex-selective abortions
The starting point of the analysis in this paper is to identify births where the likelihood of the child being prenatally selected is the greatest. The previous section highlights the gradual diffusion of prenatal testing methods over time as well as the urban-rural variation in the spread of these technologies. Thus, I use the time variation in access to these technologies to examine changes in the proportion of male births, a commonly used proxy in previous literature for the use of sex-selective abortions.
The estimation equation is given by: In the first decade, the prevalence of sex-determination technologies was minimal (Clark 2000) and so the sex ratio should be close to the 'natural' ratio of about 104 − 107 boys per 100 girls. The second decade is when the use of these technologies is starting to increase and the third decade is the most recent time period when these technologies are highly diffused. Since diffusion of these testing methods positively correlate to the use of sex-selective abortions, we would expect an increase in the proportion of male births over time. This means that the coefficients α 1 and α 2 , which give the difference in proportion of male births in time periods T 1 and T 2 relative to the baseline period T 0 , will be positive.
We would expect α 2 to be greater than α 1 if usage of sex-selective abortion has increased more in the last decade.
In the absence of human interventions, the gender of a child is a random event. Thus, it would seem unnecessary to include controls in equation (1). However, some studies have shown that chances of conceiving a male fetus is reduced if the mother lives under conditions of stress (Catalano and Bruckner 2005; Rust 2006 ). Urban-rural location and wealth of the household are economic factors that may affect the stress conditions faced by a mother. These factors can also alter the affordability and accessibility of sex determination technologies. Therefore, regressions are estimated separately by urban-rural location and by wealth quintile of household. 9 Regressions are also estimated by birth order since a higher birth order implies that couples are close to their target family size, which increases the probability of prenatally selecting the child. The identification for use of sex-selective abortions rests on the premise that no changes occurred over the time of higher spread of sex determination technology that would affect the proportion of male births and differentially affect it at higher births orders. Alternate mechanisms suggested in previous literature such as differential stopping behavior and Hepatitis B are unable to explain increasing proportion of male births at higher birth orders. Similarly, if the increased availability of prenatal testing methods now enable mothers to bring to full term more male infants, who are more frail and more likely to die in utero than females, there is reason for concern only if these improvements have different birth order effects. However, a study by Lin et al. (2008) shows that this is an unlikely scenario.
9 In each of the three waves, NFHS reports the wealth quintiles of households. Wealth indices are constructed from information on ownership of household assets (such as furniture and vehicles), dwelling characteristics (such as water source), home construction materials and whether a household member has a bank or post office account. These composite indices are then categorized by quintiles (relative to households in each survey wave), quintile 1 denoting the poorest households and quintile 5 denoting the wealthiest households.
10 Equation (1) is estimated using ordinary least squares. Logistic models are usually preferred when the dependent variable is binary. Because the models are estimated on smaller subgroups (such as birth order 1 in households falling in wealth quintile 1 residing in urban areas), enough observations are perfectly predicted that it becomes problematic to estimate the non-linear model in some cases. Aggregating across the wealth quintiles, I have compared estimates of the linear probability and logit models and find no substantial differences in significance levels or magnitudes of the estimated marginal effects.
'Substitution Hypothesis'
Since sex selection guarantees male births, the 'substitution hypothesis' predicts that girls most likely to be postnatally discriminated would be terminated prenatally instead and so we would observe a more equitable distribution of household resources between boys and girls, resulting in an increase in the welfare of girls. To test this hypothesis, I
investigate if the time periods and conditions associated with high rates of sex-selective abortion are also associated with lower excess female mortality and lower gender gap in childhood investments. Again, the time variation in access to ultrasound technology is used to assess the trends in magnitude of postnatal gender discrimination. First, I consider the incidence of postneonatal mortality.
11 The regression specification of the test is given by:
The variable z ist equals one if a child i born in state s in time period t died in the postneonatal period and equals zero if the child survived. M ale ist is the gender of the child under consideration. The coefficients on the interaction terms give the gender bias in mortality rates. Prior to the availability of sex determination tests, unwanted female children were denied proper care and nutrition. This led to excess female deaths (or fewer male deaths) in the postneonatal period, which is indicated by a negative coefficient on the (male ist × T 0 ) term. If substitution takes place, with increasing use of sex-selective abortions excess female mortality reduces and λ 4 and λ 5 get close to zero.
Wealth and urban-rural location of household are factors that can influence investments in children. The use of sex-selective abortions also varies by these factors (from the previous subsection). Therefore, all the regressions are estimated separately by location and wealth quintile of household. Investments in children are also dependent on the number of previous children in the household so regressions are estimated separately by birth order. Maternal characteristics such as the level of education and age at childbirth are important factors affecting children's outcomes. These controls are included in X.
State fixed effects, given by the vector γ s , are included throughout.
Conditional on a child being alive, number of months for which the child is breastfed and the vaccination status of the child are the other outcome variables of interest. The NFHS did not collect information on breastfeeding and vaccination status for older children. As a result, this information is limited to recent births prior to completion of each survey wave. This implies that observations are limited to time periods T 1 and T 2 only and so the substitution hypothesis is tested with a truncated form of equation (2).
The variable v ist gives the number of months for which a child i born in state s in time period t is breastfed. M ale ist is the gender of the child whose breastfeeding duration is under consideration. If mothers are likely to breastfeed a male child longer than a female child, it shows up as a positive value of ω 3 in equation (3). If substitution occurs, the gender gap in breastfeeding would reduce and ω 4 gets close to zero. X includes the same controls as in equation (2).
The analysis for vaccination status is similar to that for breastfeeding. The dependent variable is a dummy which equals one if the child is fully vaccinated between 12 − 23 months of age and zero if not. 12 Again, validity of the 'substitution hypothesis' is tested by assessing the coefficients on the interaction terms.
Equations (2) and (3) are estimated separately by birth order. If the probability of using sex-selective abortion is higher in higher birth orders, we would expect to see substitution of preferences in these cases if the hypothesis holds true.
Using the first two waves of the NFHS, Shepherd (2008) The dataset contains detailed information on birth histories, immunization coverage for children and child anthropometry. It also includes basic demographic information on the household.
The sample for this analysis is limited to mothers aged 15 − 49. Some of the women who were interviewed were visitors to the household so they are dropped from the sample.
Additionally, women who are married more than once or who have inconsistent information on age of marriage are also dropped. Chhattisgarh, Jharkhand and Uttaranchal are three new states that were created in the year 2000. Observations from these states are included in the original states they belonged to. 13 The state of Sikkim was not covered in the first survey wave so observations from this state are dropped from the later waves as well. To minimize errors arising from recall bias, data from each wave are limited to a recall period of eighteen years.
Each birth is an observation and multiple births are excluded from this analysis.
Births from parities higher than seven (above 95 th percentile) are also excluded from Sex ratios at birth higher than the 'natural' ratio of 104 − 107 girls per 100 boys suggest the use of sex-selective abortions. Table 2 presents the calculated sex ratios by birth order for the time intervals under analysis. It is apparent from the table that sex ratios are mostly within the normal range in time period T 0 in both urban and rural areas.
In time period T 1 , sex ratios in higher birth orders in urban areas have increased but no such birth order effects are apparent in rural areas. In period T 2 , however, the increase in sex ratios becomes apparent in both urban and rural households. The patterns in sex ratios evident from this table are consistent with the variation in timing of spread of sex determination technologies by urban-rural location (from section 2).
Summary statistics for the outcome variables used to test the 'substitution hypothesis' are presented in Table 3 . For each of the three outcome variables under study, there is evidence of a male-female differential with females having worse outcomes. The female disadvantage in all outcomes is more pronounced in rural households. The second pattern that emerges from this table is that irrespective of gender, children in rural households fare worse in postneonatal mortality and vaccination rates when compared to their urban counterparts. Finally, for both boys and girls, outcomes are best in the most recent decade (time period T 2 ); this is true irrespective of location of household.
Results
Trends in the proportion of male births
The proportion of male births serve as a proxy for the use of sex-selective abortions.
Estimation results of equation (1) are presented in Table 4 and Table 5 . The regressions are estimated separately by birth order of child. For urban households, there is no discernible variation in the proportion of male births by birth order in the first four wealth quintiles. In the fifth wealth quintile, however, male births are considerably higher in second, third and higher birth orders and these effects are significant in both periods T 1 and T 2 . But, for the first birth, there is no increase in proportion of male births over time. This suggests that first births can still be considered a random event and parents wait till subsequent births to sex select. These birth order patterns are observed for rural households in wealth quintiles 4 and 5 in period T 2 only. Although male births are also found to be higher in the second birth order in the third wealth quintile, this increase is not significant for higher birth orders. This result that sex-selective abortions are used in higher birth orders by richer households is consistent with findings from previous studies (Dubey and Verschoor 2007; Kishor and Gupta 2009 ).
The fact that the increase in male births is apparent in richer urban households in time periods T 1 and T 2 while this increase becomes evident only in period T 2 among richer rural households is also consistent with the timing of availability of prenatal tests in these locations.
Gender differentials in postneonatal mortality
Summary statistics presented in Table 3 shows that excess female mortality exists in the postneonatal period in both urban and rural households for all three time intervals under analysis. Over time, the mortality rates for infants of either gender decline: this is expected if health facilities get better and become more accessible. In this analysis, I
examine if female mortality declines at a faster rate than male mortality so as to reduce or eliminate the gender gap in mortality in households practicing sex-selective abortion.
Regression results of equation (2) are presented in Table 6 and Table 7 . Only the coefficients of the interaction terms are reported. A negative coefficient in time period
T 0 would imply the existence of lower male mortality or excess female mortality. If discrimination against girls reduces after the diffusion of prenatal tests (in period T 2 ), these coefficients should be close to zero. Results indicate that the gender gap in mortality falls to zero in period T 2 in the third and higher birth orders in the fifth wealth quintile in urban households. There is also some weak evidence of reduction in the gender gap in the other wealth quintiles. However, no clear birth order effects are observed; this is true across all the wealth quintiles. In rural households, there is some weak evidence of reduction in gender gap in third and higher birth orders in wealth quintiles five and four respectively. However, the biggest gender gaps in period T 0 are observed in the first three wealth quintiles and these are the households which experience the biggest improvements in female mortality rates.
If the 'substitution hypothesis' is supported, we would expect to find the largest reduction in the gender gap in postneonatal mortality in higher birth orders in the richer households since the probability of using sex-selective abortion is greatest among these births (from the previous subsection). However, the biggest improvement in female mortality rates is found in poorer households and so the results for postneonatal mortality do not support the 'substitution hypothesis'. Although parents in poorer households do not get to choose the sex of the child in the latest decade, girls that are born in the most recent decade (T 2 ) are more likely to survive the postneonatal period than those born in the baseline decade (T 0 ). This suggests that these gap reductions are not attributable to sex selection but are likely driven by other factors such as reductions in family size in these poorer households (details are discussed in the next section). On the other hand, richer households are not resource constrained and so parents did not have the need to deny girls proper care and nutrition if they were born.
The previous study by Shepherd (2008) found no effect of sex selection on postneonatal mortality. However, her study did not consider the urban-rural sample split neither are her results disaggregated by wealth quintiles.
Gender differentials in breastfeeding
Mothers perceive breastfeeding to be an important health investment into their children since it can provide immunity against diseases. Limiting postnatal fertility is another reason why mothers might nurse infants for a longer period of time (Jayachandran and Kuziemko 2009 ). Thus, if mothers prefer to invest more in male children or are more likely to stop having children after the birth of a boy, then a gender gap in the duration of breastfeeding would be observed.
Summary statistics from Table 3 shows that males are breastfed for a longer time than females. Although this gender differential is persistent in urban and rural households, infants of either gender are breastfed for a longer time in rural areas when compared to urban areas.
Regression results of equation (3) are presented in Table 8 and Table 9 . There is no clear evidence of existence of a gender gap in duration of breastfeeding or change in this gap over time among households in the first three wealth quintiles in urban areas.
For wealth quintiles four and five in birth orders three and higher, the coefficient on (male ist × T 1 ) is positive indicating that males were breastfed longer than females. But this male-female gap disappears in period T 2 . For the first birth in these quintiles, no evidence of a gender gap is found in either time period. Since a narrowing of the gender differential is observed in higher birth orders and higher wealth quintiles, where sex selection is most likely to take place, the results from these urban households support the 'substitution hypothesis'.
In rural households, however, a widening of the gender gap is observed from period T 1 to T 2 in the first three wealth quintiles. In the upper two wealth quintiles, this gap either stays the same or becomes smaller.
Out of the two mentioned reasons for increased duration of breastfeeding, the family size control motive (the need to stop having children after a boy) would be particularly important for women in poorer rural households since access to modern contraceptive methods is limited. On the other hand, mothers in urban households and richer rural households have access and knowledge of modern contraceptive methods so that the investment motive of breastfeeding is more important. Since gender differentials are reduced in richer urban households where breastfeeding is considered a health investment, only those results support the 'substitution hypothesis'.
14
The analysis above includes children who were being breastfed at the time of the survey. It might be problematic to include these observations since the nursing period does not reflect the mother's preferences regarding breastfeeding duration. Therefore, I
repeat the same exercise by excluding these children. This does not change any of the broad patterns reported above; however, the results are weaker due to big reductions in sample size (results are available from the author).
Gender differentials in vaccination status
From the summary statistics on vaccination coverage (Table 3) , three patterns are evident.
First, in both time periods, vaccination coverage is much higher for children in urban areas than in rural areas. This is not unexpected since urban areas have greater access to modern medical facilities. Second, although vaccination rates in urban areas remain virtually unchanged across the two decades, these rates have increased for both males and females in rural areas. Lastly, a gender gap is evident in vaccination coverage for children in rural households in both time periods but no such gap is evident in urban households.
Regression results of equation (3) are presented in Table 10 and Table 11 . There is no clear evidence of a gender gap or variation in this gap over time in the first four wealth quintiles in urban households. In the fifth quintile too, this pattern continues except in the third birth order where a lowering of the gender gap is observed. The absence of results suggests that vaccination is not being used as a means to differentiate investment between male and female children in urban areas.
For rural households, on the other hand, there emerge mixed patterns in the movement of gender differentials in the vaccination status of children. This is true even in the fourth and fifth wealth quintiles, where sex selection is most likely. Therefore, no conclusive evidence in favor of the 'substitution hypothesis' can be found from these results.
Shepherd (2008), however, found evidence that sex selection leads to an increase in the gender bias in vaccination rates of children (in the same age group). But, her study uses only the first two rounds of the NFHS and does not separate households by urban-rural location or wealth quintile.
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Oster (2009a) uses a theoretical framework to show that at low levels of access to health services there is gender equality but as access increases, investments in boys (who are valued more) rise relative to that of girls. With further increases in access, however, investment in girls catches up restoring gender equality again. From the summary statistics, it is apparent that urban areas already have high rates of immunization coverage, so the absence of gender effects is not surprising. However, since rural areas are in the 'transition' phase with access to medical facilities gradually increasing (which reduces the cost of health investments), parents may still be in the process of adjusting their investments in children which could explain the mixed evidence in gender gap in vaccination rates.
6 Robustness and discussion of results
Subsample of northern states
Previous literature has documented substantial regional variation in the use of sexselective abortions. In particular, the sex ratios in some states in northern India have been found to be highly skewed. Therefore, it might be useful to test the 'substitution hypothesis' in these states and check the trends in gender differentials in childhood health investments. Therefore, the entire analysis is repeated by limiting observations to four northern states: Punjab, Haryana, Gujarat and Rajasthan. The substitution results on postneonatal mortality and breastfeeding are preserved and therefore are robust to this subsample (results available from the author). 
Recall error
The NFHS asks about the birth histories of women based on recall. While reporting these birth histories, women are likely to omit children who have died. Where son preference is strong, female mortality will be higher than male mortality. Higher female mortality coupled with the tendency of women to not report children who have died would lead to an underenumeration of females. This bias is intensified with the length of recall which means that T 0 (1976 − 1985) would be the most affected time period. In spite of this bias, I find an increase in the proportion of male births in T 2 and a lower male mortality in T 0 which disappears in T 2 indicating that the absence or reduction of this bias will work to strengthen the results found in this paper.
Fertility and Preferences
Results from the previous section indicate weak (or absence of) substitution effects between pre and postnatal gender discrimination in households most likely to practice sex selection. One reason could be that the households who are practicing sex selection were not likely to postnatally discriminate between girls and boys in the first place because they are wealthy enough and hence do not face monetary constraints on investments in children.
Starting from a situation of excess female mortality, there appear to be big reductions in female mortality rates among rural households in the lower wealth quintiles. This improvement in female infant survival rates could be attributed to falling fertility levels in these households. Figure 1 presents evidence that in rural households in the lowest three wealth quintiles, the mean ideal number of children reported by all women and the mean actual number of children reported by women with completed birth histories has reduced in each successive survey wave. When fertility was higher, monetary resources in these households were constrained enough so that parents had to concentrate the bulk of these investments in children of the preferred gender (male). Over time, as the number of children decreases, the constraint gets relaxed so that investments in girls increase.
Das Gupta and Bhat (1997) explain that falling fertility levels could increase postnatal gender bias if parents discriminate more at each parity to achieve their desired sex composition of children within their target family size. This explanation holds true when the number of children a couple targets declines at a faster rate than their target number of sons. Figure 2 presents evidence that the ideal number of boys reported by all women in rural households in the first three wealth quintiles has fallen in each successive survey wave. Calculations on percentage changes in the ideal number of boys (from Figure 2) and the ideal number of children (from Figure 1) prove that the target number of sons has actually declined at a faster rate than the target number of children. Thus the results from this paper are consistent with a story of falling fertility levels coupled with a decline in son preference in the poorer rural households. A formal test of this hypothesis is, however, beyond the scope of this paper.
Sex-selective abortion has provided parents a guaranteed means to avoid female births and the increasing diffusion of this practice in the recent past is confirmed by the growing imbalance in sex ratios. This paper tests if relative investments between boys and girls have changed within demographic groups mostly likely to practice sex selection. There is no evidence that richer households who are the most likely to currently practice sex selection had been denying girls important health investments when prenatal tests were not available. Poorer households, on the other hand, faced significant monetary constraints when their family sizes were large and so had to channel their resources away from girls, thereby practicing postnatal gender discrimination. As family sizes became smaller, there was a relaxing of the resource constraint and consequently investments in girls picked up.
Thus the reason why substitutability between pre and postnatal gender discrimination appears to be low is that they have been practiced by different socioeconomic groups.
Therefore, these results highlight the importance of disaggregating households by location and wealth status. Additionally, the analysis from this paper also dissipates the concern with the 'substitution hypothesis' that a stricter ban on sex selection would cause households to revert back to discriminating against girls by denying them proper care and nutrition. (1) (2) (3) Note: Dependent variable is the duration (in months) for which a child is breastfed. Robust standard errors clustered at the primary sampling unit level are reported in parentheses. *** p< 0.01, ** p< 0.05, * p< 0.1. Note: Dependent variable is the duration (in months) for which a child is breastfed. Robust standard errors clustered at the primary sampling unit level are reported in parentheses. *** p< 0.01, ** p< 0.05, * p< 0.1. Note: Dependent variable is whether a child is fully vaccinated (= 1) or not (= 0). Robust standard errors clustered at the primary sampling unit level are reported in parentheses. *** p< 0.01, ** p< 0.05, * p< 0.1. 
