This paper presents a detailed characterization of the trajectory of a single housefly with free range of a square cage. The trajectory of the fly was recorded and transformed into a time series, which was fully analyzed using the autoregression model. A main discovery was that the fly switched styles of motion from a low dimensional regular pattern to a higher dimensional disordered pattern.
Introduction
Biological autonomy is one way to characterize life forms. It is the autonomous dynamics of a living system that show different behaviors in the same context, or the same behaviors in a different context. Quantitatively, a creature's spontaneous movement is worth studying as a primary index for biological autonomy. Creatures much simpler than the vertebrates, such as flies or even unicellular animals such as bacteria can show an internally generated behavior, which the most complex man-made robots fail to show. We thus designate the common fly as a test animal to investigate its spontaneous motion. An advantage of studying a fly's behavior is that a fly responds to the information of its environment by changing navigational patterns.
Their responses are not simply reactive, for they behave differently even in the same context. If * Previously, Graduate School of Arts and Science, University of Tokyo.
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a fly's motion is simply random or always driven by the environmental context, we do not call it autonomous. We define and study autonomous motion as an interplay between internal and external dynamics, which was recently proposed as an embodied chaotic itinerancy (ECI). 3 Of course, we cannot directly see this interplay, but here we assume that the interplay of dynamics can be quantified by the navigational trails of a fly. In particular, switching navigational modes during foraging is what ECI considers to be a candidate of autonomous motion. Therefore, the characterization of the switching behavior is the main purpose of this paper.
Until recently, such spontaneous movements as a fly's exploratory movements have not been studied quantitatively, but one of the first serious observations was provided by Murdie and Hassell 8 in 1973. They analyzed the parent changes of the fly's walking between pre-and post-feeding phases by decomposing the fly's temporal motion into the angle turned and the distance (e.g. forwarding) components. Before feeding, there is considerable variation in both the angle turned and the distance movement. After feeding, there is a sharp increase in the mean angle turned and a sharp decrease in the distance moved. They also demonstrate that a fly's biased motion increases the probability of discovery of food sites.
We use an autoregression model (AR model) 2, 10 for the first time to analyze the trajectory data. The AR model shows us different aspects of the time series patterns from the previous studies, 6, 8 where their method is often called descriptive statistics. Although the AR model is one of the simplest models that examines time structure, it is effective in classifying the dynamics, as we show in this paper. In our analysis of a local stationary AR model, we found that the distance movement took a stationary distribution, which is rather inconsistent with Murdle and Hassell's results. We assume that the difference comes from the definition of "stationary" in our experiment. Our definition is appropriate if we regard a fly as an autonomous agent, so that when a fly changes its behavioral pattern, it must be correlated with the intrinsic value system. Also, by analyzing the difference between the fly's navigational and random walk, which has been discussed in terms of the foraging efficiency, 1, 4, 9, 11, 14 we will also characterize the fly's motion as an anomalous diffusion process.
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2. Method
Experiment
We used a common housefly and a personal computer to record the trajectory of its walking in an acryl cage by digital video camera. Figure 1 shows the whole picture of our system. To begin, a fly is put in the acryl cage whose size is 47 cm square and 2.5 cm deep. From the cage above, the digital video camera takes a picture of the whole layout. Then, the place of the fly in the picture is transformed into a two-dimensional time series (on x, y coordinate) using a personal computer.
Small droplets of sugar solution (4 % source, 2 ml) were distributed on the floor of the cage.
We also performed some experiments under the no-sugar solution condition for comparison. Figure 2 shows a trajectory of a fly for about 7 minutes.
Local stationary AR model
We use a local stationary AutoRegressive (AR) model to analyze the time series, which is computed by the following procedures. Let us denote the value of time series at time t, t − 1, t − 2, ... by x t , x t−1 , x t−2 .... Also let z t , z t−1 , z t−2 , ... be the deviations from the mean value of the time series µ, i.e. z t = x t − µ. Then, the mth order AR model is defined as follows.
where w t is the Gaussian white noise whose variance is σ 2 . A standard Akaike Information Criteria (AIC) is used to decide the effective AR coefficients a 1 , a 2 , ..., a m , and the variance (σ 2 ) of this model. 10 Next, a local stationary AR model is constructed by the recursive procedures as follows.
Step 1) Divide the time series into the well-defined small intervals which have the same segmental length L, and suppose the AR model is stationary in each interval.
Step 2) Using the AIC, we decide the AR coefficient and the variance in the first and second intervals and name these AIC values as AIC 1 and AIC 2 , respectively. (See Fig. 3 .)
Step 3) Third, we make the united interval from the two successive intervals, taking the starting point of the first interval as the starting point of the united one and the ending
point of the second interval as the ending point of the united one. We decide the AR coefficient and the variance for this interval in the same way as before, and name this AIC value as AIC 12 . If the inequality AIC 1 + AIC 2 < AIC 12 holds, then we assume the two intervals are driven by the different AR model and, otherwise, the two intervals are driven by the same AR model. In the former case, we think two intervals are separated segments, which means the walking pattern was changed between the two intervals. And, in the latter case, the two intervals are treated as one segment, which means the walking pattern was the same in the two intervals.
Step 4) For the next step, we rename the intervals as follows. When the inequality AIC 1 + AIC 2 < AIC 12 holds, we regard the second interval as a first interval and the third interval as a second interval, and repeat the same procedure as before. When the inequality is invalid, we regard the united interval as a first interval, and the third interval as a second interval and repeat the same steps. We repeat the same procedure until all the data set is visited.
If we find a united interval, we conclude the process is stationary in the interval. We only use the smallest size of a segment L as 100 in this paper. Practically, the length L needs to be as long as a square of the dimension of AR coefficients. Consequently, L = 100 is a sufficient length in this study.
Spectrum
We should be careful about applying the AR model. Even if the time series is separated by the different local AR models, we should not presume that the strategy of the fly's walk is changed at that separated point. The walk may be caused by the nonstationary or nonlinear effects of the fly's walk itself. So, we continue to use an AR spectrum that inversely generates the time series to compute the power spectrum of the reconstructed time series.
By generating the AR model such as,
we then compute its power spectrum as follows.
Where E[xy] is the temporal average of two variables x and y.
Analysis
We decompose the motion behavior into velocity v i and angular element θ i components.
Before applying the local stationary AR model, we define a velocity and angular difference such as z i = x i − x i−1 for the target data set. Figure 4 shows the time series of the velocity's difference (a) and the angular difference (b), which we will analyze practically in this paper.
Deviation from the Brownian Motion
In order to characterize the difference between a fly's foraging motion and the Brownian motion (which is assumed as a random process), we study the two point correlations of the fly's navigational trajectory. A particular interest is the order in a fly's behavioral pattern which is quantified as an anomalous diffusion. Anomalous diffusion is observed in many kinds of exploratory behavior of organisms. 9, 14 Here, we examine the diffusive speed of the fly's walk as
If the α is less than zero, it implies an anomalous diffusion. α = 0 implies the Gaussian random walk.
The Levy flight might be the simplest explanation for this behavior. However, the appearance of the trajectory is different from the simulated Levy flight. The fly's exploratory pattern is relatively smooth, whereas the Lévy walks studied in [9, 14] are a combination of straight lines. We will show that the fly's walk can be decomposed into several walking patterns, which is classified by the AR model in this paper. Since it is possible to make an anomalous diffusion form the combination of other walking styles, 11 anomalous diffusion is what we expect here.
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Results
A trajectory in Fig. 2 is recorded for about 7 minutes and the minimum time span of the data is set at 0.2 seconds. The density of the line of the trajectory is higher at some region and lower at the other. There are some droplets of sugar solution around the coordinate (440, 380) where the lines are crowded.
A fly in the cage reaches a sugar solution by walk, then sucks the solution, and finally leaves.
After a fly leaves the solution (from 171 steps to 570 steps), it walks around the solution for about one minute, where the line becomes crowded ( Fig. 5 (a) ). Also, it seems that the fly's walking pattern becomes circular, almost as if it has a virtual center. We assume that this biased motion is caused by memory capability of a fly, and also that it should be consistent with the anomalous diffusion discussed later. In the interval from 171 to 670, the AR order is higher, and this fact corresponds to the fact that the fly's walk in the interval from 171 to 470 seems to wind around the sugar solution it found (see Fig.5 (a) ). In the interval from 671 to 1170, and from 1271 to 1370, the AR order becomes lower and the elements of the longer period are higher in its spectrum, as
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we will mention later, and this fact corresponds to the fact that the fly's walk is becoming smoother (see Fig. 5(b) ). In the case of the interval from 371 to 670, though the AR orders for the angular differences are high, the trajectory of the interval is smooth to some extent, so we have to consider the effect not only of the angular difference, but also of the velocity's difference.
If the local AR model shows that the two time series are different from each other, this might be the result of the non-stationarity or non-linearity of the time series, as we mentioned before in section 2.3. Therefore, we should carefully estimate the point where the fly's walking style changes, using the AR spectrum. Figure 6 shows the spectrum of the velocity's difference, and we show the corresponding intervals at the top of each figure. It is hard to find out the same regularity or rule in these figures. We hypothesize that the figures of (371-470), (571-670), and (671-770) have similar spectrum patterns, which suggest the same walking style of motion in those regions.
From the same discussion, we regard the intervals of (871-1070) and (1171-1270) as belonging to the same style of motion. fly walks around food, so that the line is crowded and zigzagged. After the fly left from the feeding area, the line gets smoother. In case of Fig. 8 (b) with a no-sugar condition, the line becomes smoother and more spread-out as in the case of Fig. 5 (b) . Figure 9 shows log-log plots for the eq. (2) and it shows that the points well fit from the time interval 0.4 sec to 8 sec. We have the exponent α = −0.47 by using these data points.
This result shows that the fly's walk is indeed an anomalous diffusion.
In this experiment, a fly was caged in a box, so that the anomalous diffusion is held only in the limited range. 5, 11 We were able to verify that the fly's walk is characterized by anomalous diffusion in the range from mille-meters to centimeters. This diffusion is at the upper limit of the range at which we can verify diffusion in this experiment. This limit can be improved if we use a bigger cage, but we have to take into account a fly's ability to fly.
Concluding remarks
We found that the velocity and angular elements synchronously change concerning the AR dimension, but sometimes they change asynchronously. Based on our observation, a fly has a control system of walking movement as follows. There exist two main choices of navigational patterns: one for changing the velocity, and the other for changing the angular element. There seems to exist several channels for each choice, and a fly chooses one channel for each choice, which we can observe from the data set. Those channels are not prepared as a fixed pattern, but can be dynamically varied as a model simulates. 3 We assume the time series of the fly's walk to be the local stationary time series, but we should carefully examine the nonstationary or nonlinear aspect of the time series. To solve the problem of the nonstationarity or nonlinearity of the fly's walk, we should use a totally different analysis, which will be left for future studies. It is true that a fly does not undertake long walks, rather stopping frequently and sometimes stop-walking and flying. These characteristics are complicating factors in this experiment. It seems that a fly undertakes flight when it cannot find anything interesting after a certain period of time. A big discrepancy found at about 500 steps in Fig. 4 (a) is caused by this reason. After flying, the fly changes its walking style if we compare it with the previous style. (But, it is not detected clearly yet.)
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We only used the local stationary AR model for the fixed intervals, that is L = 100. But, the time series of a fly's walk does not change regularly at those points. One solution is to use the variable interval method, which requires an appreciable amount of CPU time. Thus, in order to compromise, we used only the local stationary AR method with the fixed length.
It is interesting to see the anomalous diffusion process in the experiment. The simplest explanation may be to assume random walking with a memory effect. But, we also interpret this behavior as a product of inter-play between the internal dynamics and the externally driven dynamics, which is theoretically studied as "embodied chaotic itinerancy (ECI)". 
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