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Organic materials are of great interest for use as low cost electronic and
optoelectronic devices. However, the performance of organic solar cells is inferior to the
performance of inorganic solar cells. There are many factors that affect the quality of the
organic solar cells performance including; the absorption-spectrum bandwidth of organic
materials is narrower than the solar spectrum, and when sunlight is absorbed a strongly
bond electron and hole pair (exciton) is produced. The exciton forms due to the low
dielectric constant and the large effective masses.
The aim of this research is to improve the performance of these organic solar
cells. In the first part of this work, we try to expand the absorption-spectrum bandwidth
for the organic materials in the visible spectrum region by varying the band gap.
Different sizes of copper phthalocyanine (CuPc) nanoparticles were synthesized to study
a shift in the absorption energy as the particles become smaller. In the second part, we try
to directly generate free electrons and holes by using organic semiconductor materials
with high dielectric constants. Copper phthalocyanine oligomer, which has a high
dielectric constant, was used as an active layer (donor) in the organic solar cells to allow
the exciton to break.

The results show that copper phthalocyanine (CuPc) nanoparticles did not achieve
a large shift in the peak positions of the visible spectrum; however, this technique might
work for other organic materials. Organic solar cells containing a layer of copper
phthalocyanine oligomer show improvement in the lifetime and stability.
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CHAPTER I
INTRODUCTION TO ORGANIC SEMICONDUCTORS
1.1 History
Since the discovery of the transistor in the last century, inorganic semiconductors
such as Silicon (Si) or Germanium (Ge), have been the most powerful materials in
electronics technology and have taken over the role from existing materials that were
used in vacuum tubes. During the late 20th century, and after developing and
understanding new materials known as organic semiconductors. A new electronics
technology has become promising for new applications, such as flexible light sources and
displays, low-cost printed integrated circuits or plastic solar cells. Organic
semiconductors are not new. The first study was in 1862 by Henry Letheby, when he
obtained a partly conductive material by anodic oxidation of aniline in sulfuric acid,
which was most likely polyaniline [1].
Several new results were obtained between 1949 and 1954. One of them was the
determination of the charge-transfer for polycyclic aromatic salts, which formed as a
semiconductor with halogens in the 1950s. In 1954, it was discovered that organic
compounds could carry current, when 0.12 S/cm conductivity for Perylene-iodine
complex was reported [2]. Later on, in the 1960s, electroluminescence was discovered,
followed by intense investigation on molecular crystals by many researchers. These
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investigations established the basic processes of optical excitation and charge carrier
transport [3,4].
The most significant discovery in the 20 th century in the field of organic
semiconductors was in the early 1970s, when Shirakawa reported high conductivity for
the films of polyacetylene. Polyacetylene was prepared by Natta in 1958 by polymerizing
acetylene in hexane; the resulting material was highly crystalline. Shirakawa adapted the
idea that this polymerization could be affected at the surface of a concentrated solution of
the catalyst system.

1.2 Introduction

Who could imagine that one day we will consider the properties of plastic as
electrical conductors? Organic semiconductors are organic materials with semiconductor
properties, which consist of a collection of organic molecules bound by weak Van-DerWaals forces. Organic semiconductors consist of two major classes: low molecular
weight materials that contain a small number of carbon atoms and conjugated polymer
molecules that contain thousands of carbon atoms, as shown in Figure 1.1. The most
important difference between the two classes of organic semiconductor materials is that
the low molecular weight can be prepared as thin films and single crystals from the gas
phase by sublimation or evaporation, and conjugated polymer can only be processed from
solution by spin-coating or printing techniques.

2

C»H|
•"i*

Figure 1.1. a) small organic molecules, b) conjugated polymer molecule.
One of the simplest conjugated organic materials is ethylene, composed of two
carbon and four hydrogen atoms. The ground state of a carbon atom is in the Is2 2s2 2p2
configuration. In ethylene, the s and p orbitals of each carbon atom form three identical
sp2 orbitals, and one p z orbital, which is perpendicular to the plane spanned by the sp2
orbitals [5, 6]. The six sp2 orbitals will form five a-bonds, four C-H bonds and one C-C.
The two remaining p z orbitals overlap and form a loose 7i-bond between two carbon
atoms in addition to the C -C o-bond, as shown in Figure 1.2.

H

H
sp2

sp2

sp 2

sp 2

H

H

Figure 1.2. Scheme of five sp (a-bond) and two pZ(7t-bond) orbitals of carbon atoms.
3

Almost all organic materials are insulators; however, when these molecules
contain a loose rc-bond generated by the overlap of the pz, it leads to derealization of the
charges that are responsible for electrical conduction. The two delocalized energy bonds,
7t bond and anti-bond n* orbitals, are referred to as highest occupied molecular orbital in
the valence band (HOMO) and lowest unoccupied molecular orbital in the conduction
band (LUMO), respectively, as shown in Figure 1.3. They are separated by an energy
gap typically between one and three eV, leading to light absorption or emission in the
visible spectral range. The gap between the valence band (HOMO) and conduction band
(LUMO) states in these p-systems becomes smaller with increasing derealization.

TT

0)

c

sp2

TT

4-

LU

4

Figure 1.3. The two delocalized energy bonds, n bond and anti-bond %*
. The valence band in conjugated polymer molecules, when it is full of electrons
causes low conductivity in their pure state. In addition, the conduction band's energy
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levels are too high to be occupied, which prevent current flow. Making impurity atoms
(doping) by adding extra electrons, into the conduction band or removing electrons from
the valence band to create holes will increase the conductivity in conjugated polymers. In
either case, current can flow easily, either by conduction electrons traveling along in the
almost empty conduction band or by holes traveling through the valence band [7, 8].

1.3 Basic Properties

The system in conventional semiconductor materials is different from organic
semiconductor materials. Conventional semiconducting materials join together by strong
intermolecular covalent bonds, which is one of the features responsible for the
semiconducting properties. On the other hand, organic semiconductor materials have
weaker intermolecular bonds because of weak Van-Der-Waals forces. The consequences
of this difference can be observed in mechanical and thermodynamic properties of
materials, like reduced hardness and lower melting point. It has direct implications for
optical properties and charge carrier transport. In addition, the organic semiconducting
materials do not generate free charge carriers automatically, but rather generate electronhole pairs (exciton) first [9].

1.3.1 Optical Properties

Optical properties are important because they provide productive means for
identifying materials and are responsible for some of the properties of these materials.
The new phenomena and important consequences for the photo-physics of organic
semiconductor materials that are packed in a solid, and the interaction between molecules
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and the absorption spectrum are similar to isolated molecules, except that the electronic
and vibrational transitions occur at longer wavelengths. The cause of these optical
properties is the weak Van-Der-Waals forces that hold organic molecules together [10].
Talking about optical properties of organic semiconductors allows us to introduce
the bandwidth, how the electronic bandwidth is narrow, and the consequences behind this
narrow bandwidth in organic semiconductors. First, the absorption-spectrum bandwidth
is narrower than in conventional inorganic semiconductors [11]. Therefore, one
disadvantage of a single organic material is that it can be photoactive and observed only
in a narrow range of the visible spectrum region One of the advantages for organic
semiconductor materials is that, the high absorption coefficient in the visible region range
of the electromagnetic spectrum, because this high absorption coefficient means that only
a thin film is required to absorb most incident light, an attractive characteristic for
applications because less material is required to make them[l 1, 12].
When light is absorbed in organic semiconductor materials, an electron absorbs a
photon of energy E = hv and is promoted from the occupied orbital (HOMO) in the
valence band to exciton states below the unoccupied orbital (LUMO) in the conduction
band. A hole is left behind, resulting from the missing electron in the valence band. This
electron and this hole bind together by Coulomb force and generate an exciton [13] as
shown in Figure 1.4.
There must be a driving force to separate the bound electrons and holes. In
inorganic semiconductors, the bond is less than the thermal energy kT. Therefore, no
additional driving force is required to generate the separation. The existence of excitons
is the main difference between light absorption in organic and inorganic semiconductors.
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The reasons behind this exciton generation in organic semiconductors materials are the
low dielectric constant and the larger effective [14]. The decay process of an exciton is
similar to photoluminescence through recombination of an electron-hole pair, and the
exciton's lifetime is often similar to the fluorescence lifetime [14].

Exciton
States
•g

Figure 1.4. An electron is promoted to the LUMO leaving a hole behind in the HOMO to
form an exciton.
1.3.2 Charge Carrier Transport
Transporting electrons or holes in organic semiconductor materials brings to mind
the concept of ionized molecular states. Therefore, the charge transport in organic
semiconductors depends on the rc-bond orbital and the interaction between neighboring
molecules [15, 16]. By adding an electron to the molecule, a negative charge will appear.
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Alternatively, a positive charge will appear in the molecule in the case of a hole or
removed electron. The surrounding charged molecule (ion) in organic semiconductors
will interact with it. Consequently, positive ions will be attracted to a negative charge
carrier and the opposite charge ions act the same. The ions then can adjust their positions
to reach an equilibrium configuration and the neighboring molecules will react similarly.
This will generate a polaron [17]. The energy of an electron in a polaron state is a slightly
lower energy level than the LUMO level of the molecule. Likewise, the energy of a hole
in a polaron state is a slightly higher energy level than the HOMO level.
The charge transport in organic semiconductors also depends on the ability to
move a localized charge from a molecule to a neighboring molecule and not be trapped or
scattered. This charge transport process is commonly known as hopping transport and it
depends on the energy gap between HOMO and LUMO levels. Therefore, the carrier
mobility depends on and can be affected by many factors, such as temperature, electric
field, charge-carrier density, and molecular weight. A study has shown that the impact of
these properties on response to increasing temperature, which leads to an increase of the
mobility, and to increasing electric field, which also increases mobility [18].
However, the organic materials contain traps. Electrons and holes can be captured
by traps, which lead to decreased carrier mobility. These traps can be impurities included
in the organic semiconductor materials, defects in a crystalline lattice, grain boundaries in
polycrystalline samples, disorder in amorphous samples, and the interaction of two
polarons [19].
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CHAPTER II
INTRODUCTION TO NANOPARTICLES
2.1 History

While the world of nanotechnology is relatively new, however, structures with
nanometer dimensions are not. It is not known when human beings first synthesized at
the nano size, however in the fourth century A.D.; a cup was made from soda lime glass
containing Silver and Gold nanoparticles. Later on, this cup was known as the Lycurgus
cup. Due to the metals nanoparticles in the glass, the color of the cup varied from green
to a deep red, when a light source was placed inside the cup [20]. In 1857, Michael
Faraday was the first to discover and report how the optical properties of metal (Gold)
particles are different from those of bulk metals. This report was considered to be the
birth of nanotechnology, and the absorption the effects of quantum size. However, he did
not explain why the changing of the size of the particles varied the color. In 1908, Gustav
Mie was the first to explain this phenomenon, when the sharp absorption bands depend
on the particle size. The change in color is a consequence of increasing the size of the
nanoparticles [20]. A lecture entitled "There's Plenty of Room at the Bottom" was
presented by physicist Richard Feynman on December 29, 1959 [20]. In this lecture,
Feynman considered the possibility of nano size materials composed of individual atoms
to make new small structures with different properties. He also considered building
circuits on the scale of nanometers that can be used as elements in powerful computers.
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There were other researchers and scientists during that time, who had ideas on nano scale
electronics, and realized the importance of quantum mechanics in devices with small
scales. In the early 1970's, a groups at Bell Laboratories and IBM fabricated the first
two-dimensional quantum wells (thin film) [20, 21]. However, around the 1980s, a
remarkable increase in research and a number of significant developments resulted in
production of appropriate methods for fabrication of nanostructures. Some of these
remarkable developments include; making metal clusters using a high-powered focused
laser to vaporize metals into hot plasma, reporting the first observation of quantum
confinement [20, 21]. The invention of the scanning tunneling microscope (STM) and the
atomic force microscope (AFM), observation of steps in the current-voltage curves of
small point contacts, and the making a single-electron transistor and observing the
Coulomb blockade facilitated verification of nano effects [20, 21]. The National Science
Foundations and other government agencies were commissioned, and have continued to
lead, and assess the current world in the research and development of nanotechnology.

2.2 Properties of Nanoparticles
Nanotechnology is a term that refers to the area of science and engineering, where
researchers are designing and producing, devices and systems that their properties are
controlled by a group of atoms and molecules. The "nano" in nanotechnology comes
from the Greek word 'nanos' that means dwarf. Scientists use this prefix to indicate 10"
(billionth), which are known in the term of nanoparticles. The definition of nanoparticle
is an aggregate of atoms bonded together in one or more dimensions with a radius
between 1 and 100 nanometers [22]. These nanoparticles consist of less than 106 atoms,
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which make them larger than individual atoms and molecules: however, they are smaller
than bulk materials, which make them a bridge between bulk materials and atoms or
molecules [22, 23]. The materials exhibit unexpected properties when they are formed in
nanometers size. Therefore, the physical and chemical properties of nanoparticles are
different than for bulk materials, and they are described by quantum mechanics. The
shape, size, surface characteristics and inner structure are important parameters of
nanoparticles. Nanoparticles can be assembled as aerosols (solids or liquids in air),
suspensions (solids in liquids) or as emulsions (liquids in liquids). Nanoparticles have
different ways of interacting with each other. They can remain free or group together
depending on the attractive or repulsive interaction forces between them [24].
There are several major phenomena responsible for these differences. The first
essential phenomenon is the increase in surface area to volume ratio. As the size of a
crystal is reduced, the number of atoms at the surface is larger compared to the number of
atoms in the crystal itself relative to the macroscopic crystal. This causes them to be more
reactive to certain neighboring molecules. The bulk material properties are usually
determined by the molecular structure, however, in nanoparticles, this molecular structure
is dominated by the structure of the surface [25]. The second phenomenon is that physical
properties of materials depend on and are characterized by the critical lengths. For
example, the travel distances of electrons between the collisions with atomic vibration of
the solid determine the electrical conductivity of metal; this distance is called the
scattering length. As a result, if the size of the nanoparticles is smaller than the critical
lengths, physical and chemical properties can be different [20]. The final phenomenon
that occurs in metals and semiconductors is called size quantization. Because of the
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confinement of the charge carriers in nanoparticles, the edge of the valance and
conduction bands split into discrete and are quantized into electronic levels. These
electronic levels are similar to those found in atoms and molecules [25].

2.2.1 Band Gap
A band gap, or an energy gap is an energy range where no electron states can
exist (forbidden state). The band theory of materials explains the difference between
conductors, insulators and semiconductors. The band gap is the energy difference
(usually in electron volts (eV) between the highest point of the valence band, which is
called the valence band edge, and the lowest point of the conduction band, which is
called the conduction band edge. This energy is equivalent to the energy required to free
an electron from its orbit to become a charge carrier.
In conductors like metals, the valence band and the conduction band overlap so
they do not have a band gap. In insulators, the valence and conduction bands are
separated by a large gap. In semiconductors, these two bands are separated by a small
gap; therefore, when electrons can gain energy and are excited from the valence band to
the conduction band energy by absorbing either a phonon (thermal) or a photon (optical)
as shown in Figure 2.1 [26].
In semiconductors, there are two types of band gaps: a direct band gap and an
indirect band gap, which both types depend on the wave vectors (k-vector). When the
highest point of the valence band and lowest point of the conduction band have the same
k-vector in the Brillouin zone, a direct band occurs. In the case of an indirect band, where
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both photon and phonon are involved, the k-vector is different for the highest point of the
valence band and lowest point of the conduction band [27], as shown in Figure 2 2
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The electrical conductivity of semiconductor materials is strongly dependant on
the band gap. Both the electrons in the conduction band and the holes left in the valence
band are the only available carriers for conduction. Band gaps of semiconductors depend
on temperature, pressure, and size (quantum confinement effect). For example, the
energy band gap of semiconductors is most likely to decrease as the temperature is
increased. This behavior can be understood due as increase in temperature lead to
increase in the amplitude of the atomic vibrations, which leads to an increase in the
interatomic spacing. As a result of the increase in the interatomic spacing, the average
potential observed by the electrons decreases, which leads to a reduction in the energy of
the band gap. The relationship between band gap energy and temperature are shown in
equation (1).
Eg(T) = Eg(0)-^

2.1

Eg (0), a and /? are material constants. The electrical conductivity and carrier
concentrations are controlled by the ratio of the band gap to the temperature Eg / kgT,
where k% is Boltzmann's constant, and Tis temperature [28, 29].
In semiconductor bulk materials, the electrons have a range of energies. When
these energy levels are very close together, they can be described as a continuous. Due to
the continuous energy state, there is almost no energy difference between the levels,
including the energy gap, as shown in Figure 2.3-a. However, when the size of
semiconductor crystals approach nanoscale, the energy levels become discrete energy
states, which can be defined as a quantum dot Figure 2.3-b,c and d. Therefore, the band
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gap is size dependent and can produce a range of energies between the valence band and
conduction band. This result leads to useful and interesting properties.
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Figure 2.3. Densities of states of semiconductors as function of size (a) 3D bulk
semiconductor, (b) 2Dquantum well, (c) 1D quantum wire, (d) ODquantum dot.
2.2.2 Quantum Dots - Quantum Confinement

A quantum dot is a nanoparticle of semiconductor materials, where the concepts
of the band gap, the conduction and the valence band, and energy levels still apply, as in
the case of bulk materials. However, there is a major difference. When an electron leaves
the valence band and jumps to the conduction band, it needs to acquire energy equal to
the energy gap. This creates an electron hole pair (exciton) used to describe the physical
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picture. The average distance between the electron and the hole is called the exciton Bohr
radius. In bulk materials, the exciton Bohr radius is small compared to the semiconductor
crystal length, and electron energy levels can be treated as continuous. In a quantum dot
or nanoparticles, the exciton Bohr radius is on the same scale of the nanoparticles or
smaller; energy levels can be treated as discrete, so quantum confinement effects appear
in this case.
The ratio of the average crystallite radius of nanoparticles (R) and the effective
Bohr exciton radius (ae) is the key parameters necessary to determine the energy of the
lowest excited state. The most well known theory used to define the ratio and the
nanoparticles size, which influences the exciton energy, is called effective mass
approximation (EMA) [30, 31]. The EMA theory assumes infinite potential barriers at the
boundary and parabolic energy bands. The main energy terms are the electron hole
interaction energy (Coulomb term), and the electron hole confinement energy (kinetic
energy term). Three different energy regions can be identified as a function of the
average crystalline radius R of nanoparticles [30, 31].
(1) R > as, that is R > ae and R> ay,, where as = ae + ay,, where ae and ay, are the
electron and hole Bohr radii orbital respectively; This is the regime of weak
confinement and the dominant energy is the Coulomb term. The size of the
quantization of motion of the exciton occurs, which means the electron hole pair
is tread as a quasi particle. The lowest energy of the excited state E(R) as a
function of R is:

2MR2
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2.2

Eg is the band gap energy of the bulk semiconductor and M is the mass of the
exciton given by M= me + my, , where me and my, are the effective masses of the
electron and hole respectively.
(2) R < as, that is R < ae and R < ay,; This is the regime of strong confinement, and
the Coulomb energy term is small and can be treated as a perturbation. The
electrons and holes can be treated as confined independent particles. The exciton
is not formed and separate size quantization of the electron and hole is the
dominant factor. The lowest energy of the excited state E(R) as a function of R is:

Eg is the band gap energy of the bulk semiconductor and \i is the mass of the
exciton given by 1/ju = l/me + 1/my, , where me and my, are the effective masses
of the electron and hole respectively.
(3) ae > R > a^. This is the regime between weak and strong confinement. The
electron motion is now quantized and the hole interacts with it through the
*

Coulomb energy. In equation 2.3, ju can be replaced by me .
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CHAPTER HI
INTRODUCTION TO ORGANIC SEMICONDUCTOR SOLAR CELLS
3.1 A History of the Photovoltaic Cell
In 1839, Edmund Becquerel [25] discovered the photovoltaic (PV) effect, when a
voltage and current were produced from a sheet of platinum electrodes immersed in
electrolytes. The sheet was covered with a thin layer of silver bromide or silver chloride
and connected to metal electrodes, and illuminated with white light [32]. Nearly forty
years later, the first solid photovoltaic device was discovered between 1873 and 1876 by
William Adams and Richard Day; they reported the photoconductivity of Selenium, when
placed between two metal electrodes [33, 34]. However, the first large area photovoltaic
device was prepared by Charles Fritts in 1883, when a layer of Selenium (semiconductor)
was pressed and coated by an extremely thin layer of gold [35]. The first commercial
inorganic solar cell with power conversion efficiency 6% of was created by Bell Labs
researchers Chapin, Fuller, and Pearson in 1954. This solar cell was based on Cadmium
Sulphide p-n junctions in single crystal silicon (Si), and had an estimated production cost
of US$200 per Watt [36]. Over the years, the silicon based solar cell has become the most
dominant type of solar cell with a power conversion efficiency that had reached 24 %
[37].
In the last century, many scientists have investigated the photoconductivity of
organic materials. The first photoconductivity of organic materials for nthracene was
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observed by Pochettino in 1906 [38] and Volmer in 1913 [39]. This discovery led to
increases in the research on photoconductivity of organic materials. In the early 1960s,
the photovoltaic effect was observed and semiconductor properties were discovered in
many dyes, such as methylene blue, and biological molecules such as carotenes,
chlorophylls and porphyrins [40, 41]. The first organic solar cell was based on a single
organic semiconductor, placed between two different metal electrodes. The power
conversion efficiencies were extremely poor, around 0.1%. A bi-layer heterojunction cell
was achieved by Tang in 1986 [42]. It was constructed from two organic semiconductor
layers, donor and accepter, placed between metal electrodes, with a power conversion
efficiency of 1.0%. Another exciting organic solar cell, known as bulk-heterojunction,
was reported by Heeger in 1995 [43].

It was constructed from a mixed solution

processed to form the active layer, resulting in the short diffusion length of excitons.
Today, more investigation has been conducted by scientists in the field of organic solar
cells. This work is interesting because these organic solar cells use inexpensive materials
and because of their high optical absorption coefficients in the visible region of the
spectrum. In recent years, the power conversion efficiencies of the organic photovoltaic
cells have been gradually increasing and they have become commercially available.
Recently the highest efficiency is about 6.5%, which was reported by Nelson [44].

3.2 Introduction

Today the world utilizes an average of 13 terawatts (TW) of power per year [45].
Most of this energy supply is derived from nonrenewable hydrocarbon energy sources
such as petroleum, coal or natural gas. As the global population continues to increase and
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the economies of developing countries continue to grow and improve, this amount is
likely to increase to 30 TW by 2050 [45]. This power is mainly provided by burning
fossil fuels, which harm our planet by putting carbon dioxide into the atmosphere,
causing an increase in global warming and by depletion of natural resources. Also, the oil
prices have been gradually increasing from $20 per barrel in the 1980s to more than $140
per barrel in recent years [46]. Therefore, one of the most important challenges facing the
world is finding clean renewable energies to provide the world with power. The interest
in renewable sources of energy is due to three main reasons; economic, national security,
and environmental risk.
The sun is the largest renewable energy source, which could potentially provides
every year over 120,000 TW of power to the Earth, more than humans currently consume
in an entire year [47, 48]. The sun is a renewable energy source that is carbon-neutral that
causes no environmental harm. Only a very small amount of power today is generated by
solar cells, covering 0.16% of the land on earth, due to cost effectiveness. According to
recent estimates, in 2100, solar energy will be the main and supply for power; more than
half of the electricity will be generated by photovoltaic (PV) technology [47, 48].
Currently inorganic solar cell based on silicon (Si) is the dominant technology.
The average efficiency of solar cells panels is approximately 10%, and the cost is $350
per m2. In other words, the cost of electricity produced in peak sunlight per panel is $3.50
per W. After adding the expenses which include the cost of installation, panel support,
wiring, and DC to AC converters, the price rises to approximately $6 per W. In most
parts of the United States, the average cost of the electricity generated is about $0.06 per
kW/hr. By comparison, the average cost of the electricity generated by solar panel of a
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life time approximately 30 years is $0.3 per kW/hr [48]. Therefore, the cost of electricity
from solar cells is approximately five times more than current sources. Solar energy
would be economically encouraging, if the costs of solar cells were reduced by a factor of
10, however the dicing and polishing of Si wafers will always be somewhat expensive.
The organic semiconducting materials are a good alternative new photovoltaic system
promise low cost and high efficiency for solar energy conversion.

3.3 Conventional Solar Cells
A solar cell is a device that generates electricity using the photovoltaic effect to
convert the energy of sunlight. The p-n junction is the most common model of
conventional solar cells. A p-n junction is created by bringing a layer of p-type
semiconductor material next to a layer of rc-type semiconductor material to generate an
interface between the two layers. The p-type doping in Si can be produced by replacing
some of the atom with a group III element, such as boron, to increase the density of
positive charge carriers (holes) in the crystalline lattice. On the other hand, the n-type
doping is produced by replacing some of the atom with a group V element, such as
phosphorous, to increase the density of negative charge carriers (electrons) in the
crystalline lattice as shown in Figure 3.1-a. The interface between two layers of
semiconductor materials allow holes in the p-type to diffuse to the «-type layers and
recombine with the extra electrons in the w-type, leaving behind a net negative charge on
the p-type layer. Meanwhile, the interface allows electrons in the n-type to diffuse to the
p-type layers and recombine with the extra holes in the p-type, leaving behind a net
positive charge on the n-type side. The area where the electrons and holes diffuse on the
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solar cells is called the depletion layer. This flow of charges causes the depletion layer to
generate a potential difference across the junction (Vpn) as shown in Figure 3.1-b. This
potential is about 0.3 volt in a germanium crystal, and about 0.7 volt in a silicon crystal,
however, this voltage can be varied depending on the concentration of the doping in both
types of junction.
When a photon in sunlight hits the solar cells, one of three actions can happen:
first, the photon can pass through the semiconductor, if the energy of the photon is too
low, second, the photon could reflect off the semiconductor surface, third, if the photon
energy is higher than the semiconductor band gap, the photon could be absorbed by the
semiconductor, since the action of the electrons exciting from the valence band to the
conduction band, create an electron hole pair. The potential difference across the junction
region swaps electrons from the p-type to the n-type layer, leaving holes, which are
trapped by the p-type layer. On the R-type layer, the situation is reversed. The holes are
swapped to the p-type layer and electrons are trapped by the «-type layer. The holes are
collected at the anode and the electrons are collected at the cathode. This will lead the
flow of the current to produce electricity by connecting a load across the photovoltaic cell
as shown in Figure 3.1-c [49, 50].
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Figure 3.1. a) semiconductor materials layers are brought together, b) holes and electrons
diffuse, c) electrons and holes swept by electric field.
Studies have classified the solar cells into three generations, which have already
made an impact on the solar industry:
First Generation
These solar cells consist of a large area that use a single junction device and
silicon wafers. The manufacturing production processes for the first generation cells are
extremely expensive; however, they are the most dominate solar cells in the solar
industry (89.6% of commercial production) due to their high efficiency 20 to 30 % [51].

Second Generation
These solar cells are much cheaper to produce than first generation cells but have
lower efficiencies below 20 %. The great advantage of this generation of solar cells is
using minimal materials, so they are known as thin-film solar cells. In addition, the
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manufacturing production processes are cheaper, such as vapor deposition, electroplating,
and use of Ultrasonic Nozzles, which are beneficial in reducing high temperature
processing, for example cadmium telluride (CdTe), copper indium gallium selenide
(CIGS) [52].

Third Generation
Some of these solar cells are still in the research phase and others are in the solar
industry. The goals of third generation solar cell studies are low cost manufacturing
production processes with high efficiencies in the range of 30-60%). The third generation
contains a wide range of possible solar cells including polymer (organic) cells, quantum
dot cells, tandem/multi-junction cells, hot-carrier cells, up down conversion technologies,
and solar thermal technologies such as thermo-photonics [53-56].

3.4 Organic Photovoltaic Cells

Organic photovoltaic (OPV) cells are part of the third generation solar cells. OPV
cells have been studied by many researchers, and they have become available in recent
years in the solar cells industry. Interest in organic solar cells has grown strongly, due to
their advantages over conventional solar cells. Many organic semiconductors have very
high optical absorption coefficients in the visible spectrum which make them promising
compounds for organic solar cells. The organic semiconductor materials can be prepared
through thermal evaporation, at low temperatures compared to inorganic semiconductor
materials. OPV cells have a low impact on the environment, low energy consumption at
fabrication because solubilizing groups of organic semiconductor materials allow for low
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cost fabrication techniques, such as coating and printing at room temperature, which make
it easy to attach to flexible materials [18].
The concept of organic solar cells is similar to conventional solar cells in the way
that when sunlight is absorbed, an electron-hole pair is created to generate power.
However, there are some fundamental differences in how the electron-hole pair is
created, how the charge is transported, and how the potential difference is produced.
The mechanism and structure of most OPV cells contains an anode, one or more
active layers, and a cathode. When sunlight is absorbed by an active layer electron-hole
pairs are generated. Conventional solar cells rely on the use of the n-type and p-type
doping solar cells, while organic solar cells employ much architecture, such as
homojunction, bilayer heterojunction, bulk heterojunction cells, as shown in Figure 3.2.
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Figure 3.2. Schematic diagram of different type of organic photovoltaic device
architectures a) homojunction, b) layered heterojunction, c) bulk heterojunction.
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3.4.1 Homojunction Cells

Homojunction cells consist of a single layer of organic semiconductor material
sandwiched between two different electrodes, anode and cathode, with different work
functions, a high work functions, such as indium tin oxide (ITO) and a low work function
metal such as Al, Ag, Ca or Mg. The difference in work function between the electrodes
provides an electric field that will be responsible for separating and breaking up excitons
that were generated in the organic active layer after the sunlight was absorbed. After the
excitons diffuse, and reach the interface between the active layer and the electrodes, the
positive electrode pulls electrons and negative electrode pulls holes, which generates a
current that can be used to do work. This type of solar cells did not give power
conversion efficiencies of more than 0.1 %>. The difference in work function between the
two electrodes causes this low efficiency, which rarely breaks up the excitons. Most of
the electrons-holes pairs will recombine rather than break up [54-56].

3.4.2 Bilayer Heterojunction Cells

Bilayer or Heterojunction cells contain two different active layers of organic
semiconductor materials, donor and acceptor, which are sandwiched between two
conductive electrodes, the anode and cathode. The electrostatic forces can be generated at
the interface between the two active layers, if these two layers of materials are chosen
properly to have sufficiently large differences in electron affinity and ionization energy.
The LUMO's offset band gap, at the interface between active organic semiconductors
layers, must be greater than the exciton binding energy. This offset band provides exciton
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dissociation and productions of electrons in the acceptor layer that have higher electron
affinity and holes in donor layers that have ionization potential. In organic materials,
exciton diffusion lengths are short, in the ranges of 10 nm. However, the thickness of
organic material layers has to be in a range of 100 nm to absorb sufficient light.
Therefore, few excitons will diffuse and most of them will recombine again [54-56].

3.4.3 Bulk Heterojunction Cells

Heterojunction cells contain two different active organic materials, donor and
acceptor, which are blended together and sandwiched between two conductive electrodes,
anode and cathode. This blending technique give a much larger interface area between
donor and acceptor and the thickness of the blend layer is in the range of the exciton
diffusion length. Therefore, most of the excitons will diffuse to an interface layer and
dissociate, and separated charge carriers are generated to the travel to electrodes and
deliver current. The blended organic solar cells improved the power conversion
efficiencies to 6.5%o [54-56].

3.5 Physics of Bilayer Solar Cells

The selection of donor and acceptor in organic semiconductor materials are of great
importance for bilayer solar cells. The donor and acceptor must have small band gaps that
allow the electron to be excited by solar radiation. Donor organic semiconductor materials
must allow hole transport, and acceptor organic semiconductor materials must allow electron
transport. The donor and acceptor must be chosen in a way that allows for a proper offset
band gap between their HOMOs and LUMOs. The performance of organic solar cells can
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be improved by understanding the mechanism of the organic solar cells. The operation of
bilayer organic solar cells that convert the sunlight into electricity can be explained in six
basic steps and figure 3.4 [57, 58].
1- Light Absorption
2- Exciton Generation
3- Exciton Diffusion
4- Exciton Dissociation
5- Charge Transport
6- Charge Collection
In organic semiconductor materials, after the sunlight is absorbed by organic solar
cells, electrons in the HOMO are excited to the LUMO in the active donor layer; which
leads to generating a strong bond of electrons and holes (exciton). Once excitons are
generated in the active donor layer, they will diffuse and move to the donor and acceptor
interface layer, and will dissociate by the strong electrical field that is generated by the
offset band gap at the interface, which will form free electrons and holes as shown in
Figure 3.3. However, if the excitons do not reach the interface because exciton diffusion
length is larger then 100 nm, they will decay to ground state of the donor layer (HOMO)
again and recombine, which causes a loss in the energy and the power conversion [59].
After excitons are dissociated, the electro-chemical potential between two electrodes with
different work functions will transport the charge; holes stay in the HOMO of the donor
layer then collect at the anode, while electrons stay in the LUMO of the acceptor layer
then collect at the cathode.
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3.6 Determination of Solar Cell Efficiencies

The performance of the solar cell can be characterized and measured by the
current-voltage (IV) curve under illumination as shown in Figure 3.5. The maximum
current (the short circuit current (Isc)) is generated when the solar cell is short circuited
under illumination (zero load resistance), while the maximum Voltage (open circuit
voltage (Voc)) is generated when the solar cell is open circuited (infinite load resistance).
The point in the IV-curve where the product of current and voltage is the maximum is
called the maximum power point (MPP).
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Figure 3.5. The current-voltage curve of a solar cell showing the open circuit voltage
Voc, short circuit current I s c , the maximum power point MPP, the max current IMPP, and
max voltage VMPP-
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Another important parameter, which is used to characterize the solar cell
performance, is the fill factor (FF). The FF corresponds to the ratio of the current and
voltage that is produced at the maximum power point to the product of Isc and Voc, it is
defined as
T?TJ _

J

MMPy MMP

J V
1

scv oc

The maximum power out (Pmax) can be written as

P^=Isc'V0C'FF
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The energy conversion efficiency (n) of the solar cell is defined as the ratio of the
power produced by the solar cell (PMAX) to the power incident, which is a light source of
AMI.5 intensity of 1000 W/m2 on the active area of the solar cell (PIN) [60].
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3.7 Equivalent Circuit of a Solar Cell

The electronic behavior of a solar cell can be understood by creating an
equivalent electrical model as shows in Figure 3.6, based on well-known electrical
components. The basic model is a current source, which generates a current, connected in
parallel to a diode. Two resistances are added to the model; the first resistor connected in
series is called the series resistances (Rs) and the second, connected parallel to the current
source is called shunt resistance (Rsh). These resistors reflect the fact that no solar cell is
perfect.
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Figure 3.6. The equivalent electronic circuit of a solar cell.
The series resistance represents resistance of the cell materials to current flow and
the shunt resistance represents the leakage of current from one terminal to the other due
to poor rectification devices. Both resistors Rsh and Rs reduce the fill factor in different
ways as shown in Figure 3.7. Decreasing Rsh and increasing Rs will decrease the FF. If
Rsh is decreased, V0c will drop and if Rs is increased, Isc will drop. In an ideal cell, Rsh
has to be infinite to not provide an alternate path for current to flow, while Rs has be zero
to keep from dropping the voltage before the load [60].
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Figure 3.7 Effect of increasing Rsand decreasing RShin fill factor on IV characteristics.
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From the equivalent circuit, the current produced by the solar cell (I) is equal to
that produced by the current source (Is), minus the current flows through the diode (ID)
and the current flows through the shunt resistor (Isy,) as shown in equation 3.4:

^ ~~ *S

*D

*sh

3 4

Also, the voltage produced by the solar cell (V) is equal to that produced by the diode or
shunt resistor (VD), minus the voltage produce by series resistor as shown in equation 3.5.

V=VD-IA
We can easily simplify equation 3.4 by using the Shockley diode equation 3.6 to
describe the ID through the diode, and by Ohm's law to describe the current diverted
through the shunt resistor 3.7

qvD
kT

ID=Io(e

-1)

3.6

1

sh

n

sh

3_7

Where I0 is the initial current for the diode, q is the electron charge, 1.6x10"
Coulombs, k is a Boltzmann's constant of value 1.38xl0"23 J/K, T is the solar cell
temperature in Kelvin, and VD is the measured voltage of the diode or shunt resistor.
These equations give the performance of the output current for a solar cell
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To find Voc we set / = 0 and assume the shunt resistance is high enough to neglect
the final term in equation 3.8, Voc can be written as
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3.9

CHAPTER TV
COPPER PHTHALOCYANINE (CuPc) CRYSTALS
4.1 Introduction
Phthalocyanines (Pes) are a class of organic semiconductors and have been
investigated experimentally, in various forms and on different single crystal and
polycrystalline surfaces [61-68], and investigated theoretically as well [69-71]. The word
Phthalocyanines comes from the combination of two Greek terms: naphtha (rock oil) and
cyanide (dark blue). This material is a blue dye known for many years. The first known
appearance of phthalocyanines was discovered by accident and reported in 1907, during
the synthesis of o-cyanobenzamide [62]. Twenty years later, in 1928, at Scottish Dyes,
Ltd, phthalocyanines was formed by the reaction of phthalimide with the iron wall of the
reaction vessel across a flaw in the glass lining [63]. In 1948, Eley and Vartanyan studied
the conductivity of phthalocyanines, and found that phthalocyanines are semiconducting
[64].
Metallophthalocyanines are a particular class of Phthalocyanines, and more than
70 different metallophthalocyanines (MPc) have been produced and studied. Molecular
structures for MPcs are similar except for the central atom is different as shown in Figure
4.1. MPcs show a number of special properties which account for the great scientific
interest. These materials are low cost, chemically and thermally stable [63, 65], usable in
a variety of different devices, and have excellent film growth ability, and easily form
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ordered thin films [66, 67]. They have excellent electrical and electronic properties, as
well as interesting optical properties. Important applications include gas sensors [68, 69],
photoconductivity, [70-72], solar cells [73], photonics and optoelectronics [74], organic
light emitting diodes, (OLED) [75], and transistors [76]. CuPc is one of the most
extensively studied materials in this class [77-81].

Figure 4.1. Molecular structure of Metallophthalocyanines (MPc).

Among all phthalocyanines derivatives, copper phthalocyanine (CuPc) is the most
studied derivative and was one of the first to be synthesized, and its properties show
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many interesting aspects. CuPc is a non-polar, polycyclic, and planar which make CuPc
insoluble in common solvents and polymer melts. However, its solubility is somewhat
affected by concentrated acids. The high thermal stability of CuPc, which sublimes at
0

-550 C [82], allows its use in high temperature processes. CuPc is known to crystallize
into different structures (polymorphs): a-, /?-, y-, S-, e-, n-, x-, and x- The two most
common and commercially important forms are the a and p phases [83]. Both structures
consist of molecular columns, with a herringbone-type arrangement between the columns
as shown in Figure 4.2. One of the significant differences between a and /? is the
overlapping of neighboring molecules within a molecular column; a has a larger overlap
and, hence, the lattice constant along the column direction is shorter than/? [84, 86]. Also,
CuPc can be crystallized into different sizes as single crystals and nanoparticles.

Figure 4.2. (a) is a (b) is P represent the overlapping of neighboring molecules within a
molecular column.
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4.2 Experimental Details

4.2.1 Chemicals and Equipment

/6-CuPc powder (purity level 95%) was purchased from Alfa Aesar and used
without further purification. A Lindberg/M-55035 oven with a temperature controller was
used to grow the CuPc crystal. The mode EN, 6.0 MV Van de Graaff Accelerator, which
is located at the Physics Department Western Michigan University, was used for
Rutherford Backscattering Spectrometry to determine the elemental composition.

4.2.2 Crystals Preparation

CuPc single crystals were grown to provide positive identification of the
materials. Crystals are solids that form by a regular repeated model of atoms, molecules,
or ions connecting together. Crystal growth is an art, and there are many different
techniques and recipes to the crystal growth. In our work, the sublimation technique was
used to grow p-CuPc single crystals. The sublimation technique depends on the chemical
properties of the compound of interest, which was described in [87].
The technique and equipment was set up as shown in Figure 4.3. The tube is
made from Pyrex glass with 1 m length and about 30 mm diameter. A boat made out of
copper was filled with 1 to 2 g of CuPc powder. The powder and the boat were placed
together inside the Pyrex tube that was placed inside the Lindberg/M-55035 oven. The
right end of the Pyrex tube was connected to a carbon dioxide tank and the left end was
connected to a liquid gas trap then to the hood. The flow rate of carbon dioxide gas
through the system was about 60 to 70 bubbles per minute.
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The crystals growth area depends on the temperature of the tube [87]. If the
growth area is tiny and colder than the tube temperature, then the crystals are larger
compared to when the growth area is big and has a higher temperature. To urge crystal
growth in a low temperature and a tiny area a condenser pipe in a U shape connected to a
tiny wire in a U shape, which were made out of copper, were slid inside the right end of
the Pyrex tube, while water was flowed through the pipe.

Condenser

Figure 4.3. /?-CuPc crystal growing setup.

The temperature curve for the oven is shown in Figure 4.4. The heating procedure
was divided up into 2 stages. The first stage was the preheating, which was used to
remove the impurities of the powder. The second stage was heating the powder up to 560
C° at the rate of 9 C°/min and keeping it at this temperature for 3 hours. The crystals were
grown in the oven after the oven was turned off and allowed to cool down gradually. The
size of the crystals were inspected under a microscope, and the results were about 1-2 cm
long, 0.5-0.7 mm wide, and 0.15-0.250 urn thick.
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Figure 4.4. The temperature curve.
4.3 Structure and Composition (Rutherford Backscattering Spectroscopy)
Rutherford Backscattering Spectroscopy (RBS) is used to determine the
composition of materials by measuring the backscattering of a beam of protons impinging
on a sample. RBS is based on collisions between atomic nuclei [88]. RBS involves
measuring the number and energy of protons that backscatter after colliding with atoms
in the near-surface region of a sample. With this information, it is possible to determine
atomic mass and elemental concentrations versus depth below the surface [89].
The CuPc crystal structure was studied using RBS technique. The experiment was
perfumed at the Van de Graaff Accelerator (model EN, six million-volt, tandem Van de
Graaff). A number of CuPc crystals were mounted on a sample holder using Carbon tape
as shown in Figure 4.5.
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Figure 4.5. The sample holder with crystal mounted on the carbon tape.
The sample holder, which was connected to a current integrator, and was mounted
in the middle and a surface barrier silicon detector was mounted at the respective
scattering. Figure 4.6 shows the schematic layout of the scattering chamber. Figure 4.7
and 4.8 show pictures of the accelerator and the scattering chamber.
Slit

Silicon
Detector

preampilfler
Amplifier
MCA
I

Figure 4.6. The schematic layout of the scattering chamber.
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The proton beam with 1.5 mm diameter and 2.5 MeV energy which was used in
this experiment and was impinging the crystal at scattering angle of 160°. The scattered
protons were collected and recorded, using a multi-channel analyzer (MCA). This
procedure was carried out for 400k counts, while 2.49xl0 14 protons impinged on the
crystals. Collected data were analyzed using the SIMNRA software. Figure 4.9 shows the
experimental and the simulation results for the composition of a single CuPc crystal.

Figure 4.7. Scattering chamber.

Figure 4.8. Accelerator tank.
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Figure 4.9. Experimental and the simulation of RBS data for CuPc single crystal.
4.4 Conclusion
Phthalocyanines (Pes) are a class of organic semiconductor materials. Among all
Phthalocyanines derivatives, Copper Phthalocyanine (CuPc) is the most studied
derivative and was one of the first to be synthesized. The sublimation technique was
used to grow P-CuPc single crystals. The crystals growth area depends on the temperature
of the system. The size of the crystals were inspected under a microscope, and the results
were about 1-2 cm long, 0.5-0.7 mm wide, and 0.15-0.250 um thick. Finally, The model
EN, 6.0 MV Van de Graaff Accelerator was used for Rutherford Backscattering
Spectrometry to determine the elemental composition. The experiment and the simulation
results for the composition of a single CuPc crystal were similar.
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CHAPTER V
EFFECTS OF SIZE ON THE OPTICAL PROPERTIES OF COPPER
PHTHALOCYANINES NANOPARTICLES
5.1 Introduction

In recent years, organic semiconducting materials and nanotechnology have
become important fields in science and technology. Since the properties of materials
often change as their size approaches the nanoscale [90], it is necessary to study and
understand the structure, morphology, and electronic and optical properties of metal
phthalocyanine (MPc) nanoparticle films for technological application. These properties
might depend on the substrate, the deposition technique, and the method of heattreatment.
Recently, a new method, the liquid-liquid interface recrystallization technique
(LLIRCT) for the preparation of pure nanoparticles of CuPc, was reported [91, 92]. In
this chapter, we will study the size dependence of the optical absorption spectra of CuPc
nanoparticles deposited by LLIRCT in the UV-VIS region.

5.2 Experimental Details

5.2.1 Chemicals and Equipment

/?-CuPc powder (purity level 95%) was purchased from Alfa Aesar and used
without further purification. Other chemicals, liquid Carbon Tetrachloride (90%)
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concentration) and alkali Potassium Hydroxide (KOH purity level 85%) were used as
purchased from Sigma-Aldrich. A NIMA DIL Dip-Coater, located in Paper Engineering,
Chemical Engineering and Imaging department at Western Michigan University, was
used to coat the substrates and the carbon grids to produce a thin film, as shown in Figure
5.1. The shapes and size of CuPc nanoparticles were analyzed using a JEOL Model
JEM-1230 TEM located in the Imaging Center at Western Michigan University, The
TEM photo is shown in Figure 5.2. The film thickness and roughness were measured by
using the WYKO RST-Plus, located in the Mechanical Engineering department at
Western Michigan University, which uses optical interference techniques. The machine
can operate in two modes: optical phase-shifting mode for reflection to measure the
thickness, and vertical-scanning mode, for roughness, the WYKO RST-Plus is shown in
figure 5.3. A UV-VIS scanning double beam spectrophotometer (Perkin-Elmer Lambda
35) in near normal incidence, located at Physics department at Western Michigan
University, was used to record the absorption spectra from 120-1100 nm, as shown in
Figure 5.4.

Figure 5.1. NIMA DIL dip-coater.
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Figure 5.2. Transmission electron microscopy (TEM) (JEOL Model JEM-1230).

Figure 5.3. WYKO RST-Plus was use the measure films thickness and roughness.
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Figure 5.4. UV-VIS spectrophotometer (Perkin-Elmer Lambda 35).
5.2.2 Nanoparticles Preparations
CuPc nanoparticle synthesis was performed following the established liquidliquid interface recrystallization technique. The deposition of CuPc nanoparticles was
carried out by a wet chemical method. CuPc powder is insoluble in most organic and
dilute inorganic solvents but is soluble in a mixture of carbon tetrachloride (CCL) and a
strong alkali. The solubility of water in CCL is very low. However, when alkali salt
(KOH or NaOH) is added to CCI4 it dissolves in the water and forms a homogeneous
mixed solvent. This mixture of CCValkali is good enough to dissolve the CuPc and form
a homogeneous CuPc solution in the CCLValkali as revealed by the color developed in the
solution. The solubility was sufficient to grow films at the air-water interface.
The procedure of film formation is somewhat similar to the Langmuir-Blodgett
technique with some modification. It is a technique to deposit a thin film containing one
or more layers of an organic material, by immersing a solid substrate into a liquid, as
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shown in Figure 5.5. A solution of CuPc in CCL/alkali was prepared as follows: 0.15g
CuPc was dissolved in 20ml of CCL and 0.35g of potassium hydroxide (KOH). The
solution was sealed and stirred for one day at room temperature. A small amount of this
CuPc/ CCI4/KOH solution ( 1 - 2 0 drops) was spread on a 100 ml beaker with water
surface of 70 cm2, which was filled with distilled water to hold the solution when spread
on the surface. After the CCI4 evaporates, nanoparticles are generated on the surface of
the water. The as-formed film was transferred onto a microscope slide (1x1x0.25 cm),
which had previously been cleaned with ethanol, and rinsed with distilled water. A
NIMA DIL Dip-Coater was used to coat the slides as well as the carbon copper grid
slides. The film was created by immersing the substrate vertically in the solution at a
constant rate of 0.5 cm/min and lifting it vertically at the same rate so that the film covers
the dipped area (Blodgett technique). This operation was repeated multiple times to get
the desired film thickness. We have processed films with 1 dip, 5 dips, 10 dips and 20
dips.

I

t)

Figure 5.5. Langmuir-Blodgett technique was used to deposit the nanoparticles thm film.
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5.3 Results and Discussion

5.3.1 Transmission Electron Microscopy (TEM)

When a few drops ( 1 - 2 0 Drops) of CuPc/ CCI4/KOH solution are spread on the
water's surface, the KOH is diluted, and the CCI4 evaporates. Spontaneous self-assembly
of CuPc occurs on the water's surface leading to the formation of nanoparticles, as CuPc
is insoluble in dilute alkali solutions. The growth process occurs in two dimensions,
which leads to relatively uniform size particles.
We found that different size particles grew depending on the number of dips. The
average size was calculated by randomly selecting and measuring 300 nanoparticles. For
samples made with 1, 5, 10, and 20 dips at room temperature, the average width of
nanoparticles was found to be 38, 43, 45, and 48 nm respectively by using the JEOL
Model JEM-1230 TEM. The TEM images of the nanoparticles are shown in Figure 5.6.
The standard deviations of the width as a function of dip are 16, 21, 18, and 19, and the
histograms of the width as a function of dips are shown in Figure 5.7. The ratio of the
length to width for CuPc nanoparticles is around 2.5. One question that arises is how the
number of dips can affect the size. One likely possibility is that the time required instead
of the number of dips, is the important factor. The average thicknesses were measured for
the samples 1, 5, 10, and 20 dips by using the WYKO RST-Plus, and were found to be 3,
5.5, 7.5, and 7 um respectively, as shown in Figure 5.8. The roughnesses Ra, which are
the arithmetic average were 940, 626, 537, and 650 nm respectively.
The dip-coater at a typical speed of 0.5 cm/min takes about 40 minutes to make
20 dips. The deposition period may allow the nanoparticles to grow to a larger size by
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combining together. To test this idea, four different nanoparticle samples were deposited
on glass substrates using just a single dip after waiting 0, 20, 80, and 180 minutes after
preparation. The average width were 43, 45 48, and 50 nm respectively, as the time was
increased. For this experiment, the same LLRCT sample was used. Figure 5.9 shows the
TEM images. The Standard deviations of the width as a function of time are 15, 18, 19,
and 19, and the histograms of CuPc nanoparticles deposited at different dip times are
shown in Figure 5.19. Figure 5.11 shows that the average width of the nanoparticles
increases with time or the number of dips.

Figure 5.6. TEM images for CuPc nanoparticles deposited at room temperature, (a) 1 dip
average size 38nm (b) 5 dips average size 43nm (c) 10 dips average size 45nm (d) 20
dips average size 48nm.
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Figure 5.9 TEM images for CuPc nanoparticles deposited at room temperature, (a) 0 min
average size 43nm (b) 60 min average size 45nm (c) 120 min average size 48nm (d) 50
min 50nm.
W

40

a

w

fa

§ 20
e

*

9

2
SO

LLU.

100
Width (nm)

[111,

150

SO
100
Width (nm)

40

40

t»20
B

§20

150

c

LJB...p..i

SO
100
Width (nm)

150

SO
100
Width (nm)

150

Figure 5.10 The width distribution for CuPc nanoparticles deposited at room temperature,
(a) 0 min 15 (b) 60 min 18 (c) 120 min 19 (d) 50 min 19.
52

i l i n e \ niiiij
0
i

.

20

40

i

i

60
i

80

100

i

i

120 140 160
i

•"""~"^

43-

j * ^

46-

•

44-

42-

i

180 200
i

i

^^~m

50-

a
5
>
<

i

•

M
—©—Dips
-B-Time|

/

•

V/

40-

/
38-

/

9
Dips

20

Figure 5.11. The average width of the CuPc nanoparticles as a function of time and dips.

5.3.2 Optical Spectra

There are five known absorption bands for CuPc and most of the metal
phthalocyanines (MPcs): Q, B, N, L, and C bands, which all come from to the 71-71* and
n-7t* transitions, where n is the atomic orbital s, p, d or f. However, there are two strong
absorption bands in the visible region for the CuPc. The first band (Q-band) is in the
range of 600-700 nm and is related to the TC-TI* transition from the highest occupied
molecular orbital (HOMO) to the lowest unoccupied molecular orbital (LUMO) of the
Phthalocyanine ring. The second band (B-band or soret band) is in the range of 300^-50
nm, which is related to the d-7t* direct electronic transition that is associated with central
metal atom of MPc [93-94].
We took measurements of the absorption spectra of CuPc nanoparticles deposited
on glass substrates using the procedure described above. Figure 5.12 shows the
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absorption spectrum of different sized of CuPc nanoparticles and CuPc powder. The
nanoparticles show optical absorption peaks near 400, 545, 630, and 735 nm. Data in the
figure show shifts in the peak positions for both the B-band and the Q-bands. To make
this clear, we divide the optical absorption wavelength range into three ranges to examine
the position of peaks more closely. These wavelength ranges are 386-415 nm, 540-560
nm, and 560-850. The positions of the absorption peaks for the three different wavelength
ranges are shown in Figures 5.13 to 5.15 and Table 5.1. The position and relative
intensity of the peaks depends on the average size. In the three different spectral
wavelength ranges, it is observed that the peak wavelength increases as the size increases.
The instrumental uncertainty was determined by repeating the measurement on the
sample several times as shown in Figure 5.16.
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Figure 5.12. Optical absorption spectra for CuPc nanoparticles, curves been normalized
and offset.
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5.3.3 The Absorption Coefficient (a)
For an electron to leave the valence band and become a free electron in the
conduction band, it needs to acquire energy equal to the energy gap. The band gap can be
measured by determining the absorption coefficient a from equation 5.1,
I = I0exp(-at)
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Here, / and lo are the intensities of the incident and transmitted beam, and t is the
thickness of the sample. The band gap of the CuPc nanoparticles in the wavelength range
where the gap exists (380-420 nm) has been calculated using the equation 5.2 [95]

a =

A(hv-Eg)n

—

hv

5.2

Here, hv is the photon energy, Eg is the band gap energy, and A and n are constants. For
allowed direct transitions n = 1/2, 2, and for allowed indirect transitions n = 3/2 [95]. By
far the best fit was obtained for n = 2. The energy gap for the different size particles is
1 /9

determined by graphing the normalized (ahv)

vs. (hv) data as shown in Figure 5.17.

The linear nature of the plots indicates the band excitation is a direct transition. The band
1 /9

gap Eg is determined by extrapolating the straight portion of the plot to (ahv)

=0 on the

energy axis. Figure 5.17 shows the variation of the band gap energy with nanoparticle
average width. Table 5.1 shows that the band gap increased from 3.081 to 3.142 ± 0.001
eV as the size decreased from 48 nm to 38 nm. As result, the optical absorption shows a
shift with increasing particle size, indicating a change in Eg.
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Exciton energies will also change with particle size. The average distance between the
electron and the hole is the exciton Bohr radius. In bulk materials, this radius is small
compared to crystal dimensions. In a quantum dot or nanoparticles, the exciton Bohr
radius can be the same order as the nanoparticles or even smaller, so exciton energy
levels can be significantly altered. In a semiconductor the exciton Bohr radius (r#) is
2„2
r

j

(

B =

(——)

e

m
K

1

•+-

£

ml J

l

5.3

Here, n is the state number, m\ and me are the effective masses of holes and electrons,
respectively, and e is the relative dielectric constant. For CuPc, me = 2.2 mo [96] and mh
=6 .6 mo [97], where mo is the standard electron mass, e, the relative dielectric constant, is
3.4 [98]. Therefore, the Bohr radius for this exciton in CuPc is 0.11 nm. In our case R »
rB where R is the average width size for CuPc nanoparticles. This is the regime of weak
confinement and the Coulomb interactions term can be neglected [99, 30, 31].
The system can be analyzed [100, 101] based on the Schrodinger equation, with the
electrons and holes described by the Hamiltonian:

H = --h-V2—hn

~
2m
e*

V

e

2mh*

~

V2V

h

&2

e\re-rh\

5A

Here kinetic and Coulomb energies are included. There is also a polarization term, which
can be ignored because it is small in comparison with the kinetic and Coulomb
interactions [102]. As we pointed out above, this is the regime of weak confinement and
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the dominant energy is the Coulomb term. Therefore, the energy of the lowest excited
states becomes

8

2R2(m*e+ml)
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This equation describes the effect of the nanoparticles size on the energy gap of the
absorption spectrum. The first term is the bulk energy gap, the second term is the kinetic
term, and R is the average size for CuPc nanoparticles. The calculated and the measured
values of the band gap are shown in Table 5.1 but the observed effect is much larger than
the calculation.
The cause of the shift in the energy gap must have another explanation. One
possibility is that the excitation is more sensitive to size effects than predicted by the
simple model used above. While band gaps may depend on the orientation of the
materials, the TEM pictures do not seem to indicate any preferred orientation. It is also
possible that there are varying amounts of strain in the materials, which can alter the band
gap [103]. In our case, the strain could have varied with particle size.
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Table 5.1
Variation of the positions of absorption peak and the band gap E g as a function of gain
size

Average
width Size
(nm)

Absorption Peak
(nm)

±1

±2

±4

±4

Band Gap Eg (eV)

measurement

calculation

38

399 543 605 724 3.142 ± 0.002

3.020029

43

399 544 628 743 3.132 ± 0.002

3.020023

45

400 546 631 736 3.111 ±0.001

3.020021

48

403 553 625 737 3.101 ± 0.001

3.020018

Powder

403 554 622 752 3.081 ± 0.001

5.4 Further Investigation with Nanoparticles

Further investigation was necessary to determine the cause of size dependence of
the optical absorption spectra of CuPc nanoparticles in the UV-VIS region. Reducing the
size of CuPc nanoparticles should result in larger shifts and expand the absorptionspectrum bandwidth of the CuPc. A new method was proposed for the preparation of
pure nanoparticles of CuPc, which was reported [ 104]. The basic procedure of this new
method is dispersing CuPc in concentrated Sulfuric acid (H2SO4), then transferring this
solution into water containing Hexadecyltrimethyl ammonium bromide which will
spontaneously form a colloidal solution containing CuPc nanoparticles.
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5.5 Experimental Details
5.5.1 Chemicals and Equipment
P-CuPc powder (purity level 95%) was purchased from Alfa Aesar and used
without further purification. Other chemicals, hexadecyltrimethyl ammonium bromide
(surfactant) and concentrated sulfuric acid H2SO4 were used as purchased from SigmaAldrich. A UV-VIS scanning double beam spectrophotometer (Perkin-Elmer Lambda 35)
in near normal incidence, located in the Physics department at Western Michigan
University, was used to record the absorption spectra from 190-1100 nm.
5.5.2 Preparations of Nanoparticles
Smaller CuPc nanoparticles were characterized by the aggregation of CuPc
molecules in the presence of surfactant. The first solution of CuPc and H2SO4 was
prepared as follows: 0.15g CuPc were dissolved in 25ml of H2SO4. The solution was
sealed and stirred for one day at room temperature. The second solution of surfactant and
distilled water was prepared as follows: 0.6g surfactant was added to 600ml of water and
heated at 50°C while stirring to get a transparent solution. A small amount of CuPc/
H2SO4 solution was added dropwise to the surfactant solution, which was placed in a bath
of ice at 0-5C°, under strong stirring. A transparent blue colloidal solution was obtained.
This operation was repeated multiple times to get the desired size of CuPc nanoparticles.
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5.6 Results and Discussion

5.6.1 Transmission Electron Microscopy (TEM)

When a few drops of CuPc/ H2SO4 solution were added dropwise to the
surfactant/water solution, CuPc molecules were aggregated in the presence of the
surfactant.

A

transparent

blue

colloidal

solution

spontaneously

occurred

on

surfactant/water solution leading to the formation of CuPc nanoparticles.
Different sized particles grew depending on the amount of CuPc/ H2SO4 solution
on surfactant/water solution (the number of drops). Two samples were made with 5 and
20 drops of CuPc/ H2SO4 solution, and the average width of nanoparticles was found to
be 7 and 15 nm respectively by using the JEOL Model JEM-1230 TEM. The TEM
images of the nanoparticles are shown in Figure 5.19.

5.6.2 Optical Spectra

Measurements of the absorption spectra of CuPc nanoparticles were performed by
placing some of the transparent blue colloidal solution with different amounts of CuPc/
H2SO4 in test tubes using the procedure described above. Figure 5.20 shows the
absorption spectrum of different sized CuPc nanoparticles. The nanoparticles show
optical absorption peaks near 325, 570, 600, and 690 nm. Data in the figure show shifts in
the peak positions for both the B-band and the Q-bands. To make this clear, we divide the
optical absorption wavelength range into three ranges to more closely examine the
position peaks. These wavelength ranges are 300-360 nm, 550-630 nm, and 670-750. The
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positions of the absorption peaks for the three different wavelength ranges are shown in
Figures 5.21 to 5.23 and Table 5.2. In the three different spectral wavelength ranges, it is
observed that the peak wavelength increases as the size increases.

Figure 5.19. TEM images for CuPc nanoparticles deposited on carbon grid at room
temperature; (a) and (b) show CuPc nanoparticles images with 5 drops of CuPc/ H2SO4
solution on surfactant/water and the average size is 7 nm, (c) and (d) show CuPc
nanoparticles images with 20 drops of CuPc/ H2SO4 solution on surfactant/water and the
average size is 15nm.
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Table 5.2
Variation of the positions of absorption peak and the band gap Eg as a function of gain
size

.
Average
• JXI o •
width Size
(nm)

Band Gap E e (eV)
c
—^—*measurement calculation

Absorption Peak
T .
(nm)

7

327 569 604 689

3.822 ± 0.002

3.0708

15

329 570 610 694

3.813± 0.003

3.0702

5.6.3 The Absorption Coefficient (a)
The absorption coefficient (a) and the band gap Eg were measured using the same
technique discussed in 5.3.3.

Therefore, the band gap can be calculated by first

determining a from equation 5.1, then using equation 5.2. Also, the best fit was obtained
for n = 2. The energy gap for the different sized particles is determined by graphing the
1/7

normalized (ahv)

vs. (hv) data as shown in Figure 5.24. The linear nature of the plots

indicates the band excitation is a direct transition. The band gap Eg is determined by
1 /?

extrapolating the straight portion of the plot to (ahv)

=0 on the energy axis. As a result,

the optical absorption shows a shift with increasing particle size, indicating a change in
Eg.
This is also a regime of weak confinement and the dominant energy is the
Coulomb term. Therefore, equation 5.5 becomes the energy of the lowest excited states.
The calculated and the measured values of the band gap are shown in Table 5.2 but the
observed effect is much larger than the calculation. More significant shifts and expansion
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in the absorption-spectrum bandwidth of the CuPc can be observed between the nanosize
of 7 nm and 48nm.

15 n m
7 nm

-SZ

3.81

3.82

3.83 3.84
hv(eV)

3.85

3.86

3.87

Figure 5.24. Plots of (ahv)1/2 vs. (hv).

5.7 Conclusion
CuPc nanoparticles were grown and deposited on glass substrates at room
temperature by LLIRCT. We found that CuPc nanoparticles grow in size with increasing
deposition time. The optical properties of these CuPc nanoparticles depend on the size of
the particles. The band gap increases as the size decreases. Further reduction in the size
of the particles had been done, which resulted in more significant shifts in the band gap.
The method of expanding the optical absorption spectrum for CuPc changed the
absorption less than desired; however, the method could be useful for different kinds of
organic semiconductors.
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CHAPTER VI
BILAYER ORGANIC SOLAR CELL FABRICATION PROCEDURE
6.1 Introduction
Organic photovoltaic (OPV) cells have strongly attracted attention in recent years,
due to their potential use in clean and efficient energy, and for low-cost fabrication. In
addition, many organic semiconductors have extremely interesting properties in terms of
photocurrent generation, and exhibit very high absorption coefficients making them
promising compounds for photovoltaic devices [105, 106].
In the last few years, many efforts have been made to improve the power
conversion efficiency of OPV devices. OPV devices with double active layers (Bilayer),
such as donor and acceptor layers, have been intensively studied and reported about
different materials. These involve small molecules [106-109], conjugated polymers [109119], combinations of small molecules and conjugated polymers [110-122], or
combinations of inorganic and organic materials [123] as the active layer, where most of
the incident light is absorbed and charges are generated.
Organic materials with long chains of repeated units are referred to as conjugated
polymers, whereas molecules with a small number of carbon atoms are referred to as low
molecular weigh materials. Mainly, small molecules were deposited by vacuum
deposition techniques since they have limited solubility in common solvents, while
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polymers can be deposited by spin-coating, screen printing, spray coating, or ink jet
printing.
Generally, copper phthalocyanine (CuPc), which has small molecular weight, has
been used extensively as donor active layer material due to its properties such as high
stability and high optical absorption [124-126]. Perylene derivatives (PV) as organic
material

such

as

3,4,9,10-Perylenetetracarboxylic

diimide

(PTCDI),

3,4,9,10-

Perylenetetracarboxylic dianhydride (PTCDA), 3, 4, 9, 10- perylenetetracarboxylic
bisbenzimidazole (PTCBI), and Perylene, can act as a second active layer as acceptor
materials. The structures of these materials are shown in Figure 6.1 [52, 127-129]. In
addition, Poly(3,4-ethylenedioxythiophene) poly(styrenesulfonate) (PEDOT:PSS) has
been reported as buffer layer, to improve the surface morphology of the indium tin oxide
substrate (ITO), and to prevent current leakage.
In this chapter, we will study the mechanism and the preparation of organic solar
cells of double active layers (Bilayer), using (ITO) as substrate, PEDOT: PSS as a buffer
layer, CuPc as a donor active layer, PTCDI as a acceptor active layer, and silver (Ag) as
electrode.
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Figure 6.1 The structures of Perylene, PTCDA, and PTCDI.
6.2 Organic Solar Cell Fabrication Procedure

The bilayer organic solar cell requires a sequential procedure to be fabricated.
This procedure consists of ITO (Indium Tin Oxide) patterning, glass/ITO sample
cleaning, spin coating of PEDOT:PSS, thermal evaporation deposition of CuPc and
PTCDI (the active layers), and metal contact Ag. Fabricated organic solar cells were
characterized using an I-V tester and solar simulator. The structure of an OPV bilayer
solar cell and its top view are shown in Figure 6.2 and Figure 6.3 respectively [31], and
the actual solar cells lab fabrication is shown in Figure 6.4.
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Figure 6.2. The structure diagram of OPV bilayer device.
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Figure 6.3. The top view structure diagram of OPV bilayer device.
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1
Figure 6.4. The structure diagram of OPV bilayer device.
6.2.1 ITO Substrate

In our experiment, the organic solar cell layers were deposited on glass substrates
that were purchased from Sigma-Aldrich with properties of 25 mm x 25 mm x 1.1 mm
dimension, pre-coated with a 1,200-1,600 A thickness of a conducting transparent layer
of ITO, with sheet resistance of 8-12 Q/sq, and 84% transmittance. The conductive side
of the glass, which was coated with ITO, can be identified by using a multimeter.
To avoid any short circuit formation while connecting the copper foil to the silver
anode, 75 % of the ITO was masked by adhesive tape and the unmasked part was etched
by dipping the substrate in an acid solution of 20 % HCl, which was heated at a
temperature of 50°C, for 20 min. Cleaning the ITO surfaces was achieved by the
following cleaning procedure; the substrates were ultrasonically cleaned by using a series
of different chemicals baths of Acetone for 10 min, Isopropanol for 10 min then by
distilled water for 10 min, and finally dried by Argon.
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6.2.2 Deposition Techniques
There are many techniques used to deposit the organic solar cell layers. The most
widely used techniques to deposit organic thin film layers are vacuum thermal deposition
and spin coating deposition. Generally, vacuum thermal evaporation is used to deposit
small molecular weight organic materials, while spin coating is used to deposit polymer
organic materials. The vacuum thermal deposition method has advantages over solution
spin coating, such as a high vacuum clean environment, and the ability to deposit
multiple layers of organic thin films. However, the low cost of the spin coating method is
suitable for large area deposition
6.2.3 Spin-Coating and PEDOT:PSS
Most organic materials were used by spin coating are polymers, which mostly
were prepared by solution processes. Simply, the centrifugal force is the method that spin
coating use to produce a uniform thin film ranging from 20 to 300 nm in thickness. The
solvent concentration, spin speed, and spin time, are important parameters in the spin
coating process, where the film thickness can be controlled by varying these parameters.
Figure 6.5 shows a schematic of the spin coating method.
PEDOT:PSS, which is optically transparent, is one of the most widely used materials in
the field of organic photovoltaic. It improves the surface morphology, and reduces the
surface roughness of the ITO, and stabilize the electrical contact between ITO and the
active layer. In addition, PEDOT:PSS can also act as buffer, electron blocking, and hole
transporting layer. It was purchased from Sigma Aldrich as a dispersant in water (1.3 wt
% dispersed in H2O, conductive grade), the chemical structure of PEDOT:PSS is shown
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in Figure 6 6 In our experiment, a thin layer of PEDOT PSS was deposited on the ITO
substrate

Organic Solution

Substrate

Figure 6 5 The schematic of the spin coating
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Figure 6 6 The structures of PEDOT PSS
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The spin coater CHEMT Technology KW-A4 shows in Figure 6.7, was used to
spin coat PEDOT:PSS at different speeds, at low speed 500 rpm for 10 seconds and at
high speed 2000 -3000 rpm for 20 seconds. PEDOT: PSS was placed in a ultrasonic bath
for 10 min before being use to minimize aggregates. The spin coated ITO with
PEDOT:PSS samples were annealed in a furnace under vacuum at 100°C for 15 minutes.
Annealing removes the excess water molecules in the PEDOT:PSS layer and increases
the adhesion between the PEDOT:PSS and active layers. The samples were left to cool
down at room temperature. Finally PEDOT: PSS was removed at one end using a wetted
cotton bud to make better electrical contact with ITO.

Figure 6.7. The spin coater CHEMT Technology KW-A4.
6.2.4 Thermal Evaporation, Active Layers, and Electrode

The vacuum chamber contains three evaporating high temperature boats that can
be used to evaporate three different materials. The vacuum chamber pumped down to a
pressure ~10"6 torr, before the source is heated by applying a suitable current (varying the
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voltage gently across it) to reach the desired evaporation temperature. After the source
reaches the evaporation temperature, atoms or molecules start to leave the source and
travel until they reach the substrate. Since these surfaces are at much lower temperatures,
the molecules will transfer their energy to these surfaces, lower their temperature and
condense.
The thickness was monitored by using a quartz crystal monitor (QCM) with a frequency
of 6 MHz, placed next to the substrate. The crystal's frequency changes as the vapor
coats the crystal wafer. From the frequency variations of the quartz crystal, nanogram
changes will be measured, which in turn are converted into thickness, utilizing the
density of the material being evaporated. The schematic diagram of the evaporation
system is shown in Figure 6.8. The thermal evaporation system used was a Denton
Vacuum DV-502, as shown in Figure 6.9 and 6.10. The QCM was connected to a
computer and controlled by Sigma software, which has some important parameters for
different materials. The density and the Z-factor has to be loaded into the Sigma software
for each material, Z Factor is a measure of a material's effect on quartz crystal frequency
change as the crystal becomes more coated.

The density and Z-factor for different

materials are shown in Table 6.1.
CuPc, the first organic layer, acting as donor. It was purchased from Alfa Aesar
with 95 % purity level. For the second organic layer, acting as an acceptor, three different
materials were purchased from Alfa Aesar, 3,4,9,10-Perylenetetracarboxylic diimide
(PTCDI), 3,4,9,10-Perylenetetracarboxylic dianhydride, 98% purity (PTCDA), and
Perylene, 98 % purity. Silver (Ag), which was acting as cathode layer was purchased
from Sigma-Aldrich with 99.99% purity. The chemicals were heated in the oven
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(Lindberg/M-55035) for 2 hours below the evaporation temperature before being loaded
in the vacuum chamber. This was done to archive high purity source material, lowering
any chances of side reactions and reducing the impurity formation during the
evaporation. The evaporation rate was from0.3A /sec to 1 A /sec for most the evaporation
materials.
Table 6.1
Density and Z-factor of organic materials
Density g/cmJ
1.65
1.68
1.764
1.286
10.5

Material
CuPc
PTCDI
PTCDA
Perylene
Ag

Z-Factor
1
1
1
1
0.529

Vacuum
Chamber
Substrate
Thickness
Monitor

Evaporated
atom

Evaporator
Source

Shutter

\

Vacuum
Pumps

Figure 6.8 The schematic diagram of the evaporation system
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Figure 6.9 The thermal evaporation system Denton Vacuum DV-502.

Figure 6.10 The thermal evaporation champers.

6.3 Efficiency Measurement

Electrical characterizations, short circuit current (Isc) and open circuit voltage
(Voc) were measured by connecting a Voltmeter (HP 34401 A multimeter) m parallel to
solar cell and an Ammeter (HP 34401 A multimeter) and a resistors box in series to the
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solar cell. Finally, applying 1.5 AM solar simulated with illumination of 110 mW/cm
(Model 16S-150) at 52.8 cm from the light source as shown in Figure 6.11 and 6.12.
3_

Organic Solar Cel
__ J2BPI
)HB3410tW
Mujtjjneter
Voltmeter

Resisters Box

Solar Simulator

Figure 6.11 The block diagram of electrical characterizations of organic solar cell.

Figure 6.12. The electrical characterizations of organic solar cell.
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6.4 Results and Discussion
Different thickness of CuPc and PTCDI layers were investigated to achieve
higher performance. The ITO was coated twice by PEDOT:PSS, each time it was spun at
low speed 500 rpm for 15 second and at high speed 2200 rpm for 20 sec. Each time the
sample was annealed for 15 min at 100C°. The 60 nm thick of Ag, cathode layer, was
deposited on the top of the accepter layer and covered an active area of 0.08 cm . Table
6.2 shows the result of Jsc, Voc, FF, and the efficiency vs. various thicknesses of CuPc.
Figure 6.13 shows the J-V curve for various thicknesses of CuPc. Table 6.3 shows the
result of Isc, and Voc for various thicknesses of PTCDI.
Table 6.2.
Current density, voltage open circuit, fill factor, and the efficiency for various thickness
ofCuPc
CuPc
(nm)
2.5
5
7.5
10
15

PTCDI
(nm)
40
40
40
40
40

• -

\

Jsc mA/cm

VocmV

FF

n%

1.0
3.1
0.8
1.3
1.9

320
509
460
415
490

0.28
0.32
0.22
0.18
0.24

0.08
0.46
0.07
0.08
0.20
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Figure 6.13. The J-V curves for various thickness of CuPc.
Table 6.3.
Isc and Vos for various thickness of PTCDI
CuPc (nm)

PTCDI (nm)

5
5
5
5

10
20
30
60

Isc mA/cm2
134
134
75
53
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VocmV
430
410
380
408

CHAPTER VII
EFFECTS OF HIGH DIELECTRIC CONSTANTS ON THE PERFORMANCE OF
ORGANIC SEMICONDUCTOR SOLAR CELLS
7.1 Introduction
7.1.1 Dielectric Materials
Before understanding dielectric materials, it is a necessity to understand what a
dielectric constant is. A dielectric constant is the ratio between a material's permittivity
(k) and the vacuum permittivity (ko). Basically, permittivity is a measured value of how
much a material can be polarized by an electric field. The permittivity of the vacuum is 1
and other materials will always be more than 1. For air, the dielectric constant value at
room temperature is 1.00059 at atmospheric pressure, and it is 78.2 for water [130, 131].
A dielectric material is a poor electrical conductor for electricity (insulator).
However, dielectric materials can be polarized when they are placed in an electric field.
The electric field will cause a slight shift in their average equilibrium positions leading to
dielectric polarization. In dielectric polarization, the center of the positive charge of
individual molecule shifts toward the same direction of the electric field. Similarly, the
center of the negative charge shifts in the opposite direction of the electric field. Different
materials have different dielectric constants. Materials with high dielectric constants can
hold a large amount of electric charge. Such materials can be used in high value
capacitors, and in memory cells to store data in the form of electric charges. Materials
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with low dielectric constants can hold a small amount of electric charge. This makes
them good insulators and they are used to manufacture multi-layered integrated circuits.
Examples of materials with low dielectric constants are dry air and dry gases such a
helium and nitrogen [130, 131].

7.1.2 Organic Solar Cells with High Dielectric Constant Materials

There

are some

significant

differences

between

inorganic

and

organic

semiconductor materials. However, the main difference is when the sunlight is absorbed,
the inorganic semiconductors directly produces free electrons and holes, while the
organic semiconductors first produce a strongly bound of electron and hole (exciton),
where the optical band gap is less than the energy required to produce a free electron (the
electrical band gap). The reasons behind this low energy to produce an exciton in organic
materials are: the low dielectric constant, and large effective mass [14].
In this chapter, we will investigate the effects of a high dielectric constant on the
electrical properties of organic semiconductor materials. The high dielectric constant
might reduce the binding energy for the exciton and generate free electrons and holes
(break the exciton). This effect can improve the performance and power conversion
efficiency

of OPV devices by replacing the donor active layer with organic

semiconductor materials with high dielectric constants.
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7.2 Strategies to Improve OPV Performance

7.2.1 Theory of Exciton

Absorption of light in organic semiconducting materials results in an exciton. This
exciton must be broken to operate the OPV; therefore, it must diffuse to an interface
between two active layers. The offset band gap between two active layers will break and
separate the exciton into free an electron and hole. This operation will cause a loss in the
energy. If the binding energy is less than the thermal energy, as in inorganic
semiconductors, this produces a free electron and hole. In semiconductor materials, the
exciton binding energy can be given in simple electrostatic force form as shown in
equation 7.1

e1
7.1

AWBSS^

Here, e is the electron or hole charge, r# is the exciton Bohr radius, s is the relative
dielectric constant, and so is the dielectric constant of the vacuum.
The exciton Bohr radius (rB) is shown in equation 5.3
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Plugging equation 5.3 in to equation 7.1 and combining the constants will produce
equation 7.2, which is the final form of the exciton binding energy

85

n -—r

7.2

£
Here c is a constant = 1/ 4^h2s0

and 1/M= l/m*y, + l/m*e. Using the dielectric

constant value of 3.4 for CuPc, the binding energy of CuPc will be 3.9 eV. The aim is to
reduce the exciton binding energy to produce free carriers. The properties that the exciton
binding energy depends on are effective masses and dielectric constant. Recall the fact
that organic semiconductors have larger effective masses and smaller dielectric constants
than inorganic semiconductors. Therefore, increasing the dielectric constant or decreasing
effective masses will lead to a reduction in the exciton binding energy. To find out how
much the dielectric constant needs increasing to break the exciton, the binding energy has
to be equal or less than the thermal energy kT, where k is the Boltzmann constant =
8.617332478 x 10"5 eV/K and T is the temperature in Kelvin. Taking CuPc as an
example, plugging the number in equation 7.2 and making it equal to thermal energy, the
result will be 17 for the dielectric constant.
A number of compounds based on metal phthalocyanines, which have high
dielectric constants, such as metal phthalocyanines oligomers, were synthesized and
reported [132]. There are more than one type of phthalocyanines oligomer, one of these
types was synthesized and characterized by the reaction between pyromellitic
dianhydride, a meta salt, urea, and a catalyst in solvent which was reported in [133]. The
behavior of a copper phthalocyanine oligomer dielectric constant has been studied and
measured as a function of frequency and temperature in the range of 40 to 340 C°, and 1,
5 and 10 KHz respectively [134]. It was reported in [134] that the dielectric constant of
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copper phthalocyanine is frequency and temperature dependent, where the dielectric
constant greatly increases at low frequencies and high temperatures.

7.2.2 Material Synthesis and Thin Film Preparation
Copper phthalocyanine oligomer was synthesized in the chemistry department by
Dr. Gellert Mezei. The synthesis method was published in [133], and the structure of
copper phthalocyanine oligomer is shown in Figure 7.1. CuPc oligomer has a small
molecular weight compare to a polymer; however, the evaporation technique does not
work. A solution of CuPc oligomer was prepared by mixing 100 mg of CuPc oligomer,
10 ml of distilled water, and 0.1 Molar 10 ml of NaOH (0.04 g). Thin films of CuPc
oligomer with different thickness were prepared by varying the speed of spin coating;
results are shown in table 7.1. The low speed was set at 400 rpm for 9 seconds and the
high speed was varied with keeping the time set for 60 seconds. The film thicknesses
were measured by using the WYKO RST-Plus technique.
Table 7.1
Thin films thickness of CuPc oligomer with different rpm
High Speed rpm

Thickness (nm)

800

65
55
55
50

1500
2000
3000
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Figure 7.1 The structure of copper phthalocyanine oligomer.

7.2.3 Structure and Composition (UV-Vis)

Optical absorption spectra of CuPc oligomer thin films were measured with a
PerkinElmer Lambda 35 UV-Vis spectrometer. A glass substrate was used to spin coat
the CuPc oligomer to prepare a thin film to be used to measure the optical absorption
spectra by the UV-Vis spectrometer. Figure 7.2 shows the optical absorption spectra of
CuPc oligomer and CuPc thin films, as well as the two strong absorption bands in the
visible region for the CuPc oligomer and CuPc.
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Figure 7.2 The optical absorption spectra of CuPc oligomer and CuPc thin films.

7.2.4 Dielectric Constant Measurement
The dielectric constant was measured by preparing a pellet of CuPc oligomer. The
pellet was prepared by inserting the chunk of CuPc oligomer inside a steel mandrel
apparatus, and pressure of 3000 lbs/in2 was applied to the steel mandrel apparatus to form
a desired disk of specific diameter and thickness. The dimensions were measured using a
vernier caliper. The CuPc oligomer disk was inserted between two parallel copper plates,
which were used to measure the capacitance of the materials. These parallel plates were
placed inside an Aluminum box, where it later was placed on top of a hot plate, then the
parallel plates were connected to Quad Tech equipment (LCR meters model 1910 CE) to
measure the capacity of the CuPc oligomer as function of temperature. The dielectric
constant was calculated by using equation 7.3.
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K

Cd
7.3

£QA

Where K is the dielectric constant, A is the area d is the thickness of the CuPc
oligomer disk, 80 is the permittivity of vacuum (eo~ 8.854x10" 2 F/m), and C is the
measured capacitance. The area of CuPc oligomer pellet was red the area was 1.1304x
10"4 m2 and the thickness was 1.0504x 10"4 m. The results are shown in Figure 7.3
consistent with the results was reported in [134]. The behavior of a copper
phthalocyanine oligomer dielectric constant has a maximum values at 140 °C, which is
about 2500 times larger than that at room temperature.
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Figure 7.3 The dielectric constant of CuPc oligomer vs. temperature (°C).
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7.3 Organic Solar Cell Fabrication with High Dielectric Constants

7.3.1 Issue and Solution

PEDOT:PSS is soluble in water, and the CuPc oligomer solution is also soluble
in water; this results in a problem. When a CuPc oligomer layer is deposited above the
PEDOT:PSS layer, which was deposited on the ITO substrate and annealed to remove the
excess water, the PEDOT:PSS will dissolve again and be wiped off from the ITO
substrate; this problem will lead to short circuits and low VocDifferent techniques were investigated to resolve the previously mentioned
problem. In the first technique approach, we used different buffer materials, which are
not soluble in water, to replace the PEDOT:PSS buffer layer. For example, PEDOT was
purchased from Sigma-Aldrich and investigated as a buffer layer to replace PEDOT:PSS.
This materials did not work because the conductivity of PEDOT is lxlO"5 S/cm, which is
very low compared to the conductivity of PEDOT:PSS, which is 1 S/cm. This low
conductivity caused low Voc of the OPV device. Other materials were investigated as a
buffer layer, such as 1,4-Bis(diphenylamino)benzene (TPD) which was purchased from
Sigma-Aldrich. In general, TPD is used as a buffer layer in he LED device and it is
soluble in toluene or 1,2-Dichlorobenzene. The solar cell did not perform well,
possessing low current and voltage. This poor performance might be due to poor
communication between layers.
The second technique re-synthesized CuPc oligomer in a way that made it soluble
in a different solvent than water such as toluene or 1,2-Dichlorobenzene, and at the same
time kept the behavior of the high dielectric constant the same. The new CuPc oligomer
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was synthesized in the chemistry department at Western Michigan University by Dr.
Gellert Mezei. The chemical procedure used to synthesize the new CuPc oligomer
attached C12 to CuPc oligomer structure, as shown in Future 7.4. The previously
mentioned method was used to try to measure the dielectric constant for C^-CuPc
oligomer. This technique did not work; the C^-CuPc oligomer material could not be
prepared as a pellet. A test sample was fabricated to investigate if Ci2-CuPc oligomer
produces improves electrical performance. After a ITO substrate was cleaned and the
PEDOT:PSS buffer layer was obtained by using the previously mentioned procedure, a
thin layer of Ci2-CuPc oligomer was spin coated above PEDOT:PSS, where Ci2-CuPc
oligomer solution was prepared by dissolving it in 1,2-Dichlorobenzene, at a low speed
of 500 rpm for 20 seconds and at a high speed of 2500 rpm for 40 seconds, and then
baked at 200°C for 3 hours. Finally, PTCDI and Ag layers were evaporated above C12CuPc oligomer and thicknesses were 40 and 60 nm respectively. It invented OPV device
did not work, electrical performances were too low. This poor performance might be
because of the poor communication between layers.
The third technique added CuPc oligomer as third layer between the donor layer
(CuPc) and accepter layer (PTCDI). The main idea behind this technique is using CuPc
as a separated layer between CuPc oligomer and PEDOT:PSS. The OPV structure device
is shown in Figure 7.5.

This technique, which was used to fabricate OPV devices,

produces good electrical performance such as current and voltage.
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Figure 7 4 The structure of C12 copper phthalocyanine oligomer.
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Figure 7 5 The structure device of OPV bilayer with third layer of CuPc oligomer
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7.3.2 Investigating the Best Solution

Two OPV test sample devices with and without CuPc oligomer were fabricated to
investigate if these good electrical performances were from CuPc oligomer or CuPc. For
both samples, after a ITO substrate was cleaned, the, the PEDOT:PSS buffer layer was
obtained by spin coating PEDOT:PSS directly on to ITO by using CHEMT Technology
KW-A4 at a low speed of 500 rpm for 20 seconds and at a high speed of 2500 rpm for 60
seconds, followed by baking at 100°C for 3 hours. The first sample, which does not
contain any CuPc oligomer, contains active materials CuPc and PTCDI, and anode Ag,
were evaporated by using the thermal evaporation system Denton Vacuum DV-502;
thicknesses were 5, 40, and 60 nm respectively. In the second sample, which contains
CuPc oligomer, 10 nm of CuPc was evaporated first, followed by spin coating CuPc
oligomer above CuPc at a low speed of 500 rpm for 20 seconds and at a high speed of
2500 rpm for 40 seconds, and then baked at 100°C for 3 hours. After that, PTCDI and Ag
were evaporated, and thicknesses were 40 and 60 nm respectively. The active area of
these devices was 0.08 cm2. The Jsc and Voc characterizations were measured in the air
under an intensity of 110 mW/cm 2 illuminations using solar simulator (Solar Light Model
16S-150), then normalized the data by dividing them with the max value of Jsc and VocFigures 7.6 and 7.7 show the normalized Jsc and Voc as a function of time for both
devices. These devices were stored in the air and were tested over 35 days to determine
the device stability. Rapid degradation and the measured decrease in JSc and Voc were
observed over the 35 days for the first device. However, the Jsc and Voc behavior of the
second device showed improvement in stability over 35 days.
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Figure 7.7 The normalized Jsc as function of time for both devices.
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It is important to mention again that these devices were stored in the air, and their
measurements also were performed in the air. Traditional OPV bilayer devices, which
contains Pc's, are highly sensitive to the oxidation and humidity [135, 136], where Pc's
can easily interact with oxygen and acts as an electron acceptor. This reaction creates
additional holes where electrons from the extended rr-system or from a d-orbital of the
central metal are transferred to the oxygen molecule. The radicals formed are able to
reduce the singlet excitons that are formed in the Pc [137]. Therefore, the degradation of
the OPV device is due to the oxygen and humidity in the air. Thus, a thin layer of CuPc
oligomer, which is acting as an active donor layer and reducing the exciton binding
energy, has small sensitivity to oxygen and water vapor leading to maintaining feeding of
the device with electrons, and improving the life time and stability for the OPV device.

7.3.3 Further Investigation with CuPc Oligomer over CuPc

Four different OPV sample devices with CuPc oligomer were fabricated to
investigate the effects of CuPc layer thickness below the CuPc oligomer layer in the
electrical performances of Jsc and Voc in OPV devices.

After a ITO substrate was

cleaned and the PEDOT:PSS buffer layer was obtained by using the previous mentioned
procedure, four different CuPc layer thicknesses of 5, 10, 20, and 40 nm were evaporated
on the four different samples. A thin layer of CuPc oligomer was spin coated above CuPc
at a low speed of 500 rpm for 20 seconds and at a high speed of 2500 rpm for 40 seconds,
and then baked at 100°C for 3 hours. Finally, PTCDI and Ag layers were evaporated
above the CuPc oligomer and thicknesses were 40 and 60 nm respectively. These devices
were stored in the air and were tested for 35 days to determine the device stability.
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The electrical characterizations of Jsc, Voc, FF, and the efficiency of the four
OPV devices via various thicknesses of CuPc are shown in Table 7.2. The J-V curves for
various thicknesses of CuPc are shown Figure 7.8. The Jsc, Voc, FF, and the efficiency as
a function of time for the four different devices are show in Figures 7.9 to 7.12
respectively.
Table 7.2
The electrical characterizations Jsc, Voc, FF, and the efficiency of the four OPV devices
CuPc oligomer vs. various thicknesses of CuPc
CuPc
(nm)
5
10
20
40

CuPc oligomer
500 rpm 20 sec
2500 rpm 40 sec
500 rpm 20 sec
2500 rpm 40 sec
500 rpm 20 sec
2500 rpm 40 sec
500 rpm 20 sec
2500 rpm 40 sec

Jsc
mA/cm
2.06

VocV

FF

n%

0.260

0.35

0.17

40

1.46

0.316

0.33

0.14

40

1.9

0.388

0.54

0.36

40

0.91

0.374

0.33

0.1

PTCDI
(nm)
40

Voltage (v)
0.2
0.3

•—
oAft-

5 nm CuPc and O-CuPc
10 nm CuPc and O-CuPc
20 nm CuPc and O-CuPc
40 nm CuPc and O-CuPc

Figure 7.8. The J-V curves of CuPc oligomer for varies thickness of CuPc.
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It can be seen that the electrical characterizations and air stability of these OPV
devices is strongly dependent on the CuPc thickness applied over the PEDOT:PSS layer,
which works as a separated layer to protect the CuPc oligomer from diffusion to
PEDOT:PSS which are both soluble in water. In fact, the overall

electrical

characterizations of the OPV device that has 200 nm CuPc are higher than other devices.
Figure 7.10 shows the degradation behavior of all OPV devices in the Jsc after the 30'
day. However, this degradation behavior was not observed for the Voc (Figure 7.9). More
stability and improvement can be seen in the Voc in all the OPV devices. The same
behavior as seen in the V 0 c can be seen in the case of the FF, and efficiency (Figures
7.11 and 7.12).

7.4 Conclusion

A layer of CuPc oligomer with high dielectric constant was investigated as a third
layer between the donor layer (CuPc) and accepter layer (PTCDI) in the bilayer organic
solar cell, using CuPc to separate the CuPc oligomer and PEDOT:PSS. The traditional
OPV bilayer devices are highly sensitive to oxidation and humidity, which cause
degradation in the electrical characterizations. However, the invented bilayer solar cells
reduce the exciton binding energy and have small sensitivity to oxygen and water vapor.
They show improvement in the lifetime and stability for the OPV device. Different
thicknesses of CuPc layers were investigated to monitor the effects of CuPc layer
thickness in the electrical characterizations of OPV devices. Electrical characterizations
and air stability of these OPV devices is strongly dependent on the CuPc thickness which
works as a separated layer to protect the CuPc oligomer from diffusion to PEDOT:PSS.
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