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In three words I can sum up everything
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RESUMO
O interesse de empresas e sociedade em geral em saber, em tempo quase real e de
maneira precisa, sobre a ocorrência de eventos severos tem gerado grande demanda
por técnicas de previsão que sejam rápidas e confiáveis. Nessa busca, há criação de
novas técnicas e/ou adaptação de outras já desenvolvidas e bem conhecidas. Neste
trabalho foi feita uma adaptação da técnica ForTraCC para uso com dados de refle-
tividade máxima de radar, provenientes de um radar meteorológico Banda-S Doppler
operado pelo SIMEPAR no município de Teixeira Soares-PR, através de definição de
novos limiares, além do desenvolvimento de uma técnica baseada em correlação es-
pacial, denominada técnica XCorr, utilizando também o método K-Means++ para clas-
sificação de células convectivas e estratiformes. As duas técnicas foram então compa-
radas, através de gráficos de correlação entre dados observados e previsões geradas,
com melhor desempenho para a técnica ForTraCC frente à baseada em técnicas de
correlação espacial, que apesar de suas limitações apresentou bons resultados.
Palavras-chave: Nowcasting, Eventos Severos, K-Means++, Classificação
ABSTRACT
The interest of companies and society in general to know, in almost real time and
accurately, the occurrence of severe weather events has generated great demand for
predictive techniques that are fast and reliable. In this quest, there are the development
of new techniques and / or adaptation of others already developed and well known. In
this work it was made an adaptation of the ForTraCC technique using radar maximum
reflectivity, from a Doppler S-Band weather radar operated by SIMEPAR installed in Tei-
xeira Soares-PR, setting new thresholds, and the development of a technique based
on spatial correlation, called XCorr technique, using K-Means++ method for classifying
convective and stratiform cells. The two techniques were then compared using cor-
relation graphs between observed and forecasted data, with better performance with
ForTraCC instead of spatial correlation technique which, despite its limitations, also
presented good results.
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1 INTRODUÇÃO
Prever localização e intensidade de eventos severos, principalmente aqueles com
presença de granizo, fortes precipitações e ventos, tem tido cada vez mais atenção em
virtude de sua grande ameaça à diversas atividades humanas, entre elas a aviação e
a agricultura. Nas Regiões Sul e Sudeste do Brasil essa preocupação é maior, uma
vez que são regiões com maior incidência de eventos severos (Dias (2011)).
Na tentativa de melhorar a qualidade de alertas de eventos meteorológicos severos
torna-se necessário buscar técnicas de previsão rápidas e confiáveis, que podem ser
conseguidas através da criação de novas metodologias ou então adaptando técnicas
já conhecidas e validadas.
Neste trabalho propôs-se a comparação de técnicas de previsão à curtíssimo
prazo, considerando uma técnica do tipo Cell Tracker e uma do tipo Area Tracker.
Inicialmente foi feita uma adaptação da técnica ForTraCC para então serem utilizados
dados de máxima refletividade de radar. A outra técnica foi desenvolvida baseada no
uso de correlação espacial, utilizando também a separação de células de tempestade
através da técnica K-Means++.
Como critério de comparação foi calculada a correlação entre as imagens prove-
nientes da previsão e dos dados observados para o momento em questão. Ao final
foi criado um gráfico que apresenta a variação da correlação para previsões de até 1
hora.
Os objetivos principais deste trabalho são listados a seguir:
• Adaptar a Técnica de Previsão ForTraCC desenvolvida inicialmente para dados
de satélite para uso com dados de refletividade de radar;
• Desenvolver uma técnica baseada em correlação cruzada para realizar as previ-
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sões de deslocamento de tempestades convectivas;
• Realizar uma comparação entre as duas técnicas apresentadas.
A disposição do trabalho se deu da seguinte maneira:
No Capítulo 2 é feita revisão bibliográfica sobre o funcionamento do radar meteoro-
lógico, a determinação de seus momentos (Refletividade, Velocidade Radial e Largura
Espectral) e geração de produtos, além de uma pequena explicação sobre convecção
atmosférica.
O Capítulo 3 apresenta as técnicas de Nowcasting utilizadas como base neste
trabalho, além da técnica TITAN que apresenta rotinas utilizadas para conversão e
interpolação dos dados brutos de refletividade radar.
O Capítulo 4 apresenta um estudo sobre as técnicas de clusterização K-Means
e K-Means++ utilizadas no processo de classificação das células em convectiva e
estratiforme. Mostra também rápida revisão sobre as operações de dilatação e erosão
matemáticas, além de apresentar uma técnica para ajuste de dados através de elipses.
E por fim, no Capítulo 5 são apresentadas as metodologias utilizadas e os resulta-




O radar meteorológico consiste de uma ferramenta que foi inicialmente desen-
volvida para fins militares, mas que apresentou nas últimas décadas grande avanço
tecnológico, tornando-se então importante para análise e acompanhamento de even-
tos meteorológicos. Os radares mais modernos são capazes de detectar as partículas
na atmosfera e medir sua velocidade de deslocamento através do conhecido efeito
Doppler.
Seu funcionamento se dá através da geração e emissão de sinais eletromagné-
ticos, que viajam em uma direção definida pela antena do radar. Ao atingir algum
objeto, parte do sinal é refletido em direção ao radar e a partir disso determinam-se
os seus momentos.
Segundo Rinehart (2004), ondas eletromagnéticas são geradas através da oscila-
ção de campos magnético e elétrico, possuindo frequência f e comprimento λ que se
relacionam à velocidade c através da seguinte Equação:
c = λ f (1)
sendo f medida em Hz, λ em m e c em m/s.
Os radares meteorológicos modernos são do tipo pulsado, ou seja, emitem um
pulso eletromagnético e então esperam pelo eco vindo de alguma partícula presente
na atmosfera. Sabendo que a propagação dos pulsos ocorre na velocidade da luz c,
pode-se estimar a distância radar/objeto através do intervalo de tempo entre emissão
do pulso e recepção do eco.
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Sendo ∆t o período entre a emissão de uma onda eletromagnética e a recepção
de seu eco, e c a velocidade de propagação no meio, então tem-se que a distância





A emissão dos pulsos ocorre segundo a PRF (Pulse Repetition Frequency), que
é a quantidade de pulsos emitidos por segundo, e portanto, o período ∆t e a PRF se





Substituindo a Equação 3 na Equação 2 obtem-se que o alcance máximo rmax, em





Aumentando o valor da PRF obtém-se varreduras de radar mais rápidas, mas por
outro lado, há redução no alcance do radar. Outro importante conceito relacionado
à resolução do radar, é o volume do pulso, definido por metade do comprimento de
pulso e pelas larguras espectrais horizontais e verticais.
Radares meteorológicos do tipo Doppler varrem a atmosfera e recuperam momen-
tos espectrais para cada volume no espaço circundante. Na determinação desses
momentos costuma-se usar sinais médios de vários pulsos, como maneira de reduzir
a incerteza de cada estimativa. Nesse processo a redução da variância nas estimati-
vas é inversamente proporcional à quantidade de amostras independentes (Walker et
al. (1980)).
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2.1.1 COLETA DE DADOS
Normalmente a coleta de dados de radar se dá através da rotação da antena
em torno de um eixo vertical, e quando repetida para diferentes elevações gera-se
o chamado volume de dados. A partir da detecção de uma determinada partícula
na atmosfera, sua posição é dada pelo ponto (θ ,r,φ), sendo θ o ângulo de azimute
(ângulo horizontal em relação ao Norte - Figura 1a), r a distância objeto/radar (Figura
1b) e φ o ângulo de elevação (ângulo vertical em relação ao solo - Figura 1c).
(a) Ângulo de azimute. (b) Range.
(c) Ângulo de elevação.
FIGURA 1: Sistema de coordenadas de dados de radar.
FONTE: (ILLINOIS, 2014).
2.1.2 TIPOS DE VARREDURAS
A coleta de dados pelo radar pode ser realizada através das seguintes formas: PPI
e RHI, que são descritas a seguir.
a) RHI - Range Height Indicator
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Varredura útil quando se deseja visualizar, de maneira detalhada, a estrutura ver-
tical de uma nuvem ou sistema precipitante. Como pode ser visto na Figura 2, nesta
varredura o azimute da antena é fixado e a elevação varia entre valores próximos à 0◦
e 90◦.
FIGURA 2: Varredura RHI, com variação no ângulo de elevação da antena representada pela
seta vermelha
FONTE: (ILLINOIS, 2014)
b) PPI - Plan Position Indicator
Ecos de radar são mapeados em imagens bidimensionais, com intensidade vari-
ando em uma escala de cores. Uma vez que radares meteorológicos varrem a atmos-
fera em 360◦ em azimute, os dados são então convenientemente representados de tal
maneira.
Assim como exemplificado na Figura 3, nessa forma de leitura o ângulo de eleva-
ção é mantido constante e varia-se o ângulo de azimute.
FIGURA 3: Varredura PPI, com variação no azimute representada pela seta vermelha
FONTE: (ILLINOIS, 2014)
Apesar de possuir a vantagem de apresentar os dados da maneira como são ge-
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rados, tem a desvantagem do aumento da distância em relação ao radar resultar em
aumento de altura do eco retornado. Assim, para eventos meteorológicos distantes do
radar, os dados gerados podem se referir apenas ao topo da nuvem.
A varredura volumétrica de radar se dá pela coleta sucessiva de PPIs, um para
cada ângulo de elevação. Na Figura 4 é apresentado um esquema tridimensional
formado por três ângulos de elevação diferentes.
FIGURA 4: Esquema tridimensional de uma varredura volumétrica de radar.
FONTE: (SHORT, 2008)
2.1.3 MOMENTOS
Segundo Bringi e Chandrasekar (2004) o espectro Doppler de um eco de radar
meteorológico é estimado fazendo uso de Transformada de Fourier das amostras de











sendo Ŝ[k] a k-ésima frequência de amostra do sinal, N o número total de amostras e
V [N] uma amostra do sinal retornado.
• Refletividade de Radar: A refletividade de radar equivale ao momento de ordem
0 do espectro Doppler ou a média de todos os ecos que retornam ao radar, sendo
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proporcional ao número de partículas presentes no volume iluminado pelo feixe,
suas características e estado físico.
• Velocidade Radial : Após estimar o espectro Doppler do eco de radar é possí-
vel, através da Equação 6, determinar a velocidade radial das partículas atingi-









A partir das alterações na frequência entre o sinal emitido e o recebido após
a reflexão pode-se determinar a velocidade média das partículas em relação à
antena do radar.
• Largura Espectral: A largura espectral equivale ao desvio-padrão da veloci-
dade radial das partículas, sendo bom indicativo de instabilidade nas nuvens. É










Na Figura 5 é possível visualizar a relação entre os momentos do radar e o espec-
tro Doppler, sendo a Refletividade o valor da área sob o espectro, a Velocidade Radial
seu valor médio e a Largura espectral equivalente a seu desvio-padrão.
FIGURA 5: Gráfico apresentando os momentos Refletividade, Velocidade e Largura Espectral
a partir do sinal retornado.
FONTE: Adaptado de (ILLINOIS, 2014)
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2.1.4 EQUAÇÃO DO RADAR
A relação entre características do radar meteorológico, alvo e sinal retornado é






• pt é a potência transmitida pelo radar, em W ;
• pr é a potência média que retorna ao radar, em W ;
• g é o ganho de antena, característica que mede a habilidade da antena em focar
energia em um feixe;
• θ é largura horizontal do feixe, em radianos;
• ϕ é largura vertical do feixe, em radianos;
• |K| constante dielétrica para hidrometeoros;
• Di é o diâmetro do i-ésimo hidrometeoro;
• λ é o comprimento de onda;
• h é comprimento de pulso;
• r é a distância hidrometeoro-radar.
2.2 PRODUTOS GERADOS
2.2.1 MATRIZ DE MÁXIMA REFLETIVIDADE
Matriz bi-dimensional que indica o máximo valor de refletividade em cada coluna
de dados, como pode ser visto na Figura 6, na qual cada linha representa um feixe do
radar e cada valor sua refletividade no ponto.
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FIGURA 6: Esquema para obtenção de matriz de Máxima Refletividade
FONTE: (MASSAMBANI, 2009)
2.2.2 VIL - VERTICALLY INTEGRATED LIQUID
A concentração de água líquida em uma nuvem é de grande importância em estu-
dos meteorológicos, sendo sua magnitude e distribuição espacial importantes fatores
para entender a dinâmica de desenvolvimento de um sistema. Esta concentração é
calculada através da Equação 9:
V IL = 3.44x10−6





onde zi e zi+1 representam, respectivamente, os valores de refletividade no nível i e
i+1, e ∆h representa a diferença de altura entre os níveis. O valor desta expressão é
dado em kg/m2.
2.2.3 ISOTERMAS E ALTURAS
A isoterma de 0◦C é a superfície formada por todos os pontos nos quais a tempera-
tura é igual a 0◦C. É também chamado de nível de congelamento, uma vez que acima
dela as temperaturas são negativas e abaixo são positivas. Para as outras isotermas
utilizadas neste trabalho as temperaturas constantes consideradas são, respectiva-
mente, −10◦C e −20◦C.
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2.3 CONVECÇÃO ATMOSFÉRICA
A convecção é o transporte de uma propriedade física, como energia, momento
ou massa, em gases ou fluídos, sendo junto à condução e radiação um mecanismo
para transporte de calor latente.
2.3.1 TEMPESTADES CONVECTIVAS
De maneira geral, pode-se dizer que há três tipos básicos de tempestade:
• Unicelular : as células aparecem de maneira desorganizada, possuem desen-
volvimento independente e curta duração;
• Multi-celular : formadas por agrupamento de células em vários estágios de de-
senvolvimento interagindo entre si. O fluxo de ar frio de uma célula mais velha
pode desencadear o surgimento de novas células;
• Super-celular : formada por uma única célula, possui dinâmica que se auto-
sustenta.
Segundo Byers e Jr (1949) as tempestades possuem ciclo de vida que pode ser
dividido em três fases: Estágio Cumulos, Estágio Maduro e Estágio Dissipativo.
a) Estágio Cumulos
No primeiro estágio, a nuvem de tempestade, que é formada principalmente por
correntes ascendentes, possui pequeno crescimento vertical. Após evaporação das
partículas da nuvem, o ar fica mais úmido, fazendo com que a condensação ocorra
em níveis cada vez mais altos e, por consequência, geram-se torres cada vez mais
altas. Na Figura 7 tem-se um modelo de nuvem convectiva em seu primeiro estágio,
no qual aparecem as correntes ascendentes e as torres.
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Com o crescimento das nuvens, suas partículas também ficam maiores, até o
momento em que as correntes ascendentes não conseguem mantê-las. Enquanto
esse fenômeno ocorre, o ar mais seco em torno da nuvem é atraído, evaporando
algumas partículas e esfriando o ar que, ao ficar mais pesado, começa a descer,
inciando então o estágio maduro.
Fortes ventos no nível mais alto da nuvem espalham cristais de gelo horizontal-
mente, as correntes ascendentes e descendentes atingem força máxima no meio da
nuvem, gerando então turbulência. Na imagem 8 a nuvem está no estágio maduro,
quando começam a surgir as correntes de ar descendentes.
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Este estágio se inicia quando as correntes descendentes privam a tempestade de
ar quente e úmido. Ao atingir a superfície, as correntes descendentes podem fazer
com que o ar quente e úmido se condense, podendo gerar então outra tempestade, o
que pode ser visto na Figura 9.




2.3.2 DESLOCAMENTO DE TEMPESTADES CONVECTIVAS
Segundo Cotton, Bryan e Heever (2010) são três os mecanismos geradores de
movimento das tempestades:
• Translação ou advecção pelo vento médio;
• Propagação forçada, como resultado de mecanismos maiores em escala que a
tempestade convectiva ou
• Mecanismos internos ao desenvolvimento da tempestade, entre eles as corren-
tes ascendentes e as descendentes ou então perturbações verticais de pressão.
Esses mecanismos são independentes, ou seja, uma tempestade pode ser afetada
pelos três mecanismos durante seu ciclo de vida (ZEITLER; BUNKERS, 1990).
Conhecer os mecanismos de criação e evolução de sistemas convectivos tem
grande utilidade para entender o clima, além de melhorar modelos de previsão cli-
mática e técnicas para previsão a curtíssimo prazo. No Capítulo 3 é apresentada uma
pequena revisão dos métodos de previsão a curtíssimo prazo utilizados neste trabalho.
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3 NOWCASTING
De acordo com Browning (1982), Nowcasting é a combinação entre descrição
do estado atual e extrapolação das características de uma tempestade à curtíssimo
prazo. E ao pensar em técnicas de Nowcasting deve-se lembrar que, de acordo com
Wilson et al. (1998), as tempestades individuais duram em média 20 minutos, se loco-
movem segundo o vento e podem se unir e separar durante seu ciclo de vida.
Apesar dos avanços em modelagem numérica, ainda é grande a importância de
prognósticos imediatos, uma vez que os modelos não possuem grande habilidade nas
primeiras horas de execução.
Algumas das ferramentas primárias utlizadas na detecção de tempestades são o
radar meteorológico, o sensor de raios e o satélite, tendo o primeiro, a vantagem de
possuir altas resoluções, temporal e espacial, além de permitir uma visualização 3D
dos dados e assim uma melhor análise do evento meteorológico em questão.
Do ponto de vista operacional e científico, procura-se contar com procedimentos
para detecção, análise e prognóstico de evolução, robustos e simples. A robustez é
necessária para uma melhor análise e prognóstico dos eventos severos, enquanto a
simplicidade deve estar presente para que a técnica seja rápida.
Técnicas de Nowcasting são geralmente divididas em três importantes módulos:
identificação, rastreamento e previsão. No módulo de identificação as tempestades
são detectadas em imagens sucessivas (podendo ser dados de radar ou satélite) e
têm sua localização determinada, e em alguns casos outros parâmetros são definidos,
entre eles seu volume e altura.
No módulo de rastreamento faz-se o rastreio da tempestade nas imagens sucessi-
vas, gerando então seu movimento e tornando possível seu acompanhamento. Já no
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módulo de previsão faz-se a extrapolação dos dados, podendo ou não levar em conta
tendências de alterações na forma, volume ou intensidade da tempestade em análise.
De acordo com Tuttle e Foote (1990), apesar de estudos mostrarem que métodos
baseados em extrapolação têm sua acurácia decaindo rapidamente no período de
previsão entre 0 e 1 hora sob uma taxa relacionada à escala do padrão de precipitação
e ao mecanismo forçante, as extrapolações de até 30 minutos levam à melhorias de
avisos de advertências.
Em técnicas de Nowcasting baseadas em extrapolação, as células são detectadas
a partir das observações, rastreadas e então extrapoladas, com base em informações
anteriores. Dependendo da maneira com que são feitas, essas técnicas podem ser
divididas em dois grandes grupos: AREA TRACKER e CELL TRACKER, descritos a
seguir.
3.1 AREA TRACKER (RASTREIO DE ÁREA)
As primeiras técnicas de previsão imediata da posição das tempestades, usando
dados de radares meteorológicos, foram desenvolvidas no começo dos anos 60, me-
diante extrapolação de ecos de radar (WILSON et al., 1998).
Nestas técnicas usa-se a imagem toda para estimar o deslocamento dos ecos de
radar, através do uso de reconhecimento de padrões, como visto em Austin (1985), ou
correlação cruzada como visto em Rinehart e Garvey (1978) e Tuttle e Foote (1990).
3.1.1 TÉCNICAS BASEADAS EM CORRELAÇÃO
Uma conhecida técnica dessa classe, SHARP (Short-Term Automated Radar Pre-
diction) é apresentada por Austin e Bellon (1974) e Bellon e Austin (1978) e utilizada
como base para definição da metodologia apresentada neste trabalho.
Nesta classe de técnicas computa-se os vetores de translação de ecos de radar
observados em duas varreduras de radar consecutivas, tomadas em um intervalo de
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tempo ∆t. Cada varredura é então dividida em um número de caixas de mesmo ta-
manho, sendo cada uma das presentes na primeira imagem comparada à todas as
possíveis presentes na segunda imagem. Calculam-se os coeficientes de correlação
γ entre os pares de caixas possíveis, sendo o par com maior correlação usado na
estimativa do deslocamento dos ecos entre as duas varreduras de radar.
Na maior parte dos casos não é necessário buscar pela máxima correlação em
todo o conjunto de dados, calculando apenas para uma região circular de raio ρ em
torno da caixa inicial.
ρ =Vmax∆t, (10)
sendo Vmax a máxima velocidade de deslocamento esperada, determinada a partir de
informações meteorológicas ou experiência anterior. Na imagem 10 são mostrados
um eco de radar, a área de busca em torno de uma caixa e uma estimativa de deslo-
camento.
FIGURA 10: Determinação do vetor deslocamento através do uso da técnica SHARP
FONTE: Adaptado de (MECKLENBURG, 2000)
A magnitude da máxima correlação γmax indica o desenvolvimento da tempestade,
enquanto a translação necessária para localizar γmax é usada para definir o vetor des-
locamento médio da tempestade durante o intervalo entre as varreduras.
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3.2 CELL TRACKER (RASTREIO DE CÉLULAS)
Quando se deseja fazer análise do movimento e evolução individuais de cada cé-
lula de tempestade se faz necessário usar técnicas de Nowcasting baseadas em Cell
Trackers, que são geralmente formadas por três módulos: um para identificação, um
para rastreio e outro para previsão/extrapolação dos dados.
A identificação das tempestades geralmente é feita utilizando limiares mínimos de
refletividade e tamanho, o rastreamento é determinado através da sobreposição de
imagens consecutivas ou usando funções custo. Por fim, as previsões são feitas por
extrapolação do deslocamento das células, considerando ou não a variação em tama-
nho e intensidade das tempestades. Exemplos deste grupo de métodos podem ser
vistos em Dixon e Wiener (1993), Johnson et al. (1998), Zinner, Mannstein e Tafferner
(2008) e Vila et al. (2008).
3.3 FORTRACC - FORECASTING AND TRACKING THE EVOLUTION OF CLOUD
CLUSTERS
Apresentada por Vila et al. (2008), essa técnica faz Nowcasting de células de tem-
pestade, gerando sua trajetória e prevendo a evolução de suas propriedades, como
posição geométrica do centro de massa, intensidade e área, entre outras.
Assim como outras técnicas de Cell Tracking, possui quatro módulos principais:
• um método para detecção das células de tempestade;
• um módulo para determinação de seus parâmetros morfológicos e físicos;
• uma técnica para rastreio;
• um módulo para prever a evolução de cada célula de tempestade.
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3.3.1 MÓDULO DE IDENTIFICAÇÃO
Nessa técnica, a identificação dos agrupamentos de células se dá com base em
temperatura de brilho que segundo Souza e Silva (2005), corresponde à intensidade
de radiação no topo da atmosfera. Inicialmente buscam-se pixels que possuam va-
lores de temperatura de brilho inferiores a certo limiar definido incialmente. Após os
pixels serem identificados, seleciona-se aqueles que formam uma região contígua com
tamanho superior a um limiar.
A definição dos valores de limiar altera as características de cada célula, entre
elas, sua posição inicial e duração média. Em Maddox (1980) os limiares escolhidos
para temperatura de brilho e tamanho são, respectivamente, 241K e 100000km2. Já em
Torres (2003), os valores são 218K e 25000km2.
Na adaptação desta técnica fez-se uso de dados de refletividade de radar e foram
definidos novos limiares, que serão apresentados no Capítulo 5.
3.3.2 PARÂMETROS MORFOLÓGICOS
Após identificadas, cada célula recebe um número identificador, o que permite
o acompanhamento de sua trajetória e desenvolvimento durante seu ciclo de vida.
Alguns dos parâmetros determinados são o número de pixels e área, o raio efetivo, as
coordenadas de centro geométrico, entre outros, que podem ser vistos em Machado
e Laurent (2004).
3.3.3 TÉCNICA DE RASTREIO
A técnica de rastreio de células utilizado na técnica ForTraCC se baseia no método
de sobreposição de imagens, que assume que um cluster em uma imagem anterior
corresponde a um cluster de outra imagem caso suas posições se sobrepuserem o
suficiente (WILLIAMS; JR, 1987).
Ao comparar imagens sucessivas pode-se ter cinco resultados:
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• Geração Espontânea: Ao comparar as imagens nota-se que o cluster presente
na segunda imagem não se sobrepõe a algum cluster da primeira imagem;
• Dissipação: semelhante ao anterior, mas nesse caso não há sobreposição entre
um cluster da primeira imagem com algum dos presentes na segunda;
• Continuidade: como visto na Figura 11a, um cluster da imagem anterior se
sobrepõe a apenas um da imagem seguinte;
• Divisão: ocorre quando um cluster da primeira imagem se sobrepõe a mais de
um cluster da imagem posterior, podendo ser visto na Figura 11b;
• Fusão: situação semelhante à divisão pode ser vista na Figura 11c, mas nessa
situação há sobreposição entre dois cluster da primeira imagem e apenas um da
imagem seguinte.
FIGURA 11: Possíveis ocorrências durante o rastreio de clusters: a) Continuidade de cluster
b) Divisão de cluster c) Fusão de clusters
FONTE: (VILA et al., 2008)
3.3.4 ESTIMATIVAS DE DESLOCAMENTO
Considerando três imagens sucessivas em instantes t−2∆t, t−∆t e t, a estimativa
de velocidade de deslocamento V (t−1) é calculada a partir das posições de centro de
massa nos instantes t− 2∆t e t−∆t. Assume-se então que a velocidade é constante
(em intensidade e direção) e gera-se a velocidade prevista V P(t). De maneira simul-
tânea calcula-se a velocidade real V (t) para o período entre os instantes t−∆t e t. Ao
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final estima-se a velocidade de deslocamento V E(t +1) através da Equação 11:
V E(t +1) =V (t)+D(t) = 2V (t)−V P(t) (11)
O procedimento acima é aplicado para os casos de continuidade de um cluster
e pode ser visualizado na Figura 12. Nos casos em que ocorre fusão ou divisão,
os centros de massa levam a um cálculo errôneo de velocidade de deslocamento.
Nesses casos, a velocidade de deslocamento é calculada como média ponderada do
deslocamento de clusters vizinhos.
FIGURA 12: Acompanhamento de um cluster em três varreduras de radar seguidas para
determinação do vetor deslocamento V E(t +1)
FONTE: (VILA et al., 2008)
3.3.5 CICLO DE VIDA
O ciclo de vida de cada célula de tempestade é avaliado através da análise da







onde A corresponde à área da célula em um dado instante. Na Equação 12, valores
positivos indicam expansão e negativos indicam decrescimento. A partir da estimativa
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de velocidade de deslocamento e taxa de variação da área faz-se a previsão e então
extrapola-se o resultado para períodos posteriores.
3.4 TITAN - THUNDERSTORM IDENTIFICATION, TRACKING, ANALYSIS AND NOW-
CASTING
Nessa técnica de Nowcasting as tempestades são definidas como sendo regiões
tri-dimensionais com valores de refletividade acima de um dado limiar e combinadas
de maneira lógica entre varreduras sucessivas de radar.
3.4.1 MÉTODO DE IDENTIFICAÇÃO
O processo de identificação é feito de maneira simples, e está explicado nesse tra-
balho para o caso bi-dimensional, sendo facilmente extendido para o caso tri-dimensional.
Os passos são os seguintes:
1. Identifica-se sequências de pontos contíguos (runs) em uma determinada dire-
ção, nos quais os valores de refletividade superam um determinado limiar;
2. Agrupa-se runs adjacentes, formando as tempestades.
Analisando a Figura 13 e seguindo os passos do algoritmo de identificação, nota-
se que os runs de 12 a 15 formam uma célula de tempestade, valendo o mesmo para
os agrupamentos 1 a 3, 5 a 7 e 8 a 10. Enquanto os runs 4 e 11 seriam desconside-
rados em virtude de seu tamanho.
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FIGURA 13: Esquema para identificação de Células na Técnica TITAN
FONTE: O autor
Para o caso de identificação tri-dimensional a busca no passo 2 se dá em duas
direções.
3.4.2 COMBINAÇÃO DE TEMPESTADES USANDO OTIMIZAÇÃO COMBINATÓRIA
Para facilitar o entendimento do algoritmo de rastreio utilizado pelo TITAN foi adi-
cionada a seguinte Figura 14.
FIGURA 14: Método de Tracking da técnica TITAN - Possíveis trajetórias para tempestades
nos instantes t1 e t2
FONTE: (DIXON; WIENER, 1993)
A Figura 14 apresenta tempestades em instantes t1 e t2, sendo ∆t = t2− t1 o in-
tervalo de tempo entre duas varreduras consecutivas de radar. Na Figura também
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aparecem todas as combinações possíveis de movimento que as tempestades podem
executar no intervalo ∆t. O problema então é combinar as tempestades presentes em
t1 e em t2, considerando as suposições de que o conjunto de caminhos corretos con-
tém as trajetórias mais curtas, unindo tempestades similares (em relação a tamanho,
forma, entre outras características) e limitadas superiormente por um deslocamento
máximo esperado.
Com base nessas informações, a determinação do conjunto de caminhos das
tempestades se dá através da resolução de um problema de otimização, buscando
reduzir uma função custo. Sejam a i-ésima tempestade presente no instante t1, com
estado S1i = (xz1i,yz1i,V1i), e a j-ésima tempestade no instante t2 com estado S2 j =
(xz2 j,yz2 j,V2 j). Define-se então o custo Ci j de alteração do estado S1i ao estado S2 j:
Ci j = w1dp +w2dv (13)
onde w1 e w2 representam ponderações e
dp = [(xz1i− xz2 j)2 +(yz1i− yz2 j)2]
1







Há restrição com relação ao deslocamento das tempestades dp, considerando a
velocidade máxima de deslocamento smax:
dp ≤ smax∆t (15)
Utilizando as restrições acima descritas define-se o conjunto de soluções (trajetó-
rias) possíveis que são representadas pelas setas, enquanto trajetórias fora do con-
junto factível representas pelas linhas tracejadas.
A solução desse problema é, a partir das trajetórias possíveis, escolher aquelas






onde i se refere ao ponto de início e j ao ponto de fim, e a soma é feita para todos os
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caminhos possíveis. O número de trajetórias será menor ou igual ao menor número de
tempestades presentes nos instantes i e j. O método utilizado na resolução, Método
Húngaro, possui implementação mostrada em Roberts (1984) e Lawler (1976).
3.4.3 MÉTODO HÚNGARO
O Método Húngaro é um método de otimização utilizado geralmente em problemas
de designação. Sua aplicação está vinculada a criação de uma matriz de custos de
dimensão mxn, sendo m o número de tarefas e n o número de executores. Na aplicação
para geração da previsão cada tempestade é designada à uma trajetória possível, de
maneira a minimizar a Equação 13.
Como visto em Rodrigues, Vieira e Agustini (2005), o algoritmo do Método Hún-
garo pode ser escrito como:
1. Construir a matriz de custos relacionada à designação de cada tarefa a um exe-
cutor;
2. Procurar o menor valor em cada linha e subtraí-lo dos outros valores da mesma
linha;
3. Procurar o menor valor em cada coluna e subtraí-lo dos outros valores da mesma
coluna;
4. Riscar com o menor número de linhas os valores 0 nas linhas e colunas;
5. Se o número de riscos for igual a n então chegou-se a solução ótima, caso con-
trário executar o passo 6;
6. Identificar o menor número entre os valores não riscados, subtraí-los dos outros
números não riscados e somá-los aos riscados. Repetir os passos 2 a 4.
Estudo mais aprofundado e outras aplicações podem ser vistas em Siqueira (1999)
e Siqueira (2005).
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3.4.4 PREVISÃO A CURTÍSSIMO PRAZO
O algoritmo para previsão foi formulado com base nas suposições de que tempes-
tades tendem a se mover em linhas retas e apresentam crescimento/decrescimento
sob tendência linear.
Considerando a série temporal pi de um dado parâmetro p, com i variando entre
0 e nt − 1, sendo nt a quantidade de instantes relevantes para a realização de uma
previsão. Sendo p0 o valor atual do parâmetro p, e
d p
dt sua taxa de variação estimada,
então para o t-ésimo instante, tem-se:




Quando se observa uma determinada tempestade pela primeira vez não há histó-
rico de seu desenvolvimento, assim assume-se que as taxas de variação são nulas e
então é feita uma PERSISTENCE FORECAST, na qual mantém-se constantes inten-
sidade e área da tempestade.
A técnica de previsão ForTraCC e uma adaptação da técnica SHARP, aqui apre-
sentadas, foram aplicadas à dados de refletividade de radar e seus resultados são
apresentados no capítulo 5. No capítulo 4 é feita uma revisão da metodologia utilizada
na definição do método baseado na técnica SHARP.
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4 METODOLOGIA
Neste capítulo é feito um breve estudo das metodologias utilizadas no trabalho,
sendo na seção 4.1 apresentados os dados utilizados e suas formas de obtenção.
Na seção 4.2 é apresentada uma breve revisão de técnicas de clusterização com
ênfase para a metodologia K-Means++, sendo aplicado ao seu resultado o ajuste por
elipses, como apresentado na seção 4.4. Durante o processo de identificação das
células tempestade na técnica ForTraCC fez-se uso de operações de morfologia ma-
temática, que serão brevemente descritas na seção 4.3.
4.1 DADOS UTILIZADOS
Nesta seção é apresentada a origem e manipulações realizadas nos dados brutos
de refletividade utilizados nas técnicas de previsão e na classificação das células.
4.1.1 RADAR METEOROLÓGICO SIMEPAR
Um dos radares meteorológicos operados pelo SIMEPAR está instalado no mu-
nicípio de Teixeira Soares, sendo utilizado desde o ano de 1997 para atividades de
vigilância e monitoramento de eventos severos com ocorrência no Estado do Paraná,
Santa Catarina e parte do Rio Grande do Sul.
Seu sistema, da empresa EEC (Enterprise Eletronics Corporation), de modelo
DWSR-95S, possui antena com 8.2 m diâmetro que gera feixes de ondas eletromagné-
ticas com abertura aproximada de 0.95◦ e monitora continuamente a atmosfera através
de sequências azimutais de 360◦. O radar é remotamente controlado em Curitiba, e
através do sistema de processamento do sinal do radar é possível alterar os modos de
varreduras, além de definir parâmetros como resolução espacial e temporal dos dados
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e filtros utilizados.
Na Figura 15 são apresentadas a visão externa e uma ampliação da antena do
radar no interior da radoma de proteção.
FIGURA 15: Imagem externa e interna do radar Doppler SIMEPAR em Teixeira Soares - Pr
FONTE: (BENETI, 2012)
Na imagem 16 a estrela representa a localização do radar meteorológico Doppler
em Teixeira Soares, e o interior do círculo azul, de raio 200 km, representa a área
coberta pelas ondas eletromagnéticas durante uma varredura volumétrica de radar.
FIGURA 16: Área de cobertura do radar durante varredura volumétrica.
FONTE: (BENETI, 2012)
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4.1.2 PRÉ-PROCESSAMENTO DOS DADOS
Uma vez que os dados obtidos pela utilização do radar são armazenados no sis-
tema de coordenadas polares, foi necessário fazer uma interpolação e mudança de
sistema de coordenadas, o que foi conseguido através de rotinas de manipulação de
dados brutos presentes no TITAN.
Para aplicação da técnica ForTraCC foi utilizada resolução horizontal de 1 km x
1 km e vertical de 0.5 km, gerando então matrizes com dimensões (480,480,30) e
(400,400,30). Após essa alteração no sistema de coordenadas dos dados de refletivi-
dade de radar, foi determinada a matriz bi-dimensional com máxima refletividade com
dimensões (480,480) e (400,400). Durante o processo de identificação das células de
tempestade fez-se uso de operações morfológicas de dilatação e erosão matemáticas,
apresentas nas seções 4.3.
Na metodologia K-Means++ foi utilizada outra resolução, em virtude de limitações
de processamento, sendo então definida uma resolução horizontal de 2 km x 2 km e
vertical de 0.5 km, obtendo então matrizes de dimensões (240,240,30) e (200,200,30).
Após a interpolação dos dados foi determinada a matriz de máxima refletividade, com
dimensões (240,240) e (200,200). Foram utilizados também dados referentes à isoter-
mas de 0◦C, −10◦C e −20◦C, obtidos através de radiossondagens. Feita a classifica-
ção, ajustou-se as células convectivas por elipses como mostrado na seção 4.4.
4.1.3 RADIOSSONDAGEM
Radiossondas são conjuntos de instrumentos e sensores usados para monitorar
elementos meteorológicos (pressão atmosférica, temperatura do ar, temperatura do
ponto de orvalho, além de direção e intensidade de vento), e que são transportados
por balões desde a superfície até alturas superiores a 16 km. Os dados, enviados via
sinais de rádio à um receptor fixo ao solo, são úteis para pesquisas e inicialização de
modelos numéricos de previsão do tempo, entre outros serviços operacionais.
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4.2 TÉCNICAS DE CLUSTERIZAÇÃO
A análise não-supervisionada de dados usando algoritmos de clusterização, for-
nece uma poderosa ferramenta para exploração da estrutura dos dados. Tem como
principal objetivo o agrupamento de dados através do uso de critérios de similaridade
(ou dissimilaridade). Os aspectos cruciais da clusterização de dados são a represen-
tação dos padrões e uma medida de similaridade, sendo mais comum usar a distância
euclidiana.
Conforme Farley e Raftery (1998), as técnicas de clusterização são divididas em
duas grandes classes: Métodos Hierárquicos e Métodos Particionadores.
4.2.1 MÉTODOS HIERÁRQUICOS
Nesses métodos a geração de clusters se dá através do particionamento recursivo
das instâncias. Podem ser sub-dividos nas sub-classes:
• Aglomerativos: cada padrão de entrada representa, inicialmente, um agrupa-
mento que então são sucessivamente unidos até chegar à estrutura desejada;
• Divisivos: todos os dados de entrada formam, inicialmente, um mesmo cluster,
que então é dividido até atingir a estruturação desejada.
4.2.2 MÉTODOS PARTICIONADORES
Nessa metodologia há realocação dos dados de um cluster a outro, a partir de
uma partição inicial. O mais simples desses métodos é K-Means, sendo utilizado para




Método Particionador da Análise de Clusters utilizado para classificar dados em
grupos considerando, geralmente, como medida de similaridade a distância Euclidi-
ana.
Se X = {x1, ...,xn} é o conjunto formado por n dados, então o problema de clusteri-
zação é separá-lo em k agrupamentos C = {C1, ...,Ck}, tal que pontos de mesmo grupo
são mais semelhantes que pontos pertencentes a grupos diferentes. Além disso, a so-
lução C deve ser tal que satisfaça os critérios (RODRIGUES, 2009):
k⋃
i=1
Ci = X (17)
Ci 6= /0 (18)
Ci∩C j = /0 i, j = 1, ...,k com i 6= j (19)
A condição 17 faz com que todo o conjunto X seja separado em k agrupamentos,
na condição 18 é forçado que cada agrupamento tenha ao menos um elemento do
conjunto de dados. Na condição 19 nota-se que nenhum dado pode pertencer a mais
de um agrupamento. Com base nessas condições pode-se afirmar que:
• Haverá sempre k agrupamentos;
• Em cada agrupamento haverá ao menos um padrão;
• Por ser um método não-hierárquico não há sobreposição de agrupamentos;
Segundo Hair et al. (2009) o principal objetivo da análise de agrupamentos é definir
a estrutura dos dados, o que pode ser conseguido tratando as questões:
• Inicialmente deve-se escolher o número k de agrupamentos desejados;
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• Também é necessário definir uma medida de similaridade para os dados que se
deseja agrupar;
• Após escolhida a função de similaridade é possível determinar os agrupamentos,
colocando os mais semelhantes em um mesmo grupo.
Seu algoritmo pode ser resumido aos seguintes passos:
1. Escolher k centróides iniciais;
2. Atribuir cada dado Xi ao centróide mais próximo;
3. Atualizar os centróides através do cálculo da média de todos os pontos perten-
centes aos agrupamentos;
4. Repetir os passos 2 e 3 até atingir a estabilização dos centróides.
Na Figura 17 está exemplificada a execução do método K-Means para agrupamen-
tos de dados em dois clusters. Os dados são apresentados em verde em (a), com os
dois centróides inicializados aleatoriamente representados por um X vermelho e outro
azul. Em (b) ocorre a primeira aplicação de cada dado ao método e sua atribuição
ao centróide mais próximo, que se repete até que ocorra convergência, ou seja, as
alterações nos centróides causadas por atribuições não sejam mais relevantes. Em (i)
é apresentado o resultado final, com os dados clusterizados em vermelho e em azul.
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FIGURA 17: Iterações do método K-Means para clusterização de dados em dois grupos
FONTE: (DAMIAN, 2011)
4.2.4 ALGORITMO DE LLOYD
A clássica heurística de otimização utilizada na solução do K-Means, mostrada em
Lloyd (1982), é resumida aqui.
Sendo X = {x1, ...,xn} um conjunto finito de dados, sendo cada um representado
por um vetor vx ∈Rn. Sejam também uma partição C = {c1, ...,ck} de X em k conjuntos
disjuntos e não-vazios e n(c) o número de dados pertencentes ao cluster c.
A medida de qualidade da partição gerada pelo método K-Means, como visto em












sendo d(·, ·) uma medida de distorção não-negativa pré-definida, sendo mais comu-
mente utilizada a distância Euclidiana.
Este algoritmo possui dois passos, um para atribuição e outro para atualização.
Durante o passo de atribuição cada item é designado ao cluster mais próximo. No
passo de atualização, cada centróide possui seu valor atualizado através da Equa-
ção 21. Uma importante característica do algoritmo de Lloyd é o fato de todas as
atribuições serem feitas antes do processo de atualização dos centróides.
4.2.5 K-MEANS++
Nessa metodologia, a escolha dos centróides não se dá de maneira randômica, fa-
zendo com que a aplicação do K-Means++ para um mesmo conjunto de dados resulte
em mesmos agrupamentos.
Sendo D(x) a menor distância de um ponto a qualquer centro já escolhido, o algo-
ritmo é mostrado pelos passos abaixo:
1. Inicialmente escolha um centro c1 de maneira uniformemente randômica no con-
junto de dados X ;
2. Defina um novo centróide ci, escolhendo x ∈ X com probabilidade
D(x)2
∑x∈X D(x)2
3. Repita o passo anterior até que sejam escolhidos os k centros iniciais;
4. Execute o método K-Means normalmente.
4.3 MORFOLOGIA MATEMÁTICA
A simples utilização de limiares para identificação de células de tempestade ra-
ramente é suficiente, pois as células geradas podem ser irregulares e formadas por
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um número de pequenos agrupamentos. Dessa maneira se faz necessária a utiliza-
ção de um método de pré-processamento das imagens. Neste trabalho fez-se uso de
Morfologia Matemática, uma ferramenta utilizada para grande número de aplicações.
Podendo ser utilizada para as seguintes propostas (SONKA; BOYLE, 2007):
• Pré-processamento de imagens, como filtro de ruído e suavização da imagem;
• Melhoria da estrutura do objeto em estudo, através de afinamentos, espessa-
mentos e simplificações de formas;
• Separação entre objeto e fundo de imagem;
• Cálculo de área e perímetro, por exemplo.
Transformações morfológicas são definidas pela relação entre um conjunto de pon-
tos A (imagem, por exemplo) e outro conjunto menor B, chamado de elemento estru-
tura. Além da erosão e dilatação matemática, que aqui serão apresentadas, existem
outros operadores morfológicos, entre elas abertura, fechamento, afinamento e espes-
samento.
4.3.1 DILATAÇÃO
A dilatação consiste de uma operação morfológica que faz com que objetos bi-
nários em uma imagem fiquem mais espessos, de acordo com o elemento estrutura.
Matematicamente a dilatação de uma imagem A pelo elemento estrutura B é definida
como (GONZALEZ; WOODS, 2001) :
A⊕B = {z|(B̂)z∩A 6= /0} (22)
onde
B̂ = {w|w =−b,∀b ∈ B} (23)
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e (B̂)z é a translação do conjunto B.
Na Figura 18b é apresentado o resultado de um operador morfológico, obtido pela
substituição de cada pixel válido na imagem 18a pelo elemento estrutura apresentado
na Figura 18c.
(a) (b) (c)
FIGURA 18: Transformação morfológica dilatação.
FONTE: Adaptado de (MATTA, 1998).
A aplicação da dilatação matemática à identificação de células convectivas pode
ser usada para unir células próximas, pequenos grupos em entidades maiores, elimi-
nar pequenos buracos e homogeneizar áreas irregulares.
O uso da dilatação aumenta o tamanho das células, o que pode causar problemas
com relação a ruídos. Dessa maneira se faz necessário aplicar a operação morfológica
erosão.
4.3.2 EROSÃO
Contrária à dilatação, a erosão reduz o tamanho do objeto e pode ser definida
matematicamente como:
A	B = {z|(B̂z)⊆ A} (24)
Na Figura 19b é apresentado o resultado do operador erosão, formada pelos pixels




FIGURA 19: Transformação morfológica erosão.
FONTE: Adaptado de (MATTA, 1998).
Isso significa que a erosão extrai o conjunto de pontos z de A tal que B, translado
por z, é totalmente contido em A. Na região da borda de A, o elemento estrutura B é
apenas parcialmente contido em A, e portanto o tamanho de A se reduz.
4.4 AJUSTE POR ELIPSES
O ajuste dos clusters por elipses foi feito com base em Wijewickrema e Paplinski
(2005), dessa maneira suponha uma tempestade definida através de n pares (xi,yi),











































O principal componente do ajuste por elipses é o cálculo dos autovalores e autove-
tores da matriz de covariância. Sejam λ1 e λ2 os autovalores, com λ1 > λ2. O autovetor













Utilizando as coordenadas do autovetor determina-se o ângulo θ entre o maior







Com base nas informações determinadas, pode-se então calcular os eixos maior




























sendo A a área ocupada pela elipse, obtida através da Equação 35.
A = n dx dy (35)
onde n é o número de pontos pertencentes ao conjunto de dados, e dx e dy a
resolução da matriz de dados.
Na seção 4.5 mostra-se o resultado das aplicações das técnicas FortraCC e XCorr
à tempestades fictícias.
4.5 APLICAÇÃO DOS MÉTODOS À TEMPESTADES TEÓRICAS
Para um melhor entendimento das técnicas de previsão utilizadas neste trabalho
foram criadas tempestades fictícias, ajustadas por elipses com raio maior igual a 50 km
e velocidades de deslocamento iguais a 60 km/h, mas diferentes em direção. Enquanto
uma tempestade se movia em direção ao leste, outra se move em direção ao sudeste.
Na Figura 20a é mostrado o resultado da técnica baseada em correlação espacial,
sendo apresentado em cinza a última elipse utilizada na geração da previsão, em
vermelho a primeira previsão e em preto suas extrapolações. Como era de se esperar
nota-se que a previsão foi feita com base em um deslocamento único aplicado à toda
a imagem, sendo nesse caso em direção à leste. Uma vez que há presença de mais
de uma tempestade na imagem, o decaimento da correlação entre os dados e as
previsões é rápido, o que pode ser visualizado na Figura 21.
Na Figura 20b o resultado apresentado se refere à técnica ForTraCC, sendo mos-
trado em azul as extrapolações da previsão gerada. Nesta técnica cada tempestade é
considerada individualmente, assim a previsão é baseada nos deslocamentos anteri-
ores de cada uma delas, o que leva a melhores resultados, como mostrado na Figura
21.
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(a) Previsão Fictícia pela técnica XCorr (b) Previsão Fictícia pela técnica ForTraCC
FIGURA 20: Previsão de Tempestades Fictícias por Técnica ForTraCC e outra baseada em
Correlação Espacial
FONTE: O Autor
FIGURA 21: Avaliação e comparação das previsões geradas para tempestades fictícias
FONTE: O Autor
No capítulo 5 é mostrada a aplicação dos métodos apresentados nos capítulos 2,
3 e 4, apresentando também os resultados e suas análises.
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5 APLICAÇÕES E RESULTADOS
Nesse trabalho fez-se comparação entre a técnica de Nowcasting ForTraCC e a
técnica XCorr, derivada da técnica SHARP e baseada no cálculo de correlação es-
pacial. Na geração das previsões utilizou-se dados de refletividade máxima de radar,
obtidos a partir de varreduras volumétricas com alcances de 200km para o primeiro
caso e 240km para os casos seguintes.
5.1 FORTRACC - ZMAX
A principal alteração realizada na metodologia ForTraCC ocorreu no tocante aos
dados utilizados para realizar as previsões. Enquanto na versão original são utilizados
dados de temperatura de brilho, advindos de satélites, neste trabalho optou-se pelo
uso de matrizes de dados de refletividade máxima de radar em sistema cartesiano de
coordenadas.
A Técnica ForTraCC, originalmente escrita em Fortran, foi então reescrita em lin-
guagem de programação Python fazendo uso da biblioteca Numpy, fato que contribuiu
para reduções no número de linhas e tempo de execução e melhoria na organização
do código, características importantes quando se deseja gerar rotinas operacionais de
Nowcasting.
5.1.1 APRESENTAÇÃO DA METODOLOGIA
Nas matrizes de refletividade máxima, referentes a três varreduras consecutivas
de radar, buscou-se pixels com refletividade entre os limiares Zmin = 30 dBZ e Zmax = 60
dBZ, numerando com 1 aqueles que satisfazem esse critério. Após essa primeira
etapa fez-se uso de operações de morfologia matemática, dilatação para suavização
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e união de agrupamentos próximos o suficiente, e erosão para que os ruídos não
fossem superestimados.
Após o processo de definição cada célula recebeu um número de identificação, o
que permitiu acompanhamento de sua evolução e determinação de seus parâmetros
morfológicos, entre eles a área ocupada e seu centro de massa. Células com área su-
perior ao limiar de 60km2 foram utilizadas na previsão, enquanto as que apresentaram
áreas inferiores foram desconsideradas.
A partir de seu número de identificação cada célula teve seu comportamento ava-
liado nas três varreduras de radar consecutivas, sendo determinadas suas variações
em área e intensidade, além de rastrear seu trajeto anterior. Conhecendo essas infor-
mações foi então possível realizar as previsões e sua extrapolação.
5.2 XCORR
Técnicas baseadas em correlação espacial são bem conhecidas e seguem sendo
utilizadas pelo fato de serem metodologia de fácil entendimento e implementação,
apesar de apresentarem um decaimento mais rápido quando comparadas à outras
técnicas.
Sabendo que as porções convectivas e estratiformes presentes em um sistema
precipitante apresentam características distintas no que se refere à intensidade e área
ocupada, é importante saber diferenciá-las de maneira objetiva. Tendo em vista tam-
bém que células convectivas apresentam maior intensidade e possibilidade de ocor-
rência de raios, rajadas de vento e granizo, neste trabalho as previsões realizadas
pela técnica XCorr foram geradas considerando apenas as porções convectivas. A
classificação das células foi feita pela utilização da metodologia K-Means++, usando
as variáveis listadas na próxima seção.
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5.3 CLASSIFICAÇÃO DAS CÉLULAS
Baseado em trabalhos apresentados por Oliveira (2014), Damian (2011), Pope, Ja-
kob e Reeder (2009) e Caine et al. (2009), utilizou-se a técnica K-Means para realizar
a classificação das precipitações em convectiva ou estratiforme.
Utilizou-se nessa técnica as variáveis:
• matriz de refletividade máxima;
• altura de máxima refletividade;
• valores de refletividade à altura das isotermas de 0◦C, −10◦C e −20◦C, com base
em Beneti (2012);
• VIL calculado entre base e isoterma de 0◦C e entre a isoterma de 0◦C e o topo
da célula;
• menor altura para a qual o valor de refletividade está acima ou igual aos valores
de 30 e 45 dBZ.
Os dados de refletividade utilizados para classificar as células em convectiva e
estratiforme, passaram por um processo de eliminação de ruídos através da descon-
sideração de pixels que apresentavam refletividade inferior a 15 dBZ, substituindo-os
por 0 dBZ.
No processo de classificação utilizou-se o método K-Means++, pertencente à bi-
blioteca sklearn.cluster da linguagem Python, utlizando como entrada uma matriz de
dimensão (8,40000) para o caso I e (8,57600) para os outos casos em estudo, sendo
cada linha referente a uma variável considerada no estudo.
Após realizar a classificação das células desconsiderou-se os dados referentes às
células estratiformes, sendo a porção convectiva ajustada por elipses, que também
foram eliminadas caso tivessem raio maior inferior a 30 km.
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5.4 ESTIMATIVA DE DESLOCAMENTO
As previsões foram feitas utilizando dados de refletividade máxima de três var-
reduras consecutivas de radar, sendo determinado o centro de massa de cada célula
ajustada por elipse. A estimativa do vetor deslocamento utilizado para gerar a previsão





sendo deslocamento0 a estimativa gerada através da correlação da primeira e se-
gunda imagens, e deslocamento1 a estimativa de deslocamento considerando o se-
gundo e terceiro arquivos de dados.
A matriz de dados de máxima refletividade, referente a terceira varredura de radar,
foi então deslocada na direção e módulo da estimativa de deslocamento, desconside-
rando ocorrência de variações em área e intensidade das células.
Para aplicação das metodologias foram escolhidos quatro casos significativos sendo
apresentados, aplicados e tendo seus resultados analisados nas seções 5.5, 5.6, 5.7
e 5.8.
5.5 CASO I - 05/04/13
Uma frente fria avançou em direção à região Sudeste do país e manteve regiões
de instabilidade no Norte Pioneiro, além de causar muita chuva durante a madrugada
no Estado do Paraná.
Nas imagens a seguir são apresentados dados de refletividade máxima observa-
dos durante o caso I, enquanto a Figura 22a é referente à última varredura utilizada na




FIGURA 22: Dados Observados - CASO I
FONTE: O Autor.
5.5.1 CLASSIFICAÇÃO DAS CÉLULAS
Na Figura 23a apresenta-se dados de máxima refletividade aplicados à técnica
K-Means++, afim de classificá-los em células convectivas ou estratiformes (imagem
23b).
(a) Matriz de máxima refletividade (b) Aplicação K-Means++
FIGURA 23: Resultado K-Means++ - 05/04/13
FONTE: O Autor.
As imagens apresentam as previsões em tons de cinza, e os dados observados
em vermelho, sendo T + 15 o instante de primeira previsão, e T + 30, T + 45 e T + 60
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as suas extrapolações.
5.5.2 PREVISÕES ATRAVÉS DO FORTRACC
Nas imagens 24a, 25a, 26a e 27a nota-se presença de células de tempestade não
detectadas pela previsão, o que pode ser explicado pelo fato de que para identificação
de tempestades foram definidos limiares de refletividade e de área. Nota-se também
que entre as imagens 24a e a imagem 25a houve crescimento das células não detec-
tadas, o que sugere que houve aumento na refletividade e por consequência, aumento
na área ocupada.
(a) Previsão - T + 15 (b) Matriz de máxima refletividade - T + 15
FIGURA 24: Previsão ForTraCC - 05/04/13
FONTE: O Autor.
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(a) Previsão - T + 30 (b) Matriz de máxima refletividade - T + 30
FIGURA 25: Previsão ForTraCC - 05/04/13
FONTE: O Autor.
(a) Previsão - T + 45 (b) Matriz de máxima refletividade - - T + 45
FIGURA 26: Previsão ForTraCC - 05/04/13
FONTE: O Autor.
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(a) Previsão - T + 60 (b) Matriz de máxima refletividade - - T + 60
FIGURA 27: Previsão ForTraCC - 05/04/13
FONTE: O Autor.
5.5.3 PREVISÕES GERADAS POR XCORR
As imagens apresentadas a seguir apresentam as previsões em tons de cinza,
e os dados observados em vermelho, sendo T + 15 o instante de primeira previsão,
e T + 30, T + 45 e T + 60 as suas extrapolações, além dos valores de refletividade
observados para cada instante.
Por se tratar de uma técnica do tipo Area Tracker nota-se que as duas elipses da
previsão são consideradas como tendo mesma velocidade (direção e intensidade) de
deslocamento. Na Figura 28, referente ao instante T , nota-se que foram detectadas
duas elipses separadas que na imagem 29 sofrem fusão, mas pelo deslocamento não
ser detectado para cada célula separadamente isso não é detectado. Nas imagens
29, 30, 31 e 32 também é notada uma variação no desenvolvimento das células de
tempestade, fato que gera, em parte, seu deslocamento.
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FIGURA 28: Dado Observado - 05/04/13 - T
FONTE: O Autor
FIGURA 29: Previsão XCorr - 05/04/13 - T + 15
FONTE: O Autor
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FIGURA 30: Previsão XCorr - 05/04/13 - T + 30
FONTE: O Autor
FIGURA 31: Previsão XCorr - 05/04/13 - T + 45
FONTE: O Autor
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FIGURA 32: Previsão XCorr - 05/04/13 - T + 60
FONTE: O Autor
5.6 CASO II - 21/10/13
O avanço de uma frente fria em um ambiente quente e abafado aumentou as con-
dições de ocorrência de temporais associados a ventos fortes, chuvas intensas e pre-
cipitações com granizo, causando estragos em várias cidades, entre elas Araucária,
Curitiba, Fazenda Rio Grande, Guarapuava, Pinhão, Reserva do Iguaçu, São Miguel
do Iguaçu e Umuarama.
Há registros de ventos fortes em Curitiba (60 km/h), Marechal Cândido Rondon
(119.5 km/h), Dois Vizinhos (106.5 km/h) e Assis Chateaubriand (97.9 km/h), além de
granizos em bairros de Curitiba: CIC (Cidade Industrial de Curitiba), Xaxim, Boa Vista
e Rebouças.
Uma amostra dos dados utilizados neste trabalho, referentes ao caso II, é apre-
sentada a seguir. A Figura 22a é referente à última varredura utilizada para geração
das previsões, e na Figura 22b os dados apresentados foram obtidos a partir de uma
varredura de radar no instante T+60.
67
(a) (b)
FIGURA 33: Dados Observados - CASO II
FONTE: O Autor.
5.6.1 CLASSIFICAÇÃO DAS CÉLULAS DE TEMPESTADE
A imagem 34b apresenta o resultado da classificação das células em convectiva e
estratiforme para os dados de máxima refletividade mostrados em 34a.
(a) Matriz de máxima refletividade (b) Aplicação K-Means++
FIGURA 34: Resultado K-Means++ - 21/10/13
FONTE: O Autor.
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5.6.2 PREVISÕES ATRAVÉS DO FORTRACC
Na imagem 35a nota-se que o ForTraCC teve êxito em prever o deslocamento da
tempestade para os primeiros 15 minutos, não detectando algumas células em virtude
da definição de limiares. Na imagem 36a ocorre uma divisão da célula em outras duas,
reduzindo então o acerto das extrapolações.
Nas imagens 35a, 36a, 37a e 38a nota-se a ocorrência de células não detectadas
na varredura do instante T utilizada para gerar as previsões, o que sugere que a partir
da varredura T +15 essas células atingiram o limiar mínimo de área/refletividade.
(a) Previsão - T + 15 (b) Matriz de máxima refletividade - T + 15
FIGURA 35: Previsão ForTraCC - 21/10/13
FONTE: O Autor.
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(a) Previsão - T + 30 (b) Matriz de máxima refletividade - T + 30
FIGURA 36: Previsão ForTraCC - 21/10/13
FONTE: O Autor.
(a) Previsão - T + 45 (b) Matriz de máxima refletividade - T + 45
FIGURA 37: Previsão ForTraCC - 21/10/13
FONTE: O Autor.
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(a) Previsão - T + 60 (b) Matriz de máxima refletividade - T + 60
FIGURA 38: Previsão ForTraCC - 21/10/13
FONTE: O Autor.
5.6.3 PREVISÃO GERADAS POR XCORR
Após a aplicação da técnica K-Means++ considerou-se válidos apenas os dados
classificados como convectivos, que foram ajustados por elipses e tiveram seus cen-
tros de massa determinados, para então serem estimados os deslocamentos utiliza-
dos na geração das previsões. O resultado do módulo de identificação, para o instante
T, aplicado nesta técnica pode ser visualizado na Figura 39.
Na Figura 40 nota-se que houve a separação dos dados em duas elipses, e em
virtude dos limiares de eixo dos ajustes da elipses, alguns dados foram desconside-
rados. Já na imagem 41 nota-se um aumento na distância entre os agrupamentos e
surgimento de novas elipses nas imagens 42 e 43, o que não é detectado pela técnica.
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FIGURA 39: Dado Observado - 21/10/13 - T
FONTE: O Autor
FIGURA 40: Previsão XCorr - 21/10/13 - T + 15
FONTE: O Autor
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FIGURA 41: Previsão XCorr - 21/10/13 - T + 30
FONTE: O Autor
FIGURA 42: Previsão XCorr - 21/10/13 - T + 45
FONTE: O Autor
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FIGURA 43: Previsão XCorr - 21/10/13 - T + 60
FONTE: O Autor
5.7 CASO III - 02/12/13
A presença de umidade e forte calor favoreceram o desenvolvimento de nebu-
losidade e chuva, sendo em algumas áreas acompanhadas de trovoadas, além de
instabilidade entre a região Norte da Argentina, Paraguai, Sul e Sudeste do Brasil.
Nota-se um deslocamento para a região Sudeste do país ao observar as imagens
abaixo, sendo a 44a uma varredura do instante anterior às previsões e a Figura 44b
uma varredura de radar no instante referente a última previsão realizada.
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(a) (b)
FIGURA 44: Dados Observados - CASO III
FONTE: O Autor.
5.7.1 CLASSIFICAÇÃO DAS CÉLULAS
A imagem 45a apresenta os dados de refletividade máxima, sendo uma das variá-
veis utilizadas no processo de classificação das tempestades, cujo resultado é apre-
sentado na Figura 45b.
(a) Matriz de máxima refletividade (b) Aplicação K-Means++
FIGURA 45: Resultado K-Means++ - 02/12/13
FONTE: O Autor.
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5.7.2 PREVISÕES ATRAVÉS DO FORTRACC
Na imagem 46a ocorre uma dissipação não prevista, uma vez que nesse caso o
método não conseguiu acertar a variação na intensidade dos valores de refletividade
da tempestade em questão. Nota-se também, nas imagens 47a, 48a e 49a, que o
deslocamento das células pequenas não foi bem previsto, mas é algo aceitável em
virtude da dificuldade dessa tarefa.
(a) Previsão - T + 15 (b) Matriz de máxima refletividade - T + 15
FIGURA 46: Previsão ForTraCC - 02/12/13
FONTE: O Autor.
(a) Previsão - T + 30 (b) Matriz de máxima refletividade - T + 30
FIGURA 47: Previsão ForTraCC - 02/12/13
FONTE: O Autor.
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(a) Previsão - T + 45 (b) Matriz de máxima refletividade - T + 45
FIGURA 48: Previsão ForTraCC - 02/12/13
FONTE: O Autor.
(a) Previsão - T + 60 (b) Matriz de máxima refletividade - T + 60
FIGURA 49: Previsão ForTraCC - 02/12/13
FONTE: O Autor.
5.7.3 PREVISÕES GERADAS POR XCORR
Após o processo de classificação das tempestades e ajuste dos dados por elip-
ses nota-se a existência de duas células significativas na primeira varredura do radar,
como pode ser visto na Figura 50.
A previsão neste método desconsidera variações em intensidade e área ocupada
pelas tempestades, o que leva a situações como as apresentadas nas imagens 51,
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52, 53 e 54. Nelas nota-se a ocorrência de uma dissipação da elipse menor, e um
aumento de intensidade e área ocupada pela elipse maior.
FIGURA 50: Dado Observado - 02/12/13 - T
FONTE: O Autor
FIGURA 51: Previsão XCorr - 02/12/13 - T + 15
FONTE: O Autor
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FIGURA 52: Previsão XCorr - 02/12/13 - T + 30
FONTE: O Autor
FIGURA 53: Previsão XCorr - 02/12/13 - T + 45
FONTE: O Autor
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FIGURA 54: Previsão XCorr - 02/12/13 - T + 60
FONTE: O Autor
5.8 CASO IV - 04/03/14
A presença de um ciclone próximo ao Uruguai favoreceu a instabilidade na região
Sul do país, causando fortes chuvas nas regiões Sul, Sudoeste e Oeste do Estado
do Paraná. Ocorreram também linhas de instabilidade se deslocando sobre Curitiba
e Região Metroplolitana, causando fortes chuvas com presença de raios e rajadas de
vento.
Ao observar as imagens 55a e 55b nota-se que a tempestade se desloca em
direção à região Sudeste do país e tem um aumento em sua área de refletividade
mais alta, sendo o intervalo de tempo entre as imagens igual a 1h.
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(a) (b)
FIGURA 55: Dados Observados - CASO IV
FONTE: O Autor.
5.8.1 CLASSIFICAÇÃO ÁREAS DE TEMPESTADE CONVECTIVAS/ESTRATIFORMES
Na imagem 56b é mostrado o resultado da classificação das tempestades atra-
vés do método K-Means++, sendo uma das variáveis utilizadas a matriz de máxima
refletividade apresentada na Figura 23a.
(a) Matriz de máxima refletividade (b) Aplicação K-Means++
FIGURA 56: Resultado K-Means++ - 04/03/14
FONTE: O Autor.
81
5.8.2 PREVISÕES ATRAVÉS DO FORTRACC
Nas imagens 57a, 58a, 59a e 60a nota-se o surgimento de células de tempestade
não ocorrida na imagem referente ao último dado utilizado para gerar a previsão, o
que pode ser explicado pela definição dos limiares utilizados na detecção das células
tempestades. E aquelas que foram detectadas, como era de se esperar, não tiveram
boas previsões de deslocamento e intensidade.
(a) Previsão - T + 15 (b) Matriz de máxima refletividade - T + 15
FIGURA 57: Previsão ForTraCC - 04/03/14
FONTE: O Autor.
(a) Previsão - T + 30 (b) Matriz de máxima refletividade - T + 30
FIGURA 58: Previsão ForTraCC - 04/03/14
FONTE: O Autor.
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(a) Previsão - T + 45 (b) Matriz de máxima refletividade - T + 45
FIGURA 59: Previsão ForTraCC - 04/03/14
FONTE: O Autor.
(a) Previsão - T + 60 (b) Matriz de máxima refletividade - T + 60
FIGURA 60: Previsão ForTraCC - 04/03/14
FONTE: O Autor.
5.8.3 MÉTODO XCORR
O deslocamento de tempestades pode ser estimado erroneamente em virtude de
variações na intensidade e área ocupada, o que leva a erros em previsões quando se
utiliza técnicas que desconsiderem essas variações. Como a técnica XCorr não leva
em conta essa possibilidade, considerando que essas variações sejam nulas, esses
erros ficam mais significativos e podem ser notados nas previsões apresentadas nas
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Figuras 62, 63, 64 e 65, que foram feitas utilizando como última varredura os dados
apresentados na Figura 61.
FIGURA 61: Dado Observado - 04/03/14 - T
FONTE: O Autor
FIGURA 62: Previsão XCorr - 04/03/14 - T + 15
FONTE: O Autor
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FIGURA 63: Previsão XCorr - 04/03/14 - T + 30
FONTE: O Autor
FIGURA 64: Previsão XCorr - 04/03/14 - T + 45
FONTE: O Autor
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FIGURA 65: Previsão XCorr - 04/03/14 - T + 60
FONTE: O Autor
5.9 COMPARAÇÃO DOS MÉTODOS
Como critério de avaliação fez-se uso dos coeficientes de correlação entre pre-
visões e dados observados, para cada caso, e que são mostrados e analisados a
seguir.
Na Tabela 1, referente ao primeiro caso do estudo, nota-se que apesar da técnica
Xcorr apresentar uma menor variação na qualidade das previsões, a técnica ForTraCC
mostrou melhores resultados para a previsão e suas extrapolações.
TABELA 1: Correlação entre previsão e dado observado - Caso I
T+15 T+30 T+45 T+60
ForTraCC 0.76 0.67 0.61 0.47
XCorr 0.66 0.60 0.57 0.44
Na Tabela 2 é mostrado que, apesar da previsão para 15 minutos apresentar va-
lor de correlação igual para as duas técnicas, a técnica XCorr apresentou um maior
decaimento para a previsão de 30 e 45 minutos.
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TABELA 2: Correlação entre previsão e dado observado - Caso II
T+15 T+30 T+45 T+60
ForTraCC 0.70 0.62 0.58 0.50
XCorr 0.70 0.54 0.47 0.40
Observando a Tabela 3, referente ao Caso III, percebe-se um decaimento na qua-
lidade das previsões semelhante, com vantagem para a técnica ForTraCC que apre-
sentou melhores resultados.
TABELA 3: Correlação entre previsão e dado observado - Caso III
T+15 T+30 T+45 T+60
ForTraCC 0.75 0.68 0.65 0.55
XCorr 0.68 0.58 0.55 0.45
A Tabela 4 mostra os coeficientes de correlação para o Caso IV, no qual as duas
técnicas apresentaram os melhores resultados para previsão de 15 minutos, com de-
caimento semelhante para as duas técnicas.
TABELA 4: Correlação entre previsão e dado observado - Caso IV
T+15 T+30 T+45 T+60
ForTraCC 0.79 0.64 0.60 0.52
XCorr 0.72 0.60 0.56 0.49
Após a determinação dos coeficientes de correlação entre previsão e dado obser-
vado, para cada técnica e caso, calculou-se então seus valores médios. Na Tabela
5 é possível ter uma visão mais geral do desempenho das técnicas, com melhores
resultados para a técnica ForTraCC e decaimento semelhante na qualidade.
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TABELA 5: Correlação entre previsão e dado observado - Média
T+15 T+30 T+45 T+60
ForTraCC 0.75 0.65 0.61 0.51
XCorr 0.69 0.58 0.54 0.45
A partir das tabelas gerou-se os gráficos mostrados nas Figuras 66, 67, 68 e 69,
nos quais apresenta-se em azul a variação na correlação entre as previsões gera-
das pelo algoritmo ForTraCC e os dados observados, enquanto em vermelho está a
correlação para as previsões geradas pelo algoritmo XCorr.
Analisando os gráficos nota-se que os resultados apresentados pelo ForTraCC
foram melhores, o que pode ser justificado pela habilidade da técnica em determinar
estimativas de deslocamento para cada tempestade presente na imagem, além de
calcular seu crescimento/decrescimento em intensidade e tamanho.
Nota-se também que a técnica XCorr teve bom desempenho, apesar de ser do
tipo AREA TRACKER, o que pode ser explicado pela utilização do método K-Means++
para classificação das tempestade e posterior ajuste por elipses.
FIGURA 66: Correlação Previsão x Dados - 05/04/13 - CASO I
FONTE: O Autor
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FIGURA 67: Correlação Previsão x Dados - 21/10/13 - CASO II
FONTE: O Autor
FIGURA 68: Correlação Previsão x Dados - 02/12/13 - CASO III
FONTE: O Autor
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FIGURA 69: Correlação Previsão x Dados - 04/03/14 - CASO IV
FONTE: O Autor
Na figura 70 é apresentada a variação na correlação média para as técnicas For-
TraCC e XCorr, levando em conta os 4 casos analisados neste trabalho, sendo notado
o melhor desempenho para a técnica ForTraCC.




Neste trabalho foi feita uma adaptação da técnica ForTraCC, desenvolvida para
utilização de dados de temperatura de brilho gerados por satélites, para realização de
previsões a curtíssimo prazo utilizando dados de refletividade de radar. Os limiares
definidos para a classificação das células tempestade são Zmin = 30dBZ, Zmax = 60dBZ
e área mínima de 60km2, utilizando então morfologia matemática para união de células
próximas e suavização das células geradas.
Na outra técnica, XCorr, baseada no uso da correlação cruzada, fez-se uso da
classificação das células em convectiva e estratiforme através da utilização do método
K-Means++. Após classificadas, as áreas de tempestade estratiforme foram descon-
sideradas, enquanto as áreas de tempestade convectiva foram ajustadas por elipses,
desconsiderando também aquelas com raio maior inferior à 30km.
As duas técnicas foram então aplicadas à 4 casos, gerando previsões de até 1h, e
para cada um deles gerou-se um gráfico de correlação, mostrando a variação durante
esse período. Como resultado da comparação dos métodos ForTraCC e XCorr notou-
se uma vantagem da primeira técnica, o que pode ser explicado com base em suas
características:
A técnica ForTraCC faz a previsão de cada célula de tempestade presente em
uma imagem, além de possuir habilidade para determinar taxas de variações em área
e intensidade, e também saber lidar com fusões e divisões de células tempestade.
Como desvantagem está o fato de fazer a identificação de células de tempestades
baseada em limiares de intensidade e área ocupada.
Já a técnica XCorr apresentou bons resultados frente à suas limitações, entre
elas o fato da estimativa de deslocamento ser utilizada para toda a imagem e não
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individualmente, como no método ForTraCC. Além disso esta técnica não leva em
consideração possíveis variações de desenvolvimento da tempestade e não lidar com
possíveis fusões e divisões das tempestades em análise.
Em trabalhos futuros é pretendido continuar o estudo nas seguintes frentes:
• Aplicar outras técnicas para classificação dos ecos de radar em células convec-
tivas e estratiformes, e compará-las ao método aplicado neste trabalho;
• Utilizar dados de mosaico de outros radares meteorológicos brasileiros, entre
eles os operados pelo SIMEPAR em Cascavel e Teixeira Soares e pelo IPMet
nos municípios de Bauru e Presidente Prudente - SP;
• Utilizar os resultados da classificação das células de tempestade na técnica For-
TraCC;
• Fazer comparação entre as técnicas ForTraCC e TITAN, bem conhecidas e utili-
zadas operacionalmente no Brasil.
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