We study Markov chains for randomly sampling k-colorings of a graph with maximum degree ∆. Our main result is a polynomial upper bound on the mixing time of the singlesite update chain known as the Glauber dynamics for planar graphs when k = Ω(∆/ log ∆). Our results can be partially extended to the more general case where the maximum eigenvalue of the adjacency matrix of the graph is at most ∆ 1− , for fixed > 0.
INTRODUCTION
Markov chains for randomly sampling (and approximately counting) k-colorings of an input graph have been studied intensively in recent years. The colorings problem is appealing as a natural combinatorial problem, as a noteworthy example of a #P-complete problem, and as a challenging example of the general class of spin systems from statistical physics, which includes problems such as the independent sets (or hard-core model) and Ising model. Improved results for sampling/counting colorings have been in lockstep with advances in the use of coupling techniques. The study of the convergence rate of Markov chains for spin systems has close intuitive (and some formal) connections with macroscopic properties of corresponding statistical physics models.
Considerable attention has been paid to the Glauber dynamics, which is of particular interest for its simplicity and intimate connections to properties of infinite-volume Gibbs distributions (e.g., see [20, 7, 18] ). In the Glauber dynamics, at each step, a random vertex is recolored with a color chosen randomly from those colors not appearing in its neighborhood. For a graph with maximum degree ∆, when k ≥ ∆+2 the Glauber dynamics is ergodic with unique stationary distribution uniform over the k-colorings of G. The mixing time of the dynamics is the number of steps, from the worst initial state, to get within variation distance ≤ 1/4 of the stationary distribution.
A large body of work has studied the following folklore conjecture: For an input graph with maximum degree ∆, the Glauber dynamics has O(n log n) mixing time whenever k ≥ ∆ + 2. Such a mixing time is optimal, as shown by Hayes and Sinclair [13] , and leads to a fully-polynomial randomized approximation scheme for counting k-colorings for any k ≥ ∆ + 2. For general graphs, ∆ + 2 is a clear lower bound since there exist graphs where the Glauber dynamics is not ergodic below this threshold (and some graphs are not colorable below ∆ + 1). We will prove optimal mixing of the Glauber dynamics for k << ∆ for a large class of graphs, including all planar graphs.
Martinelli, Sinclair and Weitz [19] proved O(n log n) mixing time of the Glauber dynamics when k ≥ ∆ + 2 for the complete (∆ − 1)-ary tree with arbitrary boundary conditions (that is, a fixed coloring of the leaves). Their result is optimal for worst-case boundary conditions since below ∆+2 some boundary conditions can "freeze" the entire tree. For graphs with sufficiently large girth g > 10 and large maximum degree ∆ = Ω(log n), Hayes and Vigoda proved O(n log n) mixing time when k ≥ (1 + )∆, for any > 0. Their work built upon upon a long series of earlier works (see [9] for a survey), and still seems far from addressing the conjecture without additional girth and degree assumptions. Recently, Hayes [12] presented a relatively simple proof of O(n log n) mixing time of the Glauber dynamics for any planar graph when k ≥ ∆ + O( √ ∆). The k ≥ ∆ + 2 threshold is a natural threshold from a statistical physics perspective. On the infinite (∆ − 1)-ary tree, ∆ + 2 is the threshold for the persistence of long-range interactions, more precisely, uniqueness/non-uniqueness of infinite-volume Gibbs measures [17, 2] . More precisely, when k < ∆+2 a fixed coloring of the leaves influences the coloring of the root. In fact, some colorings of the leaves "freeze" the coloring for the remainder of the tree. The existence of frozen colorings on the tree when k < ∆ + 2 hints at the major obstacle we need to overcome to prove rapid mixing when k << ∆.
In this paper, we get below the ∆ + 2 threshold for trees and for all planar graphs. Our results suggest that for planar graphs the threshold for rapid mixing of the Glauber dynamics is k = Θ(∆/ log ∆). Note that, even for planar graphs, ∆/ log ∆ cannot be replaced by a smaller power of ∆, since on any tree of maximum degree ∆, an easy conductance argument shows that the Glauber dynamics has mixing time Ω(n exp(∆/k)), which is superpolynomial in n when k = o(∆/ log n). The only previous rapid mixing results for k < ∆ were for 3-colorings of finite subregions of the 2-dimensional integer lattice [11, 10] , and random graphs [5] .
Our work builds upon the ideas of Hayes [12] to utilize small operator norm ρ. (The operator norm, or "spectral radius," equals the maximum eigenvalue of any adjacency matrix of the graph.) In addition to the spectral properties, an important component of our work is proving "local uniformity" properties for graphs with small operator norm. For example, showing that for a random coloring, the colors appearing in the neighborhood of a vertex are roughly independent. Such local uniformity properties have been the basis for many previous results for colorings, beginning with [4] (see [9] for a survey). The challenging aspect in our work is that since k << ∆, there are nearly frozen colorings, hence even ergodicity is not obvious. For graphs with large maximum degree we prove that the local uniformity properties hold with high probability, building upon [8] . This leads to the following theorem, whose proof uses the coupling with stationarity approach of [14] . Theorem 1.1. For all > 0, for all G with operator norm ≤ ∆ 1− and ∆ = Ω(log 1+ n), all k > 4 −1 ∆/ ln ∆, the Glauber dynamics has mixing time O(n log n).
Removing the degree restriction presents major obstacles since for a random coloring, a constant fraction of the vertices are frozen. We introduce a new Markov chain which is a more natural chain to both implement and analyze for graphs with operator norm ≤ ∆ 1− , > 0. It is a generalization of the standard dynamics for bipartite graphs in which we alternately recolor all of the vertices in one of the two partitions. We refer to the new chain as the set dynamics. We partition the vertices into level sets and then successively recolor the sets.
Consider a partition of the vertices V = L0 ∪ L1 ∪ · · · ∪ Lm−1. The dynamics works in rounds, where in round i we do |Lj| log ∆ random recolorings (i.e., Glauber updates) of vertices in Lj where j = i mod m. (If the set Lj is an independent set, then we can instead simply recolor the vertices of Lj once in arbitrary order.) We define the mixing time of the set dynamics as the the total number of vertex recolorings until we are within variation distance ≤ 1/4 of the uniform distribution. Set dynamics can be viewed as a hybrid of Glauber dynamics, which corresponds to the trivial partition, and systematic scan dynamics, which correspond to the complete partitions into singletons. Systematic scan is popular in experimental work, but often appears more difficult to analyze than the Glauber dynamics, see, e.g., [3] .
We use the set dynamics where the vertices are partitioned into level sets based on their entry in the principal eigenvector. We formally define our partition into level sets in Section 4. We now formally state the main theorem of this paper. Theorem 1.2. There exists C > 0 such that for every planar graph G, all k > C∆/ log ∆, where ∆ denotes the maximum degree of G, the following hold:
(i) We can efficiently compute a partition of V into = O(log n) sets such that the set dynamics mixes within O(n log 2 n log ∆) vertex updates, and (ii) The Glauber dynamics has polynomial mixing time.
The polynomial mixing time of the Glauber dynamics follows immediately from the above result for the set dynamics. In particular, O * (n 4 ) mixing time follows from a straightforward comparison argument as in the proof of Theorem 32 of Dyer et al [3] . The proof of Theorem 1.2 uses the ideas presented in [6] for utilizing local uniformity properties for constant degree graphs.
Although uniqueness of the infinite-volume Gibbs measure may be the key concept for rapid mixing of the Glauber dynamics on general graphs, our results show that, at least in the case of planar graphs, there is a second threshold for rapid mixing. This threshold may correspond to extremality of the free measure (that is, no boundary condition) in the set of infinite-volume Gibbs measures; see [19] and [12] for evidence from the hard-core model on independent sets.
PRELIMINARIES

Basic Notation
We begin by specifying some notation which will be used throughout the paper. Let G = (V, E) be the graph to be colored, and let k denote the number of colors to be used. We say a function f :
be the set of available colors for v in Y , and let aY (v) = |AY (v)|.
Operator norm and hereditary average // degree
Let δ = δ(G) denote the maximum, over subgraphs H of G, of the average vertex degree in H. The quantities δ and ρ are closely related as we recall in Section 2, e.g., δ ≤ ρ, but they can be significantly different, such as for planar graphs where δ < 6 and ρ = O(∆ 1/2 ). Theorem 1.1 applies to graphs with ρ ≤ ∆ 1− for any > 0. Examples of such graphs are the following (e.g., see [1] ):
• Planar graphs.
• Graphs embeddable on any fixed surface of finite genus.
where ∆i is the maximum degree of vertices in Vi, i = 1, 2. Thus bipartite graphs where one side of the bipartition has maximum degree ∆ 1−2 satisfy the assumptions of our theorem.
• Generalizing the previous example, any graph such that the product of degrees of any two adjacent vertices is at most ∆ 2−2 .
• Unions of any fixed number of the above, since the operator norm is subadditive.
We will use both δ and ρ in our proofs.
The other inequality follows from [12, Theorem 16] .
Most of our proofs work with ρ and require that ρ ≤ ∆ 1− for some > 0. Note, this is equivalent to requiring that δ ≤ ∆ 1− for some > 0.
We now point out that, for graphs with small operator norm or, equivalently, small δ, the Glauber dynamics is ergodic with many fewer colors than the maximum degree.
Upper bounds on diameter of the Glauber dynamics
In general, when k ≤ ∆+1, it is possible that the Glauber dynamics is not connected; for example, when G is the complete graph on n = ∆ + 1 vertices. In this case, using k = ∆ + 1 colors, every coloring is "frozen," meaning that the connected components of Ω under the Glauber dynamics are all singletons. However, we restrict our attention to a "nicer" class of graphs, for which we will see that fewer colors are needed.
We now derive some fairly straightforward bounds on the diameter of Ω in terms of the max-min degree over subgraphs of G.
Theorem 2.2. Suppose every subgraph of G contains at least one vertex of degree ≤ d. Then for every k ≥ 2(d + 1), the Glauber dynamics is ergodic. Indeed, the diameter of Ω with respect to Glauber dynamics is at most n 2 − n.
Proof. Inductively order V = {v1, . . . , vn} so that, for every i, vi has at most d neighbors among vi+1, . . . , vn. This can be done greedily, using the definition of d. Observe that G can now be (d + 1)-colored by simply greedily assigning legal colors to the vertices in the order vn, vn−1, . . . , v1. Fix such a (d + 1)-coloring X. To walk from an arbitrary Y ∈ Ω to X, we will proceed in n rounds, as follows.
In round i ≥ 1, recolor vertices vi, vi−1, . . . , v1 in that order. When i has the same parity as n, use only colors from the set {1, . . . , d + 1}. When i has the opposite parity from n, use colors from the set {d+2, . . . , 2d+2}. Note that there always is such a color available at each step, since whenever recoloring a vertex vj, at most d colors are forbidden due to neighbors vi where i > j, and no colors from the allowed set of colors (either {1, . . . , d + 1} or {d + 2, . . . , 2d + 2}) are present among the vertices vi where i ≤ j, since all were recolored using the other color set in the previous round. In the final round n, choose the colors to agree with X, instead of arbitrarily; since none of these colors are in use at the beginning of round n, there is nothing to prevent this.
Combining this with the triangle inequality shows that the diameter of Ω is at most 2 n 2 = n 2 − n. This yields the following two corollaries.
Corollary 2.3. For planar graphs, when k ≥ 12, the diameter of Ω is at most n 2 − n.
Proof. We use the fact that a planar graph on n vertices has average degree at most 6(1 − 2/n), which is in turn a consequence of Euler's formula. The result now follows by Theorem 2.2 Corollary 2.4. For a graph with spectral radius ρ, when k ≥ 2(ρ + 1), the diameter of Ω is at most n 2 − n.
Proof. This follows by combining Proposition 2.1 with Theorem 2.2.
Next, we show that with a few more colors, the diameter becomes nearly as small as possible.
Theorem 2.5. For every k ≥ 2δ + 2, the diameter of Ω with respect to Glauber dynamics is at most n log (k−1)/(2δ) (n).
Proof. This time we inductively partition V into disjoint subsets S1, S2, . . . , S , such that for each v ∈ Si, v has at most k/2 − 1 neighbors in j≥i Sj. If we do this greedily, we find that for each i,
Hence ≤ log (k−1)/(2d) (n).
Finally, we now mimic the idea of the proof of Theorem 2.2, except that in round i, we recolor all the vertices of sets Si, Si−1, . . . , S1 in that order, using either the colors 1, . . . , k/2 or k/2 + 1, . . . , k, according to parity. Since each round involves at most n recolorings, the diameter bound follows.
We remark that, trivially, the diameter of Ω is always at least n, and that |Ω| ≥ (k − d) n , where d is the maxmin degree of subgraphs of G. So our diameter bounds are nearly the best possible, which might give some hope that the graph on Ω is a good expander.
Level Sets
An important component of our work is the partition of G into level sets based on the principal eigenvector of the graph. Let ρ be the operator norm of A, an adjacency matrix of G. Let J denote the n × n all-ones matrix. Note that the perturbed adjacency matrix A := A + ρ n J has maximum eigenvalue ρ which satisfies ρ < ρ ≤ 2ρ.
Let w ∈ R n + be an eigenvector of A such that Aw = ρw. Note that this implies that all entries of w are strictly positive. Moreover, ρwv ≥ ρ n w 1 for all v ∈ V . In particular, if we let wmin denote the minimum entry of w, then wmin ≥ 1 2n w 1. Our proofs will analyze a coupling argument using a weighted Hamming distance defined using this eigenvector w. For every S ⊆ V denote w(S) := s∈S w(s). Notice that for every u ∈ V ,
Our set dynamics for Theorem 1.2 uses level sets defined by w. Let > 0 be such that ρ ≤ ∆ 1− . We define the level sets:
Let L<i = ∪j<iLj. The level sets are also used for the uniformity results needed in the proof of both theorems.
Basic Properties of the Level Sets
We first define a bound showing that most neighbors of a vertex lie in lower levels. For v ∈ Li,
We now bound the total number of levels. Let m denote the number of levels, and let wmax denote the maximum entry of w. Note,
Hence,
GRAPHS OF LARGE DEGREE
In this section, we prove Theorem 1.1 via a coupling argument. Consider two copies of the Glauber dynamics, (Xt, t ≥ 0) and (Yt, t ≥ 0). Define the set of disagreements at time t as
We couple the two processes using Jerrum's coupling [15] , i.e., at every step we choose the same vertex in each process and then the choice of colors is maximally coupled. Let > 0 be such that ρ ≤ ∆ 1− and k > 4 −1 ∆/ ln ∆. We will prove that if ∆ = Ω(ln 1+ n), under Jerrum's coupling we have E [w(DT )] ≤ wmin/2 for T = O(n ln n), thereby proving Theorem 1.1
For Y ∈ Ω and v ∈ V , recall AY (v) = [k] \ Y (N (v)) and aY (v) = |AY (v)|. We will use at(v) as shorthand for aY t (v).
For all t ≥ 0, given Xt, Yt, we have
The key will be the following local uniformity property.
Lemma 3.1. Let > 0 be given, let G be a graph such that ρ ≤ ∆ 1− and ∆ = Ω(ln 1+ n), and let k > 4 −1 ∆/ ln ∆. Let Y be chosen uniformly from Ω, the set of all proper kcolorings of G. Then,
The lemma is related to uniformity properties originally used by Dyer and Frieze [4] . The difficulty in proving the lemma in our setting is that k << ∆ and thus we have to consider frozen vertices. Before proving Lemma 3.1, we now use it to complete the proof of Theorem 1.1. The essential point is that colorings for which every vertex has many available colors are universally distance-decreasing, as defined by Hayes and Vigoda in [14] . Since Lemma 3.1 implies that almost all colorings satisfy this property, rapid mixing follows by "coupling with stationarity." Note that, following Hayes [12] , we use a weighted Hamming metric, with weights taken from the principal eigenvector of G.
Assuming Y0 is chosen uniformly from Ω, Yt is uniform over Ω. Therefore, conditioning on an event of probability
By induction, for T ≥ 2n ln(2en) ≥ 2n ln(e w 1/wmin), we have Finally, we prove the uniformity result, Lemma 3.1. In order to deal with the possibility of frozen vertices, we divide the vertices into level sets based on the principal eigenvector. A simplified example which illustrates the intuition of the proof is the case of the complete (∆ − 1)-ary tree. To prove the uniformity property we would first consider the leaves which are clearly not frozen. After all of the leaves are recolored, we can consider the parents of the leaves since these vertices are now likely to have some colors available when k = Ω(∆/ log ∆), and then we continue up the tree by level.
Proof of Lemma 3.1. For v ∈ V and Y ∈ Ω, define G(Y, v) as the event that v has the desired uniformity property under Y , that is,
Similarly, for U ⊆ V , let G(Y, U ) denote the intersection of the events G(Y, v), for all v ∈ U . We will prove, by induction over levels, that if Y is chosen uniformly in Ω,
where p = n −6 . It will follow that
where the bound 2 m ≤ n follows from (2) 
Thus,
On the other hand, by (1),
Therefore,
Thus, all but few of the neighbors of v are in S. We will recolor the vertices in S. Building on the approach used in [8] , we will use the small co-degree to show that the colors assigned to S are "fairly independent," and hence that enough colors remain available for v.
Let q = |S| and write S = {s1, s2, . . . , sq}. We run the following experiment: Choose Y ∈ Ω uniformly at random. Define Y0 = Y and for each j = 1, . . . , q, let Yj ∈ Ω be obtained by recoloring sj with a color chosen uniformly from AY j−1 (sj). We will prove
Notice that since Y0 = Y is uniformly distributed over Ω, so 
To prove (6) we first consider the case in which there are actually no edges between vertices in S. In this case, conditioned on Y , the colors assigned to S under Yq are fully independent random variables. In the case of the good event G(Y, L ≤i ), each color is moreover chosen uniformly from at least Amin := 1 2 ke −∆/k − ρ∆ /2 possibilities. Following Dyer and Frieze [4] , this allows us to deduce Note that Z0 = E aY q (v) | Y , while Zq = aY q (v). Because the colors Yj(sj) are independent, conditioned on Y , and each step reveals only a single color, it follows that |Zj − Zj−1| ≤ 1. Hence the Azuma-Hoeffding inequality yields
where in the last step we used the relations
and that ∆ is sufficiently large as a function of . This completes the proof of (6) in the case when there are no edges within S. For the general case, we argue that, assuming G(Y, L ≤i ), the edges within S cause a negligible effect on Yq. To this end, couple the recolorings Y0 = Y, Y1, . . . , Yq on the actual graph with the corresponding recolorings Y0 = Y, Y1, . . . , Yq on the graph with the edges within S deleted. Define the coupling by induction, at each step maximizing the probability that Yj(sj) = Yj(sj), conditioned on the history. Now, by the definition of S and because we are assuming the good event G(Y, L ≤i ), each update has at most a ρ∆ /2 /Amin ≤ ∆ − /2 probability to create a disagreement, regardless of the previous history. Now by comparison with a sequence of independent coin flips, we see that the probability of having at least 1 10 ke −∆/k disagreements is at most
This proves (6) in the general case, completing the proof of Lemma 3.1.
GRAPHS OF LOW DEGREE
In this section we prove Theorem 1.2.
Intuition
We first describe the main challenge when ∆ is small and try to provide some intuition about how we overcome this obstacle. When the maximum degree is constant, in a random coloring, a constant fraction of the vertices might be frozen. This poses a problem in that the set of disagreeing vertices under our coupling may be highly correlated with the frozen vertices in the two colorings. To see the difficulty, consider the complete (∆−1)-ary tree with a single disagreement at the root v. Suppose all vertices except the leaves have very few available colors (we will later refer to these vertices as nearly frozen). Then in the early stage of the dynamics neighbors of disagreements have few colors available, and thus might have a high probability of becoming a disagreement.
The proof of Lemma 3.1 gives some insight on how to overcome the difficulty of frozen vertices to try to get some sort of independence between the probability that different vertices are frozen. In that proof, a tree-like structure of the graph is exploited recoloring the graph from the "leaves" up. In that way the uniformity property propagates through the tree structure of the graph. By using our set dynamics where the sets correspond to the level sets based on the principal eigenvector we can achieve similar behavior. Once again, vertices will have the uniformity property with probability roughly 1 − exp(−∆ 1− ), but in this case that means a constant fraction of the vertices will not have the uniformity property. The key is that the graph within a level set is sparse and most neighbors of this set are in earlier sets. Consequently, we will get that vertices within a set are roughly independent of each other, in terms of having the uniformity property.
Proof Setup
We fix > 0 where ρ ≤ ∆ 1− . Most of the proofs under this hypothesis. We use the level sets as defined in Section 2.4:
where wmin = minv∈V w(v). Recall, the level set dynamics does Ti = |Li| ln ∆ random Glauber steps in Li.
Consider an arbitrary pair of colorings X0 and Y0, and we will analyze Jerrum's coupling for this pair. We separately analyze each round i of the set dynamics. Let Xi and Yi denote the colorings at the beginning of round i, and let X t i and Y t i denote the colorings after t steps in level i. Hence, Xi = X 0 i and Xi+1 = X T i where T = Ti.
Analysis: one level of set dynamics
Fix i > 0. Suppose we have already run the dynamics in levels 0, . . . , i − 1, and we will analyze the effect of the updates in level i. Since we have run the dynamics on levels < i we can expect most of the vertices in those sets to have the uniformity properties.
For t ≥ 0, let D t denote the set of disagreements at time t, i.e.,
Only set Li is changing and our focus is on disagreements within this set D t ∩ Li.
We will prove the following lemma which bounds the rate of disagreements spreading. 
Using the lemma it is relatively straightforward to conclude the main theorem. We first present the proof of Lemma 4.1, and then we complete the proof of Theorem 1.2 using Lemma 4.1.
Before proving the lemma, let us first explain where the quantity ∆ −e/4 arises. The lemma is bounding w(D T ∩ Li), the disagreements at the end of the round within Li, in terms of the fixed disagreements which influence Li, namely D 0 ∩ N (Li). In Jerrum's coupling, when k > ∆, a disagreement can spread to a specific neighbor at rate 1/(k − ∆). Thus, disagreements can expand at rate ∆/(k − ∆). Given our weighting of the vertices, we expect that the weight of disagreements would spread at rate ρ/(k − ∆). Finally, assuming vertices had the uniformity properties, we would expect to replace (k − ∆) by k exp(−∆/k) which is still meaningful for k < ∆. Our lower bound on k will imply k exp(−∆/k) >> ∆ 1− /4 . Then, we will hope to bound the weighted rate of disagreements spreading by ρ/k exp(−∆/k) < ∆ − /4 . Recall, we expect that a vertex has at least k exp(−∆/k) >> ∆ 1− /4 available colors. Hence, let
denote the set of nearly frozen vertices. Notice that, since every vertex in Li has at most ρ∆ /2 ≤ ∆ 1− /2 neighbors in L ≥i , we have that for all t ≥ 0, for v ∈ Li, v ∈ F implies at(v) > ∆ 1− /4 . Therefore, we will consider vertices in Li \ F as having the uniformity properties at all times.
We will prove that vertices are unlikely to be in F , and hence are likely to have the uniformity property. Recalling the proof of Lemma 3.1, the key idea is to recolor the vertices in the previous levels to show the uniformity of a given vertex. In the set dynamics we are recoloring the levels in order, and therefore the vertices of a given level obtain the uniform property at roughly the same time. The main uniformity lemma for the set dynamics is the following. Lemma 4.2. For all 0 < < 1/3 there exists C > 0 such that for every planar graph G, all k > C∆/ log ∆, the following hold. Let Y be a proper k-coloring of G. Then, after applying the level set dynamics in levels 1, . . . , i − 1 starting with Y , we have that for all v ∈ Li,
The difficulty in proving Lemma 4.2 is the constant degree case. When ∆ is constant, the tail probability is constant and thus a constant fraction of the graph is nearly-frozen in expectation. To prove the above lemma, we need to consider a stronger statement on sets of vertices being nearly-frozen. Roughly speaking, we show that for sets of vertices with small co-degree between any pair in the set, the probability the vertices are nearly-frozen is roughly independent over the vertices in the set. We defer the proof of Lemma 4.2 to the full version of the paper, and return now to the proof of Lemma 4.1.
Proof of Lemma 4.1. We will prove the lemma assuming ρ ≤ ∆ 1− . Note, Lemma 4.2 has a stronger assumption on δ, hence the statement of the lemma.
We will consider the effect of each z ∈ D 0 ∩ N (Li) separately. In particular, for each z ∈ D 0 ∩ N (Li) we are going to bound the expected number of disagreements created in Li that have z as their origin (as in a standard paths of disagreement argument). We use D t (z) to refer to the set of disagreements due to z, and thus we are partitioning
Because of linearity of expectation, to prove the lemma it is enough to prove the following bound. Let z ∈ D 0 ∩N (Li). Then, E w(D T (z)) ≤ (1 + o(1))∆ − /4 w(z).
To prove (7) we consider the ball Br(z) of radius r = ∆ 1− /3 ln −2 ∆ around z in Li, namely
where dist(v, z) is the minimum (unweighted) path length from v to z along vertices in Li. As in [6] , we define the following two events:
• G unif denotes the event F ∩ Br(z) = ∅.
• G ball denotes the event D t (z) ⊆ Br(z) for all t < T .
The event G unif says that all vertices in the local ball around z have the uniformity property. The second event G ball says that the disagreements due to z are contained in this local ball. We will prove (7) by conditioning on the two events as follows:
We will separately bound the three terms on the right-hand side.
For the last term on the right-hand side we can assume G unif and G ball hold. Thus, we can assume the uniformity property and we can extend the proof approach of Theorem 1.1 to show the following claim. 
Assuming the claim, to complete the proof of (7) we need to bound the probability that G unif or G ball does not occur, and then use a rough upper bound on the change in weight in these cases. To bound Pr G unif we use Lemma 4.2 and |Rz| ≤ ∆ r . We get, from the union bound,
Now to bound Pr G ball |G unif we apply a standard paths of disagreement argument, which gives:
where we have used that the maximum degree in the subgraph induced by Li in G is not bigger than ∆ 1− /2 . Notice that to become a disagreement at time t + 1, you have to be a neighbor of D t and therefore
Thus, we can always take the following quantity M as an upper bound on the weight after T steps:
Finally, we can complete the proof of (7) using (9), (10), (11) and (8) as follows:
This completes the proof of (7) which also completes the proof of Lemma 4.1.
It remains to prove Claim 4.3.
Proof of Claim 4.3. The proof extends the approach for the high degree case in Section 3. The key is that G ball and G unif together imply that for all of the Glauber updates involving potential disagreements, the updated vertices have at least ∆ 1− /4 available colors. Thus, as in the high degree case we can assume the desired local uniformity property.
Let ni = |Li|. Fix t ≥ 0, given Xt, Yt, we have:
and thus, specializing equation (3) to Li and D t+1 (z) we get E w(D t+1 (z))|Xt, Yt − w(D t (z))
Let G(t) denote the event D τ (z) ⊆ S for all τ < t and G unif and let γt = 1[G(t)] be its indicator. The event G(t) implies that all neighbors of D t have at least ∆ 1− /4 available colors. Thus,
We then have, E w(D t+1 (z))γt+1|Xt, Yt 
Proof of Theorem 1.2
We now complete the proof of Theorem 1.2 using Lemma 4.1.
Proof of Theorem 1.2. Recall, Xi and Yi denote the colorings at the beginning of round i, Let Di denote the disagreements at the beginning of the round, i.e., Di = {v ∈ V : Xi(v) = Yi(v)}. Let m denote the total number of levels.
As observed in Section 2.5, w(N (v)) ≤ ρw(v). Hence, by the definition of the level sets, the neighbors of a vertex are contained within the neighboring 2/ levels. Therefore, N (Li) ⊆ (1) Since m = O(ln n), the total number of Glauber moves is O(n ln 2 n ln ∆).
CONCLUDING REMARKS
There are several avenues for further research highlighted by our work. The most immediate direction are better lowerbound examples. For instance, is the mixing time superpolynomial for the Glauber dynamics for the complete (∆ − 1)-ary tree with k = 3, when ∆ = O(1)?
Another intriguing direction is proving rapid mixing of the Glauber dynamics for k < ∆ for general bipartite graphs. It is even possible that there are efficient sampling algorithms for triangle-free graphs when k < ∆ since Johansson [16] has shown that the chromatic number of such graphs is O(∆/ log ∆).
