ABSTRACT For the regression model y= M(x) + (, adaptive stochastic approximation schemes of the form xn+ I = xyn/(nbn) for choosing the levels xl,x2, ... at which Y1,Y2,... are observed converge with probability I to the unknown root 0 of the regression function M(x). Certain local convergence theorems that relate the convergence rate of xn -0 to the limiting behavior of the random variables bn are established.
Let E, El, E2,... be independent, identically distributed random variables with EE Oand Ee2 = U2 < c. Let do c a, c ... be an increasing sequence of a-fields such that Ei is Wi-measurable and is independent of ai for all i > 1. Consider the general regression model yi = M(xi) + es, i = 1,2, . . [1] in which the regression function M(x) is a Borel function such that M() = 0, M'(W)= > 0 [2] inf IM(x)(x -0)1 > 0 for all 0 < 6 < 1, [3] The Robbins-Monro stochastic approximation scheme for choosing the levels xi so that they will eventually approach the unknown root 6 of the regression function is defined by xI = ao-measurable random variable, xi+ = xi -yi/(ib), i = 1,2,..., M(x) = (x-0) + O(Ix-0I+X) asx--6, [8] then for b > 2(3, there exists a random variable z such that n /b(xn-) z a.s., [9] and for b = 2(3, [12]
[13] Then lim xn = 6 a.s.
In view of [7] , it is natural to ask whether xn converges to 6 at the rate
on the event Ilim sup bn < 2(3. An affirmative answer is given by the following. THEOREM 2. With the same notations and assumptions as in Theorem 1, [14] holds a.s. on the event $lim sup bn <2(1.
Theorem 2 is an immediate corollary of the following deeper result which says that if the assumptions of Theorem 1 are satisfied, then, with probability 1, a sufficiently long string of bn not exceeding (2 -tq)( leads to a corresponding string of xn differing from 0 by no more than a constant times n-1/2(log log n)'/2. THEOREM 3. With the same notations and assumptions as in Theorem 1, there exists an event Qo such that P(QO) = 1 and all sample points w e Qo have the following property: For every given 0 < iq < 2, there exist C > 0 and positive integers M,k (depending on w and ai) such that at w, for all m > M and n > mk max bj < (2-7)0 xj-t0 < Cj-1/2 m<j<n X (log log j)'/2 for all mk < j < n. [15] The publication costs of this article were defrayed in part by page charge payment. This article must therefore be hereby marked "advertisement" in accordance with 18 U. S. C. §1734 solely to indicate this fact. 3065
We preface the proof of Theorem 3 with the following. LEMMA 1. Suppose that $bnj is a sequence of random variables such that [12] holds and Proc. Natl. Acad. Sci. USA 76 (1979) inf I bnI > O a.s., sup I bI < ax a.s. Let V. = o2rlbF 2. Let S(.) be the random function defined by S(0) = Oand S(t) = Z(EC/bO)for Vn < t < Vn+,, n = 1,2,. -01 < C j-1/2(log log j)'/2 for all mk < j < n + /W. [29] Proof: With probability 1, because xn [19] , there exists jo (depending on A) such that at w, for all j 2 jo, dj/j < 1, (1 -p)3/bj < dj < 2//b*, [24] where b* = inf bi. By [21] THEOREM 4. Suppose that in Theorems 1, 2, and 3 we replace the condition [12] by Condition C. Then the conclusions of Theorems 1, 2, and 3 still hold.
To prove Theorem 4, we shall need LEMMA 2. Let Iunj be a sequence of random variables such Proc. Natl. Acad. Sci. USA 76 (1979) 3067 that 2: u2 < oo a.s. and u, is &5_,-measurable for all n > 1. [371 In view of [35] and [37] , the same argument as that used to prove Theorem 3 shows that the conclusion of Theorem 3 still holds in the present more general case, and therefore so does the conclusion of Theorem 2.
As a corollary of Theorem 4, we obtain COROLLARY 2. Suppose that in Corollary 1 we replace the condition [12] by Condition C; then the conclusion of Corollary 1 still holds.
In practice, although : is unknown, it is usually possible to give prior bounds B > B' > 0 such that B' <f3 < B. In this case, a natural choice for bn is Oin truncated below by B' and above by B, where On is the least squares estimate of( defined by [30] .
Obviously the bn so chosen satisfies [13] , and it can be shown that Condition C also holds. Therefore Theorem 4 and Corollary 2 are applicable, and they provide very useful tools for showing that such bn indeed converge to f3 a.s. and for analyzing the asymptotic properties of the adaptive stochastic approximation scheme [11] . The details will be given elsewhere.
