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Abstract
Despite their practical success, a theoretical understanding of the loss landscape of neural
networks has proven challenging due to the high-dimensional, non-convex, and highly nonlinear
structure of such models. In this paper, we characterize the training landscape of the mean
squared error loss for neural networks with quadratic activation functions. We prove existence
of spurious local minima and saddle points which can be escaped easily with probability one
when the number of neurons is greater than or equal to the input dimension and the norm of the
training samples is used as a regressor. We prove that deep overparameterized neural networks
with quadratic activations benefit from similar nice landscape properties. Our theoretical results
are independent of data distribution and fill the existing gap in theory for two-layer quadratic
neural networks. Finally, we empirically demonstrate convergence to a global minimum for these
problems.
1 Introduction
A striking phenomenon in the application of neural networks is the success of training using simple
first-order methods such as gradient descent despite the non-convex structure of the loss function.
Often these first-order methods find global minimizers of the error even when the data and labels are
randomized [1], leading to the natural conjecture that this behavior is due to the existence of very
few or no local minima in the loss landscape. However, due to the highly nonlinear, high-dimensional
and non-convex structure of the associated optimization problems, a theoretical understanding of
network training has proven challenging for virtually all architectures with non-linear activations. In
particular training such networks is known to be NP-hard in general [2].
Similar observations have been made in the non-convex optimization community. Since the
seminal works of Burer and Monteiro [3, 4] on non-convex semidefinite programming, the field
has tried to characterize which problems have loss landscapes amenable to the use of first-order
methods, i.e. have no spurious local minima. Recent theoretical results have proven this property
for several non-convex optimization problems such as over-parameterized neural networks with
quadratic activations [5], semidefinite matrix completion [6, 7] and non-convex low-rank matrix
recovery [8, 9, 10]. In general, however, these results require restrictions on the problem set-up or
input data generation.
In this paper we characterize the loss landscape of quadratic neural networks (QNN) and remove
the restrictive constraints of previous work. In particular the main contributions of this paper can
be summarized as:
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1. Data Normalization: For a two-layer neural network with quadratic activation and d-
dimensional input, the landscape of the quadratic loss function suffers from local minima
for arbitrary number of neurons. However, when the number of hidden neurons k is greater
than or equal to d these local minima can be easily escaped by adding the norm of the training
data as a regressor. In this case with probability one over random initialization of the weights
gradient descent escapes spurious local minima and saddle points with no negative curvature
direction. This result emphasizes the role of data normalization, namely normalizing the samples
not only suppresses outliers but also helps escape spurious stationary points. Our result closes
the gap between the results of [5] which prove this statement for k ≥ 2d and the lower bound of
k = d for full-rank data. (This lower bound comes from the fact that if k < d, then we are using
a rank deficient model and will always incur training error for full rank data).
2. Regularization: Alternatively, we show that the local minima of two-layer QNNs can be
escaped by regularizing the symmetric factorizations of a symmetric matrix so that only a single
desired solution, namely its eigenvalue decomposition attains a zero penalty.
3. Overparameterization and Deep Quadratic Networks: We show that deep overparame-
terized quadratic neural networks benefit from similar nice landscape properties, namely their
landscapes do not suffer from spurious stationary points.
The primary application of these results is conditions under which convergence of stochastic
gradient descent to a global minimizer is guaranteed, though the structure of two-layer QNNs enables
other efficient learning algorithms. In fact, training a network with the number of hidden units equal
to the input dimension reduces to a linear regression (least squares) problem with quadratic features,
and the weights can then be obtained via an eigendecompostion [11]. However, it is important to
acknowledge that all two layer neural networks with polynomial activation functions including QNNs
do not enjoy the same universal approximation theorems as two-layer neural networks with sigmoid
or ReLU activations [12, 13]. Indeed, the global solution to a two-layer QNN is equivalent to linear
regression again quadratic features. Hence, increasing the number of neurons in a two-layer QNN
beyond k = d does not add any expressive power.
In contrast, universal approximation results have been established for deep QNNs in [14]. In
particular, the global minimum of a depth-L QNN is equivalent to linear regression against polynomial
features of degree at most 2L. The expressive power of deep polynomial networks has been considered
further in [15] using tools from algebraic geometry. Deep quadratic networks are of additional interest
from an optimization perspective as they correspond to higher-order tensor decompositions.
Alongside the general importance of understanding neural networks, our results have specific
relevance for theoretical neuroscience. A key problem in this field is understanding responses of
neurons with nonlinear behavior to high-dimensional stimuli. In general, individual neurons are
typically tuned to a low-dimensional stimuli manifold, e.g. in visual space, but their responses are
not a linear projection onto the manifold but rather a non-linear transformation of such a projection.
Indeed, a quadratic response to a low-dimensional projection is the model typically used for complex
cells in the visual cortex [16].
Comparison to Previous Work There is a growing body of work on theoretical guarantees for
two-layer neural networks with various activation functions, including [17, 18, 19, 20, 21, 22, 23, 24].
In [23], the authors use piecewise approximations to fit a concave input-output function f , specifically
linear combinations of k ‘bump-like’ components (hidden neurons). The paper demonstrate that when
k →∞, the approximation error of f goes to 0 at exponential convergence rates using displacement
complexity. In [24], the authors leverage a comparison to tensor decompositions to prove hardness
results for two-layer NN’s with polynomial activation functions. For cubics, they show that for input
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dimension d and k hidden units, there exists no polynomial-time algorithm that can outperform the
trivial predictor when d3/2  k  d2.
In particular [25, 26, 5, 27, 28] have all considered shallow networks with quadratic activations
as a theoretically-tractable non-linearity and as a second-order approximation of general non-linear
activations. The results of our paper for two-layer quadratic neural networks are closest to [5] and
[28], and overall, learning the sign structure of the matrix associated with the network (i.e. learning
the weights of the linear layer) is an important part of the generality of our work. [27] prove a
similar landscape result that holds for positive semidefinite matrices; in contrast, our theory holds
for arbitrary matrices and hence non-planted data. In [5], learning the sign structure is avoided
by setting the number of hidden neurons to 2d (d being the input dimension) and then using a
sign structure with d positive elements and d negative elements. Thus, their proof of no spurious
local minima with arbitrary sign structure requires the number of hidden units be ≥ 2d rather than
≥ d. [28] is able to extend the results of [5] to networks which learn the output layer weights but
relaxing the results to no spurious local valleys rather spurious local minima. None of these papers
consider the extension to the multivariate output case which is important for our consideration of
deep networks. These comparisons are expounded on in Section 2.2.
Networks with more general activation functions have been considered with certain regularity
conditions in [29, 30]. The landscape of deep networks has been studied from a variety of perspectives
including statistical mechanics and random matrix theory in [31, 32, 33, 34]. Recent work on the
landscape of deep networks such as [35] and [36] considers how the depth and width affect the
loss landscape, but we are not aware of any other results for deep quadratic networks or quadratic
networks with multivariate outputs.
The rest of the paper is organized as follows: We introduce our notational conventions as well as
the problem formulations for two layer quadratic neural networks in Section 2. Our main results and
proofs are summarized Section 3 and empirically verified in Section 4. The majority of the proof
detail is provided in the supplementary material.
2 Preliminaries
In this section, we introduce the notation used throughout for the single-layer quadratic neural
network and its loss landscape. We review previous results for this landscape, and prove by
construction that this loss landscape has spurious local minima when the output layers weights are
trainable.
2.1 Single-Layer Quadratic Linear Neural Networks
We refer to Appendix A for a detailed list of notations. The overall input-output relationship of a
two-layer neural network is a function f : Rd → R that maps the input vector x ∈ Rd into a scalar
output in the following manner:
x 7→ fλ,Q(x) :=
k∑
j=1
λjσ
(
qTj x
)
, (2.1)
where qi ∈ Rd represents the weights connecting the input to the i-th neuron in the hidden layer, σ(.)
is the (nonlinear) activation function and Λ = diag(λ) ∈ Rk×k represents the second-layer weights.
In this paper we are mostly interested in the case where the activation function is a quadratic, i.e.
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σ(x) = x2. In this case
x 7→ fλ,Q(x) :=
k∑
j=1
λj
(
qTj x
)2
= QΛQT • xxT , (2.2)
where we have used the notation Q = [q1,q2, · · · ,qk] ∈ Rd×k for the concatenated weights to write
the network transformation succinctly. Thus, the network has input dimension d, k hidden neurons,
and is given n training examples. Since the optimization is done jointly on the quadratic and linear
weights, we refer to this architecture a single-layer quadratic-linear (QL) network. Similarly, an
L-layer deep QL network has L quadratic layers each followed by a linear layer.
For a given training set (xn, yn)Nn=1, we denote the empirical risk as:
Lk (λ,Q) := 1
N
N∑
n=1
(yn − fλ,Q(xn))2 = 1
N
N∑
n=1
yn − k∑
j=1
λj
(
qTj xn
)22
=
1
N
N∑
n=1
(
yn −QΛQT •Xn
)2
.
where we have used the notation Xn = xnxTn ∈ Rd×d for the outer product of each training feature.
Similarly the population loss can be defined as:
L¯k (λ,Q) := ELk (λ,Q) = E
(
yn −QΛQT •Xn
)2
.
Remark: Throughout the paper we will prove our results for the empirical risk. All the results
of our paper however can be reproduced for the population risk by replacing the empirical averages
with their population (expected) counterparts.
Consider optimizing over Q and Λ. The first-order optimality conditions for Q in (3.2) are given
by:
N∑
n=1
rnXnQΛ = 0. (2.3)
and the second-order optimality condition imply that for any local minimum or saddle point with no
direction of negative curvature
N∑
n=1
(XnQΛ •U)2 − rnXn •UΛUT ≥ 0, (2.4)
for all U ∈ Rd×k. The loss landscape is said to have no spurious local minima if there exists no
minimum of the landscape that is not also a global minimum.
It is useful to define the convex unregularized counterpart of Lk:
minimize
A
1
N
N∑
n=1
(yn −A •Xn)2 , (2.5)
where A is the symmetric matrix defined by
∑k
j=1 λjqjq
T
j ∈ Rd×d. Thus, the transformation
performed by a single layer QL network can be completely defined by the symmetric matrix A. The
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sign structure of the eigenvalues of A will be defined by the signs of the weights λ. By convexity of
(2.5) any solution satisfying the first-order optimality conditions:
N∑
n=1
rnXn = 0, (2.6)
is globally optimal.
2.2 Previous Results on L (λ,Q)
The first set of relevant results consider the related landscape problem of L(Q) or the single layer
QNN with the output layer weights fixed. If we assume k ≥ 2d and fix the weights λ such that there
are at least d positive and at least d negative entries, then [5] showed that L(Q) has no spurious local
minima and that all saddle points have a negative direction of curvature. Importantly, by fixing the
weights in this manner the network is able to represent transformations A with any sign structure.
The same paper also consider the specific case where training data (xn, yn)Nn=1 was generated via a
full-rank planted model. This means regardless of how each xn is generated the output yn is given
by a quadratic neural network λ∗T (Q∗x)2 with no additive noise and for which σmin(Q∗) > 0, and
there thus exists a ground truth (λ∗,Q∗) for which the loss value is 0. Under the assumption that
the sign structure of the output layer is set to match the ground truth λ∗, [5] demonstrates that the
landscape still has has no spurious local minima and that all saddle points have a negative direction
of curvature for k ≥ d.
A related result by [27] show the same properties hold when k ≥ d but when the fixed output
layer has all positive weights (they specifically use a vector of all 1’s) and the first layer weights
are regularized by the Frobenius norm squared ‖Q‖2F . These restrictions change the landscape in
two important ways. First, the network can now only learn positive semi-definite A and thus any
global minimum corresponding to A with negative eigenvalues will be eliminated. Second, the weight
regularization convexifies the landscape, changing the location of stationary points.
[28] is able to extend these results to the landscape L (λ,Q) in which the output layer weights
are also trainable by relaxing the condition from no spurious local minima to no spurious local
valleys. A landscape with spurious valleys is one in which a path-connected component of a certain
sub-level set does not contain a global optimum. Intuitively, the difference between these conditions
is whether we consider local minima in flat regions of the landscape; a landscape with no spurious
valleys can contain such local minima as moving through such points to a global optimum does not
increase the loss function. However, if these flat minima have positive measure they can still trap
gradient descent trajectories. [28] proved the landscape L (λ,Q) contains no spurious local valleys
provided k ≥ 2d+ 1.
Lastly, observe that since that the transformation of an arbitrary quadratic network can be
represented by the d × d symmetric matrix A, the degrees of freedom of this transformation is
n∗ = d(d+ 1)/2 or the number of upper diagonal elements in the matrix. In [6], the authors show
that if the number of samples is less than n∗, then a two-layer QNN can memorize it. This condition
is equivalent to saying the data is generated by a planted model; the number of samples is smaller
than the degrees of freedom and thus there exists an A that exactly reproduces the data. Thus,
this result can be viewed as a corollary of the results of [5]. Similarly, [37] considers the population
risk of noiseless two-layer quadratic networks with planted weights. By the degrees of freedom logic
above, the population risk result can also be inferred from [5]: if the number of samples exceeds n*
for a planted model, we can recover the ground-truth transformation via training, achieving zero
generalization error.
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2.3 Local Minima of L (λ,Q)
Our first result is the existence of spurious local minima for the landscape L (λ,Q). Consider the
following example:
Example 2.1. Let A  0 be an arbitrary positive definite matrix, Xn  0 and yn = A •Xn. Then
any point of the form (λ0 ≺ 0,Q0 = 0) is a local minimum of L (λ,Q).
Proof. Note that for any point (λ,Q) in a small enough neighborhood of (λ0,Q0) we have λ ≺ 0.
Therefore
L (λ,Q) = 1
N
N∑
n=1
A−QΛQT︸ ︷︷ ︸
 0
 •Xn
2 ≥ 1
N
N∑
n=1
(A •Xn)2 = L(λ,0), (2.7)
with equality if and only if Q = 0. 
Example 2.1 is a special case of local minimum for which
∑
n rnXn  0. As we will see, all local
minima which are not global and saddle points with no negative curvature direction must satisfy∑
n rnXn  0 or
∑
n rnXn  0 with probability one over random initialization. In addition, we
note that in the example rank(Q) < d. As we will demonstrate in Appendix C, all local minima of
L (λ,Q) will be low-rank.
Combined with the results of [28], this example means that for k ≥ 2d + 1, all minima lie in
flat regions of the landscape so that spurious local minima do exist but not spurious valleys. The
existence of spurious local valleys for d ≤ k ≤ 2d is still an open question.
3 Theoretical Guarantees: Global Optimality of Gradient Descent
In this section, we state our main theoretical results and give an outline of the proofs; the full
details are included can be found in the appendix. Given the existence of spurious local minima for
single-layer QL networks, we propose two innovative modifications to the landscape that avoid or
eliminate these spurious points. By necessity, these change the landscape along the trajectory but
are carefully designed not to change the objective value at the global minimum.
3.1 Modified Landscape L(α,λ,Q)
For theoretical purposes of this paper we consider the following objective function:
Lk (α,λ,Q) := 1
N
N∑
n=1
(
yn −
(
QΛQT + αI
) •Xn)2 , (3.1)
where Xn ∈ Rd×d, yn ∈ R, Q ∈ Rd×k, Λ = diag(λ) ∈ Rk×k and α ∈ R. We wish to characterize the
landscape of the associated optimization problem:
minimize
α,λ,Q
Lk (α,λ,Q) + γ‖QQT − I‖2Fro. (3.2)
In particular we are interested in the cases where either α = 0 or γ = 0. For α = 0 this objective
function shows up in several non-convex optimization problems beyond shallow QNNs, including
low-rank matrix completion, low-rank matrix recovery and phase retrieval.
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While this modified landscape is designed to avoid or eliminate spurious local minima, it is
carefully designed to not change the objective value at the global minima. Note that for a quadratic
neural network we have
αI •Xn = α trace (Xn) = α‖xn‖2. (3.3)
Therefore, optimizing over α simply adds the norm of the data as a fixed regressor in the network, i.e.
an additional neuron that performs this fixed computation in the hidden layer but has a trainable
weight in the output layer. If desired, it can be removed by first normalizing the data.
Setting γ > 0 on the other hand penalizes the weights for not being orthogonal. We show there
exists a global minima in the original landscape for which this penalty is 0 (see Lemma B.5) so that
the objective value of the global optimizer is unchanged. In particular the regularization γ can be
set to 0 once in the basin of attraction.
3.2 Main Theorems: Single Layer
We now state the main theoretical results of this paper and an intuition of their proof. Detailed
proofs can be found in Appendices C-E.
Theorem 3.1 (Single-Layer Quadratic-Linear Networks). [Informal version of Theorem D.1 and
Corollary D.1] For k ≥ d the following statements hold for gradient descent with small enough
step-size:
1. For γ = 0, if (Λ,Q) are initialized from an arbitrary absolutely continuous distribution, with
probability 1 stochastic gradient descent converges to a global minimum of L.
2. For α = 0 and γ  1N ‖y‖2 (or Ey2 for pouplation loss), gradient descent will converge to a
global minimum of L.
This result can also be extended to multivariate outputs. In the multivariate case with M -
dimensional outputs the objective function can be expressed as:
L (α,Λ,Q) := 1
MN
M,N∑
m,n=1
(
ymn −
(
QΛmQ
T + αmI
) •Xn)2 , (3.4)
where ymn is the m-th output of the network for the n-th sample. We have the following non-trivial
extensions of the Theorem 3.1 to the multivariate case
Theorem 3.2 (Single-Layer QL Networks, Multivariate Output). [Informal version of Theorem
E.1] For k ≥Md and using random initialization from an absolutely continuous distribution, with
probability 1 gradient descent with small enough step-size goes to a global minimum of (3.4).
3.3 Outline of the Proofs
The main difficulty in proving the main theorems stems mainly from the sign structure of eigenvalues
Λ of potential local minima; for example, in [5] the authors handled this challenge by allowing for
twice as many neurons as the input dimension and fixing the signs so that all possible eigenstructures
can be realized.
• Step 0: (Lemma C.6) One of the key ideas in all of the proofs is to remove the diagonal
restriction on Λ by means of an equivalent optimization problem which maps a single point in
the landscape L(α,λ,Q) to two balls corresponding to all unitary matrices.
7
• Step 1: By comparing the optimality conditions for L(α,Λ,Q) to its convex counterpart (2.5)
we will show any stationary point satisfying rank(Q) = d is a global minimum. Moreover,
defining the residuals
rn = yn −QΛQT •Xn
the necessary and sufficient global optimality conditions are given by
N∑
n=1
rnXn = 0.
• Step 2: We will show for any α spurious saddle points with no negative curvature direction
and local minima are rare. In particular, we show that with probability 1, all stationary points
with the same Q and objective value (which form a hyperplane) have a negative curvature
direction unless
∑N
n=1 rnXn is semidefinite. In conjunction with the optimality conditions for
α we conclude all such points must be global minima.
As we will see throughout the proof of Step 2, for any point (λ0,Q0) there exists many other
point (λ,Q) which achieves the same value of L but has a descending direction. This observation
however does not by itself preculde existence of spurious local minima or non-strict saddle points. In
particular, we show the set of points in the basin of attraction of bad stationary points is of measure
0.
• Step 3: In order to prove our assertion on the regularized objective note that the penalty term
‖QQT − I‖2Fro encourages the solution to be closer to a unitary matrix (and hence full-rank).
Moreover, since at least for one global minimizer (given by the eigenvalue decomposition of the
solution to (2.5) ) the penalty term is equal to zero, adding a penalty does not move at least
one global minimum around (although it does move most of them). Based on this intuition we
take the following steps. Using the descent property of gradient descent, we show that for a
large enough regularizer γ the resulting Q should be close to a unitary matrix and full-rank.
. . .
. . .
. . .. . .
layers
a b
Figure 1: (a) Geometric intuition into local minima in the landscape of (L (λ,Q)). Here two different
factorizations of the same matrix are given A = QΛQT = PΣPT . However L (λ,Q) has a descent
direction only for the eigenvalue decomposition PΣPT . (b) A deep quadratic-linear (QL) neural
network and the related variables
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The main reason for the existence of local minima in the landscape of L (λ,Q) is the fact
that the set of matrix factorizations of the form A = QΛQT is not a singleton and limited to an
eigenvalue decomposition (Example 2.1 is such an example). However if we restrict the optimization
to orthonormal Q’s such a descent direction will always be available. Namely, suppose (λ,Q) is a
spurious local minimum or saddle-point and let A = QΛQT have an eigenvalue decomposition of
the form PΣPT . Since A is not a global minimum to (2.5) there exists a descent direction ∆, i.e.
such that Lcvx(A + ∆) < Lcvx(A). Then by continuity of (σ,P) in A we conclude that there must
exist a descent direction in the (σ,P). In fact, the regularizer is a forcing mechanism which ensures
Q stays (close to) a unitary matrix throughout the optimization. Figure 1a provides a geometrical
intuition on the possibility of local minima in the landscape of L (λ,Q).
3.4 Main Theorem: Deep Networks
In this section we extend our theoretical guarantees to deep quadratic-linear networks. Figure 1b
shows the structure of the proposed network. Note that each quadratic layer is followed by a linear
layer (hence the name Quadratic-Linear networks). The addition of the extra linear layers is an
important difference in QL-networks compared to regular quadratic networks where only the output
layer is linear. The addition of the linear layers comes at a small cost and has great advantages. The
linear weights can be thought of coefficient of the learned quadratic dictionaries in the preceding
layer and provide diversity in the sign of the eigenvalues of the resulting input-output matrix per
layer. Such a diversity allows for a richer class of functions to be represented by each layer and is
key to avoiding spurious local minima in our network. For an unregularized network linear layer
weights (except for the last layer) can be absorbed into the quadratic weights of the subsequent QL
layer. However, the design of our penalty makes explicit use of these weights, hence not allowing
them to be factored in.
From a representation point of view, all functions with multivariate Taylor expansions can be
represented arbitrary closely using deep QL-networks. In particular such expansions exist for analytic
functions. Therefore, understanding such networks could provide useful intuition into landscape
of more general architectures. We will next state the main theoretical guarantees of our paper on
the landscape of deep QL-networks. We denote the parameters of the network by (λ,Q). Detailed
notation is provided in Appendix E.
Theorem 3.3 (Deep Quadratic-Linear Networks). [Informal version of Theorem F.1] For an
overparameterized deep network of arbitrary depth with quadratic activation functions, all critical
points of penalized MSE loss given by
minimize
(λ,Q)
1
N
N∑
n=1
(
yn − x(L)n
)2
penalized with a layer-wise penalty similar to (3.2) all global minima.
Sketch of the proof: The proof of Theorem 3.3 consists of two major steps. The first step involves
an induction on the depth of the network (L), where each QL pair increases the depth by 1. The
base case of depth-1 reduces to Theorem 3.1, Statement 2. Given enough neurons, a composition of
two depth-1 networks (L = 2) can be re-written as a depth-1 network. In particular, the case L = 2
is a regression against quartic features (x⊗4n ) which can interpreted as a quadratic regression against
quadratic features (X⊗2n ). In this manner, a network of depth-L can be rewritten as a network of
depth-1 followed by a network of depth-(L− 1) acting as the effective quadratic and linear layers
respectively, and thus the logic of Theorem 3.1 can be used.
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The second step involves ensuring that the hidden layers which we unfold during the inductive
process do not get stuck at local minima. This is taken care of via overparameterization of the
preceding layers such that the resulting input-output transformation matrix for the equivalent
quadratic network is full-rank. Therefore the logic of Theorem 3.1, Statement 2 can again be applied
under reasonable initialization.
4 Experiments
In this section, we empirically verify our results that first-order optimization methods find a global
minimum for quadratic networks in the setups of Theorems 3.1 and 3.3. For the first set of
experiments, we train QNN’s with one and two quadratic-linear layers on several types of synthetic
data sets. Importantly, to test that our results do not require distributional assumptions we train on
both planted data generated from a random version of the network and non-planted data where the
inputs and outputs are generated independently. We then turn to binary classification problems
derived from the MNIST data set [38]. These experiments show that the theory holds on real data
sets and demonstrates that quadratic networks with two QL layers are already very expressive.1
Each theorem specifies a model, a loss function, and initialization method. Under these specifica-
tions, the experiments train at least 50 independent realizations of the model and then looking at
the final residual of the network on the task. This residual is normalized by the squared `2-norm of
the output values such that a network which simply outputted 0 for all inputs would have a residual
of 1. This error is then averaged across realizations of the network trained on the same data and
reported as the “Average Normalized Error.” The models are trained for for at least 20,000 epochs
using the Pytorch implementation of ADAM with a learning rate of 1 · 10−3 [39, 40].
To determine if each neural network was successfully optimized, the global minimum of the
objective L (λ,Q) was found via linear regression (least squares) on higher-order features given by
the convex optimization problem (2.5). Across multiple experiments, the “Fraction achieving Global
Minimizer” refers to the fraction of experiments which found a solution with a loss value equal to
that of the global minimizer. The vertical dotted line on all plots indicates the theoretical value
above which all networks should achieve the global minimizer as there are no spurious local minima.
4.1 Experiments Related to Theorem 3.1
Theorem 3.1 gives several versions of the single QL layer quadratic network for which there are no
spurious local minima once k, the number of hidden units in the quadratic layer, is greater than the
input dimension of the data d. To test this theorem, we conducted several experiments on simulated
data, each of which we train the network on data with input dimension d = 10 and 1500 training
samples. While holding the input dimension fixed, we varied the number of hidden neurons in the
quadratic layer in the range k = 0− 20. For each data set, confirmation of the theory is indicated by
all models with k ≥ 10 reaching the global minima; this point is marked by a vertical dotted line on
the plots. Table 1 provides the details of each experiment.
As specified in the table, we train two variants of the QNN for which the theory holds. The first
we call “Added Norm (γ = 0)," which adds a fixed neuron that outputs the norm of the data and
has weight α. For this network, the initialization is random and the orthogonality penalty is turned
off by setting γ = 0. The second we call “Orthogonality Penalty (α = 0)." Here the regularization
parameter for the orthogonality penalty γ is set to the squared norm of the output data
∑N
n=1 y
2
n
while the norm neuron is turned off by setting α to 0. Furthermore, the theorem specifies a particular
1The code for all experiments is available at www.github.com/druckmann-lab/QuadraticNets
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Table 1: Experiments Related to Theorem 3.1
Figure Output yn generation model γ α Initialization
2a yn = A •Xn
A random diagonal± 1
0
1
N
∑N
n=1 y
2
n
Train
0
Random
(λ0,Q0) = (0, I)
2b yn = A •Xn; A i.i.d. N (0, 1) 01
N
∑N
n=1 y
2
n
Train
0
Random
(λ0,Q0) = (0, I)
2c yn
i.i.d∼ N (0, 1) independent of xn 01
N
∑N
n=1 y
2
n
Train
0
Random
(λ0,Q0) = (0, I)
initialization of the weights. Lastly, for comparison we trained a regular quadratic network in which
both α and γ are 0. By Example 2.1, we know this network has local minima and does not satisfy
the conditions of the theorem.
The inputs to the model were always drawn i.i.d. Gaussian (xn
i.i.d∼ N (0, Id)) except for the first
dimension which was fixed to be 1. The outputs were generated three different ways: (1) from the
planted model yn = A •Xn where A is diagonal with random signs, (2) from the planted model
yn = A •Xn where the elements of A are i.i.d. Gaussian, and (3) from a non-planted model where
yn’s are i.i.d. Gaussian independent of the inputs. In each instance we used N = 1500 samples.
For each network and number of hidden units, we performed a total of 100 trials (20 runs each
for 5 random data sets). Each network was trained for 30,000 epochs of ADAM, and we reported
two values: The normalized mean-squared error defined by NMSE =
∑N
n=1 r
2
n/
∑N
n=1 y
2
n and the
fraction of trials achieving global minima determined by a NMSE value withing 0.005 of the solution
found by least squares. The threshold values are shown in Figures 2a, 2b and 2c. Figure 3 shows
the average NMSE broken out by data block for the planted experiments (20 runs per data block).
Given the model is planted, we know that the global optimum has an NMSE of 0.
The simulations are consistent with Theorem 3.1 in the sense that global minima are achieved
when the number of hidden layer neurons is equal or greater to the input dimension (k ≥ d) for
the Added Norm and Orthogonality Penalty models. Furthermore, they confirmed the existence of
spurious local minima in networks with no modifications which are eliminated by the other set-ups.
4.2 Experiments for Theorem 3.3: Synthetic Data
We next test our Theory on deep QL networks as described in Theorem 3.3 on synthetic data. Here
we consider two quadratic-linear layers for which the hidden units before the quadratic activation
is set to meet the conditions of the theorem, and the number of hidden units between the two QL
layers h1 is varied. (Importantly, this parameter is different than the one we varied in the single QL
layer case. There we varied the number of hidden units in between the quadratic and linear layer;
here we vary the number of units in between the two QL layers).
In these experiments the network was only trained with the orthogonality penalty (α = 0) and for
20,000 epochs of ADAM. For each type of data generation, we performed 50 trials (10 runs each for
5 random data sets), of which three of the data sets are shown in Figure 4. For the planted Gaussian
tensor model, the global optima has an NMSE of 0; for the independent data, the optimal value
was found via least squares and is denoted by a horizontal dotted line on the plot. The threshold
plot is for all 50 runs and shows the network reaches its global minimum for h1 ≥ d2 = 81. The
experiments reach the global optima for h1 much less than this value which our theory does not
explain; however, this may be related to the typical rank of a symmetric tensor.
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Figure 2: For each experiment, we show the fraction of trials achieving the global minima for the
network setup in Table 1. The average is taken over 100 trials (20 runs each for 5 random data
sets). The dotted line on each plot shows the the theoretical prediction for which a network with the
number of hidden units greater than or equal to this value will have no spurious local minima.
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Figure 3: For the experiments in Figure 2, we show the average normalized error for each data block
and network setup. The dotted line on each plot shows the the theoretical prediction for the number
of hidden units above which our theory guarantees no spurious local minima.
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Figure 4: Two-layer QL network performance on planted and independent input-output data. The
value of the true global minimum is determined by least squares for non-planted data.
4.3 Experiments for Theorem 3.3: MNIST
Finally, we test our theory on deep QL networks on a real data task constructed from the MNIST
data set. Here we formulate binary classification as a regression problem in the following manner.
First, we take two pairs of similar digits, 4 vs. 7 and 3 vs. 8, and divide them randomly into a
training set, using approximately 1/7 of the examples and use the remaining examples as a test set.
This means for the 3 vs. 8 task we have 1539 training samples and 12,427 test examples; for the 4 vs.
7 task, we have 1504 training samples and 12,613 test examples. We then find the first 10 principle
components on the training set only and calculate the projection onto these components for both
the training and test set. Lastly, we normalize each example to have a norm of 1 and concatenate a
first dimension with a fixed value of 1 (in our model this serves the purpose of adding a bias to the
network).
For each example, we assign the value of yn to be +1 if it belongs to one class and −1 if it
belongs to the other. Thus, we train the network as a regression task using the MSE between the
network output and yn, but we can evaluate the classification accuracy of the network by checking
whether the sign of the output matches the class of the example.
Figure 5 show the results of this experiment over 50 realizations of the network with the
orthogonality penalty. In the first plot, we show the average NMSE across the realizations with a
horizontal dotted line indicating the value of the global optima obtained by least squares (note this
value is very close to 0 for the 4 vs. 7 task). In the second plot, we show the fraction of the networks
that obtained the same residual value as the global optimum, again viewed as a regression task.
Finally we look at the test and generalization accuracy of the networks. On all plots, the vertical
dotted line at h1 = 112 = 121 indicates the theoretical value above which we predict there should be
no spurious local minima.
These experiments confirm our theoretical predictions, and again achieve the global optima at a
value of h1 much less than d2 which our theory does not explain. In addition, they show already at
QL layers, QNN have sufficient expressive power for basic classification.
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Figure 5: Experiments on the binary classification tasks constructed from the MNIST data set. The
networks are trained on a regression task in which examples are labelled ±1 based on their class and
then evaluated for accuracy by comparing the sign of the network output and the sign of the class.
5 Conclusions and Future Work
In this paper, we characterize the landscape of the mean-squared error training loss for quadratic
shallow and deep neural networks. In particular, we showed that spurious local minima and saddle
points of the landscapes can be easily escape via regularization or data augmentation when the
number of neurons is greater than or equal to the input dimension. Our results are optimal in the
sense that the number of neurons to achieve global optimality cannot be reduced in general, hence
filling the existing gap in theory for these problems.
Our results do not make any statements on the uniqueness of the solution; in particular if the
global minimum is not unique, Theorem 3.1 suggests convergence of gradient descent to one of the
solutions but not a particular or structured one. This has been resolved in the case where one of
the solutions is a semidefinite low-rank matrix (i.e. the case where λi = 1) [8, 26, 10] where it has
been observed that if the measurements satisfy RIP-2r then given a small orthogonal initialization,
gradient descent implicitly regularizes for the nuclear norm and converges to a low-rank solution.
However, as we showed in Example 2.1 under arbitrary eigenvalue sign structures there exist spurious
local minima which cannot be escaped without regularization. Therefore it is in a sense futile to
look for implicit regularizations in the general overparameterized case if the eigenvalue structure is
not known a priori.
The main remaining open question of this paper and the associated line of research is how perform
a similar landscape analysis on network architectures of more practical interest. These include other
non-linearities like tanh and ReLU as well as Convolutional Neural Networks. A possible approach
via polynomial networks is to consider a higher-order Taylor expansion of the activation function,
but how best implement this idea remains an open problem. More likely such networks will require
new approaches to the landscape analysis.
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A Notations
Throughout the appendix we use the following notational conventions:
• Scalars, vectors and matrices/tensors are represented by lower-case letters, bold lower-case
letters and bold upper-case letters respectively (e.g. λ ∈ R, q ∈ Rd and Q ∈ Rd1×d2).
• For a matrix Q we denote its ith column by qi.
• By λ  0 we mean elementwise nonnegativity and by A  0 we mean A is semi-positive
definite.
• For a vector λ ∈ Rd we denote its j-th element by λj and the associated square diagonal
matrix by Λ = diag(λ) where Λii = λi.
• For a linear transformation A ∈ Rd×d and S ⊂ Rd we define AS := {Ax|x ∈ S}.
• For two matrices/tensors A and B we denote their inner product by A •B = trace(ATB),
their Hadamard (elementwise) product by AB and their outer product by A⊗B. We use
the notation AA · · · A︸ ︷︷ ︸
p times
= Ap and A⊗A⊗ · · · ⊗A︸ ︷︷ ︸
p times
= A⊗p.
• For a matrix/tensor A ∈ Rm1×m2×···×mk by a = vec(A) we mean a vector a ∈ Rm1m2···mk
which is the vectorized form of A. With a slight abuse of notation we use the notation
A •B = vec(A)T vec(B) for any two symmetric tensors of with the same number of elements.
• We denote the r × r identity matrix by Ir and the m× n all zero matrix by 0m×n.
• For a measurable set S ⊂ Rd, we denote its Lebesgue measure by µ(S).
• For a matrix A we denote its Frobenius and spectral norms by ‖A‖Fro,‖A‖ respectively.
• For a matrix A we denote its largest and smallest magnitude eigenvalues by λmax(A) and
λmin(A) respectively.
Definition A.1. Two function f(x) and g(y) are said to have equivalent landscapes if for any
stationary point x? of f there exists a stationary point y? of g (and vice versa) such that x? and y?
are both local minima, local maxima, saddle points with no negative curvature direction, or saddle
points with a negative curvature direction. We denote equivalence of landscapes by
f(x) ≡ g(y).
Note that in the definition of equivalence we have not assumed the correspondence to be one to one.
In particular, adding a dimension to a function results in an equivalent landscape.
B Basic Optimization and Algebraic Results
The following Lemmas are basic results in optimization and algebra, some of which we state without
proof.
Lemma B.1. Let (x0,y0) be a local minimum to f(x,y). Then x0 is a local minimum to f(x,y0).
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Lemma B.2 (Linear Transformations Preserve Landscapes). Let f(x) be a differentiable function
in x ∈ Rd, b ∈ Rd and M ∈ Rd×d an invertible matrix. Then
f(Mx + b) ≡ f(x).
Lemma B.3. Let f(x) = anxn + an−1xn−1 + · · ·+ a0 be a polynomial. Then the roots of f(x) are
continuous in (an, an−1, · · · , a0).
Corollary B.1. Let A ∈ Rd×d be a symmetric matrix and let (σ(A),P(A)) be its eigenvalues and
eigenvectors respectively. Then σ(A) and P(A) are continuous functions in A.
Throughout we work with an orthogonality penalty on the weights of the network. Here we derive
properties of this penalty:
Lemma B.4. Let rank(Q) = r. Then∥∥QQT − Id×d∥∥2Fro ≥ d− r.
Proof. Let QQT have an eigenvalue decomposition of the form PΣPT . Then∥∥QQT − I∥∥2
Fro
=
∥∥PΣPT −PPT∥∥2
Fro
= ‖Σ− I‖2Fro ≥ d− r,
where the last inequality is due to the fact that the diagonal of Σ has at least d− r zeros. 
Lemma B.5 (Properties of the orthogonality penalty). Any stationary point of gradient descent fot
the problem
minimize
Q∈Rd×d
∥∥QQT − I∥∥2
Fro
,
either has a negative curvature direction or is a global minimum (i.e. satisfies QQT = I).
Proof. The second order optimality condition implies that for any V ∈ Rd×d we have
∇2Q
(∥∥QQT − I∥∥2
Fro
)
•
(
V ⊗V
)
=
∥∥QVT∥∥2
Fro
+ 2 (Q •V)2 − ‖V‖2Fro ≥ 0. (B.1)
If rank(Q) < d then it has a nonzero vector v in its null space. Taking V = uvT for arbitrary u
results in QVT = 0 which sets the first two terms to zero and prove existence of a negative curvature
direction. If rank(Q) = d the first order optimality condition yields
∇Q
∥∥QQT − I∥∥2
Fro
= 2(QQT − I)Q = 0,
from which we conclude QQT = I. 
Lemma B.6. Let {Ai}∞i=1 ∈ Rd×d be an arbitrary sequence of invertible linear transformation,
S1, S2 ⊂ Rd be two arbitrary subset of Rd and µ(.) be the Lebesgue measure. Then
µ(S1)
µ(S2)
=
µ(AkAk−1 · · ·A1S1)
µ(AkAk−1 · · ·A1S2) ,
for all k.
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Proof. The claim is a simple consequence of the fact that
µ(AS) = |det(A)|µ(S).
which we apply repeatedly to the sequence of invertible linear transforms. 
Lemma B.7. Consider an optimization problem
minimize
θ,x
‖y −Aθx‖22, (B.2)
such that Aθ is measurable in θ and η‖Aθ‖2 ≤ 1 for all θ. Let (θ?,x?) be a stationary point of
gradient descent with step size η, S = {x|Aθ?(x? − x) = 0} and R be the basin of attraction of
(θ?, S). Let S1, S2 ⊂ S be two arbitrary subsets of S and R1, R2 ⊂ R be their respective basins of
attraction. Then
µ(S1)
µ(S2)
= 0⇒ µ(R1)
µ(R2)
= 0.
In particular, if µ(S1) = 0 then µ(R1) = 0. (Here µ(.) is defined on S on the left and on the
whole space on the right.)
Proof. For any θ,x ∈ R define the iterates of gradient descent by
{
θ(t),x(t)
}∞
t=0
. Let R1(θ), R2(θ)
be the restrictions of R1, R2 to x, that is Ri(θ) := {x|(θ,x) ∈ Ri} and S1(θ) ⊂ S1, S2(θ) ⊂ S2 be
the stationary points corresponding to R1(θ), R2(θ). Note that the iterates of gradient descent are
given by
x(t+1) = x(t) + ηAT
θ(t)
(y −Aθ(t)x(t)) = (I + ηATθ(t)Aθ(t))︸ ︷︷ ︸
:=At
x(t)) + αAT
θ(t)
y.
Since η‖Aθ‖2 ≤ 1, At is full-rank. Therefore by Lemma B.6 for any t we conclude
µ(R1(θ
(t)))
µ(R2(θ
(t)))
=
µ(R1(θ
(t+1)))
µ(R2(θ
(t+1)))
.
Letting t→∞ we conclude
µ(R1(θ))
µ(R2(θ))
=
µ(S1(θ))
µ(S2(θ))
.
By assumption
µ(S1)
µ(S2)
=
∫
R µ(S1(θ))dµθ∫
R µ(S2(θ))dµθ
= 0.
Therefore
0 =
∫
R µ(S1(θ))dµθ∫
R µ(S2(θ))dµθ
=
∫
R µ(S2(θ))
µ(R1(θ))
µ(R2(θ))
dµθ∫
R µ(S2(θ))dµθ
,
from which we conclude
µ(R1(θ))
µ(R2(θ))
= 0,
almost everywhere. Therefore
µ(R1)
µ(R2)
=
∫
R µ(R1(θ))dµθ∫
R µ(R2(θ))dµθ
=
∫
R
µ(R1(θ))
µ(R2(θ))
µ(R2(θ))dµθ∫
R µ(R2(θ))dµθ
= 0.

Note that the condition η‖Aθ‖2 ≤ 1 was sufficient but not necessary in the proof of Lemma B.7. In
particular, as long as At is full-rank our assertion holds.
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C Preliminary Results
As outlined in Section 2, we would like to study the following objective function:
Lk (α,λ,Q) := 1
N
N∑
n=1
(
yn −
(
QΛQT + αI
) •Xn)2, (C.1)
and its regularized version
Fk (α,λ,Q) := Lk (α,λ,Q) + γ
∥∥QQT − I∥∥
Fro
, (C.2)
where Xn ∈ Rd×d, yn ∈ R, Q ∈ Rd×k and Λ = diag(λ) ∈ Rk×k and α ∈ R. We are given N
observations {Xn, yn}Nn=1, In the case of quadratic neural networks, Xn = xnxTn is the outer product
of the input vectors. Thus, d is the input dimension of the observations, k the number of hidden
neurons, and N the number of samples. We wish to characterize the landscape of the optimization
problem:
minimize
α,λ,Q
Fk (α,λ,Q) , (C.3)
as well as the its population counterpart
minimize
α,λ,Q
E Fk (α,λ,Q) . (C.4)
We will also consider the following less restrictive objective:
Lk(α,M,Q) := 1
N
N∑
n=1
(
yn −
(
QMQT + αI
) •Xn)2, (C.5)
where M ∈ Rk×k is not necessarily diagonal and consider the problem
minimize
α,M,Q
Fk (α,M,Q) := Lk (α,M,Q) + γ
∥∥QQT − I∥∥
Fro
. (C.6)
We denote the residual for observation n as rn:
rn := yn − (QΛQT + αI) •Xn,
or
rn := yn − (QMQT + αI) •Xn
depending on the objective we are considering.
Lastly, we can assume M,Xn are symmetric without loss of generality due to the relation:
QΛQT •Xn = QΛQT • Xn + X
T
n
2
,
and assuming Xn’s are symmetric we have
QMQT •Xn = Q
(
M + MT
2
)
QT •Xn.
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C.1 Optimality Conditions
We will next derive a number of optimality conditions for points on the loss landscape of Lk(α,λ,Q)
(C.3). We begin by stating the necessary and sufficient conditions for global optimality of a solution.
Lemma C.1 (Global Optimality Conditions). For k ≥ d, a point (α,λ,Q) is the global minimizer
of Lk (α,λ,Q)(C.3) if and only if
N∑
n=1
rnXn =
N∑
n=1
(
yn −
(
QΛQT + αI
) •Xn)Xn = 0. (C.7)
Proof. Consider the optimization problem
minimize
A
Lcvx(A) := 1
N
N∑
n=1
(yn −A •Xn)2 , (C.8)
which is convex in A. The KKT optimality conditions at the optimal solution to this problem are
given by:
N∑
n=1
(yn −A •Xn) Xn = 0. (C.9)
Hence if (α,λ,Q) satisfies (C.7) it is globally optimal with A = QΛQT + αI. Conversely, note that
since k ≥ d, if A is an optimal solution to minA Lcvx(A), it has an eigenvalue decomposition of the
form A = QΛQT . Therefore the global minimum of Lcvx(A) (C.8) is also achievable and the same
as that of Lk (α,λ,Q) (C.3). 
Lemma C.2 (First-Order Optimality Conditions). For any k, the first-order optimality conditions
for a local minimum of L (α,M,Q) (C.3) are given by:
∇QL (α,M,Q) =
N∑
n=1
rnXnQM = 0d×d, (C.10)
∇ML (α,M,Q) = QT
N∑
n=1
rnXnQ = 0d×d, (C.11)
∇αL (α,M,Q) =
N∑
n=1
rnXn • I = 0. (C.12)
Moreover, if M is full-rank, i.e. rank(M) = d, (or equivalently the diagonal entries λi = Λii are
non-zero), the optimality conditions for M and Q reduce to
N∑
n=1
rnXnQ = 0d×d. (C.13)
Proof. Since L (α,M,Q) is differentiable with respect to its arguments, proof of the first statement is
a direct consequence of setting the gradients equal to zero. For the second statement, if rank(M) = d
we can multiply both sides of (C.10) by M−1 from which (C.13) follows. Moreover (C.13) directly
implies (C.11). 
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A simple intuition for Lemma C.2 is that when all the neurons are active (λi 6= 0), then
their amplitudes can be absorbed into the corresponding quadratic layer weights (qi’s). Therefore,
optimization over (λ,Q) is locally equivalent to optimization over Q only.
By comparing Lemma C.1 and (C.10-C.11) we immediately observe the following Lemma
Lemma C.3. For any k and arbitary fixed α all critical points of L(α,M,Q) which are not a global
minimum should satisfy
rank(Q) < d. (C.14)
Lemma C.4 (Second-Order Optimality Conditions). For a local minimum or saddle point with no
negative curvature direction (α,M,Q) of L (α,M,Q) (C.3) the second-order optimality condition is
given by
N∑
n=1
(XnQM •U)2 −
N∑
n=1
rnXn •UMUT ≥ 0, (C.15)
for all U ∈ Rd×d.
Note that the global solution A∗ to the optimization problem minA Lcvx(A) can be found by a
linear regression (least squares) by vectoring the upper triangular portion of the symmetric matrix.
Therefore, an easy but not computationally efficient solution to minimizing Lk (α,λ,Q) can be
obtained by finding the eigendecomposition of the solution: A∗ = Q∗Λ∗Q∗T . However, in most
implementations eigenvalue decompositions have a computational cost of O(d3), which is restrictive
for high-dimensional inputs in contrast to local search methods.
This alternative algorithm does suggest that we will not need more than k = d neurons to achieve
the global minima; the eigenvalue decomposition of a full-rank A∗ gives Q∗ ∈ Rd×d which only
requires d hidden neurons to represent. We will formalize this statement in the next section.
C.2 Number of Hidden Units
Our first goal is to understand how varying the number of hidden units k with respect to the input
size d affects the properties of the loss landscape; in particular, how many neurons are required for
the landscape to contain the smallest loss achievable by a two-layer network?
Lemma C.5 (Sufficiency of k = d neurons to reach global minima). Let (α(k),Λ(k),Q(k)) be the
global minimum to Lk (α,λ,Q), then for k ≥ d the value of the objective function at the global
minimum Lk
(
α(k),λ(k),Q(k)
)
does not depend on k. Moreover if γ > 0 then the global minimum
satisfies QQT = I.
Proof. Let M ∈ Rd×d be an arbitrary matrix and define zn = yn −M •Xn, i.e. the residual for
observation n using matrix M. Define the optimization problem:
minimize
B
1
N
N∑
n=1
(zn −B •Xn)2. (C.16)
Note that B is a global minimum to (C.16) if and only if A = B + M is a global minimum to
minimize
A
1
N
N∑
n=1
(yn −A •Xn)2. (C.17)
23
Now let (α(d),λ(d),Q(d)) and (α(k),λ(k),Q(k)) be global minima to (C.3) for d and k > d neurons
respectively and define
M =
k∑
i=d+1
λ
(k)
i q
(k)
i q
(k)T
i +
(
α(k) − α(d)
)
I.
Therefore, by fixing α = α(d) (or any other value for that matter), the global minima (λ(k)i ,q
(k)
i ),
i = 1, · · · , d of (C.3) for k = d, can be obtained by an eigenvalue decomposition of the following
form:
B =
d∑
i=1
λ
(d)
i q
(d)
i q
(d)T
i︸ ︷︷ ︸
A
−

k∑
i=d+1
λ
(k)
i q
(k)
i q
(k)T
i +
(
α(k) − α(d)
)
I︸ ︷︷ ︸
M
 .

A simple intuition for Lemma C.5 is that the rank of a matrix A ∈ Rd×d cannot exceed d,
therefore having more than d neurons is not going to improve the global minimum. Unfortunately,
this also means that that we cannot hope for expressivity of a single layer quadratic network to
improve by simply increasing the number of neurons. We will see later that this problem can be
improved using a deep quadratic network instead. In the rest of the appendix we will assume k = d
and drop the subscript in Lk whenever the number of neurons is clear from the context.
We will find it useful throughout to work with the objective L(α,M,Q) which does not require
the diagonal matrix Λ. The following lemma however, asserts that we can map points between the
landscapes of L(α,Λ,Q) and L(α,M,Q), and thus the two landscapes are equivalent.
Lemma C.6. The optimization problem (C.3) is equivalent to
minimize
α,M,Q
Lk(α,M,Q), (C.18)
that is
Lk(α,M,Q) = Lk(α,Λ,Q).
Moreover, for two equivalent points of these two optimization problems we have
|support(λ)| = rank(M).
Proof. Let M have an eigenvalue decomposition of the form M = UΛUT . We have the equivalence
Fk (α,M,Q) = Lk (α,M,Q) + γ
∥∥QQT − I∥∥2
Fro
= Lk
(
α,UΛUT ,Q
)
+ γ
∥∥QQT − I∥∥2
Fro
= Lk (α,Λ,QU) + γ
∥∥QUUTQT − I∥∥2
Fro
= Fk (α,Λ,QU) .
Since, (Λ,U) are continuous functions in M (Lemma B.1) we conclude (M,Q) is a stationary point
of (C.3) if and only if (Λ,QU) is a stationary point of (C.6). Since both (C.3) and (C.6) are convex
in (α,Λ) and (α,M) given Q respectively it only remains to check for second-order optimality for
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Q in both problems. Let V ∈ Rd×k be an arbitrary matrix. Then we have
∇2Q
(
Fk (α,M,Q)
)
•
(
V ⊗V
)
=
N∑
n=1
(XnQM •V)2 −
N∑
n=1
rnXn •VMVT
=
N∑
n=1
(XnQUΛ •VU)2 −
N∑
n=1
rnXn •VUΛUTVT
=∇2Q
(
Fk (α,Λ,QU)
)
•
(
VU⊗VU
)
.
Therefore there is a one to one mapping between negative/positive curavature directions of Fk (α,M,Q)
and Fk (α,Λ,Q), which proves the assertion.

Remark: There is an equivalence of the landscapes of L(α,λ,Q) and L(α,M,Q) in the sense that
every point (α,λ,Q) is mapped to a unit sphere (or equivalently the orthogonal group) corresponding
to different orthonormal matrices U.
Note that Lemma C.6 is only true when the network output is scalar. In particular, in the
multivariate output case we will have different shared quadratic dictionaries Q and different Λi’s for
each output. Since matrices Mi are not in general simultaneously diagonalizable we cannot replace
Λi’s by their less constrained counterparts Mi. The problem of multivariate outputs will be dealt
with using a different trick in more detail in Section E.
Lemma C.7. For a local minimum (M?,Q?), without loss of generality we can assume Q is diagonal.
Proof. Let Q? = UΣVT be the SVD of Q. As alluded to in the proof of Lemma C.6 the linear
transformation Q→ QV,M→ VTMV does not change the landscape of F . Moreover, (M?,Q?)
is a stationary point of (C.3) for the data {yn,Xn}Nn=1 if and only if (M?,UTQ?) is a stationary
point of (C.3) for the data
{
yn,UXnU
T
}N
n=1
. 
Definition C.1. Let (α,M,Q) be stationary point, i.e. a point satisfying the first order optimality
conditions (C.10-C.12) such that rank(Q) = r and define the set
MQ :=
{
M˜ ∈ Rd×d
∣∣∣∣∣Q(M˜−M) = 0, M˜ = M˜T
}
.
Moreover define the subsets
M−Q :=
{
M˜ ∈MQ
∣∣∣(α,Q, M˜) is a saddle point with a negative curvature direction} ,
and
M+Q :=
{
M˜ ∈MQ
∣∣∣(α,Q, M˜) satisfies the second-order optimality conditions (C.15)} .
Note that by definitionMQ is connected and isomorphic to R(
d+1
2 )−(r+12 ).
Lemma C.8. Let (α,M,Q) be a stationary point and M˜ ∈ MQ be an arbitrary point. Then
L(α, M˜,Q) = L(α,M,Q) and (α, M˜,Q) satisfies the first order optimality conditions.
Proof. Note that QM = QM˜ by definition. Therefore L(α, M˜,Q) = L(α,M,Q) and all first-order
optimality conditions follow. 
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Corollary C.1. We have
MQ =M−Q ∪M+Q.
Lemma C.9. Let µ(.) be the Lebesgue measure defined onMQ. Then one of the following statements
is true
1.
µ
(
M+Q
)
= 0,
2.
∑N
n=1 rnXn is semidefinite, i.e.
N∑
n=1
rnXn  0,
or
N∑
n=1
rnXn  0.
Proof. If (α,M,Q) is a global minimum then by the global optimality conditions (Lemma C.1),∑N
n=1 rnXn = 0 and the claim follows. Therefore, without loss of generality we can assume (α,M,Q)
is not a global minimum. By Lemma C.3 we have r = rank(Q) < d. ThereforeMQ is not a singleton
and rank(QM) < d. Choose a nonzero v ∈ N (QM), i.e. such that QMv = 0. Taking U = uvT
with u arbitrary in the second-order optimality conditions (C.15) for M ∈M+Q we obtain
− uT
N∑
n=1
rnXnuv
TMv ≤ 0, (C.19)
for all u ∈ Rd. If µ(M+Q) > 0, then there exists an M˜ ∈M+Q such that vTM˜v 6= 0, hence by (C.19),
we conclude
∑N
n=1 rnXn should be semi-definite. 
The following Lemma shows that the choice of step-size in gradient descent is somewhat arbitrary
in (C.3).
Lemma C.10. Let γ = 0 and (λ0,Q0) be an initialization of gradient descent for (C.3), β > 0 an
arbitrary constant and (λ?,Q?) the corresponding stationary point of gradient descent. Then
1. (β2λ?, Q
?
β ) is a stationary point of the same type of (λ
?,Q?), i.e. they are both global/local
minima/maxima or saddle points with at least one/no negative curvature direction.
2. If (ηQ, ηλ) are the step-sizes corresponding to (λ0,Q0), then using the initialization (β2λ0, Q0β )
and step-sizes (ηQ/β2, β4ηλ) gradient descent reaches (β2λ?, Q
?
β ) (which is essentially the same
as (λ?,Q?)).
Proof. Part 1 is easily verified and we omit the proof. Let (λ˜, Q˜) := (β2λ0, Q0β ). It is similarly
straight-forward to show that F(α,λ,Q) = F(α, λ˜, Q˜), and
∇QF(α,λ,Q) =∇QF(α, λ˜, Q˜)/β,
∇λF(α,λ,Q) = β2∇λF(α, λ˜, Q˜).
Therefore, the gradient decent iterates are given by
Q˜t+1 = Q˜t − ηQ/β2∇QF(α, λ˜t, Q˜t) = Q˜t/β,
λ˜t+1 = λ˜t − β4ηλ∇λF(α, λ˜t, Q˜t) = β2λt,
which proves the assertion. 
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Corollary C.2. For any choice of step-size step-size for gradient descent in (C.3), there exists
constant gη, hη such that if ‖λ0‖ < gη and ‖Q0‖ ≥ hη, using the initialization (λ0,Q0) the spectral
condition of Lemma B.7 is met.
Proof. Note that (C.3) is equivalent to B.2 with x = λ, y = [y1, · · · , yN ]T , θ = Q and
Aθ =
(
Q [x1, · · · ,xN ]
)2T
.
The assertion follows from the fact that β can be chosen to be arbitrarily small in Lemma C.10 and
that η‖Aθ‖2 scales linearly with β2. 
Lemma C.11. There exists a constant λ?max such that for any stationary point of (C.3) we have
λmax
(
N∑
n=1
rnXn
)
≤ λ?max.
Proof. Note that by convexity of (C.3) in (α,M) for any stationary point of (C.3) we have
N∑
n=1
r2n = F(α?,M?,Q?) ≤ F(0,0,Q?) =
N∑
n=1
y2n.
Defining B := B(0, ‖y‖2) = {r ∈ RN |‖r‖2 ≤ ‖y‖2} we conclude
λmax
(
N∑
n=1
rnXn
)
≤ sup
B
λmax
(
N∑
n=1
znXn
)
.

D Proof of the Main Theorems
In this section we prove the main theoretical result of this paper for a two-layer neural network with
quadratic activation functions. We restate this main theorem here for completeness
Theorem D.1 (Main Theorem on Single-Layer Quadratic-Linear Networks). For k ≥ d the following
statements hold for gradient descent with step-size η:
1. For γ = 0, there exist constants gη, hη such that using the initialization (‖λ0‖ ≤ gη, ‖Q0‖ ≥ hη)
which are drawn from an arbitrary absolutely continuous distribution, with probability 1 gradient
descent goes to a stationary point of L(α,λ,Q) which is either a global minimum or has a
negative curvature direction. In particular stochastic gradient descent will escape such points
and reach a global minimum of L(α,λ,Q).
2. For α = 0, if γ > 1N
∑N
n=1 y
2
n, with the initialization (λ0 = 0,Q0Q
T
0 = I) gradient descent will
converge to a global minimum of (C.3). Moreover, QQT = I.
3. For α = 0 and any initialization (λ0,Q0) there exists a constant γ0 such that for γ ≥ γ0 any
stationary point of gradient descent will either have a negative curvature direction or is a global
minimum of (C.3).
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Proof. In order to prove the first statement, let (α,M,Q) be a stationary point of L(α,M,Q). By
Lemma C.9 one of two cases happen.
Case 1: µ(M+Q) = 0. Define R+Q to be the basin of attraction of (Q,M+Q). In this case by
Corollary C.10 the spectral condition of Lemma B.7 is met. Therefore, by Lemma B.7 µ(R+Q) = 0,3
and with probability 1 over the initialization, the Hessian will have a negative curvature direction.
Case 2:
∑N
n=1 rnXn is semidefinite. Without loss of generality assume
∑N
n=1 rnXn  0. Then
by the optimality conditions for α (C.12) we have
0 =
N∑
n=1
rnXn • I = trace(
N∑
n=1
rnXn) ≥ 0,
with equality if and only if
∑N
n=1 rnXn = 0, which by Lemma C.1 is the global optimality condition.
Figure D.6 shows a comparison of Cases 1 and 2.
(b)(a)
Figure D.6: Geometric intuition into the landscape of (L (M,Q)). A stationary point Q is associated
with a subspaceMQ. a) When µ(M+Q) = 0 with probability 1 all saddle points have a negative
curvature direction b) µ(M+Q) > 0,
∑N
n=1 rnXn is semi-definite. Arrows represent the gradient flow.
For the second statement, let (λ,Q) be a stationary point of (C.3). If L(λ,Q) = 0 the proof is
complete. Therefore without loss of generality assume L(λ,Q) > 0. If rank(Q) < d, then by Lemma
B.4 we have ∥∥QQT − I∥∥2
Fro
≥ 1.
Therefore
L(λ,Q) + γ ∥∥QQT − I∥∥2
Fro
> γ =
1
N
N∑
n
y2n = L(λ0,Q0),
which is in contradiction to descent property of gradient descent. Therefore, we conclude rank(Q) = d.
Using the optimality condition for M (C.11) we conclude
∑N
n=1 rnXn = 0 which is the global
optimality condition for a minimizer of L(λ,Q). Moreover ∇QL(λ,Q) = 0. Therefore,
∇Q
∥∥QQT − I∥∥2
Fro
= 2(QQT − I)Q = 0,
which together with rank(Q) = d, results in QQT = I.
In order to prove the final assertion, first note that when rank(Q) = d the proof is similar to the
previous case. Therefore without loss of generality we assume r = rank(Q) < d. Moreover, by Lemma
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C.7 without loss of generality we can assume Q is diagonal, i.e. Q = diag(σ1, σ2, · · · , σr, 0, · · · , 0).
The second-order optimality condition for Q is given by
N∑
n=1
(
Xn •QMUT
)2 − N∑
n=1
rnXn •UMUT + γ
(∥∥QUT∥∥2
Fro
+ 2 (Q •U)2 − ‖U‖2Fro
)
≥ 0, (D.1)
for all U ∈ Rd×d. Let u ∈ Rd be a unit norm vector in the null space of Q, i.e. ui = 0 for i = 1, · · · , r
and v ∈ Rd be a unit norm vector and let U = uvT . Then the left first, third and the fourth term
in the left hand side of (D.1) are equal to 0 and the left hand side of (D.1) is given by
−
(
vT
N∑
n=1
rnXnv
)(
uTMu
)− γ(d− r) ≥ 0.
Moreover, by Lemma C.11 we have
λ?maxλmax(M)− γ(d− r) ≥ −
(
vT
N∑
n=1
rnXnv
)(
uTMu
)− γ(d− r),
which is negative if λmax(M) < γ(d− r)/λ?max.
Finally, note that the set {M|λmax(M) < γ(d − r)/λ?max} includes all of MQ in its basin of
attraction as γ →∞, which proves the assertion. 
The following Corollary is a restatement of Theorem D.1 for population risk. The proof of this
theorem is exactly the same except for replacing empirical terms with their population counterparts,
and thus is omitted to avoid repetition.
Corollary D.1 (Main Theorem Extended to Population Risk). For k ≥ d the following statements
hold for gradient descent with step-size η:
1. For γ = 0, there exist constants gη, hη such that using the initialization (‖λ0‖ ≤ gη, ‖Q0‖ ≥ hη)
which are drawn from an arbitrary absolutely continuous distribution, with probability 1 gradient
descent goes to a stationary point of L¯(α,λ,Q) which is either a global minimum or has a
negative curvature direction.
2. For α = 0, if γ > Ey2, with the initialization (λ0 = 0,Q0QT0 = I) gradient descent will
converge to a global minimum of (C.4). Moreover, QQT = I.
3. For α = 0 and any initialization (λ0,Q0) there exists a constant γ0 such that for γ ≥ γ0 any
stationary point of gradient descent will either have a negative curvature direction or is a global
minimum of (C.4).
Remark 1: An interesting observation made throughout the proof of Theorem D.1 is that not
only the stationary points satisfy rank(Q) = d but also the optimization path never goes through a
low-rank Q. Another interesting observation in the case α = γ = 0 is that almost all bad stationary
points in the landscape of L (M,Q) satisfy rank(Q) = d− 1 which results in
rank(
∑
n
rnXn) = 1.
This phenomenon can be intuitively explained as follows. First, note that it is highly unlikely that
the rank of Q decreases below d− 1 via the gradient steps. Therefore such a stationary point is not
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escaped we conclude rank(Q) = d− 1. By what we showed throughout the proof of Theorem D.1
most such points will be escaped. However the gradient updates for Q is given by
Qt+1 = Qt + η
N∑
n=1
rnXnQM,
which potentially gets Q back to a full-rank path (depending on M) and this process starts all over
again. This observation in part provides intuition on why empirically spurious stationary points of
L (λ,Q) are close to the global minimum (in terms of the objective value).
Remark 2: (Choice of the step-size) The proof of the second part of Theorem D.1 does not
depend on the step-size of gradient descent as long as the value of the objective function at the
critical point is less than the initialization which is a very mild requirement. As for the proof of
the first part, as discussed in Lemma C.10 and Corollary C.2 a big step-size can be mitigated by a
scaling in the initialization of network weights. This is due to the fact that stationary points are
flat in some directions due to the symmetry with respect to the scaling (Q → Q/β,M → β2M).
Although our results might appear asymptotic, this observation suggests a linear rate of convergence
with a small enough step-size, since it guarantees the Hessian eigenvalues are nonzero at a stationary
point which is not a global minimum.
Remark 3: (Choice of the norm) The proof of Theorem D.1 holds when I is replaced by any
positive-definite matrix D. In particular for a stationary point we can assume without loss of
generality that
∑N
n=1 rnXn  0. If λmin is the smallest eigenvalue of D we have
0 =
∂
∂α
L(α,M,Q) =
N∑
n=1
rnXn •D ≥ λmin trace(
N∑
n=1
rnXn) ≥ 0,
with equality if and only if
∑N
n=1 rnXn = 0.
Remark 4: Part 3 of Theorem D.1 can be interpreted as follows. By Lemma B.4 and by
continuity of the penalty term
∥∥QQT − I∥∥2
Fro
we conclude that in a neighborhood of Q the penalty
term is dominant and the landscape of F is similar to that of the penalty, which by Lemma B.5 has
a negative curvature direction.
Corollary D.2. Let A = {A ∈ Rd×d|A is a global minimum of (C.8)}. Then for α = 0, gradient
descent converges to an eigenvalue decomposition of the form A = QΛQT for some A ∈ A. In
particular, if (C.8) is strictly convex A is a singleton and (λ,Q) is unique.
Corollary D.3. Let A ∈ Rd×d be a symmetric matrix and γ = ‖A‖2Fro. Then starting from
(λ0 = 0,Q0 = Id) the solution to
minimize
λ,Q
‖A−QΛQT ‖2Fro + γ‖QQT − I‖2Fro,
is a global minimum (achieving 0 value of the objective) and is an eigenvalue decomposition of A.
Proof. This is a special case of Corollary D.2 with Xn = Xij =
(ei+ej)(ei+ej)
T−(ei−ej)(ei−ej)T
4 ,
yn = Aij . 
In light of Remark 2 above, the eigenvalue decomposition algorithm obtained using gradient descent
is stable and of the same computational complexoity matrix multiplication (O(nω) for some 2 ≤
ω < 2.373) which matches the previously known results on stability and computational complexity
of eigenvalue decomposition (c.f. [41]).
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E Proof of the Main Theorem: The Multivariate Case
In this section we will generalize Theorem 3.1 to the case where there are several multiple outputs
in the network. Understanding the multivariate output case is crucial to understanding deep QL
networks. In the multivariate case the hidden layer neurons are assumed to be shared between the
outputs, which adds extra difficulty to the analysis. Let M be the dimension of the output. The
objective function in the multivariate case can be expressed as
Lk (Λ1, . . . ,ΛM ,Q) := 1
MN
M,N∑
m,n=1
(
ymn −
(
QΛmQ
T + αmI
) •Xn)2 , (E.1)
for Λi = diag(λi) ∈ Rk×k, Q ∈ Rd×k and we wish to characterize the landscape of the optimization
problem
minimize
Λ1,...,ΛM ,Q
Lk (Λ1, . . . ,ΛM ,Q) . (E.2)
Theorem E.1 (Single-Layer Quadratic Linear Networks with Multivariate Outputs). Let k ≥Md
and Λi,Q be initialized from an arbitrary absolutely continuous distribution. Then with probability 1
gradient descent will go to a global minimum of (E.2).
Proof. The key to proving Theorem E.1 is to decompose the multivariate case into M univariate
problems. Let (Λ1, . . . ,ΛM ,Q) be a local minimum to (E.2). For m = 1, ...,M define
Bm =
∑
i∈Icm
λmiqiq
T
i +
M∑
m′=1,m′ 6=m
αm′I,
where Im = {(m − 1)d + 1, · · · ,md} and Icm = {1, 2, · · · , (m − 1)d}
⋃{md + 1, · · · , k}. Now for
m = 1, · · · ,M consider the optimization problem
minimize
λmi,qi,i∈Icm
1
N
N∑
n=1
(
ynm −Bm •Xn −
(∑
i∈Im
λmiqiq
T
i + αmI
)
•Xn
)2
. (Pm)
By Lemma C.5 for each m the global minimum to (Pm) is the same as when Bm = 0. Moreover
by Theorem 3.1, and using random initialization with probability 1 any solution of (Pm) found by
gradient descent is a global minimum. Moreover, given Bm’s, (Pm)’s are independent in the sense
that the optimization involves different set of parameters. Since each subproblem achieves its global
minimum, (E.2) also achieves its global minimum. 
Note that the number of neurons k = Md is highly inefficient for M  d. This is due to the fact
that there exists a
(
d+1
2
)
-dimensional basis for d×d-dimensional matrices. In particular the following
somewhat trivial result suggests that for k ≥ (d+12 ) training quadratic neural networks is a trivial
task and only requires solving a least squares problem..
Lemma E.1. The maximum number of required neurons for a two-layer QNN with d-dimensional
input is equal to k =
(
d+1
2
)
. Moreover in this case training Q is unnecessary and is only needed on
Λi’s which is a linear regression and hence convex.
Proof. Let e1, · · · , ed denote the unit vectors in Rd. Then the symmetric rank-1 matrices Eij =
(ei + ej)(ei + ej)
T , i, j = 1, 2, · · · d, j ≥ i, form a basis for symmetric matrices in Rd×d. Fixing
qij = ei + ej as the input weights the coefficients the claim follows from the fact that any symmetric
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matrix A has a unique representation of the form A = QΛmQ. In particular choose Λm to be the
representation for the global solutions given by the linear regressions problems
minimize
Am
1
N
N∑
n=1
(ymn −Am •Xn)2 . (E.3)

Finally, similar to Theorem D.1 we can use an orthogonality penalty on Q to achieve global optimality.
Theorem E.2. Let γ > 1MN
∑N,M
n,m=1 y
2
nm and define Im = {(m− 1)d+ 1, · · · ,md}. Then with the
initialization ({λm = 0}Mm=1,QIm = I) all critical points of
minimize
{λm∈RMd}Mm=1,Q∈Rd×Md
1
MN
N,M∑
n,m=1
(ynm −QΛmQT •Xn)2 + γ
M∑
m=1
‖QImQTIm − I‖2Fro (E.4)
are global minima.
Proof. The proof is in effect a combination of the technique used in Theorems D.1 and E.1. Similar
to the proof of Theorem E.1, (E.4) can be broken into M independent univariate problems and
similar to the proof of Theorem D.1, the penalty term ensures rank(QIm) = d for all m. Therefore,
by Theorem D.1 all stationary points of (E.4) are global. 
F Proof of the Main Theorem on Deep Quadratic-Linear Networks
F.1 Notations
We first define the notations used in this section. We assume the deep network consists of L quadratic
followed by linear (QL) layers (see Figure 1b). In general we denote the parameters related to the
l-th layer by superscripts.
• We denote the output of the l-th layer by x(l)n ∈ Rhl .
• For simplicity we use denote the input to the network by xn = x(0)n ∈ Rh0 and the output is
given by x(L)n ∈ R.
• The parameters of the l-th layer are given by
({
Λ
(l)
i ∈ Rml×ml
}hl
i=1
,Q(l) ∈ Rhl−1×ml
)
and
we define
A
(l)
i := Q
(l)Λ
(l)
i Q
(l)T .
By definition of the network we have
x
(l)
ni = x
(l)
n (i) = A
(l)
i •X(l−1)n .
• We define the set of all parameters of the network by
(λ,Q)ji :=
{{
Λ
(l)
i
}hl
i=1
,Q(l)
}j
i=1
,
(λ,Q) = (λ,Q)L1 .
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• We define
Q˜
(l)
:=
[
vec
(
A
(l)
1
)
, · · · , vec
(
A
(l)
hl
)]
, l = 1, · · · , L− 1,
and
Q˜L = QL.
• For a rank-1 symmetric tensor x⊗k ⊗ x⊗k we denote its matricization to be the symmetric
matrix
Mat
(
x⊗k ⊗ x⊗k
)
:= vec
(
x⊗k
)
vec
(
x⊗k
)T
.
F.2 Problem Formulation and Main Result
For theoretical purposes of this paper we are interested in the objective function
Fdeep := 1
N
N∑
n=1
(
yn − x(L)n
)2
+ γ
L∑
l=1
∥∥∥∥Q˜(l)Q˜(l)T − Ihl∥∥∥∥2
Fro
, (F.1)
and would like to characterize the landscape of the optimization problem
minimize
(λ,Q)
Fdeep. (F.2)
Throughout the proofs we define
rn := yn − x(L)n .
The following Lemma is a simple extension of Lemma C.1.
Lemma F.1 (Optimality Conditions). (λ,Q) is the global minimum to Ldeep if and only if
N∑
n=1
rnx
⊗2L
n = 0. (F.3)
Proof. Proof is similar to lemma C.1 and is left out due to simplicity. 
Theorem F.1 (Main Theorem on Deep Quadratic-Linear Networks). Consider an instance of the
overparameterized deep QL network of depth-L and the parameters
• h0 = d, the input dimension, and hl = d2L−l for l = 1, · · · , L,
• m1 = hl−1hl for l = 2, · · · , L.
Then for sufficiently large γ any stationary point of Fdeep either has a negatuve curvature direction
or is a global minimum.
Proof. We prove the assertion by induction on L. The induction base L = 1 follows from Theorem
E.2. Let (λ,Q) be a stationary point of the L layer network and let M ∈ Rd⊗2L−1 be the solution to
minimize
M
1
N
N∑
n=1
(
yn −M • x(1)⊗2
L−1
n
)2
. (F.4)
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By induction hypothesis (λ,Q)L2 are a reparameterization of M. In particular for such M Lemma
C.3 holds. Since x(1)ni = A
(1)
i •Xn. we have
x(L)n = M • x(1)
⊗2L−1
n =
∑
i,j
Mij
(
A
(1)
i ⊗A(1)j
)
• x⊗2Ln = Q˜
(1)
MQ˜
(1)T • x⊗2Ln . (F.5)
Finally, similar to the proof of Theorem D.1, a sufficiently large γ ensures the conditions of Theorem
D.1 are met and rank(Q˜)(1) = d2L−1 . Therefore by Lemma C.3, (λ,Q) must be a global minimum. 
Remark 1: The proof technique used for the deep QL network solely relies on two facts:
1. The depth-1 (L = 1) network does not have any spurious stationary points and
2. Given enough neurons a composition of two depth-1 networks (L = 2) can be re-written as a
depth-1 network. In particular, the case L = 2 is a regression against quartic features (x⊗4n )
which can interpreted as a quadratic regression against quadratic features (X⊗2n ).
Therefore, our theory suggests that our results hold for other activation functions such that these two
conditions are met. As an example, higher order polynomial activation functions satisfy condition 2
in the same way as quadratics.
Remark 2: In our proof we used the fact that every quadratic layer is followed by a linear
layer. As argued in the remarks following the proof of Theorem D.1 linear layers can be thought of
eigenvalues of the input-output transition matrices A(l)i . Hence they allow for arbitrary input-output
transition matrices in the overall network. Moreover, the addition of the extra linear layer adds
minimal complexity to the network as F.2 is convex in each of the linear weights separately. However,
the linear layers in the intermediate layers (l = 1, · · · , L− 1) can be absorbed into the quadratic
weights of the subsequent letters and there is no need to optimize over them.
Remark 3: Although from a theoretical point of view our result shows absence of any spurious
critical points, the number of neurons required by the network to guarantee such a result grows
superexponentially in the number of layers which is prohibitive in real-world applications. Such a
large overparameterization is needed not only because of global optimality of a single layer, but also
because neurons from any layer should help other layers to resolve their local minima. However,
we have observed that in practice, global minimum is achieved using far fewer neurons even in the
absence of any penalty terms on the network. Moreover, the expressive power of such a network also
grows exponentially fast as it can represent polynomials of maximum degree 2L.
Remark 4: Note that solving for a depth-L network with this many neurons is equivalent to
regressing against 2L-th order features in the input which is a linear regression problem. In particular,
we can conclude that the solution to (F.2) is equivalent to the global minimum to the convex problem
minimize
A
1
N
N∑
n=1
(
yn −A • x⊗2Ln
)2
.
Writing A =
∑d2L
i=1 λiq
⊗2L
i , we can see the equivalence to a single layer network with 2
L-th order
activation functions.
Remark 5: Based on the intuition from remark 4, we can see that achieving the global minimum
in general should be possible using far fewer neurons as the maximal rank of a symmetric tensor
in only bounded above by the number d2L (as given by a basis obtained by the outer product of
canonical euclidean bases). Finding the maximal rank of a symmetric tensor in general is an open
problem.
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G Some Results on Higher Order Activation Functions
G.1 Notations
We first define the notations related to tensors and higher order activation functions in this section.
• Tensor A ∈ Rd1×d2×···dp is said to be rank-r, denoted by rank(A) = r if r is the smallest
integer such that
A =
r∑
i=1
λia1i ⊗ a2i ⊗ · · · ⊗ api .
• A tensor A ∈ Rd⊗p is said to be symmetric if Apii1,i2,··· ,ip = Ai1,i2,··· ,ip , where pi is an arbitrary
permutation of the indices
• For a symmetric tensor A ∈ Rd⊗p we denote its symmetric rank by ranksym(A) which is the
the smallest r such that
A =
r∑
i=1
λia
⊗p
i .
G.2 Problem Formulation and Main Result
In this section we state and prove the main Theoretical results of this paper on neural networks
with higher order polynomial activation functions. In particular similar to our results for quadratic
networks, we will show deep neural networks with polynomial activation functions which of degree
p = 2m do not have local minima.
For theoretical purposes of this section we consider deep networks with structure shown in Figure
G.7. These networks consist of layers with polynomial activation functions followed by linear layers
(hence the name PL networks).
. . .
Polynomial 
Activations
Linear Weights
. . .
. . .
. . .. . .
layers
Figure G.7: Two-layer and deep polynomial-linear neural networks with scalar output
For a two-layer PL-network with k neurons and scalar outputs we would like to study the
landscape of the optimization problem
minimize
λ,Q
F(λ,Q) : = 1
N
N∑
n=1
(
yn −
k∑
i=1
λiq
⊗p
i •Xn
)2
+ γ
∥∥∥(QTQ)p − Ik∥∥∥2
Fro
(G.1)
=
1
N
N∑
n=1
(
yn −
k∑
i=1
λiq
⊗p
i •Xn
)2
+ γ
∥∥RTR− Ik∥∥2Fro , (G.2)
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where
R :=
[
vec
(
q⊗p1
)
, · · · , vec
(
q⊗pk
)]
∈ Rdp×(d+p−1d−1 ),
Q := [vec(q1), · · · , vec(qk)] ∈ Rd×k and Xn = x⊗pn . Note that q⊗pi •Xn =
(
qTi xn
)p. The following
Theorem is a generalization of Theorem D.1.
Theorem G.1 (Main Theorem on PL networks). Let γ > 1N
∑N
n=1 y
2
n and k =
(
d+p−1
d−1
)
. Then using
the initialization (λ0 = 0) and qi1i2···ip :=
∑p
j=1 eij for i1 ≤ i2 ≤ · · · ≤ ip−1 ≤ ip, gradient descent
with arbitrary step-size will converge to a global minimum of (G.1).
Proof. It is easy to see that qi1i2···ip ’s are linearly independent. Hence rank(R0) =
(
d+p−1
d−1
)
. Using
the same idea as in the proof of Theorem D.1 we conclude rank(R) =
(
d+p−1
d−1
)
. Let A be a global
solution to the convex problem
minimize
A
1
N
N∑
n=1
(
yn −A •Xn
)2
. (G.3)
Since R is full-rank there exist scalars λ1, · · · , λk such that
A =
k∑
i=1
λiq
⊗k
i .
The assertion follows from the convexity of (G.1) in λ given Q. 
Remark 1: There are several differences between Theorem G.1 and its counterpart for QL
networks (Theorem D.1):
1. The minimum number of neurons required for a general PL network is k = O(dp), whereas for
QL networks k = d neurons is sufficient despite the fact that p = 2. In particular, the best
lower bound we can hope for is k = rmax(d, p), where rmax(p) is the maximum symmetric rank
of a p-way tensor (e.g. see Lemma C.5). However, achieving such a lower bound seems to a
challenging task for several reasons. First and foremost, determining the maximal rank of a
p-way tensor is not theoretically known and is an open problem. Second, the Eckart-Young
Theorem does not hold for p > 2 and Lemma B.1 does not readily generalize to p > 2.
Therefore, finding an optimal decomposition of higher order tensors and design of a penalty
that vanishes on full-rank tensors and is lower bounded on low-rank tensors is challenging if
possible at all.
2. Theorem G.1 requires precise initialization, whereas global optimality was achieved independent
of the initialization in Theorem D.1. The main difficulty in removing such dependence on
the initialization stems from the difficulty in designing a suitable penalty explained above. In
particular the penalty used in (G.1) could potentially have local minima for p > 2. Therefore
the proof of Theorem D.1-3 does not readily generalize to p > 2.
Remark 2: In the proof of Theorem G.1 we have used the upper bound rmax(d, p) ≤
(
d+p−1
d−1
)
and the somewhat trivial standard Euclidean bases. In particular, given k =
(
d+p−1
d−1
)
neurons and
the initialization using standard Euclidean bases, there is no need to update Q and updating λ
(which is convex) via gradient descent or least squares suffices to achieve global optimality.
Remark 3: Theorem G.1 can be generalized to deep PL networks similar to Theorem F.1 via
correct initialization. It is also worth noting that a deep polynomial network is equivalent to a
two-layer PL network with higher order activation functions and hence has no particular advantage
over Theorem G.1.
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