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POISSON LIMIT THEOREMS
FOR THE ROBINSON–SCHENSTED CORRESPONDENCE
AND FOR THE MULTI-LINE HAMMERSLEY PROCESS
MIKOŁAJ MARCINIAK, ŁUKASZ MAS´LANKA, AND PIOTR S´NIADY
ABSTRACT. We consider Robinson–Schensted–Knuthalgorithm applied
to a random input and study the growth of the bottom rows of the cor-
responding Young diagrams. We prove multidimensional Poisson limit
theorem for the resulting Plancherel growth process. In this way we ex-
tend the result of Aldous and Diaconis to more than just one row. This
result can be interpreted as convergence of the multi-line Hammersley
process to its stationary distribution which is given by a collection of
independent Poisson point processes.
1. INTRODUCTION
1.1. Notations. The set of Young diagrams will be denoted by Y; the set
of Young diagrams with n boxes will be denoted by Yn. The set Y has a
structure of an oriented graph, called Young graph; a pair µ Õ λ forms an
oriented edge in this graph if the Young diagram λ can be created from the
Young diagram µ by addition of a single box.
We will drawYoung diagrams and tableaux in the French conventionwith
the Cartesian coordinate system Oxy, cf. Figure 1. We index the rows and
the columns of tableaux by non-negative integers from N0 “ t0, 1, 2, . . . u.
In particular, if l is a box of a tableau, we identify it with the Cartesian
coordinates of its lower-left corner: l “ px, yq P N0ˆN0. For a tableau T
we denote by Tx,y its entry which lies in the intersection of the row y P N0
and the column x P N0.
Also the rows of any Young diagram λ “ pλ0, λ1, . . . q are indexed by the
elements of N0; in particular the length of the bottom row of λ is denoted
by λ0.
1.2. Schensted row insertion. Schensted row insertion is an algorithmwhich
takes as an input a tableau T and some letter a. The letter a is inserted into
the first row (i.e., the bottom row, the row with the index 0) of T to the
leftmost box which contains an entry which is strictly bigger than a.
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(c)
Figure 1. (a) The original tableau T . (b) We consider Schen-
sted row insertion of the number 18 to the tableau T . The
highlighted boxes form the corresponding bumping route.
The numbers on the left, next to the arrows, indicate the in-
serted/bumped numbers. (c) The output T Ð 18 of Schen-
sted insertion.
In the case when the row contains no entries which are bigger than a, the
letter a is inserted into the leftmost empty box in this row and the algorithm
terminates.
If, however, the letter a is inserted into a box which was not empty, the
previous content a1 of the box is bumped into the second row (i.e., the row
with the index 1). This means that the algorithm is iterated but this time the
letter a1 is inserted into the second row to the leftmost box which contains
a number bigger than a1. If necessary, this is repeated until some letter is in-
serted into a previously empty box. This process is illustrated on Figures 1b
and 1c. The outcome of Schensted insertion is defined as the result of the
aforementioned procedure; it will be denoted by T Ð a.
1.3. Robinson–Schensted–Knuth algorithm. For the purposes of this ar-
ticle we consider a simplified version of the Robinson–Schensted–Knuth
algorithm; for this reason we should rather call it the Robinson–Schensted
algorithm. Nevertheless, we use the first name because of its well-known
acronym RSK. The RSK algorithm associates to a wordw “ pw1, . . . , wℓq a
pair of tableaux: the insertion tableauP pwq and the recording tableauQpwq.
The insertion tableau
(1) P pwq “
´`pH Ð w1q Ð w2˘Ð ¨ ¨ ¨¯Ð wℓ
is defined as the result of iterative Schensted insertion applied to the letters
of the word w, starting from the empty tableauH.
The recording tableau Qpwq is defined as the standard Young tableau of
the same shape as P pwq in which each entry is equal to the number of the
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iteration of (1) in which the given box of P pwq stopped being empty; in
other words the entries of Qpwq give the order in which the entries of the
insertion tableau were filled.
Tableaux P pwq and Qpwq have the same shape; we will denote this com-
mon shape by RSKpwq and call it RSK shape associated to w.
The RSK algorithm is of great importance in algebraic combinatorics,
especially in the context of the representation theory [Ful97].
1.4. Plancherel measure, Plancherel growth process. LetSn denote the
symmetric group of order n. A restriction of RSK to a special class of
words is a bijection which to a given permutation from Sn associates a
pair pP,Qq of standard Young tableaux of the same shape, consisting of
n boxes. A fruitful area of study concerns RSK algorithm applied to a
uniformly random permutation from Sn, especially asymptotically in the
limit nÑ8, see [Rom15] and the references therein.
Plancherel measure on Yn, denoted Plann, is defined as the probability
distribution of the random Young diagram RSKpwq for a uniformly random
permutation w P Sn.
If w “ pw1, w2, . . . q is an infinite word, the recording tableau Qpwq is
well defined as an infinite standard Young tableau. Let ξ “ pξ1, ξ2, . . . q
be an infinite sequence of independent, identically distributed random vari-
ables with the uniform distribution Up0, 1q on the unit interval r0, 1s. The
Plancherel measure on the set of infinite standard Young tableaux is defined
as the probability distribution ofQpξq. The tableau Qpξq can be encoded by
a sequence
(2) λp0q Õ λp1q Õ ¨ ¨ ¨ with λp0q “ H
where λpnq “ RSKpξ1, . . . , ξnq. Any sequence with the same probability
distribution as (2) will be called Plancherel growth process [Ker99]. For
a more systematic introduction to this topic we recommend the monograph
[Rom15].
1.5. Poisson limit theorem for the Plancherel growth process. Let us fix
k P N0. Our focus will be on the bottom k ` 1 rows, i.e., the rows with
the indices 0, 1, . . . , k. We will use the shorthand notation for these bottom
rows of λpnq
Λpnq “
´
λ
pnq
0 , . . . , λ
pnq
k
¯
P pN0qk`1 .
For each n P N0 we consider the random function
(3) R Q t ÞÑ Λpntq ´ Λpnq P Zk`1,
where
nt “ n ` tt
?
nu.
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The following theorem is an extension of a result of Aldous and Diaco-
nis [AD95, Theorem 5(b)] who considered the special case k “ 0 which
corresponds to the growth of the bottom row of a Young diagram or, equiv-
alently, the growth of the length of the longest increasing subsequence in
Ulam’s problem, see [Rom15] and the references therein. In fact, this spe-
cial case was conjectured already by Hammersley [Ham72, “assumption α”
on page 371]), see also [Gro02] for an overview of this topic. An alternative
proof was found by Cator and Groeneboom [CG05]. Note that the problem
studied by Hammersley, Aldous and Diaconis, as well as Cator and Groene-
boom, differs only slightly from the one which we consider by an additional
Poissonization.
Theorem 1.1. For nÑ8 the random function (3) converges in distribution
to a tuple of k ` 1 independent standard Poisson processes.
The proof is postponed to Section 3.1.
1.6. Local spacings in the bottom rows of the recording tableau. Let
Q “ “Qx,y‰x,yě0 be the random infinite tableau fromn Section 1.4. The
following is a straightforward reformulation of Theorem 1.1.
Corollary 1.2. For any integer k P N0 the collection of random sets
(4)
˜"
Qx,y ´ n?
n
: x P N0
*
: y P t0, . . . , ku
¸
converges in distribution, as n Ñ 8, to a family of k ` 1 independent
Poisson point processes on R with the unit intensity.
1.7. The Hammersley process. The information about the wordw “ pw1, . . . , wℓq
can be encoded by a collection of points pw1, 1q, . . . , pwℓ, ℓq on the plane
(marked as small discs on Figure 2a). The time-evolution of the bottom
row of the insertion tableau in the process of insertions (1) can be encoded
by the time evolution of a collection of particles on the real line (their tra-
jectories are marked on Figure 2a as blue zig-zag lines) which is subject
to the following dynamics. When we have reached one of the disks px, tq
(translation: at time t, when a number x is inserted into the bottom row of
the insertion tableau. . . ) one of the following happens: (i) a particle, which
is first to the right of x, jumps left to x (translation: . . . the newly inserted
number x bumps from the bottom row the smallest number which is bigger
than x), or (ii) a new particle is created in x (translation: the number x is
appended at the end of the bottom row), see Figure 2a for an illustration.
If the locations of the disks on the plane are random, sampled according
to the Poisson point process on I ˆ R` (for some specified set I Ď R) we
obtain in this way the celebratedHammersley process on I [Ham72; AD95].
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x
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x
t
(b)
Figure 2. (a) The dynamics of the particles in Hammers-
ley process with some initial configuration of the particles.
(b) The second line of the multi-line Hammersley process.
The information about all bumpings from the bottom row of the insertion
tableau can be encoded by the dual corners [FM09] (marked on Figure 2a by
red X crosses). These crosses are used as an input for the dynamics of the
second row of the insertion tableau in an analogous way as the disks were
used for the dynamics of the bottom row, see Figure 2b. In other words, the
output of the Hammersley process (which will be the first line of the multi-
line Hammersley process which we will construct) is used as the input for
the second line of the multi-line Hammersley process.
This procedure can be iterated; in this way the dynamics of all rows of
the insertion tableau is fully encoded by the multi-line Hammersley process
[FM09]. The name is motivated by the analogy with the tandem queues
where the happy customers who exit one waiting line are the input for the
second line.
1.8. Limit distribution of the multi-line Hammersley process. As we
already mentioned, the entries of the bottom row of the insertion tableau
can be interpreted as positions of the particles in (the de-Poissonized ver-
sion of) the Hammersley interacting particle process on the unit interval
r0, 1s. Therefore the following result is a reformulation of Theorem 1.1 in
the language which is more related to the original result of Aldous and Dia-
conis [AD95, Theorem 5(b)] which concerned the special case k “ 0. The
general case k ě 0 can be interpreted as a statement about the convergence
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of the multi-line version of the Hammersley process on the the unit inter-
val r0, 1s to its stationary distribution on the whole real line R which was
calculated by Fan and Seppäläinen [FS18, Theorem 5.1].
Let ξ “ pξ1, . . . ξnq be a sequence of independent, identically distributed
random variables with the uniform distribution Up0, 1q on the unit interval
r0, 1s and let ”
P pnqx,y
ı
yPN0, 0ďxăλpnqy
“ P pξ1, . . . , ξnq
be the corresponding insertion tableau; we denote by λpnq its shape.
Corollary 1.3. For any integer k P N0 and any real number 0 ă w ă 1 the
collection of random sets˜"?
n
´
P pnqx,y ´ w
¯
: 0 ď x ă λpnqy
*
: y P t0, . . . , ku
¸
converges in distribution, as n Ñ 8, to a family of k ` 1 independent
Poisson point processes on R with the intensity 1?
w
.
The above statement remains true for w “ 1 but the limit in this case is a
family of k`1 independent Poisson point processes on the negative halfline
R´ with the unit intensity.
See Section 3.2 for the details of the proof.
We were inspired to state Corollaries 1.2 and 1.3 by the work of Azan-
gulov [Aza20] who studied fluctuations of the last entry in the bottom row
of P pnq around w “ 1; more specifically he proved that
?
n
ˆ
1´ P pnq
0,λ
pnq
0
´1
˙
converges in distribution to the exponential distribution Expp1q.
2. ESTIMATES FOR THE TOTAL VARIATION DISTANCE
Our main tool for proving the main results of the paper is Theorem 2.1.
It gives an insight into the way in which the first rows of a Young diagram
develop in the Plancherel growth process (thanks to this part we will have
Theorem 1.1 as a straightforward corollary), together with the information
about the global shape of the Young diagram. This latter additional informa-
tion will be key for the developments in our forthcoming paper [MMS´20].
Our main source of inspiration for the proofs in Sections 2.3 to 2.4 was
the work of Vershik and Kerov [VK85a]. In particular, the proof of Lemma 2.6
— which is of critical importance for the current paper — was directly in-
spired by the remarkable proof of [VK85a, Section 3, Lemma 6] (see also
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[VK85b, Section 3, Lemma 6] for the English translation; be advised that
there are two lemmas having number 6 in this paper). This Lemma 2.6 can
be seen as an additional step in the reasoning which was overlooked by the
authors of [VK85a]. The monograph of Romik [Rom15, Section 1.19] con-
tains a more pedagogical presentation of these ideas of Vershik and Kerov;
in the following we will use Romik’s notations with some minor adjust-
ments.
2.1. Total variation distance. Suppose that µ and ν are probability mea-
sures on the same discrete set S. Such measures can be identified with
real-valued functions on S. We define the total variation distance between
the measures µ and ν
(5) δpµ, νq :“ 1
2
}µ´ ν}ℓ1 “ max
XĂS
ˇˇ
µpXq ´ νpXqˇˇ
as half of their ℓ1 distance as functions. If X and Y are two random vari-
ables with values in the same discrete set S, we define their total variation
distance δpX, Y q as the total variation distance between their probability
distributions.
2.2. Growth of rows in Plancherel growth process. Let us fix an integer
k P N0. We defineN “ t0, 1, . . . , k,8u which can be interpreted as the set
of the natural numbers from the perspective of a person who cannot count
on numbers bigger than k (for example, for k “ 3 we would have “zero,
one, two, three, many”).
Let λp0q Õ λp1q Õ ¨ ¨ ¨ be the Plancherel growth process. For integers
n ě 1 and r P N0 we denote by Epnqr the random event which occurs if the
unique box of λpnqzλpn´1q is located in the row with the index r. For n ě 1
we define the random variable Rpnq P N which is given by
Rpnq “
#
r if the event E
pnq
r occurs for 0 ď r ď k,
8 if the event Epnqr occurs for some r ą k,
and which — from the perspective of the aforementioned person with lim-
ited counting skills — gives the number of the row in which the growth
occurred.
Let ℓ “ ℓpnq be a sequence of non-negative integers such that
ℓ “ O `?n˘ .
For a given n P N0 we focus on the specific part of the Plancherel growth
process
(6) λpnq Õ ¨ ¨ ¨ Õ λpn`ℓq.
8 M. MARCINIAK, Ł. MAS´LANKA, AND P. S´NIADY
We will encode some partial information about the growths of the rows as
well as about the final Young diagram in (6) by the random vector
(7) V pnq “
´
Rpn`1q, . . . , Rpn`ℓq, λpn`ℓq
¯
P N ℓ ˆ Y.
We also consider the random vector
(8) V
pnq “
´
R
pn`1q
, . . . , R
pn`ℓq
, λ
pn`ℓq¯ P N ℓ ˆ Y
which is defined as a sequence of independent random variables; the random
variables R
pn`1q
, . . . , R
pn`ℓq
have the same distribution given by
P
!
R
pn`iq “ r
)
“ 1?
n
for r P t0, . . . , ku, 1 ď i ď ℓ,
P
!
R
pn`iq “ 8
)
“ 1´ k ` 1?
n
and λ
pn`ℓq
is distributed according to Plancherel measure Plann`ℓ.
Heuristically, the following result states that when Plancherel growth pro-
cess is in an advanced stage and we observe a relatively small number of its
additional steps, the growths of the bottom rows occur approximately like
independent random variables. Additionally, these growths do not affect
too much the final shape of the Young diagram.
Theorem 2.1. With the above notations, for each fixed k P N0 the total
variation distance between V pnq and V
pnq
converges to zero, as n Ñ 8;
more specifically
δ
´
V pnq, V
pnq¯ “ oˆ ℓ?
n
˙
.
The proof is postponed to Section 2.6; in the forthcoming Sections 2.3
to 2.5 we will gather the tools which are necessary for this goal.
2.3. Asymptotics of growth of a given row. Our main result in this sub-
section is Proposition 2.5 which gives asymptotics of the probability of a
growth of a given row in Plancherel growth process. As a preparation, we
start with some auxiliary lemmas.
Let K P N0 be fixed. For n ě 1 we define
sn “
ÿ
0ďrďK
P
´
Epnqr
¯
.
Lemma 2.2. The sequence psnq is weakly decreasing.
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Proof. For n ě 1 let dn denote the unique box of λpnqzλpn´1q. In this way
sn is equal to the probability that the box dn is located in one of the rows
0, 1, . . . , K.
Romik and the last named author [RS´15, Section 3.3] constructed a ran-
dom sequence of boxes q1,q2, . . . (which is “the jeu de taquin trajectory
in the lazy parametrization”) such that for each n ě 1 we have equality of
distributions [RS´15, Lemma 3.4]
dn
d“ qn
and, furthermore, each box qn`1 is obtained from the previous one qn by
moving one node to the right, or node up, or by staying put. In this way
pthe number of the row of qnqně1
is a weakly increasing sequence of random variables. It follows that the
corresponding cumulative distribution functions evaluated in pointK
sn “ P
 
(number of the row of dn) ď K
( “
P
 
(number of the row of qn) ď K
(
form a weakly decreasing sequence, which completes the proof. 
Lemma 2.3. For each n ě 1
sn ď K ` 1?
n
.
Proof. The monograph of Romik [Rom15, Section 1.19] contains the proof
(which is based on the work of Vershik and Kerov [VK85a; VK85b, Lemma
6]) of the inequality
(9) P
´
Epnqr
¯
ď 1?
n
in the special case of the bottom row r “ 0. This proof is applicable without
any changes to the general case of r P N0. Summation over r P t0, . . . , Ku
concludes the proof. 
Lemma 2.4.
lim inf
nÑ8
s1 ` ¨ ¨ ¨ ` sn?
n
ě 2pK ` 1q.
Proof. We revisit the ideas from [Rom15, Section 1.19]. We have
s1 ` ¨ ¨ ¨ ` sn “ Eλpnq0 ` ¨ ¨ ¨ ` EλpnqK ,
where λpnq is a Plancherel-distributed random Young diagram with n boxes.
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The work of Logan and Shepp [LS77] as well as the work of Vershik and
Kerov [VK77] (see also the monograph of Romik [Rom15, Theorem 1.23])
contains the proof of the inequality
lim inf
nÑ8
Eλ
pnq
r?
n
ě 2
in the special case of the bottom row r “ 0. This proof is applicable without
any changes to the general case of r P N0. Summation over r P t0, . . . , Ku
completes the proof. 
The following result is certainly not new, nevertheless we found it hard
to pinpoint a specific reference. We present its proof for the sake of com-
pleteness.
Proposition 2.5. For each r P N0
lim
nÑ8
?
n P
´
Epnqr
¯
“ 1.
Proof. We will show that
(10) lim
nÑ8
?
n sn “ K ` 1.
The upper bound for the left-hand side is a consequence of Lemma 2.3.
For the lower bound in (10), suppose a contrario that for some ǫ ą 0
there exist infinitely many values of an integer n ě 1 for which
(11)
?
n sn ă p1´ ǫqpK ` 1q.
Let C ą 0 be a number which will be fixed later in the proof and set m “
n` tCnu. Lemmas 2.2 and 2.3 imply that
s1 ` ¨ ¨ ¨ ` sm
pK ` 1q?n ď
ps1 ` ¨ ¨ ¨ ` snq ` snpm´ nq
pK ` 1q?n ă
1?
n
ˆ
1?
1
` ¨ ¨ ¨ ` 1?
n
˙
` p1´ ǫqm´ n
n
.
On the right-hand side we may bound the sum by a corresponding integral,
thus
s1 ` ¨ ¨ ¨ ` sm
pK ` 1q?n ă
1?
n
ż ?n
0
1?
x
dx` p1´ ǫqm´ n
n
“ 2` p1´ ǫqm´ n
n
.
By taking sufficiently big values of n for which (11) holds true, by Lemma 2.4
the above inequality implies that
2
?
1` C ď 2` p1´ ǫqC.
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It is easy to check that the above inequality is not fulfilled for any
0 ă C ă 4ǫp1´ ǫq2
which completes the proof a contrario of (10).
We apply (10) twice: for K :“ n and K :“ n ´ 1 and subtract the
corresponding limits; this completes the proof. 
2.4. What happens after just one step? We will prove Lemma 2.6 and
Lemma 2.7 which show that the (rough) information about the number of
the row in which the growth of a Young diagram occurred does not influence
too much the probability distribution of the resulting Young diagram.
Lemma 2.6. For each r P N0 the total variation distance between:
‚ the probability distribution of λpnq (i.e., Plancherel measure on the
set Yn), and
‚ the conditional probability distribution of λpnq under the condition
that the event E
pnq
r occurred,
converges to zero, as nÑ 8.
Proof. For a Young diagram µ “ pµ0, µ1, . . . q and r P N0 we denote by
delr µ “ pµ0, . . . , µr´1, µr ´ 1, µr`1, . . . q
the Young diagram obtained from µ by removing a single box from the
row with the index r. The Young diagram delr µ is well-defined only if
(a) µr ą µr´1, or (b) r “ 0 and µ0 ą 0.
We consider the vector space of real-valued functions on the set Yn of
Young diagrams with n boxes. For any subset A Ď Yn we consider the
non-negative bilinear form on this space
xf, gyA “
ÿ
µPA
fµ gµ
and the corresponding seminorm
}f}A :“
a
xf, fyA.
An important special case is A “ Yn with the corresponding norm } ¨ }Yn .
We consider two special vectorsX, Y in this space:
Xµ :“
$&%
ddelr µ?
pn´1q! , if delr µ is well-defined,
0 otherwise,
Yµ :“ dµ?
n!
,
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where dµ denotes the number of standard Young tableaux of shape µ. An
important feature of these vectors is that for any set A Ď Yn
}Y }2A “ P
!
λpnq P A
)
,
xX, Y yA “
?
n P
!
λpnq P A and Epnqr
)
,
}X}2A “ P
!
λpn´1q P delr A
)
,
see [Rom15, Section 1.19].
In particular, for the special case A “ Yn
cn :“
?
n P
´
Epnqr
¯
“ xX, Y yYn ď }X}Yn ¨ }Y }Yn ď 1.
By Proposition 2.5 the left-hand side converges to 1 as n Ñ 8. It follows
that
lim
nÑ8
cn “ lim
nÑ8
xX, Y yYn “ lim
nÑ8
}X}Yn “ lim
nÑ8
}Y }Yn “ 1.
As a consequence, a simple calculation using bilinearity of the scalar prod-
uct shows that
lim
nÑ8
››c´1n X ´ Y ››Yn “ 0.
For any A Ď Yn it follows therefore thatˇˇˇˇ
P
!
λpnq P A
ˇˇˇ
Epnqr
)
´ P
!
λpnq P A
)ˇˇˇˇ
“
ˇˇˇ@
c´1n X ´ Y, Y
D
A
ˇˇˇ
ď››c´1n X ´ Y ››Yn ¨ }Y }Yn.
The right-hand side converges to zero which concludes the proof. 
Lemma 2.7. For eachK P N0 the total variation distance between:
‚ the probability distribution of λpnq (i.e., Plancherel measure on the
set Yn), and
‚ the conditional probability distribution of λpnq under the condition
that the event
´
E
pnq
0 Y ¨ ¨ ¨ Y EpnqK
¯c
occurred,
is of order o
´
1?
n
¯
at most, as nÑ8.
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Proof. Let Cn be the maximum (over r P t0, . . . , Ku) of the total variation
distance considered in Lemma 2.6. By Lemma 2.6 the sequence pCnq con-
verges to zero. The law of total probability implies that for any set A Ď Yn
P
!
λpnq P A
)
“
ÿ
0ďrďK
„
P
!
λpnq P A
)
˘ Cn

P
´
Epnqr
¯
`
P
"
λpnq P A
ˇˇˇˇ ´
E
pnq
0 Y ¨ ¨ ¨ Y EpnqK
¯c*¨˝
1´
ÿ
0ďrďK
P
´
Epnqr
¯‚˛,
where˘Cn denotes some real number, the absolute value of which is bounded
from above by Cn. An application of Proposition 2.5 completes the proof.

2.5. Asymptotic independence. As an intermediate step towards the proof
of Theorem 2.1 we consider a sequence of independent random variables
(12) rV pnq “ ´ rRpn`1q, . . . , rRpn`ℓq, rλpn`ℓq¯
which additionally is independent with the vectors V pnq and V
pnq
, such that
the marginal distributions of V pnq and (12) coincide:
rRpn`iq d“ Rpn`iq, for all 1 ď i ď ℓrλpn`ℓq d“ λpn`ℓq.
Lemma 2.8. For each K P N0 there exists a sequence cn “ o
´
1?
n
¯
with
the property that for each ℓ and i P t1, . . . , ℓu
(13) δ
ˆ ´ rRpn`1q, . . . , rRpn`i´1q, Rpn`iq, Rpn`i`1q, . . . , Rpn`ℓq, λpn`ℓq¯ ,´ rRpn`1q, . . . , rRpn`i´1q, rRpn`iq, Rpn`i`1q, . . . , Rpn`ℓq, λpn`ℓq¯˙
ď cn`i.
The only difference between the two random vectors considered in (13)
lies in i-th coordinate: in the first vector this coordinate is equal to Rpn`iq
while in the second to rRpn`iq.
Proof. The total variation distance on the left-hand side of (13), seen as half
of an appropriate ℓ1 norm, is a sum which — thanks to the independence of
the prefix involving i ´ 1 entries from rV pnq — factorizes and simplifies. It
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follows that the left-hand side of (13) is equal to the total variation distance
of the suffixes
δ
ˆ ´
Rpn`iq, Rpn`i`1q, . . . , Rpn`ℓq, λpn`ℓq
¯
,´ rRpn`iq, Rpn`i`1q, . . . , Rpn`ℓq, λpn`ℓq¯˙.
In order to evaluate the latter we consider an arbitrary setX Ď N ℓ`1´iˆ
Y. We can write
X “
ď
rPN
tru ˆXr
for some family of sets Xr Ď N ℓ´i ˆ Y indexed by r P N . Since (6) is a
Markov process,
(14) P
ˆ´
Rpn`iq, Rpn`i`1q, . . . , Rpn`ℓq, λpn`ℓq
¯
P X
˙
“ÿ
rPN
ÿ
λPYn`i
P
´
Rpn`iq “ r and λpn`iq “ λ
¯
ˆ
P
ˆ´
Rpn`i`1q, . . . , Rpn`ℓq, λpn`ℓq
¯
P Xr
ˇˇˇˇ
λpn`iq “ λ
˙
“ÿ
rPN
ÿ
λPYn`i
P
´
Rpn`iq “ r
¯
P
´
λpn`iq “ λ
ˇˇˇ
Rpn`iq “ r
¯
ˆ
P
ˆ´
Rpn`i`1q, . . . , Rpn`ℓq, λpn`ℓq
¯
P Xr
ˇˇˇˇ
λpn`iq “ λ
˙
.
An analogous, but simpler calculation shows that
(15) P
ˆ´ rRpn`iq, Rpn`i`1q, . . . , Rpn`ℓq, λpn`ℓq¯ P X˙ “ÿ
rPN
ÿ
λPYn`i
P
´
Rpn`iq “ r
¯
P
´
λpn`iq “ λ
¯
ˆ
P
ˆ´
Rpn`i`1q, . . . , Rpn`ℓq, λpn`ℓq
¯
P Xr
ˇˇˇˇ
λpn`iq “ λ
˙
.
The first and the third factor on the right-hand side of (14) coincide with
their counterparts on the right-hand side of (15), and the third factor is
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bounded from above by 1. It follows that the absolute value of the dif-
ference between (14) and (15) is bounded from above byˇˇ
(14)´ (15)ˇˇ ď ÿ
rPN
P
´
Rpn`iq “ r
¯
ˆ
ÿ
λPYn`i
ˇˇˇˇ
P
´
λpn`iq “ λ
ˇˇˇ
Rpn`iq “ r
¯
´ P
´
λpn`iq “ λ
¯ˇˇˇˇ
“: cn`i.
For the summands corresponding to r P t0, . . . , Ru we apply Proposi-
tion 2.5 and Lemma 2.6. For the summand r “ 8 we apply Lemma 2.7.
This gives the desired asymptotics of the sequence pcnq. 
2.6. Proof of Theorem 2.1.
Proof of Theorem 2.1. An iterative application of the triangle inequality com-
bined with Lemma 2.8 implies that
(16) δ
ˆ ´
Rpn`1q, . . . , Rpn`ℓq, λpn`ℓq
¯
,´ rRpn`1q, . . . , rRpn`ℓq, rλpn`ℓq¯˙ “ oˆ ℓ?
n
˙
.
The total variation distance between random vectors having independent
coordinates can be bounded by the sum of the total variation distances coor-
dinatewise; it follows that
(17) δ
ˆ ´ rRpn`1q, . . . , rRpn`ℓq, rλpn`ℓq¯ ,´
R
pn`1q
, . . . , R
pn`ℓq
, λ
pn`ℓq¯ ˙ ďÿ
1ďiďℓ
δ
´ rRpn`iq, Rpn`iq¯ “ oˆ ℓ?
n
˙
,
where the last inequality is a consequence of Proposition 2.5 and the defini-
tion of R
pn`iq
. The inequalities (16) and (17) complete the proof. 
The following problem was asked by Maciej Dołe˛ga.
Question 2.9. Plancherel growth process may be defined in terms of Schur
polynomials and the corresponding Pieri rule. Is it possible to apply the
ideas presented in the current section in the context of some other growth
processes on Y (such as Jack–Plancherel growth process [Ker00]) which
are related to other classical families of symmetric polynomials (such as
Jack polynomials)?
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3. PROOFS OF THE MAIN RESULTS
3.1. Proof of Theorem 1.1.
Proof of Theorem 1.1. Let Nptq “ `N0ptq, . . . , Nkptq˘, t P R be a collec-
tion of independent standard Poisson processes. Recall that nt “ n` tt
?
nu
for t P R. Let us fix some real number c ą 0 and denote
L “ Lpnq “ nc ´ n´c “ tc
?
nu´ t´c?nu.
Our strategy is to show that the total variation distance between the vector
(18)
´
Λpn`iq ´ Λpnq : t´c?nu ď i ď tc?nu
¯
P
´
Z
k`1
¯L`1
and the corresponding vector
(19)
˜
N
ˆ
i?
n
˙
: t´c?nu ď i ď tc?nu
¸
P
´
Z
k`1
¯L`1
converges to zero, as n Ñ 8 tends to infinity. Indeed, such a convergence
would imply the convergence (in the weak topology of probabilitymeasures,
as nÑ 8) of the law of any finite-dimensional marginal´
Λpns1 q ´ Λpnq, . . . , Λpnslq ´ Λpnq
¯
to the law of the appropriate marginal ofN, i.e.,`
Nps1q, . . . , Npslq
˘
for any s1, . . . , sl P r´c, cs and thus would complete the proof.
We consider the bijection
Z
L Q
´
ai : t´c
?
nu ď i ď tc?nu, a0 “ 0
¯
ÞÑ´
ai`1 ´ ai : t´c
?
nu ď i ă tc?nu
¯
P ZL.
Since application of a bijection does not change the total variation distance,
the aforementioned total variation distance between (18) and (19) is equal
to the total variation distance between the corresponding sequences of the
increments, i.e.,
(20)
´
Λpn`i`1q ´ Λpn`iq : t´c?nu ď i ă tc?nu
¯
and the sequence of independent random vectors
(21)
´
Npi`1q ´Npiq : t´c?nu ď i ă tc?nu
¯
.
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The vector (20) corresponds to the vector V pn
1q given by (7) (with the last
coordinate omitted) with n1 :“ n´c and ℓ “ L in the following way. For
eachm P N0
Λpm`1q ´ Λpmq “
´
1
E
pm`1q
0
, . . . , 1
E
pm`1q
k
¯
where
1
E
pm`1q
r
:“
#
1 if Rpm`1q “ r,
0 otherwise.
It follows that the total variation distance between the vectors (20) and (21)
is bounded from above by the sum of the total variation distance between
(7) and (8) (which by Theorem 2.1 is of order o pcq) and the sum of total
variation distances (cf. the proof of (17))
kÿ
r“0
ÿ
t´c?nuďiătc?nu
δ
˜
1
E
pn`iq
r
, Pois
ˆ
1?
n
˙¸
“ o pcq
where 1
E
pn`iq
r
is an ‘independent’ counterpart of 1
E
pn`iq
r
, namely
1
E
pm`1q
r
:“
#
1 if R
pm`1q “ r,
0 otherwise.
This completes the proof. 
Problem 3.1. Find a precise rate of convergence in Lemma 2.6 and Theo-
rem 2.1. This convergence probably cannot be too fast because this would
imply that an analogue of Theorem 1.1 holds true also in the scaling when
in (3) we study t " 1, and the latter would potentially contradict the non-
Gaussianity results for the lengths of the rows of Plancherel-distributed
Young diagrams [BDJ99; BDJ00; BOO00; Joh01].
3.2. Proof of Corollary 1.3.
Proof of Corollary 1.3. We start with the special case w “ 1. Let ξp1q ă
¨ ¨ ¨ ă ξpnq be the order statistics of the sequence ξ and let π P Sn be a
permutation which gives the relative order of the entries of ξ, i.e.
πi ă πj ðñ ξi ă ξj.
Permutation π has the uniform distribution on Sn and is independent from
the sequence
`
ξpiq
˘
of the order statistics.
Since Robinson–Schensted correspondence is sensitive only to the rela-
tive order of the entries of the input sequence ξ, the tableau P pnq is equal
to the insertion tableau P pπq for the corresponding permutation π in which
each entry j P t1, . . . , nu was substituted by the appropriate order statistics
ξpjq.
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On the other hand, random standard Young tableaux P pπq and Qpπq are
equidistributed.
Each order statistics ξpiq turns out to have the beta distributionwith known
parameters. Using standard methods combined with the formulas for the
first two moments of the beta distribution one can show that if n ´ j “
O
`?
n
˘
then `
1´ ξpjq
˘?
n ´ n´ j?
n
PÝÑ 0.
In this way Corollary 1.2 completes the proof for w “ 1.
We consider now the case 0 ă w ă 1. Letm be the number of the entries
of the sequence ξ which are smaller than w. The random variable m has a
binomial distribution; the following considerations will be under condition
thatm has a prescribed value. Each of the rescaled order statistics
ξp1q
w
, . . . ,
ξpmq
w
as well as each of the shifted and rescaled order statistics
ξpm`1q ´ w
1´ w , . . . ,
ξpnq ´ w
1´ w
has the beta distribution with known parameters. In an analogous way as
before we show that if j ď m is such thatm´ j “ O `?m˘ then
w ´ ξpjq
w
?
m´ m´ j?
m
PÝÑ 0
and if j ě m` 1 is such that j ´m “ O `?n´m˘ then
ξpjq ´ w
1´ w
?
n´m´ j ´m?
n´m
PÝÑ 0.
Since m
n
PÝÑ w, the above estimates show that if |j ´m| “ O `?n˘ then`
ξpjq ´ w
˘?
n ´ j ´m?
n
PÝÑ 0.
Corollary 1.2 again completes the proof. 
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