mission trajectories andorbits,with a significant uncertainty beingsolarradiationpressure disturbance caused by anuncertain offset between thecenter-of-mass andthecenter-of-pressure. In those methods, the problem offlexibilityis avoided byassuming thattheslow maneuvering required forlow-thrust propulsion of solar sailcraf_ stillmakes alowbandwidth attitudecontrol system look"fast"in relative time-scales. 2 In [6] , a solar sailcraft is modeled asa linearflexible 6degree-of-freedom spacecraft, anddifferent attitudecontrol techniques arecompared in thepresence ofparametric uncertainties. Ref. [7] considers flexibilityandits influence oncontrol effectiveness using idealized two-dimensional models. A distributed parameter model for a flexible solar sailcraft is idealized asa rotatingcentral hubwithtwoopposing flexible booms, andlinear feedback torque control is applied at thecentral hub.Another problem involves control ofthesolar sailfilm whichinvolves control ofboththedynamics ofanultra-flexible structure andtheprevention/elimination of wrinkles. Forthispurpose distributed actuation andsensing inside themembrane ofthegossamer structure havebeen investigated, s-l°I n thedevelopment of anappropriate control method, majorchallenges areassociated with theuncertainties inherent in flexible solar sailsbecause a comprehensive testforstructural analysis is notpossible in ground testsdueto gravityonEarth.Evenwhen thevacuum andthermal conditions ofthespace environment arewellsimulated, solar sail testsmust employ awkward gravityofl_oad systems tomitigate theeffects ofgravity. 11Further uncertainties in thematerial properties, testconditions, andmodelling errorsmake it extremely di_cultto obtainaccurate flexibilitycharacteristics of aflexible solar sail.Therefore, it ishighly desirable fora control system to beabletoadapt andcompensate forsystem uncertainties.
In this paper, neural network (NN)-based adaptive control is considered to address the flexibilities in a truss structure that supports solar sail membranes with the objective being to suppress unwanted vibrations. [all icos l
a3 -cos ¢3 sin ¢3 ay sin e cos 0 ay T where ¢I = 0, ¢2 = 120°, ¢3 = 240°, 0 = 30°. Conversely, the accelerations a= and ay in Figure  3 can be derived from acceleration readings ai (i = 1, 2, 3) as follows:
In the same manner, the control signals u= and uy in Figure  3 should be realized using single directional control signals ui _> 0 (i --1, 2, 3) that are fed to the PWM routine in Figure  3 . That is, the ui's axe 
u3 ----0, and ul, u2 are determined by 1sin0 uv 0 -cos 0 u2
B. Linear Controllers
Since we are interested in frequencies below 3 Hz, the acceleration signals are filtered by low-pass filters Li (s) (i = 1, 2) as shown in Figure 3 , where
PI controllers are designed under the assumption that X-Y dynamics are decoupled.
Since Table 1 A PI controller is designed based on the transfer function in (6) using MATLAB SISO tool. Figure 5 shows the root locus plot and loop gain bode plot when the PI controller is given by 
damping ratio has increased from 0.0143 to 0.0279 while the natural frequency has slightly decreased from 1.1435 rad/s to 1.10 rad/s for the first mode. The second mode has a damping ratio of 0.010 and natural frequency of 4.89 rad/s. Therefore, the PI controller mainly adds damping to the first mode and has little influence on the second mode. The same controller is used in the Y direction.
C. Adaptive Control
Two single hidden-layer NNs (SHLNNs) are used to compensate for uncertainties in the system dynamics as shown in Figure 3 . The design approach follows the method in [26] in which an adaptive design approach for a relative degree one nonminimum phase system is presented with acceleration as a regulated variable. Since adaptive controllers are augmented identically for both X and Y directions, subscript x and y are dropped for simplicity of presentation in what follows.
Since the acceleration in (6) has relative degree zero with respect to the control input ux, a filtered acceleration is chosen as the regulated output,
which has relative degree one. regulated output, the systems in (5) and (8) can be put in a normal form whose first line becomes From this point, the method is identical to that in [26] . With a I as the
where the matched uncertainty A(s) is given by
where ut_ is the PI control signal, and Uad is the adaptive signal to compensate for the uncertainty. Since the acceleration is regulated to zero, the reference model in [26] is simply zero, and the tracking error is given
A SHLNN is used to approximate the matched uncertainty A(s) in (10) using a memory unit of sample d input/output pairs.
Following the NN approximationproperty in [22] , the matched uncertainty is
on a compact domain of interest under the assumption that the system dynamics are observable with respect to the regulated output.
The term €(r/) is the NN reconstruction error, which is upper bounded by e* on the approximation domain, and _/is the network input vector
in which ni is the length of the window and is generally required to be greater than or equal to the system dimension, d > 0 is a time-delay, r is the relative degree of the output (one for a:), _ is a vector of squashing functions, a(.), whose ith element is defined as [
The squashing functions are chosen as sigmoidal functions
where a ----1 represents the activation potential, and N is the number of neurons in the hidden layer.
The adaptive signal Uad is designed as
where W(t) and V(t) are estimates for the ideal weights that are adapted on-line. The update law for W(t) and #(t) follows from that in [26] w = --+ 
where I is the identity matrix with compatible dimension.
IV.
Experimental Results
The experiment was performed by applying three cycles of a 0.17Hz sinusoidal disturbance voltage to the thruster located at the tip in the X-direction. After the disturbance, the control thrusters are activated at 20 sec. When the PI controller in (7) is implemented, the closed-loop system immediately went unstable with further tweaking gains for Kp and Ki not being able to recover stability. Selecting/(_ --0 and Kp = 1 results in the stable system, whose acceleration responses are shown in Figure 6 . Notice that the disturbance in the X-direction leads to an acceleration in Y-direction due to structural coupling as shown in Figure 6( "'"tt'|:'l'"l'"'4"'rl't"r'4
: : 
02,

A. Simulation Model
In Section III-B, the linear model based on modal coefficients in Table 1 was used to design the PI controller in (7) (¢x_ = Cy_ = 0). In this section specific choices for the terms ¢=_, Cy_ are introduced to approximate the X-Y coupling accelerations observed experimentally:
where a,_ = 0.3, a_ ----0.1, c_y_ ----0.2, a_ ----0.1, _ ----/3_ = _3y_ ----#y_ ----0.5. These terms are derived considering a coupled mass-spring motion in the X and Y directions, and they do no affect the linearized dynamics. Actuation nonlinearity is also introduced in (5) using _ =T_-_(_) , (20/ u_ g(u_) where the function g is depicted in Figure 2 . With the nonlinearities in (19) and (20), when the system in (5) is subjected to the same disturbance used to obtain the results in Figure 6 , the simulated response produced a smaller settling time. Therefore, to match the experimental data, the damping coefficient for the first mode in X-direction was reduced to 0.3%. Figure 11 compares the resulting simulation responses to the experimental data. While Figure 11 (a) shows that the frequency and the damping for the first mode matches those of the experimental data, the acceleration av in Figure ll( 
where Kp = 0.5, K_ = 0.2, and Th = 3.2. Figure 12 shows the root locus plot (K_ is varied with a zero fixed at-(_ + K_) = --0.7) and the loop gain frequency response with the controller in (21 (21) controller in (21) was implemented in the experiment, the integrator still wound up quickly while this was not observed in simulation.
This means that the instability is not caused by accelerometer bias. In Figure   13 , the simulated acceleration responses of the nominal closed-loop system in which €=_ ---Cy_ ----0 ("the plant model without coupling terms") are compared to those of the open-loop model in (5) in which ¢=_, Cy_ are given by (19) ("OL").
More simulated accelerations are shown in Figure 14 for the cases where the PI controller is applied with and without the dead zone ("the plant model with dead zone" and "the plant model without dead zone"). While the PI controller reduces acceleration responses without nonlinearity, comparing Figure 13 and 14 (see "OL" and "the plant model with dead zone") shows that the PI controller does not overcome the dead zone and results in an acceleration response identical to that of the open-loop system. Moreover, Figure 14 shows that the controller is not effective in the absence of the dead zone in the actuator.
That is, the controller applied to the model with the coupling terms Cx_ and Cy_ fails to effectively suppress vibrations whether the dead zone is present or not. This illustrates that the PI controller is not effective Figure   8 . The adaptive signals compensate for both structural nonlinearities and the effect of dead zone. This is evidenced by the fact that there is little difference between the responses with and without the dead zone.
Moreover, since the control architecture in Figure  3 does not involve a reference model, the NN augmented controllers produce nearly the same acceleration responses when augmenting the P and the PI controllers. This is shown in Figure  16 . This is not surprising because the linear controllers, whether they are the P Vol. 31, No. 3, 1991, pp. 189-196. 13Casella, F., Locatelli, A., and Schiavoni, N., "Nonlinear controllers for vibration suppression in a large flexible structure," Engineering Practice, Vol. 4, No. 6, 1996, pp. 791-806. Vol. 48, No. 9, 2003 , pp. 1606 -1610 
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