Abstract. This paper studies the branching time equivalences and preorders for continuous-time Markov decision processes (CTMDP), and the logical characterization problem of these relations with respect to the continuous-time stochastic logic (CSL). For strong bisimulation, it is well known that bisimulation is strictly finer than CSL equivalence. In this paper, we propose the notion of weak bisimulations for CTMDPs and show that for a subclass of CTMDPs, weak bisimulation is both sound and complete with respect to the equivalence induced by the sub-logic of CSL without next operator. We then propose a sequence of i-depth bisimulation relations characterizing a sequence of sub-logics with bounded until. The i-depth bisimulation equivalences converge to the CSL equivalence for arbitrary CTMDPs. Further, we extend the framework to simulations and their characterizations as well. Another notable contribution of the paper is the notion of a parallel composition operator for CTMDPs, moreover, we show that both strong and weak bisimulations are congruence relations with respect to it.
Introduction
Recently, continuous-time Markov decision processes (CTMDP) have received extensive attentions in the model checking community, see for example [2, 20, 21, 4, 22, 6, 5, 23, 14] . Analysis techniques for CTMDPs suffer especially from the infamous state space explosion problem. Thus, as for other stochastic models, strong bisimulations have been proposed for CTMDPs in [20] , which were shown to be sound with respect to the continuous-time stochastic logic (CSL). This result guarantees that one can first reduce the CTMDP using bisimulations before analyzing the CTMDPs, as in the standard setting. On the other hand, as indicated in the paper [20] , strong bisimulation is not complete with respect to CSL, i.e., logically equivalent states might not be bisimilar.
CTMDPs can be considered as extending the Markov decision processes (MDPs) with exponentially sojourn time distributions, and this subsumes models such as labeled transition systems and Markov chains as well. While linear and branching time equivalences and preorders are studied for these submodels [29, 30, 3, 27] , this has not been studied for CTMDPs. This paper studies the branching time equivalences and preorders for CTMDP, and the logical characterization problem of these relations with respect to the CSL.
We start with a slightly coarser notion of strong bisimulations, and then propose the notion of weak bisimulations for CTMDPs. We study the relationship between weak bisimulations and the logical equivalence induced by CSL \X , the sub-logic of CSL without the next operator. Our first contribution is to identify a subclass of CTMDPs under which our weak bisimulation coincides with CSL \X equivalence. We discuss then how this class of CTMDPs can be efficiently determined.
Recently, in [27] , we have introduced a sequence of i-depth bisimulations, which are shown to be converging to the logical equivalence with respect to probabilistic CTL (PCTL). As a second part of this paper, we propose strong and weak i-depth bisimulations for CTMDPs, and provide logical characterization results for them. We show that, for general CTMDPs with finitely many states, the strong and weak i-depth bisimulations converge to equivalence relations which are exactly the CSL and CSL \X equivalences, respectively.
Further, we extend the definitions to (weak) simulations, and study their relationship to the logical preorders with respect to the (weak) safety CSL respectively. As CTMDPs can be considered as combining MDPs and CTMCs, we will discuss the downward compatibility of the relations with those for MDPs and CTMCs.
As another notable contribution, we propose a novel -and very simpleparallel composition operator for CTMDPs. We show that both strong and weak bisimulations are congruence relations with respect to this new operator. As a direct consequence of this result, (weak) bisimulation compositional minimization reduction technique can be applied for analyzing the CTMDPs.
Summarizing, this paper introduces various (weak) simulation and bisimulation relations, and develops for the first time a taxonomy of logical characterizations of these relations on CTMDPs:
-We introduce a new notion of weak bisimulation for CTMDPs. We identify a subclass of CTMDPs and show the sound and complete characterization for CSL \X . -We present a sequence of i-depth (weak) bisimulations and the corresponding logical characterization results. -We extends the definitions and logical characterization results to (weak) simulations and i-depth (weak) simulations. -We introduce a novel parallel operator for CTMDPs, and study the congruence property of strong and weak bisimulations and simulations with respect to it.
Organization of the paper. Section 2 recalls the definition of CTMDPs and the logic CSL. In Section 3 we propose a parallel composition operator for CTMDPs. Strong and weak bisimulation relations and the corresponding logical characterization results are studied in Section 4. In Section 5, we present the sequence of i-depth bisimulations. The work is extended to simulations in Section 6. In Section 7, we discuss how the (bi)-simulations on CTMDPs relate to those in probabilistic automata and Markov chains. Related work is discussed in Section 8. Section 9 summarizes the paper and concludes the paper.
Preliminaries
For a finite set S, a distribution is a function µ : S → [0, 1] satisfying |µ| := s∈S µ(s) ≤ 1. We denote by Dist(S) the set of distributions over S. We shall use s, r, t, . . . and µ, ν . . . to range over S and Dist (S), respectively. The support of µ is defined by Supp(µ) = {s ∈ S | µ(s) > 0}. For an equivalence relation R over S, we write µ R ν if it holds that µ(C) = ν(C) for all equivalence classes C ∈ S/R. A distribution µ is called Dirac if |Supp(µ)| = 1, and we let D s denote the Dirac distribution with D s (s) = 1. Given two distributions µ 1 and µ 2 such that |µ 1 | + |µ 2 | ≤ 1, then µ 1 + µ 2 is a distribution such that (µ 1 + µ 2 )(s) = µ 1 (s)+ µ 2 (s) for each s ∈ S. Let µ− C be a distribution such that (µ − C)(s) = µ(s) if s / ∈ C, otherwise (µ − C)(s) = 0, where C ⊆ S. Moreover x · µ with x · |µ| ≤ 1 is a distribution such that (x · µ)(s) = x · µ(s) for each s ∈ S.
Let R be a relation over S, define R(C) = {r | s R r ∧ s ∈ C} and R −1 (C) = {r | r R s ∧ s ∈ C}. We say C is R upward closed iff C = R(C), and similarly C is R downward closed iff C = R −1 (C).
Continuous-time Markov Decision Process.
Definition 1. A tuple C = (S, →, AP, L, s 0 ) is a continuous-time Markov decision process (CTMDP) where S is a finite but non-empty set of states, →⊆ S × R + × Dist(S) is a finite transition relation where R + is the set of positive real numbers, AP is a finite set of atomic propositions, L : S → 2 AP is labeling function, and s 0 ∈ S is the initial state.
We also write s λ − → µ if (s, λ, µ) ∈→. Let Suc(s) = {r | ∃(s λ − → µ).µ(r) > 0} denote the successor states of s, and Suc * (s) the transitive closure. To avoid timelock, we assume w.l.o.g. that Suc(s) = ∅ for each s ∈ S. A state s is said to be absorbing, denoted as
Below we recall the notion of uniformization for CTMDPs [6, 21] . Essentially, by uniformizing each state will have a unique exit rate while preserving certain properties.
is the maximum rate in the original CTMDP. A CTMDP C is uniformized iff for any (s 1 , λ 1 , µ 1 ) ∈→ and (s 2 , λ 2 , µ 2 ) ∈→, λ 1 = λ 2 .
Path and Measurable Scheduler
Let C = (S, →, AP , L, s 0 ) be a given CTMDP. Let Paths n+1 (C) = S × (R + × S) n denote the set of paths with length n+1 of C. The set of all the finite paths of C is the union of all the Paths n (C) with n > 0, that is, Paths
∞ contains all the infinite paths and
is the set of all the paths of C. Intuitively, a path is comprised of alternation of state and its sojourn time. To simplify the discussion we introduce some notations. Given a path ω = s 0 , t 0 , s 1 , t 1 · · · s n−1 ∈ Paths n (C), |ω| = n is the length of ω, ω ↓= s n−1 is the last state of ω, ω| i = s 0 , t 0 , · · · , s i is the prefix of ω ending at the i-th state, and ω| i = s i , t i , s i+1 , · · · is the suffix of ω starting from the i-th state, and ω (t n−1 , s n ) is the path obtained by extending ω with t n−1 , s n . Let ω[i] = s i and time(ω, i) = t i denote the i-th state and the time spent in the i-th state respectively where i < n, while ω@t is the state at time point t in ω, that is, ω@t = ω[j] where j is the smallest index such that
be the smallest σ algebra on Paths ∞ (C) containing all the cylinder sets. Refer to [20] for more details. Non-deterministic choices in CTMDPs are resolved by schedulers, which generates a distribution over the available transitions based on the existing path. We consider measurable timed history-dependent randomized schedulers [31, 20] .
are measurable for all tr ∈ 2 (R + ×Dist (S)) .
Given a scheduler π a unique probability measure Pr π,s0 can be defined on the σ algebra F Paths ∞ (C) by: Pr π,s0 (C(s 0 )) = 1 and Pr π,s0 (C(s 0 , I 0 , · · · , s n , I n , s n+1 )) equals:
where I n = [a, b].
Continuous Stochastic Logic
Continuous stochastic logic (CSL) is introduced to reason about continuous-time Markov chains [1] , and to reason about CTMDP later on in [20] . It contains both state 3 and path formulas whose syntax is defined by the following BNFs:
is a non-empty closed interval and ⊲⊳ ∈ {<, ≤, ≥, >}. We also introduce a bounded until operator ϕ U I n ϕ, a restricted version of the general until operator ϕ U I ϕ, which bounds the length of the paths we should consider.
We use s |= ϕ to denote that s satisfies the state formula ϕ while ω |= ψ denotes that ω satisfies the path formula ψ. The satisfaction relation for atomic proposition and boolean operators are standard. Below we give the satisfaction relation for the remaining state and path formulas:
Logic Equivalences. We say s and r be CSL-equivalent, denoted by s ∼ CSL r, if they satisfy the same set of formulas of CSL, that is, s |= ϕ iff r |= ϕ for all state formulas ϕ. Similarly for sub-logics of CSL. In the following, we let -CSL − denote the sub-logic of CSL without unbounded until operator, -CSL \Un denote the sub-logic without bounded until, -CSL \X denote the sub-logic without next and bounded until, and -CSL i be the sub-logic such that all the bounded until operators are like ϕ 1 U I j ϕ 2 with j ≤ i. The subscripts i.e. −, X, U n , and i can be applied to CSL at the same time (for instance CSL − i ).
Parallel composition for CTMDPs
Compositional theory plays an extremely important role in verification, as composition based minimization and verification are effective methods for solving the state space problem. For all sub-models of CTMDPs, including CTMCs and probabilistic automata, their compositional theories have been studied extensively in the literature [15, 24, 9, 13] . Surprisingly, to the best of our knowledge, the parallel operator has not been defined for CTMDPs. Indeed, thus far, CTMDPs are considered as non-compositional. In this section, we define a novel parallel composition operator for CTMDPs -directly inspired by the parallel composition for CTMCs [15] . We will show that the strong and weak bisimulations we introduce are compositional with respect to our parallel composition.
s1 || t0 s0 || t1 s0 || t2 s2 || t0 s3 || t0 s0 || t1 s0 || t2 
be two CTMDPs, and
where
, and
The following example illustrates how the composition operator works. Example 1. Given two processes s 0 and t 0 as in Fig. 1 (a) and (b) respectively, where s 0 has two non-deterministic transitions labeled with 2 and 3, and t 0 only has one transition with rate 4, then the parallel composition s 0 || t 0 of s 0 and t 0 according to Definition 4 is described as in Fig. 1 (c) .
Discussion. The parallel composition is inspired by the parallel operator introduced for CTMCs in [15] . The extension is conservative, i.e., restricting to CTMCs, our parallel composition agrees with that for CTMCs. The parallel operator have been extended for both interactive Markov chains (IMCs) in [15] and Markov Automata (MAs) [13] . In both IMCs and MAs, for each state at most one transition is labeled with Markovian rate s λ − → µ, that is, no nondeterministic choices between Markovian transitions are allowed. But nondeterministic choices between transitions labeled with actions are allowed. With our notion of parallel compositions for CTMDPs, we believe that a compositional theory for stochastic behavioral models without restricting nondeterministic choices among Markovian transitions can be studied.
Bisimulations for CTMDPs

Strong Bisimulation
In this section we recall the notion of strong bisimulation for CTMDPs, introduced in [20] , where s λ − → P µ iff there exists {s λ − → µ i } i∈I and {p i } i∈I such that p i ∈ (0, 1] for each i ∈ I, i∈I p i = 1, and i∈I p i ·µ i = µ. We assume that there is a given CTMDP C = (S, →, AP, L, s 0 ) throughout the paper in the following.
We write s ∼ r whenever there exists a strong bisimulation R such that s R r.
The above bisimulation relation is slightly coarser than the one considered in [20] , where r
The idea of combining transitions with the same exit rate is borrowed from [25] . The theorem shows that strong bisimulation is sound, but not complete for CSL equivalence:
Note the proof in [20] can be directly adapted to our slightly more general strong bisimulation. The inclusion is sound but not complete which is illustrated below:
Example 2. Suppose that we have two states s and r such that s can evolve into s 1 either with rate 3 or 5 while r can evolve into s 1 with rate 3, 4, or 5. Also we assume that L(s) = L(r) and s 1 is an absorbing state with L(s 1 ) = L(s). It is easy to see that s and r are CSL-equivalent, but they are not strong bisimilar.
In Example 2 s ∼ r would hold if one allows combining transitions with different exit rates, but unfortunately this does not work generally, refer to Example 3.
Example 3. Suppose that we let s λ − → P µ iff there exists {s λi − → µ i } i∈I and {p i } i∈I such that i∈I p i = 1, i∈I p i · λ i = λ and i∈I p i · µ i = µ. Given two states s and r such that s For simplicity again we assume that s 1 , s 2 , and s 3 are absorbing states and all the states have different atomic propositions except L(s) = L(r), then s and r should be bisimilar. But there exists a formula ϕ such that r |= ϕ and s |= ϕ. For instance let ψ = X I L(s 1 ) with I = [a, ∞), then the maximum probability of the paths starting from s satisfying ψ is max{0.
), then maximum probability is 0.4 · e −4a which is obviously greater than the maximum probability of the paths of r satisfying ψ.
Below we show that the bisimulation relation is a congruence with respect to the parallel operator we introduced in Section 3: Theorem 2. s ∼ r implies that s || t ∼ r || t for any t.
Weak Bisimulation
In this section we will introduce a novel notion of weak bisimulation for CTMDPs in the sense that it only preserves CSL \X equivalence. Our definition of weak bisimulation is directly motivated by the two examples in the previous section, together with the well-known fact that uniformization does not alter reachabilities for CTMDPs [6, 23, 22] . Even though we have seen that strong bisimulation is sound but not complete with respect to CSL equivalence, we can show that the two relations do agree on a subclass of uniformized CTMDPs. As a result, the weak bisimulation is both sound and complete for the sub-logic CSL \X for the same subclass of CTMDPs (not necessarily uniformed). The section ends up with a discussion about why the results do not hold for general CTMDPs, and motivates the study of a sequence of bisimulations in next section.
Below follows the definition of weak bisimulation.
Definition 6 (Weak bisimulation).
We say that states s and r are weak bisimilar, denoted by s ≈ r, whenevers ∼r in the uniformized CTMDPC.
Our weak bisimulation is a conservative extension of strong bisimulation. The following lemma establishes a few properties:
Now we shall show that, different from the strong bisimulation, ≈ coincides with ∼ CSL \X in a subclass of CTMDPs, which is defined in the following.
Definition 7. Let R be an equivalence relation on S. A state s is said to be 2-step recurrent w.r.t. R iff s is not absorbing, and moreover |Suc(s)| > 2 and
is the equivalence class of R containing s. We say C is 2-step recurrent w.r.t. R, iff there exists a state s ∈ S which is 2-step recurrent w.r.t. R.
The non 2-step recurrent states can be seen as an extension of the well-known non-absorbing states, those that can evolve into other equivalence classes. Non 2-step recurrent states extend non-absorbing states further by excluding those non-absorbing states that can evolve into other equivalence classes only through their parent and the parents' equivalent states. Moreover, we say that s (or C) is 2-step recurrent iff it is 2-step recurrent w.r.t. ∼ CSL \X . Intuitively, the term 2-step recurrent requires that s has more than 2 successors and there exists a transition s − → µ such that some states in Supp(µ) must only return back to states equivalent to s or states in Supp(µ) directly. We show below ≈ coincides with CSL \X for CTMDPs without 2-step recurrent states. In the proof we only need to use unbounded until, ∧ (to construct the master formula of each equivalence class), and ∨. Thus, the following sub-logic is sufficient to characterize weak bisimulation for CTMDPs which are not 2-step recurrent:
Below we show that, as for strong bisimulations, the weak bisimulation relation is a congruence with respect to the parallel operator we introduced in Section 3. Moreover, for CTMDPs which are not 2-step recurrent, ∼ CSL \X is a congruence as well.
Theorem 4. 1. s ≈ r implies that s || t ≈ r || t for any t. 2. if C is not 2-step recurrent, s ∼ CSL \X r implies that s || t ∼ CSL \X r || t for any t.
General CTMDPs. The following example explains the necessity to consider CTMDPs without 2-step recurrent states in Theorem 3. It is shown that when 2-step recurrent states are involved, ∼ CSL \X ⊆ ≈ does not always hold. Then there does not exist a CSL formula which can distinguish them, as a result they are CSL equivalent. On the other hand, s 0 and r 0 are not bisimilar, as for the middle transition of r 0 , s 0 has no way to simulate it even with combined transition. Now suppose that s 2 and r 2 are not absorbing, for instance they can evolve into s 0 and r 0 with probability 1 respectively, then still they are CSL equivalent.
But interestingly, if the non-absorbing states are s 3 and r 3 instead but with the same transitions, then s 0 ≁ CSL r 0 . Considering the formula
the maximum probability of the paths of s 0 satisfying ψ is ψ but r 0 |= P ≤ 5 9 ψ. Note that even we let s 2 and s 3 have such transition, s 0 and r 0 are still 2-step recurrent by Definition 7.
The key idea behind the difference illustrated in Example 4 is that the bisimulation relation only takes one step into consideration. This restriction might be the best one can hope for the completeness results.
Determining 2-step Recurrent CTMDPs
In Theorem 3, the completeness holds only for CTMDPs which are not 2-step recurrent. This section discusses a simple procedure for checking it. The following lemma holds by applying the definition directly:
Lemma 2. Given two equivalence relations R and R ′ over S such that R ⊆ R ′ , then if C is 2-step recurrent w.r.t. R, then it is 2-step recurrent w.r.t R ′ , or equivalently if C is not 2-step recurrent w.r.t R ′ , then it is not 2-step recurrent w.r.t. R.
Lemma 2 suggests a simple way to check whether a given CTMDP C is 2-step recurrent w.r.t. ∼ CSL \X . We know that ∼ ⊂ ≈ ⊆ ∼ CSL \X ⊆ R, where
By Lemma 2, we can first check whether C is 2-step recurrent w.r.t. R, if it is not, we know that C is not 2-step recurrent either w.r.t. ∼ CSL \X . Otherwise we continue to check whether C is 2-step recurrent w.r.t. ∼ or ≈, if the answer is yes, then C is 2-step recurrent too w.r.t. ∼ CSL \X . Both ∼ and ≈ can be computed in polynomial time, see [32] for detail.
In the remaining cases, namely when C is 2-step recurrent w.r.t. ≈, but not w.r.t. R, we cannot conclude anything, thus the relation ∼ CSL \X shall be computed first for this purpose. The decision algorithm for ∼ CSL \X falls, however, out of the scope of this paper.
Characterization of CSL in General CTMDPs
In [27] we have defined a sequence of strong bisimulations to characterize probabilistic CTL (PCTL) as well as its sub-logics. Following that approach, in this section we show that such strong bisimulations can be used to characterize CSL and its sub-logics as well, for general CTMDPs.
Strong i-depth Bisimulations
First, we define the notation Prob π,s (C, C ′ , n, I, ω), denoting the probability of reaching C ′ , from state s, via only states in C within time in the interval I ⊆ [0, ∞) and in at most n steps under scheduler π, where ω is used to keep track of the path having been visited. Formally,
is defined as follows:
The above definition has the same flavor as the definitions in [1, 20] -extended with bounds on the discrete steps. The first clause is trivial. For the second clause, s ∈ C ∧ s ∈ C ′ and we have still steps n > 0. The term π(ω, λ, µ) denotes the probability that the pair (λ, µ) is chosen by the scheduler π under consideration. Further, λ · e −λx is the density of leaving s at time x. Once s is left, the successor s ′ is taken with probability µ(s ′ ), from which we have n − 1 steps and [a, b] ⊖ x time left. The path is then augmented with the pair (x, s ′ ). For the third clause with (s ∈ C ∩ C ′ ) ∧ (n > 0), either we stay in state s more than a time units with probability ∞ a λ · e −λx dx = e −λa , otherwise we should continue, and the argument is the same as the previous case. For all the other cases, it is obvious that the result equals 0. Below follows the definition of strong i-depth bisimulation where
Definition 8. A relation R ⊆ S × S is a strong i-depth bisimulation with i > 0 if s R r implies s ∼ i−1 r and for any R downward closed sets C, C ′ and I, 1. for each scheduler π, there exists a scheduler π ′ such that
2. for each scheduler π, there exists a scheduler π ′ such that
We write s ∼ i r whenever there is a strong i-depth bisimulation R such that s R r.
It is not hard to show that ∼ i is an equivalence relation.
Lemma 3. ∼ i is an equivalence relation for all i ≥ 0.
Similarly we can show that ∼ i is both sound and complete for ∼ CSL − i
, and also in an arbitrary CTMDP there exists a n such that ∼ n = ∼ CSL , therefore we have the following theorem.
There exists n such that ∼ n = ∼ CSL − = ∼ CSL . 3. ∼ i with i ≥ 1 is not in general a congruence (w.r.t the operator in Definition 4).
The following example illustrates that ∼ i is both sound and complete for ∼ CSL − i even for general CTMDPs. , thus there must exists n such that it holds Prob πm,r0 (C,
Recall that CSL \Un denotes the sub-logic of CSL without bounded until. The following lemma shows that the intersection of ∼ and ∼ 1 is sound and complete for this sub-logic: Lemma 4. If C is not 2-step recurrent, we have
The example below shows that Lemma 4 does not hold in CTMDPs with 2-step recurrent states:
Example 6. Again considering s 0 and r 0 in Example 4, if s i and r i are absorbing states for 1 ≤ i ≤ 3, then both s 0 and r 0 are 2-step recurrent states by Definition 7. As we said before s 0 ∼ CSL r 0 , thus s 0 ∼ CSL \Un r 0 , but s 0 ≈ r 0 .
Weak i-depth Bisimulation
Following the idea of defining weak bisimulations in Section 4.2, in this section, we introduce weak i-depth bisimulations.
Definition 9. We say that states s and r are weak i-depth bisimilar, denoted by s ≈ i r, whenevers ∼ ir in the uniformized CTMDPC.
Due to that CSL \X satisfaction is preserved after uniformization, we have the following characterization results for CSL \X in arbitrary CTMDP.
Theorem 6. 1. There exists n such that ≈ n = ∼ CSL \X . 2. ≈ 1 is congruent, and ≈ i with i > 1 is not in general a congruence.
We have seen that ∼ CSL \X is a congruence in CTMDPs that are not 2-step recurrent. Since ≈ i with i > 1 are not congruent in general, it follows that ∼ CSL \X is also not congruent in general.
Simulations
In this section we introduce (weak) simulations, and i-depth (weak) simulations. Further, we extend the characterization results to these simulation relations.
Strong and Weak Simulations
To introduce the definition of simulations, we make use of the notion of weight functions in the way as [18] .
Definition 10 (Weight function). Let R be a relation over S. A weight function for µ and ν with respect to R is a function ∆ : S × S → [0, 1] such that: -∆(s, r) > 0 implies that s R r, -µ(s) = r∈S ∆(s, r) for any s ∈ S, -ν(r) = s∈S ∆(s, r) for any r ∈ S.
We write µ ⊑ R ν iff there exists a weight function for µ and ν with respect to R. Now we extend the strong (weak) bisimulations to strong (weak) simulations for CTMDPs, respectively: Definition 11 (Simulations). Let R ⊆ S × S, R is a strong simulation if s R r implies that for each s − → µ, there exists r − → P µ ′ such that µ ⊑ R µ ′ . We write s ≺ r whenever there exists a strong simulation R such that s R r. We say that s is weak simulated by r, denoted by s r, whenevers ≺r in the uniformized CTMDPC.
The relation ≺ is then a preorder. To characterize ≺, we use the safe fragment of CSL [3] , denoted as CSL s , which is defined by the following BNFs:
As usual, CSL s\X is obtained from CSL s by removing the next operator. Below we present the logical characterization results for strong and weak simulations with respect to CSL s and CSL s\X , and their relationship:
Example 4 can applies here as well showing that Theorem 7 does not hold in general CTMDPs. Let R −1 denote the reverse of the relation R. The following theorem shows the compositional properties and their relation to bisimulations:
If C is uniformized, ≺ =
, and ≺ CSL s = ≺ CSL s\X . 4. If C is not 2-step recurrent, s ≺ CSL s\X r implies that s || t ≺ CSL s\X r || t for any t.
Strong and Weak i-depth Simulations
In this section we introduce the one side strong and weak i-depth bisimulations. Below follows their definitions where
Definition 12 (i-depth simulations). A relation R ⊆ S × S is a strong idepth simulation with i > 0 if s R r implies s ≺ i−1 r and for any R downward closed sets C, C ′ , I and π, there exists a scheduler π ′ such that
We write s ≺ i r whenever there is a strong i-depth simulation R such that s R r.
We say that s is weak simulated by r, denoted by s i r, whenevers ≺ ir in the uniformed CTMDPC.
The following theorem shows the properties of ≺ i and i , especially there exists n such that ≺ n and n are enough to characterize CSL s and CSL s\X respectively. Theorem 9. 1. ≺ i is preorder, and
2. There exists n such that ≺ n = ≺ CSL − s = ≺ CSL s , and n = ≺ CSL s\X in any CTMDP. 3. ≺ i with i ≥ 1 and i with i > 1 are not congruences while 1 is a congruence.
As a direct consequence, ≺ CSL s\X = i is not congruent for i > 1. Below we prove a few properties of i-depth simulations, along Theorem 8:
∩ ≺ 1 = ≺ CSL s\Un . 2. ≺ CSL s\Un is not a congruence.
Relation to Probabilistic Automata and Markov chains
In this section we discuss the relation of our bisimulations with those in the embedded time-abstract models.
Relation to Bisimulation of Probabilistic Automata
Let C be a CTMDP, the embedded probabilistic automata M C is obtained by removing the rates on the transition relations. In probabilistic automata (PA), probabilistic bisimulation ∼ P , and branching bisimulations (up to i) are defined [25, 27] , and are denoted by ∼ P , ∼ b i respectively -they are recalled in Appendix D.3 in the appendix for the readers convenience. The following lemma is obvious from the definitions:
The other direction for the first clause does not hold generally. For PAs, we know that ∼ P is only sound but not complete for PCTL, so it is a surprise that the strong probabilistic bisimulation in the continuous setting with minor variant is both sound and complete for CSL in the uniformized CTMDPs without 2-step recurrent states according to Definition 6 and Theorem 3. Refer to Example 7 for an intuitive explanation.
Example 7. Considering two states s 0 and r 0 of a PA in Fig. 2 
where a state is used as a shorthand of the atomic propositions it satisfies. If s 0 chooses the transition on the left first, then the probability of the paths satisfying ψ is equal to
The probability for other transitions can be obtained in a similar way by substituting 0.3 and 0.4 with corresponding probabilities. Since the interval [a, b] can be chosen arbitrarily, so we can choose the intervals such that the probability of path satisfying ψ when choosing the middle transition of r is larger than the other two cases. For instance here we can choose interval [ Example 8. Considering s and r in Example 2, s and r are CSL-equivalent, thus s ∼ 1 r. Suppose we have t such that t can only evolve into t 1 with rate 2. We can show that actually s || t ≁ 1 r || t where all the states have different atomic propositions except L(s) = L(r). Let ψ = L(s) U I 1 (L(s 1 || t)) with I = [a, ∞), then the probability of the paths of s || t satisfying ψ by choosing the left transition is equal to 3 5 · e −5a , similarly the probability is equal to ), the probability by choosing the middle transition is maximum which is greater than the correspondent probability of r, thus s || t ≁ 1 r || t, and ∼ 1 is not congruent.
Relation to Simulation of Probabilistic Automata
Let ≺ P and ≺ b i denote the strong probabilistic simulation and strong i-depth branching simulation introduced in [25] and [27, 28] respectively which are also recalled in Appendix D.3. The following lemma states the relation between ≺ P , ≺ b i and their continuous counterparts, which is similar to the bisimulation cases.
Relation to (Weak) Bisimulation for CTMCs
For CTMCs each state has a unique Markovian transition, which will be denoted by s λs −→ µ s . The notion of weak bisimulation can be found in [3] for CTMCs, repeated as follows:
Definition 13. For CTMCs, an equivalence relation R is a weak bisimulation iff for all s R r it holds (i) L(s) = L(r), and (ii)
States s, r are weak bisimilar, denoted by s ≈ CTMC r, iff there exists a weak bisimulation R such that s R r.
Strong bisimilarity for CTMCs is defined if in addition λ
States s, r are strong bisimilar, denoted by s ∼ CTMC r, iff there exists a strong bisimulation R such that s R r.
Below we prove that, restricted to CTMCs, our strong and weak bisimulations agree with the strong and weak bisimulations for CTMCs: Lemma 8. For CTMCs, it holds that ∼ = ∼ CTMC and ≈ = ≈ CTMC .
The lemma above shows that ∼ and ≈ are conservative extensions of the strong bisimulation and the weak bisimulation for CTMCs in [3] , and so are their logical characterization results except that they only work in a subset of CTMDPs.
Relation to (Weak) Simulations for CTMCs
The strong and weak simulations were introduced in [3] , we recall the definition of the strong simulation as follows.
Definition 14. For CTMCs , a relation R is a strong simulation iff for all
State s is strongly simulated by r, denoted by s ≺ CTMC r, iff there exists a strong simulation R such that s R r.
The following relation holds for simulations: The simulation relation ≺ CTMC in [2] is strictly coarser than ours. In [2] , it is shown that ≺ CTMC characterizes a sublogic of ≺ CSLs , denoted by ≺ CSL 0 s , in which all intervals are of the form [0, b], i.e., the left endpoint is always 0. The following example illustrates this difference:
Example 9. Considering the states s, r and t in Fig. 3 where L(s) = L(r) = L(t), and t is an absorbing state. According to Definition 14, it is easy to check that
, then the probability for the paths of s and r satisfying ψ is equal to (e −2a − e −2b ) and (e −4a − e −4b ) respectively, when a = 0 and b > 0, (1 − e −2b ) < (1 − e −4b ), while when a > 0 and b = ∞, e −2a > e −4a . In the other word, there exists ϕ and ϕ ′ such that s |= ϕ, r |= ϕ and s |= ϕ ′ , r |= ϕ ′ . Essentially, neither s ≺ CSL s r, nor r ≺ CSL s s holds.
The various strong simulation definitions in this paper can be slightly adapted such that they correspond to the safe sublogic as in [2] . However, the same does not hold for weak simulations, which is introduced in [2] for CTMCs -which is denoted by CTMC below. The relation CTMC is shown to be sound with respect to the sublogic CSL For interested readers, detailed discussions are given in Appendix D.4, where we recall the weak simulation relation in [2] and elaborate the example in detail.
Related Work
Logical characterizations of bisimulation have been studied extensively for stochastic models. For CTMCs the logic CSL characterizes bisimulations, while CSL without next-state formulas characterizes weak bisimulations [3] . Our results in this paper is a conservative extension for both strong and weak bisimulations. In [12] , the results are extended to CTMCs with continuous state spaces. For CTMDPs, the first logical characterization result is presented in [20] . It is shown that strong bisimulation is sound, but not complete with respect to CSL equivalence. For the non-completeness please refer to Example 2 in this paper. In this paper, we introduced the weak bisimulation relation for CTMDPs. For a subclass of CTMDPs, i.e. without 2-step recurrent states, we have shown that the weak bisimulation is also complete for CSL \X -equivalence.
For probabilistic automata PA, Hennessy-Milner logic has been extended to characterize bisimulations in [19, 8, 17] . In [11] , Desharnais et al. have shown that weak bisimulation agrees with PCTL * equivalence for PAs. The most related paper for PAs is our previous paper in [27] , in which we have introduced bisimulations and i-depth bisimulations for characterizing logical equivalence induced by PCTL and sub-logics. This leads to the study of the i-depth bisimulation relations for CTMDPs in this paper. For uniformized CTMDPs, we have shown that they agree with the equivalences in the discrete setting.
Summary
The spectrum of the branching time relations and the logic equivalences are summarized in Fig. 5 . The arrow → should be interpreted as "imply". The labels U and ↑ denote that the implication is only valid in a uniformized CTMDP, and a CTMDP without 2-step recurrent states respectively. We write L directly for ∼ L for readability where L is a sub-logic of CSL. The index n appearing on the right plane is chosen according to Theorem 5 and 9. Thus ∼ k = ∼ n for all k ≥ n, and similar holds for other relations, and for a smaller index, the relation will be coarser.
As future work we would like to consider the approximation of bisimulation and simulation on CTMDPs as well as their logic characterization, along [10] . Another interesting direction is to define bisimulation and simulation relations between distributions [7] . 
, so µ R µ ′ which completes the proof.
A.2 Proof of Lemma 1
Proof. To show that ∼ implies ≈, we observe that for each s
The following proof is trivial. The proof of Clause 2 is straightforward from Definition 6. We first prove that if C is a CTMC, then s ∼ CSL \X r in C iff s ∼ CSL r inC. Since uniformization preserves the satisfiability of CSL \X , thuss ∼ CSL \Xr . Let R = {(s,r) |s ∼ CSL \Xr }, we first prove that R is a strong bisimulation. Let λ denote the exit rate ofs andr, and λs denote the rate froms to states in [s] R i.e.s λ − → µ and λs = λ · µ([s] R ). The case when λs = λ is trivial, we assume that λ > λs, then for each C ∈S/R such thats / ∈ C, the probability of the path ofs satisfying ϕs U [a,b] ϕ C is equal to λC λ−λs · (e −λC ·a − e −λC ·b ) where λ C = λ · µ(C).
Sinces ∼ CSL \Xr , it must be the case such thatr λ − → ν with µ(C) = ν(C) i.e. µ R ν, thus R is a strong bisimulation. According to [3] ,s ∼ CSLr .
We now generalize the result to CTMDP. If s ∼ CSL \X r, thens ∼ CSL \Xr . Since in a uniformized CTMDP, every execution of C guided by a given scheduler can be seen as a CTMC, thuss ∼ CSLr based on the above result.
A.3 Proof of Theorem 3
Proof. In the following the parameter E will be omitted in the transition, i.e. we simply write s − → µ for s E − → µ. First we show that ≈ ⊆ ∼ CSL \X . Let C be a CTMDP and assume s ≈ r. By the definition of weak bisimulation, we have s ≈ r inC. By Thm 1, s ∼ CSL r inC. Applying the third claus of Lemma 1, it holds that s ∼ CSL \X r in C. Now we prove that ∼ CSL \X implies ≈ whenever C is not 2-step recurrent. By definition, it is the same to prove that ∼ CSL implies ∼ in a uniformized CTMDP. In the following we assume that the given CTMDP is uniformized and assume that the rate is equal to 1 for simplicity without losing generality. Let R = {(s, r) | s ∼ CSL r} which is obviously an equivalence relation, we are going to show that R is a strong bisimulation. By contradiction we assume that R is not a strong bisimulation, then there exists (s, r) ∈ R such that either i) L(s) = L(r), or ii) there exists a s − → µ such that there does not exist r − → P ν with µ R ν. In both cases, if we can find a formula ϕ such that s |= ϕ but r |= ϕ or the other way around, then we can obtain a contradiction. Case i) is easy and we only focus on ii) here. Suppose there exists a transition s − → µ, since C is not 2-step recurrent, there are three different cases to consider.
1. s ⊥ i.e. s is an absorbing state. This case is trivial since all the derivations of s will stay in the same equivalence class [s] R . 2. Suc(s) ≤ 2 i.e. there exists at most two equivalence 5 classes C 1 , C 2 ∈ S/R such that µ(C 1 ∪ C 2 ) = 1, in the other words, µ(C 1 ) = 1 − µ(C 2 ). The reason to consider this special case is that for each µ, if there exists µ 1 and
thus (w 1 · µ 1 + w 2 · µ 2 ) = µ as we expect. This cannot be generalized to the case where Suc(s) > 2. Let ϕ C be the master formula of an equivalence class C ∈ S/R such that Sat (ϕ C ) = C. Since s ∼ CSL r, and
, that is, Suc(r) ⊆ C 1 ∪ C 2 which means r can only move to states in C 1 ∪ C 2 too. Secondly, we prove that there exists r − → ν 1 and r − → ν 2 such that ν 1 (C 1 ) ≤ µ(C 1 ) ≤ ν 2 (C 1 ). Assume there does not exists r − → ν 2 such that ν 2 (C 1 ) ≥ µ(C 1 ), in the other words, for all r − → ν we have ν(C 1 ) < µ(C 1 ), so there exists q such that r |= P ≤q (X [0,∞) ϕ C1 ), but
) which contradicts with the assumption that s ∼ CSL r. Similarly, we can show that there exists r − → ν 1 such that ν 1 (C 1 ) ≤ µ(C 1 ). Based on the discussion above, we can guarantee that there always exists w 1 and w 2 such that w 1 + w 2 = 1 and (w 1 · ν 1 + w 2 · ν 2 ) R µ. 3. We consider the -most involved -remaining case: Suc(s) > 2 and for all s ′ ∈ Supp(µ), there exists t and s ′ − → µ ′ such that µ ′ (t) > 0 where t is in a different equivalence class from which s and the states in Supp(µ) belong to. We prove by contraction. Assume that there does not exists r − → P ν such that µ R ν. Note every combined transition of r can be seen as a combined transition of two other combined transitions of r. We fix two arbitrarily fixed (combined) transitions of r: r − → P ν 1 and r − → P ν 2 , thus
Let Supp(µ) = {s 1 , s 2 , . . . , s n }. For simplicity we assume that s 1 , . . . , s n belong to different equivalence classes. For 1 ≤ i ≤ n, define:
6 The formula for this case is given by:
where s ′ k is the successor of s k not equivalent to s and the states in Supp(µ), and the names of states are used as the abbreviations of the state formulas characterizing the equivalence classes where they are located. Suppose there exists s k − → µ k with µ k (s ′ k ) = ρ, and define:
then -the probability of s satisfying ϕ by choosing transitions s − → µ and s k − → µ k is equal to p(s, µ) := a j · ρ 2 + a k · ρ 1 , and -the probability of r satisfying ϕ by choosing the combined transition of r − → ν 1 and r − → ν 1 and
. Now it is sufficient to prove that we can find 0 ≤ a ≤ b such that p(s, µ) > p(r, ν 1 ) and p(s, µ) > p(r, ν 2 ). We claim 7 that it is the case once we can guarantee
), which can be seen as follows: -Let b = ∞, then ρ1 ρ2 = ρ · (a + 1) and it is easy to see that there exists a, b such that
) and
, note here that 1−e −b is arbitrary close to 0 as b increases. As a result ρ1 ρ2 ∈ (0, ρ).
-it is not possible for
Thus there always exists 0 ≤ a ≤ b such that s will satisfy ϕ with higher probability than r for some a, b, therefore s ≁ CSL r, and we have a contradiction. All the other cases are similar and omitted here.
A.4 Proof of Theorem 4
Proof
The proof of Clause 2 is straightforward based on Clause 1.
A.5 Proof of Lemma 2
Proof. Straightforward from Definition 7 and the fact the
B Proofs of Section 5
B.1 Proof of Lemma 3
Proof. The reflexivity and symmetry are easy to show, we only prove the transitivity here. Suppose that s ∼ i t and t ∼ i r, we should prove that s ∼ i r. By Definition 8 there exists two strong i-depth bisimulation R 1 and R 2 such that s R 1 t and t R 2 r.
it is enough to show that R is a strong i-depth bisimulation. Note R 1 ∪R 2 ⊆ R, since for each s 1 R 1 s 2 we also have s 2 R 2 s 2 due to reflexivity, thus s 1 R s 2 , similarly we can show that R 2 ⊆ R. Therefore for any R downward closed sets C and C ′ , they are also R 1 and R 2 downward closed. As a result for each I and π, there exists π
′ , i, I, t). This completes the proof.
B.2 Proof of Theorem 5
Proof. Let Sat(ϕ) = {s ∈ S | s |= ϕ} denote the set of states satisfying ϕ, and Sat (ψ) = {ω ∈ Paths ∞ | ω |= ψ} denote the set of paths satisfying ψ. We prove that ∼ CSL
r}, it is enough to show that R is a strong i-depth bisimulation. It is a standard technique to construct a state formula ϕ C such that Sat (ϕ C ) = C where C is R downward closed. Suppose that there exists π, C, C ′ and I such that there does not exist a scheduler π ′ with Prob , we need to show that for all states s and r, s |= ϕ implies r |= ϕ and vice versa whenever s ∼ i r, where ϕ is any state formula of CSL − i . We only consider formula P ≤q (ψ) here since all the others are trivial. Suppose ψ = X I ϕ where I = [a, b]. We show that the next operator can be encoded by bounded until. First consider the case when
, so we can use the above result to encode Pr π,s (X I ¬ϕ) as well.
As a result we only need to consider the case when
Again we prove by contradiction, assume that r |= P ≥q ψ, then there exists π ′ such that Prob π ′ ,r (Sat (ϕ 1 ), Sat (ϕ 2 ), i, I, r) < q, since s ∼ i r, then there should exist π such that Prob π,s (Sat (ϕ 1 ), Sat (ϕ 2 ), i, I, s) ≤ Prob π ′ ,r (Sat (ϕ 1 ), Sat(ϕ 2 ), i, I, r) < q, this contradicts with the fact that s |= P ≥q ψ, so r |= P ≥q ψ, this completes our proof.
The proof of Clause 2 is trivial since there are at most n equivalence classes where n is the number of states in a CTMDP, thus ∼ n = ∼ CSL − = ∼ CSL .
For the counterexample of the last clause please refer to Example 8.
B.3 Proof of Lemma 4
Proof. By Theorem 3 ≈ = ∼ CSL \X in a CTMDP without 2-step recurrent states, and moreover by Theorem 5
. Let CSL − 0 denote the sub-logic of CSL without (bounded and unbounded) until operator. We are going to show that CSL
is trivial. We show that
. The only case we need to consider is ϕ = P ≤q (ϕ 1 U I 1 ϕ 2 ). We prove by structural induction on ϕ. Suppose that s |= ϕ and s |= ϕ 1 ∧ ¬ϕ 2 , if we choose transition s λ − → µ, then the probability of the paths of s satisfying ϕ 1 U I 1 ϕ 2 is equal to µ(Sat (ϕ 2 )) · (e −λa − e −λb ) where I = [a, b], note the probability of the paths of s satisfying X I ϕ 2 is also equal to µ(Sat (ϕ 2 )) · (e −λa − e −λb ), in the other words, if s |= ϕ 1 ∧ ¬ϕ 2 , then s |= ϕ iff s |= P ≤q (X I ϕ 2 ). Since s ∼ CSL − 0 r, then r |= P ≤q (X I ϕ 2 ), by induction r |= ϕ 1 ∧ ¬ϕ 2 , thus r |= ϕ. The other cases are similar and omitted here. Therefore ≈ ∩ ∼ 1 is both sound and complete for ∼ CSL \Un . Since ∼ 1 is not congruent, the first clause implies clause 2 directly.
B.4 Proof of Theorem 6
Proof. The proof of the first clause is based on Theorem 5. We first shows that s ≈ r implies that s ∼ CSL \X r i.e. ≈ ⊆ ∼ CSL \X . Since s ≈ r, thens ∼r, thus s ∼ CSL \Xr by Theorem 5. Since uniformization does not change the satisfaction of CSL \X , therefore s ∼ CSL \X r. To show that ∼ CSL \X ⊆ ≈, we prove that s ∼ CSL \X r implies that s ≈ r. It is easy to see that ∼ CSL \X = ∼ CSL in a uniformized CTMDP, thus s ∼ CSL \X r implies thats ∼ CSLr . By Theorem 5 s ∼r, therefore s ≈ r.
We prove that ≈ 1 is congruent. By Definition 9, s ≈ 1 r iffs ∼ 1r , so we only need to show that ∼ 1 is congruent in uniformized CTMDPs. It is enough to show that R = {(s || t, r || t) | s ∼ 1 r} is a strong 1-step bisimulation. Note that in a uniformized CTMDP s ∼ 1 r iff for each ∼ 1 -closed set and s − → µ, there exists r − → ν such that ν(C) ≤ µ(C) and vice versa. Suppose that s || t − → µ, by Definition 4, there exists s − → µ s and t − → µ t such that
, the following proof is straightforward.
C Proofs of Section 6
C.1 Proof of Theorem 7
Proof. In order to show that ≺ CSL s ⊆ ≺ when C is not 2-step recurrent, it is sufficient to show that R = {(s, r) | s ≺ CSL s r} is a strong simulation. Suppose that s R r and s − → P µ, we need to show that there exists r − → P ν such that µ ⊑ R ν. Similar with the proof of Theorem 3, if there does not exist r − → P ν such that µ ⊑ R ν, then a path formula ψ and π can be found such that Pr r,π ′ (ψ) > Pr s,π (ψ) for all π ′ . Therefore there exists q such that r |= P ≥q ψ but s |= P ≥q ψ, which contradicts our assumption that s ≺ CSL s r. Now suppose that s ≺ r, we are going to show that s ≺ CSLs r, that is, r |= ϕ implies s |= ϕ for any ϕ of CSL s by structural induction on ϕ. First we show for each π of s, two ≺ downward closed sets C, C ′ , and I = [a, b], there exists π ′ of r such that Prob π ′ ,r (C, C ′ , I, r) ≤ Prob π,s (C, C ′ , I, s). Since C and C ′ are ≺ downward closed, there exists ϕ C and ϕ C ′ such that Sat (ϕ C ) = C and Sat (ϕ C ′ ) = C ′ . There are several cases we need to consider.
By induction if s |= ϕ C and s |= ϕ C ′ , then r |= ϕ C ′ and either r |= ϕ C or r |= ϕ C , the case when r |= ϕ C is trivial, since Prob π ′ ,r (C, C ′ , I, r) = 0 for all π ′ . Suppose that r |= ϕ C and r |= ϕ C , since s ≺ r, there exists r − → P ν such that µ ⊑ ≺ ν, in other words, ν(C) ≤ µ(C) for each ≺ downward closed set C, hence there exists π ′ such that
by induction. By definition there exists {ν i } 1≤i≤n and {p i } 1≤i≤n such that 1≤i≤n p i = 1 and 1≤i≤n p i · ν i = ν. Let π ′ choose transition (λ, ν i ) with probability p i at state r, then it is not hard to see that
Then
and there exists s − → P µ such that
By induction there are four cases: either r |= ϕ C and r |= ϕ C ′ , r |= ϕ C and r |= ϕ C ′ , r |= ϕ C and r |= ϕ C ′ , or r |= ϕ C and r |= ϕ C ′ . The first case is similar with Clause 1, and is omitted here. If r |= ϕ C and r |= ϕ C ′ , then Prob π,s (C, C ′ , I, s) = Prob π ′ ,r (C, C ′ , I, r) = 1 if a = 0, otherwise Prob π ′ ,r (C, C ′ , I, r) = 0, thus such π ′ always exists. When r |= ϕ C and r |= ϕ C ′ , there exists r − → P ν such that
Let π ′ be a scheduler which chooses transition (λ, ν i ) with probability p i , then Prob π ′ ,r (C, C ′ , I, r) ≤ Prob π,s (C, C ′ , I, s). The last case is trivial since Prob π,r (C, C ′ , I, r) = 0 for all π. 3. The other cases are trivial.
In all cases we have proved that for each π, C, C ′ , and I, there always exists
which means there exists π such that
then there does not exist π ′ such that
which contradicts the assumption that s ≺ r, hence s |= P ≥q (ϕ 1 U I ϕ 2 ). Since uniformization does not change the satisfaction of CSL \X , thus the proof of Clause 3) and 4) is straightforward according to Definition 11.
C.2 Proof of Theorem 8
Proof. 1. Let R = {(s || t, r || t) | s ≺ r}, it is enough to show that R is a strong simulation. Suppose that (s || t) R (r || t), and s || t 
which completes the proof. 2. Suppose that s r, then according to Definition 11,s ≺r. Due to Theorem 2, we haves ||t ≺r ||t. As a result s || t ≺ r || t, therefore s || t r || t. 3. The proof is ≺ = is directly from Definition 11. Since uniformization preserves CSL s\X , thus CSL s = CSL s\X in a uniformized CTMDP. 6. The counterexample adopted in the proof of Clause 3) in Theorem 8 also applies here, thus the proof is similar and omitted.
C.3 Proof of Theorem 9
Proof. We first show that ≺ i is a preorder. The reflexivity is trivial and we only show the proof of transitivity. Suppose that s ≺ i t and t ≺ i r, we need to prove that s ≺ i r. By Definition 12 there exists two strong i-depth simulation such that s R 1 t and t R 2 r. Let R = R 1 •R 2 = {(s 1 , s 3 ) | ∃s 2 .(s 1 ≺ i s 2 ∧s 2 ≺ i s 3 )}, it is enough to show that R is a strong i-depth simulation. Similar with the proof of Lemma 3 it can be shown that R 1 ∪ R 2 ⊆ R, thus for each R downward closed set C, it is also R 1 and R 2 downward closed. The following proof is straightforward, and is omitted here. To prove that ∼ CSL − si ⊆ ≺ i , it is enough to show that R = {(s, r) | s ∼ CSL − si r} is a strong i-depth simulation. By definition given a R downward closed set C, there exists ϕ C such that Sat (ϕ C ) = C. Suppose that s R r and for two R downward closed sets C, C ′ and I ⊆ [0, ∞), there exists π such that Prob π ′ ,r (C, C ′ , i, I, r) > Prob π,s (C, C ′ , i, I, s) for any π ′ . Since Pr π,s (ψ) = Prob π,s (C, C ′ , i, I, s) where ψ = ϕ C U I i ϕ C ′ , thus there exists q such that r |= P ≥q ψ but s |= P ≥q ψ which contradicts with the assumption that s ∼ CSL − si r, so there must exist π ′ such that Prob π ′ ,r (C, C ′ , i, I, r) ≤ Prob π,s (C, C ′ , i, I, s). To show that ≺ i ⊆ ∼ CSL − si
, we need to prove that if s ≺ i r, then r |= ϕ implies s |= ϕ for any ϕ of CSL − si . We only consider the case when ϕ = P ≥q (ϕ 1 U I i ϕ 2 ) since all the other operators are either similar or trivial. Suppose that r |= ϕ, in the other words, Pr π,s (ϕ) ≥ q for any scheduler π. Let C = {s ∈ S | s |= ϕ 1 } and C ′ = {s ∈ S | s |= ϕ 2 }, it is obvious that C and C ′ are ≺ i downward closed by induction. Then Prob π,r (C, C ′ , i, I, r) ≥ q for any scheduler π. Assume that s |= ϕ, that is, there exists π ′ such that Prob π ′ ,s (C, C ′ , i, I, s) < q. By definition of ≺ i , there should exist π such that Prob π,r (C, C ′ , i, I, r) ≤ Prob π ′ ,s (C, C ′ , i, I, s) < q which contradicts with the fact that r |= ϕ, thus s |= ϕ.
Since in a finite system we only have finite equivalence classes, thus the same argument applied in Theorem 5 also works here.
Similar as the proof of Clause 3 of Theorem 5, Example 8 can be used as a counterexample here too, thus ≺ i with i ≥ 1 is not congruent in general. Now we prove that there exists n such that n = ≺ CSL \X . We first shows that s n r implies that s ≺ CSL \X r i.e. n ⊆ ≺ CSL \X . Since s n r, thens ≺ nr , thuss ≺ CSL \Xr as shown before. Since uniformization does not change the satisfaction of CSL \X , therefore s ≺ CSL \X r. To show that ≺ CSL \X ⊆ n , we prove that s ≺ CSL \X r implies that s n r. It is easy to see that ≺ CSL \X = ≺ CSL in a uniformized CTMDP, thus s ≺ CSL \X r implies thats ≺ CSLr . Therefores ∼r i.e. s r. We prove that 1 is congruent. By Definition 12, s 1 r iffs ≺ 1r , so we only need to show that ≺ 1 is congruent in uniformized CTMDPs. It is enough to show that R = {(s || t, r || t) | s ≺ 1 r} is a strong 1-step simulation. Note that in a uniformized CTMDP, we can change the definition of strong 1-step simulation as follows: s R r implies that for any R download closed set C and s − → µ such that µ(C) > 0, there exists r − → ν such that ν(C) ≤ µ(C). Suppose that for a R download closed set C, and s || t − → µ with µ(C) > 0, there exists s − → µ 1 and t − → µ 2 such that 
