Compressed sensing is a new data acquisition paradigm enabling universal, simple, and reduced-cost acquisition, by exploiting a sparse signal model. Most notably, recovery of the signal by computationally efficient algorithms is guaranteed for certain randomized acquisition systems. However, there is a discrepancy between the theoretical guarantees and practical applications. In applications, including Fourier imaging in various modalities, the measurements are acquired by inner products with vectors selected randomly (sampled) from a frame. Currently available guarantees are derived using the so-called restricted isometry property (RIP), which has only been shown to hold under ideal assumptions. For example, the sampling from the frame needs to be independent and identically distributed with the uniform distribution, and the frame must be tight. In practice though, one or more of the ideal assumptions are typically violated and none of the RIP-based guarantees applies. Motivated by this discrepancy, we propose two related changes in the existing framework: 1) a generalized RIP called the restricted biorthogonality property (RBOP); and 2) correspondingly modified versions of existing greedy pursuit algorithms, which we call oblique pursuits. Oblique pursuits are guaranteed using the RBOP without requiring ideal assumptions; hence, the guarantees apply to practical acquisition schemes. Numerical results show that oblique pursuits also perform competitively with, or sometimes better than their conventional counterparts.
I. INTRODUCTION
A. Compressed Sensing in the Anisotropic Case C OMPRESSED sensing is a new paradigm of data acquisition that exploits a sparse signal model to enable recovery from universal linear measurements of minimum redundancy [1] - [3] . Notably, recovery guarantees by practical algorithms have been shown for certain random acquisition schemes. In most real-world applications of compressed sensing, the sensing matrices, representing the random acquisition systems, have special structures. Existing performance guarantees for these systems are derived, whether explicitly or implicitly, in terms of the so-called restricted isometry property (RIP) [4] . 1 In turn, one of the key assumptions in showing the RIP of the sensing matrix is an "isotropy property." However, in the setting of practical applications, isotropy is often violated. This is referred to as the anisotropic case. Guarantees for existing -norm-based methods in this case have been studied [6] , [7] . However, in the anisotropic case, the conventional -norm-based methods do not perform as well as in the isotropic case. In this paper, we overcome this impasse in the anisotropic case by introducing new recovery algorithms that both perform well, and provide performance guarantees. We present a unified way to modify (existing) greedy-type recovery algorithms into new algorithms called oblique pursuits. Compared to the corresponding original algorithms, oblique pursuits inherit the advantage of low computational cost, and in the anisotropic case perform at least as well as, and often significantly better. Importantly, we present recovery guarantees for oblique pursuits in the anisotropic case, via a generalized RIP called restricted biorthogonality property (RBOP), so that these guarantees apply to practical applications of compressed sensing.
B. Acquisition Model: Random Frame Matrices
We focus on a specific acquisition scheme that takes random samples in a certain transform domain. To describe the acquisition scheme more precisely, recall the definition of a frame [8] .
Definition 1.1: Let denote the uniform probability measure on a compact set . Let be a set of vectors in . Let be the synthesis operator associated with , defined as (1.1) with its adjoint , which is the corresponding analysis (or transform) operator given by (1.2) Then, is a frame, if the frame operator satisfies for some positive real numbers and . In particular, if the frame operator is a scaled identity, then is a tight frame. Let be random sampling indices in independently and identically distributed (i.i.d.) with respect to a probability measure on . Then, the measurement vector of the unknown signal has components (1.3) 1 There exist nonuniform guarantees for the recovery of an arbitrary single instance of the signal. For example, Candes and Plan [5] presented a "RIPless" guarantee for -norm-based methods, where "local isometry" and "weak RIP" were used instead of RIP. These properties are essentially weaker versions of RIP, which apply to smaller subsets of all sparse vectors. However, both properties share the same limitation of RIP studied in this paper.
where denotes additive noise. The acquisition scheme in (1.3) is written in matrix form as (1.4) with the sensing matrix constructed from a frame by (1.5) where denote the complex conjugate of and denote the set . We call this type of matrix a random frame matrix.
Random frame matrices arise in numerous applications of compressed sensing. Example 1.2: Let correspond to a Fourier transform (e.g., the discrete Fourier transform (DFT) or the discrete time Fourier transform). The corresponding random frame matrix in (1.5) is a random partial Fourier matrix. In particular, if is the DFT, then denotes the probability that a specific will be chosen. Sensing matrices of this kind arise in numerous practical applications of compressed sensing. We list a few such examples below. One author of this paper proposed sub-Nyquist sampling of multiband signals [9] , [10] , 2 the main idea of which was further studied under the name of compressed sensing of analog signals [12] - [16] . He also proposed the compressive acquisition of signals in Fourier imaging systems [1] , [17] , [18] , which is one of the works that invented the notion of compressed sensing. This idea has been applied with refinements to various modalities such as magnetic resonance imaging (MRI) [19] , [20] , photoacoustic tomography [21] , radar [22] , radar imaging [23] , [24] , and astronomical imaging [25] .
Example 1.3: The idea of compressed sensing and recovery using sparsity also applies to other inverse problems in imaging described by nonorthogonal operators (e.g., a Fredholm integral equations of the first kind [26] ). Compressed sensing in diffuse optical tomography [27] is one such example. Another is compressive sensing computed tomography, where the sensing matrix is obtained from the Radon transform .
C. RIP-Based Guarantees for Structured Random Matrices
Compressed sensing aims to reconstruct the unknown signal from compressive measurements , using the prior information that is (approximately) -sparse over a dictionary (cf., [2] and [28] ). Let be the coefficient vector of over such that with being -sparse. 3 Then, the composition can be viewed as a sensing matrix for that produces the measurement vector . Once an estimate of is computed, provides an estimate of the unknown signal . Hence, we may focus on the recovery of sparse .
The number of measurements that guarantees a stable recovery of the unknown -sparse is quantified through the RIP of . 2 See [11] for a survey of this early work. 3 When is assumed arbitrary, the model error term can be absorbed into . Alternatively, can be assumed approximately sparse. We consider the former case in this paper. Definition 1.4: The -restricted isometry constant of is defined as the smallest that satisfies (1.6) Matrix satisfies the RIP of order if for some constant . Although, in general, the recovery of -sparse from compressive measurements is NP hard even in the noiseless case, the recovery can be accomplished efficiently (in polynomial time) and with guaranteed accuracy, when satisfies the RIP with certain parameters (order and threshold). For example, if , then basis pursuit [29] provides a good approximation of the unknown -sparse [30] : the approximation error is guaranteed to be small, vanishing in the noiseless case. A computationally efficient alternative is provided by iterative greedy algorithms [31] - [34] , which exploit the RIP of to compute an approximation of . These iterative greedy algorithms provide similar approximation guarantees under , where the constants and are given by the specific algorithm. Remark 1.5: Although sharper sufficient conditions for the guarantees of -norm-based methods are available via other properties of (cf., [35] and the references therein), the study of these conditions has been limited to a sub-Gaussian matrix . For example, in statistical learning, the restricted eigenvalue (RE) [36] and the restricted strong convexity (RSC) [37] were proposed as properties less restrictive than the RIP and were used to provide guarantees for Lasso [38] and the Dantzig selector [39] . In fact, in statistical learning, is a design matrix consisting of observations; hence, it is well modeled as a sub-Gaussian ensemble. In contrast, in compressed sensing, most practical signal acquisition systems are described by linear functionals (rows of ), determined by the physics of the specific modality and by design constraints of the sensor. The only demonstration of RE or RSC for such sensing matrices has relied on the RIP. 4 The question of feasibility of compressed sensing reduces then to determining whether, and with how many measurements, satisfies the RIP. We briefly survey the known results for random frame matrices and provide a new result that overcomes some limitations of those known results. The RIP of a partial Fourier matrix has been studied using noncommutative probability theory [40] , [41] . The extension of this analysis to the RIP of a random frame matrix [42] enables handling this more general class of sensing matrices. However, this extension is limited in two important respects. First, all known RIP analyses of [5] , [40] - [42] focused on the case where corresponds to an orthonormal basis, i.e., . In this case, is a frame matrix constructed from another frame in . One key assumption is that is uniformly bounded in the norm for all , i.e., for some constant . An equivalent statement is that and the dictionary are mutually incoherent, i.e., (1.7) Second, these RIP analyses of also assumed either the exact isotropy property, [40] - [42] , or the so-called near isotropy property, [5] . In fact though, these RIP analyses can be further extended to the following result (proved in Section III), which addresses the case of , where is a random frame matrix and is not necessarily an orthonormal basis, and furthermore, allows a nonvanishing deviation from isotropy. Theorem 1.6: Let be a random matrix constructed from a frame by (1.5 , when the conditions given in Theorem 1.6 are satisfied. However, as we discuss in the next section, even these more relaxed conditions are often violated in practical applications of compressed sensing.
D. Motivation: Anisotropic Cases in Practical Applications
The measurements acquired via a random sensing matrix are called isotropic random measurements if , and anisotropic otherwise. It turns out that the random measurements are anisotropic in many popular applications of compressed sensing, in particular, in its applications (cf., Examples 1.2 and 1.3) to various imaging modalities. In these applications, the deviation from the isotropy, measured by , is often not negligible. Example 1.7: In Example 1.2, corresponds to Fourier transforms, which are unitary; hence, is a tight frame. In this case, if the probability measure in (1.5) is the uniform measure, then . However, in practice, a nonuniform probability measure is often preferred for natural signals: for example, to take more measurements of lower frequency components, which contain more of the signal energy [20] . As a consequence, depending on how different is from the uniform probability measure, is nonnegligible. Example 1.8: As shown in Example 1.3, in certain applications, the sensing matrix is constructed from a nontight frame . In this case, even when is the uniform probability measure, depending on the condition number of the matrix , is nonnegligible. As in the above examples, when is not negligible, the upper bound on given by Theorem 1.6 becomes too conservative to be used for RIP-based recovery guarantees; hence, no known RIP analysis applies to compressed sensing in imaging applications.
Another example for the failure of the upper bound on in Theorem 1.6 has to do with the dictionary . Indeed, to achieve with , it is necessary that both and are less than a certain threshold . If corresponds to an orthonormal basis, then , which implies . Otherwise, verification of is usually computationally infeasible. In particular, while a data-adaptive provides a better sparse representation for a certain class of signals than an analytic dictionary , it is difficult to verify that such satisfies . In this all too common situation, all known RIP analyses break down: they only provide a conservative upper bound on , which does not enable the RIP-based recovery-guarantees. Even the RIPless guarantees of -norm-based methods fail similarly. Recently, to overcome this limitation, Rudelson and Zhou [6] derived a guarantee for Lasso in the anisotropic case, given by the RE property of a random frame matrix. More recently, Kueng and Gross [7] derived a RIPless guarantee for basis pursuit in the anisotropic case, but only in the noise-free scenario. They modified the local isometry property so that their analysis does not require the isotropy property of . However, these works only considered the case where ; hence, the effect of "nonideal" dictionary has not been considered. More importantly, in the anisotropic case, although the conventional -norm-based methods do not perform as well as in the isotropic case, no adequate modification to these methods has been proposed. Furthermore, while greedy recovery algorithms are computationally efficient alternative solutions, their empirical or theoretical performance in the anisotropic case has not been studied.
E. Contributions
To address the aforementioned issues, we propose a new solution that provides a unified way to modify existing greedy recovery algorithms to handle the anisotropic case.
Recall that unlike the -norm-based recovery methods, greedy recovery algorithms were designed to explicitly exploit the RIP of . For example, in the derivation of the compressive sampling matching pursuit (CoSaMP) algorithm [31] , the procedure of applying to for sparse was called the computation of a "proxy" signal, which reveals the information about the locations of nonzero elements of . The same idea was also used for deriving other iterative greedy algorithms [32] - [34] . Indeed, if satisfies the RIP, then for sparse ; hence, the use of the (transpose of) the same matrix to compute a proxy is a promising approach. Otherwise, one can employ a different matrix to get a better proxy . The required property is that for sparse . To improve the recovery algorithms along these lines, we first extend the RIP to a property of a pair of matrices called the RBOP. Definition 1.9: The -restricted biorthogonality constant of is defined as the smallest that satisfies
The pair satisfies the RBOP of order if for some constant . 5 Intuitively, smaller implies that is closer to for all -sparse . In other words, any columns of and corresponding to the same indices behave like a biorthogonal basis. If , then reduces to ; hence, the RBOP of reduces to the RIP of .
We then propose a construction of so that holds. More specifically, we design and so that and . Then, for the composition , the RBOP of holds under a milder condition than the RIP of . We assume that is invertible, which is a much weaker requirement than . Then, the matrix , given by (1.9) satisfies . For a random frame matrix in the form of (1.5), such admits a more explicit representation. To show this, we recall the definition of the biorthogonal frame. Definition 1.10 (Biorthogonal Frame): Let and be sets of vectors in . Let be the analysis operator associated with defined in (1.2). Let be the synthesis operator associated with defined similarly to (1.1). Then, is a biorthogonal frame if . Let be a random frame matrix constructed from a frame and random indices by (1.5) . Let be a biorthogonal frame. Then, the corresponding in (1.9) can be equivalently rewritten as (1.10) In other words, is the random fame matrix constructed from a scaled version of , using the same sampling indices as used for constructing from , and scale factors equal to the inverse of the density at . Regarding the construction of , we consider the following two cases: 1) corresponds to a basis in ( and ); 2) satisfies the RIP with certain parameter. Case 2 admits an overcomplete . We let in case 1 and in case 2. We discuss the RBOP of in this construction after describing the new recovery algorithms.
Given a pair , we modify the greedy recovery algorithms so that they employ both and and, in particular, exploit the RBOP of to provide an approximation guarantee. The modification is very simple. Note that existing greedy recovery algorithms include common key procedures that apply : 1) computing a proxy signal by applying . (In fact, the proxy procedure itself is also a stand-alone algorithm called "thresholding."); 2) orthogonal projection onto a subspace spanned by a few columns of . This is used by OMP and some iterative greedy algorithms. This procedure also involves the use of (a submatrix of) in the construction of the projection operator. We only need to replace by in these procedures. In particular, replacing by in the orthogonal projection results in an oblique projection. We call the suite of the resulting greedy algorithms oblique pursuits and assign each algorithm a new name, with the modifier "oblique." For example, subspace pursuit (SP) is extended to oblique subspace pursuit (ObSP). CoSaMP, iterative hard thresholding (IHT), and hard thresholding pursuit (HTP) are likewise extended to oblique CoSaMP (ObCoSaMP), oblique IHT (ObIHT), oblique HTP (ObHTP), respectively. Orthogonal matching pursuit (OMP) is similarly modified to oblique matching pursuit (ObMP).
Oblique pursuits have several important advantages. First, oblique pursuits provide improved empirical performance in the anisotropic scenarios. In the numerical experiments in this paper, in scenarios where one or more of the ideal assumptions (i.i.d. sampling according to the uniform distribution, tight frame , or orthonormal basis ) are violated, the oblique pursuits perform better than or at least competitively with their conventional counterparts.
Second, oblique pursuits preserve the computational efficiency of the corresponding original algorithms. The computational cost of the greedy recovery algorithms is mostly due to applying and to certain vectors. In applications, is often well structured so that applying and is much cheaper than the usual dense matrix-vector multiplication. For example, in MRI, and can be efficiently implemented as a nonuniform FFT (NUFFT) [43] . In tomography, corresponds to up-sampling followed by backprojection, for which there also are fast algorithms [44] , [45] . This contributes to the low cost of the various greedy pursuit algorithms. However, in (1.10) involves , the pseudoinverse of , which in general does not preserve the structure of . Nonetheless, as we argue next, in certain scenarios that encompass imaging applications, the computational cost of applying is as low as that of applying . First, the cost of row-wise rescaling in (1.10) is negligible. Second, in various modalities, also admits efficient computation. For example, in MRI, ; hence, NUFFT is also applicable. A similar argument applies to tomography, where corresponds to the filtered back projection (FBP). Finally, regarding the dictionary, some popular also have computationally efficient implementations for . For example, wavelet transforms and their inverse have fast implementations. As another example, if applies to nonoverlapping patches (e.g., block DCT [20] ), then also applies to nonoverlapping patches and preserves the same block-diagonal structure. Therefore, in modifying the greedy pursuit algorithms to oblique pursuits, we preserve the advantage of low computational cost of the original algorithms.
Third, importantly, the oblique pursuits come with RBOPbased approximation guarantees. The RIP of guarantees that the key procedures in the original pursuit algorithms behave as desired so that the entire algorithms provide an approximation guarantee. Likewise, the RBOP of guarantees the behavior of the modified procedures in the oblique pursuits. Therefore, similarly to its conventional counterpart, each iterative oblique pursuit algorithm is guaranteed when , where and are constants specified by the algorithms.
Most notably, with the number of measurements , the RBOP of , given by (1.5) and (1.10), holds with high probability under milder assumptions than the RIP of , in particular without requiring the (near) isotropy property of . More specifically, depending on whether corresponds to a basis or satisfies the RIP and the corresponding construction of , the RIP analysis of in Theorem 1.6 is extended to the following two theorems. . Therefore, unlike the RIP of , which breaks down when the ideal assumptions, such as i.i.d. sampling according to the uniform distribution and tight frame, are violated, the RBOP of continues to hold even with such violations. As a consequence, the recovery by the iterative oblique pursuit algorithms is guaranteed with in realistic setups of the aforementioned CS applications.
In summary, this paper introduces a new tool for the design, analysis, and performance guarantees for sparse recovery algorithms, and illustrate its application to derive new guaranteed versions of several of the most popular recovery algorithms. Remark 1.13: Restricted only to the proxy procedure, Schnass and Vandergheynst [46] previously proposed a similar idea that replaces by another matrix . They provided guarantees for their modifications of the thresholding algorithm and of OMP, in terms of a version of the Babel function of [47] . Their guarantees are analogous to the guarantees [47] in terms of the Babel function for the corresponding original algorithms. They proposed two alternative constructions of : 1) the pseudoinverse of ; or 2) a heuristic to find a good that minimizes their modified Babel function of . Aside from the well-known conservativeness of guarantees based on the Babel function, it has not been rigorously shown how their new algorithms and guarantees are quantitatively or qualitatively better than the conventional counterpart. Furthermore, unlike our construction of , neither of their proposed operators preserves the structure of the operator ; hence, their modified greedy algorithms are not as computationally efficient as the original algorithms.
F. Organization of the Paper
In Section II, we describe the oblique pursuit algorithms in detail and derive their guarantees in terms of the RBOP. In Section III, we elaborate on the RBOP analysis of random frame matrices in various scenarios. The empirical performance of the oblique pursuit algorithms is studied in Section IV. After discussion of related works and possible extensions of the main idea in Section V, we conclude the paper in Section VI. Detailed technical proofs are deferred to the appendix, which also includes a number of results of independent interest (e.g., extension of some matrix inequalities to the asymmetric case).
G. Notation
Symbol is the set of natural numbers (excluding zero), and denotes the set for . Symbol denotes a scalar field, which is either the real field or the complex field . The vector space of -tuples over is denoted by for . Similarly, for , the vector space of matrices over is denoted by . We will use various notations on a matrix . The range space spanned by the columns of will be denoted by . The adjoint operator of will be denoted by . This notation is also used for the adjoint of a linear operator that is not necessarily a finite matrix. The th column of is denoted by and the submatrix of with columns indexed by is denoted by . The th row of is denoted by , and the submatrix of with rows indexed by is denoted by . Symbol will denote the th standard basis vector of , where is implicitly determined for compatibility. The th element of -tuple is denoted by . The th largest singular value of will be denoted by . For Hermitian symmetric , will denote the th largest eigenvalue of . The Frobenius norm and the spectral norm of are denoted by and , respectively. The inner product is denoted by . The embedding Hilbert space, where the inner product is defined, is not explicitly mentioned when it is obvious from the context. For a subspace of , matrices and denote the orthogonal projectors onto and onto its orthogonal complement , respectively. For , the coordinate projection is defined by else.
(1.11) Symbols and will denote the probability and the expectation with respect to a certain distribution. Unless otherwise mentioned, the distribution shall be obvious from the context.
II. OBLIQUE PURSUIT ALGORITHMS
In this section, we propose modified greedy pursuit algorithms that use both and , and show that they are guaranteed by the RBOP of similarly to the way that the corresponding conventional pursuit algorithms are guaranteed by the RIP of . The modified greedy pursuit algorithms will be called oblique pursuit algorithms, because they involve oblique projections instead of the orthogonal projections in the conventional algorithms.
Recall that greedy pursuit algorithms seek an approximation of the signal that is exactly sparse over dictionary . Let be an -sparse vector such that
We assume that the approximation error is small compared to . The measurement vector is then given by where the distortion term includes both the approximation error in modeling as an -sparse signal over , and additive noise ,
Let
be an estimate of given by a greedy pursuit algorithm with exactly -sparse. Then, Since the first term corresponds to a fundamental limit for any greedy algorithm, we will focus in the remainder of this section on bounding . Recall the definition of the hard thresholding operator that makes a given vector exactly -sparse by zeroing the elements except the -largest. Formally, is defined by Remark 2.1: All algorithms in this section extend straightforwardly to versions that exploit the structure of the support, a.k.a. recovery algorithms for model-based compressed sensing [48] . The only task required in this modification is to replace the hard thresholding operator by a projection onto -sparse vectors with supports satisfying certain structure (e.g., tree, or block). The extension to model-based CS explicitly depends on the support and is only available for the greedy algorithms. To focus on the main contribution of this paper, we will not pursue the details in this direction here.
A. Oblique Thresholding
We start with a modification of the simple thresholding algorithm. The thresholding algorithm computes an estimate of the support as the indices of the largest entries of , which is the support of . Let us consider a special case, where has full column rank and is noise free. While exact support recovery by naive thresholding of is not guaranteed, thresholding of with the biorthogonal dual is guaranteed to provide exact support recovery. This example suggests that thresholding can be improved by using another properly designed matrix . However, in compressed sensing, with fewer measurements than unknowns, cannot have full column rank. In this setting, the canonical dual is not necessarily a good choice. Schnass and Vandergheynst [46] proposed a version of the thresholding algorithm that uses another matrix different from . We call this algorithm oblique thresholding (ObThres), as an example of the oblique pursuit algorithms that will appear in the sequel.
Algorithm 1 Oblique Thresholding

;
Schnass and Vandergheynst [46, Th. 3] showed a sufficient condition for exact support recovery by ObThres in the noiseless case given by
where the cross Babel function is defined by
Since is easily computed for given and , Schnass and Vandergheynst [46] proposed a numerical algorithm that designs to minimize . However, their algorithm is just a heuristic and there is no guarantee for the quality of the resulting . Moreover, their design criterion for is based on the sufficient condition in (2.1), which is conservative (cf., [46, Fig. 1] ). In particular, unlike the RBOP, there is no known analysis of the (cross) Babel function of random frame matrices.
Instead, we derive an alternative sufficient condition for exact support recovery by ObThres, in terms of the RBOP of . Then, ObThres will identify exactly. Compared to the numerical construction of by Schnass and Vandergheynst [46] , our construction of in (1.10) for a random frame matrix has two advantages: it is analytic; and it guarantees the RBOP of . Therefore, with this construction, the computation of for given and , which involves a combinatorial search, is not needed.
For the noiseless case , the sufficient condition in (2.2) reduces to (2.3) Even in this case though, the upper bound in (2.3) depends on the dynamic range of . Therefore, compared to the guarantees of the iterative greedy pursuit algorithms in Section II-C, the guarantee for ObThres is rather weak. In fact, the other algorithms in Section II-C outperform ObThres empirically too. However, ObThres will serve as a building block for the iterative greedy pursuit algorithms.
B. Oblique Matching Pursuit
Matching pursuit (MP) and OMP are forward greedy pursuit algorithms. Unlike thresholding, which selects the support ele-ments by a single step of hard thresholding, (O)MP increments an estimate of the support by adding one element per step chosen by a greedy criterion:
is the residual vector computed with the estimate of spanned by . Given the estimated support , OMP updates the estimate optimally in the sense that satisfies (2.5) Therefore, the criterion in for OMP reduces to (2.6) which clearly describes the idea of "orthogonal matching."
Schnass and Vandergheynst [46] proposed variations of MP and OMP that, using a different matrix , replace (2.4) by (2.7) and provided the following sufficient condition [46, Th. 4] for exact support recovery by OMP using (2.7) (2.8) Similar to ObThres, they proposed to use a numerically designed that minimizes (the same criterion as in their analysis of ObThres).
As discussed in Section II-A, while easily computable for given and , this sufficient condition is conservative and is not likely to be satisfied even when is numerically optimized. Thus, the resulting algorithm will have no guarantee. Another weakness of the sufficient condition in (2.8) is that it has been derived without considering the orthogonal matching in OMP, and thus ignores the advantage of OMP over MP. Indeed, the same condition provides a partial guarantee for MP that each step of MP will select an element of the support , which is not necessarily different from the previously selected ones.
In view of the weaknesses of the approach based on the Babel function, we turn instead to the RIP. Davenport and Wakin [49] provided a sufficient condition for exact support recovery by OMP in terms of the RIP, which has been refined in the setting of joint sparsity by Lee et al. [50, Proposition 7.11] . These analyses explicitly reflect the "orthogonal matching." In particular, one key property required for the RIP-based sufficient conditions is that the RIP is preserved under orthogonal projection with respect to a few columns of , i.e., for all satisfying ,
This condition is an improvement on [49, The RIP of together with (2.9) imply that the left-hand side of (2.10) is close to , with the perturbation bounded as a function the RIC of . Then, orthogonal matching will choose as This explains why orthogonal matching is a good strategy when satisfies the RIP. The OMP using (2.7) by Schnass and Vandergheynst [46] still employs the orthogonal matching. However, we are interested in the scenario where does not satisfy the RIP, but instead satisfies the RBOP with a certain . Unfortunately, unlike the RIP of , the RBOP of is no longer valid when the orthogonal projection is applied to both matrices. Instead, we
show that the RBOP of is preserved under an oblique projection, which is analogous to the RIP result in (2.9). To this end, recall the definition of an oblique projection.
Definition 2.3 (Oblique projection):
Let be two subspaces such that . The oblique projection onto along , denoted by , is defined as a linear map that satisfies 1) 2) By the definition of the oblique projection, it follows that For future reference, note that given matrices and whose columns form bases for and , respectively, we have . When , the oblique projection reduces to the orthogonal projection onto . Lemma 2.5 suggests that if does not satisfy the RIP but and satisfy the RBOP, then it would be better to replace the orthogonal matching by the "oblique matching" given by (2.11) where
is an oblique projector defined as
To affect the appropriate modification in OMP, recall that orthogonal matching in (2.6) corresponds to matching each column of with the residual computed with a solution to the least squares problem in (2.5) . Similarly, oblique matching is obtained by replacing the least squares problem in (2.5) by the following weighted least squares problem:
We call the resulting forward greedy pursuit algorithm with the oblique matching ObMP. ObMP is summarized in Algorithm 2. In particular, when , ObMP reduces to the conventional OMP. Like OMP, ObMP does not select the same support element more than once. This is guaranteed since the selected columns are within the null space of the oblique projection associated with the oblique matching. To satisfy the condition in (2.15), it is required that for some that depends on . As will be shown in Section III, this RIP condition is often not satisfied in a typical scenario of practical applications. In contrast, is still satisfied with a properly designed in the same scenario. Therefore, the guarantee for ObMP in Theorem 2.8 is less demanding than the corresponding guarantee for OMP.
We observe that the bound on the noise amplification in ObMP is larger by the factor than in OMP. This factor is an upper bound on the spectral norm of the oblique projection onto along . The analogous operator in OMP is an orthogonal projector and the spectral norm is trivially bounded from above by 1. However, when oblique matching is used instead of orthogonal matching, this is no longer valid. The spectral norm of the oblique projection is the reciprocal of the cosine of the angle between the two subspaces and . This result is consistent with the known analysis of oblique projections. 6 For the noiseless case , the sufficient condition in (2.13) reduces to (2.16) 6 In a general context, unrelated to CS, it has been shown [51] that oblique projectors are suboptimal in terms of minimizing the projection residual, which is however bounded within factor of the optimal error.
Compared to the sufficient condition for ObThres in (2.3), where depending on the dynamic range of , the upper bound on the RBOC can be arbitrary small, the right-hand side in (2.16) is no smaller than for any . Although ObMP is guaranteed under a milder RBOP condition than ObThres, the corresponding sufficient condition is still demanding compared to those of iterative greedy pursuit algorithms.
However, ObThres and ObMP are important, since they provide basic building blocks for the iterative greedy pursuit algorithms. The thresholding and OMP algorithms have been modified to ObThres and ObMP by replacing two basic blocks, " followed by hardthresholding," and "orthogonal matching," to " followed by hardthresholding," and "oblique matching," respectively. The modifications of these two basic blocks will similarly alter the other greedy pursuit algorithms and their RIPbased guarantees.
In the next section, we present the oblique versions of some iterative greedy pursuit algorithms (CoSaMP, SP, IHT, and HTP). However, the modification to the oblique version of both algorithm and guarantee is not restricted to these examples.
C. Iterative Oblique Greedy Pursuit Algorithms
CoSaMP [31] and SP [32] are more sophisticated greedy pursuit algorithms that iteratively update the -sparse estimate of . At a high level, both CoSaMP and SP update the estimate of the true support using the following procedure: 1) Augment the estimated set by adding more indices that might include the missing elements of the true support. 2) Refine the augmented set to a subset with elements. The two algorithms differ in the size of the augmentation. More importantly, SP completes each iteration by updating the residual using an orthogonal projection, which is similar to that of OMP. CoSaMP and SP provide RIP-based guarantees, which are comparable to those of -norm-based methods such as basis pursuit. Both algorithms use the basic building blocks of correlation maximization by hard thresholding and least squares problems. Therefore, following the same approach we used to modify thresholding and OMP to ObThres and ObMP, we modify CoSaMP and SP to their oblique versions called ObCoSaMP and ObSP, respectively. ObCoSaMP and ObSP are summarized in Algorithms 3 and 4, respectively. ; ; end IHT [33] and HTP [34] are two other greedy pursuit algorithms with RIP-based guarantees. HTP is a modified version of IHT, which updates the residual using orthogonal projection like SP. Since both IHT and HTP use the same basic building blocks used in the other greedy pursuit algorithms, they too admit the oblique versions. We name these modified versions ObIHT and ObHTP. ObIHT and ObHTP are summarized in Algorithms 5 and 6, respectively. Note that these iterative oblique greedy pursuit algorithms reduce to their conventional counterparts when . We briefly review the currently available RIP-based guarantees of the original algorithms. The guarantees of the iterative greedy pursuit algorithms were provided in their original papers [31] - [34] . In particular, Needell and Tropp, in their technical report on CoSaMP [52] , showed that CoSaMP (with exact arithmetic) converges within a finite number of iterations, which is at most for the worst case and can be as small as . We will show that the same analysis applies to SP, HTP, and their oblique versions.
The guarantees of the iterative greedy pursuit algorithms are provided by sufficient conditions given in a common form , where the condition becomes more demanding for larger and smaller . Recently, Foucart [53] refined the guarantees of CoSaMP and IHT by increasing the required . We will show that the guarantee for SP is similarly improved using similar techniques and replacing triangle inequalities by the Pythagorean theorem when applicable. 7 Next, we show that the RIP-based guarantees of the iterative greedy pursuit algorithms are replaced by similar guarantees of the corresponding oblique pursuit greedy algorithms, in terms of the RBOP. In fact, the modification of the guarantees is rather straightforward, as was the modification of the algorithms. We only provide the full derivation for the RBOP-based guarantee for ObSP. Replacing by in the result and the derivation will provide an RIP-based guarantee for SP. The guarantees for the other iterative oblique pursuit algorithms (ObCoSaMP, ObIHT, and ObHTP) are obtained by similarly modifying the corresponding results [34] , [53] . Therefore, we do not repeat the derivations but only state the results. Theorem 2.9: Let . Let be the sequence generated by algorithm . Then (2.17) where and are positive constants depending on , given as explicit functions of , , and . Moreover, , which only depends on , is less than 1, provided that the condition in Table I specified by is satisfied. Proof of Theorem 2.9: We only provide the proof for ObSP in Appendix D. The formulas for and are provided for all listed algorithms.
For , (2.17) implies that in the noiseless case the iteration converges linearly at rate to the true solution, whereas in the noisy case the error at convergence is . Unlike ObIHT, the other algorithms (ObCoSaMP, ObSP, and ObHTP) involve the step of updating the estimate by solving a least squares problem. This additional step provides the property in Lemma 2.10, which enables the finite convergence of the algorithms.
Lemma 2.10: Let . Let be the sequence generated by . Then, the approximation error is less than the norm of the 7 As an aside, inspired by the existing RIP analysis that holds with , Foucart [53] proposed to compare sufficient conditions by comparing the values of . Nevertheless, this comparison is heuristic and only relies on sufficient conditions for the worst case guarantee. Therefore, it is not necessarily true that an algorithm with smaller performs better. missed components of to within a constant factor plus the noise term, i.e., (2.18) where and are positive constants given as explicit functions (depending on ) of , , and . Proof of Lemma 2.10: Lemma 2.10 is an intermediate step for proving Theorem 2.9. For example, for ObSP, it corresponds to Lemma A.9 in Appendix D. For the other algorithms, we only provide the formulas for and in Appendix D.
Needell and Tropp [52] showed finite convergence of CoSaMP. The same analysis also applies to ObCoSaMP, ObSP, and ObHTP. To show this, let us recall the relevant definitions from the technical report on CoSaMP [52] . . Here, , , , and are constants, specified by . The fast convergence of iterative greedy pursuit algorithms that involve the least squares steps is important. When the problem is large (e.g., in CS imaging, the image size is typically 512 512 pixels), solving the least squares problems is the most computationally demanding step of the recovery algorithms. Empirically, as the theory suggests, the iterative algorithms (ObCoSaMP, ObSP, and ObHTP) converge at most within iterations, and are even more computationally efficient than the noniterative ObMP.
Remark 2.13: The extension of greedy pursuit algorithms and their RIP-based guarantees to those based on the RBOP is not restricted to the aforementioned algorithms. It applies to any other greedy pursuit algorithm that builds on these basic blocks (cf., Section V-B for more examples).
III. RESTRICTED BIORTHOGONALITY PROPERTY
In this section, we show that the RBOP-based guarantees of oblique pursuits apply to realistic models of compressed sensing systems in practice. For example, when applied to random frame matrices, the guarantees remain valid even though the i.i.d. sampling is done according to a nonuniform distribution. Recall that the guarantees of oblique pursuits in Section II required where and are constants specified by the algorithm in question. The noise amplification in the reconstruction for these guarantees also depends on and . However, unlike , the RICs and need not be less than 1 to provide the guarantees. In fact, as discussed later, reasonable upper bounds on and on (possibly larger than 1) are obtained with no additional conditions whenever is achieved. Therefore, we may focus on the condition . Also recall that the guarantees for the corresponding conventional pursuit algorithms require , for , , with the same and as the corresponding oblique pursuits. To compare the guarantees of the oblique versus the conventional pursuit algorithms, assuming that and are arbitrarily fixed constants, we compare the difficulty in achieving the respective bounds on and . While both properties are guaranteed when , is achieved without additional conditions required for achieving , which are often violated in practical compressed sensing.
A. General Estimate
We extend [42, Th. 8.4 ] to the following theorem, so that it provides an upper bound on . . The former condition implies that the rows of are incoherent to the standard basis vectors and is called the incoherence property. As will be discussed in later subsections, the latter condition, , is often difficult to satisfy for small , in particular, in practical settings of compressed sensing. Although this condition has not been shown to be a necessary condition for , no alternative analysis is available for random frame matrices. In contrast, can be made small by an appropriate choice of , which by Corollary 3.3 suffices to make . In fact, it is often the case that can be chosen to make much smaller than , or even zero, and to satisfy the incoherence property at the same time. In this case, is guaranteed, whereas is not guaranteed so. This key difference in the guarantees in Corollaries 3.2 and 3.3 establishes the advertised result that the RBOP-based guarantees of oblique pursuits apply to more general cases, in which the RIP-based guarantees of the corresponding conventional pursuits fail.
In the next subsections, we elaborate on the comparison of the two different approaches: oblique pursuits with RBOP-based guarantees versus conventional pursuits with RIP-based guarantees (per Corollaries 3.2 and 3.3) in more concrete scenarios in which is given as the composition of a sensing matrix obtained from a frame and a dictionary with certain properties.
B. Case I: Sampled Frame and Nonredundant of Full Rank
We first consider the case of , where the sensing matrix is constructed from a frame by (1.5) using a probability measure , and the sparsifying dictionary is nonredundant with full column rank. Using the isotropy property, , conventional RIP analysis [42, Th. 8.4] showed that holds with high probability for under the following ideal assumptions:
(AI-1) is a tight frame, i.e., where denotes the associated synthesis and the analysis operators.
(AI-2) is the uniform measure. (AI-3) . Corollary 3.2 generalizes [42, Th. 8.4] , so that the same RIP result continues holds when the ideal assumptions are "slightly" violated. To quantify this statement, we introduce the following metrics that measure the deviation from the ideal assumptions.
1) Nonuniform distribution . We additionally assume that is absolutely continuous with respect to the uniform measure . 9 Define
where the essential infimum and supremum are w.r.t. to the measure . If is a finite set, then reduces to the probability that will be chosen, multiplied by the cardinality of . Proof: See Appendix F. Theorem 3.4 shows that the ideal assumptions (AI-1)-(AI-3) for achieving the RIP of can be relaxed to a certain extent. However, even the relaxed assumptions are still too demanding to be satisfied in many practical applications of compressed sensing. When the ideal assumptions are not all satisfied, each deviation increases and the obtained upper bound on also increases. For example, when and , depending on , the upper bound on may turn out to be even larger than 1, which fails to provide an RIP-based guarantee. As another example, when and (the rows of are obtained from i.i.d. samples from a tight frame according to the uniform distribution), determines the quality of the upper bound. Although, in general, computation of is NP hard, an easy upper bound on is given as . Now, note that for , whereas the RIP-based guarantee for HTP [34] requires , which is the largest upper bound on among all sufficient conditions for known RIP-based guarantees. This suggests that even when the other ideal assumptions are satisfied, needs to be near ideally conditioned.
This strong requirement on is often too restrictive, in particular, for learning a data-adaptive dictionary .
Next, we show that is achieved more easily, without the aforementioned restriction on , , or . To this end, we would like to use Corollary 3.3; however, the parameter in Corollary 3.3 requires further attention. While the incoherence parameter is determined by the inverse problem, the other incoherence parameter is determined by our own choice of and . Recall the construction of : matrix is constructed from the dual frame by (1.10) using the same probability measure used to construct per (1.5), whereas is given as , so that . It follows that is related to and , and thus to . By deriving an upper bound on in terms of and using it in Corollary 3.3, we obtain the following theorem. Proof: See Appendix G. With any significant violation of the ideal assumptions (AI-1)-(AI-3), Theorem 3.4 fails to provide , whereas Theorem 3.5 still provides . Therefore, the RBOP-based guarantee of recovery by oblique pursuits is a significant improvement over the conventional RIP-based guarantees, in the sense that the former applies to a practical setup (subset selection with a nonuniform distribution, nontight frame, and nonorthonormal dictionary) while the latter does not. This is because violation of the ideal assumptions does not affect the upper bound on in Theorem 3.5. Instead, it increases the upper bounds on and . However, in the guarantees of oblique pursuits, unlike , the restricted isometry constants and need not be bounded from above by a certain threshold.
Example 3.6: We show the implication of Theorem 3.5 in a 2-D Fourier imaging example. The corresponding numerical results for this scenario can be found in Section IV. The measurements are taken over random frequencies sampled i.i.d. from the uniform 2-D lattice grid with a nonuniform measure . The signal of interest is sparse over a data-adaptive dictionary , which is invertible and has block diagonal structure. More specifically, in this example is constructed as follows. Recently, Ravishankar and Bresler [54] proposed an efficient algorithm that learns a data-adaptive square transform with a regularizer on its condition number. When the condition number of is reasonably small, given by serves as a good dictionary for sparse representation. In particular, they designed a patch-based transform that applies to each patch of the image. When the patches are nonoverlapping, and have block diagonal structure; hence, applying and is computationally efficient. Furthermore, when the patches are much smaller than the image, each atom in is sparse and has low mutual coherence to the Fourier transform that applies to the entire image. For example, used in the numerical experiment in Section IV was designed so that it applies to 8 8 pixel patches. It has condition number 1.99, which implies . We also observed that satisfies
. Since corresponding to the 2-D DFT is tight, it follows that . Therefore, the expressions for and in (3.10) reduce to
Recall that and in this scenario correspond to the minimum and maximum probability that a measurement is taken at a certain frequency component. Substituting the simplified expressions of and in (3.11) into Theorem 3.5 quantifies the increase in the required number of measurements due to the use of nonuniform distribution in the construction of a random frame matrix.
C. Case II: Sampled Frame and Overcomplete With the RIP
The analysis in the previous section focused on the case where the dictionary is not redundant. In fact though, the analysis extends to certain cases of redundant/overcomplete . One such case is when is, like , a random frame matrix. Then, using a construction similar to our construction of will produce a matrix with , which combined with provides . However, usually, is given as a deterministic matrix (e.g., concatenation of analytic bases, analytic frame, data-adaptive dictionary, etc). Therefore, in the general redundant case, using the biorthogonal dual of as is not a promising approach. Instead, we focus in the remainder of this subsection on the case where satisfies the RIP with small . Using , we show the RBOP of in this case. Theorem 3.7: Under the same set of assumptions as in Theorem 3.5, except that is an overcomplete dictionary satisfying , let , and . Then, the RBOP of , the RIP of , and the RIP of hold in (3.9) with probability , provided that (3.7) holds for universal constants and , where and are given in terms of , , , , and by Proof: See Appendix H.
D. Case III: Sampled Tight Frame and Orthonormal Basis /RIP Matrix
In the special case where the use of a nonuniform distribution for the i.i.d. sampling in the construction of is the only cause for the resulting failure of the exact/near isotropy property, the failure of the conventional RIP analysis can be fixed differently.
Recall that the construction of in (1.10) only involves the weighting of rows of a matrix obtained from the biorthogonal dual frame , with sampling at the same indices as used for the construction of from the frame . Therefore, for the special case when is a tight frame and , it is possible to derive the RIP of a preconditioned version of .
We construct a preconditioned sensing matrix as
are the same sampling points used in the construction of in (1.5). Then, by construction, satisfies the isotropy property . Furthermore, if and are mutually incoherent by satisfying (1.7) for , then holds. In this case, it suffices to invoke [42, Th. 8.4 ] to show the RIP of . Invoking instead Theorem 3.4, this approach extends in a straightforward way to the case where satisfies the RIP. In the case of tight frame and that is an orthobasis or an RIP matrix, these results provide an alternative (and equivalent) approach to obtain guaranteed algorithms, without invoking RBOP. In particular, defining as the diagonal matrix given by for , conventional recovery algorithms with an RIP-based guarantee can be used to solve the modified inverse problem .
As discussed earlier, nontight frame and/or nonorthonormal or non-RIP dictionaries arise in applications of compressed sensing, and in these instances too the conventional RIP analysis fails. We are currently investigating whether, and if so how, the above approach to "preconditioned" may be extended in general beyond the aforementioned cases.
IV. NUMERICAL RESULTS
We performed two experiments to compare the oblique pursuits to their conventional counterparts and to other methods.
In the first experiment, we tested the algorithms on a generic data set. Synthesis operators and for a random biorthogonal frame were generated using random unitary matrices and a fixed diagonal matrix as and
. The diagonal entries of increase linearly from to . Sensing matrix was formed by random rows of scaled by , where the row selection was done with respect to the uniform distribution. Then, the condition number of is 2 and the isotropy property is not satisfied. In this setting, the oblique pursuit algorithms are different from their conventional counterparts. Signal is exactly -sparse in the standard basis vectors and the nonzero elements have unit magnitude and random signs. The success of each algorithm is defined as the exact recovery of the support. Fig. 1 shows the empirical phase transition of each algorithm as a function of and . The results were averaged over 100 repetitions. Oblique versions of thresholding and IHT showed dramatic improvement in performance while the performance of the other algorithms is almost the same. While the oblique pursuit algorithms can be guaranteed without satisfying the isotropy property, the modification of the algorithms at least does not degrade their performance.
In the second experiment, we tested the algorithms on a CS Fourier imaging system. The partial DFT sensing matrix used in this experiment was constructed using the variable density suggested by Lustig et al. [20] . We used a data-adaptive square dictionary that applies to nonoverlapping patches. Dictionary was learned from the fully sampled complex valued brain image using the algorithm proposed by Ravishankar and Bresler [54] (see Example 3.6 for more detail). The resulting was well conditioned with condition number . The oblique pursuit algorithms use , where is given as the biorthogonal dual . Since the patches are nonoverlapping, applying , , and their adjoint operators are patchwise operations, and are computed efficiently.
The input image was a phantom image obtained by -sparse approximation with sparsity ratio of an original brain image. Our goal in this experiment is not to compete with the state of the art of recovery algorithms in CS imaging system; rather, we want to check whether the oblique pursuit algorithms perform competitively with their conventional counterparts in a setting where the RBOP of is guaranteed. This motivates our choice of a simplified test scenario. We also compare the oblique pursuit algorithms to simple zero filling, and to NESTA [55] that solves the analysis formulation [56] . In fact, when the original brain image is used as the input image, Fig. 1 . Phase transition of support recovery by various greedy pursuit algorithms. Signal is exactly -sparse with nonzero entries that are with random sign. , , . The empirical success rate is zero for black; one for white. The horizontal and vertical axes denote the ratio of number of measurements to number of unknowns and ratio of sparsity level to number of measurements, respectively.
all sparsity-based reconstruction algorithms, including NESTA, performed worse than zero filling. 10 To get a meaningful result in this setting, we replaced the input image by an exactly -sparse phantom obtained by the -sparse approximation of the original brain image. Table II shows the PSNR of the reconstructed images using the various algorithms with different downsampling ratio. The error images truncated at the maximum magnitude of the input image divided by 10 are shown in Fig. 2. 11 Downsampling by factors of 2 and 3 is presented, but the results for larger downsampling factor are qualitatively the same.
In most cases, the oblique pursuit algorithms performed better than the conventional counterparts. In the few exceptions, the difference in performance is not significant. In particular, ObSP and ObHTP performed significantly better than zero filling. We observed that thresholding and IHT totally failed in this experiment. In this experiment, the step sizes of IHT was fixed as 1 for its RIP-based guarantees. By employing an empirically tuned step size, the performance of IHT might be improved. In contrast, ObIHT provided a reasonable performance with a fixed step size. Fig. 2 also shows that the errors in the reconstruction include blocky artifacts that are more severe in the reconstruction by the analysis formulation. This issue can be resolved by replacing the nonoverlapping patches by overlapping patches. Furthermore, sparse representation of overlapping patches allows more redundancy, which helps reduce the sparse approximation error. In this case, applying the inverse and the biorthogonal dual of the sparsifying transform are no longer patchwise operations, but the inverse operation might be still efficiently computed by solving a structured inverse problem. More generally, the sparsifying dictionary might be replaced by any redundant dictionary.
However, we do not pursue the various possible the improvements of the reconstruction performance in this paper. As men-tioned earlier, the purpose of the numerical results in this section is just to confirm that the modification made in the oblique pursuit algorithms from the original ones does not degrade their empirical performance. It turned out fortuitously that the oblique pursuit algorithms, designed to provide guarantees in terms of the RBOP, also show significant improvement in empirical performance.
V. DISCUSSION
A. Other Relevant Works on the Anisotropic Case
While Rudelson and Zhou [6] and Kueng and Gross [7] provided some guarantees for the conventional -norm-based methods in the anisotropic case, they did not propose to modify the solutions to account for the anisotropy of the random measurements. Our work [58] was the first to propose such a modification to the conventional (greedy-type) solutions. Shortly after our work, Krahmer and Ward [59] proposed a modified total variation (TV) minimization scheme. Their scheme has a consistency constraint that bounds the distance between and with respect to a weighted norm, determined from the probability distribution of the random sampling pattern. This solution addressed the special case, where the use of a variable density for random sampling is the only source of the anisotropy. In this special case, indeed, we proposed to use a preconditioned version of ([58, Sec. III.D]), which can be used by -norm-based methods. However, the TV minimization is more in the flavor of the so-called analysis sparsity model (cf., [56] and the references therein), and the approach in this paper does not directly apply.
B. Oblique Pursuit Reformulation of Other Algorithms and Guarantees
The idea of oblique pursuit reformulation of both algorithm and guarantee also applies to other greedy algorithms in addition to the exemplary algorithms studied in this paper. For example, fast Nesterov's iterative hard thresholding [60] is another promising algorithm with a RIP-based guarantee, which will admit the oblique version algorithm with a RBOP-based , downsample by 3. Zero error in black; error greater than 0.1 in white (the maximum intensity of the input image is normalized to 1). guarantee. Anonymous reviewers pointed out the following additional examples.
Zhang [61] proposed a modification of OMP that runs for more steps than the sparsity level. This version of OMP provides a RIP-based guarantee comparable to those of iterative greedy algorithms. Again, its oblique version will provide analogous RBOP-based guarantee in the anisotropic case.
Jain et al. [62] proposed an iterative greedy algorithm called orthogonal matching pursuit with replacement and derived an RIP-based guarantee. This is another example where our RBOP and oblique pursuit arguments apply.
C. Future Work: Extensions
Recently, different frameworks have been proposed for compressed sensing: 1) Davenport et al. [63] proposed a variation of CoSaMP, called signal space CoSaMP (SS-CoSaMP), which computes the estimate directly rather than in the form of . They derived a guarantee for SS-CoSaMP in terms of a variation of the RIP called -RIP [56] ; 2) Giryes et al. [64] studied the greedy algorithms and their guarantees under the so-called co-sparse model. The guarantees were given by another variation of the RIP called -RIP. Note that the anisotropic case is still relevant to these frameworks. Therefore, the extension of the algorithms and the corresponding guarantees along the lines introduced here merit further investigation.
VI. CONCLUSION
Previous guarantees for the reconstruction of sparse signals from compressive sensing via random frame matrices by various practical algorithms were provided in terms of the RIP of the sensing matrix. In turn, previous works on the RIP focused on scenarios where, to satisfy the isotropy property, the sensing matrix is constructed from i.i.d. samples taken from a tight frame according to the uniform distribution. However, the frame might not be tight due to the physics of the sensing procedure, or due to the dictionary that provides a sparse representation. Furthermore, a nonuniform rather than the uniform distribution is often used for the i.i.d. sampling in practice in compressed sensing, especially in imaging applications, due to the signal characteristics or due to limitations imposed by the physics of the application. In these scenarios, which are often the ones of practical interest, the existing RIP-based guarantees fail.
To derive guarantees without idealized assumptions, we proposed to exploit the property of biorthogonality that naturally arises in frame theory. We generalized the RIP to the RBOP that is satisfied without requiring the isotropy property. To take advantage of the new RBOP, we extended greedy pursuit algorithms with RIP-based guarantees to new variations-oblique pursuit algorithms, so that they provide RBOP-based guarantees. These guarantees apply with relaxed conditions on the sensing matrices and dictionaries, which are satisfied by practical CS imaging schemes. The extension of greedy pursuit algorithms and their RIP-based guarantees to those based on the RBOP is not restricted to the specific algorithms studied in this paper and we listed a few other examples that will extend similarly. Finally, we note that although the oblique pursuit algorithms were designed to provide performance guarantees in the worst-case sense, they also perform competitively with or sometimes significantly better than their conventional counterparts empirically. Let denote to simplify the notation. Then, is also an oblique projection. To derive a sufficient condition for (A.6), we first derive a lower bound of the left-hand side of (A.6) in the following:
APPENDIX
A. Preliminaries for the Appendix
The Here, we used the fact that is the Schur complement of the block of the matrix . Applying the bounds in (A.7)-(A.10) to (A.6), we conclude that, for the success of the next step, it suffices to satisfy Then, computing an upper bound on will complete the proof.
When , reduces to an orthogonal projection and satisfies . However, since we propose to use , is an oblique projection and is not necessarily bounded by 1.
Since is idempotent and is neither 0 or , by Lemma A.7, it follows that
D. Proof of Theorem 2.9
The proof for the ObSP case is done by the following four steps. Then, and are given as If we let , ObSP reduces to SP, and the RBOP-based guarantee for ObSP also reduces to the RIP-based guarantee for SP. However, compared to the original guarantee [32] , the guarantee for SP obtained from Theorem 2.9 requires a less demanding RIP condition.
The results for the other algorithms (ObCoSaMP, ObHTP, and ObIHT) are obtained from the corresponding results for the conventional algorithms (CoSaMP, HTP, and IHT) [34] , [53] . We only need to replace by in the algorithms and replace by in the guarantees. Constants and are explicitly given as follows: 1) ObCoSaMP 2) ObSP 3) ObHTP
4) ObIHT
Lemma A.10 is of independent interest to provide the finite convergence in Theorem 2.12. We stated Lemma A.10 as Lemma 2.10 in Section II. For ObCoSaMP and ObHTP, similar lemmata are obtained with a slight modification from the corresponding results [34] , [53] . Constants and in Lemma 2.10 are explicitly given as follows:
1) ObCoSaMP 2) ObSP
3) ObHTP
Proof of Lemma A.9: Lemma A.9 is an extension of the analogous result by Foucart [53] to the biorthogonal case. The modification is done by replacing some matrices and introducing the RBOP instead of the RIP. We repeat the proof with appropriate modifications as a guiding example that shows how to modify the derivations using the RBOP.
Recall that is given as The left-hand side of (A.13) is the norm of the following term:
(A.14)
The first summand in (A.14) is rewritten as Since for all , the left-hand side of (A.26) is the norm of the following term: Let be a random variable defined as Let and be the transposed th row of and , respectively, for all . By the assumption, and are sequences of independent random vectors such that for all . Then, is rewritten as Like the RIP analysis for the Hermitian case [40] , [42] , the first step is to show By symmetrization [42, Lemma 6.7, ] is bounded from above by (A.38) where is a Rademacher sequence independent of and . Define random variables and by
Then, and are rewritten as where the third inequality follows from Schur's interpolation theorem [71] .
We derive an upper bound on by Since was arbitrary, (A.47) implies that is uniformly bounded for all and for all . We also verify that the second moment of is uniformly bounded by Then, by [42, Th. 6.25,] we obtain (A.48), given at the bottom of the page.
Therefore, holds provided that satisfies and for universal constants and .
(A.48)
F. Proof of Theorem 3.4 Since , by the construction of from in (1.5), it follows that ; hence, the incoherence property of is satisfied by the assumption. To invoke Corollary 3. 
G. Proof of Theorem 3.5
First, we note that the mutual incoherence between and is written as an operator norm given by Similarly, the mutual incoherence between and is written as where is a diagonal operator defined by Then, is upper bounded using as follows:
(A.52)
Let be the right-hand side of (A.52). Then, we apply the incoherence parameters and to Corollary 3.3. Since , we have . Therefore, to obtain a condition on , it only remains to bound and . In the proof of Theorem 3.4, we derived an upper bound on given by
This upper bound is tight in the sense that equality is achieved if , which holds, for example, for Fourier compressed sensing with signal sparsity over an orthonormal basis .
Similarly, we derive an upper bound on . Recall that is written as Therefore, it follows that 
