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SOME RESULTS ON RANDOM CIRCULANT MATRICES
MARK W. MECKES
Abstract. This paper considers random (non-Hermitian) circulant matrices, and proves several
results analogous to recent theorems on non-Hermitian random matrices with independent entries.
In particular, the limiting spectral distribution of a random circulant matrix is shown to be complex
normal, and bounds are given for the probability that a circulant sign matrix is singular.
1. Introduction
Given a sequence X0,X1, . . . of independent complex random variables, denote by Cn the n× n
random circulant matrix with first row X0, . . . ,Xn−1:
Cn =


X0 X1 · · · · · · Xn−2 Xn−1
Xn−1 X0 X1 Xn−2
... Xn−1 X0
...
...
. . .
...
X2 X0 X1
X1 X2 · · · · · · Xn−1 X0


.
It is well-known (and easy to verify) that the eigenvalues of Cn are
n−1∑
j=0
ωjkn Xj , k = 0, . . . , n− 1,
where ωn = e
2πi/n. The eigenvalues of random circulant matrices have only recently been studied
explicitly in the literature, e.g. in [4, 5, 19], which consider real symmetric circulant matrices and
variants of them. Other models of random matrices lying in some linear subspace of matrix space
have also been studied recently in [5, 7, 9, 13, 19], among others. These papers mainly prove results
analogous to classical theorems for Wigner-type random matrices, i.e. symmetric (or Hermitian)
random matrices whose entries are all independent except for the symmetry constraint.
This paper mainly considers the eigenvalues of the random circulant matrices Cn with no symme-
try constraint, and prove results analogous to recent theorems about random matrices with all inde-
pendent entries. In Section 2 we investigate the limiting spectral distribution of large-dimensional
random circulant matrices. In Section 3 we consider the joint distribution of eigenvalues of circulant
matrices with Gaussian entries and observe some consequences, especially for the distributions of
extreme eigenvalues. Finally, in Section 4 we investigate the probability that a circulant matrix
with ±1 Bernoulli entries is singular.
2. Limiting spectral distribution
We denote by
(2.1) λk =
1√
n
n−1∑
j=0
ωjkn Xj
1
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for k = 0, . . . , n− 1 the eigenvalues of n−1/2Cn, and by
µn =
1
n
n−1∑
k=0
δλk
the empirical spectral measure of n−1/2Cn. Theorems 1 and 2 show that as n →∞, µn converges
to a universal limiting measure, namely the standard complex Gaussian measure γC with density
1
πe
−|z|2 with respect to Lebesgue measure on C. Theorem 1 shows that this convergence holds in
probability under very weak assumptions on the random variables Xj (including in particular the
case of i.i.d. random variables with finite variance); Theorem 2 strengthens this to almost sure
convergence under much stronger assumptions.
Theorems 1 and 2 are analogues for circulant matrices of the circular law for eigenvalues of
random matrices with independent entries, which was recently proved by Tao and Vu in [25] in the
almost sure sense for i.i.d. entries with finite variance. It is likely that the conclusion of Theorem
2 also holds in this level of generality. However, the result of [25] and other results leading up to it
were made possible by recent advances in controlling how close a random matrix with i.i.d. entries
is to being singular. As discussed in Section 4 below, random circulant matrices are frequently
much more likely to be singular; thus it may be difficult to prove the optimal result for circulant
matrices. (On the other hand, the fact that circulant matrices are normal may make such a result
approachable via the classical moment method used extensively for Hermitian random matrices.)
Theorem 1. Suppose that the Xj satisfy
(2.2) EXj = 0, EX
2
j = α, E |Xj |2 = 1,
for some α ∈ C and
(2.3) lim
n→∞
1
n
n−1∑
j=0
E
( |Xj |2 1|Xj |>ε√n) = 0
for every ε > 0. Then µn converges in expectation and weak-∗ in probability to γC, the standard
complex Gaussian measure on C.
Observe that the hypotheses cover the case of i.i.d. complex random variables with finite variance,
as well as real random variables and rotationally invariant distributions satisfying the Lindeberg
condition (2.3).
Proof. Without loss of generality we may assume α ∈ R. Observe that for a measurable set A ⊆ C,
Eµn(A) =
1
n
n−1∑
k=0
P[λk ∈ A] = 1
n
n−1∑
k=0
P

 1√
n
n−1∑
j=0
ωjkn Xj ∈ A

 .
We consider λk as a sum of independent random vectors in R
2 ∼= C, so we will need
Cov(ωjkn Xj) =
(
E(Reωjkn Xj)
2
E(Reωjkn Xj)(Imω
jk
n Xj)
E(Reωjkn Xj)(Imω
jk
n Xj) E(Imω
jk
n Xj)
2
)
.
The identities
1
2(w + w)z = (Rew)(Re z) + i(Rew)(Im z),
1
2(w − w)z = −(Imw)(Im z) + i(Rew)(Im z).
(2.4)
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for w, z ∈ C are useful. Letting w = z = ωjkn Xj ,
n−1∑
j=0
E(Reωjkn Xj)
2 =
1
2
Re
n−1∑
j=0
E(ω2jkn X
2
j + |Xj |2) =
1
2
Re
n−1∑
j=0
(αω2jkn + 1).
Since ω2kn is an nth root of unity,
∑n−1
j=0 ω
2jk
n = 0 unless ω2kn = 1, which is the case only if k = 0 or
k = n/2. Thus unless k = 0 or n/2,
1
n
n−1∑
j=0
E(Reωjkn )
2 =
1
2
.
The other covariances are computed similarly and it follows that for k 6= 0, n/2
1
n
n−1∑
j=0
Cov(ωjkn Xj) =
1
2
I2.
Since |ωjkn Xj | = |Xj |, by (2.3) we can now apply a quantitative two-dimensional version of
Lindeberg’s central limit theorem to the complex random variables {ωjkn Xj | 0 ≤ j ≤ n − 1}. Let
A ⊆ C be measurable and convex and assume k 6= 0, n/2. By the proof of [3, Corollary 18.2]), there
is a function h(n) with limn→∞ h(n) = 0, which depends on A and the rate of convergence in (2.3)
but is independent of k, such that∣∣∣∣∣∣P

 1√
n
n−1∑
j=0
ωjkn Xj ∈ A

− γC(A)
∣∣∣∣∣∣ ≤ h(n).
Therefore
(2.5) |Eµn(A)− γC(A)| ≤ 1
n
n−1∑
k=0
∣∣P[λk ∈ A]− γC(A)∣∣ ≤ 2 + (n− 2)h(n)
n
n→∞−−−→ 0.
Thus the claimed convergence holds in expectation.
Next observe that
Eµn(A)
2 = E

 1
n2
n−1∑
k,ℓ=0
1λk∈A1λℓ∈A

 = 1
n2
n−1∑
k,ℓ=0
P
[
(λk, λℓ) ∈ A×A
]
.
As before, we can compute the sums of the relevant covariance matrices using (2.4), in this case
with w = ωjkn Xj and z = ω
jℓ
n Xj . We obtain
1
n
n−1∑
j=0
Cov(ωjkn Xj, ω
jℓ
n Xj) =
1
2
I4
except when k = 0 or n/2, ℓ = 0 or n/2, k + ℓ = 0 or n, or k = ℓ. These exceptional cases
account for fewer than 6n of the n2 possible values of (k, ℓ). Applying the four-dimensional case of
Lindeberg’s theorem similarly to above, we have
(2.6)
∣∣Eµn(A)2 − γC(A)2∣∣ ≤ 1
n2
n−1∑
k,ℓ=0
∣∣P[(λk, λℓ) ∈ A×A]− γC(A)2∣∣ n→∞−−−→ 0.
We are of course using here that standard Gaussian measure on C2 is the two-fold product of γC.
From (2.5) and (2.6) it follows that
E
[
µn(A)− γC(A)
]2
=
[
Eµn(A)
2 − γC(A)2
]− 2γC(A)[Eµn(A)− γC(A)] n→∞−−−→ 0.
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Thus for every convex measurable A ⊂ C, the random variable µn(A) converges to γC(A) in L2
and hence in probability. 
Bose and Mitra [4] proved earlier a result analogous to Theorem 1 for real symmetric circulant
matrices, which is a circulant matrix analogue of Wigner’s semicircle law; the limiting distribution in
this case is a real Gaussian measure. This result was strengthened from convergence in probability
to almost sure convergence by Massey, Miller, and Sinsheimer [19]. The main result of [4] is a
similar result for circulant Hankel matrices, which amounts to studying the singular values instead
of eigenvalues of Cn (see [7, Remark 1.2] about the relationship between Hankel and Toeplitz
matrices). Since circulant matrices are normal, their singular values are simply the moduli of their
eigenvalues; thus this latter result is essentially a corollary of Theorem 1. The proof of Theorem 1
follows the basic outline of the proofs of [4], which assume the Xj are i.i.d. with finite third absolute
moments; the greater generality of Theorem 1 is achieved by applying Lindeberg’s theorem, instead
of the Berry-Esseen theorem as in [4].
The statement of Theorem 1 assumes that the same sequence of random variables Xj is used to
construct Cn for every n. The proof shows however that the result generalizes directly to circulant
matrices constructed from a triangular array of random variables. The same comment applies to
Theorem 2 below.
Theorem 2. Suppose that, in addition to (2.2) one of the following holds.
(1) There exists a K > 0 such that for each j, |Xj| ≤ K almost surely.
(2) There exists a K > 0 such that for each j, the distribution of Xj satisfies a quadratic
transportation cost inequality with constant K (see below for the meaning of this).
Then µn converges weak-∗ to γC almost surely.
Recall that a probability measure µ on Rd is said to satisfy a quadratic transportation cost
inequality with constant K > 0 if
inf
π∈Π(µ,ν)
∫ ∫
|x− y|2 dπ(x, y) ≤
√
2KH(µ|ν)
for every probability measure ν on Rd. Here Π(µ, ν) is the class of probability measures on Rd×Rd
with marginals µ and ν respectively, and H(µ|ν) is relative entropy. Such an inequality is satisfied
in particular if µ satisfies a logarithmic Sobolev inequality. See [18, Chapter 6] for background and
references.
Proof. We begin with the assumption that a quadratic transportation cost inequality is satisfied.
This assumption implies (and is essentially equivalent to, see [12]) the following concentration
inequality for Lipschitz functions of (X1, . . . ,Xn). Let F : C
n → R have Lipschitz constant |F |Lip =
L. Then
(2.7) P
[ |F (X1, . . . ,Xn)− EF (X1, . . . ,Xn)| ≥ t] ≤ Ce−ct2/K2L2
for every t > 0, where c, C > 0 are absolute constants. Now for a compactly supported smooth
function f : C→ R, define
F (x1, . . . , xn) =
1
n
n∑
j=1
f(xj),
so that F (X1, . . . ,Xn) =
∫
C
f dµn. Then
|F (x1, . . . , xn)− F (y1, . . . , yn)| ≤
|f |Lip
n
n∑
j=1
|xj − yj | ≤
|f |Lip√
n
√√√√ n∑
j=1
|xj − yj|2,
RANDOM CIRCULANT MATRICES 5
so |F |Lip ≤ n−1/2 |f |Lip. Combining Theorem 1, (2.7), and the Borel-Cantelli lemma, we obtain
that for each compactly supported smooth function f : C→ R,∫
C
f dµn
n→∞−−−→
∫
C
f dγC
almost surely. Applying this for a countable dense family of such f proves the theorem.
The case of bounded entries is treated similarly using Talagrand’s famous concentration inequal-
ity for convex Lipschitz functions of bounded random variables [24] (also see [18, Section 4.2]); in
this case an extra step is required to handle non-convex test functions f : C→ R.
As above, let f : C→ R be compactly supported and smooth. Let R > 0 be such that f(x) = 0
for |x| ≥ R and let λ ≥ 0 be such that the eigenvalues of the Hessian D2f are bounded below by
−λ. For x ∈ C define
g(x) =
{
λ
2 |x|2 if |x| ≤ R,
λR
(|x| − R2 ) if |x| ≥ R.
Then |g|Lip = λR and so |f + g|Lip ≤ |f |Lip + λR. Furthermore, since D2(f + g) ≥ 0, both g and
f + g are convex. Applying the above argument to f + g and g using Talagrand’s concentration
inequality in place of (2.7) implies that with probability 1,∫
C
(f + g) dµn
n→∞−−−→
∫
C
(f + g) dγC and
∫
C
g dµn
n→∞−−−→
∫
C
g dγC
and hence ∫
C
f dµn
n→∞−−−→
∫
C
f dγC.
Again, applying this for a countable dense family of such f proves the theorem. 
We remark that a slight generalization of the argument in the last paragraph shows that convex
Lipschitz functions on Rd form a convergence-determining class for the family of probability mea-
sures on Rd with respect to which such functions are integrable. This fact is presumably well-known
to experts but we could not find a statement of it in the literature.
3. Gaussian circulant matrices and extreme eigenvalues
The following result is a circulant analogue of classical formulas (found, e.g., in [21]) for the joint
distribution of eigenvalues of random matrices with independent complex Gaussian entries.
Proposition 3. Let each Xj have the standard complex normal distribution. Then the sequence
λ0, . . . , λn−1 of eigenvalues of n−1/2Cn is distributed as n independent standard complex normal
random variables.
Proof. The map (X0, . . . ,Xn−1) 7→ (λ0, . . . , λn−1) defined by (2.1) is easily checked to be a unitary
transformation of Cn, so it preserves the standard Gaussian measure on Cn. 
An easy consequence of Proposition 3 is that in this setting, Eµn = γC for every n, and not only
in the limit n→∞ as guaranteed by Theorem 1.
If each Xj is a standard real normal random variable, then the same observation implies that
the sequence of eigenvalues λ0, . . . , λn−1 are jointly Gaussian random variables, but with singular
covariance since this sequence will lie in an n-dimensional real subspace of the 2n-dimensional
space Cn. On the other hand, Proposition 3 does have the following simple analogue for complex
Hermitian circulant matrices with Gaussian entries.
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Corollary 4. Let CHn be a Hermitian random circulant matrix
C
H
n =


Y0 Y1 · · · · · · Yn−2 Yn−1
Yn−1 Y0 Y1 Yn−2
... Yn−1 Y0
...
...
. . .
...
Y2 Y0 Y1
Y1 Y2 · · · · · · Yn−1 Y0


,
where Y0, . . . , Y⌊n/2⌋ are independent, Yj = Yn−j for j > n/2, Y0 and Yn/2 (if n is even) have
the standard real normal distribution, and Yj has the standard complex normal distribution for
1 ≤ j < n/2. Then the eigenvalues of n−1/2CHn are distributed as n independent standard real
normal random variables.
Proof. If Cn is as in Proposition 3, then C
H
n has the same distribution as
1√
2
(Cn + C
∗
n). Because Cn
is normal, the eigenvalues of n−1/2CHn are
1√
2
(λk + λk) =
√
2Reλk
for k = 0, . . . , n−1, which by Proposition 3 are independent standard real normal random variables.

The Gaussian Hermitian circulant matrix CHn of Corollary 4 should be thought of as a circulant
analogue of the Gaussian Unitary Ensemble, which (up to a choice of normalization) is defined as
1√
2
(G+G∗), where G is an n× n random matrix whose entries are independent standard complex
normal random variables.
Corollary 5. Let Cn and C
H
n be as in Proposition 3 and Corollary 4. Let α1 ≥ · · · ≥ αn ≥ 0 be
the eigenvalues of n−1CnC∗n and let β1 ≥ · · · ≥ βn be the eigenvalues of n−1/2CHn . Then αn has an
exponential distribution with mean 1/n, and
α1 − log n
and √
2 log n
(
β1 −
√
2 log n− log log n+ log 4π
2
√
2 log n
)
both converge in distribution as n → ∞ to the Gumbel distribution with cumulative distribution
function e−e−x.
Proof. Observe that since Cn is normal, the eigenvalues of n
−1
CnC
∗
n are |λk|2 (though not usually
in the same order), which by Proposition 3 are distributed as independent exponential random
variables. The corollary follows by combinging this fact and Corollary 4 with classical theorems of
extreme value theory (see [17, Chapter 1]). 
The asymptotic distributions of β1 and α1 are circulant matrix analogues of famous results of
Tracy and Widom [26] and Johnstone [15], respectively. Davis and Mikosch [10], who did not
consider random circulant matrices explicitly, proved (with slight modifications) what amounts to
a universality result for α1, which shows the conclusion follows for quite general distributions of
the Xj. Following their method Bryc and Sethuraman [8] proved an explicitly stated universality
result for β1; these are then the circulant matrix analogues of the results of Soshnikov in [23, 22]
respectively. The rough orders of magnitude of α1 and β1 follow in even greater generality from
work of the author [20] and Adamczak [1] (see the remarks in [20, Section 3.1]).
RANDOM CIRCULANT MATRICES 7
4. Singularity of circulant sign matrices
In this section we specialize to the case in which P[Xj = −1] = P[Xj = 1] = 1/2 for every j and
consider the probability that Cn is singular. The corresponding problem for random n×n matrices
Mn with independent ±1 entries has a long history. An old conjecture (see [16]) claims that
P[Mn is singular] =
(
1
2
+ o(1)
)n
,
which is asymptotically the probability that two rows of Mn are equal up to sign. The best result
currently known, proved by Bourgain, Vu, and Wood in [6], is
P[Mn is singular] ≤
(
1√
2
+ o(1)
)n
.
By contrast, the following result shows that the singularity probability of an n×n random circulant
matrix with ±1 entries depends strongly on the number-theoretic properties of n.
Theorem 6. Let P[Xj = −1] = P[Xj = 1] = 1/2 for each j. If n is even, then
(4.1)
c1√
n
≤ P[Cn is singular] ≤ c2√
n
,
where c1, c2 > 0 are absolute constants. If n ≥ 3 is odd, then
(4.2) P[Cn is singular] ≤ min
{
c3
d(n)
n
,
∑
1<m≤n
m|n
2−ϕ(m)
}
,
where c3 > 0 is an absolute constant, d(n) is the number of divisors of n, and ϕ(m) is the number
of positive integers less than m which are relatively prime with m.
The lower bound in (4.1) shows that if n is even, then an n × n circulant sign matrix is much
more likely to be singular than a sign matrix with independent entries. The first upper bound in
(4.2) implies that the singularity probability is rather lower if n is odd; it is known that
(4.3) d(n) ≤ nc/ log logn,
for every n, see [2, Theorem 13.12]. The bound is of course smaller if n has few divisors; for
example if n = pk for an odd prime p then d(n) = k + 1 = logp n+ 1. The second upper bound in
(4.2) implies that the singularity probability is extremely small if n has no small prime factors. In
particular, if n ≥ 3 is prime then
P[Cn is singular] = 2
−n+1
since this is the probability that all the entries of Cn are equal. It would be nice to have a more
complete description of the dependence of the singularity probability on the prime factorization of
n.
Proof. Begin by defining the random polynomial
f(t) =
n−1∑
j=0
Xjt
j ,
so that the eigenvalues of Cn are f(ω
k
n) for k = 0, . . . , n− 1. Observe first that f(1) and f(−1) are
identically distributed and
(4.4) P[f(1) = 0] = P[f(−1) = 0] =
{
2−n
( n
n/2
)
if n is even,
0 if n is odd.
which implies the lower bound in (4.1) by Stirling’s formula.
8 MARK W. MECKES
For each k > 0, ωkn is a primitive root of unity of order n/m, where m = gcd(k, n). The minimal
polynomial of ωkn over the rational numbers is thus the cyclotomic polynomial Φn/m, so f(ω
k
n) = 0
if and only if Φn/m is a factor of f . (See e.g. [14, Section V.8] for background on cyclotomic
polynomials.) Therefore we need only consider the cases when k is a divisor of n, and
(4.5) P[Cn is singular] ≤ P[f(1) = 0] +
∑
1≤k<n
k|n
P
[
f(ωkn) = 0
]
.
A straightforward application of the multidimensional inverse Littlewood-Offord theorem proved
by Friedland and Sodin [11] yields that
(4.6) P
[
f(ωkn) = 0
] ≤ c
n
for some c > 0 when k 6= 0, n/2; the calculations involved in applying the result of [11] are similar
to those in the proof of Theorem 1. The upper bound of (4.1) and the first upper bound of (4.2)
follow by combining (4.5), (4.4), and (4.6). To bound the number of terms in (4.5) in the even
case it is enough to use the trivial estimate d(n) < 2
√
n (divisors of n occur in pairs k, n/k with
k ≤ √n) rather than the much more delicate result (4.3).
For n ≥ 3 and d ≥ 2 let Pn,m be the set of polynomials g with rational coefficients of degree at
most n− 1 such that Φm is a factor of g. With the substitution m = n/k, (4.5) becomes
P[Cn is singular] ≤
∑
1<d≤n
d|n
P
[
f ∈ Pn,m
]
.
Since Φm has degree ϕ(m), Pn,m is an (n − ϕ(m))-dimensional subspace of the (rational) vector
space of polynomials of degree at most n − 1. Therefore some set of n − ϕ(m) coefficients of a
polynomial g suffice to determine whether g ∈ Pn,m, and so
P
[
f ∈ Pn,m
] ≤ 2−ϕ(m),
which proves the second upper bound in (4.2). 
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