Abstract -In this paper a convergence proof is given for the continuous analog of the Gauss-Newton method for nonlinear ill-posed operator equations and convergence rates are obtained. Convergence for exact data is proved for nonmonotone operators under weaker source conditions than before. Moreover, nonlinear ill-posed problems with noisy data are considered and a priori and a posteriori stopping rules are proposed. These rules yield convergence of the regularized approximations to the exact solution as the noise level tends to zero. The convergence rates are optimal rates under the source conditions considered.
INTRODUCTION AND MAIN RESULTS

Consider the nonlinear operator equation
where F : H 1 → H 2 is a nonlinear operator between real Hilbert spaces H 1 and H 2 . Assume that (1.1) is (not necessarily uniquely) solvable, i. e., there exists a y ∈ H 1 such that
We are interested in ill-posed problems (1.1) when u does not depend in a stable way on the data f and the given data f δ are the exact data f contaminated by noise, so that f δ is given such that
Our analysis is local: an initial guess u 0 is assumed to be sufficiently close to y, i. e., u 0 ∈ B(y, ρ) for a suitable ρ > 0.
For the stable solution of (1.1), we consider the continuous analog of the Gauss-Newton method, namelẏ
u(t) = −[F (u(t)) * F (u(t)) + ε(t)I]
−1 with some sufficiently small constant c ε > 0 (see assumptions (1.14) and (1.16) in the convergence theorems below). Note that these conditions allow for not only polynomially but even exponentially decaying ε, which enables a fast approximation of the F (u(t)) −1 by the operator [F (u(t)) * F (u(t)) + ε(t)I] −1 F (u(t)) * and is therefore of importance for the speed of convergence of the method (see the error estimate (1.17) below).
×[F (u(t)) * (F (u(t)) − f ) + ε(t)(u(t)
In [1] - [3] and [13] - [17] a general approach to solving linear and nonlinear ill-posed problems is developed. This approach consists of finding a Cauchy problem (a dynamical system) u(t) = Φ(t, u(t)), t > 0, u(0) = u 0 , such that the following three conditions hold:
(i) this problem has a unique global solution u(t) for any u 0 ∈ B(y, ρ),
(ii) this solution has a limit as t → ∞, lim t→∞ u(t) = u(∞) and (iii) this limit solves equation (1.1): F (u(∞)) = f .
Examples of Φ for which conditions (i)-(iii) hold are given in [13] for a wide class of linear ill-posed problems, in [1] - [3] , [14] , [16] , [17] for a wide class of nonlinear ill-posed problems with monotone F , and for nonmonotone F , under the assumption that F is locally smooth (twice Fréchet differentiable) and satisfies a source type assumption:
with some v ∈ H 1 and with ν ≥ 1/2 (see, e. g., Lemma 4.6 in [3] for the case 1/2 ≤ ν ≤ 1). The aim of this paper is to prove convergence properties (i), (ii) and (iii) for Φ(t, u) chosen in (1.4) , that is, for the continuous analog of the GaussNewton method, without monotonicity assumption on F and with weaker source conditions (1.7) for some v ∈ H 1 and some 0 < ν < 1/2 or
for some v ∈ H 1 and some p > 0, (where 0 < ω ≤ 1/e F (y) 2 is a constant scaling factor chosen so that the argument of the function (− ln ( · )) −p is smaller than 1/e and hence remains bounded away from the singularity at 0, which is used in the spectral representation of the operator in (1.8)). We also consider the case when no regularity conditions on u 0 − y are given, assuming only that 9) which is the minimal assumption to get convergence only, without a rate. Moreover, the case of noisy data and corresponding stopping time rules are considered. They were not discussed in [3] . Let us explain, why this question is important: Typically in inverse problems the operators F (u) and F (u) * are smoothing. The source conditions (1.7) and (1.8) are therefore smoothness assumptions on the initial error u 0 − y. Since the function λ → λ ν decays faster than λ → (− ln(λ)) −p as λ → 0, condition (1.8) for some p > 0 is weaker than (1.7) for ν > 0, and (1.7) is the weaker, the smaller ν is; ν = 0 means that no smoothness assumption is made. In exponentially ill-posed problems (e. g., inverse scattering if the potential is compactly supported, and other inverse problems), where the operator F (u) is infinitely smoothing, (1.7) with ν > 0 would mean that the nonsmooth part of the solution has to be known exactly. Such an assumption is too strong, while condition (1.8) requires u 0 − y only to be in some Sobolev space of finite order and therefore is more realistic (see [9, 5, 10] ). For moderately ill-posed problems such as some parameter identification problems, where the linearized forward operator F (u) is smoothing of finite order, condition (1.7) with small ν is more likely to hold than one with ν ≥ 1/2, e. g., if solutions have jumps whose precise locations are not known.
Our result consists of two parts. The first part contains a convergence proof for the problem with exact data. The second part treats the case of noisy data. For noisy data with a fixed noise level due to the ill-posedness it is impossible, in general, to prove convergence to the solution, but if the noise level tends to zero one can prove existence of a moment of time t δ such that u(t δ ) − y → 0 as δ → 0. The rule for choosing t δ we call the stopping rule.
The first part of our results is the basic one because there is a general principle (see [12] ) which says, roughly speaking, that if one can construct a method for solving an ill-posed problem with exact data, then one can modify this method to get a stable approximation to the solution of the ill-posed problem when the data are noisy. More precisely, suppose F (y) = f , one knows a family of operators R n , such that R n (f ) − y → 0 as n → ∞ and for any fixed n the operator R n is continuous, and let f δ , the noisy data, be given, such that
where a(n, f ) → 0 as n → ∞ by the definition of R n and b(n, δ) → 0 as δ → 0, n being fixed, by the continuity of R n with a fixed n. If the problem is ill-posed and f δ is not in the range of F , then b(n, δ) → ∞ as n → ∞ for a fixed δ. Therefore, the problem a(n, f ) + b(n, δ) = min has a solution n(δ), n(δ) → ∞ as δ → 0, and
Thus, a stable approximation to the solution y is given by the formula u δ = R n(δ) f δ and the error of this approximation is:
. This is an example of the usage of the notion of regularizing algorithm.
We assume that F is Fréchet differentiable with uniformly bounded derivative
and either
with some linear operators R(ū, u) :
with some linear operators R(ū, u) : H 2 → H 2 . Note that conditions (1.12) or (1.13) are more specific and often harder to verify for concrete applications than (1.11). Assumptions of this type allow one to prove convergence of regularization methods for nonlinear problems when no monotonicity can be used and only (1.7) with ν < 1/2, or (1.8), or just (1.9) holds (see [4] - [11] ). For some examples of nonlinear inverse ill-posed problems satisfying (1.12), or (1.13), see [11] and [7] , respectively.
Our main result for exact data is the following Theorem 1.1. Let the data be exactly given (δ = 0 in (1.3)) and let
. Assume that conditions (1.5) and (1.6) on ε and (1.10) on F are satisfied and that one of the following cases occurs: (i) F satisfies (1.11), (1.7) holds with ν ≥ 1/2 and assume
,
(1.14)
where
(ii) F satisfies (1.12), (1.7) with 0 ≤ ν ≤ 1/2 or (1.8) holds, and (1.14) with
with the constant γ 1 (p) defined in Lemma 2.1 below.
(iii) F satisfies (1.13), (1.7) with 0 ≤ ν ≤ 1/2 or (1.8) holds, and
Then for all t ≥ 0, the solution u(t) to (1.4) exists, is unique, and lies in B(y, ρ), and u(t) → y as t → ∞.
Moreover,
for some constant C > 0. Remark 1.2. Conditions (1.14) or (1.16), respectively, will be called closeness conditions on the initial approximation and the data because they can always be satisfied if u 0 − y , c R , and v are sufficiently small.
The second part of our results consists of considering problem (1.4) with noisy data:
In this case one finds a stopping time t δ , that is, a stopping rule, such that:
with optimal rates under source type assumptions. As mentioned above, Theorem 1.1 guarantees existence of such a stopping rule. To give a flavor of a possible concrete order optimal choice of t δ , we do an analysis of the propagation of the data noise (see Lemmas 2.2-2.4 below), and derive an a priori stopping rule: In order to get convergence when no source type assumptions hold it suffices that t δ satisfies
To obtain optimal rates in case of source type assumptions t δ has to be chosen as solution of the equation
if (1.8) holds, with a sufficiently large constant τ > 0. Note that this corresponds to the order optimal regularization parameter choice in Philips-Tikhonov regularization (see, e. g., [6, 10] 
(1.23)
For obtaining optimal convergence rates (1.23) the stopping rules (1.20) and (1.21) obviously need some a priori information on the type of source condition and, in case of (1.7), on the exponent ν. While it is usually known whether logarithmic or Hölder type conditions, respectively are likely to hold, (namely for exponentially or moderately ill-posed problems, respectively,) explicit knowledge of ν in (1.7) is in practice often not available. To have a practically applicable optimal stopping rule also for Hölder type source conditions (1.7), consider the following generalization of the discrepancy principle: with some sufficiently large constant τ > 1, the stopping time is chosen by the formula:
and we assume that
i. e., t δ is the first moment t, at which the discrepancy is equal to τδ. If
then formulas (1.24) and (1.25) determine uniquely t δ > 0. Condition (1.26) means that we impose a lower bound on the signal-to noise ratio
For a possibly large but fixed constant τ > 0, this can be satisfied if the noise is sufficiently small compared to the initial residual. Note that if (1.26) is not satisfied, i. e., if F (u 0 )−f δ is not significantly larger than δ, or in other words, the initial residual is already of the order of magnitude of the noise level, one cannot expect to get a significantly better approximation of the solution from the given data than the initial guess u 0 itself. 
.
for some constant C > 0 independent of δ.
Convergence (1.28) follows from (1.29) if ν > 0 but also holds for ν = 0, in which case no rate of convergence can be obtained.
Note that for the case ν ≥ 1/2 and exact data we basically repeat the arguments used in [3] . This is done for completeness of the presentation and because we use these arguments in Corollary 1.3 in the case of noisy data, not considered in [3] .
The proofs are based on a combination of methods from [1] - [3] and [13] - [17] with ideas similar to those used in [4] for the convergence analysis of the iteratively regularized Gauss-Newton method. More precisely, we derive differential inequalities for the function
or for the functionψ
The terms r(t),r(t) go to zero as t → ∞ at a rate determined by the source condition (1.7) or (1.8), or in general go to zero, as t → ∞, arbitrarily slowly if only (1.9) is assumed to hold. From this we conclude, under some closeness conditions (see the assumptions (1.14) or (1.16)), uniform boundedness of ψ for all times in the case of exact data (i. e., in the case δ = 0, f δ = f , u δ = u, ψ δ = ψ) and up to the stopping time t δ in the situation of noisy data, respectively, which gives us the stated convergence results.
AUXILIARY RESULTS
Lemma 2.1. For any bounded linear operator
with some constants γ 1 (p), γ 2 (p). Moreover, for all w ∈ H 1 and all v ∈ N (A)
and conversely
Proof of Lemma 2.1. Let E λ be the resolution of the identity corresponding to the selfadjoint operator A * A and denote m := A * A . Then, for any w ∈ H 1 one has
where ( · , · ) is the inner product in H 1 , and
from which (2.1) follows. Similarly one proves (2.2) and (2.3) (cf. [10] ). Note that
Thus, using the formulas
and the assumption v ∈ N (A) ⊥ , one gets (2.4). To show (2.5), observe that
and the function ε → ε/(ε + m) is strictly positive outside zero and strictly monotonically increasing.
Lemma 2.1 is proved.
The following Lemmas 2.2-2.4 also imply the respective differential inequalities in the case of exact data, i. e., with δ = 0, for
ψ(t) := u(t) − y /r(t),ψ(t) := F (y)(u(t) − y) /r(t),
and u(t) the solution of (1.4). B(y, ρ) . In fact, local uniqueness and existence of u and u δ follow from the smoothness of the operator Φ on the right-hand side of (1.4) and (1.18), the inclusion u(t) ∈ B(y, ρ), for all t > 0 is proved in Theorem 1.1, and the inclusion u δ (t) ∈ B(y, ρ) for t ≤ t δ is proved in Corollary 1.3 and Theorem 1.4.
Lemmas 2.2-2.4 contain as an assumption the statements about existence and uniqueness of u(t) or u δ (t) and the inclusion u(t) ∈ B(y, ρ) or u δ (t) ∈
Lemma 2.2.
Assume that conditions (1.5) and (1.6) on ε and (1.10) and (1.11) on F are satisfied, and that u δ (t) the solution to (1.18) exists, is unique, and lies in B(y, ρ). Moreover, let the source condition (1.7) with 1/2 ≤ ν ≤ 1 hold. Then the following differential inequality holdṡ
Proof of Lemma 2.2. Denote
It follows from (1.2) and (1.18) thaṫ
From Lemma 2.1 one gets:
If ν ≥ 1/2 in (1.7), then, using the fact that R(A * ) = R((A * A) 1/2 ), one concludes that there exists aṽ ∈ H 2 such that
Let us form the inner product (e δ (t),ė δ (t)). The relations (2.9), (2.10), (2.11), and Lemma 2.1 allow one to estimate each of the right hand side terms arising in (2.8):
Since H 1 is a real Hilbert space, one gets:
(4 ε(t)) + r(t) + δ/(2 ε(t))] e δ (t) .
To derive (2.6), one uses the formula
, (2.12) the relation
with m := A * A , and the decay condition (1.6) on ε.
Lemma 2.3.
Assume that conditions (1.5) and (1.6) on ε and (1.10) and (1.12) on F are satisfied and that u δ (t) the solution to (1.18), exists, is  unique, and lies in B(y, ρ) . Moreover, let either the source condition (1.7) with ν ≤ 1/2 or (1.8) hold. Then the following differential inequality holdṡ
where C 0 is as in (1.15) , and
with γ 1 (p) defined as in Lemma 2.1.
Proof of Lemma 2.3. Starting with formula (2.8) in the proof of Lemma 2.2, we use instead of (2.9) and (2.10) the following relations:
16) and
The rest of the argument is analogous to the one in the proof of Lemma 2.2. Lemma 2.3 is proved.
Lemma 2.4. Assume that conditions (1.5) and (1.6) on ε and (1.10) and (1.13) on F are satisfied and that u δ (t) the solution to (1.18) exists, is unique, and lies in B(y, ρ) . Moreover, let either the source condition (1.7) with ν ≤ 1/2 or (1.8) hold. Then the following differential inequalities hold:
Proof of Lemma 2.4. Here instead of (2.9) and (2.10) we have
.21) and
and hence
To derive a differential inequality for Ae δ (t) /r(t), we apply A on both sides of (2.8) and use (1.13) to obtain:
with R(y, u δ (t)) ≤ 1 + c R . Using (2.21) and (2.22) one gets:
If instead of (2.12) and (2.13) we use d dt
then the rest of the argument follows as in the proof of Lemma 2.2. Lemma 2.4 is proved.
PROOF OF THE MAIN RESULTS
Proof of Theorem 1.1. To show that the solution u(t) of (1.4) does not leave the ball B(y, ρ), assume the contrary: there exists a t 1 ∈ [0, ∞) such that u(t) intersects the boundary of B(y, ρ) at t = t 1 for the first time:
In cases (i) or (ii) we define
ψ(t) := u(t) − y /r(t)
and have from Lemma 2.2 or 2.3, respectively, a differential inequality of the formψ
where C 1 , C 2 and C 3 are positive constants (namely those specified in the statement of the theorem). Since we assume (1.14) we can define
where κ 1 and κ 2 solve the scalar quadratic equation C 1 − C 2 κ + C 3 κ 2 = 0:
and κ 0 is assumed to lie between κ 1 and κ 2 :
By separation of variables one checks that the function κ solves the problem:
By the third assumption in (1.14) one may define: κ 0 := max{ψ(0), κ 1 }. Using the inequalityκ ≤ 0, one gets:
Hence, by the monotonicity of r (see (2.13)) and by assumption (1.14), one obtains:
which, for t → t 1 , contradicts (3.1) and therefore proves that u(t) remains in B(y, ρ) for all t > 0. Moreover, (3.4) implies (1.17).
Consider the case (iii). Assuming again (3.1) for some t 1 > 0, we have from Lemma 2.4 a differential inequalitẏψ
withψ (t) := Ae(t) /r(t).
Withκ(t) := max{C 1 /C 2 ,ψ(0)} solvingκ(t) = max{C 1 ,ψ(0)C 2 } −C 2κ (t) for all 0 < t, and using the inequalityκ(0) ≥ψ(0) one can concludẽ
Inserting this into (2.18) one gets a differential inequalitẏ
yielding as above
Assumption (1.16) leads to a contradiction to (3.1). Therefore u(t) ∈ B(y, ρ) for all t ≥ 0 and (1.17) holds. Theorem 1.1 is proved.
Proof of Corollary 1.3. Replacing r(t) by its upper esimate r(t) in (2.15), one can proceed as in the proofs of Lemmas 2.2, 2.3 to obtain the differential inequality for ψ δ replaced by
and r(t) replaced by r(t). From (1.20) or (1.21) and the strict monotonicity of ε(t), one gets the inequality δ/[2 ε(t) r(t)] ≤ C/τ for all 0 < t < t δ which holds for some constant C > 0. Thus the function ψ δ in cases (i) and (ii) satisfies the differential inequalitẏ
with C 1 = C 1 + C/τ. By making τ sufficiently large and therefore C/τ small, conditions (1.14) with C 1 replaced by C 1 can be satisfied and one concludes as in the proof of Theorem 1.1 that for all times t < t δ e δ (t) ≤ max{ψ δ (0), κ 1 }r(t).
Letting t tend to t δ , one gets:
in case of (1.7), or 
Now by the inequality C 1 (δ) ≤ C 1 and assumptions (1.14) which are valid with C 1 replaced by C 1 , because τ is chosen sufficiently large, one gets for the two terms on the right-hand side of (3.5) Inserting this into the last term of (2.19), one gets:
Ae δ (t) r(t) ≤C 1 −C 2 Ae δ (t) r(t) for all 0 < t < t 1 ,
. As in the proof of Theorem 1.1 this yields Ae δ (t) /r(t) ≤ max{C 1 /C 2 , Ae δ (0) /r(0)} for all 0 < t < t 1 and therefore by (2.18) and (3.7)
d dt e δ (t)
r(t) +r(t)/ ε(t)
≤ C 1 − C 2 e δ (t) r(t) +r(t)/ ε(t) for all 0 < t < t 1 .
This and conditions (1.16) imply e δ (t) ≤ max{(C 1 /C 2 )r(0), u 0 − y } < ρ, hence contradicting (3.1). Therefore e δ (t) ≤ C(r(t) +r(t)/ ε(t)), Ae δ (t) ≤ Cr(t), for all 0 < t ≤ t δ , (3.8) 
