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Abstract
In a cubic graph G3 with dominating cycle C, a matching M is called bipartizing if M ∩
E(C) = ∅; M covers all of V (G3) − V (C), and G3 − M is homeomorphic to a cubic bipartite
graph. In this note it will be shown that if G3 has two disjoint bipartizing matchings, then G3
has a cycle double cover S with C ∈ S. c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction and preliminaries
All concepts not de7ned in this paper, can be found in [1,3]. However, whenever
concepts are de7ned di:erently in these two books, preference will be given to the
de7nitions in [3].
In 1975, the following conjecture has been formulated by G. Sabidussi.
Sabidussi’s Compatibility Conjecture (SCC). Given a connected eulerian graph G with
(G)¿ 2 and an eulerian trail T of G, there is a cycle decomposition S of G such
that edges consecutive in T belong to di:erent elements in S. Whence one calls S
compatible with T .
We observe that given a cycle decomposition S in the above G, then G has an
eulerian trail T such that S and T are compatible; this follows already from a result
by Kotzig [8]; see also [3, Theorem VI.1]. Moreover, it is easy to see that in dealing
with SCC, it suAces to consider such eulerian graphs G for which 4 6 (G) 6 6
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[2, Lemma 1]. Such a G, however, is closely related to a cubic graph. Namely, split
away from each vertex the transitions of a given eulerian trail T of G, thus transforming
T into a cycle C. This transformation of T into C can also be viewed as a detachment
of G (see, e.g., [3, Corollaries V.10 and V.13]). Thus, if dG(v)=4, then in C there are
two vertices—call them v′ and v′′—corresponding to v, whereas for dG(v) = 6 we call
the corresponding vertices v′; v′′; v′′′. In the 7rst case join v′ and v′′ by an edge; in the
second case introduce v∗ ∈ V (C), and join each of v′; v′′; v′′′ by an edge to v∗. This
results in a cubic graph G3 containing C as dominating cycle. Call (G3; C) associated
with (G; T ). It is intuitively clear how one obtains (G; T ) from (G3; C). The following
is well known [2, pp. 236–237].
Proposition 1. Let (G; T ) and (G3; C) as above. G has a cycle decomposition com-
patible with T if and only if G3 has a cycle double cover S with C ∈ S.
Cycle Double Cover Conjecture (CDCC). In every bridgeless graph G there is a set
S of cycles such that every edge of G belongs to exactly two elements of S.
It is well known, that in dealing with the CDCC, it suAces to consider snarks, i.e.,
cyclically 4-edge-connected cubic graphs which are not 3-edge-colorable. For snarks,
the following conjecture has been formulated which is equivalent to various other
conjectures.
Dominating Cycle Conjecture (DCC). Every snark has a dominating cycle.
Proposition 1 and the DCC demonstrate the close relationship between SCC and
CDCC.
More recently, it has been shown that every 4-regular graph G4 decomposable
into a hamiltonian cycle H and triangles, is 3-vertex-colorable (Cycle-Plus-Triangles
Theorem) [4]. Call such G4 a cycle-plus-triangle graph. In proving this theorem the
following congruence played a key role [4, Theorem 2.1; 6, Theorem 1.3].
Proposition 2. If G4 is a cycle-plus-triangle graph; then the number of eulerian
orientations of G4 is ≡ 2 (mod 4).
Proposition 2 implies the following [6, Corollary 1.2].
Corollary 3. If G4 is a cycle-plus-triangles graph with hamiltonian cycle H; then it
has an eulerian orientation such that the triangles of G4−H are transitively oriented.
Again, there is a close relationship between such G4 and cubic graphs with dom-
inating cycles. Namely, denoting by i; i = 1; : : : ; n; the triangles of G4 − H and by
v′i ; v
′′
i ; v
′′′
i the vertices of i, construct G3 with dominating cycle C = H by introduc-
ing v∗i ∈ V (H); i = 1; : : : ; n, and the edges v′iv∗i ; v′′i v∗i ; v′′′i v∗i . The inverse operation of
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obtaining (G4; H) from (G3; H) is intuitively clear. However, if G3 is a cubic graph
with dominating cycle C, it may contain chords. One readily transforms such G3 into
a cubic graph G+3 with dominating chordless cycle C
+, by replacing precisely one end
ve of every chord e of C by a triangle e (whose vertices are also incident with the
edges originally incident with ve), and by letting C+ contain precisely those edges
which originally belonged to C and precisely one edge of each of these triangles e
(namely the one which is not adjacent to e, where e retains its name in G+3 ). This
construction together with Corollary 3 yields the following [6, Corollary 1.3].
Corollary 4. If G3 is a cubic graph with dominating cycle C; then there exists a
matching M ⊆ E(G3)− E(C) covering all vertices of V (G3)− V (C) such that G3 −
M is 2-regular or homeomorphic to a bipartite cubic graph (which is necessarily
hamiltonian because of the properties of M).
Consequently, call a matching M with the properties described in Corollary 4 a
bipartizing matching. It has been demonstrated in [7] how one derives a nowhere-zero
six-Oow (NZ6F) in such a G3, given a bipartizing matching M , and how to obtain
in such a G3 a nowhere-zero 7ve-Oow (NZ5F) if G3 has two disjoint bipartizing
matchings.
Bipartizing Matchings Conjecture (BMC) (Fleischner [7]).
If G3 is a snark with dominating cycle C, then it contains two disjoint bipartizing
matchings.
The aim of this paper is to prove the following.
Theorem. Let G3 be a cubic graph with dominating cycle C. If G3 has two disjoint
bipartizing matchings; then G3 has a 2ve cycle double cover S3 such that C ∈ S3.
Corollary. Let G be a connected eulerian graph with eulerian trail T and
46 (G)6 (G)6 6. Let (G3; C) be associated with (G; T ) (de2ned above). If G3
has two disjoint bipartizing matchings; then Sabidussi’ s Compatibility Conjecture is
true for (G; T ). Moreover; there exists a compatible cycle decomposition such that
its intersection graph is 4-colorable.
2. Proof of the theorem, and implications
Starting from (G; T ) we construct the associated (G3; C) as described above. Next,
we double the edges of G3−E(C) to obtain yet another connected eulerian graph G+.
C is a dominating cycle of G+.
Our aim is to construct two eulerian orientations D1 and D2 of G+ and to consider
cycle decompositions S+1 and S
+
2 of D1 ∩D2; D1−D1 ∩D2, respectively; and to show
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that they correspond to sets of cycles S1; S2 of G such that S = S1 ∪ S2 is a cycle
decomposition of G compatible with T . To this end we call a set S0 of edge disjoint
cycles compatible with T if no transition of T belongs to the same element of S0. Note
that the above D1 ∩ D2 and Di − D1 ∩ D2; i = 1; 2; are eulerian subdigraphs of Di.
In constructing Di we make use of the bipartizing matching Mi; i = 1; 2; starting
from the bipartite cubic graph G(i)3 homeomorphic to G3 −Mi. Since G(i)3 is bipartite
it has an orientation D(i)3 such that the edges of the hamiltonian cycle C
(i) (of G(i)3 )
corresponding to the dominating cycle C of G3 are alternatingly oriented in accordance
and opposite direction w.r.t. a traversal (i.e., sense of orientation) of C(i), and D(i)3 is
strongly connected (i.e., the remaining arcs of D(i)3 are oriented from a sink to a source
on C(i)). By subdividing certain arcs of D(i)3 we extend D
(i)
3 to an orientation D3; i of
G3−Mi; i=1; 2. Extend D3; i to an orientation Di of G+; i=1; 2 by adding a parallel
arc for every arc of D(i)3 which does not correspond to an edge of C, and by replacing
every digon of G+ which corresponds to an element e ∈ Mi, by an oriented digon Ce.
By construction, Di is an eulerian orientation G+; i = 1; 2.
We consider D1;2:=〈A(D1 ∩ D2)〉 and QD1:=〈A(D1 − D1;2)〉 simultaneously. By con-
struction and because M1 ∩ M2 = ∅, each of D1;2 and QD1 will contain precisely two
of the four arcs corresponding to e; f ∈ (M1 ∪ M2) ∩ Ev for every 6-valent vertex v
of G+, and these four arcs will be di:erent. The remaining two arcs corresponding to
h ∈ Ev − {e; f} are parallel arcs and will either both belong to D1;2 or to QD1. Thus,
if v is a 4-valent vertex of D1;2 or QD1, then two of the four arcs incident with v are
parallel arcs.
Note in general, that if x is 4-valent in D1;2 ( QD1) then it is 2-valent in QD1 (D1;2) if
x ∈ V (G+)− V (C), or not present there at all (namely, if x ∈ V (C)).
Likewise, if x ∈ V (C) is not adjacent to a 6-valent vertex, then either in D1 or in D2
it is incident with two parallel arcs corresponding to k ∈ Mi for at least one i ∈ {1; 2}.
Thus, x will be either 2-valent in both D1;2 and QD1, or it will be 4-valent in one and
not present in the other.
Finally, M1 ∩M2 = ∅ also implies that if x is 2-valent in D1;2 or QD1, then at most
one of the arcs incident with x corresponds to an edge of C. The above considerations
following the de7nition of D1;2 and QD1 imply that
(a) D1;2 ( QD1) is either a set of cycles, or homeomorphic to a 2-diregular digraph
D′1;2 ( QD
′
1) each of whose vertices is incident to a pair of parallel arcs; and thus;
(b) if D1;2 ( QD1) is not a set of cycles, then D′1;2 ( QD
′
1) is bipartite. It now follows from
(a) and (b) that
(c) each of D1;2 and QD1 has a cycle decomposition S1;2; QS1 into at most two parallel
classes (i.e., the cycle decomposition can be partitioned into two classes of totally
disjoint cycles).
Moreover, S1;2 and QS1 are also cycle decompositions of D1 ∩ D2 and D1 − D1 ∩ D2,
respectively, so that S(D1)=S1;2∪ QS1 is a cycle decomposition of D1. However, S(D1)
corresponds to a cycle decomposition S+ = S+1;2 ∪ QS
+
1 , where S1;2 (
+ QS
+
1 ) is the cycle
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Fig. 1.
decomposition of the corresponding eulerian graph underlying D1∩D2 (D1−D1∩D2).
Again, each of S+1;2 and QS
+
1 consists of at most two parallel classes. Thus, S
+ consists
of at most four parallel classes.
Finally, no pair of edges adjacent in C belong to the same element of S+: this follows
from the remark preceding (a) and (a) itself. It now follows that by contracting pairs of
parallel edges in G+ to obtain G again (and thus obtaining T from C) every element of
S+ is being transformed into a cycle compatible with T ; thus S+ is being transformed
into a cycle decomposition S of G which is compatible with T . The rest of the theorem
and of the corollary now follows by applying Proposition 1.
The following proposition relates the various conjectures mentioned in this note.
Proposition. If the DCC and the BMC are true, then so are SCC, the CDCC and
the NZ5FC.
Proof. It is well known that minimum counterexamples to the CDCC and the NZ5FC
would have to be snarks. In dealing with SCC it is evident that one can restrict the
considerations to eulerian graphs without edge cuts of size 2. If (G3; C) associated
with (G; T ) has a cyclic edge cut of size 3, then it must be as depicted in Fig. 1(a)
which tells us what type of 4-edge cut must exist in G (Fig. 1(b)). This gives rise to
a reduction of (G; T ) to (G′; T ′) and (G′′; T ′′) (Fig. 1(c)), from which it is straight-
forward to see that cycle decompositions S ′; S ′′ compatible with T ′; T ′′ respectively,
yield a cycle decomposition S of G compatible with T (see also [5]). Thus, if G is
a minimum counterexample to SCC, then the associated G3 must be cyclically 4-edge
connected. G3 cannot be 3-edge-colorable either, for otherwise this would give rise to
a cycle decomposition S of G such that (I(S)) = 3. Thus, if (G; T ) is a minimum
counterexample to SCC, then G3 is a snark w.r.t. the associated (G3; C).
Now assume the DCC and BMC to be true. Then every snark G3 has a NZ5F,
[7]; and by the proof of the theorem, it has a cycle double cover S3 with C ∈ S3
where C is an arbitrary dominating cycle of G3. Moreover, if (G; T ) is a minimum
counterexample to SCC, then the associated (G3; C) is a snark (see above) and so,
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again by the theorem, G has a cycle decomposition compatible with T . Thus if the
DCC and BMC are true, counterexamples to SCC, CDCC and NZ5FC cannot exist.
The proposition now follows.
In concluding our considerations we note that already the validity of the strong
CDCC (by which any bridgeless G∗ has a CDC S∗ containing any prescribed cycle
C∗ ⊂ G∗) implies the validity of SCC (just consider (G3; C) associated with (G; T ),
and set G∗ =G3; C∗ =C; S∗−C gives rise to a cycle decomposition of G compatible
with T ; see also [2]).
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