We study a boundary value problem of fractional integrodifferential equations involving Caputo's derivative of order α ∈ (n − 1, n) in a Banach space. Existence and uniqueness results for the problem are established by means of the Hölder's inequality together with some standard fixed point theorems.
Introduction
The study of fractional differential equations has recently gained much attention due to extensive applications of these equations in the mathematical modelling of physical, engineering and biological phenomena. Examples and details concerning the development of the theory, methods and applications of fractional calculus can be found in the books [9] , [11] and papers [1] , [3] , [4] , [6] , [7] . For some results on boundary value problems of fractional integrodifferential equations, we refer to the papers [2] , [5] , [12] and the references therein.
In this paper, we study the existence and uniqueness of solutions for the following boundary value problem of nonlinear fractional integrodifferential equations (BVP)    c D α y(t) = f (t, y(t), (Gy)(t), (Sy)(t)), t ∈ J = [0, T ], y(0) = y 0 , y (0) = y 
where α ∈ (n − 1, n), c D α is the Caputo fractional derivative of order α, f : J × X × X → X is a given continuous function, X is a Banach space and y 0 , y i 0 (i = 1, 2, · · · , n − 2, n > 2, n is an integer), y T are some elements of X and G, S are integral operators given by (Gy)(t) = 
The paper is organized as follows. In Section 2, we recall some concepts of fractional calculus and known results. In Section 3, we present main results: the first result is based on Banach contraction principle, while the second one is obtained by applying Schaeffer's fixed point theorem. An illustrative example is also presented.
where L p (J, R) is the Banach space of all Lebesgue measurable functions. Now let us recall some basic concepts of fractional calculus ( [8] , [10] ).
Definition 2.1. For at least (n − 1)-times continuously differentiable function h : [0, ∞) → R, the Caputo derivative of fractional order q is defined as
where [q] denotes the integer part of the real number q.
Definition 2.2. The Riemann-Liouville fractional integral of order q is defined as
provided the integral exists.
Lemma 2.1 [8] . For α > 0, the general solution of fractional differential equation
where c i ∈ R, i = 0, 1, 2, · · · , n − 1.
Definition 2.3. A function y ∈ C(J, X) with its α-derivative existing on J is said to be a solution of the fractional BVP (1.1) if y satisfies the equation c D α y(t) = f (t, y(t), (Gy)(t), (Sy)(t)) a.e. on J, and the conditions
To define the solution for problem (1), we need the following auxiliary lemma.
Lemma 2.3. Letf : J → X be a continuous. A function y ∈ C(J, X) is a solution of the fractional integral equation
if and only if y is a solution of the problem
Proof. The proof is based on Lemma 2.2 and employs the standard arguments, for instance, see [1] . So we omit it.
In view of Lemma 2.3, we define the solution of (1) as follows.
Lemma 2.4. Let f : J × X × X × X → X be continuous function. Then y ∈ C(J, X) is a solution of the fractional integral equation
if and only if y is a solution of the fractional BVP (1.1)
In the sequel, we need the following results. 
Theorem 2.8. (Schaeffer's fixed point theorem). Let F : X → X be completely continuous operator. If the set
is bounded, then F has fixed points.
Main results
To prove the main results, we introduce the following assumptions:
(H 1 ) The function f : J ×X ×X ×X → X is strongly measurable with respect to t on J.
(H 2 ) There exists a constant α 1 ∈ (0, α) and real-valued functions m 1 (t),
f or each t ∈ J and x, y ∈ X.
, f or each t ∈ J and all y ∈ X,
.
Our first result is based on Banach's contraction principle. For the sake of convenience, we set the notation:
then the problem (1) has a unique solution on J.
Proof. For each t ∈ J, we have
is Lebesgue integrable with respect to s ∈ [0, t] for all t ∈ J and y ∈ C(J, X).
is Lebesgue integrable with respect to s ∈ [0, T ] for all t ∈ J and y ∈ C(J, X).
Now we define an operator F on B r := {y ∈ C(J, X) : y ≤ r} by
Observe that the problem (1) has solutions if the operator F has fixed points on B r . It will be shown by means of Banach contraction principle that F has a fixed point. The proof is divided into two steps.
Step 1. F y ∈ B r for every y ∈ B r . For every y ∈ B r and any δ > 0, by (H 3 ) and the Hölder's inequality, we get
It is obvious that the right-hand side of the above inequality tends to zero as δ → 0. Therefore, F is continuous on J, that is, F y ∈ C(J, X). Moreover, for y ∈ B r and all t ∈ J, we get (F y)(t)
, (Gy)(s), (Sy)(s)) ds
which implies that F y ∞ ≤ r. Thus, we can conclude that for all y ∈ B r , F y ∈ B r , that is, F : B r → B r .
Step 2. F is a contraction mapping on B r . For x, y ∈ B r and any t ∈ J, using (H2), the Hölder's inequality and
we get
So we obtain
Thus, F is contraction by the condition (3). Hence, by Banach contraction mapping principle, the operator F has a unique fixed point which is the unique solution of the problem (1).
Our next result is based on Schaeffer's fixed point theorem.
Theorem 3.2. Assume that (H 1 ), (H 4 ) and (H 5 ) hold. Then the problem (1) has at least one solution on J.
Proof. As before, let F : C(J, X) → C(J, X) be the operator defined by (4). We will show that F satisfies the hypotheses of Theorem 2.8. The proof consists of several steps.
Step 1. F is a continuous operator. Let {y n } be a sequence such that y n → y in C(J, X). Then for each t ∈ J, using the continuity of f , we have
Step 2. F maps bounded sets into bounded sets in C(J, X). Indeed, it is enough to show that for any η * > 0, there exists a l > 0 such that for each y ∈ B η * = {y ∈ C(J, X) :
which implies that
Step 3. F maps bounded sets into equicontinuous sets of C(J, X). Let 0 ≤ t 1 < t 2 ≤ T, y ∈ B η * . Using (H 4 ) again, we have
).
As t 2 → t 1 , the right-hand side of the above inequality tends to zero, therefore F is equicontinuous. Now, let {y n }, n = 1, 2, · · · be a sequence on B η * , and
In view of the condition (H5) and Lemma 2.6, we know that conv K 1 is compact. For any t * ∈ J,
Similarly, the set {F 3 y : y ∈ B η * } is relatively compact. As a result, the set {F y : y ∈ B η * } is relatively compact. In view of steps 1-3, we conclude that F is continuous and completely continuous.
Step 4. A priori bounds. Now it remains to show that the set
is bounded. Let y ∈ E(F ), then y = λ * F y for some λ * ∈ [0, 1]. Thus, for each t ∈ J, we have
For each t ∈ J, we have
Thus, for every t ∈ J, we have
This shows that the set E(F ) is bounded. Hence, Theorem 2.8 applies and F has a fixed point which is a solution of the problem (1). 
where t ∈ ≤ m 1 (t) x p − y p + m 2 (t) Gx p − Gy p + m 3 (t) Sx p − Sy p , m 1 (t) = t/3, m 2 (t) = 1/2, m 1 (t) = 1, γ 0 = max t 0 k 1 (t, s)ds = e − 1, γ 1 = max t 0 k 2 (t, s)ds = 2( √ e − 1). Clearly f (t, x(t), (Gx)(t), (Sx)(t)) − f (t, y(t), (Gy)(t), (Sy)(t)) ≤ m 1 (t) x − y + m 2 (t) Gx − Gy + m 3 (t) Sx − Sy . ) 1−α1 0.653451 < 1, Thus, all the assumptions of Theorem 3.1 are satisfied. Therefore, the conclusion of Theorem 3.1 applies to the problem (5).
