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Abstract: The study employed co-integration analysis to identify factors that influence company tax 
revenue collections in Swaziland and further uses ARIMA and VAR to find a forecasting technique 
that will produce the least forecasting variance for CIT revenue. The results reveal that GDP, Share of 
Agriculture in GDP and Tax Rate have a positive and statistically significant relationship with company 
tax revenue while inflation and openness showed a negative and statistically significant relationship. 
These findings are mostly consistent with theoretical expectations and other studies that were done by 
other researchers. Combined forecasting was found to produce the least variance for one year ahead 
forecast of company tax revenue.  
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1. Introduction 
The ability to predict future revenue is the central problem of fiscal planning 
(Clausing, 2007). While the expenditure plans of governments may be known with 
certainty, the revenues to support the expenditure are usually limited and are not 
easily known at the time of fiscal budgeting (Tanzi, 1987). This often leads to under 
or over stated fiscal targets and at times borrowing by governments to finance 
deficits. When revenues are over estimated governments enter into commitments 
which do not have matching finances, thus requiring governments to borrow or find 
alternative financing mechanisms, unplanned deficits, cash flow challenges and cuts 
in services occur. In a case where tax revenues are under estimated, the public is 
deprived of essential services/investments that the government did not provide as a 
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result of forecast revenue shortfall. Both these eventualities can be avoided through 
better revenue estimates that do not deviate significantly from actual outturns.  
The finance needs of governments, grow from year to year with growing 
populations. On the other hand, the revenue streams available to governments to 
finance these demands are narrowing. More so, trade liberalisation has negatively 
affected trade tax revenues (Agbeyegbe et. al, 2004; Kassim, 2016). Governments 
have to mobilize internal sources of revenue which in themselves are also under 
pressure due to tax competition and compliance issues. This therefore means 
governments have to establish a stronger hand on domestic revenue which can be 
achieved through a good knowledge of the economic fundamentals that drive these 
domestic revenues. The knowledge and understanding of these revenue influencing 
dynamics enables governments to design more relevant and responsive tax policies 
that help to raise more domestic revenue and bridge the finance gap while 
maintaining economic growth (Wawire, 2006). 
The domestic sources of revenue in Swaziland shows that the largest contributor to 
domestic revenue is Income taxes which account for about 60% of state domestic 
revenue (SRA Annual Report, 2015). Within income taxes, taxes on companies are 
the second largest contributor accounting for 40% of total income taxes. These are 
below the regional averages (ATAF, 2016), thus giving room to increase company 
tax revenue and match the regional ratios. This therefore, requires an understanding 
of the factors that influence the performance of this form of tax. The limited 
availability of the literature on the determinants of corporate tax revenues in 
Swaziland makes this difficult task even more challenging. While a few studies have 
attempted to determine the factors driving total tax revenue, literature focusing on 
specific taxes like company income taxes (CIT) is scanty. Where this literature is 
available it has been mainly on Value Added Taxes (VAT) for developing countries 
as Income taxes have generally received less attention as these countries have tended 
to focus on trade taxes at the neglect of direct taxes. 
Evidence of lack of knowledge of factors that determine CIT in Swaziland is the 
poor estimation ability of the government and its agents as shown by poor budget 
and actual performance. The methods are based on basic economic reasoning that, 
based on tax elasticities where GDP is the major independent variable. This 
supposition that has not been proven for the Swazi economy. These macro based 
models often suffer from uncertainty about the macro economic projections 
(Buettner & Kauder, 2010). The GDP of Swaziland has generally shown a positive 
growth over the period under study yet company tax revenue has at times shown 
declines in the same period and further the movements in both these variables often 
shows considerable diversion rendering forecasts produced this way inaccurate. 
Figure 1 shows revenue growth and company income tax (CIT) revenue since 1991 
revealing the diversion in growth rates for these variables. 
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Figure 1. Real Company Income Tax Revenue and GDP Growth since 1991 
Source: Ministry of Finance and CSO 
Problem Statement: While studies have been undertaken on the determinants of tax 
revenue, a few have focused on corporate tax revenues. Where they have been 
undertaken, the consideration of the Swaziland case is limited and this study is 
amongst the first few to attempt. IMF indicated in 2007 that paying tax in Swaziland 
was optional. The government introduced the Swaziland Revenue Authority which 
became operational in 2011 to improve revenue collections both in terms of cost 
efficiencies and revenue increase. One of the measures of revenue collection is 
improvement in the tax to GDP ratio. In the case of Swaziland, improvements are 
observed in collection of tax revenues, but the tax to GDP ratio is still relatively low 
compared to neighbouring countries and countries of similar size. Increasing 
government budget deficits and volatility of revenues from the country’s largest 
source (Southern Africa Customs Union Receipts) in recent years has added fiscal 
pressure for government (Swaziland Revenue Authority annual report, 2014). 
Domestic markets have not been able to absorb fully the domestic debt requirements 
of government leaving the government with little options given the stringent and 
expensive conditions on international borrowing. The government needs to mobilize 
more revenue to cut down on the existing deficits. Further budget deficits have been 
understated due to over forecasting of domestic revenues (Swaziland Revenue 
Authority annual report, 2015). 
The major problem the study seeks to establish is the economic drivers of corporate 
tax revenue in Swaziland and thus contribute to the limited empirical literature in 
this area for Swaziland. Associated with this main problem is the investigation of the 
most appropriate approach for estimating corporate tax revenue and reduction of 
forecast errors for the country’s fiscal budget.  
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Study objectives: The main objective of the study is to determine the factors that 
influence company tax revenue in Swaziland. The specific objectives are: 
1. To determine the statistically significant economic factors that influence 
income corporate tax revenue in Swaziland; 
2. To assess the effectiveness of the structural equation in forecasting one year 
ahead corporate tax revenue compared to other alternative methods like the 
average growth, VAR and ARIMA models; 
3. To assess if the combined one year ahead forecasts for corporate tax revenue 
from the structural equation, average growth, VAR and ARIMA perform 
better than forecasts produced by the individual models. 
 
2. Literature Survey 
Literature remains mixed on the determinants of tax revenues with regional and 
country studies. Development in the economy increases the demand for public goods 
and in turn government expenditure while also increasing the taxable capacity of the 
economy to meet these demands (Tanzi, 1987; Musgrave, 1969; Chelliahy, 1971). 
A properly designed fiscal policy is an integral part of a developing economy for 
economic (Gounder et. al, 2007).  
Zee (2016) asserts that in generating the tax revenues that are required to create fiscal 
balance, revenue policy should be designed to raise enough revenue to grow in line 
with government finance needs. In designing this revenue and tax measures, a tax 
should generate a positive income effect large enough to more than compensate for 
excess burden created by the tax and while also covering administrative costs in 
order for the tax to result in a net increase in tax revenue. 
Gupta (2007) undertook a study of the principal determinants of tax revenues in 
developing countries and established that per capita GDP, trade openness, political 
stability and share of Agriculture in GDP are important in the determination of tax 
revenue. Using Feasible Generalized Least Squares (FGLS) in a study of the 
European Union, Nandi et. al (2014) confirm GDP, trade openness, government 
deficit, number of enterprises, foreign direct investment (FDI) and corruption as 
important determinants of tax revenue. 
Mahdavi (2008) employed panel data analysis for 43 countries covering the period 
1973-2002 and the findings showed that aid had a negative effect on tax revenue, 
non-tax revenue had also negative effect while agriculture sector share had positive 
but insignificant coefficient on tax revenue. Trade sector share had a positive 
relationship and a proxy variable for economically active females had a negative but 
statistically insignificant effect. Old-age portion of population variable showed a 
negative relationship with income tax and sales tax revenue. Extent of urbanization 
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and literacy rate both showed positive effect. Population density, monetization and 
inflation rate remained negatively correlated. The findings also find a statistically 
significant negative correlation with the level of taxes. Net effect of political rights 
and civil liberties was significant.  
Contrary to the results observed on the negative relationship with the share of 
agriculture and tax revenue, Ahmad and Mohammad (2010) found an insignificant 
effect when examining the determinants of tax buoyancy of 25 developing countries 
using cross section data for the year 1998 to 2008 and pooled least square method. 
The agriculture sector showed an insignificant effect while the services sector 
showed a positive and significant effect instead. Monetization and budget deficit 
showed positive influence while an increase in grants showed a negative impact on 
tax revenue performance.  
Other economic factors as observed in regional studies consider tax rates as a 
determinant of tax revenue. Corporate tax revenues have a nonlinear relationship 
with tax rates which can be in part explained by the Laffer curve. Countries that have 
managed to advance in economic integration tend to have steeper curves suggesting 
that their revenue maximising tax rates are lower than less integrated countries 
(Clausing, 2007). Inflation was found to positively affect tax revenue by (Mahdavi, 
2008) while Tanzi (1992) found a negative relationship between tax revenue and 
inflation rate. 
A survey of country studies that have attempted to find the determinants in 
developing countries reveals that GDP, inflation, international trade are important 
factors in determining tax revenue levels. Wawire (2006) found a positive 
relationship between revenue and GDP in Kenya. While a similar study (Karogoz, 
2013) in Turkey showed that tax revenues were affected by the share of the industry 
and agriculture sectors, GDP, foreign debt and monetization of the economy. 
Ayenew (2016) investigated the determinants of tax revenue for Ethiopia and the 
results reveal a positive relationship between GDP, FDI and foreign aid while 
government deficit and trade openness showed a negative relationship. 
A time series based approach by Teera (2002) estimated a model to study the tax 
system and structure in Uganda. The study covered data of the period 1970 to 2000 
to investigate the factors affecting tax revenue in the country. The results showed 
that agriculture ratio, population density and tax evasion affect all type of taxes. GDP 
per capita showed a surprising negative sign. Tax evasion and openness showed the 
significant negative impact. Foreign Aid showed a positive sign since aid in Uganda 
always supported imports especially raw material thus the positive relationship.  
Bilquees (2004) employed the Divisia Index approach to estimate the buoyancy and 
elasticity of the tax revenue system in Pakistan. The estimates of buoyancy produced 
by the study suggested that tax rate changes did not lead to substantial revenue 
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increases. There was a large elasticity coefficient for sales tax in relation to the GDP 
base. 
Lutfunnahar, (2007) found international trade, money supply, foreign debt and 
population growth to be significant determinants of tax efforts revenue performance 
in Bangladesh The study was based on panel data analysis in which Bangladesh was 
part of 10 other countries in a 15-year study period. The trend in government revenue 
forecasters is that the more developed countries in the field tend revenue forecasting 
to use of econometric models to forecast. The variables used in these models are 
predicted levels of economic activity corresponding to the base of the tax being 
forecasted. Examples of variables used for forecasting used in these econometric 
models of this form are GDP income. 
A survey of literature does not prove a prescriptive conclusion on which methods 
should be used when preparing revenue forecasts. Certain decision makers favour a 
combination of judgement and simple econometric equations, against time series and 
complex econometric models. The reason for this line of thought is that knowledge 
of special events when incorporated into the revenue forecasting process assist 
revenue forecasters to produce more reliable forecasts Grizzle and Klay (1994). 
Bretschneider et al. (1989) compared the forecasting accuracy of different 
forecasting methods. Based on the finding of their studies these authors favour a 
combination of judgement and simple econometric equations, against time series and 
complex econometric models. Grizzle and Klay (1994) also show evidence for 
support of combining judgement and simple methods against more complicated or 
automated techniques. Armstrong (2001) recommends to combine forecasts from at 
least five methods to come up with strong forecasts. 
On a different line of thought, Lawrence et al. (1998) suggests that simple regression 
methods are more suited to forecasting tax revenue because of their transparency. In 
other studies, (Nazmi & Leuthold, 1988), time series based forecasting was found to 
be viable for tax revenue forecasting. Litterman and Supel (1983) and Fullerton 
(1989) suggest that a combination of different forecasting techniques produces the 
best forecast for revenue receipts than using a single forecasting method. 
Willman et al. (2000), Pike and Savage (1998) and Sentance et al. (1998) present the 
fiscal side of structural macroeconomic models. Macroeconomic models as iteration 
tools for preparing the budgetary forecasts allow for estimating the effects of fiscal 
policy on economic activity. Moreover, they guarantee the consistency between the 
macroeconomic and budget projections. However, it is often the case that such 
models are too aggregated to produce sufficiently detailed government revenue and 
expenditure projections, which are necessary for a thorough assessment of public 
finances, Willman et al. (2000).  
Some international organisations have chosen to follow an iterative process to 
overcome the shortcomings related to the use of large scale macroeconomic models 
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in the context of the forecast exercise. This has been done by linking the independent 
macroeconomic models and sufficiently detailed satellite fiscal models together so 
that a high degree of consistency is achieved in the final forecasts (Hendry & 
Clements, 2001) while allowing at the same time for the high level of disaggregation 
of revenue and expenditure needed for budgetary forecasting and fiscal policy 
assessment. 
Literature has attempted to analyse the potential bias the political and institutional 
process might have on revenue and spending forecasts (Ehrhart, 2009; Auerbach, 
1995; Feenberg et al., 1988; Plesko, 1988; Bretschneider et al., 1989). The main 
conclusions from these authors are that: there is evidence of the existence of 
systematic political and institutional bias in revenue forecasting. Forecast quality 
tends to deteriorate with the length of the forecasting horizon and forecasts from 
independent, competing agencies tend to increase forecast accuracy. 
Botrić and Vizek (2012) taking on a disaggregated approach estimated different 
models for several revenue sources. They used, trend models, random walk, 
ARIMA, regression and error correction models. The analysis suggests that 
econometric methods produce forecasts that are in general more accurate than 
official forecasts prepared using expert judgment.  
In studies that included VAR, forecast values from VAR models were seen to be 
more realistic and closely reflect the prevailing economic situations (Olatayo & 
Taiwo, 2013). Donegan (2015) comparing different forecasting methods used 
multivariate time series methods capable of incorporating exogenous variables on 
aggregated VAT and Income Tax revenues. The study used ARIMA with external 
variable (ARMAX) and VAR. The findings conclude that VAR performs better than 
ARIMA for both tax types but VAR model does not outperform existing models for 
forecasting VAT and PAYE. Literature on studies that compared structural 
equations, ARIMA and VAR simultaneously was difficult to find and this study adds 
to that literature. 
 
3. Research Methodological Framework 
Developing from the reviewed literature, this section describes data sources and the 
techniques used in the study. Secondary time series data was sourced from the 
Ministry of Finance, the Central Bank of Swaziland and Central Statistics Office. 
Focus of the study was a time series analysis covering the period 1990 to 2015 
concentrating on company income tax in Swaziland. The research proceeded in two 
parts as it aims to answer the study questions. The study employed the Engle-
Granger (1987) two step method to estimate a structural equation that would identify 
the determinants of Company Income Tax (CIT) revenue. The regression covered 
the period 1990 to 2014. The advantage of the Engle Granger two step method is that 
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it is able model non-stationary series without differencing thus losing important 
economic information and also it helps to separate long run and short run and 
adjustments to the long run (Engle & Granger, 1987). The main drawback of the 
Engle Granger two step method is that it does not isolate the cointegrating 
relationships and thus does not reveal the number of cointegrating relationships. 
Since the aim of the study is less focused on identifying the individual cointegrating 
relationships, this limitation of the Engle Granger two step method does not affect 
the results. A Vector Error Correction Model (VECM) is able to estimate both long 
run and short run relationships but the Engle Granger two step method is favoured 
in this case due that the data series is not long enough to fully utilize a VECM. 
Cointegration is a necessary condition for the existence of a long run equilibrium 
economic relationship between two or more variables which are non-stationary. The 
Engle Granger two step method requires the first step to be the estimation of a long 
run equation containing all variables under study whether stationary or not. The 
method then follows with a test of stationarity on the residual of this long run 
equation. If the residuals are found to be stationary then it is said that there is 
cointegration and there exist a short run equation and an Error Correction 
Mechanism (ECM) according to Brooks (2008). Second step of the Engle Granger 
two step method is to estimate this short run equation which was estimated in the 
study.  
The forecasting technique estimated an average growth forecast, a VAR and ARIMA 
model for CIT. The VAR model included all the variables considered in the long run 
equation. These models were tested for statistical properties and then used to do a 
one step ahead forecast. A one year ahead (2015) forecast was made for CIT using 
all the models estimated in the study (average growth, ARIMA, VAR, Short run 
model and Long run model). These one year ahead forecasts were then compared 
against actual collections in 2015 along with the official revenue estimates for 2015 
to find the estimation procedure with the least forecast-actual variance. 
The last part of the study estimated a combined one year ahead forecast. This 
combined forecast is a forecast developed through weighting the forecasts from the 
average growth based forecast with the VAR, ARIMA, Long Run model and Short 
run model forecasts. This weighting is based on the Theil coefficient as suggested 
by Enders (2010). 
The main variable under study were corporate tax revenue as explained by real Gross 
Domestic Product (GDP), Inflation, (proxy being CPI), Openness, Tax Rates and 
Share of Agriculture in GDP, Foreign Direct Investment (FDI) and Public Debt. The 
analysis began with descriptive statistics on the main variables. All regressions and 
models were estimated using the Eviews 7 package. Stationarity tests of the variables 
were undertaken to determine the order of integration. These stationary tests are 
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necessary because regression on non-stationary time series leads to spurious 
regressions (Gujarati, 2006).  
A regression was run on the variables with the dependent variable being CIT revenue 
with the already mentioned regressors. Diagnostics test on the estimated equation 
were undertaken to test for misspecification, heteroscedasticity, autocorrelation and 
normality of residuals which are crucial for the classical linear regression model that 
was used. A test confirming cointegration was done using the Engle-Granger two 
step procedure and an Error Correction Model (ECM) was estimated. 
The second stage of the analysis estimated an ARIMA model for CIT revenue using 
the box Jenkins method. The appropriate number of lags and ARMA order were 
identified using the auto correlation functions and selection criterions. A VAR was 
estimated using the variables used in the structural equation. The selection of the lag 
length through AIC and a test for causality using the Granger causation test preceded 
the estimation of the VAR.  
Based on the E-Views output, Theil coefficients were extracted after forecasting 
using each individual model. To validate the superiority of the different methods, a 
comparison was done for actuals against forecasts by doing a one year out of sample 
forecast for CIT revenue comparing the different estimation approaches. A final 
analysis was to perform a combination forecasting as undertaken by Grizzle and 
Klay (1994) where forecasts from different methods are combined and compared 
with their relative efficiency to the forecasts of individual methods. The study used 
Engle-Granger two step method which estimates both the Long run and Short run 
equation. The estimation procedure for these equations is discussed in turn together 
with the estimation of the VAR, ARIMA and average growth forecast. 
To estimate the determinants of tax revenue we employed the Engle Granger two 
step method which uses linear regression and Ordinary Least Squares (OLS) for the 
period 1990 to 2014 to estimate a long run relationship. The strength of OLS in this 
analysis is simplicity and ease of analysis and interpretation of the coefficients of the 
regression. Similar studies on the determinants of tax revenue in other studies also 
employ OLS in their research thus making it a more relevant tool in the current study. 
Further when expressed in logarithm form these coefficients become elasticities or 
rates of change (Wawire, 2006; Clausing, 2007). The specific model that we 
estimated follows those that were used by Ayenew (2016) (Karogoz, 2013) and 
Wawire (2006). The specific model used in the study is presented as: 
𝐿𝐶𝐼𝑇 =  𝛽0  +  𝛽1 ∗ 𝐿𝐺𝐷𝑃 + 𝛽2 ∗ 𝐿𝐼𝑁𝐹𝐿 + 𝛽3 ∗ 𝐿𝐹𝐷𝐼 + 𝛽4 ∗ 𝐿𝐴𝐺𝑅 + 𝛽5 ∗
𝐿𝐷𝐵𝑇 + 𝛽6 ∗ 𝐿𝑅𝐴𝑇𝐸 + 𝛽8 ∗ 𝐿𝑂𝑃 +
𝑒       …………………………………………………… ..                    (1) 
Where: 
LCIT- Log of company income tax revenue 
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LGDP- Log Gross Domestic Product 
LINFL- Log Consumer Price Index (CPI) 
LFDI- Log Foreign direct investment 
LAGR- Share of Agriculture in GDP 
LDBT- Log Government Debt as a % of GDP 
LRATE- Log Nominal Tax rate on companies 
LOP- Log Measure of Openness: (Imports +Exports)/GDP 
The data was transformed into natural logarithms, consistent with Tsaurai (2018a; b; 
c). Following stationarity tests on the residuals, the short run equation was estimated 
by regressing the independent variables in their 1st differences together with the 
lagged residuals from the long run equation for the period 1990 to 2014 with 1st 
difference of LCIT. The model was as follows; 
𝐷(𝐿𝐶𝐼𝑇)  =  𝛽0  +  𝛽1 ∗ 𝐷(𝐿𝐺𝐷𝑃) + 𝛽2 ∗ 𝐷(𝐿𝐼𝑁𝐹𝐿)  + 𝛽3 ∗ 𝐷(𝐿𝐹𝐷𝐼)  + 𝛽4 ∗
𝐷(𝐿𝐴𝐺𝑅) + 𝛽5 ∗ 𝐷(𝐿𝐷𝐵𝑇) + 𝛽6 ∗ 𝐷(𝐿𝑅𝐴𝑇𝐸) + 𝛽8 ∗ 𝐷(𝐿𝑂𝑃) +
𝑅𝑒𝑠𝑖𝑑𝑢𝑎𝑙𝑠(−1) + 𝑒    ……………………………………………….……… ..(2) 
Where: 
DLCIT- Differenced Log of company income tax revenue 
DLGDP- Differenced Log Gross Domestic Product 
DLINFL- Differenced Log Consumer Price Index (CPI) 
DLFDI- Differenced Log Foreign direct investment 
DLAGR- Differenced Share of Agriculture in GDP 
DLDBT- Differenced Log Government Debt as a % of GDP 
DLRATE- Differenced Log Nominal Tax rate on companies 
DLOP- Differenced Log Measure of Openness: (Imports +Exports)/GDP 
Residuals (-1) - Is the Lagged residuals from the long run equation (equation (1)) 
The Autoregressive Integrated Moving Average (ARIMA) model is a univariate 
linear statistical model. ARIMA models do not require any additional information 
other than the time series for analysis. Instead it uses only historical data in producing 
future predictions (Brooks, 2008). It is the generalised form of the ARMA model. 
These ARIMA models are capable of dealing with non-stationarity in a time series; 
the “integrated” part of the model can effectively transform the data in a time series 
to stationary by way of differencing. In addition to the integrated term, ARIMA 
models also have an autoregressive and moving average component. Thus, revenue 
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data can be forecasted using ARIMA models because they are capable of dealing 
with nonstationary data that contain trend and seasonality (Brooks, 2008; Gujarati, 
2006). The Box Jenkins (Box & Jenkins, 1976) method was used where the model 
is specified as  
𝑦𝑡  =  𝑐 + 𝐵1𝑦𝑡−1 + 𝐵2𝑦𝑡−2  + ⋯+ 𝐵𝑝𝑦𝑡−𝑝 + 𝑒𝑡…………………………(3) 
Where, 𝑦𝑡 is a single variable (univariate), 𝑒𝑡 is a random error term, and B are the 
ARIMA terms or coefficients being estimated.  
Gujarati (2006) says that the ARIMA Box Jenkins method involves four steps: (i) 
Identification, where the appropriate number of lags is determined using a 
correlogram based on auto correlation and partial correlation functions including 
stationarity tests on the variable of interest. (ii) Estimation of the ARIMA based in 
the identified number of lags (iii) The third step is to do diagnostic checks to assess 
if the model fits the data well, if the model is inadequate, the process begins from 
estimation of another model until the “best” model is found. (iv) the last step in Box 
Jenkins method is to produce forecasts. 
The number of lags or ARMA terms were determined by using the autocorrelation 
functions through the Box Jenkins method. CIT was differenced to achieve 
stationarity and the ARIMA model was estimated for the period 1990 to 2014. 
Diagnostics on the ARIMA model were done to assess its statistical properties for 
forecasting purposes and the tests done are serial correlation, heteroscedasticity, and 
normality and AR roots for ARMA to be invertible. 
A Vector Autoregressive (VAR) model is an econometric multivariate model, 
capable of describing the linear interdependencies among multiple time series. Often 
real world complex events are affected by more than one variable (Brooks, 2008). 
VAR modelling utilizes multiple variables in producing a forecast. This form of 
modelling is a flexible, easy to use and successful method of explaining multiple 
time series. VAR is based on Granger causation where X is said to “Granger-cause” 
Y if and only if the forecast of Y is improved by using the past values of X together 
with the past values of Y, than by not doing so (Granger 1969). Granger causality 
distinguishes between unidirectional and bi-directional causality. If neither of them 
causes the other, then the two-time series are statistically independent. If each of the 
variables causes the other, then a mutual feedback is said to exist between the 
variables. 
All of the variables in a VAR model are treated symmetrically. The p-lag vector 
autoregressive model, VAR (p) has the form: 
𝑦𝑡  =  𝑐 + 𝐵1𝑦𝑡−1 + 𝐵2𝑦𝑡−2  + ⋯+ 𝐵𝑝𝑦𝑡−𝑝 + 𝑒𝑡……………………………(4) 
Where, 𝑦𝑡  is a vector of variables, 𝑒𝑡 is a random error term and B are the coefficients 
being estimated. The VAR was estimated for the period 1990 to 2014 using the 
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variables of the long run equation The VAR lag length was determined by the AIC 
criterion and diagnostic tests were performed on the VAR to assess its properties for 
forecasting purposes and these are Granger Causality and inverse roots of the 
characteristic equation. 
Average growth (also known as constant growth forecasting) is a way of forecasting 
revenue that computes the arithmetic average of CIT growth and thereafter assumes 
that the computed arithmetic average will persist into the forecasting period 
(Makananisa, 2015). It does not relate to economic performance but the simple 
arithmetic average. The analysis can be extended by using moving averages instead 
of the arithmetic average. Forecasts are developed using the following estimation: 
𝐶𝐼𝑇𝑡+1 = 𝐶𝐼𝑇𝑡 + (1 + 𝑔)…………………………………………………….(5) 
Where: 
g- Is the average growth in tax revenue over the period where actual collections are 
available shown as; 
𝑔 =
∑
𝑦?̂? − 𝑦𝑡−1̂
𝑦𝑡−1
𝑛
1
𝑛
 
Where;  
𝑦𝑡 – CIT actual collections in the current period 
𝑦𝑡−1 – CIT actual collections in the previous period 
n – Is the total number of year for which data is available 
Forecasts were produced using the models described above for the year 2015, which 
is a one year ahead revenue forecast as all the model were estimated for up to the 
year 2014. These forecasts were then compared against each other for forecasting 
accuracy based on the actual collections for 2015. Where the variance of a forecast 
from the actual collection is expressed in percentages to assess deviation. The one 
step ahead forecast is more relevant in comparing the forecasts since in fiscal 
forecasting the one year ahead forecast accuracy is important in avoiding budget 
deficits as the forecasts beyond one step ahead continue to be amended in the 
medium term expenditure framework (MTEF) yet an accurate one year ahead 
forecast affects the fiscal budget directly. 
As indicated in the reviewed literature, combined forecasts from different models 
sometimes perform better than forecasts produced from individual models. The 
study used inverse of the Theil coefficient weighted forecasts to come up with a 
combined forecast for 2015 as suggested by Enders (2010). The advantage of the 
Theil coefficient compared to other measures like root mean squared error (MSE) 
and mean absolute percentage error MAPE) in forecast comparison and weighting is 
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that it is independent of the transformation of variables (differencing, logs and other 
transformations) since it is proportion based (Woschnagg, 2004). In this way Theil 
coefficient can be used to compare models developed from different transformations. 
This method combines and weighs forecasts the inverse of Theil coefficient to 
weight different forecasts. The weighting is done such that a model with a small 
value of the coefficient receives more weight in the weighting of forecasts. This is 
because a model with a small value of Theil coefficient has more forecasting 
accuracy compared to a model with a larger coefficient. The weighting can be 
presented as follows: 
𝑊𝑓=∑  𝑇𝑖𝑤∗𝐹𝑖𝑚1  
Where; 
𝑚 –Number of models being whose forecasts are being combined 
𝐹𝑖- Forecast output from the 𝑖
𝑡ℎ model 
𝑇𝑖𝑤-Inverse of Theil coefficient based weight given by 
𝑇𝑖𝑤 =
𝑤𝑖
∑ 𝑤𝑖
𝑚
1
 
𝑤𝑖- is the value of the inverse of the Theil coefficient weight given by;          
𝑤𝑖 = ∑
1
∑
𝐼𝑖
∑𝐼𝑖
𝑚
1
𝑚
1
 
Where; 
𝐼𝑖- is the Theil coefficient computed from the forecasts of the 𝑖
𝑡ℎ model 
The Theil coefficient as presented by Theil (1966) can be expressed as follows; 
𝐼 =
√∑
𝑢𝑡
2
𝑛
𝑛
1
√∑
𝑦𝑡
2
𝑛 + √
∑
?̂?𝑡
2
𝑛
𝑛
1
𝑛
1
 
Where; 
I – is the Theil coefficient  
𝑢𝑡
2- is the square of the residuals from the regression 
𝑦𝑡
2- is the square of the actual observation of the variable being forecasted 
?̂?𝑡
2- is the square of the forecasts produced based on the regression results 
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n- is the number of forecasted data points. 
 
4. Data Analysis Presentation and Interpretation of Results 
In line with the methodology used in the study, this section discusses the empirical 
findings of the study. The section provides descriptive statistics on the data, provides 
estimates from the models based on the methodology while providing statistical 
interpretations to the results. 
4.1. Descriptive Statistics 
Table 1. Descriptive Statistics of Variables 
 
 
4.2. Stationarity Tests 
The Augmented Dickey Fuller test was used to test for stationarity of the variables. 
All the variables except FDI became stationary after first differencing. FDI was the 
only variable which was found to be stationary at levels. The results of the 
stationarity tests are shown in Table 3. 
Table 2. Stationarity Tests 
Variable ADF Statistic Probability Decision Order of Integration 
LCIT -5.232*** 0 Stationary I(1) 
LGDP -4.872*** 0.001 Stationary I(1) 
LCPI -9.579*** 0 Stationary I(1) 
LFDI -5.025*** 0.008 Stationary I(0) 
LAGR -5.503*** 0 Stationary I(1) 
LDBT -5.293*** 0  Stationary I(1) 
LTRATE -5.023*** 0.001 Stationary I(1) 
LOP -4.321*** 0.003 Stationary I(1) 
***significant at 1% 
  
Variable CIT GDP CPI Agriculture/GDP PUBLIC DEBT/GDP FDI TAXRATES OPENNESS
 Mean 575.30 27242.94 64.21 0.11 0.16 546.03 0.32 1.30
 Median 488.44 25460.82 58.66 0.10 0.15 583.43 0.30 1.34
 Maximum 1225.54 46943.00 114.22 0.13 0.22 1505.68 0.38 1.65
 Minimum 304.22 17766.65 28.01 0.07 0.11 -403.72 0.28 0.97
 Std. Dev. 257.7642 7932.901 23.83707 0.016019 0.027704 440.489 0.03815 0.19451
 Skewness 1.21394 0.995315 0.548377 -0.124011 0.585753 -0.17693 0.93746 -0.254961
 Kurtosis 3.63713 3.234007 2.467612 2.44644 2.719682 3.087752 2.057408 2.237821
 Jarque-Bera 6.8256 4.3521 1.6102 0.3986 1.5719 0.1440 4.7708 0.9110
 Probability 0.0329 0.1135 0.4471 0.8193 0.4557 0.9305 0.0921 0.6341
 Sum 14957.73 708316.4 1669.43 2.76 4.07 14196.76 8.3 33.67
 Sum Sq. Dev. 1661060 1.57E+09 14205.15 0.006415 0.019188 4850764 0.036385 0.94585
 Observations 26 26 26 26 26 26 26 26
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4.3. Long run Models Results 
The first step of the Engle-Granger two step method is to estimate a long run equation 
to determine a long run relationship between the variables under study. A regression 
of the variables was done using E-Views for the period 1990 to 2014 and the results 
are shown in the Table 4 where LCIT is the dependent variable. The results show 
that GDP, CPI, Share of Agriculture in GDP, Public debt, tax rate and openness have 
a statistically significant relationship with company income tax. The adjusted R-
squared is 0.92 reflecting that the model is a good fit and 92% of the variation in CIT 
is explained by the independent variables. The F statistic of 40.03 with a p-value of 
0.00 is statistically significant showing the overall significance of the model.  
Table 3. Results of Long Run Equation 
Variable Coefficient Standard Error T-Statistic Probability 
C -8.749 2.336 -3.746*** 0.002 
LGDP 2.010 0.302 6.655*** 0.000 
LCPI -0.314 0.160 -1.965* 0.066 
LFDI 0.012 0.019 0.643 0.529 
LAGR 0.952 0.211 4.517*** 0.000 
LDBT 0.380 0.164 2.314* 0.034 
LTRATE 1.037 0.512 2.028** 0.059 
LOP -1.033 0.306 -3.373*** 0.004 
R-squared 0.943   Mean dependent var 6.238 
Adjusted R-squared 0.919   S.D. dependent var 0.373 
S.E. of regression 0.106   Akaike info criterion -1.398 
Sum squared resid 0.191   Schwarz criterion -1.008 
Log likelihood 25.475   Hannan-Quinn criter. -1.290 
F-statistic 40.031   Durbin-Watson stat 2.072 
Prob(F-statistic) 0.000    
*significant at 5%, ** significant at 10% and ***significant at 10% 
Diagnostics on the long-run model show that the model is statistically sound as 
reflected by the absence of serial correlation as confirmed by the LM test, absence 
of homoscedasticity as reflected by the insignificant Breusch-Pagan-Godfrey test. 
The residuals were also found to be Normal-distributed in line with the assumptions 
of the classical normal linear regression. A Ramsey-RESET specification test on the 
model identified no misspecification. A Wald test on the coefficients with a 
restriction that each of the coefficients is zero showed that all the coefficients passed 
this restriction test (except for FDI) and therefore are useful in explaining CIT. This 
means the results of the model can be used for inference purposes. However, before 
the inference could be done a test for cointegration has to be undertaken to assess if 
the regression is not spurious given that some of the regressed variables were non-
stationary. This was done through a test on the residuals of the long run relationship 
with the results shown in Table 4. 
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Table 4. Diagnostic Test for Results for Long Run Equation 
 
The residuals were tested for stationarity using the Augmented Dickey Fuller test 
and the result (Table 5) showed that residuals are stationary at 5% level of 
significance and thus we can conclude that there is cointegration in line with the 
Engle-Granger two step method.  
Table 5. Stationarity Test for Long run equation residuals 
  t-Statistic Prob.* 
Augmented Dickey-Fuller test statistic -4.913589  0.0006 
Test critical values: 
  
  
1% level -3.737853   
5% level -2.991878   
10% level -2.635542   
Following the diagnostic test, the results of the long run model in Table 3 can then 
be discussed. The implication of the results is that GDP has a positive and 
statistically significant relationship with CIT revenue and when GDP increases by 
1%, CIT revenue is expected to grow by 2% holding other factors constant. CPI has 
a negative and statistically significant relationship with CIT revenue, when inflation 
increases by 1% CIT revenue is expected to decline by about 0.3% holding other 
factors constant. The share of Agriculture in GDP has a positive and statistically 
significant relationship with income tax revenue, with an increase of 0.95% in CIT 
revenue with 1% every increase in the share of Agriculture in GDP holding other 
factors constant. This means that increase in agriculture output has a potential to 
increase revenue collection. Public debt has a positive and statistically significant 
relationship with CIT revenue, a 1% increase in the ratio of public debt to GDP ratio 
increases revenue by 0.38% holding other factors constant. The tax rate has a positive 
and statistically significant relationship with CIT revenue meaning that when the tax 
rate increases 1%, revenue increases by 1% holding other factors constant. Openness 
has a statistically significant and negative relationship with CIT revenue, there is a 
1% decline in CIT revenue with every 1% increase in openness of the economy 
holding other factors constant. FDI has a positive relationship with CIT but the 
relationship is not statistically significant which means changes in the level of FDI 
do not affect CIT revenue. 
Assumption Test Procedure Null Hypothesis Observed Test 
Statistic
Probability Decision
Normality Jarque-Bera Normality 
Test
Errors Are Normaly 
Distributed
0.960 Errors are Normaly 
Distributed
Homoskedasticity Heteroskedasticity Test: 
Breusch-Pagan-Godfrey
Constant Variance 
of the error term
0.435 Errors Homoskedastic
No Serial Correlation Breusch-Godfrey Serial 
Correlation LM Test
No Second order 
Serial Correlation
0.168 There is no second order 
serial correlation
Specification Ramsey RESET Test No Mispecification 0.137 Model is correctly 
specified
𝑛𝑅2 =  .   
 𝐵 =  .   
𝑛𝑅2( ) =  .   
𝐿 =  . 1 
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Since co-integration was found in the long-run equation, the study continued to 
estimate an Error Correction Model (ECM). In this model all the variables enter the 
model in stationary form which means non-stationary variable are differenced to 
make them stationary before the regression is done. The results of this regression are 
shown in Table 6. 
Table 6. Results of Short Run Equation 
Variable Coefficient Standard Error T-Statistic Probability 
C -0.495 0.238 -2.080** 0.055 
D(LGDP) 1.572 0.405 3.880* 0.002 
D(LCPI) -0.103 0.114 -0.903 0.381 
DLFDI 0.039 0.018 2.108** 0.052 
D(LAGR) 0.457 0.199 2.292* 0.037 
D(LDBT) 0.037 0.156 0.238 0.815 
D(LTRATE) 0.004 0.481 0.008 0.994 
D(LOP) -0.169 0.334 -0.507 0.619 
Residuals (-1) -1.103 0.240 -4.591*** 0.000 
R-squared 0.741   Mean dependent var 0.045 
Adjusted R-squared 0.604   S.D. dependent var 0.134 
S.E. of regression 0.084   Akaike info criterion -1.827 
Sum squared resid 0.107   Schwarz criterion -1.385 
Log likelihood 30.926   Hannan-Quinn criter. -1.710 
F-statistic 5.376   Durbin-Watson stat 2.049 
Prob(F-statistic) 0.003       
*significant at 5%, ** significant at 10% and ***significant at 10% 
Similar to the long-run equation, before inferences of results can be considered the 
model has to go through diagnostic tests. Table 7 shows that the model passed 
through statistical tests. Residuals are normally distributed as shown by the Jaque-
Bera test results. Homoscedasticity was checked using the Breusch-Pagan-Godfrey 
test which was also insignificant under the null hypothesis of homoscedasticity. The 
LM test also confirmed no serial correlation while the Ramsey RESET test 
confirmed no specification errors. Overall the model is found to be statistically sound 
and therefore conclusions can be drawn and inferences made.  
Table 7. Diagnostics for Short Run Equation 
 
Assumption Test Procedure Null Hypothesis Observed Test 
Statistic
Probability Decision
Normality Jarque-Bera 
Normality Test
Errors Are 
Normaly 
Distributed
0.717 Errors are Normaly Distributed
Homoskedasticity Heteroskedasticity 
Test: Breusch-Pagan-
Godfrey
Constant 
Variance of the 
error term
0.699 Errors Homoskedastic
No Serial Correlation Breusch-Godfrey 
Serial Correlation 
LM Test
No Second 
order Serial 
Correlation
0.358 There is no second order serial 
correlation
Specification Ramsey RESET Test No 
Mispecification
0.365 Model is correctly specified
𝑛𝑅2 =  .   
 𝐵 =  .   
𝑛𝑅2( ) =  .   
𝐿 =  .   
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As shown by Table 6, in the short run GDP, Agriculture and FDI are found to have 
a statistically significant influence on CIT revenue. GDP has a statistically 
significant and positive relationship with CIT revenue, indicating that a 1% growth 
in the growth of CIT increases growth in CIT 1.57% holding other factors constant. 
Unlike in the long run where FDI had no statistically significant impact, in the short 
run an increase in FDI by 1% increases the growth of CIT by 0.039% holding other 
factors constant as reflected by the positive and statistically significant coefficient 
DLFDI. Agriculture share in GDP has a positive and statistically significant 
relationship with CIT in the short run, a 1% increase in the growth in the share of 
agriculture in GDP increases the growth in CIT revenue by 0.4%. Tax rate, 
Openness, Public debt and CPI were found to have no statistically significant 
relationship with CIT revenue in the short run meaning that a change in their 
magnitudes does not have effect on CIT revenue in the short run. 
In the ECM an important coefficient is the coefficient of the lagged residuals of -
1.103 which is the error correction term. This coefficient shows the speed of 
adjustment to equilibrium to the long-run and links the short-run and long-run. The 
coefficient is expected to be between 0 and -1 if there is error correction mechanism 
otherwise the model could be over shooting (between -1 and -2) or lack an error 
correction to the long run (if the coefficient is positive). The coefficient of -1.103 in 
the results of the short run model shows that about 100% of the shock on CIT in the 
current period is restored in the next period with a slight potential for an overshooting 
equilibrium.  
The VAR is mostly based on Granger Causation where lagged values of a variable 
Granger-cause another variable. It is therefore necessary to do a Granger causation 
test before proceeding with estimating a VAR. the results of this test for the study 
are shown in Table 8 where Granger causation with 3 lags found that Openness, FDI, 
Agriculture and Public debt do not Granger cause CIT and therefore can be treated 
as exogenous in the VAR model. 
Table 8. Granger Causality Test 
Null Hypothesis: F-Statistic Prob.  
LAGR does not Granger Cause LCIT 0.76377 0.5308 
LCIT does not Granger Cause LAGR 2.99880 0.0616 
LCPI does not Granger Cause LCIT 6.38930 0.0047 
LCIT does not Granger Cause LCPI 5.31513 0.0098 
LDBT does not Granger Cause LCIT 2.12824 0.1368 
LCIT does not Granger Cause LDBT 4.92542 0.0131 
LFDI does not Granger Cause LCIT 0.53844 0.6731 
LCIT does not Granger Cause LFDI 1.09178 0.4219 
LGDP does not Granger Cause LCIT 4.51425 0.0178 
LCIT does not Granger Cause LGDP 1.32930 0.2997 
LOP does not Granger Cause LCIT 0.79342 0.5152 
LCIT does not Granger Cause LOP 2.72123 0.0789 
LTRATE does not Granger Cause LCIT  7.05575 0.0031 
LCIT does not Granger Cause LTRATE  1.02515 0.4077 
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The lag length selection for the VAR was chosen based on the AIC criterion given 
the number of available observations. As shown in Table 9, most criterions selected 
three lags as the appropriate order of the VAR.  
Table 9. Lag Length Selection 
Lag LogL LR FPE AIC SC HQ 
0 94.55037 NA  1.38E-08 -6.77731 -5.785449 -6.543654 
1 152.1073 68.02182 3.75E-10 -10.5552 -8.769866 -10.13464 
2 184.8015 26.74978* 1.36E-10 -12.0729 -9.494033 -11.46537 
3 217.386 14.81113  1.14e-10*  -13.58054*  -10.20823*  -12.78613* 
VAR estimation in the study was mainly to estimate a model for forecasting 
purposes. The invertibility condition is crucial for forecasting when using VAR. All 
inverse roots of the characteristic equation should fall within the unit circle or else 
the VAR is considered unstable and not suitable for forecasting and for inferences 
Lütkepohl (1991). Figure 4 shows inverse of AR roots characteristic equation which 
shows that the estimated VAR is stable and stationary.  
 
Figure 2. AR Roots for VAR Model 
A VAR model was estimated in Eviews where the endogenous variables were CIT, 
GDP, CPI and Tax rate. Openness, FDI, Agriculture and Public debt were treated as 
exogenous in the model. The results are shown in Table 10 next. 
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Table 10. VAR Output for CIT 
  Coefficient  Standard errors  t-statistics 
LCIT(-1)  0.122008  0.42392 0.28781 
LCIT(-2)  0.096510  0.43736 0.22066 
LCIT(-3)  0.154910  0.57889 0.2676 
LGDP(-1)  0.173251  1.08453 0.15975 
LGDP(-2)  0.287805  1.43268 0.20089 
LGDP(-3) -0.004413  0.80687 -0.00547 
LTRATE(-1) -0.153157  1.58204 -0.09681 
LTRATE(-2)  0.863696  0.84259 1.02504 
LTRATE(-3) -1.210991  0.89367 -1.35508 
LCPI(-1) -0.29261 0.70552 -0.41474 
LCPI(-2)  0.271686  0.57135 0.47552 
LCPI(-3)  0.236017  0.25710 0.91799 
C -1.879839  9.07209 -0.20721 
LAGR -0.00409  0.56309 -0.00726 
  0.004218  0.05435 0.07760 
LDBT  0.050720  0.41536 0.12211 
LOP -0.652156  0.77074 -0.84615 
 R-squared      0.972977 
 Adj. R-squared    0.886503 
 Sum sq. resids    0.088073 
 S.E. equation    0.132720 
 F-statistic    11.25172 
 Log likelihood    29.51031 
 Akaike AIC   -1.137301 
 Schwarz SC   -0.294223 
 Mean dependent    6.255964 
 S.D. dependent      0.393953 
An important aspect of VAR is policy analysis which is achieved through the 
impulse response functions and variance decomposition. As shown by Table 11 most 
of the variation in CIT is mainly due to shocks Tax rate and GDP movements, most 
of the impact of tax rates on revenue are visible starting from the 3rd year increasing 
with the number of years. 
Table 11. Variance Decomposition for CIT 
Period LCIT LGDP LTRATE LCPI 
1 100% 0% 0% 0% 
2 98%  1% 1% 0% 
3 81% 1% 17% 0% 
4 68% 2% 29% 0% 
5 66% 2% 31% 0% 
6 66% 2% 31% 0% 
7 65% 3% 31% 1% 
8 65% 3% 32% 0% 
9 64% 3% 32% 0% 
10 63% 3% 34% 0% 
ISSN: 2065-0175                                                                                              ŒCONOMICA 
27 
To determine the order required for ARIMA modelling, the correlogram of 
differenced CIT was observed and showed a decaying PAC cutting of at lag 2 and 
ACF also cutting of at lag 2. The actual ARIMA model found to be fitting for CIT 
was an ARIMA (1, 1, 2) which has one AR term and two MA terms with a 
differenced CIT series. This model was estimated and diagnosis done on the model.  
 
Figure 3. AR Roots for ARIMA Model 
Similar to VAR, all inverse roots should fall within the unit circle for ARIMA to be 
suitable for forecasting. Figure 6 shows that all roots fall within the unit circle for 
the selected ARIMA model and it can be used for forecasting. The model estimated 
through ARIMA (Box Jenkins approach) is shown in Table 12.  
Table 12. ARIMA Diagnostics 
 
Diagnostic testing is the last step before forecasting in the Box Jenkins method, 
therefore the model had to go through some diagnostic test before it could be used 
for forecasting. The results of these tests are shown in Table 11 revealing that model 
is free from serial correlation and heteroscedasticity with normally distributed error 
terms. The model can therefore be used for forecasting. 
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0.5
1.0
1.5
-1.5 -1.0 -0.5 0.0 0.5 1.0 1.5
AR roots
MA roots
Inverse Roots of AR/MA Polynomial(s)
Assumption Test Procedure Null 
Hypothesis
Observed Test 
Statistic
Probability Decision
Normality Jarque-Bera 
Normality Test
Errors Are 
Normaly 
Distributed
0.931
Errors are Normaly Distributed
Homoskedasticity Heteroskedasticity 
Test: White
No Serial 
Correlation
0.284
Errors Homoskedastic
No Serial 
Correlation
Breusch-Godfrey 
Serial Correlation 
LM Test
No Second 
order Serial 
Correlation
0.428
There is no second order serial 
correlation
𝑛𝑅2 =16.494
 𝐵 =0.1440
𝑛𝑅2( ) =1.697
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Table 13. ARIMA Output 
Variable Coefficient Standard Error T-Statistic Probability 
C 0.114 0.060 1.885** 0.075 
AR(1) 0.747 0.119 6.276* 0.000 
MA(1) -1.409 0.053 -26.599* 0.000 
MA(2) 0.974 0.019 50.296* 0.000 
R-squared 0.545   Mean dependent var 0.041 
Adjusted R-squared 0.473   S.D. dependent var 0.136 
S.E. of regression 0.098   Akaike info criterion -1.643 
Sum squared resid 0.184   Schwarz criterion -1.445 
Log likelihood 22.891   Hannan-Quinn criter. -1.593 
F-statistic 7.580   Durbin-Watson stat 1.987 
Prob(F-statistic) 0.002       
Inverted AR Roots 0.75     
Inverted MA Roots  .70+.69i    .70-.69i     
*significant at 5% and ** significant at 10% 
One of the objectives of the study was to compare one step ahead forecasts from the 
different models estimated in the study. Using the estimated models from the long 
run equation, short run equation, ARIMA and VAR together with an average growth 
based forecast, a one year ahead (2015) forecast was produced from each model. The 
models (both long run and short run) used for forecasting are the models containing 
only the statistically significant variables. This is because they had a higher value of 
adjusted R-squared compared to the models which include the statistically 
insignificant variables. There are shown in Table 13 and Table 14 respectively. 
Table 14. Reduced Long Run Equation 
Variable Coefficient Standard Error T-Statistic Probability 
C -9.209 2.183 -4.218* 0.001 
LGDP 2.093 0.280 7.474* 0.000 
LCPI -0.345 0.148 -2.321* 0.032 
LAGR 0.960 0.184 5.223* 0.000 
LDBT 0.440 0.145 3.034* 0.007 
LTRATE 1.014 0.483 2.101* 0.049 
LOP -1.043 0.297 -3.519* 0.002 
R-squared 0.951 Mean dependent var 6.272 
Adjusted R-squared 0.935 S.D. dependent var 0.403 
S.E. of regression 0.103 Akaike info criterion -1.489 
Sum squared resid 0.201 Schwarz criterion -1.150 
Log likelihood 26.351 Hannan-Quinn criter. -1.391 
F-statistic 61.054 Durbin-Watson stat 2.205 
Prob(F-statistic) 0.000       
*significant at 5%  
The 2015 forecasts from the models were compared against the actual revenue 
collected in 2015 and the results are shown in Table 15 where the structural equations 
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(long run and short run models) were seen to have the least forecasting variance on 
a one step ahead forecasts with a deviation of 1% from actual collections. The 
average growth model had the largest variance among all the forecasting techniques 
at 9.1% followed by ARIMA and VAR at 9.1% and 5.2% respectively. Overall the 
forecast with the largest variance was the official forecast at 28.5% reflecting that 
the current estimation methods are weaker than all the models estimated in this study 
for one year ahead forecasts.  
Table 15. Reduced Short Run Equation 
Variable Coefficient Standard Error T-Statistic Probability 
C -0.549 0.158 -3.476 0.003 
D(LGDP) 1.589 0.365 4.350 0.000 
LFDI 0.043 0.012 3.474 0.003 
D(LAGR) 0.440 0.168 2.611 0.017 
RESIDUALS(-1) -1.069 0.216 -4.955 0.000 
R-squared 0.724 Mean dependent var 0.045 
Adjusted R-squared 0.666 S.D. dependent var 0.134 
S.E. of regression 0.077 Akaike info criterion -2.096 
Sum squared resid 0.114 Schwarz criterion -1.851 
Log likelihood 30.158 Hannan-Quinn criter. -2.031 
F-statistic 12.481 Durbin-Watson stat 1.888 
Prob(F-statistic) 0.000       
*significant at 5% 
The results of the individual models (VAR, ARIMA, Average growth and Structural 
equations) were combined using a weighting method as described earlier which is 
based on the inverse of the Theil coefficient. 
Table 16. Forecast Comparison 
Forecasting Method Forecast Variance  Theil Coefficient Based Weight 
Average Growth 13.1% 4% 
Long-run Equation -1.1% 36% 
Short-Run Equation 1.2% 31% 
VAR 5.2% 14% 
ARIMA (1,1,2) -9.1% 15% 
Official Forecast  28.5% 
Theil Coefficient Weighted Forecast -0.2% 
As shown in Table 15, the results reveal a variance of -0.2% for the combined 
forecast which is a smaller variance compared to all the models showing that the 
combined forecast is able to minimize the variance from individual models which 
could have been larger if any of the models were used in isolation. The structural 
models had the second least variance at 1% followed by VAR at 5.2%. 
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5. Summary of the Study 
The study identified economic factors that affect Company Income Tax revenue in 
the short run and long run and also compared the accuracy of Average growth, 
ARIMA and VAR in CIT forecasting compared to the structural equation concluding 
with a combined forecast from Average growth, ARIMA, VAR and the Structural 
equation accessing the accuracy of the combined forecast against actual collections 
and the other individual models. In the long run, GDP, Share of Agriculture in GDP, 
Public debt and Tax rates were found to have a positive relationship with CIT 
revenue. Openness and Inflation were found to have a negative relationship with CIT 
revenue in the long run. FDI was found to have no statistically significant 
relationship with CIT in the long run. In the ECM (short run model), GDP, FDI and 
Agriculture share in GDP were found to have a positive and statistically significant 
relationship with CIT. An error correction mechanism linking the short run and long 
run was found to be statistically significant showing that there is a restoration of 
equilibrium in the short run to the long run.  
The positive relationship between GDP and CIT confirms findings from other 
authors that an increase in income increases taxable capacity and increases revenue 
collections (Gupta, 2007; Wawire, 1999; Ayye, 2014; Lotz & Morss, 1967). CPI has 
an inverse relationship with CIT revenue, when inflation increases CIT revenue is 
expected to decline, this is in line with results obtained by Mahdavi (2008) while 
Tanzi (1992). The results imply that an increase in inflation decreases taxable income 
and this is possible through increasing input cost (raw materials and labour) relative 
to revenue or income being generated. The share of Agriculture in GDP has a 
positive relationship with income tax revenue, this means that increase in agriculture 
output has a potential to increase revenue collection. The result is in contrast with 
other authors (Ahmad & Stern, 1991; Leuhold, 1991; Stotsky & WoldeMariam, 
1997; Alm et al., 2004; Ahsan & Wu, 2005) mainly because a large component of 
agriculture output contained in the GDP estimates is from commercial farms and the 
sugar industry which are taxable thus the positive relationship with CIT revenue. 
The positive relationship with Public debt is in contracts with expectation from other 
authors as public debt is expected to result in payment default by government and 
thus default by taxpayers Tanzi (1992). The probable reasons why CIT revenue does 
not decline with public debt in the case of Swaziland is because most of the public 
debt has been composed of external debt thus not affecting payment to local suppliers 
and instead the foreign borrowing was used for purchasing domestic goods and 
services and thus increasing profits of companies. However, the share of domestic 
debt in public debt has increased in recent years from 12% in 2009 to 39% in 2015 
as shown by Figure 2. This observation might change the relationship in the medium 
term. Further contributing to this positive relationship is that while government may 
have more debt the major contributors to CIT revenue are not dependent on 
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government but on international development in commodity trade. It is because of 
this reason that Public debt and revenue increases exist simultaneously. 
The tax rate has a positive relationship with CIT revenue meaning that when the tax 
rate increases revenue increases, an expected relationship while contradicting results 
from OECD. This means that CIT revenue can be increased by increasing tax rates 
which is scope for tax policy makers. Openness has a negative relationship with CIT 
revenue which means that the more open the economy becomes, the less revenue 
will be collected a similar result obtained by Lotz and Morss (1967) and different 
from the result by Alm et al. (2004), Mahdavi (2008). From a tax policy perspective, 
it implies that this implies that a consideration should be made on how to protect this 
revenue stream against base erosion through cross border transactions. FDI is found 
to have a positive but statistically insignificant relationship with CIT revenue. The 
meaning of this result is that increases in FDI have no significant impact on CIT 
revenue. This arises in the Swaziland cases because most of the FDI related 
companies have tax concessions that make their contribution to CIT revenue limited. 
This results are in contrast with the findings of Teera (2002) where a statistically 
significant relationship was identified. The structural equation (long run and short 
run equation) performs better than VAR, ARIMA, Average growth forecast and 
Official forecast in performing a one step ahead CIT revenue forecast providing the 
least variance. VAR is superior to ARIMA in forecasting CIT revenue for one year 
ahead similar to Donegan (2015), while the average growth forecast has the second 
largest forecasting variance after the official forecast. The combined forecast 
improved forecasting by producing the least variance a finding similar to Litterman 
and Supel (1983) and Fullerton (1989). 
The findings of the study reveal that by increasing incomes (GDP), increasing 
Agriculture output from taxable taxpayers and increasing tax rates while maintaining 
low inflation rates can increase CIT revenue. The policy recommendation would 
therefore to create policies that boost output performance while striving for low 
inflation rates. An additional recommendation for policy would be to improve tax 
legislation to deal with cross border transaction and transfer pricing so as to minimize 
losses resulting from tax base erosion by cross border transactions. In terms of FDI, 
further research can be undertaken to determine the reasons for the non-significant 
relationship between FDI and CIT revenue which is contrary to findings other 
studies. On the fiscal forecasting side, it is recommended that a variant of forecasting 
techniques be considered and compared when coming up with fiscal forecasts and 
these can be combined as the study has shown that combined forecasts have the least 
forecasting variance. The research and its findings can be extended to other tax types 
to find the factors that drive them and also improve their forecasting accuracy. 
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