Abstract-In the evaluation of the quantization error in two-dimensional (2-D) digital filters, a procedure for computing T2 = {(z1,z2): 1211 = 1,1221 = 1) is required. In this paper a condition for a finite quantization error is given-and a discussion on the evaluation of the integral based on the residue method is presented. Examples for such an evaluation are given.
I. INTRODUCTION
N THE analysis and design of stable two-dimensional (2-D) recursive filters, it is often required to evaluate the meansquare value of the quantization error in the output [lo] . One method of such an evaluation is based on computing a twodimensional complex integral of the form which is equivalent to the infinite sum 2 ; z;=o y 2 (m, n).
Although, the formula relating the double infinite sum to the complex integral, known as Parseval's theorem, is given in the literature [l] , a procedure for evaluating the integral is not given. In -this paper such an evaluation based on the residue method is presented. Conditions for a finite valued infinite square sum are also presented and their relation with results in [8] is discussed.
The singularities of the two-dimensional transfer functions are algebraic functions, and therefore certain difficulties in the evaluation arise. These difficulties impose a drawback on the evaluation procedure which limits the application of the residue method only to special cases. This is Manuscript received November 28, 1978; revised June 12, 1979 and September 20, 1979 . This work was supported in part by the National Science Foundation under Grant ENG 76-21876.
P. Agathoklis and M. Mansour illustrated by numerical examples given below.
A general formula for the double sum in terms of literal coefficients for a low-order polynomial is obtained. A certain extension to higher order two-dimensional polynomials appearing in the transfer function, which can be evaluated through the complex integral, is given in this paper. This extension is based on a corollary presented recently in [3] and [ 6 ] , and modified in this paper for the complex integral formula. The following theorem gives a condition for a finite quantization error.
Theorem: A necessary and sufficient condition for J = Z , , , = , y 2 (m, n ) to be finite is 00 Y(zl,z2)<"<-forall (z1,z2)e7J2. 
Using the Parseval relation [9] we have
Taking the limit for r + a and using the fact that Y(reiel, reiez) is not bounded for r = a and some B1 or B2 we can show using [I21 that the integral of (4) {Y(zl,z2)isBIBO-stable}~{Y(zl,z2)<M< m} BIBO-stability is therefore a sufficient condition for a finite quantization error of a two-dimensional filter but not a necessary one (as in the one-dimensional case). That means that there exist BIBO-unstable fdters with a finite valued quantization error. Such an example will be discussed in Section V.
The above is a consequence of the existence of nonessential singularities of the second kind on T 2 [ 8 ] . The effect of such a singularity ( z l , z 2 ) on the system behavior is as follows. a) If Y ( z l , z 2 ) can be extended on ( z l , z 2 ) so that it remains continuous and differentiable on T 2 , we then have a BIBO-stable filter. b) If Y ( z , , z 2 ) is discontinuous at ( z l , z 2 ) but remains bounded on T 2 , we then have a BIBO-unstable filter with a finite quantization error.
CALCULATION OF THE INFINITE SQUARE SUM
BY THE RESIDUES METHOD Let the error transform of a two-dimensional filter be presented as (7) w i t h Y ( z 1 , z 2 ) < M <~f o r a l l ( z l , z z ) E~2 .
From the above condition follows then,
A nonessential singularity of the second kind can exist on the -distinguished boundary and Y ( z l , z 2 ) < M < m is satisfied on U"' [8] . Furthermore, from Parseval's theorem, we have
The above can also be written [5] as
( 1 0 ) In order to compute Joy one has to apply twice the residue theorem [ S I . This is accomplished by the following steps. 1) Determine the singularities of 3) Determine the singularities of F(z,) with lzll < 1 and compute the residues of F ( z l ) for these singularities, from which we obtain
In the first step one should determine the zeros of polynomials whose coefficients are rational polynomials.
The explicit solution of (1 5 ) Z2k =fk (zl) is only possible in certain cases; this is because of a lack of a factorization procedure in two-variable polynomials.
2) Because of the required two paths of integration in (lo), it is not possible to evaluate Jo without finding the singularities of (11). This is in contrast to the one-dimensional case in which only one path of integration (the unit circle) is required. General formulas for J , can only be obtained for loworder cases by evaluating the residues of (12) in terms of literal coefficients. This is illustrated in Section V.
3) Hwang [7] showed how one can obtain the following: 
Equation ( As a corollary of relation (21) we have
V. ILLUSTRATIVE EXAMPLES
In this section three examples will be evaluated with the method presented in Section 111: 1) a simple numerical example to illustrate the proposed method; 2) a general formula for a low-order case will be obtained by evaluating the residues in terms of literal coefficients; and 3) an example of a BIBOunstable filter with finite square sum.
1) Let Y (zl , z z ) be given as
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Now form which gives z21 =fl (zl) = z1/2 (5z1 -1) with 1~~~1 < 1 for all lzll = 1.
From step 2) we have From step 3) F(zl) has the following singularities:
(y (10, lo)= 0.3 . lo-'').
Remarks
For the above example the decomposition of the form (17) requires the solution of a system of five independent equations with four unknowns (the four coefficients of P (zl , z2) ).
2) Let
with Q (zl, z2) a structural stable [4] polynomial of the form (35) i.e., the coefficients of Q (zl, z2) satisfy the following necessary and sufficient conditions of stability [4] : Note that in step 1) for z22 =f2(z1) = 2 (5 -zl) we have i=o j=o z22 > 1 for all lzll = 1. Taking the negative residue of the singularity z22 in step 2) we obtain the same F(zl) as (30), as where expected from the 1-D case. 
j=o To obtain Z ; = , Z,"==, y 2 (m, n), we determine the following.
= -7, /yo is a singularity of (42) with We can now apply the method given in Section 111 to obtain
Step 2) lz11(z2)l < 1 for all lz21 = 1.
the value of J = y 2 (m, n). We obtain that Y(Z1, z2> Y(z?, 2;')
f O T 0 -flTl* has the following singularities:
As it can be easily shown F(z2) has the following form: zZ1 = 0 and zZ2 =--- (1 -z1)2
ResIz,, -.; (zl -2) -
Step 3) Because of the stability requirement of Q (zl, z2) we
is a singularity inside the unit circle and zZ2 = 1/zZ1 = (-0 -4=/2cr
is out-
side. (See the Appendix.) Therefore, we obtain
This gives which can be written using the definition (44) of a and as with the singularities As a corollary from Section IV we have
Then if (36), (37), and (38) are satisfied, we have for the infinite square sum and we obtain 3) Consider the following transfer function:
This system has a nonessential singularity of the second kind on (z1,z2)= (1, l ) E T 2 . In VI. CONCLUSION In this paper an attempt at the evaluation of two-dimensional complex integrals is carried out. It is shown that by using the residue method such evaluation is feasible. The example presented illustrates the procedure of evaluation. In particular, no general formulas can be given for any arbitrary order of polynomial using this method. However, for a low-order polynomial such a formula is given and extended to some higher order polynomials. In contrast to the 1-D case, the 2-D complex integral evaluation is much more difficult and restrictive. Extension of this method for obtaining the finite sums as well as higher moments is indeed warranted in future research. proof: From Lemma 1 we have that z21 is real, (A9) gives I p -J r n < 2 l a r l and taking squares of both sides we obtain 2~j F -z P ( @ 7 2 -p ) < 0 ( From (A1 1) follows that the stability of Q (zl , z2) is suffi-
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