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ON INVARIANTS OF MODULAR CATEGORIES BEYOND
MODULAR DATA
PARSA BONDERSON, COLLEEN DELANEY, CE´SAR GALINDO, ERIC C. ROWELL,
ALAN TRAN, AND ZHENGHAN WANG
Abstract. We study novel invariants of modular categories that are beyond
the modular data, with an eye towards a simple set of complete invariants for
modular categories. Our focus is on the W -matrix—the quantum invariant of
a colored framed Whitehead link from the associated TQFT of a modular cat-
egory. We prove that the W -matrix and the set of punctured S-matrices are
strictly beyond the modular data (S, T ). Whether or not the triple (S, T,W )
constitutes a complete invariant of modular categories remains an open ques-
tion.
1. Introduction
The classification of modular categories, called anyon models in physics if uni-
tary, is an interesting and important problem both in mathematics and physics
[Tur94, Wan10, RW18]. Hence, a complete, yet simple set of invariants for modu-
lar categories is highly desirable. It had been conjectured for some time that the
modular data is such a candidate (e.g. [RW18]), but recently counterexamples to
this conjecture appeared [MS17]. This motivates the question: what additional
invariants of modular categories would elevate modular data to a complete invari-
ant? In this paper, we study link invariants as new invariants of modular categories
and focus on one such invariant, called the W -matrix—a symmetric version of the
quantum invariant of the Whitehead link. The W -matrix is strictly beyond the
modular data because it provides a new verification of the Mignard-Shauenburg
counterexamples. We do not know whether the modular data supplemented with
W is complete or not.
One complete set of data of modular categories comes from their skeletonization
using F and R symbols (e.g. see [DHW13, Bon07]). Unlike the modular data, the
set of F and R symbols are not intrinsic because they depend on some gauge choices
when their consistency pentagon and hexagon equations are solved. Geometric in-
variant theory can be used to show that for multiplicity-free modular categories
a finite set of polynomial combinations of the F and R symbols gives rise to an
intrinsic complete invariant, but the existence proof does not provide any practical
formulas in general [HT15, Tit16]. However, intrinsic invariants of modular cate-
gories are easy to come by, and can be expressed as certain combinations of F and R
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symbols that are independent of gauge choices. One example is
∑
µν [F
a,b,a
b ]bµν,bνµ
for any fusion category (with N bab = N
b
ba 6= 0).
A modular category is essentially the 2-dimensional part of a (2 + 1)D-TQFT
(V, Z)—called the modular functor V (e.g. [Tur94, RW18]). Since every modular
category B leads to a (2 + 1)D-TQFT (V, Z) [Tur94], every pair (M,L), where L
is a colored framed oriented link in a 3-manifold M , gives an invariant Z(M,L) of
modular categories. The un-normalized modular data is the case in which M is the
3-sphere and L is the Hopf link or +1-framed unknot, respectively. Physically, it is
almost a tautology that the set of all such invariants Z(M,L) should determine a
modular category uniquely. Since each 3-manifold M can be obtained by surgery
on a link in S3, we may assume M = S3 without loss of generality. We speculate
that a finite set {Z(S3, Li)} of links Li ⊂ S3 would provide a complete invariant
of modular categories. In this paper, we search for knots and links with increasing
complexity to see if their invariants go beyond the modular data. We prove that
all invariants of 2-braid closures are determined by the modular data. On the
other hand, we find that the Whitehead link provides an invariant that is beyond
the modular data. We verify this using the Mignard-Shauenburg counterexamples
[MS17].
It is almost certain that all modular functors satisfy the Grothendieck reconstruc-
tion principle [Luo99]. If so, then the data of a modular category should be sup-
ported on punctured spheres up to 4 punctures, the torus, and the once-punctured
torus with consistency relations supported on the 5-punctured sphere and twice-
punctured torus. Therefore, the first obvious place to look for invariants of modular
categories beyond modular data would be the punctured S-matrices. Unlike the
S-matrix, the punctured S-matrices are generally not intrinsic. However, the trace
of the diagonal components of the punctured S-matrices are intrinsic. Moreover,
these intrinsic objects are closely related to the Whitehead link invariants, which
we will focus on instead.
The representation category of a Drinfeld double Dω(G) is a unitary modular
category [DPR90, AC92]. Such modular categories probably comprise most of
the modular categories because the number of such modular categories for a fixed
rank grows faster than any polynomial of the rank [BNRW16, Remark 4.5]. The
Mignard-Shauenburg counterexamples are also of the form Rep(Dω(G)). Therefore,
it would be interesting to test on those modular categories whether or not the triple
(S, T,W ) would be sufficient to classify them.
The contents of the paper are as follows. In Sect. 2, we discuss some new in-
variants of modular categories. In Sect. 3, we provide an exposition on computing
operator invariants of colored braids from the twisted doubles Dω(G). These rep-
resentations of colored braid groups are not the topological anyonic representations
that model anyon statistics, but rather are explicitly local and quasi-localizations of
the anyonic representations. In Sect. 4, we compute the W -matrix for the simplest
Mignard-Shauenburg counterexample. In Sect. 5, we comment on a systematic
search of link invariants that go beyond modular data.
2. Invariants of Modular Categories
As explained in the introduction, the most obvious data that might go beyond
the modular data would be the intrinsic information contained in the punctured S-
matrices. This is, indeed, true, as our results will demonstrate. However, such data
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is difficult to access without the full F and R symbols of a modular category. In
principle, any link invariant could be equally proposed as a new invariant for mod-
ular categories. Since link invariants of two-strand braid closures are determined
by the modular data, the Whitehead link is a good candidate because its minimum
representative braid word has the shortest possible length among three-strand braid
words representing oriented knots and links [Git04]. More importantly, we focus
on the Whitehead link due to the close relation between its colored link invariants
and the punctured S-matrices.
In the following, we use both the language of tensor category theory and anyon
model. For a correspondence of terminologies, see e.g. [RW18, Table 1] or [Wan10].
We also use the convention that for an anyon X , x denotes its isomorphism class
or topological charge or anyon type.
2.1. Punctured S-matrices and W -matrix.
2.1.1. Punctured S-matrices. The punctured S-matrix generalizes the modular S-
matrix to that of a torus with a boundary carrying a topological charge (the modular
S-matrix corresponding to the trivial charge). Given a modular category B and a
simple object X of B, the associated (2 + 1)D-TQFT of B leads to a projective
representation V (T 20 ;X) of the mapping class group of the colored one-hole torus
T 20 , where the hole is colored by the simple object X . When a particular basis
of V (T 20 ;X) is chosen, an oriented mapping class that exchanges the meridian
and longitude gives rise to a matrix, which will be called the punctured S-matrix
S(x) =
(
S
(x)
(aµ)(bν)
)
, where x denotes the isomorphism class of X . It is obvious
that the punctured S-matrix S(x) in general depends on the choices of the basis of
V (T 20 ;X). A basis of V (T
2
0 ;X) is chosen so that S
(x) is the following in graphical
calculus.
S
(x)
(aµ)(bν) =
1
D
√
dx
a b x
µ
ν
It follows that the eigenvalues of each punctured S-matrix S(x) are intrinsic data
of the modular category B, in particular the trace and determinant of S(x). We
use the graphical calculus for modular categories to compute below (see [Tur94,
Wan10, Bon07]).
2.1.2. W -matrix. The Whitehead link is a two-component link1 that is not equiv-
alent to its mirror. When the distinction is important, the following is the one we
refer to as the Whitehead link:
1The Whitehead link was first discovered by J. Maxwell as an example of a non-trivial link
with linking number=0 given by Gauss’s formula. It is called the Whitehead link because it was
later used by J.H.C. Whitehead to construct the Whitehead continuum—a contractible 3-manifold
that is not homeomorphic to R3.
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The orientation of each link component is unimportant, as the four choices of ori-
entations are equivalent under isotopy, as we will demonstrate.
Given a complete representative set ΠB of simple objects of the modular category
B, W˜ab is defined as the following colored oriented framed link invariant:
W˜ab =
a
b
Even though the Whitehead link is symmetric as a link, it is not symmetric as
an oriented framed link. Hence, the matrix W˜ = (W˜ab) is not symmetric as type-I
Reidemeister moves are used in the process of exchanging the two components. We
can, however, define a symmetric matrix W = (Wab) from W˜ab using twist factors
as follows.
Definition 2.1. Let Wab =
θa
θb
W˜ab for any pair a, b ∈ ΠB. Then the matrix
W = (Wab)a,b∈ΠB will be called the W -matrix of the modular category B.
Proposition 2.2. The W -matrix is symmetric and determined by the punctured
S-matrices together with the modular data.
(1)
θ2aW˜ax = θ
2
xW˜xa¯
.
(2)
W˜ax = W˜ax¯.
(3)
Nzaa¯∑
µ=1
S
(z)
(aµ)(aµ) =
da
θaD2
∑
x
SzxθxWax.
(4)
Wab =
θaD
2
θbda
∑
x,µ
S∗bxS
(x)
(aµ)(aµ).
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Proof. (1):
W˜ax =
a
x
=
a
x
= θ−1a xa = θ
−1
a θx
a
x
= θ−1a θx
a
x
= θ−2a θx
a
x
= θ−2a θx a
x
= θ−2a θ
2
x a
x
= θ−2a θ
2
x
x
a
= θ−2a θ
2
x
x
a
= θ−2a θ
2
xW˜xa¯
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(2):
W˜ax =
a
x
a =
a
x
a =
a
x
a =
a
x
a = W˜ax¯
(3):
∑
µ
S
(z)
(aµ)(aµ) =
∑
µ
1
D
√
dz
a
z
µ
µ
a
=
1
D
da
dz
a
ωz¯
=
1
D
da
dz
∑
x
S0z¯S
∗
z¯x
a
x
=
da
D2
∑
x
SzxW˜ax
(4): It follows from (3) by inverting the S-matrix. 
2.2. Invariants determined by modular data.
2.2.1. Sums of R symbols and signs.
Proposition 2.3. (1) For any modular category, the R symbols satisfy:∑
µ
[Raac ]µµ =
∑
x,y,z
θ2y
θaθ2x
S0ySazS
∗
xzS
∗
cxS
∗
yz
S0z
,
and ∑
µ
[Raac ]µµ =
θ
1/2
c
θa
Λa,c,
where Λa,c ∈ Z is a signature and θ1/2c Λa,c is an invariant that is determined
by the modular data. This generalizes the Frobenius-Schur indicator, which
corresponds to c = 0, i.e. κa = θ
1/2
0 Λa,0.
(2) If the modular category is multiplicity-free, then,
Raac =
∑
x,y,z
θ2y
θaθ2x
S0ySazS
∗
xzS
∗
cxS
∗
yz
S0z
= ±θ
1/2
c
θa
,
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where the sign Λa,c = ±1 of the square root in this expression is determined
by the modular data.
Proof. (1): On the one hand, we have
a
wc
=
∑
µ
√
dc
d2a
a
c
µ
µ
=
∑
µ
[Raac ]µµdc.
On the other hand, we have
a
wc
=
wc
a
= θa
a
wc
= θa
∑
x
S0cS
∗
cx
a
x
= θa
∑
x,y,α
S0cS
∗
cx
√
dy
dxda
a
x α
αy
=
∑
x,y,α
S0cS
∗
cx
√
dy
dxda
θ2y
θ2xθa
α
α
yx
a
= dc
∑
x,y
Nyx¯aS0yS
∗
cx
θ2y
θ2xθa
It follows (using the Verlinde formula) that∑
µ
[Raac ]µµ =
∑
x,y,z
S∗xzSazS
∗
yz
S0z
S0yS
∗
cx
θ2y
θaθ2x
.
The second property follows from the ribbon property
[
Rabc R
ba
c
]
µν
= θ−1a θ
−1
b θcδµν
(which holds for any pre-modular category), and is made evident by using the gauge
freedom to diagonalize Raac , in which case Λa,c is the trace of the signature matrix
θa
θ
1/2
c
[Raac ].
(2): Clear from (1). 
Similar results for unitary modular categories can be found in [GR17].
2.2.2. Two-strand closures.
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Theorem 2.4. (1) For knots that are two-braid closures colored by a, the col-
ored knot invariant is:
Z(̂σ2n+11 ) = T˜rq[(R
aa)2n+1] =
∑
c
dc
(∑
µ
[Raac ]µµ
)(
θc
θ2a
)n
,
where n is odd.
(2) For links that are two-braid closures with the two components colored by
a, b, the colored link invariant is:
Z(σ̂2n1 ) = T˜rq[(R
abRba)n] =
∑
c,z
dc
(
SazSbzS
∗
cz
S0z
)(
θc
θaθb
)n
.
Proof. (1):
T˜rq[(R
aa)2n+1] =
a
n
=
∑
c,µ
dc[R
aa
c ]µµ
(
θc
θ2a
)n
=
∑
c
dc
(∑
µ
[Raac ]µµ
)(
θc
θ2a
)n
(2):
T˜rq[(R
abRba)n] = n
a b
=
∑
c,µ
dc
(
θc
θaθb
)n
=
∑
c
dcN
c
ab
(
θc
θaθb
)n
=
∑
c,z
dc
(
SazSbzS
∗
cz
S0z
)(
θc
θaθb
)n

2.2.3. Frobenius-Schur indicators.
Proposition 2.5. The nth order Frobenius-Schur is determined by the modular
data:
νna =
1
D2
∑
x,y
Nyaxdxdy
(
θy
θx
)n
.
2.2.4. Invariants of lens spaces. The invariant of any closed oriented 3-manifold
with a canonical 2-framing is also an invariant of a modular category, in particular
the invariants of the lens spaces L(p, q), where (p, q) = 1. Those invariants are
determined by the modular data as follows:
Expand p/q as a continued fraction
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p/q = an −
1
an−1 −
1
. . .
1
a2 −
1
a1
.
Then L(p, q) is obtained as Dehn surgery on the following framed n-component link
with framings {ai}:
· · ·
Asigning the Kirby color ω0 to each component, we obtain:
Z(L(p,q)) =
e−i
pic
4 σ(L)
Dn+1
∑
x1,...,xn
(
n∏
j=1
dxj (θxj )
aj )
Sx1x2
dx2
Sx2x3
dx3
· · · Sxn−2xn−1
dxn−1
Sxn−1xn ,
where c is the chiral central charge, and σ(L) the signature of the matrix:
a1 −1 0 ... 0 0 0
−1 a2 −1 ... 0 0 0
0 −1 a3 −1 0 ... 0
... ... ... ... ... ... ...
... ... ... ... ... an−1 −1
0 0 ... 0 0 −1 an

Proof. The invariant Z(L(p,q)), calculated by attaching the Kirby color ω0 onto
each component [Wan10, Thm. 4.22]. Expanding the formal sums leads to the
above formula. 
2.3. Combination of F symbols. All invariants of anyon models are polynomials
equations of the F and R symbols. However, concrete formulas can be complicated,
as expressions of link invariants demonstrate. Also, it appears difficult to deter-
mine whether general intrinsic information, such as
∑
µν [F
a,b,a
b ]bµν,bνµ or whether
a certain (gauge-invariant) entry of an F -matrix is zero, is related to the triple
(S, T,W ). Therefore, it might be challenging to discover a simple set of complete
invariants of modular categories.
3. Link invariants from Dijkgraaf-Witten TQFTs
We first list some notations that are used in the sequel.
(1) G(q, p;n) = Zq ⋊n Zp, where n 6= 1 and np = 1 mod q, denotes the semi-
direct product group of order pq. All such choices of n give rise to isomor-
phic groups.
(2) [Gt] = {gtg−1} is the conjugacy class of t in G (we sometimes denote this
simply as [t]).
(3) RG = {t} is a full representative set of conjugacy classes of G so G =
∪t∈RG [Gt].
(4) Let CG(t) = {g|gt = tg} be the centralizer of t in G.
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(5) Let Rt = {r1,t, ..., rn,t} = {ri,t} with r1,t = e be a full representative set of
G/CG(t) such that [
Gt] = {t1, ..., tn} with t1 = t, ti = ri,ttr−1i,t , where e is
the unit of G.
(6) ω ∈ Z3(G; U(1)) is a normalized 3-cocyle of a finite group G with U(1)
coefficient.
(7) VecωG is the fusion category of G-graded vector spaces.
(8) Dω(G) the Drinfeld double of a finite group G, which is a quasi-triangular
quasi-Hopf algebra. Physicists use the same notation for its representations
category Z(G,ω). In this paper, we sometimes use Dω(G) to denote its
representation category.
(9) Z(VecωG) is the representation category of Dω(G), which is modular and the
same as the Drinfeld center of VecωG and Rep(C
ω[G]). The simple objects
of Z(G,ω) are denoted as ([t], χ).
(10) Z(G,ω), which is equivalent to Z(VecωG) as a modular category, is regarded
as a concrete representation category of Dω(G) whose irreducible represen-
tations (irreps) V ([t], χ) corresponding to ([t], χ) have bases {|ri,t〉⊗ |va,t〉}
of dimension=|[Gt]|dim(Vχ), where |va,t〉 is a basis of the projecitve irrep
Vχ labeled by χ. We will drop ⊗ if no confusion arises.
In this section, we provide an exposition of the colored link invariants from the
Dijkgraaf-Witten (DW) TQFTs and their computation from representations of col-
ored braid groups based on quasi-triangular quasi-Hopf algebras Dω(G) for finite
groups2 G [DW90, DPR90]. Such colored link invariants can be computed from two
different representations of the braid groups: the anyonic representations using F
and R symbols and fusion tree basis, and the representations from discrete gauge
theories. Those two braid group representations, referred to as the anyonic and
discrete gauge theory ones, respectively, are not the same, but equivalent to each
other in the sense of quasi-localization [RW12, GHR12]. The discrete gauge theory
representation is explicitly local, in that each braid strand has its own attached
Hilbert space, while the anyonic state space representation is generally not a tensor
product. The discrete gauge theory representation is a quasi-localization of the
anyonic representation such that the constituent irreps of both braid group repre-
sentations are the same as a set without multiplicities. To compute the colored link
invariants from the two representations, we use the Markov trace for the anyonic
representations, but simply the linear algebra trace for the discrete gauge theory
ones.
3.1. Two braid group representations from doubles of finite groups. The
topological representations are the anyonic ones, and the discrete gauge theory ones
are the local representations from the quasi-triangular quasi-Hopf algebra Dω(G).
The new invariants for modular categories that we propose can be computed as
link invariants from the associated DW TQFTs.
To avoid confusion, we will denote the same modular category from doubles
Dω(G) of finite groups G and their simple objects differently. When regarded as an
anyon model, we will denote the modular category of the representations of Dω(G)
as Z(VecωG), and each irrep of Dω(G) is an anyon. Since the irreps are used as
2The DW theory with the trivial 3-cocyle ω corresponds to the usual discrete gauge theory.
When the 3-cocycle ω is non-trivial, the corresponding theory is usually called twisted or deformed
discrete gauge theory. To save words, we will refer to all of them as discrete gauge theories.
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labels of anyons, they are denoted as pairs ([t], χ), where [t] represents a conjugacy
class [Gt], and χ is some projective irrep of the centralizer CG(t) of t. We consider
χ as a projective character of the relevant group, and use it interchangeably as the
irrep that it determines: πχ the irrep as a group homomorphism or Vχ the irrep as
a module or sometimes even Vπχ . In the discrete gauge theory setting, a basis of
the irreps ([t], χ) is often used to represent, in physical jargon, the dyonic (i.e. flux
and charge) degrees of freedom, so we will denote the irrep as V ([t], χ) with a basis
|ri,t〉|va,t,χ〉, where |ri,t〉 with ri,t ∈ Rt is a basis of C[Rt] and |va,t,χ〉 is a basis of
Vχ.
The anyonic representations of the braid groups have the same asymptotic di-
mensions as the discrete gauge theory ones, but are smaller in general. Consider, for
example, the D(S3) theory for the two strand braid groups B2 labeled by the anyon
C of quantum dimension=2. Since C⊗C = A⊕B⊕C, the anyonic representation of
B2 is 3-dimensional corresponding to the three fusion channels A,B,C, while the
discrete gauge theory one is 4-dimensional because the irrep C is 2-dimensional.
The relation between the anyonic and dyonic pictures is understood. The former
is recovered from the later by imposing the corresponding gauge invariance, i.e.
restricting to the subset of state space and operators that respect the gauge “sym-
metry.” For example, pair creation of C and C from vacuum does not give two
independent 2-dim irreps, but rather the state
∑
v∈C |v〉|v〉, and there is no way to
physically “look inside” the irrep C carried locally by either anyon, i.e there are no
such topological states as |v〉 by itself.
The anyonic representations of the colored braid groups describe the statistics
of anyons in the anyon model, whose computation requires the full set of the F and
R symbols. There are very few modular categories for the DW theories for which
the full set of F and R symbols are known. Besides the pointed ones, the only
non-Abelian anyon models that authors know their full set of F and R symbols
are the D(S3) theories [Tit16]. If we can find all the F and R symbols of the
Mignard-Schauenburg examples, then the punctured S-matrices can be calculated
and shown that they are invariants beyond the modular data. Since we do not
know the full set of F and R symbols for the Mignard-Schauenburg examples, in
the following we will not discuss their anyonic representations of the braid groups
unless stated explicitly.
3.1.1. Operator invariants of ribbon graphs and link invariants. A far-reaching gen-
eralization of the Jones representation of the braid groups and the Jones polynomial
of knots is via ribbon category theory [Tur94]. Given any ribbon category B, there
is an associated tensor functor TB from the category of B-colored framed tangles to
B. If the tangle L is a framed closed link, then (as a morphism) TB(L) ∈ Hom(1,1),
where 1 is the tensor unit of B. Hence, TB(L) = λ · id1 and the complex number
λ is the link invariant. In [AC92], the authors describe such an operator invariant
from any quasi-triangular quasi-Hopf algebra A. We refer the readers to [AC92] for
the general theory. In the following, an outline of the computation of such operator
invariants for colored braids is presented following [AC92].
A coloring of a braid b is an assignment of an irrep Vi of A to each strand of b.
Since the representation category of A is, in general, not strict and not strictified,
an order of the braid strand is needed to parenthesize the tensor products of {Vi}.
By default, we will always parenthesize all left ((V1 ⊗ V2)⊗ V3)...))). The operator
invariant of the braid b will be an intertwiner operator of ((V1⊗V2)⊗V3)...))). The
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braid σi is implemented on the tensor product with the default all left parenthesis
and let cVi,Vi+1 denote the operator associated with the braid generator σi. In
practice, before applying cVi,Vi+1 , the associators are used to prepare the parenthesis
into the default order first. Let φ =
∑
φ1⊗φ2⊗φ3 ∈ A⊗A⊗A be the associator and
∆ the comultiplication. Define ψi = ∆
i−2(φ)⊗id⊗(n−i−1) on ((V1⊗V2)⊗V3)...Vn))),
then ψi determines a parenthesis that the ith and (i+1)th spaces are parenthesized
together and the first (i − 1) spaces are parenthesized all left for ∆(i−2) so that ∆
acts on φ1 consecutively if i ≥ 3. The parenthesis is extended to the remaining
tensor factors by parenthesis all left first after the left (i+ 1) tensor factors, but it
does not matter as ψ is the identity operator afterwards. Then
cVi,Vi+1 = ψ
−1
i · P · R · ψi
if i ≥ 3, where P is the flipping of two tensor factors. For i = 1 and 2, cV1,V2 = P ·R,
and cV2,V3 = φ
−1 · P ·R · φ.
3.1.2. Operator invariants of braids and links from discrete gauge theory. In this
section, the detail for the computation of the operator invariants of colored braids
from the doubles of finite groups is provided in order to obtain the W -matrix.
Let G be a finite group with a normalized 3-cocycle ω ∈ Z3(G,U(1)), i.e.
ω(g, h, k) = 1 if any of g, h, k is the group unit e ∈ G. The twisted double
Dω(G) = F (G)⋊C[G] is a quasi-triangular quasi-Hopf algebra [DPR90].
As a vector space, Dω(G) is simply F (G)⊗C[G] of dimensions |G|2, where F (G)
is the abelian algebra of functions of G and C[G] the group algebra. The constant
function on G with value = 1 is simply denoted as 1, which is the unit of F (G)
and equal to
∑
g∈G δg, where δg(h) = δg,h is the delta function on G. The basis
elements of the vector space F (G) ⊗ C[G] will be denoted as Pxy, which is really
δx ⊗ y, for x, y ∈ G.
The action of G on F (G) is encoded in the multiplication
PgxPhy = δg,xhx−1θg(x, y)Pg(xy)
by an induced 2-cochain:
(3.1) θg(x, y) =
ω(g, x, y)ω(x, y, (xy)−1gxy)
ω(x, x−1gx, y)
.
The comultiplication of Dω(G) is given as
∆(Pgh) =
∑
xy=g
γh(x, y)Pxh⊗ Pyh,
where the 2-cochain γh(x, y) is
(3.2) γh(x, y) =
ω(x, y, h)ω(h, h−1xh, h−1yh)
ω(x, h, h−1yh)
.
The unit of Dω(G) is P1e = 1 ⊗ e =
∑
g∈G Pge, and the associativity for left
default parenthesis is given by the invertible element φ ∈ (Dω(G))⊗3 such that
(3.3) φ =
∑
g,h,k
ω(g, h, k)−1Pge⊗ Phe⊗ Pke.
Dω(G) has a universal R-matrix R given by
(3.4) R =
∑
g,h
Pge⊗ Phg,
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and its inverse [ERW08] is
(3.5) R−1 =
∑
g,h
θghg−1 (g, g
−1)−1Pge⊗ Phg−1.
It is well-known that irreps of Dω(G) are labeled by pairs ([t], Vπt), where Vπt is
a θt-projective irrep of CG(t) (which is also denoted as Vχt sometimes). An explicit
description of the operator invariants of colored braids requires specific bases of
those irreps. Suppose Vπt is a θt-projective irrep of CG(t) so that
(3.6) πt(xy) = θt(x, y)
−1πt(x)πt(y),
and |va,t〉 is a basis of Vπt . The irrep of Dω(G) labeled by the pair ([t], Vπt) is in-
duced from the θt-projective irrep Vπt of CG(t), called the DPR induction [DPR90].
The induction to an irrep C[Rt]⊗ Vπt of Dω(G) uses |ri,t〉|va,t〉 as an explicit basis
of the induced irrep of Dω(G). The amazing formulas for the DPR induction can
be found in [ACM04]:
Proposition 3.1. The DPR induction of a θt-projective irrep πt of CG(t) to D
ω(G)
is given by the following action of Pxy on the basis |ri,t〉|va,t〉:
(3.7) Pxy(|ri,t〉|va,t〉) = δx,rj,ttr−1j,t θx(y, ri,t)θx(rj,t, st)
−1(|rj,t〉 · πt(st)|va,t〉),
where st ∈ CG(t) such that yri,t = rj,tst.
The computation of the W -matrix needs only the operator invariants for the 2
and 3 strand braids, therefore, only these cases will be provided in full detail.
The associativity φ acts as
(3.8) (|ri,xva,x〉|rj,yvb,y〉)|rk,zvc,z〉 = ω(xi, yj , zk)−1|ri,xva,x〉(|rj,yvb,y〉|rk,zvc,z〉).
The action of the braid σi, i = 1, 2, on two irreps ([x], Vπx )⊗ ([y], Vπy ), x, y ∈ G
with basis |ri,x〉|va,x〉⊗|rk,y〉|vb,y〉 is through P ·R, where P is the flip of two tensor
factors.
Note that the universal R-matrix acts non-trivially only when gR = ri,xxr
−1
i,x =
xi, hR = rl,yyr
−1
l,y = yl, where l and sykl are uniquely determined by xirk,y =
rl,ysykl . Therefore,
(3.9) cx,y : |ri,x〉|va,x〉 ⊗ |rk,y〉|vb,y〉 → Ω+(x, y, i, k)|rl,y〉|vb,y〉 ⊗ |ri,x〉|va,x〉,
where
(3.10) Ω+(x, y, i, k) = θh(g, rk,y)θh(rl,y , sykl)
−1πy(sykl)
if Vπ are all 1-dimensional. Otherwise, πy(sykl) applies to the basis |vb,y〉 resulting
in a linear combination.
To implement the inverse braiding, we apply R−1 ·P−1—the inverse of P ·R—to
([y], Vπy ) ⊗ ([x], Vπx), y, x ∈ G with basis |rl,y〉|vb,y〉 ⊗ |ri,x〉|va,x〉, so the inverse
universal R-matrix R−1 is applied to
|ri,x〉|va,x〉 ⊗ |rl,y〉|vb,y〉,
It follows that
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(3.11) c−1x,y : |rl,y〉|vb,y〉 ⊗ |ri,x〉|va,x〉 → Ω−(y, x, l, i)|ri,x〉|va,x〉 ⊗ |rk,y〉|vb,y〉,
where k, sylk are uniquely determined by x
−1
i rl,y = rk,ysylk , and
(3.12) Ω−(y, x, l, i) = θghg−1(g, g
−1)−1θh(g
−1, rl,y)θh(rk,y , sylk)
−1πy(sylk).
In this case, gR−1 = ri,xxr
−1
i,x = xi, hR−1 = rk,yyr
−1
k,y = yk.
4. Towards a complete invariant of modular categories
In this section, we prove the following:
Theorem 4.1. Neither the W -matrix nor the set of all punctured S-matrices of a
modular category is determined by its modular data (S, T ) in general.
The theorem follows from the observation that the W -matrix distinguishes some
counterexamples in [MS17] which have the same modular data. This provides a
different proof that modular data do not uniquely determine a modular category.
More specifically, the theorem follows from Sect. 4.4.1 and Prop. 2.2.
4.1. Mignard-Schauenburg modular categories. The Mignard-Schauenburg
modular categories (MS-MCs) Z(VecωuG ) for G = Dω(Zq ⋊n Zp) are modular cate-
gories that go beyond modular data.
The MS-MCs are the representation categories of doubles Dω(Zq ⋊n Zp) of
G(q, p;n) = Zq ⋊n Zp and ω ∈ Z3(G(q, p;n); U(1)), where p, q are odd primes
such that p|(q − 1) and n is such that np = 1 mod q and n 6= 1. The generator of
Zp acts on the generator of Zq by multiplication of the element n ∈ Zq of multi-
plicative order p. Elements of G are of the form (al, bm) ≡ albm and multiplication
is given by
(al, bm) · (al′ , bm′) = (al(bmal′b−m), bmbm′) = (al+nml′ , bm+m′).
There are p distinct modular categories Z(VecωuG ) = Rep(Dω
u
(G)), labeled by
u = 0, · · · , p − 1, where ωu are 3-cocycles representing the p different cohomology
classes of H3(G(q, p;n),U(1)) ∼= Zp. On the other hand, there are only 3 distinct
sets of different modular data (when allowing relabeling of simple objects). In this
section, we first compute the basic invariants of those modular categories, and then
the simplest example G(11, 5; 4) is studied.
The Drinfeld center Z(VecωuG ) has simple objects labeled by pairs ([t], χt) where
t is a representative of the conjugacy class [t] and χt is a irreducible ω
u
g -projective
representation of the centralizer CG(t).
For the case G(11, 5; 4), there are q
2
−1+p3
p = 49 simple object types. The seven
conjugacy classes, their centralizers and their sizes are
(4.1)
Conj. Class Centralizer |Cong. Class| · |Centralizer|
[1] G 1 · 55[
a1
]
Z11 5 · 11[
a2
]
Z11 5 · 11[
b1
]
Z5 11 · 5[
b2
]
Z5 11 · 5[
b3
]
Z5 11 · 5[
b4
]
Z5 11 · 5
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E.g. [a1] = {a, a3, a4, a5, a9}, [a2] = {a2, a6, a7, a8, a10}, [bk] = {albk} for l =
0, . . . , 10.
We label the simple objects or anyons as I0,...,6 ≡ ([1], χj), Al,m ≡ ([al], ωm11) and
Bk,n ≡ ([bk], ωn5 ). Besides 1, none of the 49 simple objects is self-dual, so they form
24 pairs of dual anyons.
4.1.1. Quantum dimensions. Their quantum dimensions are
(4.2)
Conj. Class Irrep d = |Cl| · dim(Irrep) # of this type
[1] χ0, . . . , χ4 1 · 1 = 1 1 · 5 = 5
[1] χ5, χ6 1 · 5 = 5 1 · 2 = 2[
a1
]
,
[
a2
]
ω011, . . . , ω
10
11 5 · 1 = 5 2 · 11 = 22[
b1
]
,
[
b2
]
,
[
b3
]
,
[
b4
]
ω05 , . . . , ω
4
5 11 · 1 = 11 4 · 5 = 20
.
There are a total of 5 abelian anyons and 44 non-abelian ones. The total quantum
dimension is
(4.3) D = |G| = 55
4.1.2. Topological twists. The twists can be calculated from Eq. (5.21) of [CGR00]
(4.4) θ(g,χ) =
trχ(g)
trχ(e)
ǫg(g)
(ǫg(h) is the µbk(x) = exp(
2πi
p2 ku[x]p) of [MS17]).
(4.5)
Conj. Class Irrep d(g,χ) θ(g,χ)
[1] χ0, ..., χ4 1 1
[1] χ5, χ6 5 1[
al=1,2
]
ωm11 5 exp[
2πi
q lm][
bk=1,2,3,4
]
ωn5 11 exp[
2πi
p nk] exp[
2πi
p2 k
2u]
.
The chiral central charge is 1
D
∑
a∈D(G) d
2
aθa = 1 =⇒ c− = (0 mod 8).
Explicitly, the T matrices are given in Table (A.1) in the appendix.
4.2. Formulas for the θt(x, y)-projective characters πt. The operator invari-
ants of colored braids are determined by the θt(x, y)-projective representation πt
of centralizers. In our case of G(11, 5; 4), the irreps of the centralizers are all 1-
dimensional except for the I anyons, which are not important for our discussion.
Therefore, the irreps πt’s are simply projective characters. In this section, we pro-
vide formulas for those projective characters.
The 3-cocyles for the MS-MCs are
ωu(g, h, k) = e
2pii
p2
u[kb]p([gb]p+[hb]p−[gb+hb]p)(4.6)
=
{
1, if [gb]p + [hb]p < p,
e
2pii
p u[kb]p , if [gb]p + [hb]p ≥ p,
where g = agabgb and [x]p = x mod p. The centralizer of b
k in G(q, p;n) is 〈b〉 and
the associated 2-cocycle (in fact a 2-coboundary) is
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θubk(b
i1 , bi2) = ωu(b
i1 , bi2 , bk)
=
{
1, if i1 + i2 < p
e
2pii
p uk, if i1 + i2 ≥ p,
where i1, i2 ∈ {0, . . . p− 1}.
Given s ∈ {0, 1 . . . p− 1} define
πsk(b
l) = e
2pii
p sle
2pii
p2
ukl
= e
2pii
p2
(sp+uk)l
, 0 ≤ l < p(4.7)
The functions πsk satisfy (3.6). Thus each pair (bk, π
s
k) defines a simple object
Bk,s, that explicitly can be realized over the vector space V (k, s) = C[Zq ] and has
associated braiding
(4.8) cV (k,s) : |x〉 ⊗ |y〉 7→ πsk(bk)|(1− nk)x+ nky〉 ⊗ |x〉,
and associativity constraint
(4.9) φ : |x〉|y〉|z〉 7→ ωu(bk, bk, bk)−1|x〉|y〉|z〉
Computing the operator invariants of colored braids needs the evaluation of
πy(sy) and will be done as follows. First the centralizer CG(y) of y is calculated,
and then its character table is constructed. The linear character is the entry cor-
responding to the n’th irrep evaluated on the conjugacy class associated to sy. To
get the projective character associated to a θt factor set Eq. (4.7), an additional
factor is multiplied onto the linear character.
For the example at hand, there are three possible centralizers, CG(e) = G,
CG(a
lb0) = Z11, and CG(a
lbk) = Z5, where l = 0, ..., 10 and k = 1, ..., 4. Since
θt(x, y) is non-trivial only on group elements of the form a
lbk, only the characters
from the Z5 centralizer are projective.
Let ξm be the principal m’th root of unity, i.e. ξm = e
2pii
m .
The G character table is
(4.10)
CG(e
′) = G [e] [a1] [a2] [b1] [b2] [b3] [b4]
χ0 1 1 1 1 1 1 1
χ1 1 1 1 ξ5 ξ
2
5 ξ
3
5 ξ
4
5
χ2 1 1 1 ξ
2
5 ξ
4
5 ξ5 ξ
3
5
χ3 1 1 1 ξ
3
5 ξ5 ξ
4
5 ξ
2
5
χ4 1 1 1 ξ
4
5 ξ
3
5 ξ
2
5 ξ5
χ5 5 σ σ
∗ 0 0 0 0
χ6 5 σ
∗ σ 0 0 0 0
where σ = e
2pii
11 1 + e
2pii
11 3 + e
2pii
11 4 + e
2pii
11 5 + e
2pii
11 9.
The Z11 character for the χm-[a
l] entry is equal to ξlm11 = e
2pii
11 lm, where l,m =
0, 1, . . . , 10.
The linear Z5 character for χn-[b
k] is equal to ξnk5 = e
2pii
5 nk. For this to be
θt(x, y)
u projective, πt,n(xy) = θt(x, y)
−uπt,n(x)πt,n(y), multiply each character
by
(4.11) µut (g) = µ
u
albk(a
l′bk
′
) = e
2pii
25 kk
′u
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Then, the Z5 projective character table is
(4.12)
CG(t = a
l′bk
′
) = Z5 [e] [b
1] [b2] [b3] [b4]
χ0 1 1 1 1 1
χ1 1 ξ5 · µut (b1) ξ25 · µut (b2) ξ35 · µut (b3) ξ45 · µut (b4)
χ2 1 ξ
2
5 · µut (b1) ξ45 · µut (b2) ξ5 · µut (b3) ξ35 · µut (b4)
χ3 1 ξ
3
5 · µut (b1) ξ5 · µut (b2) ξ45 · µut (b3) ξ25 · µut (b4)
χ4 1 ξ
4
5 · µut (b1) ξ35 · µut (b2) ξ25 · µut (b3) ξ5 · µut (b4)
The χn-[b
k] entry for the CG(t = a
lbk
′
) table is ξnk5 µ
u
t (b
k) = e
2pii
25 (5nk+kk
′u). When
u = 0, this reduces to the linear character that was first given.
It follows that the πt’s that satisfy Eq. (3.6) is
(4.13) πt,n,ωu(x) = e
2pii
25 (5nk+kk
′u)
for t = al
′
bk
′
, x = albk, and θt,u(x, y) = ω
u(x, y, t) if CG(t) = Z5. Otherwise πt,n,ωu
is the linear character and θt,u(x, y) = 1.
4.3. Link invariants from MS-MCs Z(VecωuG ).
4.3.1. General colored links. Link invariants can be computed using the operator
invariants of colored braids by presenting links as braid closures. In general, the link
invariant would be a Markov trace of the associated matrix. But for the discrete
gauge theory representations, the trace is simply the linear algebra trace as shown
in [AC92, Sect. 5]. For a particular link L as the braid closure bˆ, the colors cannot
be arbitrary as the same component of the link L has to be colored by the same
irrep.
4.3.2. Invariants of colored Whitehead links. The colored invariants of the White-
head link are calculated by computers, and assembled into the W -matrices in Ap-
pendix B. Later, special attention is paid to the BA block of the W -matrix, i.e.
the sub-matrix ofW coming from labeling one component by anyons of type A and
the other by ones of type B. The BA block has a closed formula as follows.
(4.14) W
(u)
Bk,n,Al,m
= 55(−1)lm[k2]5 ·
(
θ
1
2 [k
2]5
Al,m
· θ(u)Bk,n
)−1
where [x]y = x mod y and our convention for taking roots is (e
2piis
N )t = e
2piist
N .
k, n, l,m, u take values in k ∈ {1, 2, 3, 4}, n ∈ {0, 1, 2, 3, 4}, l ∈ {1, 2}, m ∈
{0, . . . , 10}, and u ∈ {0, 1, 2, 3, 4}.
4.3.3. Links colored by the same anyon. The counting of group homomorphisms
for the DW invariants of links is generalized to links colored by a single irrep of
MS-MCs using quandles below.
Definition 4.2. A quandle X is a set with a binary operation (x, y) 7→ x ⊲ y
satisfying:
(1) for any x ∈ X , x ⊲ x = x,
(2) for any x, y ∈ X , there is a unique z ∈ X such that z ⊲ x = y,
(3) for any x, y, z ∈ X , we have x ⊲ (y ⊲ z) = (x ⊲ y) ⊲ (x ⊲ z).
The prototypical example of a quandle is a conjugacy class of a group X ⊂ G
with operation g ⊲ h = g−1hg.
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Example 4.3. (1) A left Z[t, t−1]-module is a quandle with x⊲y = (1−t)x+ty.
This quandle is called an Alexander quandle.
(2) Given G(q, p;n) = Zq ⋊n Zp = 〈a〉 ⋊n 〈b〉, the quandles associated to the
conjugacy classes of bk, k = 0, 1, ..., p− 1 are Alexander quandles:
Xk = Z/qZ, a ⊲ b := (1− nk)a+ nkb
for a, b ∈ Z/qZ.
A quandle defines a set-theoretical solution of the braid equation,
c : X ×X → X ×X, c(x, y) = (x ⊲ y, x).
Given q ∈ C×, the linear map cq : C[X ]⊗ C[X ]→ C[X ]⊗ C[X ], given by
cq(|x〉|y〉) = q|x ⊲ y〉|x〉
is a solution of the braid equation. The associated representation of the braid group
will be denoted by ρqn : Bn → GL(C[X ]⊗n).
Proposition 4.4. The representation of Bn associated to the simple object V (bk, πsk)
is the representations ρqn defined by the solution of the braid equation associated to
the quandle Xk and the scalar q = e
2pii
p2
(sp+uk)k
.
Proof. The representation of Bn on
V ∗n := (· · · (V ⊗ V )⊗ · · · ⊗ V )⊗ V,
is given by the isomorphisms
σ′i = (a
−1
V ∗(i−1),V,V
⊗ id V ∗(n−(i+2)))◦(4.15)
(id V i−1 ⊗ cV,V ⊗ id V ∗(n−(i+2)))◦
(aV ∗(i−1),V,V ⊗ id V ∗(n−(i+2))),
where aV,W,Z denotes the associativity constraints.
The associativity constraint is given by
aV ∗(i−1),V,V (|x1〉 · · · |xn〉) = ω−1(g, bk, bk)|x1〉 · · · |xn〉,
where g ∈ G(q, p;n). Then, using (4.8) we have that
σ′i(|x1〉 · · · |xn〉) = ω−1(g, bk, bk)
× ω(g, bk, bk)
× πsk(bk)|x1〉 · · · |xi ⊲ xi+1〉|xi〉|xi+2〉 · · · |xn〉
= ρqn(σi)(|x1〉 · · · |xn〉).

A coloring of an oriented knot diagram by a quandle X is a map f : A → X
from the set A of the over-arcs of the knot diagram to X such that the image of
the map satisfies the relation in Figure 1 at each crossing:
The number of colorings of an oriented knot diagram L by a quandle X is an
knot invariant and will be denoted by CX(L).
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a a ⊲ b
b a
b a
a a ⊲ b
Figure 1. The coloring rule
Theorem 4.5. Let σǫ1i1 σ
ǫ2
i2
· · ·σǫhih ∈ Bn, and L = σ̂ its closure. The invariant of
the oriented framed link L colored by the simple object V (bk, πsk) is
(4.16) qWr(L)CXk(L),
where Wr(L) is the writhe of L, Xk is the Alexander quandle constructed in Ex-
ample 4.3 and q = e
2pii
p2
(sp+uk)k
, which is the twist θ([bk],πsk) of the anyon ([b
k], πsk).
Proof. Since the quantum trace of the category of representations of Dωu(G) is the
usual trace (see [AC92, Sect. 5]), it follows from Proposition 4.4 that the link in-
variant associated to the simple object V (bk, πsk) is the scalar tr(ρ
q
n(σ
ǫ1
i1
σǫ2i2 · · ·σǫhih )).
Thus,
ρqn(σ
ǫ1
i1
σǫ2i2 · · ·σǫhih ) = ρqn(σi1 )ǫ1ρqn(σi2 )ǫ2 · · · ρqn(σih )ǫh
= (q
∑
i ǫi)ρn(σi1 )
ǫ1ρn(σi2)
ǫ2 · · · ρn(σih)ǫh
= (q
∑
i ǫi)ρn(σ
ǫ1
i1
σǫ2i2 · · ·σǫhih ).
Thus,
tr(ρqn(σ
ǫ1
i1
σǫ2i2 · · ·σǫhih )) = (q
∑
i ǫi) tr(ρn(σ
ǫ1
i1
σǫ2i2 · · ·σǫhih )).
The writhe of L is exactly
∑
i ǫi and it is well known that for a quandle X
tr(ρn(σ
ǫ1
i1
σǫ2i2 · · ·σǫhih ))
is CX(L), the number of colorings, (see [Gn02]). 
Example 4.6. The Borromean rings LB is the closure of (σ2σ
−1
1 )
3 ∈ B3. The
invariant CXk(LB) ∈ N and does not depend on u, s ∈ {0, 1 . . . , p− 1}. The same
is true for the figure-eight knot, which is the closure of the braid (σ1σ
−1
2 )
2.
4.4. W -matrix of MS-MC Z(VecωuG ) for G(11, 5; 4). There are three types of
anyons in the MS-MC Z(VecωuG ) for G(11, 5; 4): the 7 anyons of type I, the 22
anyons of type A, and the 20 anyons of type B. In order to show that the W -
matrix can detect each of the five Z(VecωuG ), it is sufficient to show that there are
no permutations mapping the W -matrices onto one another. This is because any
braided tensor equivalence between the categories would restrict to a permutation
of the anyons, and hence induce a permutation of any matrix of invariants.
Suppose φ : Z(VecωuG ) → Z(Vecω
u′
G ) were a braided tensor equivalence of cat-
egories. Then the modular data obeys Sφ(a)φ(b) = Sab and Tφ(a) = Ta. That is,
the modular data is invariant under the induced permutation on the anyons. An
analysis of the modular data shows that there are three distinct sets up to permu-
tation: u = 0, u = 1, 4, and u = 2, 3. Thus it suffices to show that no permutations
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mapping the modular data of u = 1 onto u = 4 extend to permutations of the W -
matrices between the same values of u (and similarly for u = 2, 3). Then one can
confirm that there are really five braided tensor equivalence classes of categories
Z(VecωuG ), reproducing the result of Mignard-Schauenberg [MS17].
A simple inspection of the explicit T matrix Table A.1 shows that to identify the
T matrix for u = 1 with u = 4, B1,0 of u = 1 has to be sent to B2,1 or B3,1 of u = 4.
We will show that that this permutation of anyons is not compatible with the W
matrix. Therefore, there are no permutations of anyons between u = 1 and u = 4.
Actually something stronger is true; there are no permutations at all to match up
the W -matrix for u = 1 and u = 4. Since it is hard to show this fact analytically,
an alternative proof using both T and W is given below.
4.4.1. Proof that no permutation of the modular data extends to the W matrices.
We prove that permutations taking T (u=1) to T (u=4) cannot simultaneously take
the W
(u=1)
B,A block to the W
(u=4)
B,A block.
From Table (A.1), the topological spins θ = ξs25 can be calculated in the same
order of anyons as in the table for
u = 1, s ∈ {1, 6, 11, 16, 21; 4, 14, 24, 9, 19; 9, 24, 14, 4, 19; 16, 11, 6, 1, 21}
and for
u = 4, s ∈ {4, 9, 14, 19, 24; 16, 1, 11, 21, 6; 11, 1, 16, 6, 21; 14, 9, 4, 24, 19}.
Therefore, to match up the T matrix, B
(u=1)
1,0 has to be sent to either B
(u=4)
2,1 or
B
(u=4)
3,1 . Similarly, such a permutation has to send A
(u=1)
1,4 to A
(u=4)
1,4 or A
(u=4)
2,2 .
Proposition 4.7.
(4.17) W
(u)
Bk,n,Al,m
= 55χk(l,m)
(
θ
η(k)
Al,m
θ
(u)
Bk,n
)−1
χk(l,m) = (−1)lm[k2]5 = −1 if k = 1 or k = 4 and l = 1 and m ∈ {1, 3, 5, 7, 9}.
Otherwise, χk(l,m) = +1. η(k) =
1
2 [k
2]5 =
1
2 if k = 1 or k = 4 and η(k) = 2 if
k = 2 or k = 3.
Our convention for taking roots is (e
2piis
N )t = e
2piist
N . All fullW (u), u = 0, 1, 2, 3, 4,
matrices are known (see Appendix B), but only those entries are provided because
the remaining ones are not used anywhere.
From the modular T matrix Table (A.1), it is found that between u = 1 and
u = 4,
B
(1)
1,0 →
{
B
(4)
2,1
B
(4)
3,1
and A
(1)
1,4 →
{
A
(4)
1,4
A
(4)
2,2
.(4.18)
Now consider the permutation of B
(1)
1,0 to B
(4)
2,1 or B
(4)
3,1 in the W
(u)
B,A block. This
will induce a permutation of A
(1)
1,4 to some A
(4)
l,m. That is, we wish to find l,m such
that
W
(1)
B1,0,A1,4
=
{
W
(4)
B2,1,Al,m
W
(4)
B3,1,Al,m
.(4.19)
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Using Eq. (4.17), we obtain:
W
(1)
B1,0,A1,4
= 55
(
θ
1
2
A1,4
θ
(1)
B1,0
)−1
=
W
(4)
B2,1,Al,m
= 55
(
θ2Al,mθ
(4)
B2,1
)−1
W
(4)
B3,1,Al,m
= 55
(
θ2Al,mθ
(4)
B3,1
)−1 .(4.20)
The θB’s cancel out since they come from the permutations of T and the above
relation leads to the possible solutions for l,m.
θ
− 12
A1,4
= exp
(−2πi
11
1 · 4 · 1
2
)
= exp
(−2πi
11
l ·m · 2
)
= θ−2Al,m .(4.21)
Therefore, W
(u)
B,A requires
(4.22) A
(1)
1,4 → A(4)1,1 or A(4)2,6
But this does not match up with the permutations that T would allow:
(4.23) A
(1)
1,4 → A(4)1,4 or A(4)2,2.
The contradiction proves that there are no permutations of anyons of u = 1 and
u = 4 that would match up both the T and W matrices. A similar result holds
for permutations between u = 2 and u = 3. Thus the W -matrices in addition to
the modular data (S, T,W ) distinguish the Z(VecωuG ). Alternatively one can check
from the W -matrices directly that they cannot be related by any permutation of
the anyons.
4.5. MS-MCs Z(VecωuG ) as gauging Zp symmetries of D(Zq). The MS-MCs
can also be obtained as gauging the G(q, p;n) symmetry of Vec. By the sequen-
tially gauging lemma in [CGPW16], they are also the gaugings of Zp symmetries
of Z(VecZq ), denoted as D(Zq) in the physics literature.
For q = 11, p = 5, the anyons of D(Zq) are labeled as a = (a1, a2) and the F
matrices are F abc = 1 if admissible and 0 otherwise. The R symbols are Rab =
e
2pii
11 a1b2 . The Z5 symmetry acts on anyons as n.(a1, a2) = ([9
na1]11, [5
na2]11), n ∈
Z5. In the G-crossed extension, there is one defect in each sector, denoted as
Xm,m = 1, 2, 3, 4. The fusion rules of defects are:
XmX5−m =
∑
a∈D(Z11)
a, aXm = Xm, XmXn = 11X[m+n]11 if m+ n 6= 0 mod 5.
The Z5 action fixes all defects, 1 of D(Zq), and has 24 orbits of size 5. Therefore,
in the gauged theory, there are 4× 5 = 20 anyons of quantum dimension=11 from
the defects, 24 anyons of quantum dimensions=5 from the 24 orbits, and 5 abelian
anyons. Another way to see that the MS-MCs are different would be to show that
the 5 G-crossed extensions are also different. We will leave this approach to the
future.
5. Systematic search
It would be interesting to search through all knots and links systematically to
find those links whose invariants are beyond the modular data. We have started
such a program and will leave the results for a future publication [DT18]. After
finishing this manuscript, we learned of an independent project to search for link
invariants that are not determined by modular data [S18].
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Such a systematic search will shed light on the candidates of a complete set of
invariants for modular categories. A good test for whether or not a set LC of link
invariants would be complete is whether or not the eigenvalues of the punctured
S-matrices and the triple (S, T,W ) are determined by the set LC .
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Appendix A. T -matrices
(A.1)
Label d θ
I0 1 1
I1 1 1
I2 1 1
I3 1 1
I4 1 1
I5 5 1
I6 5 1
A1,0 5 1
A1,1 5 exp(
i2π
11 )
A1,2 5 exp(
i2π
11 2)
A1,3 5 exp(
i2π
11 3)
A1,4 5 exp(
i2π
11 4)
A1,5 5 exp(
i2π
11 5)
A1,6 5 exp(
i2π
11 6)
A1,7 5 exp(
i2π
11 7)
A1,8 5 exp(
i2π
11 8)
A1,9 5 exp(
i2π
11 9)
A1,10 5 exp(
i2π
11 10)
A2,0 5 1
A2,1 5 exp(
i4π
11 )
A2,2 5 exp(
i4π
11 2)
A2,3 5 exp(
i4π
11 3)
A2,4 5 exp(
i4π
11 4)
A2,5 5 exp(
i4π
11 5)
A2,6 5 exp(
i4π
11 6)
A2,7 5 exp(
i4π
11 7)
A2,8 5 exp(
i4π
11 8)
A2,9 5 exp(
i4π
11 9)
A2,10 5 exp(
i4π
11 10)
B1,0 11 exp(
i2π
25 1
2u)
B1,1 11 exp(
i2π
25 (5 · 1 · 1 + 12u))
B1,2 11 exp(
i2π
25 (5 · 1 · 2 + 12u))
B1,3 11 exp(
i2π
25 (5 · 1 · 3 + 12u))
B1,4 11 exp(
i2π
25 (5 · 1 · 4 + 12u))
B2,0 11 exp(
i2π
25 2
2u)
B2,1 11 exp(
i2π
25 (5 · 2 · 1 + 22u))
B2,2 11 exp(
i2π
25 (5 · 2 · 2 + 22u))
B2,3 11 exp(
i2π
25 (5 · 2 · 3 + 22u))
B2,4 11 exp(
i2π
25 (5 · 2 · 4 + 22u))
B3,0 11 exp(
i2π
25 3
2u)
B3,1 11 exp(
i2π
25 (5 · 3 · 1 + 32u))
B3,2 11 exp(
i2π
25 (5 · 3 · 2 + 32u))
B3,3 11 exp(
i2π
25 (5 · 3 · 3 + 32u))
B3,4 11 exp(
i2π
25 (5 · 3 · 4 + 32u))
B4,0 11 exp(
i2π
25 4
2u)
B4,1 11 exp(
i2π
25 (5 · 4 · 1 + 42u))
B4,2 11 exp(
i2π
25 (5 · 4 · 2 + 42u))
B4,3 11 exp(
i2π
25 (5 · 4 · 3 + 42u))
B4,4 11 exp(
i2π
25 (5 · 4 · 4 + 42u))
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Appendix B. W-matrices
The Whitehead link is presented as the closure of the 3-strand braid b7 with braid
word σ−22 σ
−1
1 σ
2
2σ
2
1 or b5 = σ
−2
2 σ1σ
−1
2 σ1. The braid b5 represent our Whitehead link
with an extra twist, and b7 its mirror image with an extra twist.
The W -matrices are too large to be included in here, so instead we post them
on the following two websites.
• http://web.physics.ucsb.edu/~adtran/W.html
• http://web.math.ucsb.edu/~cdelaney/WMatrices.html
Microsoft Station Q, Santa Barbara, CA 93106-6105 USA
E-mail address: parsab@microsoft.com
Department of Mathematics, UC Santa Barbara, Santa Barbara, CA
E-mail address: cdelaney@math.ucsb.edu
Departamento de Matema´ticas, Universidad de los Andes, Bogota´, Colombia
E-mail address: cn.galindo1116@uniandes.edu.co
Department of Mathematics, Texas A&M University, College Station, TX
E-mail address: rowell@math.tamu.edu
Department of Physics, University of California, Santa Barbara, CA
E-mail address: adtran@physics.ucsb.edu
Microsoft Station Q and Department of Mathematics, University of California,
Santa Barbara, CA 93106
E-mail address: zhenghwa@microsoft.com,zhenghwa@math.ucsb.edu
