Abstract. We present a general framework for automatic segmentation of fetal brain structures in ultrasound images inspired by recent advances in machine learning. The approach is based on a region descriptor that characterizes the shape and local intensity context of different neurological structures without explicit models. To validate our framework, we present experiments to segment two fetal brain structures of clinical importance that have quite different ultrasonic appearances-the corpus callosum (CC) and the choroid plexus (CP). Results demonstrate that our approach achieves high region segmentation accuracy (dice coefficient: 0.81% AE 0.06 CC, 0.76% AE 0.08 CP) relative to human delineation, whereas the derived automated biometry measurement deviations are within human intra/interobserver variations. The use of our proposed method may help to standardize intracranial anatomy measurements for both the routine examination and the detection of congenital conditions in the future.
Introduction
Automated fetal neurosonography is an area of growing interest in medical image analysis to support studies of the developing brain. Clinically, prenatal diagnosis of brain abnormalities using ultrasound (US) has been found to be highly consistent with autopsy findings and fetal magnetic resonance imaging (MRI). 1, 2 The fetal anomaly US scan conducted at around 20 gestation weeks requires, typically, three planes of the fetal brain to be acquired to assess growth by biometry of the skull (e.g., head circumference or biparietal diameter measurement), to provide a basic check on neurological development of key brain structures. A full fetal neurosonography scan is more comprehensive (for instance, as described in clinical guidelines 3 ) and requires careful capture of a number of standard image views. This is done only when there is suspicion of neurological conditions or damage and, in practice, its use is limited by availability of qualified examiners able to interpret the relatively complex brain anatomy observed in US.
Some clinical studies have reported the size of anatomies such as the atrium [which contains the choroid plexus (CP)] and the cerebellum, and have related these to fetal health. 4, 5 However, as these brain structures can be difficult to identify, measurement of them is not included in sonographic examination standards. This is particularly true in late gestation when skull bone begins to calcify. To address this issue, we propose an automatic segmentation framework of brain structures for fetal neurosonography, which also generates biometry measurements simultaneously.
Related Work
Prior work in medical image analysis has considered applying machine learning to automatic detection of fetal brain structures, rather than segmentation. For instance, Carneiro et al. 6 presented a detection method using a probabilistic model, whereby the posterior classifiers were trained by probabilistic boosting trees. Namburete et al. 7 proposed a method to detect the presence of the CP in two-dimensional (2-D) US using AdaBoost with statistical image representations estimated by the Nakagami distribution. Sofka et al. 8 described a technique to detect several fetal brain structures using sequential sampling, with the posterior and transition distributions derived as Gaussian distributions.
Relative to object detection, segmentation provides additional information about a structure's shape and appearance. Skull segmentation in fetal US has attracted most attention as a precursor to head biometry. Earlier work used morphological operations and the Hough transform. [9] [10] [11] Such approaches are sensitive to the quality of image acquisition and none of the early methods were validated on large datasets. To the best of our knowledge, there are only two prior publications on US segmentation of fetal brain structures. Yaqub et al. 12 reported a semiautomatic approach to segment fetal brain structures in three-dimensional (3-D) US, where they restricted the search region to the smallest cubiod that enclosed the structure. Cubiod extraction was based on prior knowledge of the approximate location and the size of the structure of interest. Gutiérrez-Becker et al. 13 presented an algorithm to segment the fetal brain cerebellum using a statistic shape model. While they reported promising results, validation was limited to only 20 subjects (the number of volumes they used was not clear in the paper) and it is unclear how that method could be readily extended to other types of brain structures. Furthermore, all images were acquired to a relatively strict protocol leading to the cerebellum appearing in a similar initial position for all the images. This suggests that the solution is not well suited for general clinical imaging practice, where the initial position of brain anatomy is not consistent.
In MRI studies, approaches such as statistical atlas models [14] [15] [16] and patch-based techniques [17] [18] [19] have been proposed for fetal/ adult brain segmentation. Nevertheless, importantly the appearance of structures in MRI images is quite different from the US case. Fetal sonography does not lend itself well to anatomical atlas-based techniques as anatomical structures have varied appearance depending on object tissue properties (echogeneity), and the pose of the object with respect to the transducer (fetal motion makes this a practical challenge to control). Appearance of anatomical boundaries is typically incomplete and strong acoustic shadows can obscure structures. An USspecific approach is thus needed to tackle the challenges of brain structure segmentation in fetal neurosography.
Proposed Framework
In this paper, we present an approach to automate US segmentation of fetal brain structures. The originality of our work lies in transforming the complex structure delineation problem into a region classification task that utilizes a region-based descriptor. We report experiments on segmenting two structures that are important in monitoring in the developing brain, the corpus callosum (CC) and the CP, to prove both the usefulness of the approach and its generality. Figure 1 shows an overview of the automated segmentation framework (details of the method are given in Sec. 2). Our proposed approach consists of two steps: (1) candidate region selection and (2) region characterization using the proposed region descriptor combined with a boosting classifier trained to identify the desired candidate region. In testing, an unseen image is passed through the same pipeline to generate an automated segmentation.
The outline of the article is as follows: Sec. 2 describes the method. We first discuss the appearance of the target brain structures in Sec. 2.1. This motivates the selection of candidate regions described in Sec. 2.2. We then define a region description model in Sec. 2.3. Section 2.4 describes the machine learning-based framework for region-classification (segmentation), with implementation details in Sec. 3. Section 4 presents the datasets used in the experiments. Validation experiments and results are reported in Secs. 5 and 6, respectively. We conclude, in Sec. 7, with a discussion of the contributions of the work and highlight areas of possible future work.
Method

Target Fetal Brain Structures
The interaction of the US beam with a fetal brain structure results in an acoustic pattern response that either yields a bright anatomical mapping of the structure or alternatively a dark acoustic signature. The brightness of the signature depends on its echogeneity that an experienced sonographer learns to interpret proficiently. To automate structure detection and segmentation, we are interested in learning how to detect, segment, and characterize "blob-like" acoustic responses that correspond to structures of interest (SOIs). Specifically, in this article, we focus on two brain structures, the CP and the CC. As shown in Fig. 2 , the CP and CC differ in terms of intensity, shape, and configuration (spatial arrangement) and hence provide two excellent examples on which to test the automatic detection and characterization framework.
Candidate Region Selection
We assume that, in a given US image, a fetal brain structure appears as a bright or dark region depending on the echogenicity of its tissue. Tissue with low echogenicity presents as a dark blob, and vice versa. Both CC and CP are examples of structures that are approximately homogeneous, which leads to a first assumption of our framework, namely that a target of interest is a local extremal region regardless of its echogenicity (whether it is a local maximum or minimum). Furthermore, it is intuitive to assume that the ideal segmentation of such a fetal brain structure should be contiguous and stable over thresholding. Based on the second assumption, we model candidate regions as maximally stable extremal regions (MSERs). 20 Specifically, we define image I to be a mapping from the coordinate domain D to the intensity domain. Region R is a contiguous subset of D, and ∂R is the region boundary. A pixel p belongs to R: p ∈ R, while q is a pixel that belongs to ∂R. An extremal region is either a maximal extremal region or minimal extremal region. We define R as a maximal extremal region if IðpÞ > IðqÞ for all p ∈ R and q ∈ ∂R [or IðpÞ < IðqÞ for minimal extremal region]. An important property of extremal regions is their nestedness, that is, if a set of extremal regions is sorted in a monotonic order of their intensity values R 1 ; : : : ; R i ; R iþ1 : : : , then it follows that R i ⊂ R iþ1 for all R i . Then, we choose the maximally stable region from the whole set of nested extremal ones. We define a function of i E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 1 ; 6 3 ; 4 5 5 fðiÞ ¼ ðjR iþδ j − jR i−δ jÞ∕jR i j;
which represents the area variation between two nested regions, where δ denotes their intensity interval and j · j denotes area. It is intuitive that the region is more stable if its intensity changes aggressively over its boundary, which leads to a smaller value of fðiÞ. Conversely, a larger fðiÞ indicates instability as the area of nested extremal regions varies. Finally, an extremal region R j is defined to be maximally stable (an MSER) if fðjÞ is a local minimum of fðiÞ and smaller than γ-a threshold that controls the stability of the selected region. In practice, the aforementioned parameters for generating MSERs (controlling threshold γ and intensity interval δ) are chosen empirically and different problems usually have different optimal parameter sets. For example, the CC may be best selected by parameter set S a ¼ fγ a ; δ a g, whereas the CP is best selected using a different parameter set S b ¼ fγ b ; δ b g. Tuning parameters for each specific task limits the applicability of the algorithm on different tasks, and is time-consuming. To improve the adaptability as well as to reduce human intervention, we generate multiple sets of MSERs using different values of γ and δ sampled from a broad range of values. The machine learning algorithm selects the appropriate region from these sets of MSERS as described in Sec. 2.4. As a result, no human intervention is needed to select different parameters to segment different structures. Thus, the proposed framework readily adapts to a segmentation task. It is important to note that the MSER can be replaced with other region extraction methods to use our pipeline in segmenting objects from other imaging modalities. The MSER is chosen for this work for its great performance on the targeted fetal neurosonography. We also note that there may be one or more MSERs corresponding to the desired region (i.e., true-positive examples) for each image as the MSERs were generated using different parameters. Detected MSERs (as illustrated in Fig. 3 (c)) serve as candidate regions of the SOI and their features are extracted to form a region descriptor. As shown in Fig. 3 (c), many MSER candidate regions are identified but within the pool of candidates lies a segmentation of the correct structure [shown in red in Fig. 3(c) ]. To identify the correct structure, we construct a rich regionbased feature descriptor. This is subsequently used within a machine-learning framework to identify the correct structure. We describe the region descriptor next.
Region Descriptor
The shape of an anatomical brain structure is one of its most distinguishing features. It can be challenging to characterize fetal brain anatomy, where shape is usually irregular and has large intraclass variation. We characterize the shape of the SOI without an explicit model. All candidate regions are first preprocessed to remove irrelevant information (Fig. 4) . To be more precise, the regions are binarized, resized, and aligned thus eliminating the effect of intensity, size, and orientation. The region width is scaled to the same size, whereas the aspect ratio is maintained to prevent distortion. Region alignment is achieved by rotation along the major axis to align their orientations with a common image axis. The shape of each candidate region is then described in two ways.
Shape descriptor 1: a set of shape templates is defined as a randomly selected subset of manual delineations. The delineations are preprocessed as described earlier.
The normalized crosscorrelation (NCC) between a preprocessed candidate region and each template is computed, with the maximum NCC value selected as a measure of shape similarity. Figure 4 shows the template-matching method applied to two separate regions. Region A (green) is the MSER generated from the desired SOI (i.e., CC, in this example), region B (blue) is a randomly chosen MSER belonging to the background (referring to Fig. 4) . The column of templates shows six CCshaped templates (randomly chosen for demonstration). The rightmost histogram compares the values of shape features extracted from regions A and B, respectively. The features of region A (green bars) have greater values than those of region B (blue bars) as region A's shape is more similar to the templates.
Shape descriptor 2:
A polar-histogram is constructed to describe the region area distribution centered on the region centroid. The polar region is divided evenly into 60 bins. Each bin contains a count of bright pixels (pixels within the region mask) that lie within the corresponding fan section of the polar coordinate system (refer to Fig. 5 ). This descriptor is motivated by Ref. 21 for cell detection, which used a method of boundary distribution instead. This descriptor provides 60 features.
Additionally, six other feature descriptors are derived from intensity, scale, and location information, namely Mean intensity. It coarsely characterizes the intensity level of the region. Histogram of pixel intensities in the region. The intensity distribution illustrated by this histogram characterizes both the region stability (intensity variation) and texture (repeated intensity pattern). It also complements the region brightness information apart from the mean intensity as it is biased if large intensity variations exist. This descriptor generates 20 features. Length of the minor and major axes of the region.
These approximate the region dimensions while being rotation-invariant. The minor and major axes are derived from the smallest ellipse that enclosed the region. Eccentricity of the region. It is the ratio of the length of the minor axis to the major axis. A smaller eccentricity indicates a more circular region, whereas a larger value indicates an elongated shape. X and Y coordinates of the region centroid. These denote the location of the candidate within the image. Histograms of the normalized X and Y components of the region pixel co-ordinates. Specifically, pixel coordinates within the region (x, y-coordinates separately) divided by the size of image. This descriptor provides 60 features.
In total, this gives a region feature descriptor with 190 terms.
Classification and Voting Mechanism
To preserve the generality of the algorithm, the image is not precropped and minimal human intervention is allowed during parameter selection (explained in Sec. 2.2). As a result, candidate region selection generates a larger proportion of negative class responses relative to positive ones, e.g., 28 negative versus 1 positive case in Fig. 3(c) . This results in an imbalanced dataset, which may bias the classifier. To accommodate this, we employ Random Under-Sampling (RUSBoost)-an iterative boosting algorithm designed to deal with data imbalance for classification. 22 In this method, random under-sampling is applied to remove the majority class examples until the desired class ratio is achieved. Specifically, at iteration t, a temporary training dataset S t is created from the dataset S using random under-sampling to remove majority class examples until a desirable percentage (e.g., 50%) of the minority class is achieved. For each candidate region R i , the region descriptor extracts its features and maps it as a feature point x i in feature space X. Let y i ∈ Y be the class label of x i and D t ðx i Þ be the weight of x i in iteration t. A simple decision tree (weak-learner) G t ðx i Þ∶X → Y ∈ ½0;1 is then trained based on S t . The loss function ϵ t is defined as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 2 ; 6 3 ; 2 5 3 ϵ t ¼
with 1ð·Þ is an indicator function.
In the next step, the weight D t ðx i Þ is updated as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 3 ; 6 3 ;
where Z t is the normalizing factor and α t is given by E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 4 ; 6 3 ; 1 2 7 α t ¼
This process increases the weights of misclassified examples and decreases those of correctly classified ones. After training is complete, all weak learners are combined to yield the final classifier. On rare occasions, US artifacts may possess similar features (e.g., intensity or shape) to the SOI, which can lead to a confusing prediction (i.e., false-positive examples). However, our experiments have shown that those artifacts are much less stable across different values of the parameters.
To combine coexisting positive examples and eliminate artifacts, a simple voting mechanism is applied after region classification. Specifically, every candidate that is classified as positive casts a vote on the corresponding region. The region with maximal votes is selected as the SOI after accumulating all the votes.
Implementation Details
The stability threshold and intensity interval were set as γ ¼ 0.1 to 0.4 (step size ¼ 0.05), δ ¼ 0 to 5 (step size ¼ 0.5). The number of RUSBoost iterations was set as t ¼ 200 and a learning rate of 0.25 was chosen empirically. The average runtime for the segmentation for one CP image is 12.1 s, while for a CC image is 12.6 s on a 3.5 GHZ, 16 GB RAM computer.
Datasets
Experiments were conducted on US datasets of two fetal brain structures of clinical importance, CP and CC, respectively. The CP was selected as it plays a primary role in the formation of cerebrospinal fluid and is associated with several congenital diseases. 23, 24 The fetal CC is considered as a sensitive biomarker of normal brain development and maturation. 25 Indeed, malformation and agenesis of the CC have been frequently related to several genetic diseases. 26, 27 The image datasets that contained each of these structures are introduced next.
CP Dataset:
The CP appears as a bright circular region in the trans-thalamic (TT) US image plane of the fetal brain, with varying shape and size across gestation (Fig. 2) . The dataset we have used consists of 120 2-D US images of the standard TT plane of the fetal brain, which were randomly selected from a large clinical study database of healthy subjects. 28 The images were of healthy fetuses between 20 and 22 gestational weeks corresponding to the period of clinical anomaly scanning for Trisomy 18. 29 The images were acquired using a 2-D linear probe (Phillips HD9) at 2-to 5-MHz wave frequency and at a pixel resolution of 2 mm × 2 mm. Data were divided into a training group of 68 images and a testing group of 52 images. CC Dataset: The CC is observed as a single commashaped echogenic structure on the midsagittal plane of fetal US brain image (Fig. 2) . Our dataset consisted of 219 2-D US images of the midsagittal plane of the fetal brain. The subjects were randomly selected from 21-to 30-gestational week fetuses from the same database as described above. 28 The typical size of each image was 210 × 170 pixels, with each isotropic pixel measuring 0.6 mm in size. Images were divided into a training group (137 images) and a testing group (82 images). 
Classification and Feature Comparison
We evaluated the performance of three different classifiers for CC and CP segmentation, respectively. Specifically, we compared RUSBoost with support vector machines (SVMs) and AdaBoost. The systematic error of different classifiers is reported in terms of accuracy, sensitivity, specificity, and precision (Table 1) .
To demonstrate the effectiveness of the region descriptor, RUSBoost classification experiments were conducted using different feature sets such as shape features only, the appearance and location features (referred as "other features" in Fig. 8) , and the combination of both. Size and shape of a brain structure change during brain development. We investigated whether performance varied with gestational age (GA). The region classification accuracy was binned and compared based on the GA of the subjects.
Segmentation Accuracy
We present both qualitative and quantitative evaluation experiments on segmentation accuracy. Figures 9 and 10 show typical CP and CC segmentation results. Table 2 shows automatic segmentation accuracy using two statistics commonly used to compare the similarity of objects: dice similarity coefficient (DSC) 30 and Hausdorff distance (d H ). 31 Automatically derived linear measurements were compared with manual measurement by two human observers. Following International Society of Ultrasound in Obstetrics and Gynecology guidelines, the length of the CC and the diameter of CP were both manually measured by two different observers (to estimate interobserver variability) and one observer repeated manual measurement to estimate intraobserver variability. The third column of Fig. 10 shows five examples of CC length measurement. Figure 11 and Table 2 compare the inter/intraobserver variability and the deviation of automated results from the ground truth. Table 1 shows that the algorithm achieves good accuracy for both CC (Acc ¼ 99.4%, Prec ¼ 94.5%) and CP (Acc ¼ 98.0%, Prec ¼ 97.6%) in region identification. All the models had high specificity (= true negative rate). The value of sensitivity (= true positive rate) is interesting as a high sensitivity indicates that the algorithm is not over-fitted to the dominant class and can generalize well on unseen data. The RUSBoost model achieved the best sensitivity compared with AdaBoost and SVM (CC: 97.2%, CP: 94.7%).
Results
Classification Performance
The receiver operating characteristic (ROC) curves for each classifier are plotted in Fig. 6 . It shows that the RUSBoost classifier achieved the highest area under the curve (AUC), whereas AdaBoost performed slightly better than SVM.
As the anatomical structures grow rapidly in the developing brain, their appearance and image contrast can vary greatly across gestation. We also investigated the influence of GA on the performance of classifiers using the CC dataset as it had larger variation in terms of GA (from 21 to 33 weeks). Figure 7 shows classification accuracy and precision with respect to weeks of gestation for CC classification. It can be seen that the variation of classifier performance is <2% in accuracy and <6% in precision. This shows our framework is robust to typical structure appearance and image contrast variation due to GA. Figure 8 shows classification error using different feature sets. It shows that classification based on shape features alone achieved a lower error rate, e ¼ 2.2% at the t ¼ 200 iteration than that of the appearance and location features, e ¼ 4.3%. The combination achieved the lowest error rate, e ¼ 1.9%. Additionally, it can be seen (Fig. 8) that the algorithm converged quickly with shape features alone (around the 30'th iteration), whereas the algorithm was not fully converged at iteration 200 using only the appearance and location features. The fact that the classification accuracy relies heavily on the shape feature, supports our hypothesis in Sec. 2.3 that the shape is one of the most distinguishing characteristics in fetal brain (structures) segmentation. Table 2 Automatic segmentation accuracy compared with human experts' results. Biometric measurements for CC (length) and CP (diameter) are reported in the first three rows. The measurement for CC has more significant digits as the original image resolution is higher than that of CP (CC: 0.6 mm, CP: 2 mm). Intra represents intraobserver error, whereas Inter stands for interobserver error. Auto is the comparison between the automated result and ground truth. The Hausdorff distance and DSC between two segments (automated versus manual) are displayed in the fourth and the fifth rows, respectively. 
Feature Set Comparison
Segmentation Accuracy
Previous section shows our algorithms were able to segment SOIs given different imaging conditions. In addition, automatic delineation corresponded well to the manual delineation. Figure 9 shows a typical CP segmentation result (automatic: red, manual: yellow) with CP overlaid on the TT US image. Note that the automatic delineation segments the CP well from the background. Note further that in the upper-left part of the CP, where the two delineations disagree, the human expert made a subjective judgment about boundary completeness. Figure 10 shows CC segmentation results for five different cases; the first column shows the original US images, and the second column shows the corresponding automatic segmentations in light blue. Cases 1 and 2 in Fig. 10 show how the approach is able to deal with large intraclass variation of the shape of the SOI. The framework is also able to accommodate varying contrast (cases 3 and 4), acoustic shadows (the head of CC in case 4), and a low signal-to-noise ratio (case 5).
The third column of Fig. 10 compares biometry measurement carried out by two different human experts and those derived from automatic segmentation. The three lines (expert A: red line, expert B: blue line, automatic result: green line) coincide well with each other for all cases. The largest disagreement occurred in case 4, where the head of the CC is occluded by acoustic shadows. In this case, the human observer made subjective assumptions about the CC boundary. By contrast, our algorithm is able to capture small intensity variation, which may be imperceptible by eye and offers a more stable measurement. Figure 11 shows boxplots of inter/intraobserver variability and the deviation of automated results from the ground truth. We see that the automated versus manual errors, for both CC and CP, are comparable with those of the intra/interobserver error margins. Table 2 summarizes the results numerically. It can be seen that the automated versus manual error for CC length measurements is 1.81 AE 1.40 mm, which is slightly smaller than the intraobserver deviation 2.54 AE 2.23 mm. The average error value for automated CP diameter measurement lies within intra and interobserver deviation. This further shows that the designed framework can accommodate large intraclass variations in intensity, size, and location of one type of brain structure and is able to generate measurements that are similar to manually derived ones. The segmentation accuracy is also evaluated quantitatively as shown in Table 2 . Furthermore, recall that the parameters used in the framework are not manually tuned separately for segmenting the CP or CC (the two experiments used the same parameter sets as given in Sec. 3), yet it performed well for both tasks. This suggests that the method can adapt to differences in appearance, shape, and spatial configuration of an SOI.
Discussion
We have reported experiments and their results to evaluate the proposed framework. In this section, we analyze the rationale behind our experimental results and discuss two interesting failure cases.
We compared the performance of different classifiers in CC and CP task, respectively, and concluded that the RUSBoost achieved the best performance (Sec. 6.1). We discovered that the difference in performance between the three classifiers is greater for CC classification than that for CP (Fig. 6) . Our interpretation of this is that CC classification is a more imbalanced classification problem: only 7.6% positive examples among the whole dataset, whereas the CP has 15.44% positive examples. It results from a more complex anatomical pattern in the midsagittal plane than that of the transthalamic plane (i.e., more MSERs belong to the negative class). This shows that the RUSBoost classifier can handle the class imbalance problem superiorly and is preferable to other common classifiers for our problem.
The shape descriptor demonstrated its importance in assisting region classification (Sec. 6.2). Nonetheless, intensity and location features also provide additional information to assist classification. The first example in Fig. 12 shows a challenging case of CP segmentation. Although the CP in that image has an unusual shape, the candidate region is still classified as positive as its intensity and location features have high prediction confidence. The resulting automatic segmentation matches well with the manual result. Case 2 in Fig. 10 is similar as its CC has an unusual elongated shape, yet the algorithm segments the SOI and autobiometric measurements coincides well with that of the expert. It might be useful to explore other features, suggested by these two examples, as the imaging condition and structure appearance can change greatly in fetal neurosongraphy. Moreover, there is some interesting literature on selecting/merging the most relevant features or comparing their performance. [32] [33] [34] [35] Future works can explore this area in more detail to further enhance the performance.
The process of designing the region descriptors requires understanding and prior knowledge of US image and fetal brain anatomy. Recent success of neural networks (NNs) for large-scale computer vision tasks [36] [37] [38] has led to a shift away from handcrafted features. Although NNs report excellent performance on large annotated datasets, 39-42 the proposed region descriptors are better suited and a simpler way for solving the presented task.
Challenging Cases
To demonstrate the algorithm performance on challenging cases, we further discuss the cases with the largest Hausdorff distance and the smallest DSC within the entire sets (refer to cases 2 and 3 in Fig. 12 ). As the CP is connected with a thin bright structure in the original US image in case 2, the automatic segmentation looks almost like a shooting star. As its tail section only appears in a narrow region in the upper-right direction, only one or two feature values would be different from that produced by the manual delineation using the described region descriptor. The result recorded high Hausdorff distance while still reporting reasonable DSC since its head correlated well with the manual delineation. It should be noted that the human observer ignored the "tail." Segmentation methods that use predefined models may avoid this situation, but their adaptability toward varying anatomy shape is weak. Our method's robustness toward connected small structures might be improved by adding a postprocessing module in the future.
Case 3 in Fig. 12 has the smallest DSC value as the algorithm picks up a small bright region within the manual segmentation. This behavior is rational as the CP nearly merges with the surrounding bright tissue in the original image, whereas the small triangular region in the bottom right of the image satisfies the intensity and location criteria of a typical CP. In addition, this result demonstrates that our method does not have strict preselection criteria in candidate region selection.
Failure Cases Analysis
We report on two interesting cases of CP segmentation in Fig. 13 , where our framework failed. It can be seen that the CP and surrounding tissues form a homogeneous bright region in both cases. Thus, the algorithm is not able to detect a suitable candidate region. We note that the enlarged CP area (according to the manual delineations) of the two cases has a substantially similar appearance, yet the same human observer delineates them quite differently (a circular outline versus a elliptical outline). The reason for the disagreement between the two manual delineations can be explained by the relatively poor contrast of the SOI with respect to the background and nearly half of the boundary delineation relied on subjective assumptions. This observation, however, echoes the previous view that manual segmentation for this task is both hard and subjective.
Summary
This paper has presented a general method for automatic brain structure segmentation in fetal neurosonography. In particular, the shape descriptor is designed to be invariant to intensity, scale, and rotation and to capture shape characteristics. The resulting segmentations were found to match manual delineations with high accuracy. Experiments on CC and CP segmentation require a different setting (midsagittal versus transthalamic plane) of the developing brain. The results demonstrate that our method is generalizable to different brain structures without the need to develop a tool for each of them individually. The method performed well on clinical data over a broad GA range, and is fully automatic. Future research will focus on morphometric analysis of fetal brain structures using the derived segmentations and the application of study on fetal neurological development.
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