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Seismic wave propagation through fractured rocks is greatly influenced by the fracture
system and fluid content. This has become increasingly apparent from recent laboratory
measurements and field observations which have shown evidence that seismic anisotropy
varies systematically with frequency and fluid saturation. Exploiting this behaviour for
reservoir characterization relies on the availability of adequate theoretical rock physics
models.
Many previous theories on frequency-dependent anisotropy have been limited to the
single fluid assumption, despite the fact that almost all reservoirs are partially saturated.
This thesis focuses on improving the understanding of multiphase saturation effects on
anisotropic seismic wave response in reservoirs containing aligned fractures. I do this
by theoretically deriving expressions for the anisotropic frequency-dependent elastic con-
stants. These depend on the relative mobilities of the saturating fluids and the coupled im-
pact of ‘squirt flow’ and ‘patch saturation’ effects, which have previously been considered
independently, on anisotropic seismic wave propagation. The effect of relative permeabil-
ity is pronounced; fluid mobility can be lower in partially saturated rocks compared to
the fully saturated case, and this can lead to a stiffening which dominates compressibility
effects. This can result in unexpected non-monotonic relationships between moduli and
water saturation, complicating attempts to invert saturation from seismic data.
I test the theory against laboratory measurements carried out at the National Oceanog-
raphy Centre, Southampton (NOCS) of S-wave splitting and P-wave anisotropy in syn-
thetic fractured sandstones saturated by mixtures of both water/air and brine/CO2. I
demonstrate that both squirt and patch mechanisms are significant for the interpretation
III
of saturation effects on frequency-dependent anisotropy.
I use the theory to predict the impact of anisotropic dispersion on azimuthal P-wave
reflections based on an sand model with transverse isotropy with horizontal axis of sym-
metry (HTI) overlaid by shale with transverse isotropy with vertical axis of symmetry
(VTI). Although VTI in the overburden does not lead to azimuthal anisotropy, its effect
on angle dependence could significantly affect the azimuthal Amplitude-Versus-Offset
(AVO) responses at far offsets. I show a modest effect on the amplitude and large effect
on the phase, the latter of which could even be mistaken for azimuthal velocity variations.
I present a Bayesian inversion based on a forward modelling technique aimed at recov-
ering water saturation, fracture density and fracture length of an HTI sand. The results
show potential of using frequency-dependent azimuthal AVO for the discrimination of
large-scale fractures from micro-scale cracks.
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Lay summary
In the Earth’s crust, fractures are perhaps the most abundant geological features. They
can significantly influence permeability and fluid flow in the subsurface. Characterizing
fracture systems in a subsurface reservoir is therefore important to various applications
including hydrocarbon production and geological storage of CO2.
Fractures are known to cause seismic anisotropy, which is defined as the dependence
of seismic wave velocity on the direction of wave propagation. Seismic anisotropy is also
greatly influenced by fluid contents in the pore space of the fractured rock. Knowledge of
how pore fluids and fractures can affect seismic wave propagation is therefore needed for
obtaining these physical properties from seismic data. Recent field observations and lab-
oratory measurements have shown evidence that seismic anisotropy varies systematically
with frequency and fluid saturation. Exploiting this behaviour for reservoir characteriza-
tion relies on the availability of adequate theoretical rock physics models. Many previous
theories considering such frequency and fluid dependences have been limited to the single
fluid assumption, despite the fact that almost all reservoirs are partially saturated.
To address this problem, I develop a theory that describes anisotropic seismic wave
response in partially saturated reservoirs containing aligned fractures. The theory empha-
sizes combined effects of wave-induced fluid flow, uneven fluid pressures and effective
fluid mobility on the behaviour of frequency-dependent anisotropy. Testing the theory
against recent laboratory measurements suggests that these effects are significant for the
interpretation of saturation effects on seismic anisotropy. I also demonstrate potential ap-
plication of this theory to recovering water saturation, fracture density and fracture size
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Subsurface reservoirs are made up of porous rocks with multiple fluids (e.g., oil and
gas) occupying the pore space. The presence of fractures, the most abundant geological
features in the Earth’s crust, can significantly influence permeability and flow of fluid in
a reservoir (Nelson, 2001; Narr et al., 2006). Describing fracture systems is therefore a
key problem in various applications including the production of hydrocarbons and potable
groundwater (Berkowitz, 2002; Engelder et al., 2009) and monitoring geological storage
of CO2 (Iding and Ringrose, 2010).
Fractures can be characterized through a range of methods, from description of out-
crops, observations of core or borehole logs, to interpretation of seismic data (Liu and
Martinez, 2012). A proper characterization of fractured reservoir often requires the inte-
gration of all these methods with data measured at various scales. Fractures are generally
aligned by the Earth’s stress field and so have the effect of introducing anisotropy in
otherwise uniform media. Hence, from a geophysical perspective, the most commonly
used method for fracture characterization is seismic anisotropy which quantifies the de-
pendence of seismic attributes on the direction of wave propagation (Thomsen, 1986).
Such directional dependence has a direct link to the azimuthal distribution of fractures
(Tsvankin et al., 2010), and is also influenced by the properties of the saturating fluids
(Mukerji and Mavko, 1994; Bandyopadhyay, 2009; Huang et al., 2015). An accurate de-
scription of fractured rocks therefore requires the understanding of fluid effects on seismic
anisotropy.
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In a fractured medium, perhaps the most famous phenomenon resulting from anisotropy
is S-wave splitting (SWS), which occurs when a polarized S-wave enters the anisotropic
medium and splits into two S-waves with orthogonal polarizations and different veloci-
ties. The faster S-wave tends to polarize along the fracture orientation, and the velocity
difference between the two split waves leads to a time delay that can be measured for
estimating the density of the fractures (Crampin, 1985). Measurement of SWS is often
performed using Alford rotation (Alford, 1986) which transforms S-wave data into two
principal sections containing the fast and slow modes. It has been successfully applied to
laboratory experiments (Sondergeld and Rai, 1992) and near-offset VSP data (Lynn et al.,
1999) for the detection of fractures.
Observations of SWS in the field often show a dependence on seismic wave frequency.
Marson-Pidgeon and Savage (1997) observed a decrease in SWS with increasing fre-
quency of teleseismic waves. Chesnokov et al. (2001) also presented frequency-dependent
SWS in VSP data. The phenomenon that propagation velocity changes with frequency is
referred to as dispersion, which is often accomplished with attenuation of the wave am-
plitude. Frequency-dependent anisotropy (FDA) can be caused by wave-induced fluid
flow (Chapman, 2003) or scattering effects over rough fractures (Pyrak-Nolte and Nolte,
1992). Baird et al. (2013) discussed the relative importance of these effects and concluded
that the most plausible explanation for FDA in seismic data is the presence of pore fluids
associated with a mechanism known as ‘squirt flow’, which occurs when microscale fluid
pressure gradients induced by variations in local pore geometry cannot be relaxed over
a wave cycle (Dvorkin et al., 1995). In a fractured reservoir, it is believed that the scale
length of the fractures plays a key role in affecting the squirt-related seismic dispersion
(Chapman, 2003).
Increasing attention has recently been paid to the squirt effect in a fractured rock
on frequency-dependent SWS that could potentially be analysed to provide information
about fracture size, fluid saturation, and fluid mobility. This includes laboratory measure-
ments of SWS in fluid saturated rocks (Tillotson et al., 2011; Amalokwu et al., 2014),
fracture and fluid discriminations from field data analysis (Maultzsch et al., 2003a; Al-
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Harrasi et al., 2011), and theoretical descriptions of frequency-dependent anisotropic be-
haviours (Chapman, 2003; Chapman et al., 2003). Apart from SWS, anisotropic P-waves
have also gained enormous attention as they are of higher quality and form the majority
of data acquired from seismic exploration (Lynn et al., 1995, 1999). Fracture parame-
ters can be extracted from P-wave data through the analysis of azimuthal NMO velocity
(Grechka and Tsvankin, 1998), interval traveltime (Li, 1999) and azimuthal amplitude
variations (Rueger and Tsvankin, 1997). Conventionally, in a reservoir with aligned ver-
tical fractures, P-wave reflections are known to vary with both offset and azimuth in a
way that is sensitive to the orientation and density of fractures (Rüger, 1998) but insen-
sitive to the size of fractures (Liu et al., 2000). It is therefore a challenge to discriminate
between microcrack- and fault-induced anisotropy from seismic reflections. During the
past decade, a lot of authors have studied the importance of dispersion on producing a
frequency-dependent reflection coefficient that could potentially be analysed for the esti-
mation of fluid saturation (Chapman et al., 2006; Odebeatu et al., 2006; Wu et al., 2014;
Jin et al., 2017; Liu et al., 2018). This technique should in principle be extendible to
the anisotropic case for a more accurate fracture characterization considering that frac-
ture sizes have a controlling effect on squirt dispersion. However, no adequate attempt
has been made within current literature, and the impact of saturation and fracture related
dispersion on azimuthal P-wave reflections, as well as that on SWS, still appears to be
poorly understood.
This is partly due to the fact that current theories of frequency-dependent anisotropy
are limited to the single fluid assumption, even though almost all reservoirs are partially
saturated by more than one fluid. In the absence of fractures, partial saturation effects on
the isotropic medium have indeed been studied by a number of authors both theoretically
and experimentally (White, 1975; Dutta and Odé, 1979; Murphy, 1982; Lebedev et al.,
2009). Among these studies, it is accepted that dispersion and attenuation are highly influ-
enced by a mechanism called ‘patchy saturation’, which occurs when unequilibrated fluid
pressure due to saturation heterogeneities at a coarse scale leads to a stiffening in the elas-
tic properties. Squirt dispersion and patchy saturation have previously been considered
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separately. A recent advance by Papageorgiou and Chapman (2017) have addressed these
two mechanisms in a consistent theory, which emphasises the importance of combined ef-
fects from squirt flow, patchy saturation, and relative permeability on P-wave dispersion
and attenuation. In the presence of fractures, in order to improve our understanding of
partial saturation effects on seismic anisotropy, Amalokwu et al. (2014) conducted ultra-
sonic measurements of SWS in a synthetic silica-cemented sandstone saturated by water
and air. Restricted by the lack of suitable rock physics theory for describing dispersion
in partially saturated fractured medium, they combined two existing models to give some
insight into the measured SWS behaviours, and concluded that both patchy saturation and
squirt dispersion are important for explaining saturation effects on seismic anisotropy. It is
therefore of high demand to develop a theory that incorporates coupled squirt and patchy
mechanisms for a convenient and accurate quantification of partial saturation effects on
frequency-dependent anisotropy.
In this thesis I derive a model that calculates frequency-dependent anisotropic moduli
of a fractured rock saturated with two immiscible fluids. This is done by extending the
theory of Papageorgiou and Chapman (2017) to the anisotropic case where the multi-fluid
flow depends not only on squirt and patchy mechanisms, but also on the relative per-
meability of each fluid phase according to Darcy’s law. Patchy saturation is considered
arising from uneven fluid pressures, which are quantified by a non-dimensional parame-
ter that captures pore scale capillary effects. Studies of relative permeability have shown
that mixed fluid can be less mobile than corresponding single phase saturation (Brooks
and Corey, 1964), and this can result in a low characteristic frequency where dispersion
occurs. These effects could significantly affect the behaviour of frequency-dependent
anisotropy with respect to changing water saturation, with a potential prediction of un-
expected non-monotonic variations of both SWS and azimuthal P-wave velocities. I test
the unified theory against laboratory observations of both SWS and P-wave anisotropy
in synthetic sandstones saturated by multiphase fluid systems of water/air (Amalokwu
et al., 2014, 2015) and brine/CO2 (Falcon-Suarez et al., 2019), and show that both squirt
and patch mechanisms are required to explain experimental data. I also investigate the
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potential use of the theory to study fluid effects on azimuthal P-wave reflections from a
partially saturated reservoir, and develop a forward modelling technique that can be used
to estimate fluid saturation as well as to differentiate between large-scale and micro-scale
fractures.
I begin the thesis by reviewing seismic anisotropy and fundamental theories of poroe-
lasticity. Chapter 2 introduces basic concepts of anisotropy and effective medium the-
ories for fracture characterization. Both classic and recent advances on P- and S-wave
anisotropy are reviewed. Chapter 3 begins with introducing fundamental Biot-Gassmann
theory of poroelasticity for quantifying fluid saturated porous medium. Various subse-
quent theories incorporating velocity dispersion and attenuation are also presented, with
a focus on frequency-dependent anisotropy and partial saturation effects.
In Chapter 4, I give mathematical derivation of my unified model calculating frequency-
dependent anisotropy in partially saturated rock. The derivation involves solving a set of
multi-fluid exchange equations modified from Darcy’s law, in which the effects of patchy
saturation and relative permeability are incorporated. I show that patchy saturation (quan-
tified by a non-dimensional constant q) acts as a weighting parameter of the effective fluid
bulk modulus. Fluid mobility can be significantly reduced by both patchy saturation and
relative permeability, leading to stronger dispersion in partially saturated rocks compared
to the fully saturated case.
Based on the derived theory, I investigate the partial saturation effects on frequency-
dependent P- and S-wave anisotropies in Chapter 5. The theory predicts unexpected non-
monotonic variations of SWS and azimuthal P-wave velocities with respect to changing
water saturation due to the coupled effects of patchy saturation and relative permeability
on lowering the fluid mobility. I also use the theory to interpret experimental data of sat-
uration effects on frequency-dependent anisotropy measured by Amalokwu et al. (2014),
Amalokwu et al. (2015) and Falcon-Suarez et al. (2019), and discuss the importance of
considering both squirt and patchy mechanisms.
In Chapter 6, I study the effects of fluid and fracture induced dispersion on azimuthal
P-wave reflections based on an HTI sand model overlaid by VTI shale. I show a modest
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effect on the amplitude and large effect on the phase, the latter of which could be mistaken
for azimuthal velocity variations. I present a Bayesian inversion based on a forward mod-
elling technique aimed at recovering water saturation, fracture density and fracture length
of the HTI sand. The results show potential of using seismic dispersion in azimuthal AVO
analysis to discriminate large-scale fractures from micro-scale cracks.
Finally, I summarize the key results of this work in Chapter 7 along with a discussion
and suggestions for future work.
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Chapter 2
Review of seismic anisotropy
2.1 Overview
Seismic anisotropy is defined as the dependence of seismic attributes (e.g., velocity, am-
plitude, polarization) on the direction of wave propagation (Helbig, 1994). It arises from
aligned heterogeneities at a scale smaller than seismic wavelength, and commonly ex-
ists in the subsurface with fractures, microcracks, and thin bedding of sedimentary layers
(Tsvankin, 2001). The consideration of anisotropy may therefore benefit the character-
ization of fractures and formations of a reservoir. The link between measured seismic
anisotropy and fracture properties can be established through equivalent medium theory,
which considers the wavelength to be long so that the heterogeneous fractured rock can be
represented as a homogeneous medium with equivalent anisotropic properties (Schoen-
berg, 1980; Hudson, 1980, 1981; Thomsen, 1995).
Although anisotropy widely exists in the subsurface of the earth (Crampin et al., 1984)
and its theoretical foundation had been developed back to the 19th century (Green, 1848),
no adequate attention was paid to the practical importance in exploration until a few
decades ago. This is partly because of the complexity in describing the wave motion
in anisotropic media (Helbig, 1994), and the limitation of 2D seismic surveys in the past
failing to provide data with wide offset and azimuthal coverage to contain anisotropic in-
formation. It was suggested by Gupta (1974) and Crampin (1978, 1985) that the presence
of parallel cracks could lead to observable anisotropic effects, from which the orientation
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and density of the cracks could in principle be detected through a properly designed ex-
periment. Their discovery turned out to be of significant importance since the cracks in a
reservoir are preferentially lined up with a vertical plane, leading to azimuthal anisotropy
which could become a key tool for reservoir characterization. With the developments of
wider offset and azimuthal coverage of 3D surveys and applications of multi-component
data (Li, 1997; Lynn et al., 1999; Gaiser et al., 2001; MacBeth, 2002; Olofsson et al.,
2003; Wang et al., 2007; Hardage et al., 2011) as well as practical simplifications to com-
plicated theory (Thomsen, 1986; Tsvankin, 1997a; Rüger, 1998) in recent years, the study
of seismic anisotropy for fracture characterization has become manageable and active.
The most common model to describe anisotropy is the transverse isotropy (TI), which
can be subdivided into transverse isotropy with a horizontal axis of symmetry (HTI) and
transverse isotropy with a vertical axis of symmetry (VTI). HTI may describe vertical
penny-shaped cracks from an isotropic background and VTI may correspond to horizon-
tally layered formations. When the reservoir contains aligned vertical fractures, HTI is
often used as the simplest model for describing azimuthal anisotropy. In the case where
fractures occur in a finely layered background, e.g., natural fractures in a shale forma-
tion, it is appropriate to use a lower symmetry system called orthorhombic, which is a
combination of HTI and VTI (Bakulin et al., 2000b). A more detailed description of the
symmetry system is provided in section 2.3. For each symmetry class, the anisotropic
medium can be explicitly represented by its stiffness matrix containing independent con-
stants ci j. Although these constants play an important role in forward modelling, it is
not straightforward to associate them with seismic attributes for a practical application.
Thomsen (1986) introduced an alternative notation for the TI system, which allows us to
characterize the magnitude of anisotropy by using the symmetry-direction P- and S-wave
velocities as well as three dimensionless parameters.
One of the most successful methods of using seismic anisotropy for fracture character-
ization is S-wave splitting (SWS), which occurs when a polarized S-wave splits into two
S-waves with different polarizations and velocities as it propagates through an anisotropic
medium. The polarization of the faster S-wave is parallel to the fractures. The velocity
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difference between two split S-waves leads to a time delay which can be measured for
estimating the density of the fractures (Crampin, 1985; Martin and Davis, 1987; Mueller,
1991). Although it is considered more reliable to describe fractures by using S-waves
than P-waves, considerable studies depend on P-waves since they are of higher quality
and are the basis of most seismic surveys (Lynn et al., 1995). A great deal of interest
exists in analysing azimuthal variations of P-wave velocity and reflections in HTI media
(Tsvankin, 1997b; Rüger, 1997, 1998; Grechka and Tsvankin, 1998). Techniques based
on these methods will be further explained in sections 2.6 and 2.7.
2.2 Anisotropic form of Hooke’s law
An anisotropic, linear elastic medium can be mathematically described through the stiff-
ness tensor ci jkl, which relates the stress σi j and strain εkl via Hooke’s law:
σi j = ci jklεkl (2.1)
where σi j denotes the elements of the stress tensor that defines the forces at an internal
point of the deformable material, and εkl denotes the elements of the strain tensor that
describes the corresponding distortion. The stiffness tensor ci jkl consists of 81 components
(fourth-rank tensor with i, j, k, l being 1, 2 or 3), the number of which are reduced to 21
because of the symmetry of stresses and strains, and a unique strain energy potential (Aki
and Richards, 2002), i.e., ci jkl = c jikl = ci jlk = c jilk and ci jkl = ckli j.
In order to simplify the equations, the abbreviated Voigt notation is often used for
the stress and strain to produce a six-element column vector rather than the nine-element
matrix. The stiffness tensor is then reduced from four subscripts to two, leading to a new
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where the upper triangle of the Voigt stiffness matrix contains 21 constants, which cor-
respond to the maximum number of independent components needed for describing any
elastic homogeneous medium.
The number of elastic constants can be further reduced due to additional restrictions
imposed by the symmetry of the medium. Isotropic materials have the highest symmetry
with every plane being a plane of symmetry. Only two independent constants, namely the
Lamé parameters λ and µ, are required to describe the isotropic medium. The stiffness
matrix in this case has the form (Helbig, 1994)

λ + 2µ λ λ 0 0 0
λ λ + 2µ λ 0 0 0
λ λ λ + 2µ 0 0 0
0 0 0 µ 0 0
0 0 0 0 µ 0
0 0 0 0 0 µ

(2.3)
and the original form of Hooke’s law given by equation 2.1 can be simplified as
σi j = λδi jεαα + 2µεi j (2.4)





1 i = j
0 i , j
. (2.5)
At the other end, materials with lowest symmetry are called triclinic media where
there is no rotational symmetry except the trivial one of 180◦. A full set of 21 constants
are required to describe triclinic anisotropy. Symmetry systems between these two ends
include hexagonal, orthorhombic, and monoclinic anisotropies, which are characterized
by specific structures of the stiffness matrix, with the number of independent elements
increasing for lower symmetry systems (Tsvankin, 2001).
2.3 Anisotropic symmetry system
Hexagonal anisotropy, also known as transverse isotropy (TI), is the most common anisotropic
model in exploration seismology (Tsvankin, 2001). It has a single axis of rotational sym-
metry. The transverse isotropy with a vertical symmetry axis (VTI), which may corre-
spond to horizontally layered formations in figure 2.1a, is the simplest anisotropic sym-
metry that commonly exists in sedimentary rocks. By rotating the symmetry axis from
vertical to horizontal, as illustrated in figure 2.1b, a horizontal transverse isotropy (HTI)
is produced. HTI can be considered as a medium with parallel vertical penny-shaped
cracks added to an isotropic background, making it the simplest model of a formation
with vertical fractures (Bakulin et al., 2000a).
The stiffness matrix of a TI medium consists of 5 independent constants. For VTI
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(a) (b)
Figure 2.1: (a) The VTI model; (b) The HTI model (from Tsvankin, 2001).
with the symmetry axis orients along in the x3 axis, it has the form (Tsvankin, 2001):

c11 c12 c13 0 0 0
c12 c11 c13 0 0 0
c13 c13 c33 0 0 0
0 0 0 c44 0 0
0 0 0 0 c44 0
0 0 0 0 0 c66

(2.6)
where c66 = 12 (c11 − c12).
Rotating the symmetry axis from x3 to x1 gives the stiffness matrix of a HTI medium
(Tsvankin, 2001): 
c11 c13 c13 0 0 0
c13 c33 c23 0 0 0
c13 c23 c33 0 0 0
0 0 0 c44 0 0
0 0 0 0 c66 0
0 0 0 0 0 c66

(2.7)
where c44 = 12 (c33 − c23).
Combining the VTI and HTI leads to the orthorhombic anisotropy, which can be prac-
tically considered as a system with vertical fractures embedded in horizontally layered
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formations (Bakulin et al., 2000b). Figure 2.2 displays the orthorhombic model that con-
sists of 3 mutually orthogonal mirror planes of symmetry. Apart from the horizontal
plane, the symmetry planes x1-x3 and x2-x3 are perpendicular and parallel to the strike of
fractures, respectively.
Figure 2.2: The orthorhombic anisotropy model (from Tsvankin, 2001).
Although the majority of studies on seismic anisotropy in sedimentary basins are
based on the TI system (Sayers, 1994), the consideration of orthorhombic models be-
comes important when the media, in particular the shale formations, contain fractures
that are smaller than the seismic wavelength. Aligning each of the symmetry plane with
the Cartesian coordinate plane, the orthorhombic stiffness matrix can be expressed by 9
independent constants (Tsvankin, 2001):

c11 c12 c13 0 0 0
c12 c22 c23 0 0 0
c13 c23 c33 0 0 0
0 0 0 c44 0 0
0 0 0 0 c55 0
0 0 0 0 0 c66

. (2.8)
Monoclinic media have only one single plane of mirror symmetry, and may represent
materials containing two or more non-orthogonal sets of aligned fractures (Sayers, 1998;
Bakulin et al., 2000c). In the special case of orthogonal fracture sets, the medium has
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orthorhombic symmetry as described above. Up to 13 independent constants are required
to characterize monoclinic anisotropy. Although the large number of parameters benefits a
more accurate description, the complexity has restricted the application of such symmetry
systems. As a result, most of current studies on seismic anisotropy focus on TI and
orthorhombic models (Tsvankin, 2001; Liu and Martinez, 2012).
In this thesis, I base the studies of anisotropy mainly on the TI system, which supports
3 types of elastic wave modes with mutually orthogonal polarizations, i.e., the quasi-P
wave whose polarization is almost in the propagation direction, the quasi S-wave whose
polarization is perpendicular to the symmetry plane, and the pure S-wave whose polar-
ization is parallel to the symmetry plane. If the wave propagate in a plane containing the
symmetry axis, the phase velocities of these modes are expressed by (Tsvankin, 2001)
VqP =
c11 sin2 α + c33 cos2 α + c44 + √H2ρ
 12 (2.9)
VqS =









where ρ is the density, α is the angle between wave propagation and the axis of symmetry




(c11 − c44) sin2 α − (c33 − c44) cos2 α
]2
+ (c13 + c44)2 sin2 2α. (2.12)
2.4 Thomsen’s parameters for VTI medium
Expressions of the anisotropic velocities given by equations 2.9, 2.10 and 2.11 are explic-
itly based on the elastic constants ci j, which are too complicated to yield much insight
into the anisotropic properties of the TI medium. In order to efficiently describe seismic
anisotropy, Thomsen (1986) proposed an alternative notation based on the combinations
of ci j. Assuming a vertical axis of symmetry (VTI), the five independent elastic constants
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are replaced by two vertical velocities VP0 and VS 0, and three non-dimensional parameters























In the case of weak anisotropy, velocities of the three wave modes can be approxi-
mated using Thomsen’s parameters through equations
VP(α)≈VP0
(




1 + (VP0VS 0
)2




1 + γ sin2 α
)
. (2.20)
At vertical incidence (zero degree), P-wave velocity is expressed as VP0 by equation
2.13, and quasi and pure S-waves have the same velocity that is defined as VS 0.
At horizontal incidence (90 degrees), P-wave velocity VP(90◦) depends on VP0 and
parameter ε through equation
VP(90◦) ≈ VP0 (1 + ε). (2.21)
Parameter ε therefore defines P-wave anisotropy as it is approximately equal to the
fractional difference between vertical and horizontal P-wave velocities.
Quasi and pure S-wave velocities VqS (90◦) and VpS (90◦) are expressed as
VqS (90◦) ≈ VS 0 (2.22)
15
and
VpS (90◦) ≈ VS 0 (1 + γ). (2.23)
Parameter γ can therefore be estimated from the fractional difference between vertical
and horizontal pure S-wave velocities. It is noticed that pure S-wave has an elliptical
wavefront according to equation 2.20, and γ hence represents the ellipticity of pure S-
wave.
Away from vertical and horizontal directions, parameter δ begins to play a role in
controlling the wavefront of quasi P-wave and quasi S-wave. Particularly, when δ = ε
quasi S-wave become angle independent and quasi P-wave has an elliptical wavefront
with δ being its ellipticity.
In the special case where anisotropy reduces to isotropy, ε, δ and γ all reduce to zero.
2.5 Equivalent medium theory for fracture characteriza-
tion
To build the link between anisotropic parameters and fracture properties, it is widely
accepted to describe the fractured rock using the equivalent medium theory, which con-
siders a heterogeneous medium with cracks or fractures that are much smaller than the
seismic wavelength to be equivalent to a homogeneous medium which has the same over-
all anisotropic properties. The equivalent medium theory calculates the effective moduli
or stiffness tensor of a rock in terms of the size, shape, inclusions and phases of its cracks
or fractures. There are two popular types of equivalent medium approaches with different
assumptions on fractures. One is the inclusion based model (Hudson, 1980, 1981) that
treats the fractures or cracks as ellipsoidal voids embedded in an isotropic solid, and the
other one is the linear slip model (Schoenberg, 1980; Schoenberg and Sayers, 1995) that
considers fractures as planes of weakness with linear-slip boundary conditions.
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Inclusion based model
The elastic response to applied stress of an ellipsoidal inclusion embedded in an infinite
elastic solid has been derived by Eshelby (1957), based on which a number of equiv-
alent medium models have been proposed to describe rocks containing ‘penny-shaped’
cracks (Walsh, 1965; O’Connell and Budiansky, 1974; Hudson, 1980, 1981; Xu, 1998;
Chapman, 2003).
The model of Hudson (1980, 1981) has been one of the most popular models used for
seismic fracture characterization both in industry and academia due to its simplicity and
flexibility (Liu and Martinez, 2012). The theory assumes an elastic isotropic background
medium fractured with idealized penny-shaped ellipsoidal cracks with small aspect ratio
and crack density. The cracks are much smaller than the wavelength and are also isolated
with respect to fluid flow. The effective moduli are expressed as
ce f fi j = c
0
i j + c
1
i j + c
2
i j (2.24)
where c0i j are the moduli of the isotropic background, and c
1
i j and c
2
i j are the first and second
order corrections that depend on crack density, radius and aspect ratio. An important
element from c1i j and c
2











represents the number of cracks (N) per unit volume (V), a is the crack radius, φc
is the volume fraction (porosity) of cracks, and r is the aspect ratio. Equation 2.25 demon-
strates an ambiguity behind ε since the same crack density can be produced either by a
medium with many small fractures or by one with a small number of large fractures. It was
suggested by Cheng (1993) that the second-order correction might lead to the prediction
of moduli beyond the formal limit, and better results would be obtained by using only the
first-order expansion. In the case of saturated fractured rock, Hudson’s model is restricted
to very high frequency due to the assumption that cracks are isolated with respect to fluid
flow. At low frequencies, Mavko and Mukerji (1995) suggested using Hudson’s model to
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calculate dry moduli and saturate them via a low-frequency approach by Brown and Ko-
rringa (1975). The validity of Hudson’s model in predicting S-wave anisotropy has been
tested by Ass’ad et al. (1992), which shows a good agreement between theoretical and
experimental results if the crack density is low. Rathore et al. (1995) further conducted
laboratory measurements of P- and S-wave anisotropy in a synthetic sandstone with con-
trolled crack geometry. Results from the dry sample fit well with Hudson’s model. In
the case of saturated sample, however, Hudson’s prediction severely mismatches angular
variation of P-wave velocities. This can be explained by the effects of fluid transfer be-
tween cracks and the so-called equant pores (Thomsen, 1995), which are not considered
in Hudson’s original model. Subsequent studies by Hudson et al. (1996), Pointer et al.
(2000) and Hudson et al. (2001) have included the communication of fluid between pores
and cracks for a more accurate description of seismic anisotropy in fractured medium.
Linear slip model
Schoenberg (1980) introduced the linear slip model, which treats the fracture as an imper-
fect bonded interface between two elastic media. Across the interface, the displacement
field shows discontinuity, while the stress traction remains continuous. The displacement
discontinuity (or slip) is considered to be linearly related to the traction. This interface
condition is the so-called linear-slip boundary condition which replaces the general con-
dition of continuity. Based on the linear slip theory, the effective compliance (inverse of
stiffness tensor) se f fi jkl is taken as the sum of the background compliance s
0
i jkl and an excess
fracture compliance s1i jkl, i.e.,
se f fi jkl = s
0
i jkl + s
1
i jkl (2.26)
from which the stiffness tensor is calculated to be
ce f fi jkl =
(
se f fi jkl
)−1
. (2.27)
The linear slip model can be used to simulate a fracture system with a set of parallel
fractures and of any anisotropy symmetry from triclinic to transversely isotropic (Schoen-
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berg, 1983; Schoenberg and Douma, 1988). In the case of aligned flat microcracks, the
linear slip model is consistent in form with the Hudson model, but has no formal restric-
tion to fracture shape or small crack density. The equivalent medium theory provides
direct links between fracture properties and elastic expressions of the fractured media,
making it convenient to study fractures from seismic analysis.
2.6 S-wave splitting
When a polarized S-wave propagates through a TI medium, it splits into a quasi S-wave
and a pure S-wave, the polarizations of which are mutually orthogonal. The velocity
difference between quasi S-wave and pure S-wave leads to SWS, which can be defined as
S WS =
VS 1 − VS 2
VS 1
(2.28)
where VS 1 is the faster S-wave velocity and VS 2 is the slower velocity.
Crampin (1985) investigated the role of SWS in evaluating the orientation of fractures
based on synthetic modelling. Lynn and Thomsen (1986) first reported SWS in the field
by observing a mis-tie at the intersection of two SH cross-sections, demonstrating that
S-waves travelling with different polarizations in the vertically fractured zone have differ-
ent velocities. In the presence of azimuthal anisotropy, Alford (1986) developed a rotation
operator that can be used to separate two orthogonally polarized S1 and S2-waves. Martin
and Davis (1987) conducted a field survey exploring the feasibility of measuring and uti-
lizing S-wave polarization and splitting to estimate orientation and intensity of subsurface
fractures. Mueller (1991) interpreted the multicomponent S-wave seismic in the Austin
Chalk for the prediction of lateral fracture intensity variation. SWS has since became the
focus of studies on fracture characterization, with techniques based on equivalent medium
theory being powerful tools for extracting fracture properties from observed anisotropy
(Liu et al., 2000).
In recent years, it has been reported that SWS observed in the field often shows a
dependence on seismic frequency (Marson-Pidgeon and Savage, 1997; Chesnokov et al.,
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2001; Maultzsch et al., 2003a; Liu et al., 2003; Al-Harrasi et al., 2011), which has not been
accounted for in classic equivalent medium theories. Liu et al. (2003) have discussed two
most likely mechanisms giving rise to frequency-dependent anisotropy, i.e., seismic scat-
tering in media with aligned heterogeneities (Chesnokov et al., 2001) and wave-induced
fluid flow in fractured rocks (Chapman, 2003). Baird et al. (2013) have investigated the
relative importance of these two mechanisms in explaining frequency-dependent SWS
from a microseismic dataset, suggesting that the scattering effect may only become im-
portant at high frequencies and the fluid flow appears to be the most plausible mechanism
for seismic application.
A number of recent studies have considered such fluid effects on modelling FDA in
fractured rocks (Hudson et al., 1996, 2001; Van der Kolk et al., 2001; Pointer et al., 2000;
Chapman, 2003; Gurevich, 2003; Carcione et al., 2013; Galvin and Gurevich, 2015; Mi-
lani et al., 2016). Chapman (2003) suggested that FDA can be controlled by the fluid
mobility and the size of fractures, and hence can be used to handle the main limitation of
conventional effective medium theories which predict no fracture-size dependence (Chap-
man et al., 2003). Maultzsch et al. (2003a) and Al-Harrasi et al. (2011) have analysed
frequency-dependent SWS in VSP and microseismic data respectively, demonstrating the
potential use of FDA for the estimation of fracture size. SWS is also sensitive to the
saturating fluid type in a fractured rock as the fluid compressibility affects S-wave prop-
agation (Brown and Korringa, 1975). The fluid-dependence of SWS has therefore been
intensively studied as a potential fluid indicator in fractured rocks (Van der Kolk et al.,
2001; Qian et al., 2007; Tillotson et al., 2011; Amalokwu et al., 2014).
2.7 Azimuthal P-wave anisotropy
In seismic exploration, the variation in P-wave reflection amplitude with offset (the dis-
tance between shotpoint and receiver, or equivalently the angle of incidence) can be anal-
ysed for the detection of lithology and fluid content in rocks above and below the reflec-
tor. Such Amplitude-Versus-Offset technique is known as AVO, which is conventionally
based on analytic expressions for the plane P-wave reflection coefficients at the interface
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between two isotropic media (Tsvankin, 2001). Expressions for the reflection coefficients
can be achieved by solving the Zoeppritz equations (Zoeppritz, 1919). In the presence
of vertically aligned fractures (e.g., HTI medium), the amplitude of reflected P-wave not
only depends on the angle of incidence, but also changes with the azimuthal direction of
acquisition. The azimuthal variation of AVO has been practically and theoretically stud-
ied by a vast literature as a useful tool for the characterization of fracture properties (e.g.,
Lynn et al., 1995; Rüger, 1997; Sayers and Rickett, 1997; Rüger, 1998; Jenner, 2002; Hall
and Kendall, 2003; Hunt et al., 2010; Yang et al., 2015). The explicit solution of reflection
coefficient in anisotropic media as a function of incidence and azimuth angles is provided
by Schoenberg and Protázio (1992).
For the convenience of practical application, it is common to approximate Zoeppritz
equations as the original form is too complicated to directly give any physical insight
into rock properties of interest. Shuey (1985) simplified the isotropic P-wave reflection
coefficient as a function of angle of incidence θ using only two terms:
RPP (θ) = A + B sin2 θ (2.29)
where the intercept A represents the normal-incidence reflectivity that is determined by the
contrast of acoustic impedances (product of density and P-wave velocity) between upper
and lower media, and the gradient B depends on the Poisson’s ratio that is influenced by
the pore fluid (Gregory, 1976; Domenico, 1977; Ostrander, 1984; Foster et al., 2010).
AVO has therefore been used as an effective fluid indicator. It can be categorized into four
classes depending on the values of A and B. Considering a gas sand encased within shale,
positive A corresponds to Class I AVO where the sand has higher acoustic impedance
than the encasing shale. Class II AVO has minimal impedance contrast. A is therefore
close to zero and can either be positive or negative. Class III sand has lower acoustic
impedance than the encasing shale, leading to a negative A value. All of the three classes
have negative gradients B (Rutherford and Williams, 1989). Class IV sand also has a
lower acoustic impedance (negative A), but the gradient B becomes positive in this case
(Castagna and Swan, 1997).
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In the presence of HTI anisotropy, Rüger (1998) gave a Shuey-style approximation
to the azimuthal P-wave reflection coefficient, and found that the AVO gradient could
vary as a function of the squared cosine of the azimuthal angle. The study assumes small
contrasts between the elastic parameters across the interface and weak anisotropy. For
small angles of incidence, the equation is written as
RPP (θ, ϕ) = A +
(
Biso + Bani cos2 (ϕ − ϕsym)
)
sin2 θ (2.30)
where ϕ is the azimuthal angle of acquisition, ϕsym is the direction of the symmetry axis
plane, Biso is the isotropic gradient, and Bani is an anisotropic parameter that depends
on Thomsen’s parameters. The equation relates reflection coefficients with anisotropic
parameters, providing physical insight into the AVO signatures for the interpretation of
fracture density.
Schoenberg and Sayers (1995) proposed the use of ‘fracture system compliance ten-
sor’ Z to describe the fracture sets. Based on their study, Sayers and Rickett (1997)
numerically investigated the AVO response from a fractured gas sand reservoir encased
within shale, and concluded that the azimuthal variation only become significant at large
offsets. It is also suggested that fractures have the strongest azimuthal effect on the Class




3.1 Biot-Gassmann theory of poroelasticity
Poroelasticity is known as the study of the interaction between fluid flow and solids de-
formation of a fluid saturated porous medium. In the field of rock physics, theories of
poroelasticity link seismic responses with geological properties of interest, allowing a
quantitative description of the elastic behaviour of the subsurface through models incor-
porating rock properties such as porosity, fractures, fluid phase and saturation. The most
fundamental theory is given by Gassmann (1951), which considers that the fluid satu-
rated porous rock consists of three components: the mineral that makes up the rock, the
dry frame with connected network of pores, and the fluid that fills the pore space. The
theory assumes the rock being homogeneous and the fluid within the pore space having
perfect pressure communication (Wang, 2001). This would correspond to the seismic
wave frequency being sufficiently low such that the fluid has enough time to flow to reach
pressure equilibration. It essentially models static interaction between the fluid and solid
phases, and has been widely used for estimating the impact of changing saturation on
low-frequency seismic response.
Gassmann’s equations describe the effect of fluid substitution on isotropic seismic
properties by calculating the bulk and shear moduli of the saturated porous rock from
mixing the known moduli of its three components via the following expressions (Mavko
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et al., 2009):














µsat = µdry (3.2)
where Ksat is the effective bulk modulus of the saturated rock, Kdry is the effective bulk
modulus of the dry rock frame, K f is the fluid bulk modulus, Km is the bulk modulus of
the rock matrix, φ refers to porosity, and µsat and µdry are shear moduli for the saturated
rock and the dry rock frame respectively. Equations 3.2 implies that the shear modulus of
the saturated rock is independent of fluid.













where ρ is density of the saturated rock.
Gassmann’s theory is developed under the low frequency assumption that the stress-
induced fluid pressure is equal throughout the pore space. At finite frequency, mechanism
known as wave-induced fluid flow (WIFF) arises as a passing wave causes pressure gra-
dients within the pore fluid. This results in relative motion between the solid and fluid
phases until pressure equilibration is reached, leading to velocity dispersion and attenua-
tion (Müller et al., 2010). WIFF can occur at various length scales, ranging from macro-
scopic scale to microscopic scale, depending on the length scale of pressure gradients.
Macroscopic flow, or global flow, results from pressure gradients between peaks and
troughs of the passing wave. Velocity dispersion and attenuation at such wavelength
scale has been addressed by Biot’s theory of dynamic poroelasticity (Biot, 1956), which
predicts frequency-dependent P- and S-wave velocities of saturated rocks based on their
dry conditions. Biot (1956) defined a critical frequency fc describing the frequency regime
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where φ is the porosity, κ is the rock permeability, and η and ρ f are the viscosity and
density of the fluid, respectively. For most rocks, the Biot critical frequency is about 100




theory is consistent with Gassmann’s theory. As frequency increases, the theory predicts
an increase of velocity and the existence of a second slow P-wave apart from conven-
tional P- and S-waves. Plona (1980) and Kelder and Smeulders (1997) have successfully
observed the existence of the slow P-wave, which supports the validity of Biot’s theory.
Shapiro et al. (2002) have investigated potential use of the slow P-wave for the estimation
of permeability. A wide range of models describing velocity dispersion and attenuation
in fluid saturated rocks have been derived based on Biot’s theory (White, 1975; Dutta
and Odé, 1979; Dutta and Seriff, 1979; Gurevich and Lopatnikov, 1995; Carcione et al.,
2000; Johnson, 2001; Pride and Berryman, 2003; Müller and Gurevich, 2005; Toms et al.,
2007).
Biot-Gassmann theory predicts that S-wave in saturated porous rocks always travels
slower than in dry rock for that the shear modulus remains unchanged in saturated rock
while the density increases (King, 2005). In an ultrasonic experiment, King (1966), how-
ever, has observed S-wave velocities in brine- and kerosene-saturated rocks higher than
dry rock measurements. Most laboratory experiments (Winkler, 1985; Wang and Nur,
1990; King et al., 2000; King and Marsden, 2002) also show that Biot’s theory generally
underestimates the level of dispersion and attenuation. In addition, Biot’s theory predicts
that velocity decreases with increasing viscosity, which is in contradiction to experimental
results (Jones, 1986; Batzle et al., 2006). These concerns have led to increasing attention
on the importance of microscopic WIFF, or squirt flow, on an accurate explanation of
velocity dispersion and attenuation.
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3.2 Squirt flow
Apart from the wavelength-scale global flow, a passing wave can also create grain-scale
local flow, or the so-called squirt flow as named by Mavko and Nur (1975). Squirt flow
arises due to the heterogeneity of the rock’s pore space, which generally consists of stiff
pores and compliant microcracks. When a seismic wave squeezes such pore space, the
soft cracks compress greater than the stiff pores, resulting in a local pressure gradient that
drives the fluid to flow from crack to pore. In the case of low frequency, there is sufficient
time for any pressure gradient to equilibrate, and the rock can be effectively described by
Gassmann’s theory. At high frequencies, however, the pressure gradient has insufficient
time to relax, and the rock appears stiffer than it is in relaxed condition, leading to higher
velocities.
In comparison to Biot’s theory, the squirt mechanism predicts much higher level of
dispersion and attenuation, and has been supported by laboratory measurements on fluid
saturated rocks over a wide frequency range (Winkler, 1985; Sams et al., 1997; King and
Marsden, 2002; Adelinet et al., 2010). The characteristic frequency of the squirt theory is
derived to be proportional to the ratio of permeability over viscosity, rather than the ratio
of viscosity over permeability as in the Biot critical frequency. This leads to velocities in-
creasing with fluid viscosity which is in agreement with laboratory measurements (Jones,
1986; Batzle et al., 2006).
Various models have been proposed to account for squirt-related dispersion and atten-
uation in fluid saturated rocks. Mavko and Jizba (1991) derived a squirt theory that aims
at calculating velocities at very high frequencies. Dvorkin et al. (1995) later extended the
Mavko-Jizba model to allow the calculation of dispersion and attenuation at all frequen-
cies. Dvorkin and Nur (1993) combined the Biot and squirt-flow mechanisms to derive
a unified Biot-Squirt (BISQ) model. However, the BISQ model is not consistent with
Gassmann’s theory at low frequencies. Chapman et al. (2002) proposed a microstructural
squirt theory that agrees with both Gassmann’s equations at low frequency and the squirt-
related dispersion at higher frequencies. The theory assumes an idealised microstructure
consisting of soft thin cracks and stiff spherical pores. During the passage of a seismic
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wave, the induced pore-scale fluid pressure gradients lead to fluid exchange between pores
and cracks, as well as between cracks of different orientations. Within their approach, the
effective bulk modulus Ke f f and shear modulus µe f f are calculated to be frequency depen-
dent through equations (Jin et al., 2017):
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9λ + 14µ
(3.7)
where ω is the angular frequency, µ and λ are the shear modulus and the Lamé parameter
of the mineral matrix. ε is the crack density, r is the crack aspect ratio, φ is the total
porosity, and τ is a timescale parameter that controls the frequency range of dispersion.






























1 + iωγτ + γ (1 + iωτ)
(3.9)
where γ and γ′ are non-dimensional parameters expressed as
γ =














Kc and Kp are the crack-space and pore-space compressibility parameters that are
related with the fluid bulk modulus K f through equations
Kc =
πµ (λ + µ) r







The timescale parameter τ is proportional to fluid viscosity and inversely proportional
to the permeability. It therefore depends on the fluid mobility that is defined as the ratio
of permeability to fluid viscosity.
The quality factor Q, which measures the rate of energy loss, for P- and S-waves can
be calculated from the real and imaginary parts of the complex moduli through equations





















The consideration of WIFF within the pore space of a rock has benefited the develop-
ment of rock physics theories for the description of seismic dispersion and attenuation.
However, this feature was typically ignored in the classic equivalent medium theories of
relating fractures to anisotropic properties (Hudson, 1981; Schoenberg, 1980; Liu et al.,
2000). Abundant evidence exists that seismic anisotropy is also frequency dependent
due to the effects of fluid flow in rocks containing aligned fractures (Liu et al., 2003;
Maultzsch et al., 2003a; Liu et al., 2006; Al-Harrasi et al., 2011). Considerable atten-
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tion has therefore been paid to relating seismic anisotropy with fluid-induced dispersion
and attenuation. Thomsen (1995) recognized the importance of dispersion to the inter-
pretation of seismic anisotropy by allowing fluid transfer between fractures and equant
porosity. Later authors (e.g., Hudson et al., 1996; Pointer et al., 2000) also attempted to
include WIFF into conventional inclusion-based equivalent medium theories. However,
none of these theories can adequately model the variation of anisotropy with frequency
at low seismic frequency range (Liu et al., 2003). Van der Kolk et al. (2001) investigated
the effects of fluid on shear-wave anisotropy by developing an equivalent medium theory
that takes into account squirt flow between fractures and pores. Chapman (2003) argued
that the effectiveness of a frequency-dependent anisotropic theory depends not only on
the fracture scale, but also on the grain-scale fluid effects which are ignored by any of the
models mentioned above.
Based on the Chapman et al. (2002) poroelastic theory of grain-scale squirt flow,
Chapman (2003) proposed an anisotropic model by incorporating meso-scale penny-
shaped fractures and taking into account the interactions between these two scales. The
model assumes an isotropic background medium with additional contributions from the
pore space including spherical pores, randomly oriented ellipsoidal microcracks, and
aligned ellipsoidal fractures. The pores and microcracks are isotropic and have the size
identified with the grain scale, while the aligned fractures are allowed to be larger than
the grain-scale (i.e., meso-scale), but are still smaller than the seismic wavelength. The
resulting medium is therefore transversely isotropic. Allowing fluid exchanges within the
whole pore space, the frequency-dependent stiffness tensor is of the form:
ci jkl (ω) = c0i jkl − φpc
1
i jkl (ω) − εcc
2
i jkl (ω) − ε f c
3
i jkl (ω) (3.16)
where c0i jkl is the isotropic elastic tensor of the background specified by the Lamé param-
eters λ and µ, c1i jkl, c
2
i jkl, and c
3
i jkl are corrections associated with spherical pores, microc-
racks, and fractures, respectively. ω is the frequency, φp is the porosity of the spherical
pores, εc is the microcrack density, and ε f is the fracture density. These constants depend
on fluid saturation, fracture properties, and two squirt-related timescale parameters τm and
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τ f as defined by Chapman (2003).
The derivation of this model is based on the interaction energy approach by Eshelby
(1957), which results in its restriction to low porosity. The Lamé parameters λ and µ
are meant to be derived from the velocities of the mineral matrix (i.e., non-porous rock).
However, in practice these moduli would have to be determined from the background ve-
locities due to the low porosity, meaning that the substantial errors are expected to occur.
To avoid such restrictions for a practical application, Chapman et al. (2003) proposed a
modified version of the model by assuming that the velocities V0p and V
0
s and density ρ
0
of the unfractured porous rock at a reference frequency f 0 are known. The corresponding












A new set of moduli Λ and Υ are then defined as
Λ = λ0 + Φc,p
(




Υ = µ0 + Φc,p
(
λ0, µ0, f 0
)
(3.20)
where Φc,p represents perturbations due to microcracks and pores. Both Λ and Υ can be
achieved from practical measurements of V0p and V
0
s , and therefore represent reference
constants. The modified frequency-dependent elastic tensor is calculated as (Chapman
et al., 2003)















where c0i jkl (Λ,Υ) is the isotropic stiffness tensor with moduli Λ and Υ at measurement
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frequency f 0. The other correction terms are consistent with those in equation 3.16,
except that they are now related to the practical Lamé parameters λ0 and µ0 rather than
the original λ and µ of the mineral matrix.
The Chapman (2003) model was extended by Chapman (2009) to the case of two
meso-scale fracture sets with different orientations and connectivities. The elastic con-
stants of these inclusion-based models were derived based on the theoretical framework
of Eshelby (1957), which strictly speaking is only valid for dilute pore concentrations
(low porosity) and penny-shaped fractures of finite size. Jakobsen et al. (2003) proposed
a more general model using the T-matrix approach, which allows for non-dilute concen-
trations of fractures and pores of any size and aspect ratio. It has been numerically shown
by Agersborg et al. (2007) that the Chapman (2003) model is a special case of the T-
matrix approach. Jakobsen and Chapman (2009) further investigated both approaches by
proposing a unified model that takes into account both Biot flow and squirt flow.
Apart from the inclusion-based effective medium theories, another commonly used
approach to modelling fractures in fluid saturated porous medium is to consider the ef-
fects of fractures as a perturbation with respect to the isotropic background in the context
of Biot’s theory of poroelasticity (Gurevich et al., 2009). As such, one does not have to
specify individual shapes of grains or pores. Brajanovski et al. (2005) proposed a theory
that models fractures as very thin and highly porous layers embedded in a porous back-
ground using the Schoenberg (1980) linear-slip approach. Galvin and Gurevich (2009)
proposed to model fractures as thin circular cracks (penny-shaped fractures) in a poroelas-
tic background. Both theories allowed for WIFF between pores and fractures to account
for velocity dispersion and attenuation. Brajanovski et al. (2006) analysed the frequency-
dependence of P-wave attenuation based on the model of Brajanovski et al. (2005), and
demonstrated that three different frequency regimes of attenuation could occur in peri-
odically stratified media. Similar results have also been reported by Pride et al. (2004)
and Müller and Rothert (2006). The Brajanovski et al. (2005) approach was also used
by Carcione et al. (2013) to explicitly derive the frequency-dependent stiffness tensor of
the equivalent TI medium for studying anisotropic dispersion and attenuation. A similar
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method for calculating the stiffness tensor was presented by Galvin and Gurevich (2015),
in which the theory of Galvin and Gurevich (2009) was employed for modelling fluid-
saturated porous medium with aligned fractures.
The effective medium approaches are limited to simple geometries and non-interacting
fractures, and thus WIFF between connected fractures have not been considered in any of
the studies mentioned above. To overcome this problem, numerical simulations based on
Biot (1941) theory of quasi-static poroelasticity have been widely applied to quantifying
WIFF effects in complex fractured media. Rubino et al. (2013) and Rubino et al. (2014)
emphasized the importance of WIFF in the presence of fracture connectivity through the
use of a numerical upscaling procedure (Rubino et al., 2009) that allows for estimating
P-wave attenuation. Quintal et al. (2014) further investigated the sensitivity of S-wave at-
tenuation to fracture connectivity using a numerical approach presented by Quintal et al.
(2011). Rubino et al. (2016) extended the approach of Rubino et al. (2009) to the case
of anisotropy, and Rubino et al. (2017) have accordingly explored the potential impact
of connected fractures on seismic anisotropy by demonstrating a significant reduction of
both P- and S-wave anisotropies with increasing degree of fracture connectivity. The
effects of intrinsic anisotropy from the background on anisotropic dispersion and attenua-
tion of P- and S-waves have been investigated by Barbosa et al. (2017). A large number of
recent papers have also employed numerical analysis to describe effective seismic prop-
erties in potentially more realistic fracture networks (Caspari et al., 2016; Barbosa et al.,
2018; Hunziker et al., 2018).
Although numerical simulations can handle more complex fracture geometries, they
are impractical for solving an inverse problem (Guo et al., 2017). Hence, the develop-
ment of theoretical rock physics models remains an active and challenging focus for any
practical application. Attempts of using frequency-dependent analysis based on effective
medium theories for estimating fracture or fluid properties from seismic data have been
presented by Maultzsch et al. (2003a), Liu et al. (2006), Al-Harrasi et al. (2011), Wu et al.
(2014), Jin et al. (2017) and Liu et al. (2018).
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3.4 Partial saturation effects
Squirt flow has traditionally been associated with single fluid saturation. However, almost
all reservoirs in practice are partially saturated by two or more fluid phases. Effects of
partial saturation on elastic wave properties have been studied both theoretically and ex-
perimentally throughout the years (White, 1975; Domenico, 1976; Dutta and Odé, 1979;
Murphy, 1982, 1984; Knight et al., 1998; Lebedev et al., 2009; Rubino and Holliger, 2012;
Tisato and Quintal, 2013; Amalokwu et al., 2014; Tisato et al., 2015; Papageorgiou and
Chapman, 2015; Amalokwu et al., 2016; Papageorgiou et al., 2016; Papageorgiou and
Chapman, 2017).
The quantitative description of partial saturation effects often requires the estimation
of an effective bulk modulus of the multi-fluid mixture. In the case where the sand is satu-
rated by uniformly distributed gas-brine mixture, Domenico (1976) explained laboratory
measurements of P- and S-wave velocities using Gassmann’s equations by assuming that








1 − S w
Kg
(3.22)
where S w is water saturation. Equation 3.22 is also known as Wood’s formula that is
commonly applied for partial saturation conditions with homogeneous mixing of fluids.
Later authors have constantly considered the use of Reuss average along with various
rock physics theories to quantitatively characterize fluid contents in seismic exploration
(e.g., Ecker et al., 1998, 2000; Han and Batzle, 2004; Wu et al., 2014; Ekanem et al.,
2016; Chen and Zhang, 2017; Jin et al., 2017). A key assumption of these studies is that
the fluids are uniformly mixed at a fine scale such that the pore pressure in each fluid
phase has time to equilibrate during a wave cycle. This is often referred to as ‘uniform
saturation’.
In contrast, ‘patchy saturation’ occurs when unequilibrated fluid pressure due to satu-
ration heterogeneities at a coarse scale leads to a stiffening in the elastic properties. The
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where f is the frequency, κ is the rock permeability, and η f l and K f l are the viscosity and
bulk modulus of the most viscous fluid phase (Mavko and Mukerji, 1998a). Domenico
(1976) showed that a heterogeneous distribution of gas-brine mixture might result in
higher P-wave velocities compared to results measured at uniform saturations. Mavko
and Mukerji (1998a) gave a simple patchy saturation model by using Gassmann’s equa-
tions with the effective fluid modulus approximated as a Voigt average (volume-weighted)
of the two fluid moduli:
K f ,Voigt = S wKw + (1 − S w) Kg (3.24)
and concluded that uniform and patchy saturations represent lower and upper bounds of
seismic velocities at low frequencies.
Brie et al. (1995) introduced an empirical fluid mixing law that has been used to
achieve better fits with laboratory data. Brie’s law is expressed by




S we + Kg, 1 < e < 40 (3.25)
where e is an empirical constant that lies within [1, 40].
Figure 3.1 demonstrates the effective bulk moduli of water-gas mixture calculated by
the Reuss, Voigt and Brie averages. The Reuss and Voigt averages correspond to the
isostress and isostrain conditions of the fluid mixture and so are the lower and upper
bounds of the effective fluid moduli. For a typical empirical constant e = 3, Brie’s law
predicts that the effective fluid modulus would lie between the Voigt and Reuss bounds.
In a partially saturated rock, the unequilibrated pore pressures of saturation hetero-
geneities at scales larger than Lc give rise to fluid flow, leading to seismic dispersion
and attenuation as seismic waves propagate through it. White (1975) quantified such
frequency-dependent effects using a model consisting of spherical gas-filled pockets sur-
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Figure 3.1: Effective bulk moduli of water-gas mixture calculated by the Reuss (equation
3.22), Voigt (equation 3.24) and Brie (equation 3.25 with e = 3) averages.
rounded by liquid. A number of following studies (e.g., Dutta and Odé, 1979; Dutta and
Seriff, 1979; Norris, 1993; Carcione et al., 2003; Quintal et al., 2008) have discussed
this ‘bubble’ effect on seismic wave propagation. Direct evidence of the link between
measured elastic moduli and pore scale fluid distribution was provided by Lebedev et al.
(2009). Patch related P- and S-wave dispersion and attenuation have been studied by
Quintal et al. (2011) and Quintal et al. (2012) . A common feature of these models is that
wave propagation induces a different average pressure in each of the saturating fluids.
Recently, Papageorgiou and Chapman (2017) have addressed squirt flow and patchy
saturation effects in a consistent manner by deriving expressions for the bulk modulus-
saturation relationships in partially saturated rocks. The theory is built on the basis of the
Chapman et al. (2002) squirt model where they propose to saturate the pore space with
two immiscible fluids. In the case of two immiscible fluids occupying the pore space, it is
general that the pressure in one fluid phase will be different from that in the other phase.
Such pressure difference across the interface between the two fluids is generally defined
as capillary pressure (Wu, 2015).
Papageorgiou and Chapman (2017) proposed to use a non-dimensional parameter q to
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allow for pressure variations between the saturating fluids, i.e.,
∆Pw = q∆Pg. (3.26)
In contrast to the capillary pressure, which generally varies as a function of fluid sat-
uration, the parameter q is only assumed to be a constant that quantifies fluid pressure
unequilibration. Papageorgiou and Chapman (2017) suggest that it could be used to ac-








(1 − S w) q
q̃Kg
, q̃ = S w + q (1 − S w) (3.27)
which is a Reuss average of the two fluid moduli Kw and Kg weighted by the patch pa-
rameter q, the value of which would affect the stiffness of the multi-fluid mixture.
The theory also adapts Darcy’s law for the modelling of wave-induced fluid flow.
Darcy’s law states that the volumetric flux is proportionally related to the pressure gradient
driving the flux via the fluid mobility, i.e.,




where ∂tQ f is the volumetric flow rate through cross-sectional area A, ∂xP is the fluid
pressure gradient along flux direction x, and
κ
η
, the ratio of absolute rock permeability κ
to fluid viscosity η, is defined as the fluid mobility.
When the porous rock is saturated by two immiscible fluids, Darcy’s law is extended
from single-phase flow to multiphase flow. The actual permeability of the porous rock
should be replaced by the effective permeability to the individual fluid phase. For each
fluid phase, the ratio of the effective permeability to the absolute permeability is defined as
relative permeability. Although relative permeability can depend on a number of factors
such as fluid saturation, wettability and pore size distribution, it is generally assumed only
as a function of fluid saturation (Wu, 2015).
According to multiphase Darcy’s law, the mobility of each fluid is scaled by the cor-
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where ηw and ηg are the viscosities of water and gas, and κw and κg are the relative perme-
abilities of water and gas.
Considering this effect, Papageorgiou and Chapman (2017) derived the characteristic


















Papageorgiou and Chapman (2017) expressed the effective bulk modulus Ke f f in a
form similar to Chapman et al. (2002):













where φp is the pore porosity, φc is the crack porosity that is related with the crack density
ε and aspect ratio r via φc = 43πεr, and σc is defined by
σc =
πµr
2 (1 − ν)
(3.32)
where ν is the Poisson’s ratio.
Km is the mineral bulk modulus, and Kdry is the dry frame modulus given by


















































(1 + ν)(1 + Kp)
. (3.35)
Based on this theory, Papageorgiou and Chapman (2017) showed how P-wave disper-
sion and attenuation could be affected by patchy saturation and the relative permeability of
each saturating fluid. Within current literature, however, it remains unclear what effects
partial saturation would have on shear properties and frequency-dependent anisotropy,




Derivation of a squirt-patchy model
Abstract: In this chapter I derive a model that calculates anisotropic frequency-dependent
elastic constants of a fractured rock saturated by two immiscible fluids. I do this by
extending the theory of Papageorgiou and Chapman (2017) to the anisotropic case in
which the fluid flow is affected by the relative mobilities of the saturating fluids. Patch
effects arising from unequilibrated fluid pressures are also described by a non-dimensional
parameter q which captures pore scale capillary effects. The effect of relative permeability
is pronounced; fluid mobility can be lower in partially saturated rocks compared to the
fully saturated case, leading to a lower characteristic frequency which could be potentially
important in the seismic frequency range.
4.1 Introduction
Seismic wave propagation through fractured rocks is greatly influenced by their fracture
system and fluid content. It is known that fractures can lead to frequency-dependent
anisotropy, and one important mechanism accounting for such dispersion is ‘squirt flow’
arising from pressure gradients within the pore space of different compliances induced
by passing seismic waves (Chapman, 2003). Most of current theories on frequency-
dependent anisotropy have been limited to the single fluid assumption, despite the fact
that almost all reservoirs are partially saturated. In the case of partial saturation, patchy
saturation occurs when saturation heterogeneities at a coarse scale leads to a stiffening in
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the elastic properties (Mavko and Mukerji, 1998a). Recently, Amalokwu et al. (2014) has
carried out laboratory measurements of SWS in a partially saturated fractured rock, and
has shown that both squirt and patchy effects are important in explaining the saturation
effects on frequency-dependent anisotropy. More recently, Papageorgiou and Chapman
(2017) have addressed squirt and patch effects in an isotropic theory by deriving expres-
sions for the bulk modulus-saturation relationships in partially saturated rocks.
Within current theoretical approaches, there is a lack of suitable models describing
how squirt and patch effects would affect seismic anisotropy in a partially saturated frac-
tured rock. To address this issue, I derive frequency-dependent elastic constants of a
fractured rock saturated with two immiscible fluids. Considering the effects of patchy sat-
uration and relative permeability, I follow three steps to calculate the elastic constants of
the fractured medium. First, I write a set of equations relating the fluid mass in each inclu-
sion with the fluid pressure and the applied stress. Next, I describe the fluid mass exchange
between inclusions based on Darcy’s law where the relative permeability is incorporated.
Solving the fluid exchange equations allows me to build a relationship between the pres-
sure in each inclusion and the imposed stress field. Finally, I apply the equivalent medium
theory to calculate the frequency-dependent elastic constants. This approach conveniently
incorporates squirt flow, patchy saturation and the relative permeability effects into a uni-
fied model that allows us to study the partial saturation effects on frequency-dependent
anisotropy. The elastic constants depend on the impacts of patchy saturation and the rela-
tive permeability of each fluid phase, which are responsible for lowering the characteristic
frequency where dispersion occurs. Such lowering effect could lead to stronger dispersion
at intermediate saturations compared to that at full saturations, which could be potentially
important in the seismic frequency range.
4.2 Expression of fluid mass in an inclusion
I base the derivation on the poroelastic model of Chapman (2003), which consists of
an isotropic collection of grain-scale pores and cracks with a set of meso-scale aligned
fractures. Following Chapman (2003), I assume that the fracture has the same aspect ratio
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as the crack. The radii of the fractures are larger than the grain size but smaller than
the seismic wavelength. The cracks and pores are connected to c1 other elements and the
fractures are connected to c2 elements. Cracks and pores are allowed to be connected with
any kind of inclusion while fractures can only be connected with pores or cracks. It is also
assumed that each crack or pore is connected to at most one fracture. I use superscripts ,
	 and † to represent pore, crack and fracture, and subscripts g and w to denote fluid types.
The fluid mass content in each inclusion can be represented by the following equations
mw = S wρ

wφ




m	w = S wρ
	
wφ




m†w = S wρ
†
wφ




where S w is the saturation that is assumed equal in each inclusion. ρ f is the fluid density
which can be further estimated from its undisturbed density ρ0f , the fluid pressure P f , and
fluid compressibility K f through









Assuming a unit volume of the rock, I use the void fraction (porosity) φ to represent
the volume of each inclusion under the applied stress σii. According to Zatsepin and
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where φ0 is the unstressed inclusion volume, µ is the mineral shear modulus, ν is the
Poisson’s ratio, σi is the normal stress acting on the crack face, and σ f is the normal stress
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acting on the fracture face. σc is related to the aspect ratio r of the crack by equation
σc =
πµr
2 (1 − ν)
. (4.8)
P, P	 and P† refer to the average pressures of the pore, crack and fracture. I also
assume that the wave-induced fluid pressure may differ between the fluids in each inclu-
sion due to capillary effects or saturation heterogeneities. Following Papageorgiou and
Chapman (2017), I allow uneven fluid pressures in each inclusion by introducing a non-
dimensional parameter q that proportionally relates the induced pressure of one fluid to
the other, i.e.,
Pg = qPw (4.9)
where Pw and Pg represent pressures of these two fluids. It has been discussed by Papa-
georgiou and Chapman (2017) that q acts as a parameter that quantifies the variation of







. The fluid bulk modulus
Kg is assumed to be smaller than Kw. q = 1 corresponds to the isostress condition in
which the two fluids are mixed uniformly at a fine scale (i.e., uniform saturation). Values
less than 1 represent pressure variation within fluids which could give rise to the so-called
patchy saturation.
I now write the inclusion pressure as a weighted average of these two fluid pressures.
Following Papageorgiou and Chapman (2017), I take water saturation as the weighting
factor and give the following expressions
P = q̃Pw; P
	 = q̃P	w; P
† = q̃P†w (4.10)
where q̃ = S w + q (1 − S w).
By expanding equations 4.1, 4.2 and 4.3 and neglecting high order terms, I can write
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4.3 Fluid mass exchange based on Darcy’s law
Darcy’s law is often used to describe fluid flow. It states that the volumetric flux is pro-
portionally related to the pressure gradient driving the flux via the fluid mobility, i.e.,
∂tQ f = −AM f∂xP (4.14)
where ∂tQ f is the volumetric flow rate through cross-sectional area A, ∂xP is the fluid
pressure gradient along flux direction x, and M f is the fluid mobility defined as the ratio





Based on equation 4.14, Chapman et al. (2002) described the single fluid mass ex-
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; A ' l2 (4.17)




= lM f . (4.18)
Extending equation 4.16 to the anisotropic case, Chapman (2003) expressed the fluid



















where EP is the expected pressure of the pore-crack system defined by Chapman (2003).
When the porous rock is saturated by two immiscible fluids, the mobility of each fluid
is scaled by the corresponding relative permeability according to multiphase Darcy’s law:
∂tQw = −AκwMw∂xPw; ∂tQg = −AκgMg∂xPg (4.20)
where κw and κg are relative permeabilities of water and gas. Mw and Mg can be defined








where ηw and ηg are viscosities of water and gas. The flow of each fluid would therefore
depend on the effective mobility and pressure of the corresponding fluid.







In an anisotropic medium, Maksimov and Dmitriev (2013) suggested that both the
absolute and relative permeabilities can be anisotropic and thus a tensor representation of
permeability should be employed. In this thesis, I only assume isotropic permeability for
44
simplicity.
I can then extend the single-fluid mass exchange equations to the two-fluid case, and





































































































































given in equation 4.18 now depends on the effective mobility of the
two-fluid mixture that is calculated as a weighted average of water mobility Mw and gas










4.4 Solution of the elastic constants
Taking the Fourier transform of equations 4.24 and considering the conservation of mass
throughout all elements, I have the solutions of pressures in each element:
P (ω) = D1 (ω)σii + D2 (ω)σ f ;
P	 (ω) = G1 (ω)σi + G2 (ω)σii + G3 (ω)σ f ;
P† (ω) = F1 (ω)σii + F2 (ω)σ f
(4.28)
where D1 (ω), D2 (ω), G1 (ω), G2 (ω), G3 (ω), F1 (ω) and F2 (ω) are frequency-dependent
parameters derived as
D1 =
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4µφ	0 (1 + Kc)
; γ′ =
(1 − ν)γ































where ς is the grain size that is assumed to be identified with the radii a of the pore and
cracks, and a f is the radius of the fracture.
I further introduce notations


















With the relationship between the pressure in each inclusion and an imposed stress
field being built, I can then follow Chapman (2003) to apply the interaction energy ap-
proach of Eshelby (1957) for the calculation of the effective elastic tensor. Note that
the approach takes a first-order stiffness approximation and is valid for a dilute concen-
tration of non-interacting inclusions. I use Cartesian coordinates in which the x3 axis is
aligned with the fracture normal direction. The resulting medium is therefore transversely
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isotropic with vertical axis of symmetry. With the adoption of the Voigt notation, the five
independent elastic constants are explicitly calculated as
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The porosities of cracks and fractures φ	0 , φ
†
0 can be further defined as more commonly
used crack density ε	0 and fracture density ε
†




















represent the number of cracks and fractures per unit volume.
The frequency-dependent elastic constants can be summarized in the following form:












i j (ω) (4.50)
where c0i j is the isotropic elastic tensor of the matrix specified by Lamé parameters λ
and µ, c1i j, c
2
i j and c
3
i j are corrections associated with pores, microcracks and fractures,
respectively, scaled by the porosity φ0 , the crack density ε
	
0 and the fracture density ε
†
0.
4.5 The isotropic limit of the model
The model can be considered as an extension of previous theory to the anisotropic case,
and should contain it as appropriate limits. In the absence of meso-scale fractures, fluid
exchange only occurs between pores and cracks, reducing the model to the isotropic limit
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that can be specified by the bulk and shear moduli. In that case, there will be no contri-
bution from c3i j in equation 4.50 as the fracture density ε
†
0 can be set to zero. The bulk
modulus is given by c11 − 43c44, which is calculated to be consistent with the one proposed
by Papageorgiou and Chapman (2017), as expressed by equation 3.31.
The effective shear modulus is given by c44, which is of the form








Kc + 11 + iω
ωm
 − 85φ	0 (1 − ν) µ(2 − ν) πr − 15µφ0 1 − ν7 − 5ν. (4.51)
The fluid dependence of shear modulus therefore relies on the effective mobility M f
and the effective fluid bulk modulus K f . In the case of zero frequency, Kc and M f cancel
out and the result agrees with Gassmann’s theory in which shear modulus is independent
of fluid. At non-zero frequency, shear modulus would depend on both fluids through
combined effects of the squirt flow mechanism, the relative permeability and the uneven
fluid pressures.
4.6 Analysis of the model
In previous sections, I derive a model calculating frequency-dependent elastic constants
of a fractured rock saturated by two immiscible fluids. In equation 4.50, the fracture
and fluid properties are described by the frequency-dependent constants c1i j, c
2
i j and c
3
i j,
which are functions of the effective fluid bulk modulus and two characteristic frequencies
associated with fluid flows taking place at grain and fracture scales respectively. The
characteristic frequency (or relaxation time), which describes the frequency regime where
dispersion occurs, is controlled by the length scale of the pore network and the effective
fluid mobility.
Equation 4.26 suggests that the effective fluid bulk modulus K f is a Reuss average
of the two fluid moduli weighted by q, the value of which would therefore affect the
stiffness of the effective fluid. The effective mobility M f of the fluid mixture, given by
equation 4.27, is a weighted average of the two fluid mobilities influenced by both q and
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Table 4.1: Parameters of a porous rock saturated by water and supercritical CO2.
Dry frame bulk modulus (Pa) 1.4 × 1010 Dry frame shear modulus (Pa) 7.29 × 109
Mineral bulk modulus (Pa) 2.2 × 1010 Mineral shear modulus (Pa) 9.31 × 109
Porosity 10% Solid density (Kg/m3) 2650
Crack density 0.02 Aspect ratio 1.0 × 10−4
Fracture density 0.05 Fracture length (m) 0.1
Water viscosity (Pa.s) 6.0 × 10−4 CO2 viscosity (Pa.s) 2.1 × 10−5
Water density (Kg/m3) 1000 CO2 density (Kg/m3) 240
Water modulus (Pa) 2.4 × 109 CO2modulus (Pa) 1.1 × 107
the relative permeability. As a result, the characteristic frequencies will not only depend
on the fracture size, but also the effects of the relative permeability and uneven fluid
pressures. To demonstrate such fluid effects, I consider a rock saturated by water and
supercritical CO2. The parameters given in Table 4.1, in which the bulk and shear moduli
represent measurements in the absence of fractures.
Figure 4.1 shows the variation of K f with water saturation at various values of the







. q = 1
corresponds to the isostress condition in which the two fluids are mixed uniformly at a
fine scale. Conditions where this isostress average is appropriate are generally referred to
as uniform saturation. In this case, the effective fluid modulus given by equation 4.26 is







1 − S w
Kg
(4.52)
which is known as the lower bound for the effective fluid.
The extreme value q0 =
Kg
Kw
corresponds to the isostrain condition where the effective
fluid modulus now resembles the Voigt average
K f = S wKw + (1 − S w) Kg (4.53)
which is generally referred to as the Voigt approximation to the patchy-saturation upper
bound (Mavko and Mukerji, 1998a).
The theory conveniently expresses both lower (Reuss) and upper (Voigt) bounds of
the effective fluid moduli via a single parameter q. Any q value between q0 and 1 can
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therefore be used to represent pressure variation within fluids which could give rise to
patchy saturation effects. The results predicted by equation 4.26 are also similar to Brie’s
law as discussed by Papageorgiou et al. (2016).












































Figure 4.1: The variation of the effective fluid bulk modulus K f , predicted by equation
4.26, with water saturation for various values of q.
My calculation shows that, in a partially saturated fractured rock, the grain-scale squirt
frequency ωm and the fracture-scale characteristic frequency ω f are given by equation
4.38, which allows us to relate the multi-fluid characteristic frequencies with their values
at full saturation. ωm and ω f also depend on the effective fluid mobility M f that are
affected by both patchy saturation and relative permeability according to equation 4.27.
We should therefore expect a more complicated squirt flow behaviour than the singe fluid
scenario.
The relative permeability of each fluid phase is often assumed as an increasing func-
tion of its saturation. From the perspective of conventional effective fluid approach (e.g.,








(1 − S w) Mg (4.54)
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which leads to a linear relationship between relative permeability and fluid saturation:
κw = S w; κg = 1 − S w. (4.55)
Results from multi-phase flow in CO2 storage reservoirs (Benson et al., 2013) show
much lower values compared to such linear expression. Various relative permeability
models have been proposed to explain laboratory measurements (e.g., Brooks-Corey model).
In this section I seek the simplest model by considering the relative permeability as a sym-
metric power function of fluid saturation:
κw = S nw; κg = (1 − S w)
n (4.56)
where the exponent n is no less than one.
Figures 4.2a and 4.2b show the curves for relative permeabilities of water and gas
under various values of n. The corresponding characteristic frequencies are plotted against
water saturation in Figure 4.3 where q is assumed to be 10q0. Taking the example of
n = 3, the effect of q on the variation of characteristic frequency with water saturation is
displayed in Figure 4.4.













































Figure 4.2: The relative permeability model κw = S nw; κg = (1 − S w)
n under various values
of n.
The difference between the grain-scale ωm and the fracture-scale ω f is dominated by
the fracture size according to equation 4.39, which suggests that the ratio of these two
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Figure 4.3: The variation of the grain-scale characteristic frequency ωm and the fracture-
scale characteristic frequency ω f with water saturation for various values of n. The patch
parameter q is assumed to be 10q0.

















































Figure 4.4: The variation of the grain-scale characteristic frequency ωm and the fracture-
scale characteristic frequency ω f with water saturation for various values of the patch









a f is assumed to be larger than ς, the fracture related ω f is smaller than the microcrack
related ωm. Possible physical explanation behind this is that for a larger fracture scale, one
would expect relatively more fluid volume to move in and out of the fracture to reach pres-
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sure equilibration, which requires more time and therefore leads to lower characteristic
frequency.
In comparison to the single fluid case, the characteristic frequency in a partially sat-
urated rock now depends on water saturation, the fluid patchiness and relative perme-
abilities through the effective mobility M f . According to equation 4.38, a lower mobility
proportionally leads to a lower characteristic frequency. This can be understood that fluids
with lower mobility flow more slowly and would therefore require more time for the pres-
sure gradients to relax, which in turn results in a lower characteristic frequency. Equation
4.27 shows that M f is affected by the effects of relative permeability and patchy saturation,
which tend to lower the characteristic frequency at intermediate saturations, leading to a
value lower than the full saturation case as illustrated by Figures 4.3 and 4.4. This lower-
ing effect would affect the variation of moduli with water saturation at a given frequency,
complicating the behaviour of velocity dispersion in the partially saturated medium. In
this model, both the two-fluid mixture and the fractures contribute to lowering the charac-
teristic frequency, which could potentially lead to frequency-dependent anisotropy in the
seismic frequency band.
4.7 Conclusion
In this chapter I derive expressions for the anisotropic frequency-dependent elastic con-
stants in a fractured rock saturated by two immiscible fluids. These depend on the relative
mobilities of the saturating fluids and the coupled impact of squirt and patch effects, which
have typically been considered independently, on anisotropic seismic wave propagation.
The effective fluid modulus is a Reuss average of the two fluid moduli weighted by the
patch parameter q, the value of which would affect the stiffness of the two-fluid mixture.
The effect of relative permeability is pronounced; fluid mobility can be lower in partially
saturated rocks compared to the fully saturated case, and this can result in a lower charac-





Partial saturation effects on
frequency-dependent anisotropy
Abstract: In this chapter I use the squirt-patchy theory derived in Chapter 4 to examine
the coupled patch and squirt effects on both P- and S-wave anisotropies in a fractured
rock saturated with two immiscible fluids. I show non-monotonic variations of SWS and
P-wave velocities with changing water saturation. This is due to the effects of relative per-
meability and patchy saturation on lowering the characteristic frequency at intermediate
saturations, and may complicate attempts to invert fluid content from seismic data. While
the squirt and patch effects on shear properties are weaker than that on bulk properties,
the impact on SWS in fractured rocks is potentially significant. I use the theory to model
recent experimental measurements of P- and S-wave anisotropies in partially saturated
rocks, and conclude that both squirt and patch mechanisms are required for the analysis
of saturation effects on frequency-dependent anisotropy.
5.1 Introduction
Frequency-dependent anisotropy has been widely used for characterizing the fractures in
a reservoir. In Chapter 4, I have derived a theory that calculates frequency-dependent
elastic constants in a fractured rock saturated by two immiscible fluids. The model in-
corporates combined effects of squirt flow, patchy saturation and relative permeabilities,
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which jointly affect both effective bulk modulus and mobility of the two-fluid mixture in
a complicated way. As a result, the characteristic frequency in partially saturated rock can
be reduced to a value lower than that in full saturation case. Such effects could signifi-
cantly affect the behaviours of frequency-dependent P- and S-wave anisotropies, which
are to be investigated in this chapter.
Previously, Amalokwu et al. (2014) and Amalokwu et al. (2015) experimentally mea-
sured the water/air saturation effects on SWS and P-wave anisotropy. Due to the lack
of suitable frequency-dependent anisotropic theory for elastic wave velocities in partially
saturated rock, they combined two models together to give some insight into the possible
mechanisms causing the observed results. In this chapter, I intend to test the derived the-
ory against their laboratory data as well as new measurements on a brine/CO2 saturated
rock from Falcon-Suarez et al. (2019).
I organize the chapter as follows. I first briefly review the model derived in Chapter 4
for describing frequency-dependent anisotropy in a partially saturated rock. Based on the
model, I carry out numerical studies to demonstrate the multi-fluid effects on the variation
of frequency-dependent P- and S-wave anisotropy with water saturation. Finally, I use the
model to explain laboratory data, and emphasise the requirement to include coupled squirt
and patch mechanisms for the interpretation of saturation effects on frequency-dependent
anisotropy.
5.2 Theory and methods
The model derived in Chapter 4 calculates anisotropic frequency-dependent elastic con-
stants of a partially saturated fractured rock. The theory assumes a pore space consisting
of an isotropic collection of grain-scale pores and cracks and a set of aligned meso-scale
fractures. The radii of the fractures are larger than the grain size but smaller than the
seismic wavelength. Assuming that the fracture normal direction is aligned with x3-axis
in the Cartesian coordinates, the resulting medium is transversely isotropic with vertical
axis of symmetry (VTI). The theory assumes that the fractured rock is partially saturated
with two immiscible fluids. During the passage of a seismic wave, squirt flow arises from
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fluid pressure gradients between the inclusions with different compliances. Such fluid
flow is affected by the relative mobilities of the saturating fluids. Within each inclusion,
a non-dimensional parameter q is also used to quantify the unequilibrated fluid pressures
that account for the so-called patchy saturation effects. Considering these effects, the
anisotropic elastic constants are summarized by equation 4.50, which is a function of
frequency-dependent elements associated with pores, cracks and fractures. The partial
saturation effects depend on the effective bulk modulus of the two-fluid mixture (K f by
equation 4.26), the stiffness of which is affected by patchy saturation through the patch
parameter q. Squirt flow in this model is described by two characteristic frequencies cor-
responding to grain-scale microcracks and meso-scale fractures (ωm and ω f by equation
4.38), which are proportionally related with the effective fluid mobility M f that is influ-
enced by the relative permeability and the patch parameter q.
Based on this theory, I study the effect of patchy saturation and squirt dispersion on
wave propagation by considering a porous rock saturated by water and supercritical CO2.
Table 4.1 shows the parameters. The relative permeability model is approximated as
κw = S 3w; κCO2 = (1 − S w)
2 (5.1)
which largely fits the curves given by Benson et al. (2013) for brine-CO2 saturated reser-
voirs. Two cases are investigated: the absence of fractures and the presence of fractures.
In the absence of meso-scale fractures, the grain-scale pores and randomly oriented
cracks lead to an isotropic effective medium that can be specified by the bulk and shear
moduli. In that case, Papageorgiou and Chapman (2017) have studied the partial satura-
tion effects on P-wave velocity dispersion and attenuation. The S-wave velocity disper-
sion and attenuation can be calculated using
ρ








where the shear modulus µe f f (ω) is given by equation 4.51, VS and 1/QS are the S-wave
velocity and attenuation at various frequencies ω relative to the grain-scale characteristic
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frequency ωo at full water saturation.
In the presence of aligned fractures, SWS occurs when a polarized S-wave splits into
a quasi S-wave and a pure S-wave as it propagates through the TI medium. In this study
SWS is quantified by (VS 1−VS 2)/VS 1 where VS 1 is the faster S-wave velocity and VS 2 is the
slower velocity as expressed by equations 2.10 and 2.11. P-wave velocity also depends
on the angle of propagation through equation 2.9.
5.3 Numerical example- the absence of fractures
In the absence of fractures, Papageorgiou and Chapman (2017) have studied squirt-patchy
effects on P-wave dispersion and attenuation. Here I study these effects on shear prop-
erties. I first investigate the variation of shear moduli with water saturation for a range
of the patch parameters q and frequencies in Figure 5.1. In the case of zero frequency
(Figure 5.1b), the model agrees with Gassmann’s theory which shows no dependence of
shear modulus on fluid. At non-zero frequencies, shear modulus depends on fluid satu-
ration and the patch parameter q. Since water has a higher bulk modulus and viscosity
than gas, the effective fluid approach might expect increasing water saturation to lead to a
stiffening effect for water-CO2 mixtures. The results in Figure 5.1d suggest that this may
not be true as I predict a non-monotonic variation of shear modulus with water saturation.
This is due to the relative permeability effect that leads to a decrease in fluid mobility and
a higher shear modulus for intermediate water saturations.
Figures 5.2 and 5.3 show the corresponding variations of S-wave velocities and at-
tenuation with water saturation. S-wave velocities are seen to increase with frequency,
while the maximum attenuation could occur at intermediate frequency. At zero frequency
in Figure 5.2b, the results agree with Gassmann’s theory in that S-wave velocity only
decreases with water saturation due to the density effect and no attenuation is predicted
(Figure 5.3b). This is consistent with Mavko and Mukerji (1998) where patchy saturation
shows no effect on S-waves at low frequencies. At non-zero frequencies, patchy satura-
tion could become important. For high (e.g., 100ω0 in Figure 5.2f) frequencies, S-wave
velocities at various values of q are slightly separated. For intermediate frequencies (e.g.,
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(a) q = 1































(b) ω = 0
































(c) q = 10q0































(d) ω = ω0
































(e) q = q0































(f) ω = 100ω0
Figure 5.1: The variation of shear modulus with water saturation for a range of frequen-
cies and the patch parameters q in the absence of fractures.
ω0 in Figures 5.2d and 5.3d), the fluid dependence of S-wave velocity is clearly affected
by q, and multiple attenuation peaks can be observed at various water saturations. I also
notice that the dispersion and attenuation of S-wave is much weaker than that of P-wave
compared to the values shown by Papageorgiou and Chapman (2017).
61




































(a) q = 1



































(b) ω = 0




































(c) q = 10q0



































(d) ω = ω0




































(e) q = q0



































(f) ω = 100ω0
Figure 5.2: The variation of S-wave velocity with water saturation for a range of frequen-
cies and the patch parameters q in the absence of fractures.
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(a) q = 1






































(b) ω = 0







































(c) q = 10q0






































(d) ω = ω0







































(e) q = q0






































(f) ω = 100ω0
Figure 5.3: The variation of S-wave attenuation with water saturation for a range of fre-
quencies and the patch parameters q in the absence of fractures.
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5.4 Numerical example- the presence of fractures
In the presence of aligned meso-scale fractures, the medium is expected to show frequency-
dependent anisotropy. I now introduce a set of fractures with density 0.05 and length 10
cm. According to equation 4.39, the fracture related reference frequencyω′0 is much lower
than ω0 since the fracture length a f is supposed to be much larger than the grain size ς.
Therefore, in the anisotropic case I proceed the numerical analysis by using frequencies
relative to ω′0.
5.4.1 Saturation effects on S-wave anisotropy
Since quasi S-wave and pure S-wave travels at different velocities, S-wave splitting occurs
when a polarized S-wave propagates through a TI medium. Figure 5.4 shows the variation
of SWS with water saturation for a range of parameters q and frequencies. Propagation is
at 70 degrees to the fracture normal. It is clear that SWS decreases with the increase of
frequency. In the isotropic case (Figure 5.1b), I show that the shear modulus is unaffected
by fluid at zero frequency. This is no longer the case for the anisotropic case where evident
dependence of SWS on water saturation and the patch parameter q can be observed even
at zero frequency (Figure 5.4b). Such fluid dependence arises from the compressibility
effect of the water-CO2 mixture as the Quasi-shear wave compresses the fractures. The
magnitude of SWS also decreases with the increasing patchiness of two immiscible fluids.
At zero frequency (Figure 5.4b), the uniform saturation case (i.e., q = 1) shows an abrupt
drop of SWS as it approaches full water saturation. This may no longer be observed in
the patchy saturation case since the variation curves could become smooth. At very high
frequencies (e.g., 100ω′0 Figure 5.4f), the results are reversed as the abrupt change occurs
for the patchy saturation case near full CO2 saturation. At intermediate frequencies (e.g.,
ω′0 Figure 5.4d), I show observable non-monotonic behaviour of SWS with respect to
changes in water saturation. While SWS generally decreases with water saturation, it
may start to increase with water saturation due to the impact of relative permeability and
patch effects on lowering the characteristic frequency.
Figure 5.5 shows the variation of SWS with frequencies at different water saturations.
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(a) q = 1




































(b) ω = 0





































(c) q = 10q0




































(d) ω = ω′0





































(e) q = q0




































(f) ω = 100ω′0
Figure 5.4: The variation of SWS with water saturation for a range of frequencies and
the patch parameters q in the presence of fractures. Propagation is at 70 degrees to the
fracture normal.
It is clear that SWS decreases with frequency. For the uniform saturation case, increasing
water saturation generally results in a decreasing SWS. For the patchy saturation case,
there can be certain points where SWS starts to increase with water saturation (e.g., at
ω′0). The presence of patchiness could also lead to a lower characteristic frequency where
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the dispersion occurs. This effect has been more clearly explained in Figure 4.4 where
the characteristic frequency depends on both water saturation and the patch parameter q.
At intermediate water saturations, the characteristic frequency is more sensitive to q than
it is at high or very low water saturations. As q goes lower, it is more likely that the




































































































































































































































































































































(f) q = q0
Figure 5.5: The variation of SWS, Quasi S-wave velocity and Pure S-wave velocity with
frequency at various water saturations and q values. Propagation is at 70 degrees to the
fracture normal. The dashed line represents the fracture-scale frequency ω′0, and the dot-
ted line represents the grain-scale frequency ω0.
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5.4.2 Saturation effects on P-wave anisotropy
In section 5.4.1, I have studied the the effects of partial saturation on S-wave anisotropy
in which a S-wave splits into quasi and pure S-waves as it travels through a TI medium.
I show that the influence of relative permeability and patchy saturation on lowering the
characteristic frequency at intermediate saturations could lead to non-monotonic behaviour
of SWS with respect to changes in water saturation. Here I study how such effects could
also affect P-wave anisotropy by considering the same porous rock which is saturated by
water and supercritical CO2. The parameters are given in Table 4.1. The velocity of quasi
P-wave is calculated by equation 2.9.
Figure 5.6 shows the variation of qP-wave with frequency, with disperison occurs
around two characteristic frequencies ωm and ω f . For propagation parallel to the frac-
tures, Chapman (2003) showed that the qP-wave is unaffected by the presence of fractures
below the characteristic frequency. This is still true for a partially saturated rock in the as-
sumption of uniform saturation (q = 1), as shown in Figure 5.6a. The presence of patchy
saturation (Figures 5.6b and 5.6c), however, leads to qP-wave dispersion around the char-
acteristic frequency ω f , and the water saturation effects become distinctive in comparison
to the uniform saturation case. For propagation perpendicular to fractures, the patchy and
squirt effects are more significant. Below the characteristic frequencyω f , the qP-wave ve-
locity is much lower than that for propagation parallel to fractures. At higher frequencies,
the two velocities become identical at full water saturation, but show a slight difference
at partial saturations. As the patch parameter q approaches the extreme value q0, the qP-
wave curves at partial saturations can go higher than that at full saturation, demonstrating
a non-monotonic variation of qP-wave velocity with water saturation.
Figure 5.7 displays the angular variation of qP-wave velocity for a range of satura-
tions and patch parameters q. At low or intermediate frequencies (e.g., ω = 0, ω = ω′0),
qP-wave velocity increases with the increase of angle from 0 to 90 degrees. At very high
frequencies (e.g., ω = 100ω′0), the angular variation is relatively less great and could
become non-monotonic. Patchy saturation also tends to amplify the velocity. The exact
variation of qP-wave velocity with water saturation is displayed in Figure 5.8. Overall,
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P-wave velocity increases with water saturation due to the stiffening effect of fluid mix-
ture, but could also decrease with water saturation due to the effect of patchy saturation
on lowering the characteristic frequency at intermediate water saturations. Such non-
monotonic variation is demonstrated in Figure 5.8d where the frequency is at ω′0 and the


















































































































































































































































































(c) q = q0
Figure 5.6: The variation of Quasi P-wave velocity with frequency for a range of water
saturations and the patch parameters q in the presence of fractures. On the left is propa-
gation normal to fractures. On the right is propagation parallel to fractures.
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(a) q = 1. left: ω = 0; middle: ω = ω′0; right: ω = 100ω
′
0






































































































(b) q = 10q0. left: ω = 0; middle: ω = ω′0; right: ω = 100ω
′
0






































































































(c) q = q0. left: ω = 0; middle: ω = ω′0; right: ω = 100ω
′
0
Figure 5.7: The variation of Quasi P-wave velocity with angle for a range of water satu-
rations and the patch parameters q in the presence of fractures. On the left is zero wave














































(a) q = 1









































(b) ω = 0










































(c) q = 10q0









































(d) ω = ω′0










































(e) q = q0









































(f) ω = 100ω′0
Figure 5.8: The variation of Quasi P-wave velocity with water saturation for a range of
frequencies and the patch parameters q in the presence of fractures. Propagation is along
the fracture normal.
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5.5 The impact of relative permeability
In place of defining an explicit relative permeability model, I could alternately define a
class of effective fluid models where fluid mobility is simply averaged (through an ef-








(1 − S w) Mg. (5.3)
Figure 5.9 compares the results from such an approach to those from the relative per-
meability model. In the case where the relative permeability effect is ignored, increasing
water saturation would mainly lead to a stiffening effect that results in a monotonic in-
crease in shear modulus and a decrease in SWS. Considering relative permeability, the
effective fluid mobility would be lowered at intermediate saturations, leading to a lower
characteristic frequency that gives rise to stronger dispersion on the elastic moduli. This
leads to non-monotonic variations with respect to fluid saturation, and implies that inver-
sion problem for monitoring fluid saturation from frequency-dependent anisotropy could
be non-unique when relative permeability effects are important.









































































Figure 5.9: The variation of (a) shear modulus and (b) SWS with water saturation for a
range of q values at the reference frequency ω0. The red curves represent the case with
relative permeability effects; The blue curves represent the case given by equation 5.3
without relative permeability effects.
In my earlier derivation, I used the same relative permeability model for the grain-





being the normalized fracture size (see equation 4.39). Such rela-
tionship has previously been used as the basis for estimating fracture size from frequency-
dependent seismic data (Maultzsch et al., 2003a). Recently, it has been suggested that the
presence of fractures in a water-gas saturated rock could significantly affect the relative
permeability behaviours (Lu et al., 2016). Laboratory measurement by Falcon-Suarez et
al. (2018) also shows that fractures tend to significantly reduce relative permeabilities of
the brine-CO2 system. It would therefore be ambiguous to relate fracture size with the
ωm
ω f
ratio. Such effect was neglected in this thesis as I only choose a single relative per-
meability model for all inclusions. The potential impact of such fracture related relative
permeability variations within the model could be addressed in the future by considering
alternative relative permeability models such as the Brooks–Corey model.
5.6 Modelling experimental results
Controlled laboratory experiments on samples with well-defined physical or structural
properties are often carried out for the development or validation of theoretical mod-
els. In order to improve the understanding of partial saturation effects on frequency-
dependent anisotropy, a number of laboratory measurements have been conducted on syn-
thetic silica-cemented sandstones containing aligned penny-shaped fractures (Amalokwu
et al., 2014, 2015; Falcon-Suarez et al., 2019). These samples were manufactured at the
National Oceanography Centre, Southampton (NOCS). They were made from a mixture
of sand, kaolinite and sodium silicate gel following the method of Tillotson et al. (2012).
Penny-shaped voids were created by arranging a pre-determined number of aluminium
discs (leached out using acid after the rock solidifies) of 2 mm diameter and 0.2 mm
thickness on successive 4 mm layers of sand mixture (Amalokwu et al., 2014). Fracture
density, size and aspect ratio were then determined from X-ray CT scan images. The
petrophysical properties of the synthetic sample are provided in Tillotson et al. (2012). In
the following sections, I model these experimental results of partial saturation effects on
P- and S-wave anisotropy using the derived squirt-patchy theory.
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5.6.1 Case one: water/air saturations
Amalokwu et al. (2014) investigated the effects of water/air saturation on SWS through
experimental measurements on the synthetic sandstone containing fractures aligned at 45
degrees to the fracture normal. The measured results show SWS being fairly constant
between S w = 0 − 0.7, and decreasing as it approaches full water saturation. Amalokwu
et al. (2014) combined the partial saturation model of White (1975) and the single-fluid
squirt model of Chapman (2003) to explain this saturation dependence, and discussed
the importance of wave-induced fluid flow mechanisms due to the presence of partial
liquid/gas saturation and fractures.
Here I attempt to model their experimental results by using my unified squirt-patchy
theory. According to equation 4.50, the stiffness tensor consists of the isotropic c0 (λ, µ)
of the matrix and additional corrections associated with c1, c2, c3 from pores, microcracks
and fractures. These require an estimation of the grain moduli λ and µ, which have to be
fitted to achieve agreement with background velocities. Chapman et al. (2003) pointed
out the inconvenience of specifying these moduli, and proposed to estimate the Lamé
parameters λ0 and µ0 assuming that V0P, V
0
S , ρ
0 at some frequency f0 are known from the
isotropic unfractured rock, i.e.,
λ0 = V0P
2
ρ0 − 2µ0; µ0 = V0S
2
ρ0. (5.4)
The practical version of the model can then be written as





















where the reference constants Λ and Υ are given by









where Φc,p representing perturbations from microcracks and pores.
Figure 5.10 shows the fitting model for SWS at 45 degrees to fracture normal. The
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Table 5.1: Common parameters for modelling experimental data used by Amalokwu et al.
(2014) and this work. The use of White’s mixing law is replaced with the consistent
squirt-patchy model in this work.
V0P (m/s) 3250 Porosity (unfractured) 30.43%
V0S (m/s) 2200 Crack density 0
ρ0 (Kg/m3) 1800 Aspect ratio 0.088
Measurement frequency (kHz) 650 Solid density (Kg/m3) 2590
Fracture density 0.0298 Fracture length (m) 0.005
Water viscosity (Pa.s) 1.0 × 10−3 Air viscosity (Pa.s) 2.0 × 10−5
Water density (Kg/m3) 1000 Air density (Kg/m3) 1.2
Water modulus (Pa) 2.25 × 109 Air modulus (Pa) 1.0 × 105
modelling parameters are displayed in Table 5.1, which are inferred from Amalokwu
et al. (2014) and Amalokwu et al. (2016). By matching measurements on the unfractured
sample and SWS on the fractured rock at dry condition, I use the reference parameters
V0P = 3250 m/s, V
0
S = 2200 m/s and ρ
0 = 1800 Kg/m3 to derive the Lamé parameters as
λ0 = 1.59 GPa and µ0 = 8.71 GPa. In the case of high porosity, crack density can be set
to zero as has been shown by Chapman et al. (2003). I then scan through the combina-
tions of the characteristic frequency ω′0 at full water saturation and the non-dimensional
parameter q to calculate the L2 norm (misfit) of the errors between the data and the model
predictions. From Figure 5.10a, the minimum misfit is achieved by taking ω/ω′0 = 0.45
and q = 0.004, respectively. The corresponding relaxation time is 1.7 × 10−8s, which is
close to the value given by Amalokwu et al. (2014). The intermediate value of q suggests
contribution from patch effects. Figure 5.10b shows the best fitting curve. The decreasing
SWS trend observed by Amalokwu et al. (2014) can therefore be well modelled using my
theory by considering the coupling of squirt and patchy mechanisms.
Amalokwu et al. (2015) continued to measure water/air saturation effects on P-wave
anisotropy using octagonal samples synthesized by Tillotson et al. (2014), the manufac-
turing process of which is essentially the same to that by Tillotson et al. (2012). X-ray CT
scan image shows that the fracture density is 0.0314± 0.0059, the mean fracture radius is
2.91 ± 0.06 mm, and the total porosity is 33%. Similarly, I follow the modelling scheme
shown above to achieve a good fitting with P-wave measurements taken at 0◦, 45◦ and
90◦ to fracture normal. Figure 5.11 displays the fitting results of P-wave moduli changing
75
(a) (b)
Figure 5.10: Model fit to the SWS trend measured by Amalokwu et al. (2014). (a) Misfits
between data and model predictions at various combinations of ω′0 and q. The location
of the minimum misfit is labelled with white circle; (b) Best fitting curve to the measured
SWS.
with water saturation. The crack density has to be as high as 0.16 in this case to account
for dispersion close to full saturation. ω/ω′0 and q are determined as 0.29 and 0.0002.
This again indicates coupled squirt and patchy effects.

































Figure 5.11: Fitting curves for P-wave moduli varying with water saturation measured by
Amalokwu et al. (2015).
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5.6.2 Case two: brine/CO2 saturations
In order to understand the effects of fractures and fluid during and after CO2 injection in
fractured CCS reservoir, Falcon-Suarez et al. (2019) performed a Brine-CO2 flow-through
(BCFT) test on the synthetic sample used by Amalokwu et al. (2014) under realistic ge-
ological conditions of confining (40 MPa) and pore (10 MPa) pressure. The BCFT pro-
cedure was described by Falcon-Suarez et al. (2017), which in this experiment contains a
drainage stage with brine/CO2 flow increasing from 100 : 0 to 0 : 100 by steps of 20%
followed by an imbibition stage where the original brine was forced to flow back. The
maximum CO2 saturation achieved in the BCFT is below 60% due to the capillary effects
of the wetting phase (brine). This is in agreement with most of the previous water-CO2
drainage tests in sandstones (Burnside and Naylor, 2014). Figure 5.12 shows the results
of P- and S-wave velocities varying with the change of brine saturation. The injection of
CO2 into a fully saturated rock generally leads to a decrease in P-wave velocity due to the
fluid stiffening effect (Domenico, 1976). In this experiment they show an increase which
is in contrast to conventional understanding of saturation effects. From the perspective
of the squirt-patchy theory derived in Chapter 4, such non-monotonic variation could be
explained by the strong dispersion resulted from the effects of patchy saturation and low
fluid mobility on lowing the characteristic frequencies. The experiment also shows fairly
constant S-wave velocities, demonstrating minimal dispersion effects on shear properties.
I now use the squirt-patchy theory to interpret these experimental results. I intend
to model the P- and S-wave results simultaneously. Chapman (2003) has shown that the
quasi S-wave is more sensitive to dispersion than the pure S-wave, and could be either
the fast (S1) or the slow (S2) wave depending on the frequency. I notice that the measured
S2 wave velocities are slightly decreasing with brine saturation due to the density effect
and shows minimal dispersion. In contrast, the S1 wave shows a slight increase with
saturation, demonstrating a potential dispersion effect. I therefore assume that the faster
S1 wave is the quasi S-wave and the slower S2 wave is the pure S-wave. The measurement
frequency in this case should be higher than the fracture-scale characteristic frequency,
which means that there is merely contribution from the fracture-induced dispersion. I
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Figure 5.12: P- and S-wave velocities for the whole range of brine saturation measured
from the Brine-CO2 flow-through test in fractured sandstone. Solid and empty symbols
indicate drainage and imbibition conditions, respectively.
therefore set the ratio between the two characteristic frequencies as
ωm
ω f
= 1000. I also
notice a strong stiffening of P-wave velocities at around 80% brine saturation, which could
be a result of the effect of relative permeability and patchy saturation on reducing the
characteristic frequencies. To account for such effect, I choose to use the Brooks-Corey




The residual water saturation is set to be zero for simplification. The patch parameter is
chosen as q = 2q0. The measurement frequency could therefore be within a range close to
the micro-scale characteristic frequency ω0, as is illustrated by the shaded area in Figure
5.13a.
Due to the lack of measurements on isotropic unfractured sample, I choose to estimate
the grain moduli λ and µ by fitting the P-, S1- and S2-wave velocities simultaneously using
the squirt-patchy theory in which the measurement frequency is constrained close to ω0
such that the quasi S-wave is the faster S1 wave and the pure S-wave is the slower S2 wave.
By applying a least-square algorithm to fit velocities at full saturations for the BCFT
measurements, I invert λ and µ as 13.1 GPa and 21.9 Gpa. The fracture density and crack
density are determined as 0.04 and 0.015, respectively. Although the synthetic sandstone
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Figure 5.13: (a) The characteristic frequencies of the Brine-CO2 saturated sample; (b)




Table 5.2: Parameters used for modelling the measurements by Falcon-Suarez et al.
(2019).
λ (Pa) 1.31 × 1010 Porosity 27.3%
µ (Pa) 2.19 × 1010 Crack density 0.015
Measurement frequency (kHz) 600 Solid density (Kg/m3) 2590
Fracture density 0.04 Aspect ratio 10−4
Brine viscosity (Pa.s) 1.2 × 10−3 CO2 viscosity (Pa.s) 8.1 × 10−5
Brine density (Kg/m3) 1050 CO2 density (Kg/m3) 800
Brine modulus (Pa) 2.4 × 109 CO2 modulus (Pa) 0.2 × 109
is the same as used by Amalokwu et al. (2014), I notice that the porosity is measured by
Falcon-Suarez et al. (2019) as 27.3%, which is different to that used by Amalokwu et al.
(2014). This could be a result of repeated sample preparation and pressure cycling. A full
list of petrophysical parameters used for the modelling are provided in Table 5.2.
Figure 5.14 shows the fitted model to the P-wave velocities at various frequencies
relative to ω0. The solid curve denotes fitting results based on the uniform saturation
assumption, which shows a proper agreement with the imbibition results but clearly un-
derestimates velocities from the drainage tests. A good fit to the drainage results can be
achieved with the consideration of patchy saturation. Particularly, the velocity jump at
around 80% brine saturation can be well explained by the effects of patchy saturation
and relative permeability effects on giving rise to a stronger dispersion. Figures 5.15 and
5.16 are the fitting results to the S1 and S2 velocities and the corresponding SWS. Within
the specified micro-scale frequency range, the squirt-patchy theory predicts that the shear
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properties are much less sensitive to fluid saturation compared to P-waves. This is fairly
supported by the laboratory measurements.





































Figure 5.14: Model fit to P-wave velocities varying with brine saturation measured by
Falcon-Suarez et al. (2019).




































Figure 5.15: Model fit to S-wave velocities varying with brine saturation measured by
Falcon-Suarez et al. (2019). The red symbols indicate the faster S1 wave data, and the
blue symbols indicate the slower S2 wave data.
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Figure 5.16: Model fit to SWS varying with brine saturation measured by Falcon-Suarez
et al. (2019).
5.7 Conclusion
I have shown how P- and S-wave properties of a fractured rock saturated with two immis-
cible fluids can be influenced by coupled squirt and patch effects. The effects of relative
permeability could lead to non-monotonic behaviour of shear properties and P-wave ve-
locities with respect to changes in water saturation, which may complicate the inversion
of fluid content from seismic data. While the squirt and patch effects on shear properties
are weaker than that on bulk properties, the impact on SWS in fractured rocks is poten-
tially significant. Patchy saturation tends to reduce SWS due to its effect on lowering the
characteristic frequency at intermediate saturations. The theory conveniently models re-
cent experimental data, emphasising the requirement to include coupled squirt and patch






Abstract: Seismic anisotropy has widely been used for the characterization of fractures
in a reservoir. Recent work has demonstrated the effect of seismic dispersion on pro-
ducing a frequency-dependent reflection coefficient, which can be important in fracture
characterization since large fractures often lead to frequency-dependent anisotropy. In
this chapter, I use the squirt-patchy theory derived in Chapter 4 to examine the impact
of anisotropic dispersion on P-wave reflections based on an HTI sand model overlaid by
VTI shale. Although VTI in the overburden does not lead to azimuthal anisotropy, its
effect on angle dependence could significantly affect the azimuthal AVO responses at far
offsets. I show a modest effect on the amplitude and large effect on the phase, the latter
of which could even be mistaken for azimuthal velocity variations. I present a Bayesian
inversion based on a forward modelling technique aimed at recovering water saturation,
fracture density and fracture length of a HTI sand. The results show potential of using




The detection of fractures in a reservoir is of great interest because fracturing can signifi-
cantly affect fluid flow during hydrocarbon production. Studies on the variation of P-wave
reflectivity with azimuth and offset have gained much attention since it can be analysed
to determine the orientation and density of fractures (e.g., Lynn et al., 1995; Rüger, 1998;
Hall and Kendall, 2003). However, the estimation of fracture sizes from P-wave reflection
remains to be a challenge since conventional seismic anisotropy is considered insensitive
to the fracture length (Hudson, 1981; Liu et al., 2000).
It is known that the presence of fractures in a reservoir often leads to frequency-
dependent anisotropy (FDA), which has been observed by Marson-Pidgeon and Savage
(1997), Chesnokov et al. (2001) and Al-Harrasi et al. (2011). A vast literature also exits
on the development of rock physics theories that describe such fracture-induced disper-
sion (e.g., Chapman, 2003; Gurevich, 2003; Brajanovski et al., 2005; Liu et al., 2006;
Chapman, 2009; Jakobsen and Chapman, 2009; Guo et al., 2017; Collet and Gurevich,
2016). During the past decade, increasing attention has been paid to the potential effect of
frequency-dependence on reservoir characterization, suggesting a frequency-dependent
reflection coefficient that could be potentially important (Chapman et al., 2006; Odebeatu
et al., 2006; Ren et al., 2009; Innanen, 2011; Liu et al., 2018). Particularly, the attention
has been focused on the detection of fluid saturation. Wu et al. (2014) proposed a method
to estimate gas saturation from pre-stack seismic data in a partially saturated sand based
on frequency-dependent reflectivity and rock physics theory. Jin et al. (2017) extended
the method to a thin-layer case by incorporating frequency-dependent reflectivity into
convolutional modelling, which allows them to synthesize forward seismic traces from
well logs and investigate the effects of seismic dispersion on waveforms. These studies
assumed the absence of fractures and therefore are limited to isotropic reservoirs.
In the presence of fractures, the use of anisotropic dispersion has shown potential
for accurately characterizing fracture properties. A majority of studies take advantage of
shear-wave splitting (e.g., Maultzsch et al., 2003a; Al-Harrasi et al., 2011) and attenua-
tion (Chapman, 2003; Chichinina et al., 2006; Liu et al., 2007; Wang et al., 2015; Ekanem
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et al., 2016), while less attention has been paid to the impact of FDA on azimuthal P-wave
reflections. Ali and Jakobsen (2011) studied the influence of multiple fracture sets on
frequency-dependent P-wave velocities. Ali and Jakobsen (2014) investigated the poten-
tial use of frequency-dependent azimuthal P-wave reflection data for the determination of
effective permeability in a fractured reservoir. However, these studies mentioned above as
well as most of current theories have been limited to the single fluid assumption, despite
the fact that almost all reservoirs are partially saturated. Considering these issues, in this
Chapter I investigate the impact of partial saturation on anisotropic P-wave dispersion us-
ing the theory derived in Chapter 4, which quantitatively describes the coupled squirt and
patch effects on FDA in a fractured rock saturated by two immiscible fluids. I also study
how such effects influence azimuthal P-wave reflections, as deviations from the elastic
assumption could potentially affect the interpretation of seismic data and the accuracy of
fracture characterization.
In this Chapter, I develop a convolutional FDA modelling by extending the method
of Jin et al. (2017) to anisotropic case and investigate the influence of FDA on azimuthal
P-wave reflection based on an HTI sand model overlaid by an elastic shale. The results
suggest that the main impact of FDA is on azimuthal phase, and the presence of transverse
isotropy with vertical symmetry axis (VTI) in the overlying shale could significantly affect
the azimuthal behaviour of frequency-dependent AVO responses. Recognizing the impact
of seismic dispersion in fractured media could potentially help differentiate between large-
scale and micro-scale fractures.
I start by introducing the calculation of frequency-dependent reflection coefficient in
partially saturated rock with aligned fractures modelled by the derived squirt-patchy the-
ory. I then review the convolutional modelling generalized by Jin et al. (2017) for the
computation of synthetic seismic traces. I base the frequency-dependent azimuthal AVO
study on the Class I model of Rutherford and Williams (1989) where I consider the over-
lying shale being either isotropic or anisotropic (VTI). Phase variations with both inci-
dence and azimuth angles are particularly investigated. Finally, I consider a model-based
Bayesian inversion to recover the water saturation, fracture density, and fracture length of
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the dispersive target. The results show potential of using pre-stack reflection data to re-
cover water saturation and to differentiate between large-scale and micro-scale fractures.
6.2 Theory and methods
6.2.1 Calculation of reflection coefficients in anisotropic media
The exact calculation of the amplitudes of reflected and transmitted plane waves from both
incident P- and S-waves at an interface between two elastic media is given by Zoeppritz
equations. The presence of dispersion and anisotropy in the media suggests that the re-
flectivity can be frequency dependent. In this study, the reflection coefficient is calculated
by incorporating the derived squirt-patchy theory into Zoeppritz equations generalized by
Schoenberg and Protázio (1992).
Assuming the anisotropic medium has a horizontal plane of symmetry parallel to the
x1 − x2 plane (i.e., the medium is at least monoclinic), let x3 = 0 be the horizontal inter-
face between two half spaces. In order to study the wave propagation, it is necessary to
calculate the vertical and horizontal slowness, as well as the polarizations of the ray. To
simplify the problem from the perspective of Snell’s law, the horizontal components of
slowness are assumed to be real and constant in all layers, which may correspond to flat
sequences and the source being placed in an elastic layer. Let the incident wave in the
upper elastic medium be specified with angle of incidence θ and azimuth φ, the direction
of propagation can be expressed as
n =

sin θ cos φ
sin θ sin φ
cos θ
 . (6.1)







where ρ is the density of the rock, and χ is taken as the real part of the smallest eigenvalue
of the matrix ci jklnink (Chapman and Liu, 2003). The slowness vector is then given by
s = ξn. (6.3)
The horizontal slowness s1 (in the x1 direction) and s2 (in the x2 direction) are there-
fore
s1 = ξsin θ cos φ; s2 = ξsin θ sin φ. (6.4)
Keeping s1 and s2 constant for all waves interacting at the interface, the next steps are
to calculate the vertical slowness and polarizations of the ray, which can be determined
from the frequency-dependent elastic moduli by solving the equations of motion.
In the general three dimensional case, the displacement of the harmonic plane wave






 exp iω (s1x1 + s2x2 + s3x3 − t) (6.5)
where e1, e2 and e3 represent polarizations, and s3 is vertical slowness.








where ρ is the density, u is the displacement, and ci jkl represents the elastic stiffness tensor.
Substituting equation 6.5 into equation 6.6 gives
ρui = Γikuk (6.7)
where Γik = ci jklsls j is defined as Christoffel matrix. It is clear that Christoffel matrix
plays the role of linking elastic moduli with horizontal and vertical slowness.
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Equation 6.7 can be rewritten as
(ρδik − Γik) uk = 0 (6.8)
by introducing the Kronecker parameter, which is expressed as
δik =

1 i = k
0 i , k
. (6.9)
The relationship between the vertical slowness s3 and elastic moduli ci jkl (ω) can there-
fore be obtained by solving the equation
|ρδik − Γik| = 0 (6.10)
of which the eigenvalues are squared solutions of vertical slowness s3p , s3s and s3t for
quasi-P wave, the first arriving quasi-S wave, and the last arriving quasi-S wave respec-
tively, and the associated eigenvectors are corresponding polarizations ep , es and et .
As the waves propagate through the horizontal interface x3 = 0, there are two bound-
ary conditions that must be obeyed. The first one is the continuity of displacement, and
the second one is the continuity of traction.
According to the solution of wave equation, the displacement field in the upper layer
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where ip, rp, is, rs, it, and rt are amplitudes of the incident quasi-P wave, reflected quasi-P
wave, incident fast quasi-S wave, reflected fast quasi-S wave, incident slow quasi-S wave,
and reflected slow quasi-S wave respectively. In the case where there is only incident
P-wave, is and it can be set to be zero.



























where tp, ts and tt are amplitudes of the transmitted quasi-P, fast quasi-S and slow quasi-S
waves, and all other primed parameters have the same meanings as the normal ones in
equation 6.11.
The stress traction is defined by
Ti = σi jn̂ j (6.13)
where n̂ j is the unit normal vector of the surface that the traction acts on, and σi j is
the stress tensor. By expending equation 6.13, the traction on the horizontal plane (i.e.,
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where n1 and n2 are zero (because traction is on the constant x3 plane), and n3 has to be












where σ13, σ23 and σ33 are rewritten as σ5, σ4 and σ3 according to the abbreviated Voigt








According to Hooke’s law, the stress σi j is proportional to the strain εkl, which can be
further related to the displacement vi by equations







where the comma , denotes partial derivative. Hence, the traction fields can also be written
in a similar form as equation 6.11 and 6.12 from the above stress-strain-displacement
relationship.
To simplify the displacement and traction fields as matrix forms, Schoenberg and
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where ci j are the elastic moduli with abbreviated Voigt notation which can be estimated
from the squirt-patchy model given by equation 4.50.
Let the upper layer be characterized by impedance matrices X and Y, and the lower
layer be associated with X′ and Y′, which have the same forms as equations 6.18 and
6.19 but with the elements being primed parameters, the frequency-dependent reflection









RPP RS P RT P
RPS RS S RTS
RPT RS T RTT
 . (6.20)
The P-to-P reflection coefficient at frequency ω is given by RPP from the solution of
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equation 6.20. In this case, the P-to-P reflection coefficient is frequency dependent and
complex.
6.2.2 Forward modelling of seismic reflections in anisotropic disper-
sive media
In section 6.2.1, the frequency-dependence of the reflection coefficients is modelled by
using the squirt-patchy theory derived in Chapter 4 that calculates frequency-dependent
elastic constants. Jin et al. (2017) proposed a method to incorporate frequency-dependent
reflectivity into convolutional modelling for the calculation of synthetic angle-domain
seismic traces. Following Jin et al. (2017), I model the single-interface seismic traces in
the angle- and azimuth- time domain according to the equation
x (θ, φ, t) = F −1
[
W (ω) R (θ, φ, ω)
]
(6.21)
where W (ω) is the source wavelet w (t) in frequency domain, R (θ, φ, ω) is the frequency-
dependent reflection coefficient at the interface, and F −1 denotes the inverse Fourier
transform.
6.3 Frequency-dependent azimuthal AVO
I now study the effect of FDA on azimuthal P-wave reflection by considering the Class
I example of Rutherford and Williams (1989). Table 6.1 displays the parameters for the
model, which consists of a gas sand reservoir overlaid by shale. The sand is saturated
by the same fluids (i.e., water and supercritical CO2) in Table 4.1. The velocities repre-
sent the measurements from the unfractured rock. I choose this model because Sayers
and Rickett (1997) showed that the fractures have the strongest effect when the sand has
higher acoustic impedance than the overlying shale. They investigated the azimuthal vari-
ation of AVO response based on this model by introducing anisotropy in the sand while
assuming the shale being isotropic. They characterized the fractures by using the normal
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and tangential compliances ZN and ZT (Schoenberg and Sayers, 1995), which allowed the
calculation of frequency-independent reflectivity parallel and perpendicular to the strike
of fractures. The results suggested that the effect of fractures on the top sand reflection
only becomes noticeable at very large angles.
Table 6.1: The modified Class I model of Rutherford and Williams (1989) characterized









Shale 3300 1700 2350 Elastic
Thomsen’s parameters (VTI)
ε = 0.1
(a) δ = 0.1
(b) δ = −0.1
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In reality, shale often shows intrinsic anisotropy due to preferentially alignment of
clay particles. It is also known that the presence of large fractures in a reservoir often
leads to FDA. Under these circumstances, I consider scenarios where the elastic shale
is transversely isotropic with vertical axis of symmetry (VTI) and the dispersive sand
has vertically aligned fractures which show transverse isotropy with horizontal axis of
symmetry (HTI). I use Thomsen’s parameters ε and δ to characterize the VTI shale and
use the squirt-patchy model to describe frequency-dependence of the HTI sand. Figure
6.1 shows the effects of VTI in the overlying shale on elastic azimuthal AVO curves under
various Thomsen’s parameters. Both shale and sand are assumed to be elastic. The blue
solid curves represent the results for the isotropic overlying shale, which are consistent
with Sayers and Rickett (1997). In the following studies, I characterize the VTI shale
by using two sets of Thomsen’s parameters ε = 0.1; δ = 0.1 and ε = 0.1; δ = −0.1
respectively and compare to the results based on the isotropic shale assumption.
The approach of calculating reflection coefficient from Zoeppritz equations and the
squirt-patchy theory allows the parameterisation of fracture density and fracture length.
In current literature (e.g., Chapman, 2003), the timescale parameter τwas used as 2×10−5,
which corresponds to a characteristic frequency ω0 = 5×104 Hz. Assuming the grain size
ς = 2 × 10−4 m and the fracture size a f = 1 m, the fracture-scale characteristic frequency
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Figure 6.1: Azimuthal AVO responses at an interface separated by VTI shale and HTI
sand for a range of Thomsen’s parameters. (a) The azimuth is 0 degree; (b) The azimuth
is 90 degrees.
ω0
′ is calculated as 10 Hz. I would therefore expect velocity dispersion to occur within the
seismic frequency range in the presence of large fractures. The squirt-patchy theory also
suggests that the fracture length plays an important role in controlling the range where
dispersion occurs. Figure 6.2 demonstrates this effect on frequency-dependent P-wave
reflection by varying the fracture length in the sand from 0.1 mm to 10 m. The P-wave
reflection is calculated at the incidence angle of 45 degrees and azimuth of 0 degree.
For grain-scale microcracks (e.g., 1 mm), there is no dispersion in the seismic frequency
range, and the fractured gas sand is equivalent to the elastic medium considered by Sayers
and Rickett (1997). For large-scale fractures (e.g., 1 m), the gas sand exhibits strong FDA
in the seismic frequency range.
To demonstrate the azimuthal dependence of P-wave reflections, I first consider the
case where the fractured sand is elastic (i.e., the frequency-independent micro-scale crack
case). Figure 6.3 displays the influence of VTI anisotropy in the overlying shale to the
AVO responses for acquisitions with azimuth varying from 0 to 90 degrees. In the case
of isotropic shale, the results are consistent with Sayers and Rickett (1997), where po-
larity changes of reflection occur at certain angles of incidence which are often refered
to as reversal angles. The amplitude of reflectivity becomes zero and the phase jumps
between 0 degree and 180 degrees discontinuously at the reversal point. The introduction
of VTI influences the dependence of reflectivity on the angle of incidence (Rüger, 1997;
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Figure 6.2: The influence of fracture length to frequency-dependent anisotropy. (a) Shear-
wave anisotropy as a function of frequency for various fracture sizes. The propagation is
75 degrees to the fracture normal. (b) P-wave reflectivity as a function of fracture size
for various frequencies. The angle of incidence is 45 degrees and the propagation is
perpendicular to fractures.
Tsvankin, 2001). Figure 6.3b compares the AVO responses at zero azimuth for various
Thomsen’s parameters of the shale. The presence of VTI anisotropy changes both rever-
sal angles and the far-offset reflectivities. Such difference can be well illustrated by the
corresponding angle-domain seismic traces in Figure 6.6a where the source is a Ricker
wavelet with 40 Hz peak frequency. The red line represents the location of the interface.
Although VTI does not give rise to azimuthal anisotropy in the overlying shale, its ef-
fect on angle dependence could further affect the azimuthal anisotropy of AVO responses
at the VTI-HTI interface. As a result, the multiple polarity changes may no longer be
observed as the azimuthal angle increases (Figure 6.3c). Although my results in Figure
6.3a agree with Sayers and Rickett (1997) in that the azimuthal anisotropy only become
noticeable at very large angles, the presence of VTI in the overlying shale could lead to a
much weaker azimuthal variation of reflectivity compared to results based on the isotropic
shale assumption (Figures 6.3d and 6.3e).
I now investigate the effects of frequency-dependence in the HTI sand on the az-
imuthal AVO responses. Both isotropic and VTI overlying shales are considered. Figure
6.4 displays the variation of P-P reflectivity, which is the norm of the complex-valued
reflection coefficient, with angle of incidence and azimuth at various frequencies. Again,
significant azimuthal effects only occur at large angles of incidence. In the isotropic and
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Figure 6.3: (a) The variation of P-P reflectivity with angle of incidence and azimuth from
the top of sand for a range of Thomsen’s parameters of the VTI shale; (b) The variation
of reflection coefficient with angle of incidence at 0-degree azimuth; (c) The variation
of reflection coefficient with angle of incidence at 90-degree azimuth; (d) The variation
of reflection coefficient with azimuth at 30-degree angle; (e) The variation of reflection
coefficient with azimuth at 30-degree angle. The HTI sand is frequency independent.
VTI (ε = 0.1; δ = −0.1) shale cases shown in Figures 6.5a and 6.5b, the reflectivities at
various frequencies do not reduce to zero, and the phase variations appear to be contin-
uous. The corresponding pre-stack seismic traces therefore show strong phase variations
with the increase of incidence angle (Figure 6.6b). The influence of dispersion is negli-
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gible at small angles. For angles larger than 30 degrees, a more gradual variation in both
amplitude and phase can be observed from the frequency-dependent case. In comparison
to results shown in Figures 6.5a and 6.5b, phase variation in the VTI (ε = 0.1; δ = 0.1)
case (Figure 6.5c) becomes less significant at large angles, as one can hardly observe
noticeable phase effects on the seismic traces shown in the bottom of Figure 6.6b.
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Figure 6.4: The variation of P-P reflectivity with angle of incidence and azimuth at the
interface separated by VTI shale and frequency-dependent HTI sand for a range of fre-
quencies at (a) 10 Hz (b) 50 HZ and (c) 90 Hz.
Since the azimuthal variation becomes obvious only when the angle of incidence is
large, now I take the angle as 50 degrees and demonstrate the elastic and frequency-
dependent behaviours of P wave reflections as a function of azimuth in Figure 6.7. In the
frequency-independent case (Figure 6.3a), polarity change occurs at the reversal azimuth
where the amplitude reduces to zero and the phase jumps from 180 degrees to 0 degree.
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(a) isotropic (ε = 0; δ = 0) shale
0 10 20 30 40 50
















0 10 20 30 40 50


















(b) VTI (ε = 0.1; δ = −0.1) shale
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(c) VTI (ε = 0.1; δ = 0.1) shale
Figure 6.5: The frequency-dependent AVO curves and phase variations from acquisition
perpendicular to fractures (zero azimuth) for (a) the isotropic shale case with ε = 0; δ = 0;
(b) the VTI shale case with ε = 0.1; δ = −0.1; (c) the VTI shale case with ε = 0.1; δ = 0.1.
The introduction of dispersion leads to different behaviours regarding to phase reversal as
Figures 6.7a and 6.7b demonstrate that the frequency-dependent reflection coefficient be-
comes non-zero and the phase varies continuously. Seismic dispersion is strong at small
azimuths and becomes much weaker as the propagation approaches the direction parallel
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Figure 6.6: The pre-stack angle domain seismic traces from acquisition perpendicular to
fractures (zero azimuth) for (a) the frequency-independent HTI sand overlaid by VTI shale
and (b) the frequency-dependent HTI sand overlaid by VTI shale. Various Thomsen’s
parameters are used to characterize the VTI shale. The red line represents the location of
the interface.
to fractures. This effect is clearly illustrated by comparing the azimuth-domain wave-
forms in Figures 6.8a and 6.8b. FDA plays an important role in reshaping the reflected
waveforms in terms of amplitude and phase, and this phenomenon is particularly obvious
for azimuth angles smaller than 60 degrees in this example.
I now consider the VTI shale being characterized by ε = 0.1; δ = 0.1. The reflectivity
curves are shown in Figure 6.7c. In this case, polarity change can no longer be observed
as the reflections are negative for all azimuths. The introduction of seismic dispersion in
the HTI sand leads to weaker amplitudes of reflected waves (comparing Figures 6.8a and
6.8b), but minimal phase effects can be expected on the reflected waveforms as suggested
by the phase curves in Figure 6.7c. The presence of VTI in the overlying shale could
therefore significantly change the azimuthal behaviour of frequency-dependent AVO re-
sponses in terms of both amplitude and phase variations.
I further investigate the potential impacts of azimuthal phase effects on amplitude and
apparent arrival time. I do this by considering the VTI shale case with ε = 0.1; δ = −0.1
where phase reversal occurs. Figure 6.9 displays the amplitude picking results. For the
elastic case in Figure 6.9a, the picked amplitude at each azimuth fits well with the reflec-
tion coefficient curve, and clearly approaches zero when the azimuth is around 60 degrees.
For the frequency-dependent case in Figure 6.9b, the amplitudes vary more gradually and
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(c) VTI (ε = 0.1; δ = 0.1) shale
Figure 6.7: The frequency-dependent variation of top sand reflectivities and phases with
azimuth at 50-degree angle of incidence for (a) the isotropic shale case with ε = 0; δ = 0;
(b) the VTI shale case with ε = 0.1; δ = −0.1; (c) the VTI shale case with ε = 0.1; δ = 0.1.
never reduce to zero. They are approximately proportional to the reflection coefficients
at the peak frequency. In the elastic case, the peak locates exactly in the horizon, while
in the FDA case there is a difference which I refer to as the apparent azimuthal residual.
Figure 6.10 shows this apparent azimuthal residual between the time depths of the wave-
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Figure 6.8: The azimuth domain seismic traces from acquisition at 50-degree angle of
incidence for (a) the frequency-independent HTI sand overlaid by VTI shale and (b) the
frequency-dependent HTI sand overlaid by VTI shale. Various Thomsen’s parameters are
used to characterize the VTI shale. The first and second horizons represent the top and
base sand reflections, respectively.
form peak and the true horizon. I note that failure to recognize this effect during velocity
analysis could potentially give rise to incorrect estimate of azimuthal velocity variations.

































Figure 6.9: The amplitude picking of azimuth-domain seismic traces for (a) the elastic
case and (b) the frequency-dependent case. The overlying VTI shale is characterized by
ε = 0.1; δ = −0.1. The angle of incidence is 50 degrees. Curves represent the reflection
coefficients. Squares represent the picked amplitudes.
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Figure 6.10: The variation of traveltime residual with azimuth for the seismic traces
shown in Figure 6.8b (ε = 0.1; δ = −0.1). The blue line indicates the residual for the
elastic case. The red circle represents the residual for the frequency-dependent case.
6.4 Bayesian inversion for fluid and fracture properties
Bayesian inversion has been widely used for estimating rock properties from seismic data
(Mavko and Mukerji, 1998b; Spikes et al., 2007; Wu et al., 2014). Jin et al. (2017) pro-
posed a Bayesian scheme aimed at recovering water saturation from pre-stack seismic
data using a modelling technique that incorporates frequency-dependent reflection coeffi-
cients. In this paper, I extend previous technique to the anisotropic case with a particular
focus on the estimation of water saturation, fracture density, and fracture length. I con-
sider a single interface example with the upper layer being VTI shale and the lower layer
being a partially saturated sand with aligned vertical fractures. Based on the inversion
scheme proposed by Jin et al. (2017), the main steps in this study are as follows:
(i) Forward modelling the seismic trace f
(
S w, ε f , a f
)
, as written from equation 6.21,
for various values of water saturation S w, fracture density ε f and fracture length a f by
assuming all other background parameters are known.
(ii) Calculating the misfits between the observed data d (pre-stack seismic traces) and
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the forward model responses at
(




∑∥∥∥∥d − f (S w, ε f , a f )∥∥∥∥
2
(6.22)
which is the L2 norm of the error between data and forward modelling predictions.
(iii) Calculating the likelihood function P
(






d|S w, ε f , a f
)
∝ exp (−b · ∆E) (6.23)
where b is a constant, the determination of which has been discussed by Jin et al. (2017).
In this study, I choose value of 20 for illustration purposes.
(iv) Obtaining prior information P
(
S w, ε f , a f
)
from well-log analysis, and the poste-
rior probability of inversion targets S w, ε f and a f can be calculated by
P
(













where P (d) is a constant that normalizes the final results.
I use same parameters in Table 6.1 to perform a synthetic study. The overlying VTI
shale is characterized by Thomsen’s parameters ε = 0.1 and δ = −0.1. The HTI sand is
saturated by 60% water and 40% CO2, and the patch parameter q is assumed to be 10q0. I
consider two fracture cases with the same density 0.05 but different sizes, i.e., grain-scale
with length of 1 mm and meso-scale with length of 1 m. Figure 6.11 shows the pre-stack
data in both angle and azimuth domain with 10% Gaussian noise added to the synthetic
seismic traces computed by equation 6.21.
Following the above steps, I first derive the forward seismic model as a function of S w,
ε f , and a f assuming that all other parameters are known. The likelihood function can then
be obtained from the misfits between the observed data and model responses by scanning
through the combinations of S w, ε f , and a f using equation 6.22. As for a synthetic study, I
only assume the prior probability distribution P
(
S w, ε f , a f
)
being constant within certain




. In a real application, the prior
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Figure 6.11: Synthetic angle- and azimuth-domain seismic data for (a) the micro-scale
crack case and (b) the meso-scale fracture case. For the angle-domain data, the acquisition
is at zero azimuth. For the azimuth-domain data, the angle of incidence is fixed at 50
degrees.
probability distribution of these parameters could be obtained from well-log analysis.
I can then calculate the posterior probability distribution P
(




Figure 6.12 displays the marginal distribution of the posterior probability P
(
S w, ε f , a f |d
)
for the grain-scale crack and large-scale fracture cases, respectively. For a given proba-













P (x, y, z) . (6.27)
It is clear that these two cases can be well distinguished. The fracture length for the
large-scale case is accurately recovered, while a range of lengths smaller than 1 cm ap-
pear to satisfy the micro-scale case. This is because seismic dispersion is controlled by
the fracture size, and could be negligible as the size approaches grain-scale. The effects
of seismic dispersion associated with large-scale fractures also contribute to an accurate
estimation of water saturation and fracture density. However, for the micro-scale crack
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case where seismic dispersion is negligible, it is unlikely to accurately recover the wa-
ter saturation. Figure 6.13 shows the estimation of S w and a f at fixed ε f = 0.05. The
results demonstrate that a more accurate estimation of water saturation can be achieved
if the model can be effectively constrained. The consideration of seismic dispersion in
azimuthal AVO analysis has therefore shown potential of discriminating large-scale frac-
tures from micro-scale cracks.
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Figure 6.12: Marginal distribution of the posterior probability for water saturation, frac-
ture density, and fracture length, respectively. (a) The microcrack case with true fracture
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Figure 6.13: The estimation of water saturation and fracture length based on the fracture
density being determined as 0.05. (a) The microcrack case; (b) The large-scale fracture
case. The true fracture length and water saturation is marked with white circle.
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6.5 Conclusions
I have studied the effect of frequency-dependent anisotropy on azimuthal AVO response
in a fractured Class I HTI sand overlaid by VTI shale. For acquisitions perpendicular
to fractures, the frequency-dependent AVO behaviour shows a gradual continuous phase
variation in contrast to the discontinuous phase reversal from the elastic case. The prin-
cipal qualitative difference between frequency-dependent and frequency-independent re-
sponses lies in the azimuthal phase variation at wide angles of incidence. Such differ-
ence is visible on the synthetic seismograms calculated from a generalised convolutional
modelling. I show modest effects on the picked amplitude but large effects on the appar-
ent azimuthal traveltime residual. Failure to recognize this effect during velocity analysis
could potentially give rise to incorrect estimate of azimuthal velocity variations. Fracture-
induced dispersion influences both amplitude and phase variations of the P-wave reflec-
tions, leading to the possibility of using frequency-dependent azimuthal AVO to distin-





The aim of this thesis has been to improve our understanding of multiphase fluid effects
on the anisotropic wave response of reservoirs containing fractures. To achieve this aim, I
developed a new theoretical model calculating elastic moduli of a fractured rock saturated
by two immiscible fluids. The theory was tested against newly published laboratory data.
Based on the theory, I showed how seismic anisotropy of partially saturated rocks could
be influenced by coupled patch and squirt effects, and also investigated the potential use
of these effects for estimating fluid and fracture properties from seismic data. The main
conclusions of the thesis are summarized below.
Seismic wave propagation through fractured rocks is greatly influenced by the distri-
bution of fractures and the fluid content occupying the pore space. In Chapter 4, I derive
expressions for the anisotropic frequency-dependent elastic constants by incorporating
the relative mobilities of the saturating fluids and the coupled impact of squirt and patch
effects. Fluid mobility can be lower in partially saturated rocks compared to the fully
saturated case due to the presence of patchy saturation and relative permeability, and this
can lead to a stiffening which dominates compressibility effects.
Such lowering effect on fluid mobility could lead to non-monotonic behaviour of SWS
and even P-wave velocities with respect to changes in water saturation, complicating at-
tempts to invert saturation from seismic data. While the squirt and patch effects on shear
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properties are weaker than that on bulk properties, the impact on SWS in fractured rocks
is potentially significant. Patchy saturation tends to reduce SWS due to its effect on low-
ering the characteristic frequency at intermediate saturations. Testing the theory against
laboratory measurements suggests that both squirt and patchy mechanisms are significant
for describing seismic anisotropy in partially saturated fractured rock.
The impact of fluid and aligned fractures on seismic anisotropy leads to the poten-
tial of using azimuthal P-wave reflections for the discrimination between micro-scale
and large-scale fractures. This has been investigated through frequency-dependent az-
imuthal AVO responses of a Class I HTI sand model overlaid by VTI shale. Although
VTI in the overburden does not lead to azimuthal anisotropy, its effect on angle depen-
dence could significantly affect azimuthal AVO behaviours at far offsets. I show a modest
effect on the amplitude and large effect on the phase, the latter of which could even be
mistaken for azimuthal velocity variations. A convolutional modelling technique incor-
porating frequency-dependent azimuthal effects has been developed to calculate synthetic
seismograms based on the derived squirt-patchy theory. The forward modelling can be
used as a basis in a Bayesian scheme for inverting water saturation, fracture density and
fracture length of a partially saturated fractured reservoir.
7.2 Discussion and future work
In this thesis I have studied frequency-dependent anisotropy in a fractured rock saturated
by two fluids through the derivation of frequency-dependent elastic constants. The model
derived in Chapter 4 shows that seismic anisotropy is sensitive to fluid through coupled
effects from squirt and patch mechanisms.
The derivation is based on the model of Chapman (2003), in which the elastic con-
stants are calculated through the theoretical framework of Eshelby (1957). This results
in the theory being limited to dilute pore concentrations (low porosity). Jakobsen et al.
(2003) proposed a model using the T-matrix approach that allows for non-dilute concen-
trations of inclusions. Jakobsen and Chapman (2009) further combined both global flow
and squirt flow in a unified theory. It is worth mentioning that the squirt-patchy theory de-
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rived in Chapter 4 could be generalized to incorporate global flow following the strategy
of Jakobsen and Chapman (2009), which will be addressed in future research.
There are various approaches to modelling patchy saturation. White (1975) described
fluid heterogeneity by introducing gas-filled spherical pockets in a water saturated porous
rock. Later authors have discussed the ‘bubble’ effect on velocity dispersion and atten-
uation (e.g., Dutta and Odé, 1979; Carcione et al., 2003; Quintal et al., 2008). John-
son (2001) proposed a Biot-based theory by considering two geometrical parameters that
would potentially allow us to deduce the effective sizes and shapes of the patches. Toms
et al. (2007) proposed a model that considers randomly distributed fluid patches in 3D
space, and discussed how the distribution of shapes and sizes of the fluid patches would
affect dispersion and attenuation.
Alternatively, I model patch effects using a non-dimensional parameter q rather than
considering any geometrical distribution. Since q quantifies the pressure variation be-
tween two fluids, it is likely to be related to wetting phenomenon such as capillary pres-
sure, and so could vary as a function of saturation. In current literature, the physical
mechanism behind q remains unclear and no explicit modelling of its dependence on
saturation has been investigated. In future study, controlled laboratory experiments on
fractured rocks saturated by various fluids could potentially provide physical insight into
the understanding of the patch parameter q.
The use of q is a simple approach that allows us to describe the multi-fluid saturated
rock through a unified model in which the squirt-flow mechanism, the uneven fluid pres-
sures, and the relative permeability effects are incorporated. Previous idea of modelling
velocity dispersion in partially saturated rocks uses the effective fluid approach combined
with the single-fluid squirt theory (Amalokwu et al., 2014). In this thesis, my modelling
approach explicitly describes the two-phase fluid effects through the calculation of elastic
constants. I emphasize the importance of the relative permeability effect as it affects the
effective fluid mobility and the characteristic frequency in a way that could lead to non-
monotonic variations of shear modulus, SWS and P-wave velocities with changing water
saturation.
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The relative permeability model considered in this thesis is only assumed to be a func-
tion of fluid saturation. Besides, the absolute permeability is also assumed to be isotropic,
despite the fact that the fractured medium is anisotropic. Ali and Jakobsen (2011) studied
the influence of mesoscopic fractures on anisotropic permeability. Dmitriev and Mak-
simov (1998) and Dmitriyev and Maksimov (2001) suggested that relative permeability
in anisotropic media depends not only on fluid saturation, but also on the direction of
fluid flow. Maksimov and Dmitriev (2013) discussed the use of an anisotropic relative
permeability tensor for the description of simultaneous flow of two immiscible fluids in
anisotropic porous media. In the future, it would therefore be interesting to incorporate
anisotropic tensors of both the absolute and relative permeabilities for a more accurate
description of multiphase fluid effects in anisotropic media.
In Chapter 5, I have demonstrated that the theory can be conveniently used for explain-
ing laboratory measurements of SWS and P-wave anisotropy in synthetic fractured rocks
that are partially saturated by water/air (Amalokwu et al., 2014, 2015) and brine/CO2
(Falcon-Suarez et al., 2019). Amalokwu et al. (2014) and Amalokwu et al. (2015) at-
tempted to interpret their observations by using White’s model to estimate an effective
fluid modulus that accounts for the patch-related dispersion. This effective modulus was
then used as an input to the model of Chapman (2003) to include squirt-flow effects. In my
modelling approach, a good fit can only be achieved at an intermediate q value with the
frequency falling in the dispersive range. This confirmed the conclusions of Amalokwu
et al. (2014) and Amalokwu et al. (2015) that both patch and squirt mechanisms are re-
quired to fit laboratory observations of seismic anisotropy.
The squirt-patchy theory predicts a potential non-monotonic variation of both P- and
S-wave anisotropy with water saturation if the relative permeability and patchy effects
become significant. Such behaviour related to P-waves has been observed by Falcon-
Suarez et al. (2019) as their experimental results show a slight increase in P-wave velocity
at low CO2 saturations. This agrees with my modelling results in Figure 5.14 at high
frequencies considering both patchy and relative permeability effects. Such behaviour
related to S-waves, however, has not been observed in their experiment. This could be
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due to the measurement frequency being much higher than the fracture-scale characteristic
frequency. Future laboratory measurements at lower frequencies would therefore be worth
carrying out in order to validate the theory derived in this thesis.
Previous work by Chapman (2003) has shown that meso-scale fractures could lead
to dispersion and attenuation in the seismic frequency band. This is still true for my
work, but the situation becomes complicated due to effects of the relative permeability and
uneven fluid pressures. Although the frequency-dependent SWS is primarily affected by
fracture size a f , the SWS-a f relationship is complicated since the characteristic frequency
is further influenced by fluid saturation and the patch parameter q.
The potential importance of frequency-dependent anisotropy to seismic fracture char-
acterization is clear. Techniques based on shear-wave splitting have been particularly
studied, while less attention has been paid to the impacts of fracture-related dispersion on
P-wave reflections. In Chapter 6, I have examined frequency-dependent azimuthal effects
on P-wave reflections based on a forward convolutional modelling strategy and the squirt-
patchy theory derived in Chapter 4. According to the theory, the frequency regime where
the fracture-related dispersion occurs is determined by the length scale of the fractures
and the characteristic frequency ω f , which is closely related to the timescale parameter
τ defined by Chapman (2003). The behaviour of seismic dispersion is controlled by the
value of τ, the impact of which has been studied by Maultzsch et al. (2003a). In the nu-
merical example (section 6.3), I only choose τ = 2 × 10−5 as used in Chapman (2003),
although other values have also been considered in current literature (e.g., Amalokwu
et al., 2016). In a real data application, τ acts as a parameter that has to be calibrated from
available wells (Wu et al., 2014).
My theory considers only one set of aligned fractures in an isotropic background, and
thus describes the fractured rock as a TI medium. Although considering such a model
is simple and sufficient to model azimuthal anisotropy, fractured reservoirs can be or-
thorhombic and even triclinic in the presence of multiple sets of fractures (Grechka and
Kachanov, 2006a,b; Tsvankin and Grechka, 2011), the influence of which on frequency-
dependent anisotropy would be worth investigating in future research since a lower sym-
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metry could complicate both angle and azimuth dependences of seismic reflections.
The forward modelling method of Jin et al. (2017) presented in section 6.2.2 calcu-
lates waveforms only based on frequency-dependent P-P reflection coefficients. The use
of such a convolutional model with anisotropic reflectivity to interpret azimuthal ampli-
tude variations is simple and convenient, but potentially problematic. Anisotropy in the
overburden can lead to distortions in the amplitudes from transmission, spreading and
attenuation (Maultzsch et al., 2003b), and these are not accounted for in the modelling.
Methods which can be applied to data to correct for such effects have been discussed by
Tsvankin (1995) and Xu and Tsvankin (2006).
The numerical example presented in section 6.3 shows that frequency-dependent ef-
fects on azimuthal AVO become significant at wide angles of incidence where azimuthal
phase reversal occurs. The variation of amplitude with azimuth does not deviate far from
corresponding reflection coefficients calculated from anisotropic Zoeppritz equations, but
the phase variation could become obvious as the apparent azimuthal traveltime residuals
are non-zero due to the presence of seismic dispersion. This is demonstrated by using
only one model in which the overlying VTI shale is characterized by Thomsen’s param-
eters ε = 0.1; δ = −0.1. It should be noted that such azimuthal phase variations should
also be expected in other models such as an isotropic overlying shale as long as the phase
reversal occurs. Such effects could be mistaken for azimuthal moveout, which may have
implications for seismic velocity analysis.
The fracture length in reservoirs is usually several centimetres to meters, which is
much larger than the length of the micro-scale cracks. While the inversion for micro-
cracks may not be relevant to seismic exploration, I do this in section 6.4 to show the
discrimination between these two scales. The study of fracture-induced dispersive ef-
fects on AVO responses can be considered as an extension of previous technique by Jin
et al. (2017) to anisotropic case. Current inversion scheme by Jin et al. (2017) was based
on an idealized forward convolutional modelling and might not be realistic for immedi-
ate practical application. Nevertheless, the technique incorporates frequency-dependent
reflectivities and could in principle handle more complex models (e.g., multiple layers).
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The numerical results indicate potential importance of the concepts to interpretation of az-
imuthal seismic response in field data, and application to particular datasets will form the
focus of future work. Workflows for field data application of isotropic FAVO techniques
have been presented by Wu et al. (2014). Robust inversion methods for fracture character-
ization from seismic reflections would require appropriate regularization strategies which
will be addressed in future research.
A key current challenge for geophysicists is to link seismic data to reservoir mod-
elling. In this thesis, I have linked seismic anisotropy to flow parameters in fractured
reservoirs containing multiple fluids. I expect future work to focus on exploiting these
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