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Аннотация
В работе приведен обзор исследований по матричной кластеризации и показано на отсутствие 
работ по кластеризации матриц одинаковой размерности. Под методами матричной кластеризации 
обычно понимают извлечение из матриц большой размерности субматриц меньшей размерности, 
обладающих определёнными свойствами. Для решения поставленной задачи предложено 
преобразовывать такие матрицы двумя способами в векторы одинаковой длины и проводить их 
кластеризации уже известными методами. Такую кластеризацию матричных объектов 
предлагается сопоставлять с их кластеризацией по методу естественных границ для скалярной 
характеристики матричных объектов. В простейшем случае она рассчитывается по формуле 
среднеарифметической из нормированных значений элементов исходной матрицы. Приведены 
примеры семи матричных объектов, которые можно кластеризировать, приводя их к векторам 
одинаковой размерности. Ввиду того, что кластеризация любых объектов существенно зависит от 
выбранных метрик и методов кластеризации, поэтому предложено проводить сценарные расчеты в 
количестве a*b, где a -  количество метрик, b -  количество методов кластеризации.
Abstract
The paper presents an overview research on matrix clustering and shows lack of works on clustering for 
matrices of the same dimension. In order to accomplish this problem, it is proposed to convert such matrices 
into vectors of the same length and carry out their already known clustering methods. Such clustering of 
matrix objects is proposed to be compared with their clustering according to the method of natural boundaries 
for the scalar characteristics of matrix objects. In the simplest case, it is calculated according to the formula of 
the arithmetical mean of the normalized values of the elements of the original matrix. There has been given 
seven examples of matrix objects which can be clustered leading them to the vectors of the same dimension. In 
view of the fact that the clustering of any object essentially depends on the selected metrics and clustering 
techniques, it is therefore suggested to carry out scenario calculations in the number of a*b, where a is the 
number of metrics, and b is the number of clustering methods.
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В в е д е н и е
Обычно под методами матричной кластеризации понимают извлечение из матриц 
большой размерности субматриц меньшей размерности, обладающих определёнными 
свойствами. Хороший обзор по методам матричной кластеризации дан в работе [Чернышев 
Г., 2015] в контексте решения задач вертикального фрагментирования в реляционных СУБД. 
В нем под методами матричной кластеризации понимается выделение фрагментов по 
матрице использования атрибутов. Отмечается, что это исторически первый способ решения 
задачи вертикального фрагментирования. Здесь общая идея состоит в составлении, на 
основании нагрузки матрицы, близости атрибутов и ее кластеризации, то есть приведении ее 
к блочно-диагональному виду путем перестановки столбцов и строк (Bond Energy Algorithm, 
BEA). Полученные блоки и будут фрагментами в задаче вертикального фрагментирования. 
Самая ранняя работа данного типа была опубликована работе [Hoffer J.A., Severance D.G., 
1975]. Сам алгоритм BEA был предложен в работе [McCormick W. T., et al., 1972], и он был 
использован в качестве первого шага в известной работе [Shamkant N. et al., 1984]. Вместе 
него используются и другие алгоритмы [Stagle J. R. et al., 1975; Bhat M. V., Haupt A., 1974 и 
др.]. В работе [Gorla N., Boe Boe W. J., 1990] предложена метрика близости атрибутов и 
новый алгоритм кластеризации. В ней удалось превзойти на отдельных наборах данных 
стоимостный метод кластеризации (создается модель системы, формируется некоторая 
стоимостная функция, которая минимизируется) [Hammer, Niamir, 1979].
В дальнейшем по этой тематике вышла серия работ Chun-Hung Cheng [Cheng C. H., 
1995; Cheng C. H., Motwani J. 2009; Cheng C. H. et al, 2011], а также работы [Gorla N. 2007; 
Jindal A., Dittrich J.2012; Jindal A. et al.,2013].
Существует большой кластер работ, в которых аналогичная идеология (выделение 
блочно-диагональных фрагментов матрицы на основе перестановки ее строк и столбцов) 
применяется для бинарных матриц [Oyanagi S., Kubota K., Nakase A., 2001a, 2006, 2003; Kuo 
J.J., Zhang Y. J., 2012; Zhang Y. J., et al., 2010; Nagaraj G. et al., 2015; Qyelade J. et al., 2016]. 
Здесь под матричной кластеризацией понимается метод извлечения плотных субматриц из 
базовой разряженной бинарной матрицы с помощью перестановки строк и столбцов. Для 
такой кластеризации в работе [Oyanagi S., Kubota K., Nakase A.,2003] разработан быстрый 
Ping-pong алгоритм, который использовался в работе [Kuo J. J., Zhang Y. J., 2012] для задач 
библиотечного обслуживания, а в работе [Nagaraj G. et al., 2015] использованы Rank Order 
Clustering алгоритмы (ROC и ROC-2) для моделирования клеточных производственных 
систем (Cellular manufacturing systems). В наиболее крупном последнем обзоре по алгоритмам 
кластеризации в приложении к данным экспрессии генов (Gene Expression Data), 
насчитывающим 173 литературных источника [Qyelade J. et al., 2016] рассмотрен метод 
бинарной матричной факторизации (Binary matrix factorization), предложенный в работе 
[Zhang Y. J., et al., 2010]. Но следует отметить, что основная область приложения таких 
алгоритмов связана с задачами W W W -анализа, Web Usage Mining и анализа изображений.
Из этого обзора работ по матричной кластеризации мы видим, что отсутствуют 
работы по матричной кластеризации в смысле кластеризации матриц одинаковой 
размерности. Рассмотрим концептуально эту задачу.
О с н о в н а я  ч а с т ь
Пусть имеются К матриц одинаковой размерности ш  X п
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где 1 <  & <  К , 1 <  i < и , 1 <  /  <  т.
Эти матрицы лежат в К-мериом матричном пространстве (или в К -мерном  
пространстве матриц размерности ш  X л). Евклидово расстояние между двумя матрицами 
размерности m  X п  ( а ^ )  и (o fj) , где 1 < к, с < К, равняется:
Помимо евклидова расстояния можно использовать и множество других метрик. 
Например, в M at Lab запрограммировано 9 метрик и 5 алгоритмов кластеризации 
иерархического вида [D em irel М. С., K ahya Е, 2 0 0 7 ].
Чтобы кластеризовать К матриц одинаковой размерности, мы предлагаем 
представить матрицу ( 4 )  в виде вектора длины m X п. Это можно сделать двумя 
способами, формируя вектор последовательно по строкам матрацы или по ее столбцам.
В первом случае будем иметь:
ч3с
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а во втором:
(4) _>(®v)3 =
Очевидно, что евклидово расстояние между двумя матрицами ( 4 )  и ( 4 )  будет 
такое же, как и между соответствующими векторами:
d = ((4)'(°й) = d ( ( 4 ) ^ = d ((4).' (4)г)- w
К полученным векторам одной длины m ^n в количестве K можно применить уже 
известные алгоритмы кластеризации для векторных объектов.
Положение матричного объекта в К-мерном матричном пространстве можно
определить скалярной интегральной характеристикой
т / к1 г г /  “/ = —— V  V  (———
а т  п  Z—i Z—i \  m a x fa M ji=i j= i v l—i j j /
(3)
значения которой лежат в единичном интервале. Если сделать распределение 1а. в порядке 
убывания его значений, то можно классифицировать (кластеризировать) матричные 
объекты с помощью метода естественных границ. Границы на кривой распределения 1а 
определяются по резким изменениям значений 1а . Важно сравнить такую простейшую 
кластеризацию с полноценной кластеризацией векторных объектов одинаковой длины.
В качестве функционала качества кластеризации обычно используют следующие 
положения [Воронцов К.В., 2010]: среднее внутрикластерное расстояние должно быть, как 
можно меньше (F0^ m in ) ,  а среднее межкластерное расстояние -  как можно больше 
(F o rn a x ) .
Если же алгоритм кластеризации вычисляет центры кластеров, то можно 
определить функционалы качества, вычислительно, более эффективным способом: сумма 
средних внутрикластерных расстояний должна быть как можно меньше (ф0 —"inin), а 
сумма межкластерных расстояний -  как можно больше (ф^—>тах).
Эти положения, на наш взгляд, позволяют ввести критерий качества 
кластеризации, который в работе [Грызлова Т.П., Балыкина А.С., 2011] назван критерием 
информативности признакового пространства Х. В обозначениях работы [Воронцова К.В., 
2 0 1 0 ] он будет иметь вид:
Все вышесказанное будет справедливо и при кластеризации матриц одинаковой 
размерности.
Приведем примеры матричных объектов, которые можно кластеризировать, 
приводя их к векторам одинаковой размерности:
1. Кластеризация стран мира на основе базы данных Trade Competitiveness Map, 
имеющих т  экспортных секторов экономики, каждая из которых характеризуется п  
индикаторами;
2 . Кластеризация предприятий, выпускающих (или экспортирующих) т  видов 
однотипной продукции, каждая из которых характеризуется п  индикаторами;
3. Кластеризация торговых сетей, продающих ш  видов однотипных товаров, 
каждый из которых характеризуется п  индикаторами;
4. Кластеризация супермаркетов по покупательско-продуктовой структуре продаж 
(ш  -  количество наиболее активных покупателей, п -  количество видов продукта) на 
основе построения бинарных матриц (1 -  покупатель купил продукт, 0 -  покупатель не 
купил продукт);
5. Кластеризация стран мира на основе платформы Scimago по «скопусовской» 
публикационной активности, имеющих т  предметных научных категорий, каждая из 
которых характеризуется п  индикаторами публикационной активности и цитируемости;
6. Кластеризация студенческих групп по умению решать однотипные задачи ( т  -  
количество студентов в группе, п  - количество однотипных задач) на основе построения 
бинарных матриц (1 -  студент решил задачу, 0 -  студент не решил задачу).
7. Кластеризация университетских подразделений на основе матрицы экспертных 
оценок (ш  -  количество видов университетской деятельности, например, исследования, 
обучение, инновации и коммуникации; п -  количество экспертов, оценивающих 
качественный уровень видов деятельности подразделений университета по 
десятибалльной или пятибалльной шкале).
В заключение отметим, что кластеризация любых объектов существенно зависит от 
выбранных метрик и методов кластеризации, поэтому целесообразно проводить 
сценарные расчеты, как это сделано в работе [Demirel M. C., Kahya E., 2007]. В ней для 
собранных по шести гидрологическим станциям данных были проведены на основе M at 
Lab сценарные расчеты по 9 метрикам и 5 алгоритмам иерархической кластеризации (45 
сценарных расчетов).
З а к л ю ч е н и е
Таким образом, в данной работе проведен обзор исследований по матричной 
кластеризации и показано на отсутствие работ по кластеризации матриц одинаковой 
размерности. Для решения этой задачи предложено преобразовывать матрицы одинаковой 
размерности (ш  X и) в векторы одинаковой длины т  X it, и далее проводить их 
кластеризацию уже известными методами, проводя сценарные расчеты для различных 
методов кластеризации и различных метрик. Предложено также сравнивать такие 
сценарные расчеты с простейшей кластеризацией матричных объектов, проделанной с 
помощью метода естественных границ для скалярного интегрального показателя 1а.
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