Suppose you are given a graph G = (V, E) with a weight assignment w : V → Z and that your objective is to modify w using legal steps such that all vertices will have the same weight, where in each legal step you are allowed to choose an edge and increment the weights of its end points by 1.
Introduction
The following puzzle is often used as an introductory puzzle for the method of invariance and potential functions: Six boxes numbered 1 to 6 are arranged in a cycle. For every 1 ≤ i ≤ 6, we start with i oranges in box number i. At each step we are allowed to add one orange to each of two adjacent boxes. Prove that we will never be able to make all boxes contain the same number of oranges.
One of the simple solutions to this puzzle is to observe that the total number of oranges in boxes 1, 3, 5 is always smaller than the total number of oranges in boxes 2, 4, 6 and this never changes through each step of the game. In this paper we consider the natural generalization of the puzzle above to arbitrary graphs. Let G = (V, E) be a finite graph, let w : V → N be a non-negative integer weight function on its vertices and let e = {u, v} ∈ E. A positive step on e modifies w by increasing the weights of u, v by 1 unit. We say that w is equitable in G if there exists a sequence of only positive steps, S = s 1 , . . . , s m , after which all vertices have the same weight. We also say that the sequence S positively equates w.
Our main results are the following. i) We characterize those graphs G = (V, E) for which any initial assigmnet w : V → N 0 is equitable. These are the graphs with an odd number of nodes for which G − U has less than |U| isolated vertices for any U ⊂ V . Here G − U is the subgraph of G that is induced by V \ U. (Theorem 2.1)
ii) We show that the following problem can be solved in strongly polynomial time. Given a graph G = (V, E) and an initial assignment w : V → N 0 , decide whether w is equitable and compute an equating multiset of edges. (Theorem 3.1)
iii) We study this problem in the special case of bipartite graphs: Let G = (L + R, E) be a bipartite graph with |L| = |R|. An initial assignment w to the nodes of G is not equitable if w(L) = w(R), as the difference w(L) − w(R) is invariant under edgeincrements. We show that each balanced assignment with w(L) = w(R) is equitable if and only if the strict Hall condition holds: For any nonempty set of vertices X that is properly contained in L or in R, one has |X| < |N(X)|. Here N(X) denotes the neighborhood of X. (Theorem 4.1) iv) Finally we show that the analog of the decision problem ii) is NP -hard for hypergraphs. (Theorem 4.2).
Related work
The problem of equating the node-weights is closely related to perfect b-matchings, [13] .
where δ(v) denotes the set of edges of G that are incident to v. A b-matching is perfect, if the inequality in (1) can be replaced by equality. Thus b-matchings are a generalization of matchings, where b is the all ones vector. What is the relationship between b-matchings and the process of equating positive weights in graphs by edge-increments? Suppose that the given initial weight assignment w ∈ N |V | 0 is equitable and that the resulting equated node-weight is β ∈ N. Then, the edge-increments that lead to the balanced node-weight β are a b-matching x ∈ N |E| 0 with b v = β − w v for each vertex v. By incrementing the node-weights of each edge e exactly x e times, one arrives at a balanced assignment with weight β on all the nodes.
Maximum weight b-matchings can be computed in polynomial time [5, 4, 3] . The currently fastest algorithms for maximum weight matching are by Gabov [6] , and Gabov and Tarjan [7] . The fastest algorithm for weighted b-matching is by Anstee [1] . Recent exciting progress for maximum cardinality matching has been given by Madry [11] improving upon the O(m √ n) running time of Hopcroft and Karp [8] and [10] in the sparse case.
A related notion to equatable graphs is the one of a regularizable graph. A graph is regularizable, if there exists a k and a perfect k-matching such that each edge is chosen at least once in this matching. Thus, one obtains a k-regular graph by replacing each edge by as many parallel edges, as its multiplicity in the b-matching. Berge [2] provided the following characterization of regularizable graphs. If G is connected an bipartite, then G is regularizable if and only if |N(U)| > |U| for each non-empty stable set U of G. This is a strict Hall condition for stable sets.
A characterization of equitable graphs
Which are the graphs G = (V, E) for which any initial assignment w : V → N 0 is equitable? The following theorem provides the answer to that question.
The following statements are equivalent:
|V | is odd and for all
Notice that condition 2) implies that G is connected and has at least 3 vertices. We will now provide the proof of this theorem. To do so, we rely on a well known result of Tutte that characterizes the existence of a perfect b-matching in a graph. Theorem 2.2 (Tutte [14] ). Let G = (V, E) be a finite graph and let b : V → N 0 be a weight function on the vertices of G. The following statements are equivalent.
where I(U) is the set of isolated vertices of G − U and S(G − U) is the number of connected components of G − U that are not isolated vertices whose total b-weight is odd.
Proof of Theorem 2.1. Suppose that condition 2) holds. In order to show that any w ∈ N
is equitable, since the corresponding steps decrease the weight of v relative to the other vertices by exactly one. We show this by establishing existence of a perfect b-matching with b(v) = 2 · n and b(u) = s · n + 1 for each other vertex u = v. Let U ⊆ V . We have to show (2) . If U = ∅, then G − U = G. The right-hand-side of (2) is 0, since the total b-weight of G is even and since there are no isolated vertices, as G is connected and has at least 3 vertices.
If U = ∅ then, by our assumption, |I(U)| ≤ |U| − 1. We have
Indeed, there is equality in
Finally, the term S(G − U) is at most the number of components of G that are not isolated vertices. Therefore,
Inequality (2) is, therefore, satisfied because using (3), (4), and (5) inequality (2) 
is equitable. Then clearly, G is connected. Also G has an odd number of vertices since the parity of the sum of weights is invariant under the edge-increment operation. In a graph with an even number of nodes, an equated assignment has even parity which shows that an odd initial assignment is not equitable.
Let U be any non-empty set of vertices of G. Assume to the contrary that G − U has k ≥ |U| isolated vertices. Denote by I the set of isolated vertices in G − U and let v be a fixed vertex in U. Consider the weights assignment w : V → N 0 such that w(v) = 1 and for any other vertex v ′ ∈ V we have w(v ′ ) = 0. We reach a contradiction by showing that w is not positively equitable. To see this observe that any positive step that increases by 1 the weight of a vertex in I must increase by 1 the weight of some vertex in U. It follows that at any moment the sum of the weights of the vertices in I is strictly smaller than the sum of the weights of the vertices in U. Because |I| ≥ |U| it is not possible to reach a situation where all vertices in I ∪ U have the same weight.
A polynomial-time algorithm to equate the weights
In this section, we deal with the computational problem of deciding whether an initial assignment w : V → N 0 is equitable and, if so, how to compute a multiset of edges that leads to such equated weights. Let us recall the connection to the b-matching problem. If we know a number β ∈ N such that all node-weights can be brought to β by incrementsteps, then the multiset of edges leading to uniform weights β is a perfect b-matching with weights b(v) = β − w(v) for each v ∈ V . The primary question is then: Can β be efficiently computed? We will now give a positive answer to this question. The main result of this section is the following theorem. We first provide an upper bound on β.
Theorem 3.1. Given a graph G = (V, E) and an integer weights assignment w : V → N 0 , one can determine in strongly polynomial time whether w is positively equitable in G. Moreover, the smallest multiset of edges equating w can be determined efficiently.
We again make use of Theorem 2.2. For some fixed target value β ≥ max v∈V w(v) Proof. For the trivial case where w is uniformly zero we can choose β = 0. Thus, in what follows we might assume that max v∈V w(v) ≥ 1. Notice that with respect to (2) the only subsets U of V that might force β to be big are those with |U| > |I(U)| (otherwise, if |U| ≤ |I(U)|, the left hand side of (2) as a function of β increases at most as fast as the right hand side does). For such subset U, however, and for β = n max v∈V w(v) we get
which concludes the proof.
Proof of Theorem 3. From now on we fix the parity of β (even or odd) such that S(G−U) no longer depends on the particular value of β (in our algorithm we deal with the two cases sequentially). In particular, for a fixed subset U of V , both the left hand side and the right hand side of (2) are linear functions of β. Therefore, for each U ⊆ V , one of three cases holds:
(i) (2) is satisfied for all values of β or for no value of β;
(ii) there is a β U ∈ Z such that (2) is satisfied if and only if β ≥ β U ;
(iii) there is a β U ∈ Z such that (2) is satisfied if and only if β ≤ β U .
This observation finally enables us to find the smallest feasible value of β (with fixed parity) by binary search in polynomial time: Let α = max v∈V w(v) and γ = n max v∈V w(v). Due to Lemma 3.2, we can restrict our search for a suitable value β to the interval [α, γ]. For fixed β ′ ∈ [α, γ], we can test in polynomial time whether (2) is satisfied for all subsets U of V and obtain a violating subset U in the negative case.
In the positive case, we can decrease the upper bound γ to β ′ and continue the search. In the negative case, we distinguish the three cases (i), (ii), and (iii) listed above w.r.t. the violating subset U. In case (i), there is no feasible β and we thus terminate the search. In case (ii) we obtain a new lower bound β U > β ′ and thus continue the search after replacing α with β U . Finally, in case (iii) we obtain a new upper bound β U < β ′ and thus continue the search after replacing γ with β U .
Notice that the running time of the resulting binary search algorithm is only weakly polynomial. A strongly polynomial running time can be achieved by replacing binary search with parametric search [12] .
Bipartite graphs.
Going back to the elementary puzzle presented at the beginning, observe that the corresponding graph G is bipartite where the two parts have the same cardinality. The initial weight w is not equitable, since the sum of the weights of the vertices in one part of the bi-partition is not equal to the sum of the weights.
Let G = (L, R, E) be a bipartite graph. An assignment of weights w to the vertices of G is called balanced if w(L) = w(R), where for a subset U of vertices, w(U) is defined as v∈U w(v).
We now characterize those bipartite graphs for which all balanced assignment w are equitable. ii) For any non empty set of vertices X that is properly contained either in L or in R, |X| < |N(X)|.
Here N(X) denotes the neighborhood of X, that is, the set of vertices in G that are neighbors of some vertex in X. Notice that condition ii) implies that |L| = |R| holds. Condition ii) is a "strict" version of the well known Hall's condition for the existence of a perfect matching. A bipartite graph has a perfect matching if and only if for any non empty set of vertices X that is properly contained either in L or in R, |X| ≤ |N(X)|.
Proof. Suppose that every balanced assignment to the vertices of G is positively equitable. Assume to the contrary that there exists X ⊂ L, 0 < |X| < |L|, and |X| ≥ |N(X)| (the symmetric case where X ⊂ R is similar). If N(X) = ∅, then the vertices in X are isolated and any balanced assignment of weights to the vertices in G where the vertices in X get weight 0 and some other vertex not in X gets a positive weight is not equitable.
If N(X) is not empty, consider the following balanced assignment of weights to the vertices of G. Pick a vertex v ∈ L\X and a vertex u ∈ N(X). We define w(v) = w(u) = 1 and for every other vertex z of G we define w(z) = 0. Clearly, w is balanced. However, the graph G together with the assignment of weights w is not equitable. This is because a positive step increases the total weight of the vertices in N(X) by at least the same amount by which it increases the total weight of the vertices in X. If after a series of positive steps the weights of the vertices in G are the same, then in particular the total weight of the vertices in X is at least as large as the total weight of the vertices in N(X) (because |X| ≥ |N(X)|), but this is impossible because for the initial assignment of weight the total weight of the vertices in X is 0 while the total weight of the vertices in N(X) is 1. Now, suppose that ii) holds. Let w be a balanced but not-equated weight-assignment and let u and v be vertices of largest weight in L and R respectively. Since Hall's condition holds for G \ {u, v} the graph G \ {u, v} has a perfect matching. We augment the weights of end-points of the edges in a perfect matching.
We now show that repeating this operation, we will end up with an equated assignment. Consider the vector (∆, k), where ∆ is the difference of the largest and smallest node-weight and k is the number of vertices having largest weight and let (∆ ′ , k ′ ) be the corresponding tuple after the increment-operation. We claim that (∆ ′ , k ′ ) is lexicographically smaller than (∆, k).
First, note that since the weight assignment is balanced it follows that ∆ ′ ≤ ∆. Now, if ∆ ′ < ∆ then indeed (∆ ′ , k ′ ) is lexicographically lesser than (∆, k). So, we may assume that ∆ ′ = ∆. There are two cases: (i) Not all weights in L are identical and not all weights in R are identical. In this case it is easy to see that k ′ < k. (ii) all the weights in L are identical or all the weights in R are identical. Assume without loss of generality that all the weights in L are identical. by the balancedness of w, it follows that ∆ ≥ 2 and that ∆ is realized by two vertices in R. Thus, again k ′ ≤ k and we are done.
Hypergraphs
One can naturally generalize the equating problem to hypergraphs. In this setting, one is given a hypergraph H = (V, E) and an integer weights assignment w : V → N 0 . A a positive step on e ∈ E modifies w by increasing the weights of each u ∈ E by 1 unit. The rest of the definitions are generalized in the obvious way. Not surprisingly, deciding, whether one can equate the weights in a hypergraph is NP-complete. This follows by a reduction from 3-dimensional matching [9] .
Thus deciding whether a hypergraph has a perfect matching is an NP-complete problem. This can be trivially reduced to the equating problem by adding three new vertices and two new edges, each consisting of two of the three new vertices. The three vertices have weight 1 while all other vertices have weight 0. If these weights can be equated, then they all have weight 1 in an equated assignment. Thus, the weights can be equated if and only if the original hypergraph has a perfect matching. Consequently, the following theorem holds.
Theorem 4.2. The decision problem of determining for any hypergraph H = (V, E) and any integer weights assignment w : V → Z, whether w is positively equitable in H is NP-complete.
