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Chapitre 1
Introduction : l’inge´nierie des
exigences
La complexite´ actuelle des projets industriels, informatiques ou non, fait que les rela-
tions contractuelles entre la maˆıtrise d’œuvre et la maˆıtrise d’ouvrage ne sont pas aise´es.
En particulier, cette complexite´ conduit souvent a` la constitution des deux coˆte´s d’e´quipes
he´te´roge`nes qui ne travaillent souvent que sur une partie infime du projet. Il faut donc
pour les e´quipes de la maˆıtrise d’œuvre pouvoir ve´rifier que ce qu’elles de´veloppent cor-
respond bien aux besoins initiaux du client et que les e´quipes de la maˆıtrise d’ouvrage
puissent e´galement ve´rifier que les besoins initiaux sont respecte´s. Les exigences sont la`
pour re´soudre ces proble`mes : elles sont une traduction plus technique des besoins de
la maˆıtrise d’ouvrage et vont donc eˆtre le fil conducteur du de´veloppement du produit
conside´re´.
L’inge´nierie des exigences caracte´rise le processus qui doit aboutir a` la production d’un
ensemble cohe´rent de spe´cifications portant sur un objet a` concevoir. Ces spe´cifications
porteront non seulement sur les proprie´te´s statiques ou comportementales de l’objet,
mais e´galement sur les restrictions a` apporter sur le processus de de´veloppement de
cet objet. Les e´tapes suivantes de production de l’objet (conception globale et de´taille´e,
de´veloppement, ve´rification et validation) de´pendent donc toutes de cette premie`re phase.
L’e´tape d’inge´nierie des exigences est donc cruciale, car c’est elle qui induira les erreurs
les plus couˆteuses.
Les besoins de me´thodes formelles pour le processus d’inge´nierie des exigences sont
donc re´els : elles permettent en effet de controˆler le processus dans son ensemble et ainsi
de garantir que les exigences correspondent bien aux besoins de la maˆıtrise d’ouvrage.
Nous avons choisi dans ce me´moire d’utiliser un formalisme rigoureux pour repre´senter ce
processus : la logique mathe´matique. Nous nous efforcerons de justifier ce choix a` chaque
fois qu’il le sera ne´cessaire.
On peut voir le processus d’inge´nierie des exigences comme e´tant constitue´ de trois
phases : une phase d’expression d’exigences, une phase d’obtention d’un ensemble cohe´rent
d’exigences, et enfin une phase de distribution des exigences. On peut remarquer que dans
la litte´rature classique sur le sujet, cette troisie`me phase est occulte´e.
Lors de la phase d’expression des exigences, plusieurs participants au processus prove-
nant la plupart du temps de la maˆıtrise d’ouvrage, e´mettent en premier lieu des besoins
concernant l’artefact a` construire, le plus souvent en langage naturel. Il faut donc dans
cette phase traduire ces besoins initiaux dans un formalisme commun a` tous les partici-
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pants. On peut en effet avoir besoin de confronter les exigences de plusieurs participants
et l’utilisation d’un formalisme commun permet d’effectuer facilement cette comparaison.
Nous nous inte´resserons e´galement a` la mode´lisation de re´glementations (ensemble de
re`gles qui e´noncent ce qui est interdit, obligatoire, permis) et de contraintes du domaine
(les contraintes du monde physique par exemple), car le de´veloppement d’un artefact est
toujours contraint par ces deux notions. Par exemple, on peut e´mettre des exigences qui
sont compatibles avec les contraintes du domaine (et donc proposer un artefact physique-
ment « possible »), mais qui contredisent la re´glementation existante. La` encore, on peut
remarquer que tre`s peu de travaux s’inte´ressent a` ces deux aspects pourtant essentiels du
processus d’inge´nierie des exigences. Nous avons choisi d’utiliser une logique de pre´fe´rences
pour repre´senter ces diffe´rentes notions.
La seconde phase du processus a pour but d’obtenir un seul ensemble d’exigences
cohe´rent a` partir des ensembles d’exigences e´mis par les diffe´rents participants. Il se peut
en effet que plusieurs participants e´mettent des exigences contradictoires (peut-eˆtre sans
le savoir). Or, il paraˆıt e´vident que l’on doit obtenir un seul ensemble cohe´rent d’exi-
gences, car elles vont repre´senter des proprie´te´s que doit satisfaire l’objet a` concevoir.
Il faut donc disposer d’un formalisme permettant de re´soudre les conflits possibles entre
les diffe´rentes exigences. La logique mathe´matique e´tant par nature faite pour raisonner
sur des proble`mes d’incohe´rence, nous nous attacherons donc a` pre´senter des me´thodes
formelles base´es sur la logique mathe´matique pour pouvoir re´soudre ces conflits e´ventuels.
Enfin, la troisie`me phase du processus d’inge´nierie des exigences que nous proposons
est une phase de distribution des exigences. Cette phase est souvent occulte´e dans la
litte´rature « classique » sur le processus, mais elle nous paraˆıt pourtant primordiale : il
s’agit en effet de ve´rifier si, e´tant donne´ un ensemble d’agents exe´cutants qui ont pour
charge de re´aliser l’artefact en question, on peut construire un objet dont les proprie´te´s
respectent les exigences e´mises par les participants au processus. Nous serons donc amene´s
a` nous inte´resser a` la mode´lisation d’agents rationnels et a` la caracte´risation d’un pro-
cessus de distribution re´gi par une entite´ centrale. La` encore, les proprie´te´s de la logique
mathe´matique, en particulier des logiques modales pour la repre´sentation d’agents, nous
paraissent parfaitement adapte´es a` ce proble`me.
Ce me´moire est structure´ comme suit :
Dans une premie`re partie, nous nous inte´ressons a` la mode´lisation d’exigences, de
re´glementation et de contraintes du domaine. Le chapitre 2 pre´sente un e´tat de l’art sur
la repre´sentation d’exigences, le chapitre 3 dresse un panorama de´taille´ sur le raison-
nement normatif et le chapitre 4 pre´sente un aperc¸u sur la mode´lisation en logique de
pre´fe´rences. Enfin, le chapitre 5 pre´sente notre contribution a` la mode´lisation d’exigences,
de re´glementations et de contraintes du domaine avec un formalisme commun.
La seconde partie du rapport concerne la gestion des incohe´rences possibles entre
diffe´rents ensembles d’exigences. Apre`s un bref aperc¸u sur les techniques existant en
inge´nierie des exigences dans le chapitre 6, nous nous inte´ressons plus particulie`rement
dans le chapitre 7 aux techniques de fusion de bases de croyances. Nous nous appuyons sur
ces travaux pour pre´senter dans le chapitre 8 une logique de fusion majoritaire de bases
de croyances que nous avons de´veloppe´e et nous montrons dans le chapitre 9 l’application
possible de cette logique a` la re´solution de conflits entre ensembles d’exigences.
La troisie`me partie du me´moire concerne la phase de distribution des exigences. Nous
pre´sentons rapidement dans le chapitre 10 quelques formalismes logiques de´veloppe´s pour
repre´senter et raisonner avec des agents rationnels. Les chapitres 11 et 12 pre´sentent res-
3pectivement la mode´lisation que nous proposons des agents exe´cutants et le processus de
distribution des exigences a` proprement parler.
Enfin, le dernier chapitre pre´sente un re´sume´ de nos travaux et les perspectives pour
les travaux futurs.
Toutes les preuves des proprie´te´s et the´ore`mes pre´sente´s dans ce me´moire sont donne´es
en annexe A.
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Premie`re partie




Il existe de´ja beaucoup de formalismes qui permettent de mode´liser des exigences de
fac¸on semi-formelle ou formelle. La plupart de ces formalismes s’appuient souvent sur une
logique du premier ordre, ou sur une logique modale pour pouvoir repre´senter des notions
temporelles. Mais aucun d’entre eux ne permet de raisonner avec des exigences ordonne´es
suivant un ordre de priorite´ propre a` chaque participant. Nous pensons que permettre
a` chacun des participants de raffiner la notion d’exigence en introduisant un ordre de
pre´fe´rence va offrir de nouvelles alternatives en cas d’inconsistance entre les exigences des
diffe´rents participants.
De plus, la plupart des e´tudes faites en inge´nierie des exigences ne prend pas en compte
la re´glementation et les contraintes du domaine (les contraintes physiques par exemple). Ce
sont pourtant deux points cle´ du de´veloppement d’un produit, puisqu’il existe toujours une
re´glementation en vigueur et des contraintes du domaine quel que soit le type du produit
que l’on veut concevoir. Le respect de la re´glementation permet de construire des objets
qui sont conformes aux normes et les contraintes du domaine expriment les proprie´te´s
que doit satisfaire un objet « possible » (dans le sens ou` on pourra physiquement le
construire). Il faut donc pouvoir exprimer des phrases normatives et des contraintes, afin
de ve´rifier que les exigences produites par chacun des participants ou finales respectent
bien la re´glementation et les contraintes du domaine.
Nous proposons pour mode´liser ces notions d’utiliser une logique de pre´fe´rences. Cette
logique va nous permettre de repre´senter les exigences sous forme ordonne´e (un participant
va pre´fe´rer telle exigence a` telle autre), mais e´galement de mode´liser des phrases normatives
complexes (re`gles avec exception, Contrary-to-Duties) et des contraintes du domaine.
Dans cette partie, nous pre´sentons tout d’abord un e´tat de l’art sur la repre´sentation
d’exigences, puis un e´tat de l’art sur la logique de´ontique. Dans une troisie`me section, nous
nous inte´ressons a` la repre´sentation sous forme logique de pre´fe´rences et nous de´taillons
plus particulie`rement la logique modale CO, de´veloppe´e par Craig Boutilier. Enfin, le cha-
pitre 5 pre´sente notre contribution : nous montrons comment utiliser CO pour repre´senter
des exigences sous forme ordonne´e, des phrases normatives et des contraintes du domaine.
Nous de´finissons ensuite une notion de cohe´rence entre un ensemble d’exigences ordonne´es
et une re´glementation et des contraintes du domaine, puis nous montrons que l’on peut
extraire de cet ensemble d’exigences ordonne´es un ensemble d’exigences « les meilleures






Les exigences sont des spe´cifications de haut niveau portant sur un objet quelconque
a` concevoir. On peut les conside´rer comme e´tant l’interme´diaire entre les besoins et les
spe´cifications de´taille´es de l’objet. Les exigences sont exprime´es par des participants qui
peuvent eˆtre des clients, des utilisateurs finaux ou des de´veloppeurs par exemple. Elles
vont donc eˆtre exprime´es au de´part sous des formes diverses : langage naturel, langage
technique (comme par exemple UML en de´veloppement oriente´ objet) etc. Si le fait de
garder une certaine he´te´roge´ne´ite´ dans les langages est une source de facilite´ pour les
participants, en revanche cela ne facilite pas les ope´rations de ve´rification ou de validation
des exigences, comme par exemple la ve´rification de la cohe´rence entre deux exigences.
De plus, les exigences servent de contrat et de moyen de communication entre les clients
et les exe´cutants. Il faut donc qu’elles soient compre´hensibles par les deux parties, mais
e´galement non ambigu¨es (car elles peuvent avoir valeur contractuelle). Il convient donc de
disposer d’un langage commun pour repre´senter les exigences.
Le langage naturel e´tant bien e´videmment trop ambigu¨, nous devons utiliser un cadre
formel pour exprimer des exigences. Si l’utilisation de la logique mathe´matique est assez
re´pandue pour la repre´sentation de spe´cifications de bas niveau (langage B par exemple), il
n’en est pas de meˆme pour la repre´sentation d’exigences. Pourtant, la logique mathe´matique
est un cadre formel pre´cis qui se preˆte bien a` l’expression d’exigences : la se´mantique as-
socie´e a` une logique permet a` chacun des participants d’avoir les meˆmes notions de valeur
de ve´rite´ d’une formule, les connecteurs logiques permettent de combiner les exigences,
une logique du premier ordre permet d’exprimer les liens ge´ne´raux qui peuvent exister
entre les exigences etc. De plus, comme nous le verrons dans la partie II, la gestion de
l’incohe´rence est un proble`me crucial pour l’inge´nierie des exigences. L’incohe´rence e´tant
une notion logique, il paraˆıt pertinent d’utiliser la logique pour repre´senter les exigences.
Nous allons donc pre´senter quelques formalismes qui s’appuient sur la logique mathe´ma-
tique pour pouvoir repre´senter et raisonner avec des exigences. De nombreuses e´tudes
s’inte´ressent aux aspects temporels des exigences. La conception d’un artefact implique
souvent l’e´mission de contraintes temporelles. Les exigences concernant des applications
temps-re´el critiques doivent e´videmment contenir des indications temporelles pre´cises.
Dans ce cas, de nombreux formalismes existent et sont commune´ment utilise´s : auto-
mates, logiques temporelles type CTL*, re´seaux de Petri (voir par exemple [15] pour une
pre´sentation rapide et exhaustive de ces techniques).
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Le cas particulier des exigences sur des applications temps-re´el critiques est plus proche
du domaine de la spe´cification (dans le sens ou` on demande des proprie´te´s tre`s pre´cises sur
le syste`me), mais on peut aussi conside´rer des exigences temporelles de plus haut niveau.
Par exemple, une exigence concernant un site web de vente en ligne pourrait spe´cifier
que les re´ponses a` un utilisateur exte´rieur se fassent en moins de trente secondes. Ces
exigences temporelles de haut niveau sont importantes car elles repre´sentent souvent un
aspect « qualite´ » du produit a` concevoir.
Ne´anmoins, nous ne nous inte´resserons pas dans cette e´tude aux aspects temporels
des exigences. L’ajout de la dimension temporelle a` un formalisme logique n’est pas tri-
viale, en particulier si les contraintes temporelles sont quantifie´es comme dans l’exemple
pre´ce´dent (il faut pouvoir en effet raisonner soit sur des moments ordonne´s line´airement,
soit directement avec les constantes de temps comme « 30s » et donc disposer d’un calcul
approprie´). On pourra juste remarquer que la plupart des e´tudes faites dans ce domaine
concernent plutoˆt l’expression de spe´cifications a` des fins de validation ou de ve´rification
via des proce´de´s comme le model-checking.
Par contre, nous de´taillerons dans ce chapitre quatre formalismes permettant de repre´-
senter des exigences : les points de vue, une logique quasi-classique, l’utilisation de contextes
en logique modale et enfin la notion de position.
2.1 La notion de point de vue
2.1.1 De´finition
Ge´ne´ralement, lors de la phase d’expression des exigences, on utilise un mode`le de
donne´es commun pour des facilite´s de ve´rification de cohe´rence par exemple. Malheureuse-
ment, la nature meˆme des exigences les rend relatives : statiquement tout d’abord, puisque
les exigences sont e´mises par des participants diffe´rents, mais e´galement dynamiquement,
puisqu’elles sont amene´es a` e´voluer au cours du processus d’inge´nierie des exigences.
La notion utilise´e depuis ces dix dernie`res anne´es pour repre´senter cette relativite´ des
exigences est la notion de point de vue [52, 56, 55]. Un point de vue est un couple compose´
d’un acteur et un certain nombre de fragments de spe´cifications dont il est responsable,
les perspectives. Le point de vue permet donc non seulement de formaliser la relativite´ de
chaque exigence, puisqu’il est associe´ a` un acteur, mais e´galement de pouvoir exprimer
des relations inter-points de vue, qui vont mode´liser les relations entre les acteurs, et ainsi
de´tecter les incohe´rences possibles. Une personne physique peut eˆtre l’acteur de plusieurs
points de vue. Par exemple une personne peut exprimer des exigences sur une partie d’un
projet, et en exprimer d’autres sur une autre partie du projet. Elle sera donc acteur pour
deux points de vue diffe´rents.
Un point de vue est compose´ de cinq champs :
– un style de repre´sentation qui de´finit la notation utilise´e par le point de vue (re´seau
de Pe´tri, logique temporelle, langage naturel etc) ;
– un domaine ;
– une spe´cification, i.e. des phrases qui de´crivent des domaines particuliers dans le
style de repre´sentation du point de vue ;
– un plan de travail de´crivant le processus de construction de la spe´cification ;
– un enregistrement contenant un historique du de´veloppement de la spe´cification.
Le point de vue permet donc de donner une repre´sentation relative des exigences, tout
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d’abord statiquement graˆce au style de repre´sentation, au domaine et a` la spe´cification
elle meˆme, mais e´galement dynamiquement graˆce au plan de travail et au champ d’enre-
gistrement.
La plupart des moyens de repre´sentation des points de vue sont issus du ge´nie logiciel
et s’appuient sur des moyens de repre´sentation semi-formels. A. Finkelstein et al. [56, 55]
utilisent la notion de point de vue comme e´le´ment central d’un processus de de´veloppement
distribue´ de logiciels. Easterbrook [52] et Nuseibeh et al. [105, 106] ont continue´ ces travaux,
surtout pour utiliser les points de vue comme outil d’analyse de spe´cifications incohe´rentes,
comme nous le verrons dans la partie II.
2.1.2 Relations entre points de vue
Comme nous l’avons vu pre´ce´demment, les points de vue sont compose´s de perspec-
tives, qui sont des fragments de spe´cifications. Or, plusieurs points de vue peuvent concer-
ner la meˆme spe´cification et avoir des perspectives qui se contredisent, se recouvrent ou
se comple´tent. Il convient donc que chaque fragment de spe´cification puisse s’assembler
correctement avec les autres pour produire un ensemble cohe´rent de spe´cifications. Il est
donc ne´cessaire de pouvoir exprimer des relations entre les diffe´rents points de vue.
Les relations qui peuvent exister entre deux points de vue sont les suivantes [106] :
– les deux points de vue peuvent eˆtre totalement inde´pendants. Par exemple un point
de vue peut de´crire la de´composition fonctionnelle d’un syste`me et un autre les
ressources financie`res du projet ;
– il peut exister une relation existentielle entre les deux points de vue qui implique
que l’existence d’un point de vue est de´pendante de l’existence du deuxie`me ;
– les deux points de vue peuvent se recouvrir partiellement. Deux points de vue peuvent
concerner deux domaines a priori diffe´rents, mais qui en fait ont des choses en com-
mun.
– enfin, les deux points de vue peuvent se recouvrir comple`tement. C’est le cas de
deux points de vue qui portent sur le meˆme domaine, mais proposent des solutions
diffe´rentes.
Il ne faut pas oublier non plus que les relations inter-points de vue doivent permettre
de transformer l’information d’un point de vue a` l’autre si les styles de repre´sentation
sont diffe´rents. Une relation inter-points de vue va permettre par exemple de traduire
une spe´cification dynamique exprime´e graˆce a` un re´seau de Pe´tri vers une spe´cification
sous forme de diagrammes d’e´tat-transition en UML. Ceci peut permettre de ve´rifier la
cohe´rence entre les points de vue.
La plupart des approches utilisent la logique du premier ordre ou des formalismes
proches pour pouvoir exprimer des relations inter-points de vue. Nous reviendrons sur ces
relations dans le cadre de la gestion de l’incohe´rence (cf. partie II).
Comme nous venons de le voir, la repre´sentation d’exigences est proble´matique pour
plusieurs raisons : he´te´roge´ne´ite´ des moyens de repre´sentation, incohe´rences possibles,
exigences non comple`tes etc. La logique mathe´matique semble donc eˆtre un formalisme
inte´ressant pour repre´senter des exigences : elle offre un cadre formel identique a` tous
les participants, elle permet de raisonner sur certaines incohe´rences et de de´duire des
informations a` partir d’un ensemble re´duit d’exigences. Nous pre´sentons dans les sections
suivantes des formalismes utilisant la logique mathe´matique pour repre´senter les exigences
et les points de vue.
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2.2 Une mode´lisation graˆce a` une logique quasi classique
Dans [72] et [73], Hunter et Nuseibeh pre´sentent un formalisme simple pour pouvoir rai-
sonner avec des exigences et ge´rer l’incohe´rence entre diffe´rents points de vue. Ces travaux
poursuivent l’approche propose´e dans [55]. Nous ne de´taillerons ici que la repre´sentation
des exigences, la gestion de l’incohe´rence e´tant de´taille´e dans la partie II.
Les exigences seront repre´sente´es ici graˆce a` des points de vue, notion pre´sente´e dans
la section pre´ce´dente. Pour valider et satisfaire une spe´cification, on a besoin de pou-
voir effectuer un raisonnement logique et une analyse logique de cette spe´cification. Une
repre´sentation formelle simple des exigences pourrait utiliser la logique classique, car cette
dernie`re permet de repre´senter facilement de nombreuses informations et posse`de des outils
et des techniques pour raisonner sur ces informations.
Or, les exigences sont souvent incohe´rentes : soit un point de vue est intrinse´quement in-
cohe´rent (l’auteur du point de vue ne s’en rend pas force´ment compte), i.e. les spe´cifications
contenues dans le point de vue sont incohe´rentes entre elles, ou incohe´rent avec un autre
point de vue. Si l’on utilise la logique classique pour repre´senter des exigences, on sera
confronte´ au proble`me de l’ex-falso quolibet. En effet, en logique classique, on peut infe´rer
n’importe quoi a` partir d’un ensemble incohe´rent de formules, i.e. :
{α,¬α} ` β
La logique classique ne semble donc pas eˆtre adapte´e pour repre´senter des exigences,
puisqu’en cas d’incohe´rence on sera capable de de´duire tout et n’importe quoi a` partir
des ensembles d’exigences. Pour re´soudre ce proble`me, Hunter et Nuseibeh ont utilise´ une
logique quasi-classique qui autorise un raisonnement non trivial en pre´sence d’un ensemble
incohe´rent. Nous allons la pre´senter dans ce qui suit.
2.2.1 La logique QC
La logique QC est une logique non classique de´veloppe´e par Besnard et Hunter dans
[11], et qui a la proprie´te´ de ne pas infe´rer n’importe quelle formule a` partir d’un ensemble
de formules incohe´rent. Une telle logique est dite para-consistante. L’affaiblissement des
re`gles de la logique classique dans les logiques para-consistantes rend le comportement des
connecteurs «non-classique». Par exemple, le syllogisme disjonctif ((α∨β)∧¬β) → α n’est
plus vrai, alors que Modus Ponens est toujours une re`gle d’infe´rence. Ainsi, α ne peut pas
eˆtre de´duit de {(α ∨ β),¬β}, alors qu’il peut l’eˆtre de {(¬β → α),¬β}. La logique QC
permet de re´soudre ces proble`mes.
Le langage L de QC est de´fini de fac¸on classique. On ne prendra donc pas la peine
de le de´tailler ici. La se´mantique et l’axiomatique de QC sont de´crites en de´tail dans
[11]. La se´mantique de QC ressemble a` celle d’une logique a` quatre valeurs de ve´rite´.
L’axiomatique de QC permet de conserver le comportement classique des connecteurs
logiques, e´vite l’ex-falso quolibet et la relation de conse´quence `QC conserve les proprie´te´s
classiques de monotonie et de reflexivite´. Plutoˆt que de de´tailler QC, nous l’illustrons sur
un exemple dans le paragraphe suivant.
2.2.2 Exemple de repre´sentation d’exigences
Reprenons l’exemple donne´ par Hunter et Nuseibeh dans [73]. Il s’agit d’un exemple
ge´ne´rique utilise´ par d’autres chercheurs. Le proble`me est de spe´cifier puis d’e´liciter les
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exigences concernant le Service Ambulancier de Londres (London Ambulance Service note´
LAS). Plusieurs participants, parmi lesquel le controˆleur de la salle d’incident, le respon-
sable des ope´rations et le responsable logistique e´mettent des exigences par rapport au
fonctionnement du LAS. Les exigences e´mises par chacun des participants sont les sui-
vantes :
Controˆleur de la salle d’incident
– une urgence me´dicale est la conse´quence soit d’une maladie, soit d’un accident ;
– de`s que l’on rec¸oit un coup de fil signalant une urgence me´dicale, l’ambulance dis-
ponible la plus proche doit eˆtre de´peˆche´e sur le lieu de l’urgence.
Responsable des ope´rations
– a` la re´ception d’un coup de fil signalant un incident, si une ambulance n’est pas la
plus proche du lieu de l’incident elle ne doit pas eˆtre envoye´e.
Responsable logistique
– si aucun ope´rateur (conducteur ou me´decin) n’est disponible pour une ambulance,
alors cette ambulance ne peut pas eˆtre l’ambulance la plus proche ;
– si une ambulance n’est pas la plus proche d’un incident, il ne faut pas lui envoyer
un signal d’appel.
Supposons que l’on dispose des pre´dicats suivants :
– accident tel que accident(p, l) signifie que la personne p a eu un accident a` l’endroit
l ;
– maladie tel que maladie(p, l) signifie que la personne p est malade a` l’endroit l ;
– urgence medicale tel que urgence medicale(p, l) signifie qu’il y a une urgence me´dicale
a` l’endroit l concernant la personne p ;
– appel tel que appel(p, l) signifie qu’il y a eu un appel concernant la personne p a`
l’endroit l ;
– ambulance proche tel que ambulance proche(v) signifie que v est l’ambulance la
plus proche ;
– envoi ambulance tel que envoi ambulance(v, l) signifie que l’on envoie l’ambulance
v a` l’endroit l ;
– equipe tel que equipe(v) signifie que l’ambulance v posse`de une e´quipe comple`te
(me´decin et conducteur) ;
– appel ambulance tel que appel ambulance(v) signifie que l’on envoie un signal d’ap-
pel a` l’ambulance v.
Les exigences e´mises par chacun des participants vont eˆtre repre´sente´es respectivement
par les ensembles de formules suivants :
V P1 = {∀p ∀l accident(p, l) ∨maladie(p, l) ↔ urgence medicale(p, l),
∀p ∀l ∀v appel(p, l) ∧ urgence medicale(p, l) ∧
ambulance proche(v) → envoi ambulance(v, l)}
V P2 = {∀p ∀l ∀v appel(p, l) ∧ ¬ambulance proche(v) → ¬envoi ambulance(v, l)}
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V P3 = {∀v ¬equipe(v) → ¬ambulance proche(v)
∀v ¬ambulance proche(v) → ¬appel ambulance(v)}
Supposons que l’on souhaite examiner le sce´nario suivant : John a eu un accident a`
London Road et on a appele´ le LAS pour signaler cet accident. L’ambulance 1 n’a pas
d’e´quipage disponible, mais est l’ambulance la plus proche de l’accident. On mode´lise ce
sce´nario par l’ensemble F de´fini ci-apre`s :
F = {accident(John,London Road), appel(John,London Road),
¬equipe(Ambulance1), ambulance proche(Ambulance1)}
L’ensemble V P1∪V P2∪V P3∪F est incohe´rent, car on peut en de´river envoi ambulance
(Ambulance1, London Road) et ¬envoi ambulance(Ambulance1, London Road). Malgre´
cela, on peut quand meˆme de´river des formules exploitables de V P1 ∪ V P2 ∪ V P3 ∪ F ,
comme par exemple ¬appel ambulance(Ambulance1). On peut ainsi commencer a` de´finir
la proce´dure envoi ambulance sans se pre´occuper des incohe´rences re´ve´le´es par l’analyse
du sce´nario. Nous verrons dans la partie II que l’on peut e´galement trouver et qualifier les
sources d’incohe´rences.
2.2.3 Conclusion
La logique QC a donc e´te´ utilise´e par Hunter et Nuseibeh pour repre´senter des exigences
et surtout pour pouvoir raisonner avec des exigences provenant de plusieurs points de
vue qui peuvent eˆtre incohe´rents localement1 ou entre eux. Dans le domaine strict de
mode´lisation des exigences, cette logique reste assez pauvre : les exigences sont exprime´es
sous forme propositionnelle, et on n’a aucune repre´sentation formelle de la relativite´ des
points de vue (seul le langage naturel permet de distinguer les points de vue VP1 et VP2).
2.3 Mode´lisation d’exigences avec une logique modale contex-
tuelle
Comme nous l’avons vu, les points de vue permettent d’exprimer la relativite´ statique
et dynamique des connaissances portant sur des exigences. Cette relativite´ est tre`s proche
de la notion de contexte : chacun des points de vue peut eˆtre repre´sente´ par un contexte
dans lequel les exigences relatives au point de vue sont vraies. Si on conside`re un contexte
englobant tous les contextes « points de vue », le fait qu’une spe´cification existe dans un
contexte n’implique pas force´ment que cette spe´cification existe dans le contexte englobant.
L’utilisation des contextes est donc un moyen de repre´senter les points de vue. Un contexte
englobant va permettre de de´finir les relations inter-points de vue, comme nous le verrons
plus tard.
L’utilisation de contextes est un moyen de repre´senter les proble`mes de ge´ne´ralite´ en
Intelligence Artificielle. John Mac Carthy fut un des premiers a` de´fendre l’ide´e d’une forma-
lisation en logique des contextes [98]. En effet, on peut conside´rer que toute connaissance
n’est jamais vraie dans l’absolu, mais est vraie dans un certain contexte qui repre´sente les
conditions d’e´valuation des connaissances (conditions de lieu, de temps etc). Pour pouvoir
1I.e. les exigences d’un meˆme point de vue sont incohe´rentes entre elles.
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exprimer ces connaissances contextuelles, Mac Carthy introduit un ope´rateur ist(c, f) ou`
p est une formule et c un contexte. La formule se lit alors : f est vraie dans le contexte c.
Historiquement, Guha a e´te´ le premier a` proposer une formalisation logique des contextes
dans [65].
Une premie`re formalisation possible des contextes se base sur une approche syntaxique.
Les propositions produites par un contexte sont de´finies comme e´tant des objets manipule´s
par un me´ta-langage du premier ordre. On peut par exemple citer les travaux de Attardi
et Simi [5, 6, 7] qui proposent un formalisme simple se fondant sur la logique des pre´dicats.
Ils e´tendent la logique du premier ordre en utilisant un pre´dicat particulier, in, qui permet
d’exprimer des croyances contextuelles.
Cependant, Montague a montre´ dans [103] que l’existence de formules auto-re´fe´rentielles
(qui peuvent appartenir a` la fois au me´ta-langage et au langage objet) conduit a` un
syste`me logique incohe´rent. Des solutions ont e´te´ propose´es pour pallier a` ce proble`me :
hie´rarchisation des me´ta-langages [5], mais aussi restrictions sur les re`gles re´gissant les
liens entre me´ta-langage et langage objet [63]. Toutefois, ces restrictions affaiblissent le
pouvoir d’expression du langage.
Reste donc pour pouvoir exprimer cette notion de contexte une approche utilisant
les logiques modales (voire multi-modales). Nayak a propose´ de formaliser les contextes
en utilisant un ope´rateur modal par contexte. Cette contrainte ne permet donc pas de
raisonner sur des relations inter-contextuelles. Buvacˇ et al., dans [21, 19, 20], ont propose´
une approche multi-modale de la logique des contextes. Pour eux, les contextes sont des
objets du langage, et on peut donc exprimer des relations sur les contextes. Nous allons
nous inte´resser plus particulie`rement aux travaux de Perrussel [111, 109, 110, 112] qui a
propose´ une logique des contextes multi-modale s’appuyant sur une se´mantique de Kripke
et e´tant destine´e a` raisonner plus spe´cifiquement sur les exigences.
2.3.1 Raisonnement contextuel propositionnel
Nous pre´sentons dans cette section une logique modale de´veloppe´e par Perrussel qui
permet de raisonner sur des contextes. Le langage de la logique s’appuie sur un langage
propositionnel L0. Ce langage est e´tendu dans un premier temps par une modalite´ ist qui
permet de repre´senter des connaissances contextuelles. ist(X , ϕ) ou` X est un contexte
et ϕ une formule propositionnelle signifie la formule ϕ est vraie dans le contexte X . Le
langage ainsi obtenu est e´tendu aux formules de type 〈X1, . . . ,Xn〉 : φ ou` 〈X1, . . . ,Xn〉 est
une se´quence de contextes non vide et φ une formule du langage e´tendu pre´ce´demment.
L’e´valuation de la valeur de ve´rite´ d’une formule se fera donc toujours dans une
se´quence de contexte particulie`re et surtout non vide. On peut ainsi noter qu’on n’a pas
de «super-contexte», puisque toutes les expressions seront contextuelles.
L’axiomatique de la logique est de´finie de la fac¸on suivante : si ` φ est un sche´ma
d’axiome de la logique propositionnelle, alors pour toute se´quence non vide de contexte
σ, ` σ : φ est un sche´ma d’axiome. L’ope´rateur modal ist est un ope´rateur de type
(KD) (cf. [25]) et ve´rifie donc ` σ : ist(X , ϕ → ψ) → (ist(X , ϕ) → ist(X , ψ)) et
` σ : ist(X , ϕ) → ¬ist(X ,¬ϕ). On peut remarquer que ist ne ve´rifie pas les axiomes
d’introspection (note´s habituellement 4 et 5). Les trois re`gles d’infe´rence sont :
– Modus Ponens ;
– une re`gle d’entre´e dans un contexte :
(RICIN )
` 〈X1, . . . ,Xn〉 : ist(X , ϕ)
` 〈X1, . . . ,Xn,X〉 : ϕ
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– une re`gle de sortie de contexte :
(RICOUT )
` 〈X1, . . . ,Xn,X〉 : ϕ
` 〈X1, . . . ,Xn〉 : ist(X , ϕ)
Ces deux dernie`res re`gles d’infe´rence permettent de diffe´rencier la logique des contextes
de la logique modale de repre´sentation des croyances (qui est de type (KD)). La re`gle
(RICIN) permet a` partir d’une formule de type ist(X , ϕ) d’obtenir une formule propo-
sitionnelle ϕ en inte´grant X dans le contexte de ist(X , ϕ). La re`gle (RICOUT ) permet
quant a` elle d’obtenir une formule ist(X , ϕ) a` partir d’une formule propositionnelle ϕ en
utilisant le contexte « le moins englobant » de ϕ.
On peut donc exprimer sans aucun proble`me la relativite´ des points de vue dans ce
formalisme : 〈X 〉 : ¬ϕ n’est pas incohe´rent avec 〈X 〉 : ist(X1, ϕ). On peut e´galement
ve´rifier que des liens entre les diffe´rents contextes sont pre´sents.
Supposons par exemple que nous ayons deux contextes XS et XD qui repre´sentent
respectivement la vue statique d’un syste`me et la vue dynamique de ce meˆme syste`me.
Une contrainte que l’on pourrait avoir sur ces deux contextes est la suivante : si classeA
est vraie dans XS alors stateClasseA est vraie dans XD. On peut interpre´ter cela de
la fac¸on suivante : si on a une repre´sentation statique de la classe A, alors on doit
avoir un diagramme d’e´tats-transitions de cette meˆme classe. La relation qui existe entre
les deux contextes est elle-meˆme contextuelle et pourrait eˆtre exprime´e de la sorte :
〈R〉 : Prob ∨ (ist(XS , classeA) → ist(XD, stateClasseA)). Prob est une variable
propositionnelle de « marquage » qui va permettre de signaler s’il y a un proble`me. Si on
peut de´river 〈R〉 : Prob, c’est qu’il y a une repre´sentation statique de A, mais pas de
diagrammes d’e´tats-transitions pour A. Si on suppose alors qu’on a 〈R,XS〉 : classeA et
〈R,XD〉 : ¬stateClasseA, on peut en de´duire en appliquant (RIC
OUT ), (D) et Modus
Ponens 〈R〉 : ist(XS , classeA) ∧ ¬ist(XS , stateClasseA). Donc par application de
Modus Ponens, on peut en de´duire 〈R〉 : Prob. Il y a donc un proble`me entre les deux
points de vue : XD est incomplet.
Notons que la se´mantique de cette logique modale est base´e sur des mode`les de Kripke
du type 〈W,S,R, J〉 ou` W est un ensemble de mondes, S est un ensemble de situations (i.e.
des couples consistue´s d’une se´quence de contextes et d’un monde de W ), J une fonction
de valuation propositionnelle et R une relation d’accessibilite´ sur S ∗ S. La relation de
satisfaction va donc de´pendre des contextes puisque R est une relation sur S ∗S. On peut
se reporter a` [111] pour plus de de´tails sur la se´mantique de cette logique.
2.3.2 Extension au premier ordre
La logique pre´sente´e pre´ce´demment a ses limites : on ne peut utiliser que des formules
propositionnelles dans un contexte. Perrussel e´tend donc cette logique au premier ordre
pour deux raisons :
– raisonner sur des formules quelconques et non plus des propositions. On pourra ainsi
mieux spe´cifier les exigences ;
– quantifier les contextes.
On notera qu’il se base toujours sur un ensemble de pre´dicats communs a` tous les
contextes (Mac Carthy avait par exemple sugge´re´ que les pre´dicats aient une arite´ contex-
tuelle). Nous ne pre´sentons pas cette logique ici, Perrussel e´tend la logique de´finie en
section 2.3.1 en utilisant les axiomes habituelles de la logique des pre´dicats avec e´galite´,
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puis e´tend l’axiomatique de ist avec le sche´ma de Barcan. Deux re`gles de ge´ne´ralisation
sont ajoute´es :
– une premie`re qui permet de quantifier «classiquement» :
(G)
` σ : ϕ
` σ : (∀x)ϕ
– et une seconde qui permet de quantifier les se´quences de contextes et ainsi de re´gler
le proble`me des variables libres dans ces se´quences :
(G′)
` σ : ϕ
` ∀x(σ : ϕ)
Graˆce a` cette extension, on peut maintenant exprimer beaucoup plus finement les
relations entre les contextes. Reprenons l’exemple de la section 2.3.1. Supposons main-
tenant que nous disposions d’un pre´dicat classe(−) d’arite´ un qui exprime le fait qu’il
existe une description sous la forme d’un diagramme de classe d’un certain concept. Sup-
posons e´galement que nous ayons a` disposition un deuxie`me pre´dicat, stateClasse(−),
qui exprime le fait qu’il existe un diagramme d’e´tats-transitions associe´ a` une classe par-
ticulie`re. On peut donc raffiner la contrainte de l’exemple par 〈R〉 : ∀X0 ∀x Prob ∨
(ist(X , classe(x)) → ∃X1 ist(X1, stateClasse(x))) (X0 et X1 sont deux variables contex-
tuelles et x est une variable des objets du discours). Cette contrainte peut s’expliquer de
la fac¸on suivante : s’il existe un contexte (donc un point de vue) X0 dans lequel on a e´crit
un diagramme de classe pour le concept x, alors il existe un contexte X1 dans lequel on
a e´crit un diagramme d’e´tats-transitions pour la classe correspondante. Cela permet de
ve´rifier par exemple qu’une conception oriente´e objet exprime bien toutes les proprie´te´s
dynamiques des concepts qu’elle mode´lise.
De la meˆme manie`re que pre´ce´demment, on peut ve´rifier par une preuve que si on
a 〈R,XS〉 : classe(a) par exemple et que dans toutes les se´quences 〈R,X0〉 on a
¬stateClasse(a), alors on peut en de´duire 〈R〉 : Prob.
2.3.3 Conclusion
La logique de´veloppe´e par Perrussel dans [111] permet donc d’exprimer assez finement
des exigences dans un certain point de vue (repre´sente´ ici par des contextes) et surtout
des relations inter-points de vue. Le pouvoir d’expression de son formalisme est assez
grand, surtout avec l’extension de la logique au premier ordre. On peut ainsi quantifier les
contextes et raisonner sur l’existence possible d’un contexte dans lequel une certaine for-
mule est vraie. Le fait de pouvoir plonger dans ou sortir d’un contexte permet e´galement de
ve´rifier que les relations inter-points de vue sont bien satisfaites par les exigences exprime´es
dans les diffe´rents points de vue.
2.4 Mode´lisation d’exigences ordonne´es
Les formalismes de´crits jusqu’a` pre´sent conside`rent que les exigences exprime´es par
un point de vue ont toutes la meˆme importance. L’acteur d’un point de vue ne peut pas
par exemple exprimer le fait qu’une exigence est pour lui prioritaire et qu’une autre est
optionnelle. Cholvy et Hunter ont de´veloppe´ dans [44] un formalisme qui permet a` chacun
des participants au processus d’inge´nierie des exigences de « classer » ses exigences selon
un ordre de pre´fe´rence qui lui est propre.
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2.4.1 Pre´sentation du formalisme
Cholvy et Hunter repre´sentent les exigences e´mises par un agent a par un ensemble fini
et cohe´rent de formules propositionnelles note´ ∆a. A` partir de cet ensemble ∆a, chaque
agent va construire une position qui sera un ensemble ordonne´ de ses propres exigences.
Ils conside´rent e´galement deux ensembles de formules propositionnelles note´s Dom et
Reg qui repre´sentent respectivement les contraintes du domaine et la re´glementation en
vigueur (ϕ ∈ Dom signifie « il est obligatoire que ϕ soit vraie »). Ce sont les premiers
travaux qui prennent en compte la re´glementation et les contraintes du domaine. Or,
quel que soit l’artefact a` construire, il existe toujours une re´glementation et des lois du
domaine le concernant. Il est donc important de pouvoir repre´senter ces deux notions dans
un formalisme qui permet de ve´rifier si, par exemple, des exigences sont conformes a` la
re´glementation ou aux contraintes du domaine. Cholvy et Hunter supposent e´videmment
que Dom ∪ Reg est cohe´rent (en particulier on n’oblige pas quelque chose d’impossible).
Un ensemble d’exigences est cohe´rent avec la re´glementation et les contraintes du domaine
ssi ∆a ∪Dom ∪Reg est cohe´rent.
Si on conside`re ∆a comme e´tant l’ensemble des exigences de l’agent a, on peut e´crire ∆a
de la fac¸on suivante : ∆a = {α1, . . . , αn}. Dans cette repre´sentation, chaque αi repre´sente
une conjonction d’exigences de a qui sont d’e´gale importance pour lui. Un ordre sur ces
conjonctions d’exigences est de´fini par le tuple Γa = [α1, . . . , αn] appele´ position de l’agent
a. Les formules α1, . . ., αn sont telles que αi est pre´fe´re´ par a a` αi+1 pour tout i ∈
{1, . . . , n−1}. La position de l’agent a construit donc une relation d’ordre line´aire sur ∆a.
La position d’un agent induit un ordre sur les mondes possibles. Prenons un exemple :
supposons que Γa = [α, β]. Dans ce cas, l’agent a pour exigence sur l’objet a` concevoir
α ∧ β. Mais si ce n’est pas possible (a` cause de la re´glementation ou des contraintes de
domaine), l’agent pre´fe`re que l’objet a` concevoir satisfasse α∧¬β. Si ce n’est toujours pas
possible, il accepte que l’objet satisfasse ¬α ∧ β. Enfin, dans le pire des cas, si ce n’est
toujours pas possible, il accepte que l’objet satisfasse ¬α ∧ ¬β.
Au support Γa de l’agent correspond l’ordre sur les mondes possibles suivant
2 :
‖α ∧ β‖ < ‖α ∧ ¬β‖ < ‖¬α ∧ β‖ < ‖¬α ∧ ¬β‖
Cholvy et Hunter caracte´risent ensuite formellement le lien qui existe entre toute po-
sition d’un agent a et un ordre sur les mondes possibles. Tout d’abord, une fonction
Compromises associe la position Γa = [α1, . . . , αn] avec un ensemble des mondes pos-
sibles tel que Compromises([α1, . . . , αn]) = {‖β1 ∧ . . . ∧ βn‖ : β1 ∈ {α1,¬α1} et βn ∈
{αn,¬αn}}. Compromises permet donc de construire les formules repre´sentant toutes les
alternatives possibles quant a` la satisfaction ou la non satisfaction des exigences de l’agent.
Par exemple, Compromises([α,∧β]) = {‖α ∧ β‖, ‖α ∧ ¬β‖, ‖¬α ∧ β‖, ‖¬α ∧ ¬β‖}. Une
relation d’ordre <a est ensuite de´finie sur Compromises([α1, . . . , αn])− {φ} (pour ne pas
prendre en compte les e´le´ments de type ‖α ∧ ¬α ∧ β‖ par exemple) en utilisant un ordre
lexicographique.
Ces de´finitions leur permettent de pouvoir ve´rifier la compatibilite´ des exigences avec la
re´glementation et les lois du domaine se´mantiquement mais aussi syntaxiquement. Dans
la se´mantique, {D : D ∈ Compromises(Γa) et ∃M ∈ D tel que M |= Dom ∪ Reg}
n’est pas vide, donc il existe au moins un e´le´ment minimal de cet ensemble pour <a.
Cet e´le´ment est meˆme unique, car <a est un ordre strict sur Compromises(Γa). Il existe
2||ϕ|| est appele´ ensemble de mode`les de ϕ (cf. [25]) et contient les mondes w tels que w ∈ val(ϕ).
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donc une formule γa telle que ‖γa‖ = min<a{D : D ∈ Compromises(Γa) et ∃M ∈
D tel que M |= Dom ∪ Reg}. γa est un ensemble d’exigences compatible avec Dom et
Reg. C’est meˆme la «meilleure» alternative pour la position de l’agent a qui est cohe´rente
avec la re´glementation et les lois du domaine.
Syntaxiquement, on peut construire γa en construisant un ensemble E de la fac¸on
suivante. Il suffit de ve´rifier que α1 soit cohe´rent avec Dom ∪ Reg. Si c’est le cas, alors
E = {α1} sinon E = {¬α1}. On continue en ve´rifiant si α2 est cohe´rent avec E∪Dom∪Reg.
Si c’est le cas, E = E ∪ {α2} sinon E = E ∪ {¬α2}. Lorsque l’on a fini avec αn, E = γa.
2.4.2 Exemple
Prenons un exemple tire´ de [44]. On se place dans la phase d’expression des exigences
pour la construction d’une maison. Supposons qu’un participant ait la position suivante :
Γ = [centre ville ∨ proche metro,murs blancs, calme]. Il souhaite que la maison soit en
centre ville ou pre`s d’une station de me´tro, qu’elle ait des murs blancs et qu’elle soit dans un
quartier tranquille. Les exigences sont ordonne´es par la position de l’agent. Supposons de
plus queDom = {proche metro→ ¬calme} (i.e. quand on est pre`s d’une station de me´tro,
le quartier n’est pas tre`s tranquille) et que Reg = {centre ville→ ¬murs blancs} (i.e. en
centre ville on n’a pas le droit d’avoir des murs blancs). Dans ce cas, γ = {(centre ville ∨
proche metro) ∧murs blancs ∧ ¬calme}.
En tenant compte des contraintes du domaine et de la re´glementation, on peut dire
qu’une maison qui satisfait {proche metro,murs blancs,¬calme} sera une maison qui
satisfait au mieux les exigences du participant. Les deux exigences prioritaires sont satis-
faites (la maison est soit au centre ville, soit pre`s d’une station de me´tro et a des murs
blancs), mais la troisie`me exigence n’est pas satisfaite. Alors que les exigences du partici-
pant n’e´taient pas globalement cohe´rentes avec les lois du domaine et la re´glementation,
l’ordonnancement des exigences graˆce a` une position a permis de trouver un compromis
dans les choix possibles de l’agent.
2.4.3 Conclusion
Le formalisme de´veloppe´ par Cholvy et Hunter permet donc de raffiner les exigences de
chaque participant. Chacun d’entre eux peut ordonner ses exigences pour de´signer quelles
sont celles qui sont a` son avis prioritaires et quelles sont celles qui le sont moins. En cas
de conflit, on essayera donc toujours de maximiser la satisfaction des participants. De
plus, leur formalisme permet d’exprimer une re´glementation et des lois du domaine et de
ve´rifier que les exigences de chaque participant sont cohe´rentes avec ces notions. Dans le
cas contraire, l’utilisation de la position exprime´e par le participant permet de trouver une
alternative qui le satisfera au mieux.
2.5 Conclusion
Il existe peu de formalismes qui utilisent la logique mathe´matique comme outil for-
mel d’expression d’exigences. Bien suˆr, la plupart des formalismes pre´sente´s dans les sec-
tions pre´ce´dentes utilisent la logique propositionnelle ou la logique du premier ordre pour
repre´senter les exigences, mais c’est surtout pour pouvoir ge´rer les incohe´rences possibles
entre exigences comme nous le verrons dans la partie II. La logique n’est pas, dans la
plupart des cas, utilise´e comme un moyen de mode´lisation avance´e des exigences, mis a`
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part dans le formalisme de Cholvy et Hunter qui permet de raffiner la notion d’exigence
en utilisant des positions.
On peut revenir sur le formalisme de Perrussel dans [111]. Graˆce a` la logique modale
qu’il a de´veloppe´e pour raisonner sur des contextes, on peut exprimer de fac¸on tre`s pre´cise
le contenu des spe´cifications de chaque point de vue. En particulier, l’extension au premier
ordre nous permet de quantifier non seulement des variables qui appartiennent au domaine
des objets, mais e´galement des variables contextuelles qui vont permettre d’exprimer des
liens inter-points de vue. Par contre, comme nous le verrons dans la partie II, l’existence
d’incohe´rence dans les exigences va se traduire avec ce formalisme par une re´vision des
exigences des participants concerne´s. On n’a pas comme dans [44] la possibilite´ d’ordon-
ner les exigences de chaque participant pour pouvoir fournir des alternatives en cas de
proble`me.
Le formalisme de´veloppe´ par Cholvy et Hunter dans [44] permet quant a` lui d’affiner
les exigences des participants en leur proposant d’exprimer des positions sur ces exigences.
Cette opportunite´ pour chacun des participants nous paraˆıt tre`s inte´ressante : le raffine-
ment obtenu sur les exigences permet en effet de trouver des solutions adapte´es a` chaque
participant lorsque les exigences prises dans leur ensemble posent proble`me (incohe´rence
avec la re´glementation etc). Nous suivrons leur proposition et nous de´velopperons donc un
formalisme d’expression des exigences qui se fondera sur les positions. De plus, Cholvy et
Hunter prennent en compte la re´glementation et le lois du domaine dans leur formalisme.
C’est un point tre`s important, car la plupart des formalismes traitant de l’inge´nierie des exi-
gences ne tiennent pas compte de ces deux e´le´ments. Or tout objet a` concevoir est contraint
par l’existence de lois physiques qui empeˆchent certaines re´alisations et surtout par une
re´glementation en vigueur qu’il faut respecter. Nous nous attacherons donc a` mode´liser la
re´glementation et les lois du domaine dans notre formalisme. On peut juste regretter que le
formalisme de Cholvy et Hunter n’ait pas un pouvoir d’expression de phrases normatives
tre`s important (ils utilisent la logique propositionnelle). La mode´lisation de re´glementation
et le raisonnement normatif est un domaine de recherche vaste et nous allons pre´senter les
diffe´rentes propositions qui ont e´te´ faites jusqu’a` pre´sent dans ce domaine dans le chapitre
suivant.
Chapitre 3
Raisonnement normatif (e´tat de
l’art)
Le raisonnement normatif de´signe le raisonnement que l’on fait avec les notions d’obli-
gation, de permission et d’interdiction. En particulier, dans l’e´tude de syste`mes normatifs
(des ensembles d’agents humains ou artificiels re´gis par des re`gles pre´cises), on aimerait
pouvoir repre´senter ce que les agents doivent faire, peuvent faire, s’ils sont autorise´s a`
violer une partie de la re´glementation etc. Lorsque l’on veut raisonner avec des phrases
normatives, de nombreux proble`mes apparaissent. On est en effet souvent oblige´ de raison-
ner avec des connaissance annexes comme la croyance, la capacite´, l’intention pour pouvoir
de´terminer si un eˆtre humain, un syste`me informatique ou une organisation respecte une
re´glementation en vigueur. Nous verrons dans la partie III comment inte´grer ces notions
dans un cadre plus de´taille´. Dans ce chapitre, nous allons nous inte´resser plus en de´tail a`
la repre´sentation de phrases normatives et des proble`mes qui en de´coulent.
L’e´tude du raisonnement normatif conduit a` l’e´tude de la logique de´ontique. Les ori-
gines de la logique de´ontique se situent dans l’e´tude de la logique « philosophique », mais
son champ d’application s’e´tend maintenant a` l’informatique (controˆle d’acce`s, politiques
de se´curite´, contraintes d’inte´grite´ sur des bases de donne´es), la loi (syste`mes experts
le´gaux) et les the´ories organisationnelles (responsabilite´s, pouvoir). Historiquement, les
e´tudes contemporaines de la logique de´ontique sont le fruit d’un fort courant de pense´e
philosophique nordique. On peut citer par exemple von Wright [138], A˚qvist [2], Føllesdan
et Hilpinen [57], Hansson [66] ou Chisholm [26]. De nombreuses autres approches sont
apparues de nos jours en particulier pour traiter des proble`mes spe´cifiques :
– approches utilisant des logiques temporelles type branching-time [68, 69, 17, 18] ;
– approches utilisant la notion d’agent [100, 101, 23] ;
– logiques input/output [95, 96, 97] ;
– approches alge´briques [93]. . .
Nous conside´rerons ici que le fait de donner une valeur de ve´rite´ a` une phrase normative
comme « il est interdit que α soit vraie » ne pose pas de proble`me. On pourrait conside´rer
comme Makinson dans [94] que le fait de donner une valeur de ve´rite´ a` un e´nonce´ normatif
n’a pas de sens puisque celui ci ne de´crit pas un e´tat du monde, mais un e´tat ide´al. La
justification philosophique de ce point de vue repose sur la distinction qui doit eˆtre faite
entre des normes et des propositions qui expriment certaines proprie´te´s de ces normes (et
qui peuvent donc eˆtre value´es). Notre objectif est de pouvoir raisonner sur des phrases
normatives, en particulier de´terminer quelles normes peuvent eˆtre de´rive´es a` partir d’un
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ensemble de normes pre´de´fini, et dans un soucis de simplicite´ et par abus de langage, nous
confondrons dans cette e´tude normes et propositions repre´sentant des normes.
D’autre part, nous ne ferons pas ici la distinction entre l’obligation de faire quelque
chose et l’obligation qu’une proposition soit vraie. Par exemple, on peut distinguer l’obli-
gation qu’une lettre soit poste´e et l’obligation de poster cette lettre. Nous conside´rerons
ici que les e´nonce´s normatifs ne portent que sur des e´tats possibles du monde.
3.1 Une logique de´ontique : SDL
Inte´ressons nous de plus pre`s a` SDL [25] (Standard Deontic Logic), une logique mo-
dale propositionnelle normale qui est habituellement utilise´e pour repre´senter des phrases
normatives. Le langage de SDL se compose d’un langage propositionnel, d’un ope´rateur
d’obligation O (O(α) signifie « il est obligatoire que α soit vraie »), un ope´rateur de permis-
sion de´fini par Pα ≡def ¬O¬α et d’un ope´rateur d’interdiction de´fini par Fα ≡def O¬α.
SDL est une logique modale de type (KD) qui respecte donc les sche´mas d’axiomes et
re`gles d’infe´rence suivants :
(PC) les axiomes de la logique propositionnelle





On conside`re qu’une obligation Oα est viole´e ssi Oα ∧ ¬α est vraie.
Si SDL permet de mode´liser rapidement et simplement des phrases normatives, elle
souffre en revanche d’un certain nombre de de´fauts. Un grand nombre de paradoxes
(e´nonce´s intuitivement incorrects) sont des the´ore`mes de SDL et certaines phrases nor-
matives ne peuvent pas eˆtre exprime´es correctement dans SDL. Nous allons commenter
ces de´fauts en suivant la pre´sentation de [22].
3.1.1 Les paradoxes duˆs a` (ORM)
Comme toutes les logiques modales normales, SDL contient la re`gle (RM) qui est la
suivante : si ` α → β alors ` Oα → Oβ. De la validite´ de cette re`gle de´coule un certain
nombre de paradoxes :
– le paradoxe de Ross : Oα → O(α ∨ β) est un the´ore`me de SDL. Une interpre´tation
de ce paradoxe est la suivante : s’il est obligatoire de poster la lettre, alors il est
obligatoire de la poster ou de la bruˆler.
Le paradoxe de Ross peut laisser penser que de chaque obligation on peut de´river
une obligation contre-intuitive puisque l’on laisse le choix a` l’agent entre deux pro-
positions qui sont intuitivement contradictoires. On peut tout d’abord remarquer
que la satisfaction de O(α∨β) n’implique pas la satisfaction de Oα, ce qui re´duit un
peu la porte´e du paradoxe. Le fait de bruˆler la lettre impliquera donc quand meˆme
une violation de l’obligation de la poster. On peut e´galement raisonner en terme de
violation : si α est obligatoire et que α est actuellement fausse, combien d’obligations
ont e´te´ viole´es ? A` cause du paradoxe de Ross, la violation d’une obligation Oα va
impliquer la violation de toutes les obligations O(α ∨ β) pour lesquelles β est une
proposition fausse dans l’e´tat actuel du monde, ce qui peut paraˆıtre e´trange.
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Pour e´viter le paradoxe de Ross, on est donc oblige´ de limiter les de´rivations a` partir
d’un ensemble de normes. Il ne faut autoriser a` de´river que les obligations minimales
au sens de l’implication. Par exemple, si on conside`re un ensemble de normes qui
contient O(poster) (il est obligatoire de poster la lettre) mais pas O(bruler) (il est
obligatoire de bruˆler la lettre), il semblerait assez intuitif de pouvoir bloquer la
de´rivation de O(poster ∨ bruler).
– le paradoxe du libre choix : P (α ∨ β) → (Pα ∧ Pβ) n’est pas un the´ore`me de SDL.
En effet si P (α ∨ β) → (Pα ∧ Pβ) e´tait un the´ore`me de SDL, Pα → (Pα ∧ Pβ)
serait e´galement un the´ore`me de SDL (d’apre`s la re`gle (ORM)). On pourrait donc
en de´duire par exemple que s’il est permis d’aller au cine´ma, il est e´galement permis
de tuer le pre´sident.
Malgre´ cela, la signification de P (α∨β) → (Pα∧Pβ) semble assez intuitive : s’il est
permis que α ∨ β soit vraie alors il est e´videmment permis que α soit vraie et il est
permis que β soit vraie. De nombreux chercheurs comme Carmo et Jones (cf. [22])
pensent que ce paradoxe est en fait un pseudo proble`me. On peut en effet re´fle´chir a`
la signification de P (α ∨ β). Soit on veut exprimer le fait que α et β sont toutes les
deux permises et alors on doit e´crire directement Pα ∧ Pβ. Soit on veut exprimer
que α est permise ou que β est permise, et dans ce cas on doit e´crire Pα ∨ Pβ.
– le paradoxe du bon samaritain : comme α ∧ β → β est un the´ore`me de la logique
propositionnelle, d’apre`s la re`gle (ORM), on peut en de´duire que O(α∧β) → Oβ est
un the´ore`me de SDL. Prenons un exemple : si l’on conside`re la phrase Marie aide
Jean qui a eu un accident et que l’on la repre´sente par Marie aide Jean et Jean a
eu un accident, alors on peut en de´duire que s’il est obligatoire que Marie aide Jean
qui a eu un accident, alors il est obligatoire que Jean ait un accident.
En ce qui nous concerne, nous pensons que la mode´lisation de la phrase Marie aide
Jean qui a eu un accident par Marie aide Jean et jean a eu un accident est un peu
excessive. Il existe en effet une relation de causalite´ forte entre le fait que Marie
aide Jean et que Jean ait eu un accident. Ce ne sont pas deux faits comple´tement
inde´pendants ce que laisserait supposer la mode´lisation pre´ce´dente. La mode´lisation
de la phrase par une conjonction ne pourrait donc eˆtre pas assez suffisante pour
exprimer correctement les relations sous-jacentes entre le fait que Marie aide Jean
et que Jean ait eu un accident.
– le paradoxe de´ontique/e´piste´mique : si l’on conside`re que l’on a e´galement un ope´rateur
modal de connaissance (qui ve´rifie donc le sche´ma d’axiome (T)), alors toujours
d’apre`s (ORM), on peut en de´duire le paradoxe suivant : s’il est obligatoire qu’un
policier sache qu’un crime a e´te´ commis, alors il est obligatoire qu’un crime a e´te´
commis. Nous ne revenons pas sur ce paradoxe qui est lui aussi une conse´quence du
fait que toute conse´quence logique de ce qui est obligatoire est e´galement obligatoire.
La re`gle (ORM) est donc un donc un ge´ne´rateur de paradoxe de par sa nature meˆme.
Il est en effet difficilement acceptable de conside´rer que toute conse´quence logique de
quelque chose d’obligatoire est e´galement obligatoire (le meˆme proble`me se pose avec les
ope´rateurs modaux e´piste´miques, doxastiques ou de type “faire en sorte que” : il paraˆıt en
effet difficilement concevable de dire que si un agent fait en sorte que α soit vraie, alors il
fait en sorte que toutes les conse´quences logiques de α soient vraies). (ORM) est une re`gle
commune a` toutes les logiques modales normales, donc le fait de l’enlever de SDL nous
amenerait vers une logique modale classique plus complique´e.
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3.1.2 Proble`me duˆ a` la re`gle (O-Nec)
La re`gle (O-Nec) ou re`gle de O-ne´cessitation pose e´galement un proble`me : tous les
the´ore`mes de SDL deviennent en effet obligatoires a` cause de cette re`gle. Or il est le´gitime
lorsque l’on parle d’obligation de supposer que toute obligation peut eˆtre satisfaite ou
viole´e. Dans le cas des the´ore`mes de SDL, cette notion de satisfaction et de violation ne
peut plus intervenir.
Par exemple, quelle que soit la proposition ϕ, O(ϕ∨¬ϕ) est vraie. En particulier, il est
obligatoire de manger ou de ne pas manger, ce qui intuitivement peut paraˆıtre e´trange.
On peut remarquer que les meˆmes proble`mes se posent en logique e´piste´mique et
doxastique : un agent connaˆıt tous les the´ore`mes d’une logique modale de connaissance
par exemple (voir le proble`me de « l’omniscience logique » dans [67]), mais aussi dans
des logiques modales d’action, puisque ce que l’on peut faire doit pouvoir eˆtre e´galement
e´vitable [122].
3.1.3 Proble`me duˆ au sche´ma d’axiome (OD)
Le sche´ma d’axiome (OD) permet d’e´viter que deux obligations ne soient contradic-
toires : ϕ ne peut pas eˆtre obligatoire en meˆme temps que ¬ϕ. Il n’est donc pas pos-
sible d’exprimer un conflit entre deux obligations. Or de nombreux syste`mes normatifs
contiennent des obligations contradictoires. Prenons un exemple connu, le paradoxe du
soldat chre´tien :
– pour un soldat, il est obligatoire de tuer ;
– pour un chre´tien, il est interdit de tuer.
Si l’on conside`re un soldat chre´tien, quelle est l’obligation qui s’applique a` celui-ci ?
D’un coˆte´, il est oblige´ de tuer a` cause de sa fonction de soldat, mais il lui est e´galement
interdit de tuer de part sa religion. On pourrait penser que l’utilisation d’obligations condi-
tionnelles permettrait de repre´senter ce genre de conflit d’obligations (appele´ e´galement
dilemme moral), mais comme nous allons le voir dans la section suivante, les obligations
conditionnelles ne re`glent pas le proble`me d’obligations contradictoires. On ne peut donc
pas repre´senter de dilemme moral en utilisant SDL. Par contre, le proble`me du dilemme
moral peut eˆtre re´solu en indic¸ant les sources d’e´mission des normes (cf. [32]). Chacune
des sources e´met des exigences en utilisant SDL et on ordonne les sources suivant leur
degre´ d’importance. Dans l’exemple du soldat chre´tien, on peut supposer que deux sources
e´mettent les deux obligations contradictoires : une « religieuse » et une autre « e´tatique ».
Le soldat chre´tien re`gle son dilemme en conside´rant une source comme e´tant prioritaire
par rapport a` l’autre.
3.1.4 Obligations conditionnelles en SDL
Jusqu’a` pre´sent, nous avons utilise´ SDL pour repre´senter des obligations non condition-
nelles. Dans le cas du dilemme moral du soldat chre´tien, les deux obligations contradictoires
sont en fait soumises a` condition : si je suis un soldat, alors il est obligatoire que je tue
et si je suis un chre´tien, alors il m’est interdit de tuer. Conside´rons un ope´rateur O(β|α)
dont la signification est la suivante : si α est vraie, alors il est obligatoire que β soit vraie.
En utilisant SDL, on a deux solutions pour repre´senter de telles obligations conditionnelles :
option 1 O(β|α) ≡def α→ O(β)
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option 2 O(β|α) ≡def O(α→ β)
Ces deux formalisations d’obligations conditionnelles ont en commun deux proprie´te´s :
(UN) ` O(β) ↔ O(β|>)
(SA) ` O(β|α) → O(β|α ∧ γ)
La premie`re de ces proprie´te´s est une bonne proprie´te´ : une obligation comportant une
tautologie dans sa partie conditionnelle est e´quivalente a` une obligation non condition-
nelle. La deuxie`me proprie´te´, appele´e renforcement de l’ante´ce´dent (Strengthening of the
Antecedent) est plus proble´matique. Elle nous indique que cette mode´lisation ne permet
pas d’exprimer des normes avec exceptions. Or il est tre`s courant d’avoir des obligations,
des permissions ou des interdictions qui soient sujettes a` des exceptions. Supposons par
exemple que l’on souhaite mode´liser le dilemme moral du soldat chre´tien par les deux
formules O(tuer|soldat) et O(¬tuer|chretien). Dans ce cas, par application de (SA), on
va en de´duire O(tuer|soldat ∧ chretien) et O(¬tuer|soldat ∧ chretien), donc l’ensemble
{O(tuer|soldat), O(¬tuer|chretien)} est incohe´rent (car (OD) est un sche´ma d’axiome va-
lide de SDL). Le meˆme proble`me se pose si on mode´lise une des phrases par une obligation
non conditionnelle (on peut supposer par exemple qu’il est ge´ne´ralement interdit de tuer,
mais qu’un soldat doit tuer), car comme le notent Carmo et Jones, la combinaison des
deux the´ore`mes pre´ce´dents permet d’infe´rer ` O(β) → O(β|α), donc toute obligation non
conditionnelle reste obligatoire sous n’importe quelle condition. Les proble`mes rencontre´s
dans la mode´lisation d’obligations conditionnelles et en particulier dans le proble`me des
normes re´gies par des exceptions n’est pas spe´cifique a` la logique de´ontique. Ils existent
e´galement dans d’autres logique modales (cf. [87]).
On peut regarder quelles sont les proprie´te´s ve´rifie´es par chacune de ces deux for-
malisations. Si l’on mode´lise une obligation conditionnelle avec l’option 1, on obtient les
the´ore`mes suivants :
` ¬α→ O(β|α)
(FD) ` α ∧O(β|α) → O(β)
Le premier the´ore`me est proble´matique : si par exemple il ne pleut pas, alors on peut en
de´duire que s’il pleut on est oblige´ de mettre un maillot de bain ou n’importe quelle propo-
sition satisfaisable. Le deuxie`me the´ore`me, appele´ de´tachement factuel, montre comment
de´river des obligations non-conditionnelles a` partir d’obligations conditionnelles et de faits.
Par exemple, s’il est obligatoire de rouler a` gauche lorsque l’on est en Grande-Bretagne,
si on est effectivement en Grande-Bretagne, alors il est obligatoire de rouler a` gauche. Le
de´tachement factuel va donc permettre de de´river les obligations qui s’appliquent dans une
situation donne´e : on les appellera obligations effectives.
Si l’on fait le choix d’utiliser l’option 2 pour mode´liser des obligations conditionnelles,
on obtient les deux the´ore`mes suivants :
` O(¬α) → O(β|α)
(DD) ` O(α) ∧O(β|α) → O(β)
Tout comme pour l’option 1, le premier the´ore`me est proble´matique : n’importe quelle
proposition est obligatoire a` condition qu’une certaine proposition soit interdite. Par
exemple, s’il est interdit de rouler a` gauche, alors si on roule a` gauche, il est obligatoire de
tuer son voisin. Le deuxie`me the´ore`me, que nous appellerons de´tachement de´ontique, per-
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met de de´river des obligations non-conditionnelles a` partir d’obligations conditionnelles et
non-conditionnelles. Il va permettre de de´river des obligations ide´ales dans le sens ou` elles
ne conside`rent pas la situation actuelle mais simplement l’ensemble des phrases normatives
repre´sentant une re´glementation.
3.2 Contrary-to-Duties
Les paradoxes ou proble`mes de repre´sentation pre´sente´s dans la section pre´ce´dente
sont des proble`mes qui ne sont pas propres a` la logique de´ontique. Ils apparaissent souvent
dans les logiques e´piste´miques ou doxastiques par exemple. Il existe par contre un proble`me
propre a` la logique de´ontique : les Contrary-to-Duties (CTDs). Un CTD est compose´ d’une
obligation primaire et d’une obligation secondaire qui prend effet lorsque la re`gle primaire
est viole´e. Un des premiers exemples de CTD a e´te´ donne´ par Chisholm en 1963 dans [26] :
(a) M. X doit aider ses voisins ;
(b) si M. X va aider ses voisins, M. X doit les pre´venir ;
(c) si M. X ne va pas aider ses voisins, M. X doit ne pas les pre´venir ;
(d) M. X ne va pas aider ses voisins.
Le CTD a` proprement parler est forme´ des deux phrases (a) et (c). Il est couramment
admis dans la communaute´ « de´ontique » que cet ensemble de quatre phrases est cohe´rent
et que les phrases sont logiquement inde´pendantes les unes par rapport aux autres. La





Les proble`mes qui se posent sont les suivants : quelles sont les obligations qui s’ap-
pliquent effectivement a` M. X ? Quelles sont les obligations qui ont e´te´ viole´es par M. X ?
Pour re´pondre a` ces questions, nous allons tout d’abord montrer que SDL n’est pas suffi-
sante pour repre´senter correctement les CTDs, puis nous pre´senterons quelques approches
diffe´rentes. Enfin, nous rappellerons les postulats e´mis par Carmo et Jones dans [22] pour
pouvoir repre´senter des CTDs.
3.2.1 Mode´lisation avec SDL
Si l’on veut mode´liser le paradoxe de Chisholm avec SDL, on a le choix entre les
options 1 et 2 pre´sente´s dans la section pre´ce´dente pour repre´senter les phrases (b) et (c).
Examinons les diffe´rents cas possibles :




Cette repre´sentation est parfaitement cohe´rente et elle permet de plus de de´river
O(¬tell). Par contre, (b) est une conse´quence logique de (d) et l’inde´pendance logique
entre les phrases de l’e´nonce´ n’est pas assure´e.
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Graˆce a` la proprie´te´ de de´tachement de´ontique, on peut de´river O(tell). C’est in-
tuitivement incorrect, car M. X ne va pas aider ses voisins, mais il doit les pre´venir
qu’il va les aider, obligation que l’on peut de´river.
– choix de l’option 1 pour (b) et choix de l’option (2) pour (c). La repre´sentation de
(b) et de (c) est donc :
(b) help→ O(tell)
(c) O(¬help→ ¬tell)
Dans ce cas, on ne peut rien de´river du tout : en effet, pour pouvoir de´river une
obligation non-conditionnelle avec (b) il faut avoir la proprie´te´ (DD) et pour pouvoir
de´river une obligation non-conditionnelle avec (c), il faut avoir la proprie´te´ (FD).
– choix de l’option 2 pour (b) et choix de l’option (1) pour (c). Ce choix semble le plus
correct, car l’option (2) nous permet d’utiliser le de´tachement de´ontique sur (b) et
l’option (1) nous permet d’utiliser le de´tachement factuel sur (c). On a donc :
(b) O(help→ tell)
(c) ¬help→ O(¬tell)
Dans ce cas, on obtient en utilisant (FD) avec (c) et (d) O(¬tell) et en utilisant
(DD) avec (a) et (b) O(tell) ce qui est incohe´rent car (D) est un sche´ma d’axiomes
valide de SDL. La repre´sentation propose´e est donc incohe´rente.
Comme nous venons de le voir exhaustivement, SDL ne permet pas repre´senter cor-
rectement le paradoxe de Chisholm. Les deux cas qui semblaient les plus intuitivement
corrects conduisent soit a` une incohe´rence logique, soit a` une de´pendance logique entre
plusieurs phrases de l’e´nonce´.
3.2.2 Quelques approches pour repre´senter et raisonner avec des CTDs
Plusieurs approches ont e´te´ propose´es pour pouvoir re´soudre le proble`me des Contrary-
to-Duties. On peut citer par exemple des approches base´es sur des logiques temporelles
(cf. [3]) qui distinguent diffe´rents moments : le moment ou` une obligation est viole´e et le
moment ou` on remplit l’obligation secondaire du CTD. Il existe e´galement des approches
base´es sur des logiques d’action qui font la distinction entre la condition d’une obliga-
tion conditionnelle qui est conside´re´e comme un e´tat et l’obligation elle-meˆme qui est
conside´re´e comme une action (cf. [24, 102]). Ces deux types de logique permettent tre`s
bien de repre´senter le paradoxe de Chisholm (ou` on peut inclure facilement une dimension
temporelle et faire la distinction entre « il est obligatoire de faire quelque chose » et « il
est obligatoire d’eˆtre dans un certain e´tat »).
Cependant, conside´rons le CTD suivant :
(a) il ne doit pas y avoir de chien ;
(b) s’il n’y a pas de chien, il ne doit pas y avoir de panneau1 ;
(c) s’il y a un chien, il doit y avoir un panneau ;
(d) il y a un chien
1Sous-entendu, il ne doit pas y avoir de panneau signalant la pre´sence d’un chien.
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Dans cet exemple propose´ par Prakken et Sergot dans [114], la notion de temps n’ap-
paraˆıt pas. Les trois phrases normatives s’appliquent au meˆme moment. Les approches
temporelles ne sont donc pas adapte´es pour repre´senter ce sce´nario. De meˆme, les ap-
proches base´es sur une logique de l’action ne conviennent pas, car on n’exprime pas d’obli-
gation de faire quelque chose dans cet exemple. Nous conside´rerons ce sce´nario comme un
exemple de re´fe´rence dans la suite du me´moire et nous nous y re´fe´rerons par « le sce´nario
du chien ».
Re´cemment, de nombreuses approches ont affirme´ que le raisonnement avec des CTDs
n’e´tait qu’un type de raisonnement re´visable particulier et que les techniques propres au
raisonnement non-monotone pouvaient s’appliquer directement sur ce genre de sce´nario (cf.
[99] par exemple). Si les principes du raisonnement non-monotone peuvent eˆtre facilement
adapte´s pour raisonner avec des dilemmes moraux ou des obligations conflictuelles [113,
133, 135, 68], il n’en est pas de meˆme en ce qui concerne les CTDs. Conside´rons l’exemple
suivant :
(a’) il ne doit pas y avoir de chien sauf s’il y a un panneau
Il apparaˆıt clairement que le raisonnement non-monotone convient parfaitement pour
repre´senter cet enonce´. En effet, il est a priori interdit d’avoir un chien, mais si il y a un
panneau, alors avoir un chien est autorise´. En particulier, s’il y a un panneau, la premie`re
interdiction (on parle alors de prima facie) n’est plus en vigueur et c’est la permission
d’avoir un chien qui entre en vigueur. Dans le cas du CTD, la phrase (c) n’est pas une
exception a` l’obligation (a). S’il y a un chien, l’obligation de ne pas en avoir est toujours
en vigueur et est viole´e. Elle n’est pas « supplante´e » par l’obligation d’avoir un panneau
qui entre alors en vigueur. On ne peut donc pas utiliser directement une approche non-
monotone pour raisonner avec des CTDs.
Revenons sur le proble`me de SDL pour raisonner avec des CTDs. Comme le pre´cisent
par exemple [88, 74, 130, 115], SDL ne permet pas de raisonner avec des CTDs car la
se´mantique de SDL ne peut pas distinguer diffe´rents niveaux de non-ide´alite´. Les mondes
sont soit ide´aux, soit non-ide´aux.
Or nous pensons que dans le sce´nario du chien, la phrase « s’il y a un chien, alors il
doit y avoir un panneau » exprime le fait que certains mondes non-ide´aux sont plus ide´aux
que d’autres mondes non-ide´aux : les mondes dans lesquels il y a un chien sont non-ide´aux,
mais parmi ceux-ci, les mondes dans lesquels il y a un panneau sont « meilleurs » que les
mondes dans lesquels il n’y en a pas.
En utilisant cette approche, la phrase « si α est vraie, alors il est obligatoire que
β soit vraie » se traduit se´mantiquement de la fac¸on suivante : β est vraie dans un
sous-ensemble des α-mondes et ces mondes sont les meilleurs α-mondes pour une rela-
tion d’ordre repre´sentant la pre´fe´rence relative qu’il existe entre les mondes possibles.
Reprenons l’exemple du chien. Si on conside`re un langage a` deux variables variable propo-
sitionnelles chien et panneau, il existe quatre mondes possibles : w1 = {chien, panneau},
w2 = {chien,¬panneau}, w3 = {¬chien, panneau} et w4 = {¬chien,¬panneau}. Si l’on
suppose que l’on dispose d’une relation de pre´ordre ≤ sur les mondes possibles (w1 ≤ w2
signifiant par exemple que w1 est meilleur que w2), alors on peut interpre´ter l’e´nonce´ « s’il
y a un chien, il doit y avoir un panneau » par l’assertion w1 < w2 : le monde ou` il y a un
chien et un panneau est strictement meilleur que le monde ou` il y a un chien et ou` il n’y
a pas de panneau (en utilisant le pre´ordre, on a w1 ≤ w2 et w2 6≤ w1).
Hansson fut le premier a` proposer l’utilisation d’une telle structure se´mantique dans
[66] dans sa logique DSDL3 (pour Dyadic Standard Deontic Logic 3). Lewis a poursuivi
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ses travaux dans [88] en fournissant une e´tude logique pousse´e de ce genre de se´mantique.
Re´cemment, de nombreuses approches se fondent sur l’utilisation d’une telle se´mantique,
dite de Hansson-Lewis. Citons par exemple Prakken et Sergot dans [115] ou encore van
der Torre et Tan dans [134]. Notons que Spohn, dans [126], fut le premier a` proposer une
axiomatisation de DSDL3.
Enfin, parmi les approches hybrides, on peut citer les travaux de van der Torre et Tan
[132] qui combinent les principes des logiques des de´fauts (comme par exemple [119]) et la
logique de pre´fe´rences CDL [131] pour pouvoir raisonner avec des CTDs. Ils proposent de
classifier la notion de « revisabilite´ »2 en trois types distincts :
– la revisabilite´ factuelle : une re`gle par de´faut comme « les oiseaux volent » peut eˆtre
de´faite par un fait comme « un certain oiseau ne vole pas » ;
– la revisabilite´ par surcharge : il existe une re`gle par de´faut comme « les pingouins ne
volent pas » qui est plus spe´cifique que la re`gle « les oiseaux volent » (on conside`re
bien suˆr que les pingouins sont des oiseaux). La re´visabilite´ par surcharge peut elle
meˆme eˆtre classifie´e en deux types en conside´rant la re`gle suivante : « les pingouins
ne volent pas et vivent en Antarctique ». Supposons que l’on ait un pingouin qui ne
vive pas en Antarctique. On peut distinguer deux cas :
– soit la re´gle par de´faut « les oiseaux volent » est encore surcharge´e et on parle
alors de revisabilite´ par surcharge forte ;
– soit la re´gle par de´faut « les oiseaux volent » n’est plus surcharge´e et on parle de
revisabilite´ par surcharge faible.
Van der Torre et Tan proposent alors d’utiliser cette classification pour pouvoir rai-
sonner avec des CTDs et des normes avec exception. Les CTDs sont mode´lise´ en utili-
sant la re´visabilite´ factuelle (ce qui correspond intuitivement au the´ore`me (FD) pre´sente´
pre´ce´demment), alors que les normes avec exceptions sont repre´sente´es en utilisant la
re´visabilite´ par surcharge (une norme prend le pas sur l’autre dans certains cas plus
spe´cifiques). Une analyse comple`te de ces proble`mes est pre´sente´e dans [132].
3.2.3 L’approche de Carmo et Jones
La diversite´ des approches propose´es pour re´gler le proble`me de la repre´sentation et
du raisonnement avec des CTDs montre bien que ce proble`me reste encore ouvert. En
particulier, il n’existe pas ou peu de consensus sur la repre´sentation formelle d’un sce´nario
comportant des CTDs. Carmo et Jones ont propose´ dans [22] huit postulats qui, a` leur
sens, devraient eˆtre ve´rifie´s par toute approche essayant de mode´liser des CTDs. Cette
initiative permet de disposer d’un consensus « minimum » sur ce qui est demande´ aux
formalismes logiques traitant des CTDs. En particulier, ils nous permettront de valider
notre approche pre´sente´e dans la partie III. Nous rappelons ces postulats dans ce qui suit
puis nous pre´sentons la logique de´veloppe´e par Carmo et Jones pour raisonner avec des
CTDs.
Postulats de Carmo et Jones
Rappelons le sce´nario du chien :
(a) il ne doit pas y avoir de chien ;
(b) s’il n’y a pas de chien, il ne doit pas y avoir de panneau ;
2Defeasibility en anglais.
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(c) s’il y a un chien, il doit y avoir un panneau ;
(d) il y a un chien.
Les premiers postulats qui viennent a` l’esprit sont des postulats consensuels que nous
avons de´ja` pre´sente´s : l’ensemble des formules repre´sentant ces quatre phrases doit eˆtre
cohe´rent et chacune des formules doit eˆtre logiquement inde´pendante des autres formules.
De plus, cet exemple ne fait absolument appel a` des notions temporelles, la re´gle primaire
(a) et le CTD (c) peuvent exister en meˆme temps. Un formalisme traitant des CTDs ne
devra donc pas eˆtre base´ sur une approche temporelle.
Un des proble`mes qui se pose est la repre´sentation des phrases (b) et (c). Dans le
langage naturel, ces deux phrases ont exactement la meˆme structure. Or, elle n’ont pas du
tout le meˆme sens : (b) est une obligation conditionnelle « classique », alors que (c) est une
obligation qui n’intervient que lorsque la re`gle (a) est viole´e. Selon Prakken et Sergot [114],
(b) et (c) doivent avoir des repre´sentations logiques diffe´rentes, puisque meˆme si (b) est
une obligation conditionnelle, elle reste une obligation primaire, alors que (c) repre´sente
un cas de violation de la re`gle (a). Carmo et Jones ont abandonne´ ce point de vue, car les
conside´rations de Prakken et Sergot sont trop de´pendantes du contexte. Supposons par
exemple que la loi soit re´vise´e et qu’il ne soit plus interdit d’avoir un chien. On peut donc
enlever (a) de l’ensemble des normes. Dans ce cas, on est e´galement oblige´ de changer la
formulation logique de (c). De la meˆme fac¸on, l’ajout de nouveaux CTDs dans le syste`me
doit entrainer la ve´rification de l’e´criture des normes existantes.
Carmo et Jones arrivent donc a` un premier ensemble de postulats que doit respecter
un formalisme logique traitant des CTDs :
(i) cohe´rence de l’ensemble des formules qui repre´sentent (a), (b), (c) et (d)
(ii) inde´pendance logique des membres
(iii) applicabilite´ a` des exemples non-temporels
(iv) structure logique identique pour les deux conditions (b) et (c)
Comme on l’a vu pre´ce´demment sur le paradoxe de Chisholm, respecter a` la fois (DD)
et (FD) aboutit a` une incohe´rence logique si on accepte l’axiome (OD). Meˆme si on ne
peut pas accepter en meˆme temps (DD) et (FD), il paraˆıt raisonnable de pouvoir de´river
a` la fois que :
– dans des conditions ide´ales, il y a une obligation ide´ale de ne pas avoir de chien et
de ne pas avoir de panneau ;
– dans certaines circonstances (par exemple la violation de (a)), il y a une obligation
effective de mettre un panneau.
Un formalisme logique devra e´galement eˆtre capable de repre´senter le fait qu’une obli-
gation a e´te´ viole´e. Carmo et Jones ajoutent donc trois postulats aux pre´ce´dents :
(v) capacite´ de de´river des obligations ide´ales
(vi) capacite´ de de´river des obligations effectives
(vii) capacite´ de repre´senter qu’une re`gle a e´te´ viole´e
On peut remarquer que la logique propose´e par Jones et Po¨rn dans [74] ve´rifie ces sept
postulats. Or comme le montrent Prakken et Sergot dans [114], l’approche de Jones et
Po¨rn ge´ne´re ce qu’ils appellent une « idiotie pragmatique »3. Dans le sce´nario du chien,
on peut de´river les deux obligations O(¬chien) et O(panneau) : il ne doit pas y avoir de
3Pragmatic oddity en anglais.
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chien, mais il est obligatoire qu’il y ait un panneau, ce qui est intuitivement incorrect.
Carmo et Jones rajoutent donc un dernier postulat :
(viii) capacite´ d’e´viter les idioties pragmatiques
Remarquons que ce postulat est totalement informel : on veut juste avoir un formalisme
qui evite une situation intuitivement incorrecte.
Nous disposons donc maintenant d’un ensemble de postulats que doit ve´rifier un for-
malisme dont le but est de raisonner avec des CTDs. Nous nous y re´fe´rerons par la suite
sous le nom de « postulats de Carmo et Jones ».
La logique de´veloppe´e par Carmo et Jones
Carmo et Jones proposent dans [22] d’utiliser deux niveaux d’obligations pour pouvoir
re´soudre le proble`me des CTDs. Ils conside´rent donc des obligations ide´ales (utilisant
l’ope´rateur monoadique Oi) et effectives (utilisant l’ope´rateur monoadique Oa pour actual
obligation) dans le sens que nous avons de´fini pre´ce´demment. Les normes s’appliquent a` un
agent (humain ou syste`me artificiel) et il faut donc eˆtre capable de distinguer quelles sont
les obligations qui s’appliquent ide´alement et quelles sont les obligations qui s’appliquent
en tenant compte du contexte actuel. Ils disposent e´galement d’un ope´rateur dyadique
d’obligation conditionnelle O(−|−) dont la signification est plus nuance´e que celle employe´e
jusqu’a` pre´sent. O(β|α) signifie en effet : dans tous les contextes ou` α est fixe´e, il est
obligatoire que β soit vraie, si c’est possible.
La premie`re remarque que l’on peut faire est la suivante : les propositions qui peuvent
eˆtre obligatoires sont des propositions possibles (dans un sens que nous de´finirons apre`s). Il
ne peut donc pas eˆtre obligatoire d’eˆtre dans un e´tat inatteignable. Par exemple, il ne peut
pas eˆtre obligatoire pour un humain qu’il fasse beau, puisqu’il n’a pas la possibilite´ de faire
apparaˆıtre le soleil selon son bon vouloir. La deuxie`me remarque concerne les contextes
dans lesquels une proposition apparaissant en partie conditionnelle d’une obligation est
fixe´e. Pour repre´senter cette notion, Carmo et Jones utilisent deux niveaux de ne´cessite´,
que nous appelons ici ne´cessite´ du fait de l’agent et ne´cessite´ inde´pendante de l’agent.
La ne´cessite´ inde´pendante de l’agent est de´note´e ici par 2i (son ope´rateur dual 3i
concerne la possibilite´ inde´pendante de l’agent). Intuitivement, 2iα signifie que α est fixe´e
dans une certaine situation et ce quelles que soient les de´cisions de l’agent. 2i¬panneau
signifie par exemple qu’il ne peut pas y avoir de panneau et ce inde´pendamment de la
volonte´ de l’agent (il n’y a pas de panneau et il n’a aucun moyen d’en avoir un). Cet
ope´rateur est utilise´ pour de´river des obligations ide´ales graˆce a` l’axiome :
O(β|α) ∧2iα ∧3iβ ∧3i¬β → Oi(β)
Un exemple d’utilisation de cet axiome dans le sce´nario du chien est le suivant :
– s’il y a un chien, alors il doit y avoir un panneau ;
– il y a un chien et il n’y a aucun moyen de l’enlever (le chien est tre`s me´chant et si
on essaye de le faire partir de force il risque de s’e´nerver) ;
– on a la possibilite´ de mettre un panneau ;
– on a la possibilite´ de ne pas mettre de panneau.
Dans ce cas, on doit ide´alement mettre un panneau signalant la pre´sence du chien.
La ne´cessite´ du fait de l’agent est note´e 2a. 2aα signifie que α est fixe´e car l’agent en
a de´cide´ ainsi. 2a¬panneau signifie donc qu’il ne peut pas y avoir de panneau car l’agent
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l’a de´cide´ (en particulier, il avait les moyens de mettre un panneau). 3a¬panneau signifie
que l’agent n’a pas de´cide´ de mettre un panneau. On utilise cette notion de ne´cessite´
de´pendant de l’agent a` travers l’axiome :
O(β|α) ∧2aα ∧3aβ ∧3a¬β → Oa(β)
Par exemple :
– s’il y a un chien, alors il doit y avoir un panneau ;
– il y a un chien et l’agent a de´cide´ de ne pas l’enlever ;
– l’agent n’a pas de´cide´ de ne pas mettre de panneau ;
– l’agent n’a pas de´cide´ de mettre un panneau.
Alors l’agent a l’obligation effective de mettre un panneau indiquant qu’il y a un chien.
On peut remarquer que sur cet exemple, comme on a ¬2ichien (l’agent ayant de´cide´ de
garder le chien, chien n’est pas fixe´e inde´pendamment de la volonte´ de l’agent), on peut
de´river l’obligation ide´ale de ne pas avoir de chien. Les deux types d’obligations permettent
donc de de´river des obligations contradictoires.
Cette approche distinguant les obligations ide´ales et les obligations effectives est tre`s
inte´ressante car elle permet d’obtenir un comportement de type (DD) dans les cas ou` celui-
ci est intuitivement correct (les obligations ide´ales) et un comportement de type (FD) pour
la de´rivation d’obligations effectives. Nous nous appuyerons sur ce travail pour de´finir les
notions d’obligations ide´ales et effectives dans la partie III.
3.3 Conclusion
La formalisation en logique d’e´nonce´s de´ontiques est un proble`me complexe. Elle fait
souvent appel a` d’autres notions comme l’action, la capacite´, l’intention ou le temps. De
plus, les paradoxes leve´s par les logiques modale comme SDL ou le proble`me des Contrary-
to-Duties ne facilitent pas la mode´lisation de syste`mes normatifs.
Cependant, on peut souligner que l’approche de Hansson-Lewis est tre`s inte´ressante.
Ordonner les mondes selon une relation d’ide´alite´ permet de re´soudre le proble`me des
CTDs (a` condition d’ajouter deux niveaux d’obligations comme Carmo et Jones) et de
travailler avec des normes avec exception. Bien suˆr, cette approche ne permet pas de
re´soudre directement les paradoxes duˆs a` (ORM) par exemple, mais on peut l’adapter
pour y parvenir.
Remarquons surtout que cette approche est encore fonde´e sur la notion de pre´fe´rences.
Nous avons vu dans le chapitre pre´ce´dent que les travaux de Cholvy et Hunter pro-
posant d’exprimer des positions sur les exigences graˆce a` une relation de pre´fe´rences
e´taient judicieux. Leur formalisme souffrait par contre d’un manque d’expressivite´ dans la
mode´lisation de re´glementation. Nous allons donc essayer de trouver un formalisme logique
permettant de raisonner sur des pre´fe´rences pour pouvoir exprimer a` la fois des exigences




Comme nous venons de le voir dans les deux chapitres pre´ce´dents, la notion de pre´fe´rence
apparaˆıt a` la fois dans la repre´sentation d’exigences et de phrases normatives. Nous al-
lons donc nous inte´resser dans ce chapitre a` diffe´rents formalismes qui permettent de
repre´senter des pre´fe´rences. Le but de ces diffe´rents formalismes est de pouvoir exprimer
les pre´fe´rences de fac¸on concise sous la forme d’un ensemble de formules logiques puis
de ge´ne´rer un pre´ordre sur les mondes possibles. Nous n’allons nous inte´resser qu’a` des
formalismes fonde´s sur la logique propositionnelle. Dans un premier temps, nous allons
pre´senter quelques logiques ponde´re´es, puis nous allons faire un rapide e´tat de l’art sur la
repre´sentation de pre´fe´rences contextuelles. De cet e´tat de l’art nous tirerons une logique
modale que nous utiliserons dans toute la suite du me´moire.
4.1 Les logiques ponde´re´es : un bref aperc¸u
Les logiques ponde´re´es sont des logiques qui ont e´te´ de´finies pour repre´senter des
connaissances incertaines. Elles peuvent eˆtre e´galement utilise´es pour repre´senter des
pre´fe´rences. Le principe des logiques ponde´re´es est le suivant : on associe a` chaque formule
du langage un poids (i.e. une valeur re´elle) qui a une signification diffe´rente selon la lo-
gique que l’on utilise. Ces logiques manipulent donc un ensemble de couples (ϕ, α) ou` ϕ est
une formule propositionnelle et α le poids associe´ a` cette formule. Nous allons pre´senter
rapidement deux logiques ponde´re´es, la logique possibiliste et la logique des pe´nalite´s, et
leur utilisation dans le cadre de la repre´sentation de pre´fe´rences.
4.1.1 La logique possibiliste
La logique possibiliste a e´te´ de´finie par Dubois et Prade (cf. [51] pour plus de de´tails).
Cette logique permet a` la base de repre´senter des connaissances incertaines et de raisonner
avec celles-ci. Farin˜as del Cerro et Herzig ont donne´ une caracte´risation en logique modale
de la logique possibiliste dans [49]. Lang a montre´ dans [84] que l’on pouvait se servir
de la logique possibiliste pour repre´senter des pre´fe´rences. Nous n’allons pre´senter que
cette approche dans ce qui suit. On conside`re donc que l’on dispose d’un ensemble de
formules en logique possibiliste qui repre´sente un ensemble de pre´fe´rences (nous verrons
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plus loin comment repre´senter des pre´fe´rences). E´tant donne´ un ensemble de pre´fe´rences,
le proble`me est de de´terminer si un monde ou une formule satisfait cet ensemble.
Conside´rons PROP un langage propositionnel et W l’ensemble des interpre´tations de
ce langage. Une distribution de possibilite´ sur W est une fonction pi : W → [0, 1]. Si on
conside`re un monde w ∈W , il existe trois cas :
– pi(w) = 0, alors w est inacceptable (au moins une pre´fe´rence est viole´e par ce monde) ;
– pi(w) = 1, alors w est acceptable ;
– 0 < pi(w) < 1, alors w est quelque peu acceptable.
Une distribution de possibilite´ sur W induit deux fonctions de l’ensemble des formules
de PROP dans [0, 1] :
– une mesure de possibilite´ note´e Π telle que ∀ϕ ∈ PROP Π(ϕ) = sup{pi(w) : w |=
ϕ}.
Le degre´ de possibilite´ d’une formule ϕ indique a` quel point cette formule est
cohe´rente avec l’ensemble des pre´fe´rences dont on dispose. Si l’on conside`re une
formule ϕ, trois cas se pre´sentent :
– Π(ϕ) = 0 et alors ϕ est interdite, donc ¬ϕ est une pre´fe´rence que l’on peut de´duire
de l’ensemble de de´part ;
– Π(ϕ) = 1 et alors ϕ est permise, mais ce n’est pas force´ment une pre´fe´rence. En
cas d’indiffe´rence totale, ϕ et ¬ϕ sont permises et Π(ϕ) = Π(¬ϕ) = 1 ;
– 0 < Π(ϕ) < 1 et alors ϕ est quelque peu permise.
– une mesure de ne´cessite´ note´e N telle que ∀ϕ ∈ PROP N(ϕ) = inf{1−pi(w) : w |=
¬ϕ}.
Le degre´ de ne´cessite´ d’une formule traduit l’importance que l’agent accorde a` sa
satisfaction. La` encore, si l’on conside`re une formule ϕ, trois cas se pre´sentent :
– N(ϕ) = 0 et alors on ne peut dire que ϕ est pre´fe´re´e. Il se peut e´galement que
N(¬ϕ) = 0 ;
– N(ϕ) = 1 et alors ϕ est une des formules les plus pre´fe´re´es ;
– 0 < N(ϕ) < 1 et alors ϕ est une formule qui n’est pas parmi les plus pre´fe´re´es.
Il est important de remarquer qu’en logique possibiliste, la valeur des poids accorde´s a`
chaque formule n’a pas d’importance, c’est l’ordre relatif de ces poids qui est important.
Pour construire un ensemble de formules repre´sentant les pre´fe´rences d’un agent, on
utilise une base de pre´fe´rences N-value´e. Une formule N-value´e est un couple (ϕ α) ou` ϕ est
une formule propositionnelle et α un re´el appartenant a` [0, 1]. (ϕ α) signifie que N(ϕ) ≥ α
et donc que le degre´ de pre´fe´rence de l’agent vis-a`-vis de ϕ est d’au moins α. Une base de
pre´fe´rences N-value´e est un ensemble fini de formules N-value´es.
Un re´sultat important est le suivant : soit Σ = {(ϕi αi) : i ∈ {1, . . . , n}} une base de
pre´fe´rences N-value´es, alors il existe une distribution de possibilite´ la moins spe´cifique piΣ
satisfaisant Σ et de´finie par :
∀w ∈W piΣ(w) =






min(1− αi : w |= ¬ϕi, i ∈ {1, . . . , n}) sinon
Exemple. Conside´rons l’exemple suivant : supposons que M. X veuille construire une
maison. Les caracte´ristiques de la maison sont repre´sente´es par trois variables proposi-
tionnelles : C repre´sente le fait que la maison est proche du centre ville, M qu’elle est
proche d’une station de me´tro et B que les murs de la maison sont blancs. Les pre´fe´rences
de M. X sont les suivantes :
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– il pre´fe´re que les murs de la maison soient blancs et cette pre´fe´rence est impe´rative,
donc N(B) = 1 ;
– il souhaite fortement d’habiter pre`s du centre ville, par exemple N(C) ≥ 0.7 ;
– enfin, il souhaite eˆtre proche d’une station de me´tro, mais cette pre´fe´rence est moins
importante, N(M) ≥ 0.2.
L’ensemble des pre´fe´rences de M. X peut eˆtre repre´sente´ par la base de pre´fe´rences
N-value´e Σ = {(B, 1), (C, 0.7), (M, 0.2)}. La distribution de possibilite´ la moins spe´cifique
pour Σ va eˆtre de´finie par :
piΣ({C,M,¬B}) = piΣ({C,¬M,¬B}) = piΣ({¬C,¬M,¬B}) = piΣ({¬C,M,¬B}) = 0
piΣ({¬C,M,B}) = piΣ({¬C,¬M,B}) = 0.3
piΣ({C,¬M,B}) = 0.8
piΣ({C,M,B}) = 1
Cette distribution de possibilite´ induit un pre´ordre total ≥ sur les mondes possibles
(w ≥ w′ signifie que w est au moins aussi bon que w′) :








Remarquons que le monde {C,M,B} est en fait strictement meilleur que {C,¬M,B},
car {C,M,B} ≥ {C,¬M,B} et {C,¬M,B} 6≥ {C,M,B}.
On peut remarquer que l’utilisation de la logique possibiliste ne permet pas de dis-
tinguer le monde {¬C,M,B} du monde {¬C,¬M,B}. Or le deuxie`me monde viole deux
pre´fe´rences, alors que le premier n’en viole qu’une, il paraˆıt alors intuitif que {¬C,M,B}
soit pre´fe´re´ a` {¬C,¬M,B}. L’ope´rateur min n’e´tant pas discriminatoire, l’utilisation de
nouvelles relations de pre´fe´rences comme la relation discri-min (cf. [50]) permet de pallier
ce proble`me et de raffiner l’ordre obtenu en utilisant piΣ. Nous ne pre´senterons pas ces
approches ici.
Graˆce aux notions de base de pre´fe´rences N-value´e et de distribution de possibilite´ la
moins spe´cifique pour cette base, on est capable de construire un pre´ordre sur les mondes
possibles correspondant a` un ensemble de pre´fe´rences exprime´es de fac¸on compacte.
4.1.2 Logique des pe´nalite´s
La logique des pe´nalite´s est e´galement une logique ponde´re´e, mais le poids associe´ a`
chaque monde est calcule´ d’une manie`re diffe´rente. Alors que dans le cas de la logique
possibiliste la de´finition d’une distribution de possibilite´ a` partir d’une base de pre´fe´rences
utilise un ope´rateur mathe´matique de type min, le poids associe´ a` chaque monde en logique
des pe´nalite´s est de´termine´ en utilisant un ope´rateur de somme. Ainsi, la non satisfaction
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de plusieurs formules de faible importance peut eˆtre e´quivalent a` la non satisfaction d’une
seule formule de grande importance. En logique des pe´nalite´s, une base de pre´fe´rence est
un ensemble Σ = {(ϕi, αi) : i ∈ {1, . . . , n}} ou` chaque ϕi est une formule propositionnelle
et chaque αi un re´el appele´ penalite´ repre´sentant le « prix » a` payer en cas de non
satisfaction de ϕi. Chaque pe´nalite´ appartient a` [0,+∞]. Une pe´nalite´ de +∞ signifie
donc que la non satisfaction de la formule associe´e n’est absolument pas de´sire´e, alors
qu’une pe´nalite´ de 0 indique que la formule associe´e n’a aucune importance. E´tant donne´e
une base de pre´fe´rence Σ, on calcule le couˆt associe´ a` chaque monde w ∈ W note´ kΣ(w)





Exemple. Reprenons l’exemple de la section pre´ce´dente. On peut repre´senter les pre´fe´rences
de M. X de la fac¸on suivante :
– la pre´fe´rence absolue concernant les murs de la maison implique d’associer la valeur
+∞ a` la formule atomique B ;
– la proximite´ du centre ville est assez importante, donc on peut par exemple associer
la valeur 50 a` la formule atomique C ;
– enfin, la proximite´ d’une station de me´tro est moins importante, donc on peut asso-
cier la valeur 25 a` la formule atomique M .
Les pre´fe´rences de M. X sont repre´sente´es par la base de pre´fe´rences Σ = {(B,+∞),
(C, 50), (M, 25)}. Le couˆt associe´ a` chacun des mondes possibles est le suivant :





Le pre´ordre qui est induit sur les mondes est le suivant1 :





L’utilisation de la logique des pe´nalite´s permet de distinguer le monde {¬C,M,B}
du monde {¬C,¬M,B}, contrairement a` l’approche pre´sente´e dans la section pre´ce´dente.
On notera par ailleurs que les mondes les plus pre´fe´re´s sont les mondes minimaux pour
le pre´ordre induit par kΣ, alors qu’en logique possibiliste, ce sont les mondes maximaux
pour le pre´ordre induit par piΣ. Cela s’explique aise´ment par le fait qu’en logique des
1Remarquons que la logique possibiliste ordonne les mondes selon un pre´ordre ≥ alors que la logique
des pe´nalite´s utilise un pre´ordre ≤. Dans les deux cas, les mondes les plus pre´fe´re´s sont situe´s   a` gauche 
dans les figures.
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pe´nalite´s, la valuation associe´e a` chaque formule repre´sente la pe´nalite´ correspondant a` la
non satisfaction de la formule alors qu’en logique possibiliste, la valuation repre´sente le
degre´ de pre´fe´rence minimal pour la formule en question.
4.2 Pre´fe´rences conditionnelles
Les deux approches pre´sente´es dans la section pre´ce´dente permettent d’exprimer des
pre´fe´rences absolues. Elles ne permettent pas d’exprimer des pre´fe´rences de´pendant du
contexte. Par exemple, M. X pourrait exprimer sa pre´fe´rence concernant la proximite´ d’une
station de me´tro d’une fac¸on diffe´rente : « si je n’habite pas en centre ville, alors je pre´fe´re
qu’il y ait une station de me´tro a` proximite´ de ma future maison ». Une formalisation de
cette pre´fe´rence en utilisant les approches pre´ce´dentes se ferait graˆce a` une formule comme
¬C →M . Or ¬C →M est vraie lorsque C est fausse et M est vraie, mais e´galement de`s
que C est vraie. Un monde qui ve´rifie ¬C ∧M va donc ve´rifier la pre´fe´rence, ce qui est
correct. Par contre, la pre´fe´rence conditionnelle est e´galement satisfaite dans un monde
qui ve´rifie C ∧M , mais intuitivement, la pre´fe´rence de M. X n’est pas satisfaite dans ce
monde. On ne peut donc pas utiliser cette formalisation pour repre´senter des pre´fe´rences
conditionnelles.
Dans ce qui suit, nous pre´sentons des travaux qui s’inte´ressent a` la mode´lisation
de pre´fe´rences conditionnelles. Une pre´fe´rence conditionelle (ou de´sir conditionnel pour
diffe´rencier des pre´fe´rences non conditionnelles) va eˆtre de´note´e par D(β|α), signifiant que
dans le contexte ou` α est vraie, alors l’agent a une pre´fe´rence pour que β soit vraie. En
particulier, dans les α-mondes les plus pre´fe´re´s, β est vraie.
Si α = >, alors on e´crira D(β) au lieu de D(β|>). Cette pre´fe´rence n’est pas une
pre´fe´rence absolue, contrairement a` ce que nous avons vu dans la section pre´ce´dente. Cela
signifie que l’agent pre´fe´re ide´alement que β soit vraie. En particulier, il peut exister
un contexte particulier, par exemple α, dans lequel l’agent pre´fe´re que ¬β soit vraie.
La pre´fe´rence D(β) est de´faite (au sens de la logique des de´fauts, cf. chapitre 3) par la
pre´fe´rence plus spe´cifique D(¬β|α) si α est vraie.
Exemple. Supposons que M. X exprime les pre´fe´rences suivantes a` propos de sa future
maison :
– il ne pre´fe´re a priori pas eˆtre a` proximite´ d’une station de me´tro (car il y a trop de
passage) ;
– par contre, si sa maison est e´loigne´e du centre ville, il pre´fe´re eˆtre proche d’une
station de me´tro.
On peut mode´liser ces deux pre´fe´rences par l’ensemble {D(¬M), D(M |¬C)}. D(¬M)
signifie que ge´ne´ralement, M. X ne pre´fe´re pas eˆtre a` proximite´ d’une station de me´tro,
mais ce n’est pas une pre´fe´rence absolue (qui est vraie dans tous les contextes). En parti-
culier, si la maison n’est pas proche du centre ville, M. X pre´fe´re eˆtre a` coˆte´ d’une station
de me´tro (D(M |¬C)), et la premie`re pre´fe´rence sera de´faite par cette dernie`re.
Les pre´fe´rences conditionnelles se traduisent dans la se´mantique par une relation de
pre´ordre partiel ou total sur les mondes possibles d’apre`s leur de´finition. Dans l’exemple
pre´ce´dent, parmi les mondes ve´rifiant ¬C, les plus pre´fe´re´s ve´rifieront M . En particulier,
{M,¬C} sera pre´fe´re´ a` {¬M,¬C}, meˆme si on a exprime´ une pre´fe´rence D(¬M). Il existe
deux grandes approches se´mantiques pour repre´senter des pre´fe´rences conditionnelles :
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– les approches ceteris paribus dans lesquelles D(β|α) signifie que dans le contexte α, β
est pre´fe´re´e a` ¬β, toutes choses e´tant e´gales par ailleurs. On ne peut donc comparer
deux a` deux que les mondes qui s’accordent sur toutes les variables propositionnelles
sauf β ;
– les approches en terme d’ide´alite´ dans lesquelles D(β|α) signifie que les α-mondes
les plus pre´fe´re´s sont ceux qui ve´rifient β.
Nous allons pre´senter ces deux types d’approches a` travers quelques formalismes.
4.2.1 Approche ceteris paribus : formalisme de Tan et Pearl
Nous pre´sentons dans cette section l’approche propose´e par Tan et Pearl dans [129].
Les de´sirs conditionnels D(β|α) sont interpre´te´s graˆce a` une se´mantique ceteris paribus :
β est pre´fe´re´ a` ¬β toutes autres choses e´tant e´gales dans chaque α-monde. Un ensemble
de telles formules permet de construire un ordre sur les mondes, puis Tan et Pearl en
de´duisent un ordre le plus compact possible.
Repre´sentation de de´sirs conditionnels
Comme dans toutes les approches ceteris paribus, la traduction dans la se´mantique de
D(β|α) est une relation de pre´fe´rence sur les paires de mondes. On compare les mondes
qui s’accordent sur les variables propositionnelles qui ne font pas partie de β. Cette notion
d’appartenance a` une proposition est assez floue : on pourrait en donner une de´finition
purement syntaxique par exemple, mais cela ne suffit pas. Tan et Pearl proposent donc une
de´finition se´mantique de la notion de de´pendance d’une formule a` une variable proposition-
nelle. Une formule β de´pend d’une variable propositionnelle a ssi a apparaˆıt dans toutes
les formules logiquement e´quivalentes a` β. L’ensemble des variables propositionnelles dont
de´pend β est note´ S(β) et l’ensemble des variables propositionnelles dont ne de´pend pas
β est note´ S(β) = PROP − S(β).
Soit S un ensemble de variables propositionnelles. Deux mondes w et w ′ appartenant
a` W sont dits S-e´quivalents, note´ w ∼S w
′, ssi ∀ai ∈ S w |= ai ⇔ w
′ |= ai. Dans le cas
d’un de´sir conditionnel D(β|α), on va donc comparer des mondes qui sont S(β)-e´quivalents
entre eux. On dit qu’un de´sir conditionnel est spe´cifique si la condition de ce de´sir est un
monde (par abus de langage, il s’agit en fait d’une conjonction de litte´raux telle que toutes
les variables propositionnelles du langage soient repre´sente´es dans la conjonction).
Il faut remarquer que dans cette approche, la condition d’un de´sir ne repre´sente pas
les mondes sur lesquels le de´sir s’applique mais les mondes dans lesquels le de´sir devrait
eˆtre satisfait. On peut ainsi exprimer des de´sirs conditionnels dans lesquels la condition
est contradictoire avec le de´sir. Par exemple, on peut souhaiter que la lumie`re soit allume´e
si elle est est e´teinte.
Le contexte d’un de´sir repre´sente l’ensemble des mondes qui vont eˆtre contraints par
ce de´sir. Il est de´fini formellement par :
De´finition 4.2.1. Soit D(β|w) un de´sir conditionnel spe´cifique. Le contexte de D(β|w),
note´ C(β,w) est de´fini par :
C(β,w) = {w′ : w′ ∼S(β) w}
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Classement admissible
Un classement admissible pi est une fonction de W vers l’ensemble des entiers. Un
monde w n’est pas moins pre´fe´re´ a` un monde w′ ssi pi(w) ≥ pi(w′). Un de´sir conditionnel
D(β|α) va induire une relation sur les mondes de la fac¸on suivante : chaque β-monde du
contexte C(β, α) est pre´fe´re´ a` tous les ¬β-mondes du meˆme contexte.
De´finition 4.2.2. Un classement pre´fe´rentiel pi est admissible par rapport a` un de´sir
conditionnel D(β|α) si pour tous les mondes w et w ′ appartenant a` C(β|α), w |= β et
w′ |= ¬α implique pi(w) ≥ pi(w′).
Un classement pre´fe´rentiel pi est admissible par rapport a` un ensemble de de´sirs condi-
tionnels D ssi il est admissible par rapport a` tous les de´sirs conditionnels de D.
Exemple. Supposons que M. X exprime les de´sirs conditionnels suivants :
– « je pre´fe´re que ma maison ne soit pas proche d’une station de me´tro », exprime´ par
la formule D(¬M) ;
– « si ma maison est loin du centre ville, je pre´fe´re qu’elle soit proche d’une station
de me´tro », exprime´ par la formule D(M |¬C).
Le premier de´sir va nous permettre de comparer deux a` deux les mondes qui ne diffe`rent
que sur M . Un classement pre´fe´rentiel admissible pour D(¬M) pi va donc devoir respecter
pi({¬M,C}) ≥ pi({M,C}) et pi({¬M,¬C}) ≥ pi({M,¬C}).
Le second de´sir donne la contrainte suivante : pi({M,¬C}) ≥ pi({¬M,¬C}). Cette
contrainte est contradictoire avec la contrainte pi({¬M,¬C}) ≥ pi({M,¬C}) impose´ par le
premier de´sir. A` moins de conside´rer que le second de´sir comme plus spe´cifique que le pre-
mier, on ne peut pas trouver de classement pre´fe´rentiel admissible pour {D(¬M), D(M |¬C)}.
Tan et Pearl notent d’ailleurs dans [129] que si α et α′ sont deux formules proposition-
nelles, α→ α′ implique que {D(β|α), D(¬β|α′)} est incohe´rent.
Si l’on conside`re que le second de´sir est plus spe´cifique que le premier, alors un classe-
ment pre´fe´rentiel ve´rifiant pi({¬M,C}) ≥ pi({M,C}) et pi({M,¬C}) ≥ pi({¬M,¬C}) est
conside´re´ comme admissible pour {D(¬M), D(M |¬C)}. Remarquons tout de meˆme que
cette approche est tre`s peu discriminante : si on ajoute une variable propositionnelle B
signifiant que les murs de la maison sont blancs, alors les deux mondes {M,¬C,B} et
{¬M,¬C,¬B} sont incomparables. Or, il paraˆıt intuitivement correct de pouvoir de´river
que pi({M,¬C,B}) ≥ pi({¬M,¬C,¬B}), car si la maison n’est pas proche du centre ville,
M. X pre´fe´re qu’elle soit proche d’une bouche de me´tro et le fait que les murs soient blancs
n’intervient pas dans cette pre´fe´rence.
Il ne doit pas y avoir de pre´fe´rence entre deux mondes si ce n’est pas contraint par les
pre´fe´rences exprime´es par l’agent. Tan et Pearl adoptent donc le principe d’indiffe´rence
maximale qui permet de distinguer parmi tous les classements pre´fe´rentiels admissibles
par rapport a` un ensemble D un classement qui minimise les diffe´rences dans la relation
de pre´fe´rence.
De´finition 4.2.3. Soit D un ensemble cohe´rent de de´sirs conditionnels et Π l’ensemble
des classements admissibles par rapport a` cet ensemble. Un classement pi+ ∈ Π admissible
par rapport a` D est parmi les plus compacts si pour tout pi ∈ Π :∑
(w,w′)∈W 2
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Tan et Pearl de´finissent ensuite une relation binaire entre ensembles de monde nomme´e
dominance pre´fe´rentielle. Cette relation leur permet d’e´valuer des requeˆtes comme « e´tant
donne´ que la maison est proche du centre ville, est ce que je pre´fe´re qu’elle soit proche
d’une station de me´tro ? ». Enfin, ils raffinent la notion de de´sir conditionnel en ajoutant
un degre´  a` chaque de´sir. Se´mantiquement, ce degre´ n’intervient que dans la de´finition
d’un classement admissible : pour un de´sir D(β|α), la condition sur deux mondes w et
w′ appartenant a` C(β, α) tels que w |= α et w′ |= ¬α devient pi(w) ≥ pi(w′) + . Nous ne
pre´senterons pas ces travaux ici.
Conclusion
Le formalisme de´veloppe´ par Tan et Pearl permet a` partir d’un ensemble de de´sirs
conditionnels de construire un pre´ordre partiel ou total sur les mondes possibles et posse`de
comme avantage de pouvoir exprimer des de´sirs dans lesquels la condition est contradictoire
avec le de´sir. D(lampe|¬lampe) qui signifie que si la lampe est eteinte, on pre´fe´re qu’elle
soit allume´e est une formule qui admet un classement pre´fe´rentiel admissible. Comme nous
l’avons de´ja` pre´cise´, la condition ne spe´cifie pas les mondes dans lesquels la contrainte du
de´sir s’applique, mais les mondes dans lesquels on souhaite que le de´sir soit satisfait.
Cependant, il convient de noter que ce formalisme n’est pas tre`s discriminant. L’ajout par
exemple d’une variable propositionnelle qui n’intervient pas dans un ensemble de de´sir
conduit a` rendre des mondes incomparables, alors qu’intuitivement il existe un monde
pre´fe´re´ parmi ceux-ci.
4.2.2 Approche ceteris paribus : formalisme de Boutilier et al.
Boutilier et al. proposent dans [14] une repre´sentation graphique des pre´fe´rences condi-
tionnelles ceteris paribus. Ils conside`rent un ensemble de variables F = {F1, . . . , Fn} qui
peuvent prendre chacune leurs valeurs dans un domaine quelconque. Nous conside´rerons
que pour chaque Fi ∈ F , le domaine de valeur qui lui est associe´ est {Fi,¬Fi}. F =
F1 × . . . × Fn est l’ensemble des affectations possibles. Une affectation des variables de
X ⊆ F est note´e x et la concate´nation des affectations des variables de deux sous-ensembles
X et Y de F est note´e xy (si X ∩ Y = φ). Si X ∪ Y = F , alors xy est une affectation
comple`te des variables de F . Un classement pre´fe´rentiel sur F est note´ . f1  f2 signifie
donc que f1 est au moins autant pre´fe´re´ que f2.
De´finition 4.2.4. Un ensemble de variables X ⊆ F est dit pre´fe´rentiellement inde´pendant
de son comple´mentaire Y = F −X ssi ∀x1∀x2∀y1∀y2 (x1y1  x2y1) ⇔ (x1y2  x2y2).
Cette condition d’inde´pendance pre´fe´rentielle est la traduction de la condition ceteris
paribus : la structure de la relation de pre´fe´rence entre x1 et x2 est la meˆme quelle que
soit l’affectation attribue´e aux variables n’appartenant pas a` X.
De´finition 4.2.5. Soient X, Y et Z trois sous-ensembles non vides de F qui forment une
partition de F . X et Y sont conditionnellement pre´fe´rentiellement inde´pendants e´tant
donne´ z ssi ∀x1∀x2∀y1∀y2 (x1y1z  x2y1z) ⇔ (x1y2z  x2y2z).
L’inde´pendance pre´fe´rentielle entre X et Y ne tient que lorsque Z est assigne´ a` z.
Si cette relation est vraie pour tout assignement z de Z, alors on dit que X et Y sont
conditionnellement pre´fe´rentiellement inde´pendants e´tant donne´ Z.
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La repre´sentation d’une relation de pre´fe´rence va eˆtre effectue´e de fac¸on compacte
graˆce a` un graphe dont chaque nœud est un attribut. Pour chaque nœud Fi du graphe,
l’utilisateur doit identifier un ensemble de nœuds parents note´ P (Fi) qui peut affecter
l’ordre de pre´fe´rence sur les valeurs possibles de Fi. E´tant donne´ un assignement particulier
aux variables de P (Fi), l’utilisateur doit pouvoir de´terminer un ordre de pre´fe´rence sur
les assignations possibles de Fi, toutes autres choses e´tant e´gales. Formellement, Fi et
(F − ({Fi} ∪P (Fi)) sont conditionnellement pre´fe´rentiellement inde´pendants e´tant donne´
P (Fi). L’utilisateur spe´cifie alors ses pre´fe´rences concernant Fi pour chaque assignation
possible de P (Fi).
Boutilier et al. construisent alors un graphe ou` chaque nœud Fi a les e´le´ments de P (Fi)
comme parents. Chaque nœud Fi est e´galement e´tiquete´ par une table de pre´fe´rence sur
les assignations possibles de Fi pour toutes les valeurs possibles des noeuds parents. De
telles structures sont appelle´es re´seaux de pre´fe´rences conditionnelles (CP-networks).
Exemple. Supposons que M. X annonce que le fait que sa maison soit proche d’une station
de me´tro (note´ par M) ne de´pende que de sa proximite´ du centre ville (note´ par C) et ceci
toutes autres choses par ailleurs e´tant e´gales. C est donc l’unique parent de M . Supposons
de plus que M. X exprime ses pre´fe´rences de la fac¸on suivante :
– il pre´fe´re que la maison soit proche du centre ville ;
– si la maison n’est pas proche du centre ville, il pre´fe´re qu’elle soit proche d’une station
de me´tro ;
– si la maison est proche du centre ville, il pre´fe´re qu’elle ne soit pas proche d’une
station de me´tro.
Dans ce cas, on obtient un CP-network repre´sente´ en figure 4.1. On peut en de´duire l’ordre




C : ¬M M
¬C : M  ¬M
Fig. 4.1 – CP-network de l’exemple 4.2.2
On obtient dans cet exemple un pre´ordre complet sur les mondes possibles (ce n’est pas
toujours le cas). On ordonne les assignations possibles en fonction des pre´fe´rences qu’elles
violent. {C,¬M} ne viole aucune pre´fe´rence, {¬C,M} viole la pre´fe´rence sur C, {C,M}
viole la pre´fe´rence surM et {¬C,¬M} viole les deux pre´fe´rences. Les pre´fe´rences des nœuds
parents ont priorite´ sur les pre´fe´rences des nœuds fils (par exemple {C,M}  {¬C,M}).
Il se peut tre`s bien que l’on obtienne non pas un pre´ordre complet, mais simplement un
pre´ordre partiel : il existe alors des e´le´ments de F qui sont incomparables.
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L’approche propose´e par Boutilier et al. permet de repre´senter de fac¸on compacte un
ensemble de pre´fe´rences. On peut en de´duire un pre´ordre partiel voire complet dans le
meilleur des cas sur les mondes possibles. Le principal avantage de cette formalisation est
de fournir des algorithmes efficaces pour de´terminer ce pre´ordre. En particulier, la question
de savoir si deux mondes sont comparables et quel est le monde le plus pre´fe´re´ des deux
se rame`ne a` rechercher des chaˆınes dans le graphe. Ils disposent d’heuristiques efficaces
pour cette recherche. Cependant, l’utilisateur est oblige´ pour chaque nœud du graphe de
de´tailler quelles sont ses pre´fe´rences en tenant compte de toutes les valuations possibles
des variables contenues dans les parents du nœud.
4.2.3 Approche en terme d’ide´alite´ : formalisme de Boutilier
Boutilier a de´fini dans [12] une logique bimodale appele´e CO permettant de raisonner
avec des de´fauts. Il utilise cette logique dans [13] pour repre´senter et raisonner avec des
pre´fe´rences, en particulier des pre´fe´rences conditionnelles. Cette logique s’inspire de la
logique d’Humberstone de´veloppe´e dans [71]. Nous allons pre´senter la logique CO dans ce
qui suit.
Langage de CO
Boutilier conside`re un langage propositionnel bimodal LB constitue´ d’un langage pro-
positionnel classique PROP muni des connecteurs ¬ , ∨, ∧ et → et de deux ope´rateurs
modaux 2 et
←
2. Les formules bien forme´es de LB sont de´finies de la fac¸on suivante :
– si ϕ est une formule bien forme´e de PROP alors ϕ est une formule bien forme´e de
LB ;
– si ϕ est une formule bien forme´e de LB, alors 2ϕ est une formule bien forme´e de
LB ;
– si ϕ est une formule bien forme´e de LB, alors
←
2 ϕ est une formule bien forme´e de
LB ;
– si ϕ est une formule bien forme´e de LB, alors ¬ϕ est une formule bien forme´e de
LB ;
– si ϕ et ψ sont deux formules bien forme´es de LB , alors ϕ ∨ ψ est une formule bien
forme´e de LB.






3 sont de´finis pour deux
formules bien forme´es de LB ϕ et ψ par :
– ϕ ∧ ψ ≡def ¬(¬ϕ ∨ ¬ψ) ;
– ϕ→ ψ ≡def ¬ϕ ∨ ψ ;
– ϕ↔ ψ ≡def (ϕ→ ψ) ∧ (ψ → ϕ) ;
– 3ϕ ≡def ¬2¬ϕ ;
–
←










3 ϕ ≡def ¬
↔
2 ¬ϕ.
Remarquons e´galement que le fragment de CO qui ne contient que des formules du
type I(β|α) est exactement le syste`me DSDL3 ou syste`me Hansson-Lewis-Spohn (cf. [13]).
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Se´mantique de CO
La se´mantique de CO est caracte´rise´e par des mode`les de Kripke 〈W,≤, val〉 ou` :
– W est un ensemble de mondes possibles ;
– ≤ est un pre´ordre total sur W : c’est donc une relation sur W 2 qui est re´flexive et
transitive. Si w et w′ sont deux mondes de W , alors w ≤ w′ signifie que w est au
moins autant pre´fe´re´ que w′ ;
– val est une fonction de valuation sur W 2. Pour une formule de LB, val(ϕ) est donc
l’ensemble des mondes de W qui satisfont ϕ. On notera classiquement cet ensemble
||ϕ|| (cf. [25]).
De´finition 4.2.6. Soit M = 〈W,≤, val〉 un CO-mode`le et w ∈ W . La valeur de ve´rite´
d’une formule ϕ de LB dans w par rapport a` M est de´finie par :
– M |=w ϕ ssi w ∈ val(ϕ) pour ϕ formule bien forme´e de PROP ;
– M |=w ¬ϕ ssi M 6|=w ϕ ;
– M |=w ϕ ∨ ψ ssi M |=w ϕ ou M |=w ψ ;
– M |=w 2ϕ ssi ∀w
′ ∈W tel que w′ ≤ w alors M |=w′ ϕ ;
– M |=w
←
2 ϕ ssi ∀w′ ∈W tel que w′ 6≤ w alors M |=w′ ϕ.
La satisfaisabilite´ des autres ope´rateurs modaux est facilement de´ductible des condi-
tions de satisfaisabilite´ pre´ce´dentes :
– M |=w 3ϕ ssi ∃w
′ ∈W tel que w′ ≤ w et M |=w′ ϕ ;
– M |=w
←
3 ϕ ssi ∃w′ ∈W tel que w′ 6≤ w et M |=w′ ϕ ;
– M |=w
↔
2 ϕ ssi ∀w′ ∈W M |=w′ ϕ ;
– M |=w
↔
3 ϕ ssi ∃w′ ∈W tel que M |=w′ ϕ.
2ϕ est vraie dans w signifie « ϕ est vraie dans tous les mondes au moins autant pre´fe´re´s
que w ». 3ϕ est vraie dans w signifie « ϕ est vraie dans au moins un monde au moins
autant pre´fe´re´ que w ».
←
2 ϕ est vraie dans w ssi ϕ est vraie dans tous les mondes moins
pre´fe´re´s que w et
←





3 correspondent respectivement aux ope´rateurs modaux classiques de
ne´cessite´ et de possibilite´ (cf. [25]).
La validite´ d’une formule est de´finie de la fac¸on suivante :
De´finition 4.2.7. Soit M = 〈W,≤, val〉 un CO-mode`le. Une formule ϕ est valide dans
M (note´ M |= ϕ) ssi ∀w ∈ W M |=w ϕ. ϕ est CO-valide (note´ |=CO ϕ) ssi pour tout
CO-mode`le M, M |= ϕ. Enfin, ϕ est satisfaisable ssi ¬ϕ n’est pas valide.
Par exemple, la figure 4.2 montre un CO-mode`le M tel que M |=
↔
2 α (car tous les
mondes satisfont α) et M |=w2 2β (car tous les mondes au moins autant pre´fe´re´s que w2
satisfont β).
Enfin, la notion de conse´quence est de´finie par :
De´finition 4.2.8. Soit Σ = {ϕ1, . . . , ϕn} un ensemble de formules de CO. Une for-
mule ψ est une conse´quence de Σ, note´ Σ |= ψ ssi pour tout CO-mode`le M, M |=∧
i∈{1,...,n}
ϕi ⇒ M |= ψ.
2I.e. val : PROP → 2W et val ve´rifie val(¬ϕ) = W − val(ϕ) et val(ϕ1 ∧ ϕ2) = val(ϕ1) ∩ val(ϕ2).













Fig. 4.2 – Un CO-mode`le particulier
Axiomatique de CO
La logique CO est le plus petit ensemble S ⊆ LB tel que S contienne les sche´mas
d’axiomes suivants et soit ferme´e par les re`gles d’infe´rence suivantes :
K 2(α→ β) → (2α→ 2β)
K’
←























The´ore`me 4.2.1. ∀α ∈ LB `CO α ssi |=CO α.
La preuve est donne´e dans [12]. Remarquons par contre que nous ne disposons pas de
strate´gie inte´ressante de recherche de preuve pour cette logique.
Dans les mode`les de CO, l’ensemble de mondes W ne contient pas forcement tous
les mondes logiquement possibles e´tant donne´ le langage propositionnel PROP . Bouti-




3 α pour toute formule propositionnelle α satisfaisable
Ainsi, dans CO∗ on conside`re tous les mondes logiquement possible. En particulier,




Expression de pre´fe´rences conditionnelles dans CO
Boutilier a choisi de repre´senter les pre´fe´rences conditionnelles en utilisant une ap-
proche « ide´ale » : les pre´fe´rences seront des formules du type I(β|α) qui signifient que





3 (α ∧2(α→ β))
Ainsi, si l’on conside`re un CO-mode`le M, I(β|α) sera valide dans M ssi :
– soit α n’est vraie dans aucun monde de W ;
– soit il existe un monde w qui satisfait α et tel que tous les mondes au moins autant
pre´fe´re´s a` W satisfont α→ β.
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Cette de´finition traduit bien la signification intuitive en terme d’ide´alite´ donne´e a` la
formule I(β|α). I(β) sera un raccourci d’e´criture pour I(β|>). De meˆme, on notera la
notion duale de tole´rance par T (β|α) ≡def ¬I(¬β|α).
Boutilier de´finit e´galement un ope´rateur de pre´fe´rence ≤P entre deux propositions par :
α ≤P β ≡def
↔
2 (β → 3α)
Intuitivement, α ≤P β signifie que les meilleurs des α-mondes sont au moins autant
pre´fe´re´s que les meilleurs des β-mondes.
Exemple. Reprenons l’exemple de M. X. Les deux pre´fe´rences conditionnelles sont ici
I(¬M) et I(M |¬C). Supposons dans un premier temps que le langage PROP ne contienne
que les deux variables M et C. E´tant donne´ un CO∗-mode`le M = 〈W,≤, val〉, quelles sont
les conditions que doit ve´rifier ≤ pour que M |= I(¬M) ∧ I(M |¬C) ?
La pre´fe´rence I(¬M) se traduit par
↔
3 2¬M . Cela signifie qu’il existe un monde w
tel que tous les mondes au moins autant pre´fe´re´s que w satisfont ¬M . Donc les mondes
minimaux pour le pre´ordre ≤ devront ve´rifier ¬M .




3 (¬C ∧ (¬C → M)).
Cela signifie qu’il existe un monde w qui ve´rifie ¬C et tel que tous les mondes au moins
autant pre´fe´re´s a` w satisfont ¬C →M (on travaille avec des CO∗ mode`les, donc ¬C est
valide dans ces mode`les). Donc {M,¬C} ≤ {¬M,¬C}. Les CO∗-mode`les dans lesquels





























































Remarquons que si l’on avait travaille´ avec des CO-mode`les, il se pouvait tre`s bien
qu’il n’existe pas de monde dans W qui satisfasse ¬C. En particulier, le mode`le suivant
est un CO-mode`le satisfaisant I(¬M) ∧ I(M |¬C) :
3w ≈ w′ signifie que w ≤ w′ et w′ ≤ w.







L’utilisation de CO au lieu de CO∗ permet par exemple de prendre en compte des
contraintes physiques qui interdisent l’existence de certains mondes.
Plusieurs remarques sont a` faire sur cet exemple : il existe des mondes qui sont
incomparables, comme par exemple {M,C} et {M,¬C}. Bien suˆr, comme ≤ est un
pre´ordre total, pour chaque CO∗-mode`le M satisfaisant I(¬M) ∧ I(M |¬C) on aura soit
{M,C} ≤ {M,¬C} soit {M,¬C} ≤ {M,C}, mais aucune contrainte n’est impose´e
sur les CO∗-mode`les de I(¬M) ∧ I(M |¬C) concernant ces deux mondes. En particu-
lier, {I(¬M), I(M |¬C)} 6|=CO∗ (M ∧ C) ≤P (M ∧ ¬C) et {I(¬M), I(M |¬C)} 6|=CO∗
(M ∧ ¬C) ≤P (M ∧ C).
De plus, contrairement a` l’approche de Tan et Pearl, l’ajout d’une nouvelle variable pro-
positionnelle introduit de nouvelles contraintes sur la relation ≤. Si on reprend l’exemple
pre´ce´dent, l’ajout de B (les murs sont blancs) dans l’alphabet propositionnel dont on dis-
pose va induire les contraintes suivantes pour tout CO∗-mode`le de I(¬M) ∧ I(M |¬C) :
{M,¬C,B} ≤ {¬M,¬C,B}, {M,¬C,B} ≤ {¬M,¬C,¬B}, {M,¬C,¬B} ≤ {¬M,¬C,B}
et {M,¬C,¬B} ≤ {¬M,¬C,¬B}. La relation de pre´fe´rence entre mondes ≤ est donc plus
discriminante que celle propose´e par Tan et Pearl dans le cadre de [129].
Enfin, pour un ensemble de formules de CO∗, il existe souvent de nombreux mode`les
(car de nombreux mondes sont incomparables). En particulier, on obtient tre`s rarement un
pre´ordre complet sur les mondes. On peut signaler qu’il existe des formalismes, notamment
System Z (cf. [107]), qui permettent de restreindre les pre´ordres possibles en formant des
« clusters » de formules indiffe´rentes. Nous ne pre´senterons pas ces travaux ici.
4.2.4 Approche en terme d’ide´alite´ : approche de Lang
Dans [85], Lang e´tend les travaux de Boutilier [13] en s’inspirant de la logique des
pe´nalite´s. Il conside`re qu’un de´sir conditionnel D(β|α) est toujours interpre´te´ en terme
de situation ide´ale (β est vraie dans tous les α-mondes les plus pre´fe´re´s), mais ajoute en
plus que la violation de D(β|α) doit s’accompagner d’une perte d’utilite´ (au sens de la
the´orie de la de´cision, cf. [137]). On conside`re un ensemble de de´sirs conditionnels note´
DS = {D(β1|α1), . . . , D(βn|αn)} que Lang appelle une spe´cification de de´sirs.
De´finition 4.2.9. Une fonction d’utilite´ u est une fonction de W dans R. u induit un
pre´ordre ≥u sur W de´fini par w ≥u w
′ ssi u(w) ≥ u(w′). max≥u(W ) repre´sente les mondes
les plus pre´fe´re´s de W par rapport a` u.
De´finition 4.2.10. Soit DS = {D(β1|α1), . . . , D(βn|αn)} une spe´cification de de´sirs et u
une fonction d’utilite´.
u |= DS ssi ∀i ∈ {1, . . . , n} max≥u(||αi||) ⊆ ||βi||
Les fonctions d’utilite´ sont calcule´es a` partir des fonctions locales associe´es a` chaque
de´sir conditionnel de DS.
De´finition 4.2.11. Soit D(β|α) un de´sir conditionnel, uβ|α est une fonction d’utilite´
locale associe´e a` D(β|α) ssi il existe x > 0 tel que
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uβ|α(w) =
{
−x si w |= α ∧ ¬β
0 sinon
De´finition 4.2.12. Une fonction d’utilite´ u est distingue´e par rapport a` DS = {D(β1|α1),
. . . , D(βn|αn)} ssi
(1) u |= DS
(2) u = u1 + . . . + un
ou` u1, . . . , un sont des fonctions d’utilite´ locale associe´e respectivement a` D(β1|α1), . . . ,
D(βn|αn)
Les fonctions d’utilite´ distingue´es sont toujours ne´gatives. Si un monde w satisfait
l’ensemble des de´sirs conditionnels contenu dans DS, alors pour toute fonction d’utilite´ u
distingue´e par rapport a` DS, on a u(w) = 0.
Exemple. Reprenons l’exemple de M. X. Les deux de´sirs conditionnels sont D(¬M |>)








−y ssi w |= ¬M ∧ ¬C
0 sinon
Une fonction d’utilite´ u distingue´e par rapport a` {D(¬M |>), D(M |¬C)} associe´e a` ces
fonctions d’utilite´ locales verifie donc : u({M,¬C}) = u({M,C}) = −x, u({¬M,¬C}) =
−y et u({¬M,C}) = 0.
De plus, u |= D(¬M |>) ssi max(u({¬M,¬C}), u({¬M,C})) > max(u({M,¬C}),
u({M,C})), donc ssi max(−y, 0) > max(−x,−x), ce qui conduit a` x > 0. u |= D(M |¬C)
ssi u({M,¬C}) > u({¬M,¬C}) donc ssi −x > −y. On obtient y > x > 0. La fonction
d’utilite´ u induit un pre´ordre ≥DS sur les mondes : w ≥DS w














′ signifie que w ≥DS w
′ et w′ ≥DS w.
Plusieurs remarques sont a` faire sur cet exemple. Tout d’abord, on voit que les mondes
{M,C} et {M,¬C} sont indiffe´rents, ce qui est intuitivement correct. Rien dans la spe´cifica-
tion de de´sirs DS ne nous permet de « classer » ces deux mondes. Par contre, {C,M}
est toujours pre´fe´re´ a` {¬M,¬C}, ce qui nous paraˆıt intuitivement incorrect. En effet, rien
dans DS ne nous permet d’affirmer que {C,M} est un meilleur monde que {¬M,¬C}. En
particulier, {¬M,¬C} ve´rifie le premier de´sir D(¬M). C’est le proble`me des approches
utilisant directement la logique des pe´nalite´s : la non satisfaction d’un de´sir par un monde
conduit a` une baisse de l’utilite´ associe´e a` ce monde , alors que la satisfaction d’une partie
des de´sirs par ce meˆme monde ne conduit pas a` une « augmentation » de l’utilite´.
Remarquons de plus que le fait d’ajouter un de´sir conditionnel D(¬M |C) a` DS =
{D(¬M |>), D(M |¬C)} conduit a` introduire une nouvelle fonction d’utilite´ locale :
u¬M |>(w) =
{
−z ssi w |= M ∧ C
0 sinon
et donc l’ensemble des fonctions d’utilite´ u distingue´es par rapport a` DS est caracte´rise´
par :




u({M,C}) = −x− z
Cette fois ci, les contraintes impose´es sur la fonction d’utilite´ sont les suivantes :
max(u({¬M,¬C}, {¬M,C}) > max(u({M,¬C}, {M,C}) donc x > 0, u({M,¬C}) >
u({¬M,¬C}) donc y > x et enfin u({¬M,C}) > u({M,C}) donc x + z > 0. Donc
{M,¬C} ≥DS {M,C}, alors que l’ajout de D(¬M |C) a` DS n’ajoutait intuitivement rien,
puisque l’on avait de´ja` D(¬M |>).
Enfin, si on conside`re une spe´cification de de´sirs {D(M |¬C)}, le seul monde pe´nalise´ est
{¬M,¬C} donc tous les autres mondes sont pre´fe´re´s a` {¬M,¬C} alors qu’intuitivement, la
spe´cification d’un tel de´sir ne devrait permettre que d’e´crire que {M,¬C} ≥DS {¬M,¬C}.
La encore, la notion de pe´nalite´ ne semble pas approprie´e pour repre´senter ce genre de
pre´fe´rence, car le fait de pe´naliser un monde favorise tous les autres.
Nous conside´rons donc que l’utilisation de la logique des pe´nalite´s seule ne permet
pas de repre´senter correctement des pre´fe´rences conditionnelles. L’ordre obtenu sur les
mondes est souvent trop restrictif dans le sens ou` on ajoute des contraintes sur les mondes
alors qu’elles n’ont pas lieu d’eˆtre (comme par exemple {C,M} ≥DS {¬M,¬C}). De
plus, l’ajout d’une pre´fe´rence conditionnelle « redondante » a` une spe´cification de de´sirs
rajoute des contraintes contre-intuitives sur les mondes. Ceci est principalement duˆ a` la
signification de la pe´nalite´ : si un monde ne respecte pas un de´sir conditionnel, alors il est
pe´nalise´, mais s’il en respecte un autre, il n’y a pas d’augmentation de l’utilite´ associe´e a`
ce monde. Nous allons voir dans la section suivante que l’utilisation de polarite´s permet
de re´soudre ces proble`mes.
4.2.5 Approche en terme d’ide´alite´ : formalisme de van der Torre et
Weydert
Comme nous l’avons vu dans la section pre´ce´dente, l’utilisation de pe´nalite´s seules
ne permet pas de mode´liser correctement des pre´fe´rences. Les pe´nalite´s ne caracte´risent
que les mondes qui violent un certain de´sir conditionnel. Or quand on conside`re un de´sir
conditionnel D(β|α) et un monde w, il existe trois cas :
1. soit w |= α ∧ β et alors D(β|α) est satisfait ;
2. soit w |= α ∧ ¬β et alors le de´sir D(β|α) est viole´ ;
3. soit w |= ¬α et alors le de´sir D(β|α) n’est pas applicable.
L’interpre´tation des de´sirs en termes ne´gatifs comme dans la section pre´ce´dente ne
permet pas de distinguer les situations 1 et 3. Le mondes qui satisfont un de´sir ou` dans
lesquels le de´sir est innapplicable ont une utilite´ (locale par rapport au de´sir) nulle. De la
meˆme fac¸on, on pourrait conside´rer les de´sirs de fac¸on positive, c’est-a`-dire qu’un monde
qui satisfait un de´sir conditionnel aura une utilite´ associe´e a` ce de´sir strictement positive.
Mais dans ce cas, on ne peut pas distinguer les situations 2 et 3.
Pour pallier a` ce proble`me, van der Torre et Weydert [136] (voir aussi [86]) e´tendent
l’approche de Lang en conside´rant qu’a` chaque de´sir sont associe´es une recompense et une
pe´nalite´. On peut donc maintenant distinguer les trois cas pre´sente´s pre´ce´demment. Par
rapport a` l’approche de Lang, ils introduisent deux notions supple´mentaires :
– la force d’un de´sir conditionnel qui repre´sente l’importance du de´sir a` laquelle elle
est associe´e. La force est repre´sente´e par un poids associe´ au de´sir ;
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– la polarite´ d’un de´sir conditionnel qui repre´sente le rapport entre la perte d’utilite´
engendre´e par la non satisfaction du de´sir conditionnel et le gain d’utilite´ associe´ a`
la satisfaction du de´sir conditionnel.
Un de´sir conditionnel est maintenant repre´sente´ sous la forme Dps(β|α) ou` p ∈ [0, 1] est
la polarite´ associe´e au de´sir et s ∈ {≥ r,> r|r ∈ [0,+∞]} la force associe´e au de´sir (par
exemple, la force associe´e a` un de´sir peut eˆtre > 2 ou ≥ +∞). Si l’on conside`re un de´sir




x si w |= α ∧ β
−y si w |= α ∧ ¬β
0 sinon
La force associe´e au de´sir nous indique la diffe´rence minimale entre l’utilite´ associe´e
a` un monde qui respecte le de´sir et un monde qui ne le respecte pas. Nous conside´rerons
dans la suite de la pre´sentation que la force associe´e a` chaque de´sir sera nulle et nous
l’omettrons dans l’e´criture d’un de´sir (on peut remarquer que la force est > 0 et non pas
≥ 0).
La polarite´ associe´e a` Dp(β|α) est de´finie par p = y
x+y si x+ y > 0. Cinq cas peuvent
donc se pre´senter :
– p = 0 et on ne conside`re que des de´sir positifs car y = 0 ;
– p = 1 et on ne conside`re que des de´sirs ne´gatifs car x = 0. C’est le cas du formalisme
de Lang pre´sente´ dans la section pre´ce´dente ;
– p = 12 et alors la violation du de´sir a autant d’importance que sa satisfaction ;
– p ∈]0, 12 [ et alors on accorde plus d’importance a` la satisfaction du de´sir qu’a` sa
violation. On peut alors le voir comme un but (la re´compense est plus importante
que la pe´nalite´) ;
– p ∈]12 , 1[ et alors on accorde plus d’importance a` la violation du de´sir qu’a` sa satis-
faction. On peut alors le voir comme une contrainte.
Les de´finitions des fonctions d’utilite´ locales et des fonctions d’utilite´ distingue´es par
rapport a` une spe´cification de de´sirs sont les meˆmes que celles donne´es dans [85] (car nous
ne conside´rons pas la force des de´sirs), nous ne les rappelerons donc pas.
Exemple. Reprenons l’exemple pre´ce´dent : on conside´re une spe´cification de de´sirs DS =
{Dp1(¬M |>), Dp2(M |¬C)}. Les fonctions d’utilite´s locales associe´es aux deux de´sirs condi-




x1 si w |= ¬M





x2 si w |= ¬C ∧M
−y2 si w |= ¬C ∧ ¬M
0 sinon
Une fonction d’utilite´ distingue´e par rapport a` DS = {Dp1(¬M |>), Dp2(M |¬C)} ve´rifie
donc u({M,C}) = −y1, u({M,¬C}) = x2 − y1, u({¬M,C}) = x1 et u({¬M,¬C}) =
x1 − y2.
Les contraintes d’ide´alite´ impliquent de plus que max(u({¬M,C}), u({¬M,¬C}) >
max(u({M,C}), u({M,¬C})), donc x1 > x2 − y1. Enfin u({M,¬C}) > u({¬M,¬C}),
donc x2 − y1 > x1 − y2.
Le pre´ordre sur les mondes associe´ a` u devient donc :














Si les de´sirs sont purement ne´gatifs, i.e. p1 = p2 = 1, on obtient le meˆme re´sultat
qu’avec l’approche de Lang. Si les polarite´s associe´es au de´sirs ne sont pas extreˆmes, x1,














Cette fois ci, on obtient un pre´ordre sur les mondes qui paraˆıt moins intuitivement
incorrect. En particulier, {M,C} n’est pas obligatoirement pre´fe´re´ a` {¬M,¬C}.
L’utilisation des polarite´s ajoute un pouvoir expressif important au formalisme de´veloppe´
par Lang. En particulier, on est capable de mode´liser pre´cisement des phrases contenant
des de´sirs conditionnels comme (les exemples sont tire´s de [86]) :
– des de´sirs strictement positifs comme par exemple « si j’ai du poisson au diner,
je pre´fe´re avoir du Bourgogne blanc ». Dans ce cas, seule la satisfaction du de´sir
contraint la fonction d’utilite´ associe´e. En particulier, la non satisfaction du de´sir
n’induit pas de perte d’utilite´ ;
– des de´sirs strictement ne´gatifs comme par exemple « s’il pleut, je pre´fe´re avoir un
parapluie ». La violation du de´sir implique une baisse de l’utilite´ mais la satisfaction
du de´sir n’implique pas une augmentation de l’utilite´. Ce qui est important dans ce
genre de de´sir, c’est d’eˆtre pe´nalise´ en cas de violation ;
– des de´sirs mixtes comme par exemple « si je mange des pommes de terre, je pre´fe´re
qu’elles soient cuites ». Dans ce cas, l’agent pre´fe´re manger une pomme de terre
cuite a` ne pas manger, et pre´fe´re ne pas manger plutoˆt que de manger une pomme
de terre crue (a` moins qu’il ne soit affame´).
4.3 Conclusion
Nous venons de voir qu’il existe beaucoup de formalismes permettant de repre´senter
des pre´fe´rences. Il existe bien suˆr d’autres formalismes (cf. par exemple [83]), mais nous ne
les pre´senterons pas ici. Les logiques ponde´re´es, qui se fondent sur l’association entre une
formule et un poids, permettent de repre´senter facilement des bases de connaissance et de
calculer l’ordre sur les mondes possibles associe´. Mais nous pensons que la ponde´ration des
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formules n’est pas force´ment e´vidente : pourquoi associer un poids de 30 a` une formule au
lieu d’un poids de 40 par exemple ?
Nous avons vu en e´tudiant les pre´fe´rences conditionnelles qu’il existe d’autres forma-
lismes inte´ressants permettant de repre´senter des pre´fe´rences. En particulier, les logiques
modales CO et CO∗ de´veloppe´es par Boutilier ont beaucoup de qualite´s : compacite´ de la
repre´sentation des pre´fe´rences, pre´fe´rences totalement qualitatives et surtout le pre´ordre
induit sur les mondes nous semble intuitivement correct. CO et CO∗ permettent de garder
une certaine souplesse vis-a`-vis de la repre´sentation se´mantique des pre´fe´rences. Bien suˆr
cette souplesse a une contrepartie : on n’obtient pas souvent un pre´ordre complet, mais on
peut utiliser d’autres formalismes tels System Z pour re´duire le nombre de mode`les d’un
ensemble de formules. De plus, l’utilisation de l’ope´rateur ≤P permet de comparer deux
formules deux a` deux, ce qui est tre`s expressif. Nous allons donc choisir d’utiliser ces deux
logiques dans la suite du me´moire pour repre´senter des pre´fe´rences.
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Chapitre 5
Contribution a` la repre´sentation
d’exigences et de re´glementations
en utilisant une logique de
pre´fe´rences
Nous avons vu dans les chapitres pre´ce´dents que les exigences et les phrases normatives
peuvent eˆtre repre´sente´es en utilisant des pre´fe´rences. En e´tendant l’approche propose´e par
Cholvy et Hunter dans [44], nous allons utiliser la logique CO pour repre´senter :
– les exigences d’un agent sous forme d’une position, i.e. chaque agent exprimera un
ordre de pre´fe´rence sur les exigences qu’il e´met ;
– les contraintes du domaine, i.e. les contraintes induites par les lois physiques par
exemple, et qui permettent de conside´rer que certains mondes logiquement possible
sont impossibles a` atteindre en re´alite´ ;
– des phrases normatives concernant le domaine de l’objet a` concevoir. Nous allons
montrer que l’utilisation de CO permet de repre´senter des obligations condition-
nelles, des normes avec exceptions et des Contrary-to-Duties.
L’utilisation d’un formalisme commun pour repre´senter a` la fois des exigences, une
re´glementation et des lois du domaine va nous permettre de ve´rifier qu’un ensemble d’exi-
gences est cohe´rent avec une re´glementation donne´e et des contraintes du domaine.
5.1 Repre´sentation d’exigences
5.1.1 Ensemble d’exigences
Nous allons conside´rer que les exigences sont exprime´es graˆce a` des formules de la
logique propositionnelle. Cette hypothe`se est restrictive dans le sens ou` on ne pourra pas
par exemple quantifier des variables ou utiliser des pre´dicats pour affiner la repre´sentation
des exigences, mais elle va nous permettre de fournir dans la suite du me´moire un for-
malisme unique traitant des exigences et des positions. On conside´rera un ensemble fini
{a1, . . . , am} d’agents qui e´mettent des exigences.
De´finition 5.1.1. L’ensemble des exigences e´mises par un agent a est note´ ∆a et est
de´fini comme e´tant un ensemble cohe´rent de formules de PROP .
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On remarquera que l’ensemble des exigences e´mises par un agent doit eˆtre cohe´rent.
En effet, les exigences e´tant des proprie´te´s que doit satisfaire l’objet a` concevoir, il paraˆıt
raisonnable de supposer que l’agent n’exige pas que l’objet satisfasse une proposition et
sa ne´gation.
Exemple. On conside`re un agent X qui de´sire construire une maison. Les exigences qu’il
exprime vis-a`-vis de la maison sont les suivantes :
– X exige que la maison ne soit pas proche d’une station de me´tro (a` cause de la geˆne
provoque´e par le bruit) ou qu’elle soit bien insonorise´e ;
– X exige que si la maison n’est pas proche du centre ville, alors elle devra eˆtre proche
d’une station de me´tro.
Si l’on dispose d’un langage propositionnel contenant les variables I (la maison est
insonorise´e), M (la maison est proche d’une station de me´tro) et C (la maison est proche
du centre ville), alors on peut exprimer l’ensemble des exigences de l’agent par ∆X =
{I ∨ ¬M,¬C →M}. Cet ensemble d’exigences est cohe´rent.
5.1.2 Pre´fe´rences sur les exigences
Chaque agent a dispose d’un ensemble de formules propositionnelles qui repre´sente
les exigences qu’il e´met vis-a`-vis de l’objet a` concevoir. Nous allons maintenant raffiner
cette repre´sentation en utilisant un pre´ordre sur les exigences de l’agent. Par exemple,
l’exigence « si la maison n’est pas proche du centre ville, alors elle devra eˆtre proche d’une
bouche de me´tro » e´mise par X peut lui sembler prioritaire par rapport a` l’exigence « la
maison n’est pas proche d’une station de me´tro ». En particulier, la non satisfaction de
la deuxie`me exigence peut eˆtre moins importante pour X que la non satisfaction de la
premie`re exigence.
Les exigences d’un agent a vont maintenant eˆtre repre´sente´es par un ensemble d’exi-
gences et un pre´ordre sur ces exigences (remarquons que l’on peut conside´rer ce pre´ordre
comme un ordre, car on regroupe les exigences qui ont la meˆme importance dans une meˆme
formule graˆce a` une conjonction). Ces deux e´le´ments vont eˆtre repre´sente´s par un tuple.
De´finition 5.1.2. Soit a un agent et ∆a = {α1, . . . , αn} l’ensemble d’exigences associe´
a` a. On appelle position de l’agent a le tuple Γa = [α1, . . . , αn]. Γa contient les meˆmes
formules que ∆a et de plus αi pre´ce´de αj dans le tuple ssi l’agent a conside`re αi comme
e´tant prioritaire par rapport a` αj.
Une position pour un agent de´finit donc une relation de pre´ordre sur les exigences de
l’agent. Chaque e´le´ment du tuple Γa est une formule de ∆a ou une conjonction de formules
de ∆a (plusieurs formules de ∆a peuvent avoir la meˆme importance pour l’agent a).
Exemple. Supposons que l’agent X ait les pre´fe´rences suivantes sur ses exigences : l’exi-
gence prioritaire pour X est que la maison ne soit pas proche d’une station de me´tro ou
qu’elle soit correctement insonorise´e. Dans ce cas, la position de X est ΓX = [¬M ∨
I,¬C →M ].
La signification intuitive de cette position est la suivante : dans le meilleur des cas, X
veut que sa maison ve´rifie ¬M ∨ I et ¬C →M . Mais si ce n’est pas possible (a` cause des
contraintes du domaine ou de la re´glementation), il pre´fe´re que la maison ve´rifie ¬M ∨ I
et ne ve´rifie pas ¬C → M . Si ce n’est toujours pas possible, il accepte que la maison
5.1. REPRE´SENTATION D’EXIGENCES 55
satisfasse ¬C →M et ne satisfasse pas ¬M ∨ I. Enfin, dans le pire des cas, il accepte que
la maison ne satisfasse ni ¬C →M ni ¬M ∨ I.
On peut donner tout comme Cholvy et Hunter une interpre´tation en terme de pre´ordre
sur les mondes a` cette position. Si ≤ est un pre´ordre sur les mondes associe´ a` la position
de l’agent (les mondes minimaux e´tant les plus pre´fe´re´s), on obtient alors :
||(¬M∨I)∧(C∨M)|| ≤ ||(¬M∨I)∧(¬C∧¬M)|| ≤ ||(M∧¬I)∧(C∨M)|| ≤ ||(M∧¬I)∧(¬C∧¬M)||
Remarquons que l’on n’obtient pas force´ment un ordre sur les mondes, car plusieurs
mondes peuvent eˆtre indiffe´rents.
Notre objectif est d’obtenir un moyen de traduire formellement une position d’un agent
en un pre´ordre sur les mondes possibles correspondant a` l’ide´e intuitive donne´e dans [44].
Pour cela, nous allons traduire la position de l’agent a en un ensemble de formules de CO
dont les mode`les ve´rifieront le pre´ordre pre´sente´ ci-dessus. Nous allons dans un premier
temps construire les formules associe´es a` chaque « cluster » de mondes.
De´finition 5.1.3. Soit {α1, . . . , αn} un ensemble cohe´rent de formules propositionnelles.
Soit f[α1,...,αn] : N → fl(PROP )
1 la fonction qui associe a` un entier i ∈ {0, . . . , 2n − 1}
la formule propositionnelle α1(i) ∧ . . . ∧ αn(i) de la fac¸on suivante :




n−1−k avec ∀k ∈ {0, . . . , n − 1} ck(i) = 0 ou
ck(i) = 1 ;
– ∀k ∈ {1, . . . , n} αk(i) =
{
αk si ck−1(i) = 0
¬αk si ck−1(i) = 1
Dans l’exemple traite´ pre´cedemment, on obtient :
fΓX (0) = (I ∨ ¬M) ∧ (M ∨ C)
fΓX (1) = (I ∨ ¬M) ∧ ¬(M ∨ C) ≡ ¬M ∧ ¬C ∧ I
fΓX (2) = ¬(I ∨ ¬M) ∧ (M ∨ C) ≡ ¬I ∧M ∧ C
fΓX (3) = ¬(I ∨ ¬M) ∧ ¬(M ∨ C) ≡ ⊥
On restreint maintenant la fonction f pour n’obtenir que des propositions satisfai-
sables :
De´finition 5.1.4. Soit {i0, . . . , ima} ⊂ {0, . . . , 2
n − 1} l’ensemble des entiers tels que
∀j ∈ {i0, . . . , ima} 6` fΓa(j) ↔ ⊥. f
′
Γa
est construite de la fac¸on suivante :
∀j ∈ {0, . . . ,ma} f
′
Γa(j) = fΓa(ij)
Avec l’exemple pre´ce´dent, on obtient maintenant :
f ′ΓX (0) = (I ∨ ¬M) ∧ (M ∨ C)
f ′ΓX (1) = (I ∨ ¬M) ∧ ¬(M ∨ C) ≡ ¬M ∧ ¬C ∧ I
f ′ΓX (2) = ¬(I ∨ ¬M) ∧ (M ∨ C) ≡ ¬I ∧M ∧ C
On voit que la fonction f ′ permet de trouver les « clusters » de mondes ordonne´s par
rapport a` l’ide´e intuitive que nous avions pre´sente´e ci-dessus. En effet, le pre´ordre sur les
mondes correspondants a` la position de l’agent est ||f ′ΓX (0)|| ≤ ||f
′
ΓX
(1)|| ≤ ||f ′ΓX (2)||.
Nous allons maintenant construire a` partir des formules donne´es par f ′ un ensemble de
formules de CO dont les mode`les correspondront au pre´ordre donne´ pre´ce´demment.
1fl(PROP ) repre´sente l’ensemble des formules bien forme´es de PROP .
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De´finition 5.1.5. Soit Γa = [α1, . . . , αn] la position de l’agent a. Cette position est
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CO∗
a |= α <E β




2 ¬f ′Γa(i) ∧ 2¬f
′
Γa
(i + 1)). Les CO-mode`les de
cette formule sont tels que :












Les mode`les de f ′Γa(i) <E f
′
Γa
(i + 1) sont donc tels que le « moins bon » des f ′Γa(i)
mondes sera toujours meilleur que les f ′Γa(i + 1) mondes. Nous montrons e´galement que
<ΓCOa est bien une relation d’ordre.
Proprie´te´ 5.1.1. <ΓCOa est une relation d’ordre sur les formules de PROP .
Enfin, nous prouvons que les CO-mode`les de ΓCOa respectent bien l’ordre intuitif donne´
sur les mondes :
Proprie´te´ 5.1.2. Soit Γa = [α1, . . . , αn] la position de l’agent a. Les CO-mode`les 〈W,≤
, val〉 de ΓCOa sont tels que : ‖f
′
Γa
(0)‖ ≤ . . . ≤ ‖f ′Γa(ma)‖.
Exemple. Reprenons l’exemple pre´ce´dent. On a ΓX = [¬M ∨ I,¬C →M ] et :
f ′ΓX (0) = (I ∨ ¬M) ∧ (M ∨ C)
f ′ΓX (1) = (I ∨ ¬M) ∧ ¬(M ∨ C) ≡ ¬M ∧ ¬C ∧ I
f ′ΓX (2) = ¬(I ∨ ¬M) ∧ (M ∨ C) ≡ ¬I ∧M ∧ C
On a donc ΓCOX = {(I∨¬M)∧(M∨C) <E ¬M∧¬C∧I,¬M∧¬C∧I <E ¬I∧M∧C}.
On peut construire un mode`le de ΓCOX et ainsi ve´rifier que le pre´ordre sur les mondes est
correct. Soit M = 〈W,≤, val〉 un mode`le de ΓCOX .
1. M |= ¬M ∧ ¬C ∧ I <E ¬I ∧ M ∧ C signifie qu’il existe un monde w1 tel que
M,w1 |= (¬M ∧ ¬C ∧ I) ∧2(I ∨ ¬M ∨ ¬C)∧
←
2 (M ∨ C ∨ ¬I).
w1
‖I ∨ ¬M ∨ ¬C‖ ≤ ‖¬M ∧ ¬C ∧ I‖ ≤ ‖M ∨ C ∨ ¬I‖
2. M |= (I ∨¬M)∧ (M ∨C) <E ¬M ∧¬C ∧ I signifie qu’il existe un monde w0 tel que
M,w0 |= (I ∨ ¬M) ∧ (M ∨ C) ∧2(M ∨C ∨ ¬I)∧
←
2 ((¬I ∧M) ∨ (M ∧ ¬C).
On peut en de´duire facilement que w0 ≤ w1 (car M,w1 |= (¬M ∧ ¬C ∧ I) et que
M,w0 |= 2(M ∨ C ∨ ¬I)). Les mode`les de Γ
CO
X devront donc ve´rifer :
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w1
‖I ∨ ¬M ∨ ¬C ∧ ‖ ≤ ‖¬M ∧ ¬C ∧ I‖ ≤ ‖¬I ∧M ∧ C‖
w0
‖M ∨ C ∨ ¬I‖ ≤ ‖(I ∨ ¬M) ∧ (M ∨ C)‖ ≤ ‖(¬I ∧M) ∨ (¬M ∧ ¬C)‖
soit :
‖(I ∨ ¬M) ∧ (M ∨ C)‖ ≤ ‖¬M ∧ ¬C ∧ I‖ ≤ ‖¬I ∧M ∧ C‖
Graˆce a` la me´thode de traduction des positions en formules de CO, on est capable
d’exprimer les exigences d’un agent sous forme ordonne´e en utilisant la logique CO. Nous
allons maintenant voir comment exprimer des phrases normatives avec CO.
5.2 Repre´sentation de phrases normatives avec CO
Nous allons e´tudier dans cette section la repre´sentation de phrases normatives, i.e.
de phrases portant sur des obligations, des permissions, des interdictions. Nous allons
conside´rer que les obligations, permissions et interdictions ne porteront que sur des e´tats
du monde et non pas sur des actions par exemple. Ainsi, on pourra e´crire « il est obligatoire
que α soit vraie » si α repre´sente une description du monde. On ne pourra pas exprimer
par exemple qu’« il est interdit de faire a » ou` a repre´sente une action.
Nous avons vu dans le chapitre 3 que l’on pouvait repre´senter des phrases normatives,
en particulier les Contrary-to-Duties, en utilisant une se´mantique fonde´e sur un ordre sur
les mondes possibles. Nous allons donc utiliser CO pour mode´liser les phrases normatives,
puisque nous disposons graˆce a` CO d’un pre´ordre sur les mondes. Dans cette e´tude, nous
allons distinguer trois types de phrases normatives : tout d’abord les phrases normatives
non conditionnelles sans exception qui sont les plus simples, puis les phrases normatives
avec exception et enfin les Contrary-to-Duties. Ces travaux ont e´te´ pre´sente´s dans [34],
[36] et [38].
5.2.1 Phrases normatives non conditionnelles sans exception
Les phrases normatives non conditionnelles sans exception sont des phrases qui peuvent
eˆtre de trois types :
– une obligation, comme par exemple « il est obligatoire que α soit vraie ». Nous
conside´rons que l’interpre´tation de cette phrase est la suivante : les mondes les plus
pre´fe´re´s ve´rifient α ;
– une permission, comme par exemple « il est permis que α soit vraie ». La se´mantique
de cette phrase est la suivante : il existe un monde parmi les mondes les plus pre´fe´re´s
qui ve´rifie α ;
– une interdiction, comme par exemple « il est interdit que α soit vraie ». Dans ce
cas, nous conside´rons que le sens donne´ a` cette phrase est le suivant : les mondes les
plus pre´fe´re´s ve´rifient ¬α.
La se´mantique que nous donnons a` la notion d’obligation est assez proche de celle de
SDL. En effet, dans SDL, la seule contrainte impose´e a` la relation d’accessibilite´ entre
les mondes est la se´rialite´. On peut donc voir notre interpre´tation comme utilisant une
relation d’accessibilite´ qui associe a` un monde le monde le plus pre´fe´re´ du mode`le (elle est
e´videmment se´rielle).
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Dans cette optique, on peut supposer que l’on utilise l’ope´rateur d’ide´alite´ I(−|>)
pour repre´senter une obligation du type pre´ce´dent. Par exemple, mode´lisons la phrase
« il est obligatoire que les murs de la maison soient blancs » par I(B). Les mode`les de
I(B) ≡
↔
3 2B sont tels que qu’il existe un monde w0 qui ve´rifie B et tels que tous les
mondes au moins autant pre´fe´re´s que w0 ve´rifient B. Si on conside`re une autre variable












On peut remarquer que le moins pre´fe´re´ des mondes est un monde qui ve´rifie B et
donc l’obligation. On pourrait penser que tous les mondes qui ve´rifient B devraient eˆtre
pre´fe´re´s aux mondes qui ve´rifient ¬B. Dans ce cas, on exprime une pre´fe´rence stricte (cf.
[13]). Or, l’obligation doit eˆtre vue en terme d’ide´alite´ : dans tous les mode`les de I(B),
B doit eˆtre vraie dans le monde le plus pre´fe´re´. On peut remarquer comme nous l’avons
pre´cise´ auparavant que la se´mantique de SDL est base´e sur une relation d’accessibilite´
se´rielle : la seule contrainte qu’il existe sur la relation est qu’a` partir d’un monde il y a
toujours au moins un monde accessible. En particulier, il existe des mode`les dans lesquels
il n’y a qu’un seul monde ve´rifiant B accessible et non pas tous les mondes ve´rifiant B.
On peut enfin remarquer que I ve´rifie plusieurs proprie´te´s identiques a` l’ope´rateur O de
SDL :
Proprie´te´ 5.2.1. L’ope´rateur I ve´rifie les sche´mas d’axiomes et la re´gle suivants :




L’utilisation de l’ope´rateur I(−) comme ope´rateur d’obligation ne nous permettra donc
pas d’e´chapper aux contradictions ge´ne´re´es par SDL. Comme nous l’avons pre´cise´ dans
le chapitre 3, trouver un ope´rateur qui ne respecte pas les sche´mas d’axiome et les re`gles
d’infe´rences engendrant les paradoxes de SDL n’est pas un travail e´vident. Nous allons
donc choisir I(−) comme ope´rateur d’obligation, tout en sachant que nous pouvons ge´ne´rer
des paradoxes avec cette approche.
De´finition 5.2.1. Les ope´rateurs d’obligation, de permission et d’interdiction que la pro-
position α soit vraie sont de´finis respectivement par I(α), ¬I(¬α) et I(¬α).
5.2.2 Phrases normatives avec exception
Nous allons maintenant nous inte´resser a` la mode´lisation de phrases normatives avec
exception. Par phrases normatives avec exception, nous entendons une des deux phrases
suivantes :
– « α est interdite, mais si β est vraie, alors α est permise » ;
– « α est interdite, mais si β est vraie, alors α est obligatoire »
Remarquons que dans ces deux phrases, la premie`re interdiction n’est plus en effet de`s
que β est vraie. En particulier, si β est vraie, on ne viole pas la premie`re interdiction si
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α est vraie. Nous allons profiter des proprie´te´s de I(−|−) qui est a` la base un ope´rateur
permettant d’exprimer des pre´fe´rences re´visables pour mode´liser ce genre de phrases nor-
matives.
De´finition 5.2.2. Une phrase « il est interdit que α soit vraie, mais si β est vraie, alors
α est autorise´e » sera mode´lise´e par la formule I(¬α) ∧ ¬I(¬α|β).
Une phrase « il est interdit que α soit vraie, mais si β est vraie, alors α est obligatoire »
sera mode´lise´e par la formule I(¬α) ∧ I(α|β).
Inte´ressons nous a` la premie`re phrase. Soit M = 〈W,≤, val〉 un CO-mode`le de I(¬α)∧
¬I(¬α|β). Les mondes les plus pre´fe´re´s pour≤ seront des ¬α-mondes, carM est un mode`le
de I(¬α). Par contre, commeM est un mode`le de ¬I(¬α|β), quelque soit le monde que l’on
conside`re, soit il ve´rifie ¬β, soit il existe un monde plus pre´fe´re´ que lui qui ve´rifie β ∧¬α.
Donc, si on ne conside`re que les situations ou` β est vraie, les mondes les plus pre´fe´re´s ne
verifieront pas obligatoirement ¬α. La mode´lisation propose´e est donc judicieuse (et c’est
normal, car le comportement de I(−|−) est fait pour raisonner avec des exceptions).
5.2.3 Contrary-to-Duties
Nous nous inte´ressons maintenant a` la mode´lisation de Contrary-to-Duties. Nous avons
vu dans le chapitre 3 que SDL ne permettait pas de mode´liser correctement les CTDs car
elle ne propose qu’un niveau d’ide´alite´ : les mondes sont soit ide´aux, soit non ide´aux. Or
dans le cas du CTD, il existe des mondes parmi les mondes moins ide´aux qui sont meilleurs
que les autres (celui ou il y a un chien et un panneau par exemple). Une approche en terme
de mondes ordonne´s permet de repre´senter ces diffe´rents niveaux d’ide´alite´. Rappelons le
sce´nario du chien :
(a) il ne doit pas y avoir de chien ;
(b) s’il n’y a pas de chien, il ne doit pas y avoir de panneau ;
(c) s’il y a un chien, il doit y avoir un panneau ;
(d) il y a un chien
Supposons que l’on dispose d’un langage propositionnel a` deux variables c et p et d’un
pre´ordre sur les mondes possibles ≤ (w0 ≤ w1 signifie que w0 est au moins autant pre´fe´re´
que w1). Examinons la traduction se´mantique des diffe´rentes phrases :
(a) il ne doit pas y avoir de chien signifie que le monde ide´alement pre´fe´re´ est un monde
qui falsifie c. Il existe donc deux candidats qui peuvent eˆtre le monde ide´al : {¬c, p}
et {¬c,¬p} ;
(b) s’il n’y a pas de chien, il ne doit pas y avoir de panneau. Donc le monde {¬c,¬p}
est un monde plus ide´al que {¬c, p}. On en de´duit en particulier que {¬c,¬p} est le
monde le plus pre´fe´re´ ;
(c) s’il y a un chien, il doit y avoir un panneau. On en de´duit donc que le monde {c, p}
est pre´fe´re´ au monde {c,¬p}.
On obtient plusieurs pre´ordres possibles :
























































On pourrait la` encore se demander pourquoi ne pas imposer au monde {¬c, p} d’eˆtre
pre´fe´re´ a` {c, p}. Ce serait alors conside´rer que la violation du fait de ne pas avoir de chien
est plus importante que la violation de ne pas mettre de panneau s’il y a un chien. Dans
[36, 38], nous supposions que le sce´nario du chien n’induisait qu’un seul pre´ordre sur les












Dans ce cas, n’importe quel ¬c-monde sera toujours pre´fe´re´ a` tous les c-mondes. Nous
pensons que la contrainte que nous avions impose´ sur les mondes (i.e. que les ¬c-mondes
sont toujours pre´fe´re´s a` tous les c-mondes) est trop forte. L’interdiction d’avoir un chien
est une interdiction sans exception et doit eˆtre mode´lise´e comme telle. Si l’on reprend
la mode´lisation que nous avons faite d’obligations sans exceptions, nous avons utilise´
l’ope´rateur I(−) et il se pouvait donc tre`s bien qu’un des mondes ve´rifiant l’interdiction
soit un des mondes les moins pre´fe´re´s. Le fait de rajouter une deuxie`me re`gle particulie`re,
le CTD, ne doit pas modifier ce point de vue.
De´finition 5.2.3. Soit le CTD exprime´ par les phrases suivantes :
– il est interdit que α soit vraie ;
– si α est vraie alors il est obligatoire que β soit vraie.
Ce CTD est mode´lise´ par l’ensemble de formules de CO suivant : {I(¬α), I(β|α)}.
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On obtient bien le pre´ordre intuitif que l’on cherchait.
Proprie´te´ 5.2.2. La mode´lisation propose´e du sce´nario du chien respecte les postulats (i)
a` (iv) de Carmo et Jones.
La de´monstration est e´vidente. Nous montrerons dans la partie III que cette mode´lisation
accompagne´e du mode`le d’agent que nous proposons respecte les autres postulats de Carmo
et Jones.
Revenons sur l’approche propose´e dans [36]. Dans cet article, nous avions choisi de
repre´senter le sce´nario du chien par l’ensemble de formules suivant :
(a) I(¬c)




Cette fois ci, il n’existe qu’un seul mode`le de cet ensemble de formules. L’ajout de
(p ∧ ¬c) ≤P (p ∧ c) permet de restreindre le pre´ordre et de spe´cifier que les ¬c-mondes
doivent eˆtre quoiqu’il arrive meilleurs que les c-mondes. Supposons maintenant que l’on
utilise cette approche pour mode´liser le meˆme sce´nario, mais en supprimant la phrase (c).
On obtient alors :
(a) I(¬c)
(b) I(p|c) ∧ (p ∧ ¬c) ≤P (p ∧ c)
(c) c
Dans ce cas, le monde {p,¬c) sera toujours pre´fe´re´ au monde {p, c}. Mais il existe
des mode`les de cet ensemble de formules ou` le monde le moins pre´fe´re´ est {¬p,¬c}. Il
existe alors des ¬c-mondes qui font partie des mondes les moins pre´fe´re´s. L’utilisation de
2Ce sont en fait des CO∗-mode`les car on conside`re que pour chaque formule satisfaisable il existe un
monde qui la satisfait.
3Rappelons que α ≤P β ≡def
↔
2 (β → 3α).
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(p∧¬c) ≤P (p∧c) ne fonctionne que dans le cas pre´cis du sce´nario du chien. Nous pensons
donc que l’ajout de (p ∧ ¬c) ≤P (p ∧ c) est purement artificiel et que le fait que {p,¬c}
et {p, c} soient deux mondes indiffe´rents est la traduction correcte du sce´nario du chien.
Remarquons de plus que l’ajout de (p∧¬c) ≤P (p∧c) empeˆche la mode´lisation de respecter
le postulat (iv) de Carmo et Jones.
5.2.4 Conclusion
Rappelons la mode´lisation des diffe´rentes phrases normatives possibles :
il est obligatoire que α soit vraie I(α)
il est autorise´ que α soit vraie T (α) ≡ ¬I(¬α)
il est interdit que α soit vraie I(¬α)
il est normalement interdit que α I(¬α) ∧ ¬I(¬α|β)
mais si β est vraie, alors α est
autorise´
il est normalement interdit que α I(¬α) ∧ I(α|β)
mais si β est vraie alors α est
obligatoire
Contrary-To-Duty :
(RP) Il est interdit que α soit vraie I(¬α)
(CTD) Mais si α est vraie, alors il est I(β|α)
obligatoire que β soit vraie
L’approche que nous proposons permet de mode´liser un grand nombre de phrases nor-
matives de nature diffe´rente. La se´mantique de CO en terme de mondes ordonne´s permet
de repre´senter des obligations, permissions et interdictions « classiques », mais aussi des
normes avec exceptions et des Contrary-to-Duties. Enfin, l’utilisation de l’ope´rateur I(−)
pour mode´liser une obligation classique dans tous les cas apporte un avantage certain : on
peut facilement rajouter un CTD par exemple, sans eˆtre oblige´ de re´e´crire les normes de´ja`
existantes.
Remarquons tout de meˆme que cette formalisation ne nous permet d’e´chapper aux
paradoxes classiques de SDL. De plus, certains the´ore`mes de´duits sont contre-intuitifs.
Ainsi, ` I(¬α) ∧ I(α|β) → I(¬β). Notre souci e´tait d’obtenir un premier formalisme
permettant de mode´liser toutes les notions pre´sente´es dans ce chapitre, mais il reste bien
suˆr a` affiner.
5.3 Repre´sentation de contraintes du domaine avec CO
Les contraintes du domaine repre´sentent les contraintes physiques ou les contraintes
inhe´rentes au domaine de l’objet a` concevoir. On peut les voir comme des contraintes
d’inte´grite´ sur une base de donne´es. Elles repre´sentent ce qui est ne´cessairement vrai dans
le monde re´el. Si on travaille avec la logique CO, on peut restreindre les mondes possibles
a` des mondes qui ve´rifient les contraintes du domaine. La logique CO∗ ne le permet pas,
car toute proposition satisfaisable (au sens de la logique propositionnelle) doit eˆtre vraie
dans au moins un monde.
De´finition 5.3.1. Une contrainte du domaine du type « la proposition α est toujours
vraie » est repre´sente´e par la formule
↔
2 α.
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Ainsi, si on a une contrainte du type « les grandes maisons couˆtent plus de 100 000
euros », on peut la mode´liser par la formule
↔
2 G→ P 100000 (G repre´sente le fait qu’une
maison est grande et P 100000 qu’elle couˆte plus de 100 000 euros). Les CO-mode`les de
cette formule sont tels que le monde {G,¬P 100000} n’existe pas. Il n’existe bien suˆr pas
de CO∗-mode`le de cette formule, car dans CO∗, on a
↔
3 (G ∧ P 100000).




On conside´rera ainsi qu’une proposition et sa ne´gation ne peuvent pas eˆtre impossible
physiquement en meˆme temps. Cette hypothe`se est raisonnable, dans le sens ou` on ne
trouve pas « dans la nature » de proposition α telle que α et ¬α soient toujours vraies.
5.4 Cohe´rence d’exigences avec une re´glementation et des
contraintes du domaine
Nous allons maintenant nous inte´resser a` la cohe´rence d’exigences avec une re´glemen-
tation et des contraintes du domaine. Pour ve´rifier la cohe´rence d’un ensemble d’exigences
avec une re´glementation et des contraintes du domaine, il convient tout d’abord de ve´rifier
que les contraintes du domaine et la re´glementation sont e´galement cohe´rentes. Il nous
paraˆıt en effet correct de supposer qu’on ne peut pas interdire quelque chose qui est vrai
de par une contrainte physique du monde re´el.
De´finition 5.4.1. Soit R un ensemble de phrases normatives. R est cohe´rent avec la
contrainte du domaine
↔
2 ϕ ssi ∀ψ telle que ψ ∧ ϕ est satisfaisable, alors R 6|= I(¬ϕ|ψ).
R est cohe´rent avec l’ensemble de contraintes du domaine C = {
↔
2 ϕ1, . . . ,
↔
2 ϕl} ssi R est
cohe´rent avec
↔
2 (ϕ1 ∧ . . . ∧ ϕl).
Il ne suffit pas de ve´rifier que les formules ide´ales de la re´glementation repre´sente´es
par les formules du type I(ϕ) sont compatibles avec les contraintes du domaine, il faut
e´galement ve´rifier que toutes les re`gles avec exception et les CTDs le sont aussi (c’est
le sens de R 6|= I(¬ϕ|ψ), qui permet de ve´rifier que les re`gles conditionnelles sont bien
cohe´rentes avec ϕ). On ne doit jamais pouvoir de´duire que quelque chose d’impossible (au
sens des contraintes du domaine) est obligatoire. Les contraintes du domaine sont donc
plus importantes que la re´glementation. Remarquons e´galement qu’il serait inte´ressant de
trouver un algorithme performant permettant de tester si une re´glementation est cohe´rente
avec des contraintes du domaine.
Exemple. Conside´rons la re´glementation suivante : il est obligatoire d’avoir une ligne
e´lectrique dans une maison, mais si on n’en a pas, alors il est obligatoire d’avoir un
groupe e´lectroge`ne. On mode´lise cette re´glementation par l’ensemble {I(le), I(ge|¬le)}.
Supposons que les contraintes du domaine nous indique qu’il est impossible d’avoir un
groupe e´lectroge`ne (par exemple parce que la maison conside´re´e est trop grosse, un groupe
e´lectroge`ne ne suffirait pas a` lui fournir de l’e´lectricite´). Dans ce cas, {I(le), I(ge|¬le)} et
↔
2 ¬ge sont incohe´rents, car il existe des cas pre´vus par la re´glementation (lorsque l’on n’a
pas de ligne e´lectrique) ou` il est obligatoire d’avoir un groupe e´lectroge`ne.
Comme nous disposons d’une position Γa pour chaque agent a, on dispose de plusieurs
propositions qui sont ordonne´es suivant l’ordre de pre´fe´rence fourni par l’agent : ce sont les
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propositions f ′a(i) pour i ∈ {0, . . . ,ma}. Nous allons maintenant de´terminer quelles sont
les propositions parmi celles-ci qui ve´rifient les contraintes du domaine.
De´finition 5.4.2. Soit Γa la position de l’agent a. Soit C un ensemble de contraintes du
domaine. L’ensemble F ′C(a) est de´fini par :
F ′C(a) = {f
′
a(i) : i ∈ {0, . . . ,ma} et ∀ϕ telle que C |=
↔
2 ϕ , ϕ ∧ f ′a(i) est satisfaisable}
L’ensemble F ′(a) repre´sente donc l’ensemble des formules du type f ′a(i) qui sont com-
patibles avec les contraintes du domaine. Remarquons que l’ordre ≤ΓCOa repre´sente toujours
la pre´fe´rence de l’agent sur ce sous-ensemble de formules.
Proprie´te´ 5.4.1. Soit C un ensemble de contraintes du domaine. F ′C(a) est non vide.
On est donc toujours suˆr de trouver un ensemble de formules du type f ′a(i) qui
soient compatibles avec les contraintes du domaine correspondant a` l’objet a` concevoir.
Il faut maintenant trouver quelles vont eˆtre les formules qui sont compatibles avec une
re´glementation donne´e.
De´finition 5.4.3. Soit Γa la position de l’agent a. Soient C un ensemble de contraintes
du domaine et R une re´glementation cohe´rente avec C. L’ensemble F ′C,R(a) est de´fini par :




C(a) : R |= T (f
′
a(i))}
Rappelons que par de´finition T (α) ≡def ¬I(¬α). L’ensemble F
′
C,R(a) va donc contenir
les formules de F ′C(a) (donc cohe´rentes avec les contraintes du domaine) qui sont tole´re´es
par la re´glementation (elles peuvent e´galement eˆtre obligatoires). On obtient donc un
ensemble de formules compatibles avec les contraintes du domaine et la re´glementation.
Proprie´te´ 5.4.2. Soient C un ensemble de contraintes du domaine et R une re´glementation
cohe´rente avec C. F ′C,R(a) est un ensemble non vide.
Nous disposons donc, graˆce a` la position de l’agent a d’un ensemble de formules non vide
qui sont cohe´rentes avec la re´glementation et les contraintes du domaine. Cet ensemble
de formules est ordonne´ par ≤ΓCOa qui repre´sente le degre´ de pre´fe´rence de l’agent par
rapport a` ces formules. Nous allons donc choisir les formules les plus pre´fe´re´es qui vont
repre´senter les meilleures exigences possibles pour l’agent e´tant donne´es une re´glementation
et des contraintes du domaine. Bien suˆr, si l’agent a introduit des disjonctions dans ses
exigences, il se peut qu’il soit oblige´ de ve´rifier que les choix possibles sont cohe´rents avec
les contraintes du domaine et la re´glementation.
De´finition 5.4.4. Soient Γa position de l’agent a, C un ensemble de contraintes du do-
maine, R une re´glementation cohe´rente avec C. On appelle meilleures exigences de a com-
patibles avec C et R la formule γa(C,R) = min≤
ΓCOa
F ′C,R(a).
Exemple. Supposons que M. X e´mette les exigences suivantes a` propos de sa future mai-
son. Il souhaiterait que :
– la maison soit au centre ville ou proche d’une station de me´tro ;
– la maison ait des murs blancs ;
– la maison couˆte moins de 100 000 euros et soit dans un quartier peu bruyant.
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La position de M. X respecte l’ordre des exigences ci-dessus. Les contraintes du domaine
sont les suivantes :
– si une maison est proche d’une station de me´tro, alors elle n’est pas dans un quartier
peu bruyant ;
– si une maison est au centre ville, alors elle couˆte plus de 100 000 euros.
Enfin la re´glementation stipule que si une maison est au centre ville, alors ses murs
ne doivent pas eˆtre peints en blanc et qu’il est interdit de construire une maison sous une
ligne haute tension.
Si l’on dispose d’un langage propositionnel dont les variables sont C (la maison est au
centre ville), M (la maison est proche d’une station de me´tro), B (les murs de la maison
sont blancs), L (la maison couˆte moins de 100 000 euros), T (la maison est dans un
quartier peu bruyant) et H (la maison est sous une ligne haute tension), la position de M.
X, l’ensemble des contraintes du domaine et la re´glementation s’e´crivent respectivement :
ΓX = [C ∨M,B,L ∧ T ]
C = {
↔
2 (M → ¬T ),
↔
2 (C → ¬L)}
R = {I(¬B|C), I(¬H)}
Remarquons tout de suite que C est bien un ensemble cohe´rent de formules de CO et
que R est bien cohe´rente avec C.
L’ensemble des formules f ′ΓX est de´fini par :
f ′ΓX (0) = (C ∨M) ∧B ∧ (L ∧ T )
f ′ΓX (1) = (C ∨M) ∧B ∧ (¬L ∨ ¬T )
f ′ΓX (2) = (C ∨M) ∧ ¬B ∧ (L ∧ T )
f ′ΓX (3) = (C ∨M) ∧ ¬B ∧ (¬L ∨ ¬T )
f ′ΓX (4) = (¬C ∧ ¬M) ∧B ∧ (L ∧ T )
f ′ΓX (5) = (¬C ∧ ¬M) ∧B ∧ (¬L ∨ ¬T )
f ′ΓX (6) = (¬C ∧ ¬M) ∧ ¬B ∧ (L ∧ T )
f ′ΓX (7) = (¬C ∧ ¬M) ∧ ¬B ∧ (¬L ∨ ¬T )
F ′C(X) = {f
′
ΓX
(1), f ′ΓX (3), . . . , f
′
ΓX
(7)} car f ′ΓX (0) et f
′
ΓX
(2) sont incompatibles avec
les contraintes de domaine : ((C∨M)∧(L∧T ))∧((M → ¬T )∧(C → ¬L)) est incohe´rente.
Les formules restantes sont quant a` elles toujours cohe´rentes avec la re´glementation
(en particulier parce que l’on a (C ∨M)). On va donc choisir comme meilleure exigence
de X compatible avec R et C la formule pre´fe´re´e pour ≤ΓCO
X
, soit f ′ΓX (1). Les exigences de
l’agent sont donc repre´sente´es par la formule (C ∨M) ∧B ∧ (¬L ∨ ¬T ).
On remarque que l’agent a le choix en particulier entre C et M . Or B est une exigence
de l’agent, donc pour respecter la re´glementation, l’agent ne peut pas choisir que sa maison
soit en centre ville. Elle sera donc proche d’une station de me´tro et sera bruyante. L’agent
peut tout de meˆme choisir une maison qui couˆte moins de 100 000 euros. Les exigences de
M. X sur la maison vont donc eˆtre :
– la maison est proche d’une bouche de me´tro ;
– la maison a des murs blancs ;
– la maison sera dans un quartier bruyant.
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La maison sera bruyante, mais elle respecte les deux premieres exigences par ordre de
priorite´ : elle est proche d’une station de me´tro ou en centre ville et a des murs blancs.
Une maison situe´e en centre ville (donc sans murs blancs) mais tranquille convient moins
d’apre`s la position de M. X car elle respecte la premie`re exigence et la troisie`me, mais pas
la deuxie`me.
5.5 Conclusion
Ce chapitre a de´crit notre contribution en ce qui concerne la mode´lisation des exigences,
des contraintes du domaine et des re´glementations. L’apport principal de cette contribution
est le choix d’un formalisme unique (la logique de pre´fe´rences CO) pour repre´senter ces
diffe´rentes notions.
En effet, nous avons montre´ que toute position (notion introduite par Cholvy et Hunter
pour exprimer des exigences ordonne´es) correspond a` un ensemble de formules de CO. Nous
avons e´galement montre´ quelles sont les formules de CO qui expriment les contraintes du
domaine. Et enfin, nous avons montre´ comment repre´senter par la logique CO des phrases
normatives complexes, comme des re`gles avec exception ou des Contrary-to-Duties.
Traduire toutes ces notions dans une logique unique nous a permis de de´finir la notion
de cohe´rence entre une re´glementation et les contraintes du domaine, puis la notion de
meilleures exigences d’un agent, qui sont, rappelons-le, les exigences pre´fe´re´es par l’agent
parmi toutes celles qu’il a exprime´es et qui sont compatibles avec les contraintes et la
re´glementation.
Dans la partie suivante, nous allons e´tudier le cas ou` plusieurs agents e´mettent leurs





Lors de la phase d’expression des exigences, plusieurs agents e´mettent des exigences sur
l’objet a` concevoir. Il se peut tre`s bien que deux agents aient des exigences cohe´rentes avec
la re´glementation et les lois du domaine, mais qui soient contradictoires. On peut supposer
par exemple qu’un inge´nieur re´clame une solution technique pointue mais couˆteuse, alors
que le service financier de l’entreprise ait des limitations de budget. Il faut donc eˆtre
d’abord capable de de´tecter ce genre de conflit, puis de le traiter, soit par une nouvelle
phase d’expression des exigences par exemple, ou automatiquement.
Dans cette partie, nous allons tout d’abord pre´senter quelques formalismes qui per-
mettent de ge´rer les proble`mes d’incohe´rence en inge´nierie des exigences, surtout dans
des spe´cifications repre´sente´es par des points de vue. Nous nous inte´resserons e´galement
a` l’approche de Cholvy et Hunter qui proposent l’utilisation d’une technique de fusion
prioritaire de bases de croyances pour pouvoir e´liminer les incohe´rences possibles entre
ensembles d’exigences : les agents sont ordonne´s suivant un ordre d’importance et on
conside`re que les exigences des agents les plus prioritaires doivent eˆtre satisfaites en prio-
rite´. Nous pensons que cette approche peut eˆtre e´tendue en de´veloppant un autre syste`me
de fusion, dit majoritaire, dans lequel les agents ont tous la meˆme importance et qui si-
mule un vote majoritaire. En effet, il existe des participants au processus d’e´mission des
exigences qui n’ont aucune relation hie´rarchique entre eux. Nous proposons donc d’utiliser
un syste`me de fusion majoritaire dans ce cas pour re´soudre les e´ventuels proble`mes. La
combinaison de ces deux syste`mes de fusion permet de repre´senter assez finement la struc-
ture hie´rarchique existant dans une organisation responsable de l’e´mission d’exigences sur
un artefact a` concevoir.
Nous nous inte´resserons plus particulie`rement au proble`me de la fusion de bases de
croyances dans un second chapitre. Nous pre´senterons ensuite une logique que nous avons
de´veloppe´e qui permet de raisonner sur le re´sultat de la fusion majoritaire de plusieurs
bases de croyances constitue´es de formules propositionnelles. Nous pre´senterons e´galement
un de´monstrateur de the´ore`mes associe´ a` cette logique et nous montrerons que notre
approche peut eˆtre e´tendue partiellement au premier ordre. Enfin, nous montrerons que
nous pouvons utiliser les re´sultats obtenus dans le cadre de la gestion de l’incohe´rence




Gestion de l’incohe´rence en
inge´nierie des exigences (e´tat de
l’art)
La gestion de l’incohe´rence dans le processus d’inge´nierie des exigences est un proble`me
crucial. Les incohe´rences possibles peuvent apparaˆıtre a` diffe´rents niveaux. Un agent qui
e´met des exigences peut exprimer des exigences contradictoires sans s’en rendre compte. Il
peut e´galement exprimer des exigences qui ne sont pas cohe´rentes avec une re´glementation
en vigueur ou des contraintes du domaine. Enfin, il peut exprimer des exigences cohe´rentes
avec une re´glementation et des contraintes du domaine mais qui sont incohe´rentes avec les
exigences e´mises par un autre agent. Nous avons vu dans la partie pre´ce´dente comment
ge´rer les incohe´rences possibles entre les exigences d’un agent et une re´glementation ou des
contraintes du domaine graˆce a` la position fournie par un agent. Nous allons maintenant
nous inte´resser aux incohe´rences possibles entre les exigences de diffe´rents agents.
Dans le processus de de´veloppement d’un artefact un peu complexe, il n’est pas en-
visageable qu’un seul agent e´mette les exigences sur cet artefact. En effet, la conception
d’un syste`me quel qu’il soit requiert des compe´tences multiples (techniques, mais aussi
financie`res ou ayant rapport avec la qualite´ etc). Ce sont plusieurs agents qui vont e´mettre
un ensemble d’exigences qui leur paraissent judicieuses quant a` la fonction finale de l’objet
et des contraintes qu’ils imposent. Il se peut donc tre`s bien que deux ou plusieurs agents
e´mettent des exigences sur l’objet qui soient contradictoires. Or, on doit a` la fin du proces-
sus d’inge´nierie des exigences produire un seul ensemble cohe´rent d’exigences. Il faut donc
re´gler le proble`me de l’incohe´rence pour pouvoir fournir cet ensemble cohe´rent d’exigences.
Nous allons nous inte´resser dans ce chapitre a` la gestion des incohe´rences possibles
entre les exigences e´mises par plusieurs agents. Dans un premier temps, nous revenons
sur la notion de point de vue et nous pre´sentons un formalisme permettant de ge´rer les
incohe´rences possibles entre points de vue, puis nous pre´sentons la suite des travaux de
Hunter et Nuseibeh (cf. section 2.2) dans le cadre de la gestion de l’incohe´rence. Enfin,
nous pre´sentons la solution propose´e par Cholvy et Hunter qui repose sur l’utilisation
d’une me´thode de fusion.
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6.1 Gestion de l’incohe´rence entre points de vue
La prise en compte de diffe´rents points de vue pendant le processus d’inge´nierie des
exigences pose un proble`me : elle remet en cause un principe qui e´tait jusque la` admis par
tous, i.e. la conservation de la cohe´rence pendant tout le processus. En effet, la the`se habi-
tuellement admise e´tait la suivante : puisque nous devons produire un ensemble cohe´rent
d’exigences (ou dans le meilleur des cas de spe´cifications), exigeons une cohe´rence totale
pendant tout le processus. Or, cette affirmation n’est pas forcement correcte pour plusieurs
raisons [54, 53] :
– la ve´rification de cohe´rence a` tout moment du processus d’inge´nierie des exigences
est quasiment impossible. Un nombre important d’agents participe a` l’expression des
exigences et on devrait ve´rifier la cohe´rence de l’ensemble des exigences a` chaque fois
qu’un participant modifie ou ajoute une exigence ;
– la non tole´rance des incohe´rences provisoires pendant le processus laisse de coˆte´
certaines alternatives qu’il aurait e´te´ judicieux d’explorer ;
– enfin, les agents ont souvent des vues contradictoires sur les exigences et ces conflits
peuvent eˆtre re´solus en permettant aux diffe´rents agents d’exprimer diffe´rentes al-
ternatives pour leurs exigences.
Bien suˆr, on doit obtenir un ensemble cohe´rent d’exigences a` la fin du processus,
mais l’approche propose´e par Easterbrook et al. permet de retarder les tests de cohe´rence
jusqu’au moment opportun. En particulier, on n’a pas besoin de re´soudre les e´ventuels
conflits quand ils sont de´couverts, la phase de ve´rification de cohe´rence e´tant se´pare´e de
celle de re´solution.
Nuseibeh a liste´ dans [104] les principales causes d’incohe´rence en inge´nierie des exi-
gences (avec des points de vue) :
– les participants n’ont pas la meˆme vue de l’objet ;
– les participants n’utilisent pas le meˆme langage ;
– les participants n’utilisent pas les meˆmes strate´gies ;
– les participants ne sont pas au meˆme stade de de´veloppement ;
– leurs centres d’inte´reˆts peuvent se recouvrir partiellement ou totalement ;
– les participants n’ont pas les meˆmes buts techniques, e´conomiques et/ou politiques.
Pour pouvoir de´terminer si une incohe´rence existe, il faut disposer de re`gles de cohe´rence
qui vont permettre de de´crire les relations entre les diffe´rents points de vue, mais aussi
les relations existant a` l’inte´rieur de chaque point de vue. A` partir de ces re`gles, on peut
alors ve´rifier si un point de vue est incohe´rent ou si deux ou plusieurs points de vue sont
incohe´rents entre eux.
6.1.1 Re`gles de cohe´rence
Finkelstein et al. partent du principe que l’incohe´rence peut eˆtre tole´re´e entre deux
points de vue. Les re`gles de cohe´rence que nous allons e´crire sont donc des re`gles qui
devraient eˆtre vraies, et non des re`gles qui sont vraies. Il est bien suˆr e´vident qu’a` l’inte´rieur
d’un meˆme point de vue, la cohe´rence devra eˆtre respecte´e. Par contre, le de´veloppement
de chaque point de vue ne devra pas eˆtre freine´ par ces re`gles de cohe´rence. Les ve´rifications
de cohe´rence devront eˆtre invoque´es par chaque point de vue quand il « sent » qu’il en a
besoin. Finkelstein et al. conside´rent donc trois grands types de cohe´rence dans les points
de vue [53] :
– la cohe´rence locale d’un point de vue ;
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– la cohe´rence inter-point de vue ;
– la cohe´rence globale du syste`me.
Les deux premiers types de cohe´rence peuvent eˆtre utilise´s dans le formalisme des
points de vue. Au niveau local, chaque re`gle de´finit une proprie´te´ qui devrait eˆtre ve´rifie´
par un point de vue, et au niveau inter-point de vue, chaque re`gle de´finit une relation qui
devrait eˆtre ve´rifie´e entre plusieurs points de vue. La cohe´rence globale du syste`me peut
eˆtre quant a` elle assure´e en cre´ant un point de vue qui englobe tous les autres. Les re`gles
locales a` ce point de vue permettent de ve´rifier une cohe´rence globale.
Il est e´galement inte´ressant de pouvoir distinguer les re`gles qui vont ve´rifier l’existence
(ou l’absence) d’une information et celle qui ve´rifient un accord (cohe´rence des informations
entre deux points de vue, ve´rification des noms utilise´s etc).
Easterbrook et al. [53] rappellent que Nuseibeh et al. ont de´fini dans [106] une notation
pour exprimer des re`gles de cohe´rence inter-point de vue. Le principe est simple : on
exprime une relation entre un point de vue source VPS et un point de vue cible VPC. Les
relations sont alors de la forme :
De´finition 6.1.1.
∀ VPS ∃ VPC tq (ps1 R VP(t, d) : ps2)
ou` VP(t, d) donne le point de vue cible avec le template t1 et le domaine d, et ou` ps1 et
ps2 sont des spe´cifications partielles. Comme tout point de vue doit confronter une partie
de ses spe´cifications avec d’autres points de vue, il est normal que cette relation s’applique
a` tous les points de vue. Perrussel dans [111] propose une notation plus “logique” pour
cette relation :
De´finition 6.1.2.
∀Pi ∃Pj ((i 6= j) et (Pi R Pj))
ou` Pi et Pj sont deux perspectives.
En re´alite´, la ve´rification d’une re`gle se fait en deux e´tapes : on ve´rifie d’abord l’exis-
tence du point de vue cible (il faut donc son template et son domaine) puis la relation qui
doit lier les deux points de vue. Easterbrook et al. raffinent donc la de´finition 6.1.1 de la
fac¸on suivante :
De´finition 6.1.3.
∃ VPC(t, d) tq (psS R VPC(t, d) : psC)
Enfin, on peut noter que Perrussel a re´fe´rence´ quatre types de liens entre deux pers-
pectives P1 et P2 :
– Si la perspective P1 existe, alors la perspective P2 doit exister ;
– Si un e´le´ment o est pre´sent dans P1, alors P2 doit exister ;
– Si un e´le´ment o est pre´sent dans P1, alors un e´le´ment o
′ doit eˆtre pre´sent dans P2 ;
– Si un e´le´ment o est pre´sent dans P1, alors o doit aussi eˆtre pre´sent dans P2 ;
On peut maintenant se demander comment traiter les incohe´rences qui risquent d’ap-
paraˆıtre au cours du processus. Il est clair pour Finkelstein et al. dans [55] que le passage
a` la logique est ne´cessaire et que le traitement des incohe´rences se fera au me´ta-niveau (cf.
figure 6.1). Les actions qui vont en re´sulter peuvent eˆtre de diffe´rents types : demande de
renseignements comple´mentaires au proprie´taire du point de vue, traitement automatique
etc.
1Les points de vue sont construits par template, i.e. des points de vue ou` seuls le style de repre´sentation
et le plan de travail sont de´finis.
74 CHAPITRE 6. GESTION DE L’INCOHE´RENCE EN IE
Point de vue 1 Point de vue 2
Représentation logique de l’information des
Points de vue et des relations inter Points de vue
Données inconsistantes





Fig. 6.1 – Gestion de l’incohe´rence entre les points de vue
6.1.2 E´tude d’un exemple
Nous allons maintenant e´tudier un exemple simple tire´ de [55] qui concerne un syste`me
de gestion de bibliothe`que. Finkelstein et al. utilisent deux formalismes :
– une hie´rarchie sur les agents (cf. figure 6.2) qui repre´sente les flux d’informations
entre les diffe´rents agents ;
– des diagrammes de flots de donne´es pour chaque agent repre´sente´s par des tables
d’action. On a repre´sente´ ici les tables d’actions pour les agents Borrower (cf. figure
6.3), Clerk (cf. figure 6.4) et Librarian (cf. figure 6.5).
Library World
Borrowers Staff Library Catalogue
Librarian Clerk
Fig. 6.2 – La hie´rarchie sur les agents
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SOURCE INPUT ACTION OUTPUT CIBLE
Borrower book check-in book Clerk
card card
Librarian book check-out book Borrower
Fig. 6.3 – La table d’actions de l’agent Borrower




Borrower book check-in book Librarian
card




Fig. 6.4 – La table d’actions de l’agent Clerk
6.1.3 Principes
Pour pouvoir utiliser la notion de point de vue, l’incohe´rence dans des points de vue va
eˆtre de´finie comme l’incohe´rence dans des bases de donne´es logiques distribue´es. On a donc
besoin de re´e´crire les spe´cifications et les relations inter-points de vue comme un ensemble
de formules logiques. Dans l’approche propose´e par Finkelstein et al., l’incohe´rence va eˆtre
ge´re´e dans l’environnement le plus large possible (i.e. pas seulement au niveau des donne´es).
On doit donc conside´rer a` la fois les donne´es de la base de donne´es, mais e´galement
l’utilisation de cette dernie`re dans l’environnement.
L’analyse de l’incohe´rence se fait en termes de couples (D,E), ou` D est une base de
donne´es (un ensemble de formules logiques du premier ordre) repre´sentant une partie de
l’information contenue dans un ou plusieurs point de vue et E est une repre´sentation
logique de certaines assertions implicites et de certaines contraintes d’integrite´ utilise´es
pour controˆler et coordonner un ensemble de points de vue (E est l’environnement de la
base de donne´es). On pose pour hypothe`se le fait que E est cohe´rent.
Les incohe´rences dans (D,E) sont ge´re´es en adoptant un me´ta-langage qui va permettre
de choisir les actions requises lors de la de´couverte d’une incohe´rence. Ces actions pourront
agir directement sur les bases de donne´es (appeler un TMS par exemple pour re´tablir la
cohe´rence de la base) ou demander des actions externes (demander plus d’informations a`
l’utilisateur etc).
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SOURCE INPUT ACTION OUTPUT CIBLE
Clerk book shelve book Library
Fig. 6.5 – La table d’actions de l’agent Librarian
6.1.4 Traduction des tables d’actions
Il faut maintenant traduire les points de vue, donc les tables d’actions, en une base de
donne´es logique. Finkelstein et al. utilisent un formalisme qui se fonde sur les pre´conditions
et les postconditions d’une action. On note pre(X,Y ) pour noter que X est une source et
Y est une « conjonction » 2 d’entre´es. De meˆme, on note post(X,Y ) pour noter que X
est la destination de Y .
La table d’action associe´e a` B va eˆtre note´e de la fac¸on suivante :
table(A,P,B,Q)
ou` :
– A est un agent (le domaine du point de vue)
– P est une « conjonction » de pre´conditions pour B
– Q est une « conjonction » de postconditions pour B
Les informations contenues dans la table d’action de l’agent Clerk (cf. ) vont donc eˆtre
repre´sente´es par les formules logiques suivantes :
table(borrower, pre(borrower, book), check in, post(book, clerk)) (6.1)
table(borrower, pre(borrower, card)&pre(library, book), check out,
post(book&card, borrower)) (6.2)
table(clerk, pre(borrower, book), check in, post(database update, catalogue)
&post(book, library)) (6.3)
table(clerk, pre(borrower, book&card), check out, post(book&card, borrower)
&post(database update, catalogue)) (6.4)
table(library, pre(clerk, book), shelve, post(book, library)) (6.5)
Si l’on veut s’inte´resser a` la cohe´rence des informations repre´sente´es dans ce point
de vue, ces formules logiques vont eˆtre contenues dans la base de donne´es D. On peut
e´galement mode´liser la hie´rarchie des agents graˆce a` un pre´dicat tree :
tree(library world, borrower) (6.6)
tree(library world, staf) (6.7)
tree(library world, library) (6.8)
tree(library world, catalogue) (6.9)
tree(staff, librarian) (6.10)
tree(staff, clerk) (6.11)
2   conjonction  est note´e par   &  et est un symbole de fonction dans la logique du premier ordre
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Ces formules sont e´galement des e´le´ments de D. On rajoute alors des axiomes dans le
me´ta-langage pour pouvoir exprimer les proprie´te´s de l’arbre3 :
for all X, tree(X,X) (6.12)
for all X, Y, Z, [tree(X,Y ) and tree(Y,Z) → tree(X,Z)] (6.13)
for all X, Y, X 6= Y → [tree(X,Y ) → ¬tree(Y,X)] (6.14)
for all X, Y, Z, [tree(X,Z) and tree(Y,Z)
→ tree(X,Y ) or tree(Y,X)] (6.15)
for all X, Y, [tree(X,Y ) and ¬(there exists a
Z such that tree(Y,Z)) → leaf (Y )] (6.16)
Ces formules vont quant a` elles eˆtre des e´le´ments de E car elles permettent de ve´rifier
la cohe´rence de la hie´rarchie. Ce sont des re`gles de cohe´rences locales pour le point de vue







Leaf permet de « reconnaitre » une feuille de l’arbre et Up-line´arity exprime le fait
qu’il n’y a pas d’« he´ritage » multiple pour les flots de donne´es.
6.1.5 Re`gles inter-points de vue
Les re`gles inter-points de vue vont eˆtre mode´lise´es graˆce au me´ta-langage, puisqu’elles
vont concerner les e´lements des spe´cifications. Supposons que les deux re`gles a` mode´liser
soient :
(Rule 1) (entre une hierarchie d’agents et les tables d’actions) :
toute « source » ou « destination » doit eˆtre une feuille de la
hierarchie des agents
(Rule 2) (entre les tables d’actions) :
la sortie Z d’une table pour un agent X vers une destination Y
doit eˆtre une entre´e Z provenant d’une source X pour la
table d’action de Y
La re`gle (Rule1) va eˆtre mode´lise´e de la fac¸on suivante4 :
for all Aj [[table( , pre(A1, ) &..& pre(Am, ), , )]
→ there exists X such that [leaf (X) and X = Aj ]] (6.17)
for all Bj [[table( , , , post(B1, ) &..& post(Bm, ))]
→ there exists X such that [leaf (X) and X = Bj ]] (6.18)
3Le pre´dicat leaf exprime le fait qu’un e´le´ment est une feuille de l’arbre.
4 signifie qu’on ne s’inte´resse pas au champ concerne´
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La re`gle (Rule 2) va eˆtre mode´lise´e de la fac¸on suivante :
for all A, Bi, Ci [[table(A, , , post(C1, B1)&..&post(Cm, Bm))]
→ [table(B1, X1, , ) and ... and table(Bm, Xm, , )]]
ou` i ∈ {1 . . . m} et pre(A,Ci) est une conjonction dans Xi. (6.19)
Ces trois formules vont bien suˆr faire partie de E. On peut remarquer qu’elles respectent
la forme donne´e par la de´finition 6.1.3.
6.1.6 Ve´rification de cohe´rence
On peut maintenant ve´rifier si il existe des incohe´rences dans un point de vue ou
entre deux points de vue. Comme on utilise une logique des pre´dicats, on va se servir
de l’hypothe`se du monde clos (souvent note´e CWA pour Closed World Assumption) pour
de´duire certains faits dans D. Cette hypothe`se nous permet de conside´rer que les formules
non repre´sente´es dans les bases sont fausses. Ces faits de´duits, combine´s aux formules de´ja
pre´sentes dans D et a` certaines instanciations des re`gles de E, vont nous permettre de
trouver les incohe´rences.
Par exemple, e´tudions les relations entre Borrower et Clerk. Supposons que la formule
(6.3) ne soit pas repre´sente´e dans D. En utilisant CWA, on en de´duit :
¬table(clerk, pre(borrower, book), check in,
post(database update, catalogue)&post(book, library))
En utilisant un de´monstrateur automatique avec CWA, on montre facilement que
(D,E) n’est pas cohe´rent et que les formules (6.1), (6.19) et (6.20) sont les sources de
cette incohe´rence, car (6.1) et (6.19) impliquent :
table(clerk, pre(borrower, book), check in,X, Y )
ou` X et Y peuvent eˆtre instancie´es avec n’importe quel terme du langage, alors que
CWA donne :
¬table(clerk, pre(borrower, book), check in,X, Y )
On peut e´galement raisonner sur le fait que trop d’informations sont pre´sentes. Sup-
posons qu’il existe deux points de vue qui expriment :
V P1 reference book(childrens dictionnary) (6.20)
for all X, reference book(X) → ¬lendable(X) (6.21)
V P2 childrens book(childrens dictionnary) (6.22)
for all X, childrens book(X) → lendable(X) (6.23)
De la meˆme fac¸on, si ces formules sont introduites dans D, on peut de´tecter l’in-
cohe´rence dans (D,E) graˆce a` un de´monstrateur automatique.
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6.1.7 Conclusion
Le formalisme propose´ dans [55] par Finkelstein et al. permet de ve´rifier la cohe´rence
locale a` un point de vue ou entre plusieurs points de vue. L’utilisation de la logique des
pre´dicats comme outil de mode´lisation des spe´cifications de chaque point de vue et des
relations inter-points de vue permet de ramener le proble`me de cohe´rence en Inge´nierie
des Exigences a` un proble`me de cohe´rence de bases de donne´es munies de contraintes
d’inte´grite´.
Pour pouvoir utiliser ce formalisme, il faut par contre traduire toutes les spe´cifications
des points de vue et les relations inter-points de vue dans un me´ta langage du permier ordre.
Cette traduction peut e´videmment s’ave´rer fastidieuse. De plus, comme nous allons le voir
dans la prochaine section, l’identification d’une incohe´rence possible conduit a` une action
qui est souvent informelle. Le formalisme ne propose pas de re´solution « automatique »
de l’incohe´rence.
6.2 Utilisation de la logique QC e´tiquete´e
Nous avons vu dans la section 2.2 que Hunter et Nusebeih ont propose´ l’utilisation
d’une logique quasi classique pour pouvoir repre´senter les exigences e´mises par diffe´rents
points de vue. Nuseibeh et Hunter pre´sentent de plus deux types d’analyse, inde´pendantes
du langage QC, mais qui ont plus de sens dans le contexte des spe´cifications : l’e´tiquetage
(ou labelling) et la qualification d’infe´rences. L’e´tiquetage va servir a` identifier les sources
d’incohe´rences, alors que la qualification d’infe´rences va permettre d’ordonner suivant un
degre´ de cre´dibilite´ les diffe´rentes spe´cifications.
6.2.1 Identifier les sources d’incohe´rence
Apre`s avoir identifie´ une incohe´rence dans une spe´cification, il est inte´ressant de pouvoir
trouver les sources de cette incohe´rence avant de de´cider quelles actions re´aliser. C’est
l’utilisation du raisonnement QC e´tiquete´ (labelled QC reasoning) qui va permettre de
trouver ces sources. Hunter et Nuseibeh introduisent des e´tiquettes dans les formules pour
pouvoir tracer les exigences.
De´finition 6.2.1. Soit S un ensemble de symboles atomiques et L une logique (par exemple
QC). Si i ⊆ S et α ∈ L, alors i : α est une formule e´tiquete´e.
Par exemple, Re´solution va s’e´crire :
i : ¬α ∨ β j : α ∨ γ
i ∪ j : β ∨ γ
Remarquons que β ∨ γ est e´tiquete´e avec l’union des e´tiquettes de ¬α∨ β et α∨ γ qui
est note´e i ∪ j. En effet, par de´finition, une e´tiquette est un sous-ensemble de S.
Pour illustrer l’utilisation des e´tiquettes, on prend l’exemple suivant :
(1) {a}: patient_attend(London_Road)
(2) {b}: ¬patient_attend(London_Road)∨ambulance_disponible(Hopital)
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(3) {c}: ¬ambulance_disponible(Hopital)
Supposons de plus que (1) et (2) soient des spe´cifications stables et accepte´es et que
(3) est une spe´cification nouvelle que l’on essaye d’introduire, alors on peut conside´rer (3)
comme la source d’incohe´rence dans {a, b, c}: ⊥.
De´finition 6.2.2. Soit ∆ un ensemble de formules e´tiquete´es repre´sentant des spe´cifications,
et soit i une e´tiquette d’une conse´quence de ∆. L’ensemble des assertions de ∆ correspon-
dant a` cette e´tiquette est de´fini par :
Formulae(∆, i) = {j : α ∈ ∆|j ⊆ i}
Pour une incohe´rence i: ⊥, Formulae(∆, i) est une source possible d’incohe´rence si
j ⊆ i et Formulae(∆, i− j) est un sous ensemble cohe´rent de ∆.
Comme il peut y avoir plusieurs sources d’incohe´rence, on est oblige´ d’introduire un
ordre sur les informations. Si i est plus grand (pour l’ordre sur les informations) que j,
alors i: α a moins de chance de ge´ne´rer des incohe´rences que j: β. Cet ordre est transitif,
mais pas ne´cessairement line´aire.
6.2.2 Qualification des infe´rences d’informations incohe´rentes
Lorsque l’on conside`re des informations incohe´rentes, on a plus confiance dans certaines
infe´rences que d’autres. Par exemple, on peut avoir plus confiance en α de´rive´e d’un
ensemble cohe´rent si on ne peut pas de´river ¬α d’un autre ensemble cohe´rent.
De´finition 6.2.3. Soit ∆ un ensemble de formules e´tiquete´es repre´sentant des spe´cifications.
On forme les ensembles suivants de formules :
CON(∆) = {Γ ⊆ ∆|Γ 0Q i : ⊥}
INC(∆) = {Γ ⊆ ∆|Γ `Q i : ⊥}
Hunter et Nusebeih de´finissent alors MI(∆) comme e´tant un ensemble d’ensembles
d’e´tiquettes, ou` chaque ensemble d’e´tiquettes correspond a` un ensemble minimal de for-
mules incohe´rentes. Un ensemble de formules incohe´rentes est dit minimal ssi chacun de
ses sous-ensembles propres est cohe´rent. Enfin, ils de´finissent MC(∆) comme un ensemble
d’ensembles d’e´tiquettes, ou` chaque ensemble d’e´tiquettes correspond a` un ensemble maxi-
mal de formules cohe´rentes. Un ensemble de formules cohe´rentes est dit maximal ssi l’en-
semble est cohe´rent et si l’ajout de n’importe quelle formule a` l’ensemble le rend incohe´rent.
On peut conside´rer un sous-ensemble maximal cohe´rent d’une spe´cification pour cap-
turer une vue plausible de la spe´cification. FREE(∆) = ∩MC(∆) est de´fini comme
l’ensemble des informations non controverse´es de ∆. A l’inverse, MI(∆) va repre´senter
l’ensemble des informations proble`matiques de ∆.
De´finition 6.2.4. Soit ∆ un ensemble de formules e´tiquete´es repre´sentant une spe´cification
et soit ∆ `Q i : α. On peut qualifier les infe´rences de trois fac¸ons :
– α est une infe´rence existentielle si ∃k ∈MC(∆) tel que i ⊆ k.
– α est une infe´rence universelle si ∀k ∈MC(∆), ∃j tel que  ⊆ k and ∆ `Q j : α.
– α est une infe´rence libre si i ⊆ FREE(∆).
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Si α est une infe´rence existentielle, on a moins confiance en elle que si c’e´tait une
infe´rence universelle. Si α est une infe´rence libre, elle n’est associe´e avec aucune information
incohe´rente. On peut remarquer que cette approche est proche du diagnostic, car on peut
conside´rer que MC(∆) est un ensemble de diagnostics et MI(∆) un ensemble de conflits.











On peut donc e´crire que accident_rapporte(London_Road) et ¬accident_rapporte
(London_Road) sont seulement des infe´rences existentielles, que ambulance_disponible
(London_Road) est une infe´rence libre et que accident_arrive(London_Road) est une
infe´rence universelle.
Ce genre de qualification est utile pour raisonner avec des informations incohe´rentes,
parce qu’il permet de lier de fac¸on claire les infe´rences et les donne´es proble´matiques. On
peut dire par exemple que accident_rapporte(London_Road) et ¬accident_rapporte
(London_Road) sont des infe´rences dans lesquelles on peut avoir moins confiance que
dans accident_arrive(London_Road), meˆme si accident_arrive(London_Road) fait
e´galement partie des disjonctions qui posent proble`me.
Nous allons maintenant exposer l’exemple re´el utilise´ par Hunter et Nusebeih pour
montrer l’utilite´ du formalisme que nous avons de´ja` pre´sente´ dans 2.2.
6.2.3 Exemple : Service Ambulancier de Londres
Expose´ du proble`me
Le but de cette e´tude est de spe´cifier un syste`me informatique de deploiement d’am-
bulances. Les exigences sont les suivantes :
Controˆleur de la salle d’incident
– une urgence me´dicale est la conse´quence soit d’une maladie soit d’un accident ;
– a` la reception d’un coup de fil signalant une urgence me´dicale, une ambulance doit
eˆtre de´peˆche´e sur les lieux ;
– a` la reception d’un coup de fil, si l’incident n’est pas une urgence me´dicale, on doit
transfe´rer le coup de fil a` une autorite´ compe´tente (la police, les pompiers, . . .).
Responsable des ope´rations
– a` la reception d’un coup de fil signalant un incident, si une ambulance est disponible,
elle doit eˆtre de´peˆche´e sur les lieux ;
82 CHAPITRE 6. GESTION DE L’INCOHE´RENCE EN IE
– a` la reception d’un coup de fil signalant un incident, si une ambulance n’est pas
disponible, elle ne doit pas eˆtre de´peˆche´e sur les lieux.
Responsable logistique
– s’il n’y a pas d’ope´rateurs (conducteurs, me´decins) disponibles, il n’y a pas d’ambu-
lance disponible ;
– S’il n’y a pas d’ambulance disponible, alors il faut chercher une ambulance libre ;
– si une anne´e s’est e´coule´e depuis la dernie`re re´vision d’une ambulance, on doit re´viser
cette ambulance.
Repre´sentation avec QC labelle´e
Hunter et Nusebeih utilisent QC labelle´e pour repre´senter ces informations :












6.2.4 Gestion de l’incohe´rence
Raisonnement






On peut ge´ne´rer les infe´rences (contradictoires) suivantes :
{a, b, h, i}: depecher(Ambulance1, London_Road)
{e, f, i, j}: ¬depecher(Ambulance1, London_Road)
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En utilisant QC, on peut continuer a` raisonner avec les faits pre´ce´dents pour ge´ne´rer
les infe´rences (utiles) :
{f, g, j}: commencer_recherche_ambulance_libre
{m, n}: commencer_verification_ambulance(Ambulance2)
On peut donc continuer a` de´river des infe´rences utiles.
Analyse : qualification des infe´rences
On a :
{a, b, h, i}: depecher(Ambulance1, London_Road)
{e, f, i, j}: ¬depecher(Ambulance1, London_Road)
qui sont des infe´rences existentielles. On doit donc faire attention a` ces infe´rences
lorsque l’on va re´viser les spe´cifications par exemple.
Au contraire, {f, g, j}: commencer_recherche_ambulance_libre est une infe´rence
universelle. On sera donc moins enclin a` la retirer lors du processus de re´vision.
Enfin, {m, n}: commencer_la_verification_ambulance(Ambulance2) est une infe´-
rence libre, ce qui semble normal.
Analyse : identification des sources d’incohe´rences
Il y a deux ensembles d’e´tiquettes qui sont lie´s avec des donne´es a` proble`me. Ce sont les
e´tiquettes attache´es aux deux infe´rences conflictuelles {a, b, h, i} et {e, f, i ,j}. Si
l’on conside`re que les faits ajoute´s ne peuvent pas eˆtre sources d’incohe´rence, i.e. l’ensemble
{h, i, j ,k, n} ne cause pas de proble`me, on peut les ordonner comme meilleur que
l’ensemble {a, b, c, d, e, f, m}.
On obtient donc un sous ensemble qui contient les sources probables de l’incohe´rence,
i.e. {a, b, e, f}. On doit donc reconsulter les parties prenantes pour pouvoir re´soudre
ce proble`me.
Agir sur l’incohe´rence
Dans [73], Hunter et Nuseibeh proposent un formalisme permettant d’agir sur les in-
cohe´rences (c’est d’ailleurs le meˆme que dans [55]). Le travail pre´ce´dent permettait de
trouver et de qualifier les sources d’incohe´rences, donc de construire un « rapport » sur
le syste`me. En utilisant ce rapport, on doit eˆtre capable de trouver les actions qui doivent
eˆtre exe´cute´es pour re´soudre les proble`mes d’incohe´rence.
L’approche de Hunter et Nusebeih est la suivante : si l’on conside`re que la gestion de
l’incohe´rence va ne´cessiter l’intervention d’un agent exte´rieur (un humain par exemple),
on doit mettre en place un formalisme au me´ta-niveau qui contienne des re`gles du type
Incohe´rence Implique Action. Le formalisme utilise´ est une logique des actions tem-
porelle qui va permettre d’exprimer le contexte passe´ et les sources d’incohe´rences pour
pouvoir en de´duire les actions futures.
Un exemple de re`gle est le suivant :





∧¬LAST 1 probleme syntaxe(S)
∧¬LAST 2 probleme syntaxe(S)]
→ NEXT dire utilisateur(« Y-a-t’il un probleme de syntaxe ? », S)
Cette re`gle spe´cifie que l’utilisateur doit eˆtre consulte´ pour ve´rifier des erreurs de
syntaxe. Hunter et Nusebeih utilisent des ope´rateurs temporels LAST n et NEXT n pour
se situer a` n unite´s de temps dans le passe´ ou le futur. De plus :
– data(∆1) et data(∆2) sont vraies si les bases de donne´es ∆1 et ∆2 sont les traductions
en logique classique de certaines spe´cifications ;
– union(∆1,∆2) ` ⊥ est vraie si l’union de ∆1 et de ∆2 est incohe´rente ;
– source incoherence(union(∆1,∆2), S) est vraie si S est un ensemble minimal in-
cohe´rent de union(∆1,∆2) ;
– probleme syntaxe(S) est vraie si la cause de l’incohe´rence est un proble`me de syntaxe
dans S ;
– dire utilisateur(« Y-a-t’il un probleme de syntaxe ? », S) est l’action a` entreprendre.
On peut remarquer que les formules LAST permettent d’e´viter que des proble`mes
passe´s n’influent sur des actions futures. Nuseibeh dans [104] a identifie´ quatre types
d’actions qui peuvent eˆtre ge´ne´re´es pour re´duire les proble`mes d’incohe´rence :
– ignorer l’incohe´rence comple´tement et continuer le de´veloppement ;
– isoler les parties incohe´rentes des spe´cifications et continuer le de´veloppement ;
– enlever l’incohe´rence en corrigeant des erreurs ou en re´solvant des conflits ;
– ame´liorer les situations incohe´rentes en augmentant la possibilite´ de re´solution dans
le futur.
De´cider de l’action a` choisir pour un type donne´ d’incohe´rence est donc le premier pas
vers une gestion « propre » de l’incohe´rence.
6.2.5 Conclusion
L’utilisation d’e´tiquettes avec la logique QC permet non seulement de de´river des
informations utiles a` partir de spe´cifications incohe´rentes comme nous l’avions vu dans
la section 2.2, mais e´galement de trouver et de qualifier les sources d’incohe´rence. La
construction d’ensembles maximaux cohe´rents conduit a` trouver des ensembles d’e´tiquettes
tels que les formules associe´es sont cohe´rentes. La qualification des sources d’incohe´rences
a` travers les notions d’infe´rence universelle ou existentielle fournit a` l’utilisateur un moyen
de savoir quelles sont les exigences les plus « suˆres ».
Comme dans le formalisme pre´sente´ par Finkelstein et al., la gestion des conflits
apre`s la de´couverte d’incohe´rences se rame`ne a` la ge´ne´ration d’actions. Ces actions sont
souvent des envois d’informations aux e´metteurs d’exigences, qui doivent alors agir en
conse´quence (re´viser leurs exigences ou ne rien changer). En particulier, ces formalismes
ne fournissent pas un ensemble d’exigences cohe´rent qui repre´senterait un consensus (cal-
cule´ d’une manie`re particulie`re) entre les participants. Nous allons voir dans la section
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suivante que Cholvy et Hunter utilisent une logique de fusion pour pouvoir de´river ce
genre d’information.
6.3 Utilisation d’une me´thode de fusion
Nous avons vu dans la section 2.4 que Cholvy et Hunter utilisent des positions pour
repre´senter les exigences d’un agent sous forme ordonne´e. Ils conside`rent e´galement une
re´glementation et un ensemble de contraintes du domaine et peuvent choisir la meilleure
alternative possible au sens de l’agent en cas d’incohe´rence entre les exigences et la
re´glementation ou les contraintes du domaine.
Dans [44], ils proposent e´galement de re´soudre les incohe´rences existant entre les exi-
gences e´mises par des agents diffe´rents en fusionnant ces exigences en suivant un ordre
entre les diffe´rents agents. Prenons un exemple tire´ de [44]. Conside´rons un centre de re-
cherche qui doit acheter un nouvel ordinateur. Cet ordinateur doit eˆtre capable de ge´rer
des donne´es confidentielles, car la re´glementation interne au centre l’impose. De plus, le
centre dispose d’une quantite´ d’argent limite´e pour l’achat de l’ordinateur. Le directeur
demande donc a` plusieurs membres de son personnel d’exprimer leurs exigences vis-a`-vis
du nouvel ordinateur ; il s’agit de l’inge´nieur syste`me, d’une secre´taire et d’un chercheur.
La secre´taire et le chercheur seront les utilisateurs de l’ordinateur, alors que l’inge´nieur
syste`me devra l’installer et le maintenir.
Comme ces trois personnes vont utiliser la machine d’une fac¸on tre`s diffe´rente, l’en-
semble total des exigences peut eˆtre incohe´rent. La secre´taire par exemple peut exiger
des proprie´te´s qui ne sont disponibles sur aucune machine. Le chercheur peut vouloir une
machine tre`s puissante que l’inge´nieur syste`me ne veut peut eˆtre pas installer et mainte-
nir ou qui est trop che`re pour le budget disponible. De meˆme, l’inge´nieur syste`me peut
vouloir une machine qu’il connaˆıt tre`s bien, mais qui ne convient pas a` la secre´taire ou au
chercheur ou qui ne permet pas de ge´rer des donne´es confidentielles.
Dans de telles situations, si une rene´gotiation des exigences des diffe´rents participants
n’est pas possible, le directeur du centre va choisir en exprimant un ordre de priorite´ entre
les trois agents. Par exemple, il peut conside´rer que comme il travaille dans un centre de
recherche, les exigences les plus importantes sont celles exprime´es par le chercheur. Les
exigences de la secre´taire seront plus importantes que celles de l’inge´nieur syste`me, car
elle travaille avec le chercheur et l’aide dans son travail (elle tape ses rapports etc). Bien
suˆr, le directeur peut choisir un autre ordre de priorite´ sur les agents. Il peut par exemple
conside´rer que l’inge´nieur syste`me est prioritaire car c’est lui qui connait le mieux les
machines. Cholvy et Hunter proposent donc deux strate´gies pour fusionner les exigences
de diffe´rents agents en utilisant un ordre sur ces agents.
6.3.1 Strate´gie de fusion M1
De´finition 6.3.1. Soient n agents a1, . . . , an et leurs positions associe´es Γa1 , . . . ,Γan .
Soient γa1 , . . . , γan les ensembles d’exigences associe´s a` Γa1 , . . ., Γan compatibles avec les
contraintes du domaine et la re´glementation. Si l’on conside`re un ordre total  sur les
agents tel que a1  . . .  an (sans perte de ge´ne´ralite´), alors une nouvelle position note´e
Γ est de´finie par Γ = [γa1 , . . . , γan ].
L’ensemble d’exigences obtenu en fusionnant Γa1 , . . . ,Γan et en tenant compte de l’ordre
a1  . . .  an est de´fini par γ associe´ a` Γ.
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Dans cette premie`re strate´gie, on calcule d’abord les ensembles d’exigences compatibles
avec la re´glementation et les contraintes du domaine associe´s a` chaque position, puis on
forme une nouvelle position avec ces ensembles en tenant compte de l’ordre sur les agents.
Enfin, l’ensemble d’exigences obtenu en fusionnant les positions des agents est calcule´ avec
cette nouvelle position.
Exemple. Supposons que deux agents e´mettent des exigences a` propos d’une maison a`
construire. Le premier agent, a1, veut que la maison soit grande et ait des murs blancs. Le
second agent, a2, veut que la maison couˆte moins de 100 000 euros, soit en centre ville et
ait un jardin et des murs en brique. Les contraintes du domaine imposent que les grandes
maisons couˆtent plus de 100 000 euros et la re´glementation que les maison en centre ville
ne doivent pas avoir de murs blancs. On obtient :
Γa1 = [big house, white walls]
Γa2 = [less 100000, downtown, garden, brick walls]
Dom = {big house→ ¬less 100000} Reg = {downtown→ ¬white walls}
Si on conside`re que l’ordre sur les agents est 1  2, alors l’application de la strate´gie
M1 conduit a` l’ensemble d’exigences suivant : {big house, white walls,¬(less 100000 ∧
downtown ∧ garden ∧ brick walls)}. Si l’on conside`re maintenant que 2  1, alors on
obtient l’ensemble d’exigences suivant : {less 100000, downtown, garden, brick walls,
¬(big house ∧white walls)}.
6.3.2 Strate´gie de fusion M2
De´finition 6.3.2. Soient n agents a1, . . . , an et leurs positions associe´es Γa1 = [α
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L’ensemble d’exigences obtenu en fusionnant Γa1 , . . . ,Γan et en tenant compte de l’ordre
a1  . . .  an est de´fini par γ associe´ a` Γ.
Dans cette seconde strate´gie, on ne calcule pas l’ensemble d’exigences compatibles as-
socie´ a` chaque position et compatible avec les contraintes du domaine et la re´glementation,
mais on construit une nouvelle position a` partir des positions de chaque agent.
Exemple. Reprenons l’exemple pre´ce´dent. Si l’on conside`re que 1  2, alors on obtient
une nouvelle position Γ = [big house, white walls,
less 100000, downtown, garden, brick walls]. Dans ce cas, on obtient un ensemble d’exi-
gences {big house, white walls,¬less 100000,
¬downtown, garden, brick walls}.
Si on conside`re maintenant que 2  1, on obtient {less 100000, downtown, garden,
brick walls,¬(big house ∧ white walls)}
Cette deuxie`me strate´gie de fusion est plus fine que la premie`re : dans le cas ou` 1  2,
avec M1 on e´liminait toutes les exigences de a2, alors qu’avec M2, on n’e´limine que les
exigences de a2 qui sont incompatibles avec celles de a1.
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6.3.3 Conclusion
Cholvy et Hunter ont donc utilise´ une me´thode de fusion pour re´soudre les conflits pos-
sibles entre les exigences de plusieurs agents. Cette me´thode est base´e sur un ordre d’im-
portance entre les diffe´rents agents. Ils caracte´risent deux strate´gies de fusion diffe´rentes,
une premie`re qui ne tient compte que des ensembles d’exigences des agents, une deuxie`me
qui tient compte des positions entie`res des agents. M2 permet d’obtenir un re´sultat plus
« fin » que M1, mais est plus complexe au point de vue calculatoire. L’utilisation de cette
technique permet d’obtenir un seul ensemble d’exigences cohe´rent, sans a` avoir a` faire
appel a des actions interactives avec les agents comme dans les formalismes de Finkelstein
et al. et de Hunter et Nusebeih.
6.4 Conclusion
La gestion des incohe´rences possibles entre les exigences des diffe´rents agent est un
proble`me important du processus d’inge´nierie des exigences. Puisque l’on doit obtenir
un seul ensemble cohe´rent d’exigences a` la fin du processus, on doit trouver un moyen
d’e´liminer ces incohe´rences.
Le formalisme de´veloppe´ par Finkelstein et al. permet, graˆce a` l’utilisation de la logique
des pre´dicats, de se ramener a` un proble`me d’incohe´rence dans des bases de donne´es munies
de contraintes d’inte´grite´. Hunter et Nusebeih proposent quant a` eux un formalisme plus
fin, qui permet de trouver et de qualifier les sources d’incohe´rences. On peut donc de´duire
des informations et savoir le degre´ de confiance que l’on peut accorder a` ces informations.
Ces approches reposent ensuite sur des logiques d’actions qui indiquent quelles actions
re´aliser en cas d’incohe´rence.
Le formalisme de Cholvy et Hunter fournit quant a` lui un ensemble d’exigences cohe´rent
« automatiquement ». L’utilisation d’une me´thode de fusion permet d’obtenir un seul
ensemble d’exigences. Bien suˆr, cette fusion est contrainte par un ordre total sur les agents :
en cas d’incohe´rence, il faut pouvoir choisir quel est l’agent prioritaire par rapport aux
autres. Nous pensons donc que l’approche de Cholvy et Hunter est tre`s inte´ressante dans le
sens ou` l’on obtient tout de suite un ensemble d’exigences cohe´rent. Bien suˆr, cet ensemble
peut ne pas satisfaire certains agents, mais dans ce cas, on peut imaginer recommencer
une phase d’expression des exigences pour que les agents puissent modifier leurs points de
vue.
L’utilisation d’une me´thode de fusion permet de trouver l’ensemble d’exigences a` partir
des positions de chacun des agents en tenant compte de crite`res particuliers. Le crite`re
utilise´ par Cholvy et Hunter (un ordre total sur les agents) permet de refle´ter la structure
hie´rarchique d’une organisation. Or, on ne dispose pas toujours de cet ordre total sur les
agents. L’organisation d’une entreprise est certes souvent hie´rarchique, mais il peut exister
des personnes qui n’ont aucune relation de dominance entre elles. On ne peut donc pas
classer « objectivement » ces personnes et l’utilisation d’une me´thode de fusion ordonne´e
ne convient pas. Nous pensons donc que l’utilisation de techniques de fusion majoritaire
(qui n’accordent pas plus d’importance a` un agent qu’a` un autre) permet de raffiner cette
approche.
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Chapitre 7
Fusion de bases de croyances (e´tat
de l’art)
Le proble`me de la fusion de bases de croyances1 est un proble`me important dans
les domaines des bases de donne´es et de l’intelligence artificielle. En bases de donne´es par
exemple, on dispose de plus en plus souvent de plusieurs bases de donne´es re´parties sur plu-
sieurs sites et souvent he´te´roge`nes. Si le proble`me de l’he´te´roge´ne´ite´ des bases de donne´es
a e´te´ souvent traite´ (cf. par exemple [128]), celui de l’incohe´rence entre donne´es contra-
dictoires a e´te´ tre`s peu e´tudie´. Il se peut en effet que deux bases de donne´es contiennent
l’une une information a et l’autre une information ¬a. La simple re´union de ces deux bases
aboutit a` une incohe´rence logique. Que peut-on alors de´duire de ces deux bases ?
Le but de la fusion de bases de croyances est d’obtenir une base de croyances cohe´rente
a` partir de plusieurs bases de croyances. Ces bases peuvent bien entendu contenir des
donne´es contradictoires. Lorsque l’on veut fusionner plusieurs bases de croyances, il existe
plusieurs me´thodes :
– en autorisant l’incohe´rence, par exemple en utilisant des logiques paraconsistantes
[45] ;
– en utilisant la technique des ensembles maximaux cohe´rents pour obtenir une base
cohe´rente [8]. Malheureusement, cette approche ne traite pas de la rationalite´ de la
fusion ;
– en disposant d’une me´ta information qui permet d’ordonner les bases de croyances
(cre´dibilite´, importance etc). Des travaux ont de´ja` e´te´ re´alise´s dans ce domaine (cf.
[27, 28, 30, 31]) ;
– en privile´giant le groupe de bases de croyances, i.e. en essayant de satisfaire la ma-
jorite´ des bases. C’est ce qu’on appelle la fusion majoritaire (cf. [91, 92, 79]) ;
– en privile´giant chaque base de croyances, i.e. en essayant de satisfaire au mieux
chacune des bases de croyances. C’est de la fusion par arbitrage (cf. [120, 89, 90, 79]) ;
– en utilisant un oracle, e´le´ment exte´rieur qui tranchera en cas de conflit [128, 127].
L’existence d’un tel oracle dans un syste`me e´tant peu probable, il est inte´ressant de
de´finir des me´thodes permettant de traiter ces contradictions.
On peut e´galement remarquer que Kaci [75] et Benferhat et al. [10] de´finissent des
me´thodes de fusion en logique possibiliste. Nous avons choisi dans la partie pre´ce´dente de
1Dans la litte´rature, on parle souvent de bases de connaissances : a` notre avis, ce terme est inexact, car
une connaissance est toujours vraie dans le monde re´el. Il ne peut donc pas y avoir de donne´es contradictoires
entre bases de connaissances.
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ne pas utiliser la logique possibiliste pour repre´senter des pre´fe´rences. Nous n’allons donc
pas de´tailler ici l’approche propose´e par Kaci. L’utilisation de pre´fe´rences bipolaires dans
ces travaux est a` rapprocher de [86] : on peut exprimer dans une base ce qui est pre´fe´re´,
mais aussi ce qui est a` rejeter.
Nous allons pre´senter trois me´thodes de fusion : les me´thodes utilisant une me´ta in-
formation, les me´thodes de fusion majoritaire et les me´thodes de fusion par arbitrage.
Dans le premier cas, nous allons nous appuyer sur les travaux de Cholvy qui a de´veloppe´
une logique de fusion par priorite´ (utilisant un ordre sur les diffe´rentes sources) et dans les
deux derniers cas, nous allons nous appuyer sur les travaux de Konieczny et Pino-Pe´rez qui
fournissent des postulats pour la fusion majoritaire ou par arbitrage de bases de croyances.
7.1 Fusion prioritaire
Lorsque l’on veut fusionner des bases de croyances, on peut disposer d’une me´ta in-
formation importante : un ordre sur les diffe´rentes bases de croyances. Cet ordre peut
repre´senter la plausibilite´ de chaque base par exemple, mais aussi eˆtre totalement artifi-
ciel. Ainsi, dans l’exemple pre´sente´ en section 6.3, l’ordre sur les trois personnes du centre
de recherche e´tait de´fini par le directeur du centre. Il conside´rait que le chercheur e´tait
plus important que l’inge´nieur syste`me par exemple.
Nous allons pre´senter dans cette section FUSION une logique modale de fusion prio-
ritaire de´veloppe´e par Cholvy [27, 28, 30, 31]. L’approche est la suivante : on dispose d’un
ordre total sur les bases de croyances qui repre´sente la cre´dibilite´ de chacune des bases.
Plus une base est cre´dible, plus on va la croire. On va donc retrouver dans le re´sultat de
la fusion le contenu de la base la plus cre´dible par exemple. De plus, dans [28] et [33],
Cholvy et Demolombe ont montre´ qu’il e´tait plus re´aliste de conside´rer plusieurs ordres
sur les bases plutoˆt qu’un seul. Il paraˆıt en effet difficile de pouvoir dire qu’une base est
plus cre´dible qu’une autre sur toutes les informations qu’elle contient. Par contre, elle
peut eˆtre plus cre´dible sur un certain sujet. Il faut donc utiliser plusieurs ordres, suivant
le sujet de l’information que l’on cherche a` de´duire, pour pouvoir raisonner correctement
avec plusieurs bases de croyances. Enfin, Cholvy propose d’utiliser deux approches dans le
cas de la fusion prioritaire : une approche « suspicieuse », dans laquelle toute information
fournie par une base de croyances contredisant une base de croyances plus cre´dible est
rejete´e, et une approche « confiante », dans laquelle on ne rejette qu’un ensemble minimal
d’informations provenant d’une base contredisant une base plus cre´dible.
Dans cette approche, Cholvy conside`re que les bases de croyances sont des ensembles
cohe´rents de litte´raux. Elle suppose de plus l’existence d’un ensemble de re`gles IDB com-
mun a` toutes les bases de croyances. IDB est telle que pour toute base de croyance db,
db ∪ IDB est e´quivalent a` un ensemble de litte´raux. On ne conside`re donc pas ici des
donne´es disjonctives dans les bases de croyances.
7.1.1 Langage de FUSION
Tout d’abord, notons que si O de´note l’ordre total db1 > . . . > dbn sur des bases de
croyances db1, . . . , dbn et si db est une autre base de croyances, alors O > db de´note l’ordre
db1 > . . . > dbn > db.
Soit PROP un langage propositionnel. Le langage de FUSION , note´ L′, est obtenu
en ajoutant a` PROP un nombre fini de modalite´s de la forme :
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– Bexpdb ou` db est une base de croyances. Cette modalite´ va eˆtre utilise´e pour repre´senter
les croyances de db ;
– BO ou` O est un ordre total sur des bases de croyance. Dans le cas d’une seule base
de croyances db, on obtient la modalite´ Bdb. Dans le cas de n bases de croyances
db1, . . . , dbn ordonne´es par db1 > . . . > dbn, on obtient la modalite´ Bdb1>...>dbn .
Bexpdbϕ va donc signifier que la formule ϕ est crue explicitement dans la base db,
donc qu’elle est de´ductible des donne´es stocke´es dans db. Bdbϕ signifie que ϕ est crue
explicitement par la base db, donc que ϕ est de´rivable des donne´es stocke´es dans db et des
re`gles. Enfin, Bdb1>...>dbnϕ signifie que ϕ est de´ductible de la base obtenue en fusionnant
db1, . . . , dbn en supposant que db1 est plus cre´dible que db2, elle meˆme plus cre´dible que
db3 etc.
De´finition 7.1.1. Si ϕ est une formule de PROP et si Bexpdb et BO sont des modalite´s,
alors Bexpdbϕ et BOϕ sont des formules de L
′. Si ϕ et ψ sont des formules de L′, alors
¬ϕ et ϕ ∧ ψ sont des formules de L′. ϕ ∨ ψ et ϕ→ ψ sont de´finies comme d’habitude.
Exemple. Si db1 et db2 sont les deux seules bases de croyances a` fusionner, les modalite´s
de L′ sont : Bexpdb1 , Bexpdb2 , Bdb1 , Bdb2 , Bdb1>db2 et Bdb2>db1 . Par exemple :
– Bexpdb1a signifie que le litte´ral a appartient a` db1 ;
– Bexpdb1a ∨ b signifie que a ∨ b est de´ductible de db1 ;
7.1.2 Axiomatique de FUSION
Les sche´mas d’axiomes de FUSION sont :
(A0) les sche´mas d’axiomes de la logique propositionnelle
(A1) Bm¬ϕ→ ¬Bmϕ ou` Bm est une modalite´ Bexp ou BO
(A2) Bmϕ ∧Bm(ϕ→ ψ) → Bmψ ou` Bm est une modalite´ Bexp ou BO
(A3) BOϕ→ BO>dbϕ
(A4) Bexpdbl ∧ ¬BO¬l→ BO>dbl si l est un litte´ral de PROP
(A5) BO>dbl→ BOl ∨Bexpdbl si l est un litte´ral de PROP
(A6) Bexpdbϕ→ Bdbϕ
(A7) Bm(l1 ∨ . . . ∨ lp) → Bml1 ∨ . . . ∨Bmlp ou` l1 ∨ . . . ∨ lp n’est pas une tautologie
et ou` Bm est une modalite´ Bexp ou BO
Si on appelle `F la relation d’infe´rence de FUSION , les re´gles d’infe´rence de FUSION
sont :
(Nec) `Fϕ`FBmϕ ou` ϕ est une formule propositionnelle sans modalite´s et
Bm est une modalite´ Bexp ou BO
(MP) `Fϕ→ψ `Fϕ`FBmψ
(A0), (A1) et (A2) sont les sche´mas d’axiomes des logiques modales de type (KD) (cf.
[25]). (A3) signifie que si ϕ est de´ductible d’une base obtenue en fusionnant plusieurs bases
ordonne´es selon l’ordre O, alors ϕ est encore de´ductible si on fusionne une nouvelle base
moins cre´dible. (A4) signifie que si un litte´ral l est explicitement pre´sent dans db et que
sa ne´gation n’est pas de´ductible de la base obtenue en fusionnant plusieurs bases selon
l’ordre O et les re`gles, alors l reste de´ductible si l’on fusionne db avec les autres bases
en la conside´rant comme moins cre´dible. (A5) signifie que si l est un litte´ral de´ductible
de la base re´sultant de la fusion de plusieurs bases et de db suivant un ordre O > db,
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alors soit l est de´ductible des bases suivant O ou l apparaˆıt explicitement dans db. (A6)
signifie que l’information explicite est e´galement de´ductible et (A7) signifie que les bases a`
fusionner sont des ensembles de litte´raux et que le re´sultat de la fusion de plusieurs bases
est e´galement un litte´ral ou une conjonction de litte´raux.
7.1.3 Se´mantique de FUSION
La se´mantique de FUSION est donne´e en terme de mode`les de Kripke. Tout d’abord,
on dit qu’un ensemble de mondes W repre´sente une base de croyances ssi W est l’en-
semble de tous les mode`les d’une conjonction des litte´raux de la base. Par exemple,
W1 = {{a, b}, {a,¬b}} repre´sente une base de croyances, car c’est l’ensemble des mode`les
de {a}. W2 = {{a, b}, {¬a,¬b}} ne repre´sente pas une base.
De´finition 7.1.2. Les mode`les de FUSION sont des tuples contenant :
– W , l’ensemble des mondes de PROP ;
– autant de relations sur W ×W note´es Rexpdb que de modalite´s Bexpdb ;
– autant de relations sur W ×W note´es RO que de modalite´s BO ;
– une fonction de valuation val
Cholvy impose ensuite des contraintes sur les relations Rexpdb et Bexpdb pour que la
se´mantique de FUSION corresponde a` l’axiomatique donne´e pre´ce´demment. Nous ne
de´taillerons pas ici ces contraintes, ni la notion de satisfaction des formules dans FUSION .
La relation de conse´quence de FUSION est note´e |=F .
7.1.4 Validite´ et comple´tude
La validite´ et la comple´tude de FUSION est obtenue pour un ensemble de formules
particuliers. Soient db1, . . . , dbn n bases de croyances a` fusionner. On de´finit la formule ψ

















ψ va donc lister les informations contenues dans les bases db1, . . . , dbn. Elle liste :














– les re`gles communes a` toutes les bases :
∧





Le the´ore`me de « validite´-comple´tude » est le suivant :
The´ore`me 7.1.1. Soient db1, . . . , dbn n bases a` fusionner, ψ la formule de´finie pre´ce´dem-
ment et O un ordre total sur un sous-ensemble de db1, . . . , dbn. Alors :
|=F ψ → BOϕ ⇔ `F ψ → BOϕ
Ce the´ore`me montre l’e´quivalence entre l’axiomatique de FUSION et sa se´mantique
sous certaines conditions. En particulier, pour toutes les bases db, db ∪ IDB doit eˆtre
e´quivalent a` un ensemble de litte´raux.
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7.1.5 Exemple
Conside´rons un langage propositionnel constitue´ de quatre variables a, b, c et d. Soient
trois bases de´finies par db1 = {a}, db2 = {c} et db3 = {¬b, d} et un ensemble de re`gles
IDB = {a→ b, c→ d,¬b ∨ ¬d}.
On peut alors prouver `F ψ → Bdb1>db2>db3a. En effet, par de´finition de ψ, on a
`F ψ → Bexpdb1a. D’apre`s (A6) et (MP), on a `F ψ → Bdb1a, puis par (A3) et (MP)
(deux fois), on en de´duit `F ψ → Bdb1>db2>db3a. Cela signifie intuitivement que a est
de´ductible du re´sultat de la fusion car il apparait explicitement dans la base conside´re´e
comme la plus cre´dible.
De la meˆme fac¸on, on peut de´duire `F ψ → Bdb1>db2>db3¬c et `F ψ → Bdb3>db2>db1c.
7.1.6 Conclusion
Tout d’abord, notons que Cholvy e´tend son travail dans plusieurs directions (cf. [31]) :
– tout d’abord, elle montre que le travail re´alise´ pour des bases de croyances contenant
des litte´raux peut eˆtre e´tendu a` des bases de donne´es du premier ordre. Il faut
pour cela faire plusieurs hypothe`ses : tout d’abord les bases ne contiennent que des
litte´raux comme P (a) si P est un pre´dicat (mais non ne´cessairement monadiques),
les clauses de IDB sont des clauses du premier ordre et on suppose que l’hypothe`se
des domaines clos (DMA pour Domain Closure Assumption cf. [118]) est vraie. Dans
ce cas, les seuls individus du monde sont ceux contenus dans les bases de donne´es.
On peut alors utiliser la me´thode de fusion par priorite´ pre´sente´e pre´ce´demment
pour des bases de donne´es du premier ordre ;
– puis, elle e´tend la logique a` la notion de topique, qui correspond intuitivement a`
la notion de sujet. Les topiques sont des ensembles de litte´raux tels que n’importe
quel litte´ral du langage appartient a` un topique, les topiques peuvent avoir des
litte´raux en commun et si un litte´ral appartient a` un topique, sa ne´gation appartient
e´galement a` ce topique. Graˆce a` la notion de topique, elle peut raffiner l’ordre total
sur les bases de croyances en exprimant un ordre par topique. Ceci permet ainsi de
supposer qu’une base est plus cre´dible qu’une autre sur un sujet pre´cis, mais pas sur
tous les sujets par exemple ;
– enfin, Cholvy de´veloppe un de´monstrateur de the´ore`me pour la logique FUSION
(cf. [29] pour un de´monstrateur pour FUSION e´tendue aux topiques). Ce de´monstra-
teur est implante´ en PROLOG et permet d’automatiser des reque`tes a` plusieurs bases
de donne´es que l’on veut fusionner graˆce a` un ordre total sur ces bases.
Cholvy a donc de´veloppe´ une logique de fusion prioritaire, comportant une se´mantique
et une axiomatique. Sa logique est valide et comple`te pour certaines formules (ce sont en
fait les formules « inte´ressantes » car elles utilisent le contenu des bases de croyances) et
elle a e´galement de´veloppe´ un de´monstrateur automatique permettant de faire des reque`tes
sur le re´sultat de la fusion de plusieurs bases. On peut donc utiliser cette logique pour
fusionner des bases de croyances si on a un ordre total sur les bases indiquant par exemple
la cre´dibilite´ relative des bases.
7.2 Fusion majoritaire et par arbitrage
Nous allons maintenant nous inte´resser a` deux me´thodes de fusion qui ne demandent
pas de connaˆıtre une me´ta information concernant les bases de croyances.
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Les premiers travaux traitant de la rationalite´ de la fusion de bases de croyances ont e´te´
effectue´s par Revesz [121, 120]. Il a de´fini dans ces articles des ope´rateurs de fusion dans le
cadre de la re´vision AGM (cf. [1, 58]) qui propose un ensemble de proprie´te´s qu’un « bon »
ope´rateur de re´vision doit satisfaire. La re´vision est le processus qui consiste a` introduire
une nouvelle information dans une base de croyances. Les postulats AGM permettent de
caracte´riser une classe d’ope´rateurs de re´vision qui ont un comportement intuitivement et
logiquement correct. Les ope´rateurs de´finis par Revesz ont donc une caracte´risation logique
et un the´ore`me de repre´sentation dans la se´mantique. Lin et Mendelzon ont quant a` eux
de´fini des ope´rateurs de fusion majoritaire [91, 92] qui permettent de satisfaire le groupe
constitue´ des diffe´rentes bases dans son ensemble.
Plus re´cemment, Konieczny et Pino-Pe´rez ont propose´ une caracte´risation logique
des ope´rateurs de fusion [78, 79, 76, 77]. En s’inspirant comme Revesz du cadre AGM,
ils e´noncent un certain nombre de postulats que doit respecter un ope´rateur de fusion
pour eˆtre un « bon » ope´rateur. De plus, ils caracte´risent deux classes d’ope´rateurs : les
ope´rateurs d’arbitrage et les ope´rateurs majoritaires. La caracte´risation donne´e par Ko-
nieczny et Pino-Pe´rez est plus ge´ne´rale que celles donne´es par Revesz ou Lin et Mendelzon
et nous allons la pre´senter dans ce qui suit.
7.2.1 Pre´liminaires
Un multi-ensemble est un ensemble d’e´le´ments dans lequel un e´le´ment peut eˆtre repre´sen-
te´ plusieurs fois. Il est alors aise´ de repre´senter la multiplicite´ d’un e´le´ment particulier.
Un multi-ensemble E contenant les e´le´ments a une fois et b deux fois sera note´ E =
[a, b, b]. L’ope´rateur d’union t est de´fini classiquement : par exemple, [a, b] t [a, c] =
[a, a, b, c].
Nous allons maintenant de´finir les notions de bases de croyances et d’ensemble de
croyances.
De´finition 7.2.1. Une base de croyances est un ensemble cohe´rent de formules proposi-
tionnelles. Un ensemble de croyances est un multi-ensemble de bases de croyances.
Soit Ψ un ensemble de croyances tel que Psi = {ϕ1, . . . , ϕn}, on note alors
∧
Ψ la
conjonction ϕ1 ∧ . . . ∧ ϕn. Si ϕ est une base de croyances et Ψ un ensemble de croyances,
alors Ψ∧ϕ ≡def
∧
Ψ∧ϕ. De la meˆme fac¸on,
∨
Ψ ≡def ϕ1∨ . . .∨ϕn. On note B l’ensemble
des bases de croyances et S l’ensemble des ensembles de croyances.
Un ensemble de croyances Ψ est cohe´rent ssi
∧
Ψ est cohe´rent. Si ϕ est une base de
croyances, Ψ est cohe´rent avec ϕ ssi
∧
Ψ ∧ ϕ est cohe´rent. Les mode`les d’un ensemble de
croyances Ψ sont de´finis parMod(Ψ) = Mod(
∧
Ψ). On note I |= Ψ pour tout I ∈Mod(Ψ).
De´finition 7.2.2. Soient Ψ et Ψ′ deux ensembles de croyances. On dit que Ψ et Ψ′
sont e´quivalents, note´ Ψ ↔ Ψ′ ssi il existe une bijection f de Ψ = {ϕ1, . . . , ϕn} vers
Ψ′ = {ϕ′1, . . . , ϕ
′
n} telle que f(ϕ) ↔ ϕ.
7.2.2 Caracte´risation des ope´rateurs de fusion contrainte
Nous allons nous inte´resser aux ope´rateurs de fusion contrainte. Ces ope´rateurs prennent
en compte une base particulie`re qui repre´sente les contraintes d’inte´grite´ que doit respec-
ter le re´sultat de la fusion des bases de croyances. Ainsi, il se peut tre`s bien qu’une des
bases de croyances ne respecte pas les contraintes d’inte´grite´. Il est a` noter qu’une notion
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tre`s importante dans ces travaux est la notion d’e´tat e´piste´mique. On ne conside`re pas
en effet simplement les propositions repre´sentant la base de croyances d’un agent, mais
e´galement une strate´gie de fusion, repre´sente´e par un pre´ordre sur les interpre´tations (cf.
section 7.2.3).
Les ope´rateurs de fusion contrainte sont des fonctions qui associent a` un ensemble
de croyances et une base de croyances une base de croyances. L’ensemble de croyances
repre´sente les bases a` fusionner, la base de croyances repre´sente les contraintes d’inte´grite´
de la fusion. Si ∆ est un ope´rateur de fusion contrainte, Ψ est l’ensemble de croyances a`
fusionner, µ les contraintes d’inte´grite´ et ϕ le re´sultat de la fusion, alors on note ∆µ(Ψ) = ϕ.
Nous allons maintenant e´noncer les postulats que doivent respecter les ope´rateurs de
fusion contrainte [77] :
De´finition 7.2.3. Soit Ψ un ensemble de croyances et µ une base de croyances. ∆ est un
ope´rateur de fusion contrainte ssi il satisfait les proprie´te´s suivantes :
(IC0) ∆µ(Ψ) ` µ
(IC1) Si µ est cohe´rent, alors ∆µ(Ψ) est cohe´rent
(IC2) Si Ψ est cohe´rent avec µ, alors ∆µ(Ψ) =
∧
Ψ ∧ µ
(IC3) Si Ψ1 ↔ Ψ2 et µ1 ↔ µ2 alors ∆µ1(Ψ1) ↔ ∆µ2(Ψ2)
(IC4) si ϕ ` µ et ϕ′ ` µ, alors ∆µ({ϕ} t {ϕ
′}) ∧ ϕ 6` ⊥ ⇒ ∆µ({ϕ} t {ϕ
′}) ∧ ϕ′ 6` ⊥
(IC5) ∆µ(Ψ1) ∧∆µ(Ψ2) ` ∆µ(Ψ1 tΨ2)
(IC6) Si ∆µ(Ψ1) ∧∆µ(Ψ2) est cohe´rent, alors ∆µ(Ψ1 tΨ2) ` ∆µ(Ψ1) ∧∆µ(Ψ2)
(IC7) ∆µ1(Ψ) ∧ µ2 ` ∆µ1∧µ2(Ψ)
(IC8) Si ∆µ1(Ψ) ∧ µ2 est cohe´rent alors ∆µ1∧µ2(Ψ) ` ∆µ1(Ψ) ∧ µ2
La contrainte (IC0) stipule que le re´sultat de la fusion respecte les contraintes d’inte´grite´.
(IC1) dit que si les contraintes d’inte´grite´ sont cohe´rentes, alors le re´sultat de la fusion
l’est aussi. (IC2) dit que si un ensemble de croyances Ψ est cohe´rent avec les contraintes
d’inte´grite´ µ, alors le re´sultat de la fusion est
∧
Ψ ∧ µ. (IC3) stipule que si deux en-
sembles de croyances sont syntaxiquement e´quivalents et que deux bases de croyances
sont e´quivalentes, les re´sultats des deux fusions sont e´quivalents. (IC4) assure que si l’on
fusionne deux bases de croyances on ne donne pas priorite´ a` l’une d’entre elles. (IC5) ex-
prime l’ide´e suivante : si un groupe Ψ1 se met d’accord sur un ensemble d’alternatives qui
contient ϕ et si Ψ2 se met e´galement d’accord sur un ensemble d’alternatives qui contient
ϕ, alors le re´sultat de la fusion de Ψ1tΨ2 contiendra e´galement ϕ. (IC5) et (IC6) exprime
le fait que si deux groupes sont d’accord sur au moins une alternative alors le re´sultat de
la fusion de ces deux sous groupes sera exactement les alternatives sur lesquelles les sous
groupes s’accordent. (IC7) et (IC8) sont des traductions des postulats (R5) et (R6) de la
re´vision (cf. [1]) et permettent de s’assurer que les conditons sur les contraintes d’inte´grite´
sont bien fonde´es.
On peut remarquer que la fusion contrainte est fortement lie´ a` la the´orie du choix social
(cf. [4]). On peut se reporter a` [76] pour une comparaison entre les postulats pre´ce´dents
et les proprie´te´s e´nonce´es par Arrow sur les re`gles de choix social. La fusion contrainte
« e´chappe » au the´ore`me d’impossibilite´ d’Arrow, car elle ne respecte pas la proprie´te´
d’inde´pendance des alternatives non-disponibles.
Konieczny et Pino-Pe´rez de´finissent ensuite deux sous classes d’ope´rateurs de fusion,
les ope´rateurs de fusion majoritaires et les ope´rateurs d’arbitrage.
De´finition 7.2.4. Un ope´rateur de fusion majoritaire est un ope´rateur de fusion contrainte
qui satisfait la proprie´te´ :
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(Maj) ∃n ∆µ(Ψ1 tΨ
n
2 ) ` ∆µ(Ψ2)








 ⇒ ∆µ1∨µ2(ϕ1 t ϕ2) ↔ ∆µ1(ϕ1)
Les ope´rateurs de fusion majoritaire sont donc tels que si une opinion a une large
audience, alors ce sera l’opinion du groupe. La proprie´te´ caracte´risant les ope´rateurs d’ar-
bitrage est difficile a` expliquer intuitivement, mais nous allons voir qu’avec le the´ore`me
de repre´sentation dans la se´mantique elle est plus facile a` saisir. Notons que beaucoup de
personnes prennent une autre de´finition des ope´rateurs d’arbitrage : ils utilisent la proprie´te´
(MI) ∀n ∆µ(Ψ1 tΨ
n
2 ) ↔ ∆µ(Ψ1 tΨ2)
Cette proprie´te´ n’est pas compatible avec la de´finition d’un ope´rateur de fusion contrain-
te et ne correspond pas intuitivement a` ce que l’on attend d’un ope´rateur d’arbitrage. Elle
est appele´e proprie´te´ d’inde´pendance de la majorite´.
7.2.3 The´ore`mes de repre´sentation
Konieczny et Pino-Pe´rez ont e´galement donne´ des the´ore`mes de repre´sentation qui
permettent de caracte´riser se´mantiquement les ope´rateurs de fusion contrainte. A` chaque
ope´rateur de fusion contrainte correspond une famille de pre´ordres sur les mondes possibles.
De´finition 7.2.5. Un assignement syncre´tique est une fonction qui associe a` chaque
ensemble de croyances Ψ un pre´ordre ≤Ψ sur les mondes possibles telle que pour tous
les ensembles de croyances Ψ, Ψ1, Ψ2 et pour toutes les bases de croyances ϕ et ϕ
′ les
conditions suivantes sont satisfaites2 :
1. si I |= Ψ et J |= Ψ, alors I 'Ψ J
2. si I |= Ψ et J 6|= Ψ, alors I <Ψ J
3. si Ψ1 ↔ Ψ2, alors ≤Ψ1=≤Ψ2
4. ∀I telle que I |= ϕ ∃J J |= ϕ′ et J ≤ϕtϕ′ I
5. si I ≤Ψ1 J et I ≤Ψ2 J alors I ≤Ψ1tΨ2 J
6. si I <Ψ1 J et I ≤Ψ2 J alors I ≤Ψ1tΨ2 J
Ils de´finissent ensuite les notions d’assignements syncre´tiques majoritaire et juste qui
correspondent aux ope´rateurs de fusion majoritaire et d’arbitrage.
De´finition 7.2.6. Un assignement syncre´tique majoritaire est un assignement syncre´tique
qui satisfait la condition suivante :
2I 'Ψ J signifie I ≤Ψ J et J ≤Ψ I.
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7. si I <Ψ2 J alors ∃n I <Ψ1tΨn2 J









 ⇒ I <ϕ1tϕ2 J
Les assignements syncre´tiques justes sont donc des assignements qui « e´lisent » les
choix me´dians des bases. Ils correspondent donc aux ope´rateurs d’arbitrage. Konieczny
et Pino-Pe´rez prouvent ensuite la correspondance entre la caracte´risation en logique des
ope´rateurs de fusion contrainte et les assignements syncre´tiques.
The´ore`me 7.2.1. Un ope´rateur ∆ est un ope´rateur de fusion majoritaire ssi il existe
un assignement syncre´tique majoritaire qui associe a` chaque ensemble de croyances Ψ un
pre´ordre total ≤Ψ tel que
Mod(∆µ(Ψ)) = min≤Ψ(Mod(µ))
Un ope´rateur ∆ est un ope´rateur d’arbitrage ssi il existe un assignement syncre´tique
juste qui associe a` chaque ensemble de croyances Ψ un pre´ordre total ≤Ψ tel que
Mod(∆µ(Ψ)) = min≤Ψ(Mod(µ))
La caracte´risation se´mantique des ope´rateurs de fusion contrainte correspond a` la
de´finition logique donne´e dans la section pre´ce´dente. Nous allons maintenant pre´senter
quelques ope´rateurs de fusion contrainte.
7.2.4 Les ope´rateurs Σ et GMax
Dans un premier temps, Konieczny et Pino-Pe´rez de´finissent la famille d’ope´rateur Σ
qui est une famille d’ope´rateurs majoritaires.
De´finition 7.2.7. Soit un ensemble de croyances Ψ et une interpre´tation I. On de´finit la





Cette distance induit le pre´ordre suivant :
I ≤ΣΨ J ssi dΣ(I,Ψ) ≤ dΣ(J,Ψ)
L’ope´rateur ∆Σ est de´fini par
Mod(∆Σµ (Ψ)) = min≤ΣΨ
(Mod(µ))
Pour calculer la distance d’une interpre´tation a` un ensemble de croyances, on calcule
donc la somme des distances de cette interpre´tation aux bases de croyances de l’ensemble.
The´ore`me 7.2.2. ∆Σ est un ope´rateur de fusion majoritaire.
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Ils de´finissent ensuite la famille d’ope´rateurs GMax qui sont des ope´rateurs d’arbitrage.
De´finition 7.2.8. Soit un ensemble de croyances Ψ = {ϕ1, . . . , ϕn}. Pour chaque in-
terpre´tation I on construit la liste (dI1, . . . , d
I
n) des distances entre cette interpre´tation et
les n bases de croyances de Ψ (∀j ∈ {1, . . . , n} dIj = d(I, ϕj)). Soit L
Ψ
I la liste obtenue a`
partir de (dI1, . . . , d
I
n) en la triant dans l’ordre de´croissant. On de´finit dGMax(I,Ψ) = L
Ψ
I .
Soit ≤lex l’ordre lexicographique entre les se´quences d’entiers.
On de´finit le pre´ordre suivant :
I ≤GMaxΨ ssi dGMax(I,Ψ) ≤lex dGMax(J,Ψ)
On de´finit l’ope´rateur ∆GMax par :
Mod(∆GMaxµ (Ψ)) = min≤GMaxΨ
(Mod(µ))
The´ore`me 7.2.3. L’ope´rateur ∆GMax est un ope´rateur d’arbitrage.
7.2.5 Exemple
Nous allons illustrer le comportement de ces deux ope´rateurs en utilisant l’exemple
donne´ dans [77]. Remarquons tout de suite qu’il faut choisir une distance entre les in-
terpre´tations. Nous choisissons tout comme Konieczny et Pino-Pe´rez la distance de Ham-
ming, reprise par Dalal [47]. Cette distance est base´e sur le nombre de litte´raux qui diffe´rent
d’une interpre´tation a` l’autre.
De´finition 7.2.9. Soit I et J deux interpre´tations. La distance de Hamming entre I et J
est de´finie par le nombre de litte´raux propositionnels l tels que I |= l et J |= ¬l.
L’exemple que nous allons pre´senter a e´te´ traite´ dans [120] et [77]. Un cours de bases
de donne´es est suivi par trois e´tudiants. Le professeur peut enseigner SQL, Datalog et O2.
Il demande l’avis de ses e´tudiants pour satisfaire la classe du mieux possible :
– le premier e´tudiant veut e´tudier SQL ou O2 : ϕ1 = (S ∨O) ∧ ¬D ;
– le second e´tudiant veut e´tudier Datalog ou O2 mais pas les deux : ϕ2 = (¬S ∧D ∧
¬O) ∨ (¬S ∧ ¬D ∧O) ;
– le troisie`me e´tudiant veut e´tudier les trois langages : ϕ3 = (S ∧D ∧O).
Si on ne conside`re que les trois variables propositionnelles S, D et O dans cet ordre,
on a Mod(ϕ1) = {(1, 0, 0), (0, 0, 1), (1, 0, 1)}, Mod(ϕ2) = {(0, 1, 0), (0, 0, 1)} et Mod(ϕ3) =
{(1, 1, 1)}. Le professeur n’impose aucune contrainte donc µ = >. Les distances ne´cessaires
aux calculs pour ∆Σ(Ψ) et ∆GMax(Ψ) sont re´capitule´es dans le tableau ci dessous.
ϕ1 ϕ2 ϕ3 dΣ dGMax
(0, 0, 0) 1 1 3 5 (3,1,1)
(0, 0, 1) 0 0 2 2 (2,0,0)
(0, 1, 0) 2 0 2 4 (2,2,2)
(0, 1, 1) 1 1 1 3 (1,1,1)
(1, 0, 0) 0 2 2 4 (2,2,0)
(1, 0, 1) 0 1 1 2 (1,1,0)
(1, 1, 0) 1 1 1 3 (1,1,1)
(1, 1, 1) 1 2 0 3 (2,1,0)
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Le minimum de dΣ est 2, on a donc Mod(∆
Σ(Ψ)) = {(0, 0, 1), (1, 0, 1)}. Le professeur
doit donc enseigner SQL et O2 ou O2 seul pour satisfaire la classe dans son ensemble.
Le minimum de dGMax est (1, 1, 0) et on donc Mod(∆
GMax(Ψ)) = {(1, 0, 1)}. Le pro-
fesseur doit donc enseigner SQL et O2 pour satisfaire au mieux chacun des e´le`ves.
7.2.6 Conclusion
Konieczny et Pino-Pe´rez ont donc propose´ une caracte´risation logique et se´mantique
des ope´rateurs de fusion contrainte. Cette caracte´risation se rapproche des postulats AGM
pour la re´vision. Ils de´gagent ensuite deux familles d’ope´rateurs de fusion contrainte : les
ope´rateurs de fusion majoritaire qui permettent de satisfaire les bases dans leur ensemble
et les ope´rateurs d’arbitrage qui tendent a` satisfaire au mieux chacune des bases. Il est a`
remarquer que dans d’autres articles comme [80], Konieczny et Pino-Pe´rez montrent qu’il
existe une famille d’ope´rateurs de fusion dont le comportement tend a` eˆtre a` la fois celui
d’un ope´rateur de fusion majoritaire et celui d’un ope´rateur d’arbitrage.
On peut toutefois noter que meˆme si Konieczny et Pino-Pe´rez intitulent leur article
[78] « On the logic of merging », on n’a qu’une me´thode de calcul sur les mode`les. En
particulier, on est oblige´ de calculer toutes les distances pour pouvoir obtenir le re´sultat de
la fusion, meˆme si par exemple, savoir seulement si une proposition est dans le re´sultat de
la fusion nous inte´resse. Une axiomatique associe´e a` la se´mantique donne´e pre´ce´demment
permettrait de faciliter le calcul du re´sultat de la fusion de bases de croyances.
7.3 Conclusion
Dans le cadre de la gestion de l’incohe´rence en inge´nierie des exigences, les me´thodes
de fusion permettent d’obtenir un seul ensemble d’exigences cohe´rent qui correspond a` un
consensus entre les diffe´rents participants. Bien suˆr, les agents qui e´mettent les exigences
ne sont pas consulte´s, puisque la fusion se fait sans rene´gociation des exigences, mais cette
me´thode permet d’avoir une ide´e de l’ensemble d’exigences final. Cet ensemble peut eˆtre
pre´sente´ aux diffe´rents agents qui peuvent alors rene´gocier leurs exigences si besoin est.
La logique FUSION de´veloppe´e par Cholvy a plusieurs avantages. Tout d’abord, elle
dispose d’une axiomatique et d’un de´monstrateur automatique associe´ qui permettent
d’automatiser le calcul de la fusion. De plus, le principe de la fusion prioritaire permet de
repre´senter la structure hie´rarchique d’un ensemble d’agents e´metteurs d’exigences.
On ne dispose pas toujours d’un ordre total sur les agents. En effet, meˆme dans une
structure comme une entreprise, certains agents sont hie´rarchiquement au meˆme niveau que
d’autres. On ne peut donc pas faire entie`rement appel a` une me´thode de fusion prioritaire
pour obtenir l’ensemble d’exigences final. Il faut donc utiliser une me´thode type majoritaire
ou arbitrage. La` encore, la me´thode majoritaire nous semble la plus approprie´e : dans une
structure de´cisionnelle comme celle d’une organisation e´mettant des exigences, on choisit
les exigences a` la majorite´. On n’essaye pas de satisfaire au mieux chacun des agents.
Nous allons donc utiliser les ope´rateurs de fusion majoritaires caracte´rise´s par Konieczny
et Pino-Pe´rez.
100 CHAPITRE 7. FUSION DE BASES DE CROYANCES (E´TAT DE L’ART)
Chapitre 8
Une logique de fusion majoritaire
Dans ce chapitre, nous allons pre´senter MF , une logique (langage, se´mantique et axio-
matique) permettant de fusionner des bases de croyances de fac¸on majoritaire. Comme
nous l’avons vu dans le chapitre pre´ce´dent, Konieczny et Pino-Pe´rez ne disposent pas
d’un calcul pour leurs ope´rateurs de fusion. Notre objectif est donc de fournir ce cal-
cul automatique. Nous montrons que la logique que nous avons de´veloppe´e correspond
se´mantiquement a` un ope´rateur de fusion majoritaire. Nous implantons e´galement un
de´monstrateur automatique en Prolog et nous prouvons que cette approche peut eˆtre
e´tendue dans le cas de certaines bases de croyances du premier ordre. Ces travaux ont e´te´
pre´sente´s dans [60], [37] et [40].
8.1 La logique propositionnelle MF
8.1.1 Notations
Nous allons tout d’abord de´finir plusieurs notations que nous utiliserons dans le reste
du chapitre.
Notation 8.1.1. Soient un multi-ensemble E et e un e´le´ment de E.
e ∈i E ⇔ il y a i occurences de e dans E.
e ∈0 E ⇔ e 6∈ E
On notera a ∈ E ssi ∃i > 0 tq a ∈i E.
Par exemple, on a a ∈2 [a, a], mais on n’a pas a ∈1 [a, a]. Le nombre i dans ∈i repre´sente
exactement le nombre d’occurences de l’e´le´ment dans le multi-ensemble.
Notation 8.1.2. Si db et db′ sont deux bases de croyances, alors db∗db′ de´note le re´sultat
de la fusion majoritaire de db et de db′. Par base de croyances nous entendons soit une base
de croyances qui doit eˆtre fusionne´e (dans ce cas, nous parlerons de bases de croyances
primitive), soit d’une base re´sultant de la fusion de plusieurs autres bases de croyances.
Exemple. Si l’on conside`re trois bases de croyances primitives db1, db2 et db3, alors
db1 ∗ db2 et (db1 ∗ db2) ∗ db3 sont des bases de croyances mais ne sont pas primitives.
db1 ∗ db2 est le re´sultat de la fusion majoritaire de db1 et de db2. (db1 ∗ db2) ∗ db3 est le
re´sultat de la fusion majoritaire de db1 ∗ db2 avec db3.
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8.1.2 Langage de MF
Soit A un ensemble de variables propositionnelles. Soit PROP le langage propositionnel
construit a` partir de A et utilise´ pour repre´senter le contenu des bases de croyances. Soit
DB un ensemble fini de bases de croyances primitives note´es dbi avec i ∈ {1, . . . , n}.
Nous construisons tout d’abord DB∗ qui repre´sente l’ensemble des bases de croyances
constructibles a` partir de DB.
De´finition 8.1.1.
DB∗ = {dbk1 ∗ . . . ∗ dbkm : {k1, . . . , km} ∈ 2
{1,...,n}}
Par exemple, si DB = {db1, db2}, alors DB∗ = {db1, db2, db1 ∗ db2, db2 ∗ db1}.
L’alphabet du langage L de MF est obtenu en e´tendant PROP avec des ope´rateurs
modaux de la forme Bidb et Bdb, ou` i est un entier positif et db est une base de croyances
appartenant a` DB∗. On a donc une modalite´ B et une modalite´ B i par base de croyances
constructible.
De´finition 8.1.2. L’alphabet du langage L contient les ensembles suivants :
– l’alphabet propositionnel A ;
– un ensemble fini de modalite´s Bdb ou` db ∈ DB∗ ;
– un ensemble fini de modalite´s B idb ou` db ∈ DB∗ et i ∈ {0, . . . , n} ;
– un ensemble de connecteurs logiques : {¬,∨,∧,→,↔}.
Le sens donne´ a` une formule B idbl est le suivant : il y a exactement i occurences
du litte´ral l dans db. On remarquera que l’on a un nombre fini de modalite´s de type
Bidb, car nous imposons a` i d’appartenir a` {1, . . . , n}. Nous verrons par suite que, comme
nous conside´rons que les bases de donne´es primitives repre´sentent des ensembles finis de
litte´raux, nous n’avons pas besoin de conside´rer des modalite´s B idb avec i > n. Bdbϕ signifie
que la formule ϕ est crue par db.
Nous introduisons les modalite´s B idb pour pouvoir compter les occurences du litte´ral
dans une base de croyances. L’ide´e intuitive est la suivante : quand on fusionne deux
bases de croyances, le nombre d’occurences d’un litte´ral est la somme des occurences de
ce litte´ral dans les deux bases. Puis, un litte´ral est cru par une base de croyances si le
nombre d’occurences de ce litte´ral est strictement plus grand que le nombre d’occurences
de sa ne´gation.
La syntaxe de L est de´finie de la fac¸on suivante :
De´finition 8.1.3. Soient ϕ une formule de PROP , B idb et Bdb deux ope´rateurs modaux
appartenant a` l’alphabet de L, alors :
– ϕ est une formule de L ;
– Bidbϕ est une formule de L ;
– Bdbϕ est une formule de L.
Si ϕ1 et ϕ2 sont deux formules de L, alors ¬ϕ1 et ϕ1 ∧ ϕ2 sont des formules de L.
ϕ1 ∨ ϕ2, ϕ1 → ϕ2 et ϕ1 ↔ ϕ2 sont de´finies commme habituellement.
On peut remarquer que les ope´rateurs modaux ne prennent en argument que des for-
mules propositionnelles (sans modalite´s). On ne peut donc pas exprimer le fait par exemple
qu’une base db1 croit qu’une base db2 croit que a est vrai.
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Exemple. Supposons que db1 et db2 soient les deux bases de croyances primitives qui
doivent eˆtre fusionne´es. Dans ce cas, les ope´rateurs modaux dont on a besoin sont de la
forme Bidb1 , Bdb1 , B
i
db2
, Bdb2 , B
i
db1∗db2
, Bdb1∗db2 , B
i
db2∗db1
et Bdb2∗db1 ou` i ∈ {0, 1, 2}.
B1db1a signifie que db1 contient une occurence de a. B
0
db2
a signifie que db2 ne contient
pas d’occurence de a. B1db1∗db2a signifie que la base de croyances obtenue en fusionnant
db1 et db2 contient une occurence de a. Enfin, Bdb1∗db2a signifie que la base de croyances
obtenue en fusionnant db1 et db2 croit a.
8.1.3 Se´mantique de MF
La se´mantique de MF est une se´mantique de Kripke (cf. [25]). Les mode`les sont de´finis
dans ce qui suit.
De´finition 8.1.4. Un mode`le de MF est un tuple 〈W, val,R,B〉 tel que
– W est un ensemble de mondes qui est l’ensemble des valuations propositionnelles ;
– val est une fonction de valuation qui associe chaque proposition de PROP a` un
ensemble de mondes de W . Elle ve´rifie val(¬ϕ) = W − val(ϕ) et val(ϕ1 ∧ ϕ2) =
val(ϕ1) ∩ val(ϕ2) ;
– R est un ensemble de fonctions note´es fdb ou` db est une base de croyances apparte-
nant a` DB∗. Chaque fonction fdb associe chaque monde de W a` un multi-ensemble
d’ensembles de mondes de W ;
– B est un ensemble de fonctions note´es gdb ou` db est une base de croyances apparte-
nant a` DB∗. Chaque fonction gdb associe chaque monde de W avec un ensemble de
mondes de W .
La relation R va eˆtre utilise´e pour e´noncer la relation de satisfaction d’une formule de
type Bidbϕ. En effet, comme chaque fdb associe a` chaque monde de W un multi-ensemble
d’ensembles de mondes de W , on va pouvoir « compter » le nombre d’occurences d’un
ensemble de mondes dans le multi-ensemble. La relation B va eˆtre utilise´e pour e´noncer
la relation de satisfaction d’une formule de type Bdbϕ (comme classiquement en logique
modale).
Les ensembles de fonctions R et B sont contraints par deux contraintes que nous allons
e´noncer apre`s avoir rappele´ quelques de´finitions.
De´finition 8.1.5. Soient w et w′ deux mondes de W . La distance d(w,w′) entre w et
w′ est de´finie comme le nombre de variables propositionnelles p telles que w ∈ val(p) et
w′ 6∈ val(p) (cette distance est habituellement appele´e distance de Hamming).
Soit MS = [S1, . . . , Sn] un multi-ensemble d’ensembles de mondes tels que ∀i ∈ {1, . . . , n}







Enfin tout multi-ensemble d’ensembles de mondes de W MS est associe´ a` un pre´ordre
≤MS sur W de´fini par :
w ≤MS w
′ ssi dsum(w,MS) ≤ dsum(w′,MS)
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Le pre´ordre ≤MS va nous permettre de de´terminer si un monde de W est plus proche
(au sens de la distance de Hamming) du multi-ensemble MS qu’un autre monde. Dans
le cas de la fusion, il va nous permettre de de´terminer les mondes les plus proches de la
« concate´nation » des diffe´rentes bases a` fusionner.
Nous allons maintenant e´noncer les contraintes sur les mode`les de MF .
De´finition 8.1.6. Soit 〈W, val,R,B〉 un mode`le de MF . Alors ce mode`le est contraint
par :
(C1) si db et db′ sont deux bases de croyances alors :
∀w ∈W fdb∗db′(w) = fdb(w)
⊔
fdb′(w)
(C2) si db est une base de croyances, alors ∀w ∈W gdb(w) = min≤fdb(w)
W
Si l’on conside`re que les bases de croyances primitives « sont » des ensembles finis et
cohe´rents de litte´raux, la contrainte (C1) refle`te le fait que les occurences d’un litte´ral
dans une base de croyances fusionne´e db ∗ db′ est l’union de ses occurences dans db et
de ses occurences dans db′. Donc, le nombre d’occurences d’un litte´ral dans db ∗ db′ est
la sommme du nombre de ses occurences dans db et du nombre de ses occurences dans
db′. Remarquons e´galement que cette contrainte nous assure de la commutativite´ et de
l’associativite´ de notre « ope´rateur » de fusion d’apre`s la de´finition de t (i.e. fdb∗db′ =
fdb′∗db et f(db∗db′)∗db′′ = fdb∗(db′∗db′′)).
La contrainte (C2) exprime le fait que les mode`les d’une base de croyance qui est
obtenue par cet ope´rateur de fusion majoritaire sont les mondes minimaux de W par
rapport au pre´ordre ≤fdb(w). Nous prouverons que cela correspond a` un ope´rateur de
fusion majoritaire de´fini dans [78].
Exemple. Soient deux variables propositionnelles a et b et soient deux bases primitives
db1 et db2. Supposons que fdb1 = [‖a‖, ‖¬b‖] et fdb2 = [‖a‖, ‖b‖] (on conside`re des bases
de croyances primitives qui ne contiennent que des litte´raux pour simplifier l’exemple).
Dans ce cas, fdb1∗db2 = [‖a‖, ‖a‖, ‖b‖, ‖¬b‖], d’apre`s la contrainte (C1). On peut conside´-
rer que le litte´ral a apparaˆıt deux fois dans le re´sultat de la fusion de db1 et de db2 et que
les litte´raux b et ¬b y apparaissent chacun une fois.
Pour calculer gdb1∗db2 , il nous faut de´ja` calculer le pre´ordre ≤fdb1∗db2 .
dsum({a, b}, fdb1∗db2) = min
w∈‖a‖
({a, b}, w) + min
w∈‖a‖
({a, b}, w) + min
w∈‖b‖




= 0 + 0 + 0 + 1
= 1
De la meˆme fac¸on, on a :
dsum({a,¬b}, fdb1∗db2) = 1
dsum({¬a, b}, fdb1∗db2) = 3
dsum({¬a,¬b}, fdb1∗db2) = 3
Donc gdb1∗db2 = {{a, b}, {a,¬b}}. Intuitivement, on obtient bien le re´sultat escompte´
lors de la fusion : la fusion des bases de croyances db1 et db2 « croit » a.
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Nous de´finissons maintenant la notion de satisfaction d’une formule.
De´finition 8.1.7. Soit M = 〈W, val,R,B〉 un mode`le de MF et soit w ∈ W . Soit p une
variable propositionnelle de PROP . Soient ϕ, ϕ1 et ϕ2 des formules de L et db une base
de croyances (primitive ou pas).
M,w |=MF p ssi w ∈ val(p)
M,w |=MF ¬ϕ ssi M,w 6|=MF ϕ
M,w |=MF ϕ1 ∧ ϕ2 ssi M,w |=MF ϕ1 et M,w |=MF ϕ2
M,w |=MF B
i
dbϕ ssi val(ϕ) ∈
i fdb(w)
M,w |=MF Bdbϕ ssi gdb(w) ⊆ val(ϕ)
On remarquera que la satisfaction des formules de type B idb et Bdb correspond bien a`
l’ide´e intuitive que l’on se fait de la fusion (cf. exemple pre´ce´dent).
La notion de formule valide est de´finie classiquement :
De´finition 8.1.8. Soit ϕ une formule de L. ϕ est une formule valide de MF ssi ∀M
mode`le de MF , ∀w ∈W, M,w |=MF ϕ. On note alors |=MF ϕ.
8.1.4 The´orie de la preuve
Dans la suite de la section, db et db′ sont des bases de croyances (primitives ou non),
ϕ et ϕ′ sont des formules de PROP , l, l1, . . . , ln sont des litte´raux propositionnels et i, j,
k sont des entiers.
Les sche´mas d’axiomes de MF sont de´finis ci apre`s.
Sche´mas d’axiomes
(A0) Sche´mas d’axiomes de la logique propositionnelle
(A1) Bdb¬ϕ→ ¬Bdbϕ













db∗db′ l si k = i+ j
(A6) Bidbl ∧B
j




(A8) Bdb(l1 ∨ ... ∨ ln) → Bdbl1 ∨ ... ∨Bdbln avec ∀i ∈ {1...n},∀j ∈ {1...n} li 6= ¬lj
Les ope´rateurs modaux Bdb sont des ope´rateurs modaux de croyances et sont donc
gouverne´s par des axiomes de type (KD), i.e. (A0), (A1) et (A2).
(A3) permet de retrouver l’e´quivalence entre l et ¬¬l dans une modalite´ B
i
db.
(A4) dit que le nombre d’occurences d’un litte´ral dans une base de croyances est unique.
(A5) exprime le fait que le nombre d’ocurrences d’un litte´ral dans la base de croyances
fusionne´e db ∗ db′ est la somme du nombre de ses occurences dans db et du nombre de ses
occurences dans db′.
(A6) et (A7) expriment l’aspect majoritaire de l’ope´rateur de fusion sous jacent. Tout
d’abord, un litte´ral l est cru dans une base de croyances db si le nombre de ses occurences
est strictement plus grand que le nombre des occurences de sa ne´gation. Si le nombre
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d’occurences de l est e´gal au nombre des occurences de sa ne´gation, alors le litte´ral et sa
ne´gation ne sont pas crus par la base de croyances.
(A8) restreint les bases de croyances que nous conside´rons a` des ensembles de litte´raux.
Les re´gles d’infe´rence de MF sont :
Re`gles d’infe´rences
(MP) `MFϕ `MF (ϕ→ϕ
′)
`MFϕ′
(Nec) `MFϕ`MFBdbϕ pour toute modalite´ Bdb
`MF ϕ signifie que ϕ est un the´ore`me de MF , i.e. une formule qui est soit une instance
d’un sche´ma d’axiome ou qui peut eˆtre de´duite en utilisant les sche´mas d’axiomes et les
re`gles d’infe´rence.
8.1.5 Validite´ et comple´tude
Dans un premier temps, nous allons nous inte´resser a` la validite´ et la comple´tude d’un
fragment de la logique MF . En effet, nous allons conside´rer que les bases de croyances pri-
mitives sont des ensembles finis et cohe´rents de litte´raux et nous allons nous inte´resser aux
formules que l’on peut de´duire d’une repre´sentation des bases primitives. Nous reviendrons
sur cette restriction lors de la conclusion ge´ne´rale.
De´finition 8.1.9. Soient DB1, . . . , DBn n ensembles finis de litte´raux a` fusionner tels
que chaque DBi est cohe´rent. Soient db1, . . . , dbn les bases primitives du langage de MF











ψ liste les informations que nous avons a` propos du contenu des bases de croyances a`
fusionner. Plus pre´cisemment, pour une base de croyance db, ψ exprime que chaque litte´ral
de DB a une et une seule occurence et que chaque litte´ral qui n’est pas contenu dans DB
n’a pas d’occurences. Par abus de langage, on dira e´galement que db est cohe´rente.
Le re´sultat suivant prouve que la the´orie des mode`les et la the´orie de la preuve
pre´sente´es pre´ce´demment sont equivalentes pour des formules du type ψ → Bdbϕ ou` db est
une base de croyances.
The´ore`me 8.1.1. Soit ψ la formule de´finie en de´finition 8.1.9. Soit ϕ une formule de
PROP et db une base de croyances (primitive ou pas). On a alors :
|=MF ψ → Bdbϕ ⇐⇒ `MF ψ → Bdbϕ
|=MF ψ → ¬Bdbϕ ⇐⇒ `MF ψ → ¬Bdbϕ
The´ore`me 8.1.2. Soit ψ la formule de´finie en de´finition 8.1.9. Soit ϕ une formule de
PROP et db une base de croyances (primitive ou pas). On a alors :
6`MF ψ → Bdbϕ ⇐⇒ `MF ψ → ¬Bdbϕ
Ce the´ore`me est une sorte de « comple`tude » syntaxique pour ψ. Il va nous eˆtre utile
lorsque nous chercherons a` implanter un e´valuateur de reque`te pour MF .
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8.1.6 Exemple
Nous donnons dans cette section quelques exemple de preuves dans MF .
Nous conside´rons trois bases de croyances : db1 = {a, b}, db2 = {a,¬c}, db3 = {¬a, c}.




















c ∧ B1db3¬a ∧ B
1
db3
c ∧B0db3b ∧ B
0
db3




Voici quelques the´ore`mes de MF que l’on peut de´river :
(α) ` ψ → B2db1∗db2a (d’apre`s (A5))
(β) ` ψ → B2(db1∗db2)∗db3a (d’apre`s (α) et (A5))
(γ) ` ψ → B0db1∗db2¬a (d’apre`s (A5))
(δ) ` ψ → B1(db1∗db2)∗db3¬a (d’apre`s (γ) et (A5))
Enfin, d’apre`s (β), (δ) et (A6), on peut prouver :
(ζ) ` ψ → B(db1∗db2)∗db3a
Ce the´ore`me signifie que la base de croyances obtenue en fusionnant db1, db2 et db3
croit a. Remarquons que cela illustre une attitude majoritaire, car deux bases de croyances
primitives croient a alors qu’une seule croit ¬a.
De la meˆme fac¸on, on prouve :
(η) ` ψ → B(db1∗db2)∗db3b
Donc, d’apre`s (ζ), (η), (A0) et (A2) on prouve :
` ψ → B(db1∗db2)∗db3(a ∧ b)
Ce the´ore`me signifie que la base obtenue en fusionnant db1, db2 et db3 croit (a ∧ b).
On a aussi :




ι : `MF ψ → B
1
(db1∗db2)∗db3
c (d’apre`s (θ) et (A5))




λ : `MF ψ → B
1
(db1∗db2)∗db3
¬c (d’apre`s (θ) et (A5))
µ : `MF ψ → ¬B(db1∗db2)∗db3c (d’apre`s (ι), (λ) et (A7))
ν : `MF ψ → ¬B(db1∗db2)∗db3¬c (d’apre`s (ι), (λ) et (A7))
Enfin, d’apre`s (µ), (ν) et (A0) on peut prouver :
`MF ψ → ¬B(db1∗db2)∗db3c ∧ ¬B(db1∗db2)∗db3¬c
Ce the´ore`me signifie que la base obtenue en fusionnant db1, db2 et db3 ne croit ni c ni
¬c.
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8.2 Relation avec les travaux de Konieczny et Pino-Pe´rez
Dans cette section, nous prouvons formellement que la logique MF permet de raison-
ner avec des donne´es fusionne´es obtenues par un ope´rateur de fusion majoritaire. Plus
pre´cisement, nous nous concentrons sur un ope´rateur de fusion de´fini par Konieczny et
Pino-Pe´rez et nous e´tablissons une relation entre certains the´ore`mes de MF et la base de
croyances obtenues par cet ope´rateur.
Tout d’abord, nous rappelons la de´finition introduire par Konieczny et Pino-Pe´rez 1
(cf. section 7.2).
Soient db1, . . . , dbn n bases de croyances a` fusionner.
Konieczny et Pino-Pe´rez de´finissent un ope´rateur de fusion majoritaire, note´ ∆Σ,
tel que les mode`les de la base de croyances obtenue en fusionnant db1, . . . , dbn avec cet
ope´rateur sont caracte´rie´s se´mantiquement par :




ou` W repre´sente l’ensemble de toutes les interpre´tations du langage PROP (le langage
propositionnel utilise´ pour de´crire le contenu des bases de croyances). ≤Σ[db1...dbn] est un
pre´ordre total sur W de´fini par :
w ≤Σ[db1...dbn] w









ou` Mod(dbi) est l’ensemble des mode`les de dbi et d(w,w
′) est la distance de Hamming.
En d’autres termes, quand on fusionne db1, . . . , dbn avec l’ope´rateur ∆Σ, le re´sultat
est caracte´rise´ se´mantiquement par les interpre´tations qui sont minimales par rapport au
pre´ordre ≤Σ[db1,...,dbn].
Le the´ore`me suivant e´tablit la relation entre certains the´ore`mes de la logique MF et
le re´sultat de la fusion effectue´e par cet ope´rateur.
The´ore`me 8.2.1. Soient db1, . . . , dbn n ensembles de litte´raux finis et cohe´rents a` fu-
sionner et ϕ une formule de PROP . Avec les notations introduites pre´ce´demment, on
a :
` ψ → B(...(db1∗db2)∗...dbn)ϕ⇐⇒ ∆Σ([db1, . . . , dbn]) |= ϕ
La base dont les croyances sont caracte´rise´es par les the´ore`mes ` ψ → B(...(db1∗db2)∗...dbn)ϕ
est e´quivalente a` ∆Σ([db1, . . . , dbn]).
Cela prouve que la logique MF est une logique pour raisonner avec des croyances
fusionne´es obtenues par un ope´rateur de fusion majoritaire quand les bases de croyances
sont des ensembles de litte´raux.
1Nous changeons les notations et la pre´sentation des de´finitions pour rester cohe´rent avec ce qui a e´te´
pre´sente´.
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8.3 De´duction automatique dans MF
Dans cette section, nous nous inte´ressons a` des aspects d’implantation. Nous pre´sentons
un de´monstrateur de the´ore`me pour la logique MF . Il nous permet de poser des questions
de la forme : « e´tant donne´e la description du contenu des bases de croyances, est ce que la
formule ϕ est de´ductible du re´sultat de la fusion de ces bases ? ». Il nous permet donc de
prouver des the´ore`mes du type ψ → Bdbϕ. Remarquons que ce de´monstrateur de the´ore`me
a e´te´ implante´ dans un PROLOG e´crit en LISP.
On remarquera e´galement que dans ce de´monstrateur, la formule ψ introduite dans la
de´finition 8.1.9 n’est pas utilise´e. En fait, ψ a e´te´ introduite pour des raisons the´oriques. Sa
raison d’eˆtre e´tait de de´crire ce qui est cru et ce qui n’est pas cru dans les bases de croyances
primitives. Dans le de´monstrateur, nous avons juste besoin de lister les croyances explicites
des bases. Les propositions qui ne sont pas crues seront de´rive´es graˆce a` la ne´gation par
e´chec.
8.3.1 Le me´ta-langage
Conside´rons un me´ta-langage ML, base´ sur le langage PROP et de´fini par :
– les symboles de constantes de ML sont les lettres propositionnelles de PROP , les
noms des bases de croyances et un symbole de constante note´ nil et des constantes
pour les entiers : 1, 2, etc ;
– une fonction binaire note´e ∗. Par convention, (dbi1 ∗ . . . ∗ dbik) repre´sente le terme
dbi1∗(dbi2 . . .∗(dbik ∗nil) . . .). Cette fonction va eˆtre utilise´e pour nommer les bases de
croyances obtenues en fusionnant les bases de croyances dbi1 , . . . , dbik . Remarquons
que toutes les bases se « terminent » par nil ;
– une fonction binaire note´e + qui est la fonction qui calcule la somme d’entiers ;
– cinq me´ta-pre´dicats binaires : Bexp, B, neg, = et > ;
– un me´ta-pre´dicat ternaire R ;
– un me´ta-pre´dicat unaire NIL.
La se´mantique intuitive des pre´dicats est la suivante :
– neg(l, l′) est vrai si le litte´ral l′ est la ne´gation du litte´ral l. Ce pre´dicat va eˆtre utilise´
pour repre´senter la ne´gation au niveau des objets ;
– Bexp(db, l) est vrai si le litte´ral l est explicitement cru par la base de croyances
primitive db ;
– R(db, l, i) est vrai si l apparaˆıt i fois dans la base de croyances db ;
– B(db, l) est vrai si la base de croyances db croit l ;
– NIL(db) est vrai si db est nil ;
– i = j (respectivement (i > j)) est vrai si les entiers i et j sont e´gaux (respectivement
si l’entier i est strictement plus grand que l’entier j). Ces deux pre´dicats seront
de´finis en extension dans le me´ta-programme par un nombre fini de faits.
8.3.2 Le me´ta-programme
Si il y a n bases de croyances a` fusionner db1, . . . , dbn, alors on de´finit META comme
e´tant l’ensemble suivant de formules de ML :
(1) Bexp(db, l) si le litte´ral l appartient a` la base de croyances primitive db
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(2) ¬NIL(db2) ∧R(db1, l, i) ∧R(db2, l, j) ∧ (k = i+ j) → R(db1 ∗ db2, l, k)
(3) NIL(db2) ∧Bexp(db1, l) → R(db1 ∗ db2, l, 1)
(4) NIL(db2) ∧ ¬Bexp(db1, l) → R(db1 ∗ db2, l, 0)
(5) R(db, l, i) ∧ neg(l, l′) ∧R(db, l′, j) ∧ (i > j) → B(db, l)
(6) NIL(nil)
(7) k = (r + l) et (r + l) = k pour tout k ∈ {1, . . . , n} pour tout r ∈ {1, . . . , k} et pour
tout l tel que l = k − r
(8) k > r pour tout k ∈ {1, . . . , n} et pour tout r ∈ {1, . . . , k − 1}
(9) neg(l, l′) ou` l est un litte´ral positif ou ne´gatif du sous-langage de ML utilise´ pour
de´crire le contenu des bases et l′ sa ne´gation
L’axiome (1) permet de lister les litte´raux contenus explicitement dans une base de
croyances primitive. L’axiome (2) dit que si db2 et db1 sont deux bases telles que db2 n’est
pas la base vide (nil), alors si l apparaˆıt i fois dans db1 et j fois dans db2, il apparaˆıt
exactement i + j fois dans le re´sultat de la fusion de db1 et db2. Si la base db2 e´tait nil,
alors l’utilisation de cet axiome n’aurait aucun sens, car on ajoute le nombre d’occurences
du litte´ral dans chacune des bases. L’axiome (3) dit que si db2 est la base nulle, alors si
l est contenu explicitement dans la base primitive db1, il apparaˆıt une seule fois dans le
re´sultat de la fusion de db1 et de db2
2 . L’axiome (4) dit que si db2 est la base nulle, alors
si l n’est pas contenu explicitement dans la base primitive db1, il n’apparaˆıt pas dans le
re´sultat de la fusion de db1 et de db2. L’axiome (5) montre le caracte`re majoritaire de la
fusion : si l apparaˆıt i fois dans db, ¬l apparaˆıt j fois dans db et que i > j alors l est cru
par la base db. L’axiome (6) dit que la base nil est une base de croyances nulle.
Remarquons qu’il y a un nombre fini d’axiomes (7) et (8). On ne conside`re le calcul
sur les entiers que dans les cas qui nous inte´ressent : en particulier, le nombre maximum
d’occurences dans une base de croyances d’un litte´ral est e´gal au nombre de bases de
croyances primitives.
De la meˆme fac¸on, il y a un nombre fini d’axiome (9).
Le re´sultat suivant assure que le me´ta-programme est correct.
Proprie´te´ 8.3.1. Soit l un litte´ral, soit db une base de croyances primitive ou pas. Dans
ce cas, en utilisant la ne´gation par e´chec sur le me´ta-programme META,
(1) PROLOG re´ussit a` prouver B(db, l) ssi |=MF (ψ → Bdbl)
(2) PROLOG e´choue a` prouver B(db, l) ssi |=MF (ψ → ¬Bdb l)
8.4 Spe´cification d’un e´valuateur de requeˆtes
Dans cette section, nous appliquons les re´sultats pre´ce´dents pour spe´cifier un e´valuateur
de requeˆte qui re´pond a` des requeˆtes adresse´es a` plusieurs bases de donne´es. Pour pouvoir
utiliser les re´sultats pre´ce´dents, nous ne conside´rons que les bases de donne´es « e´quivalentes
a` un ensemble de litte´raux de base3 ». Nous verrons dans le chapitre suivant que cette
approche va nous permettre de fusionner des positions e´mises par des agents.
2Les bases de croyances primitives repre´sentent des ensembles de litte´raux, donc chaque litte´ral qui
  appartient  a` une base a exactement une occurrence dans cette base.
3Un litte´ral de base est un litte´ral du type P (a) ou` P est un pre´dicat et a un symbole de constante.
Remarquons que l’on peut e´galement travailler avec des pre´dicats d’arite´ supe´rieure a` 1.
8.4. SPE´CIFICATION D’UN E´VALUATEUR DE REQUEˆTES 111
8.4.1 Bases de donne´es e´quivalentes a` un ensemble de litte´raux de base
Soit LO un langage du premier ordre.
De´finition 8.4.1. Une base de donne´es est une paire DB = 〈EDB, IDB〉 telle que EDB
est un ensemble non vide et fini de litte´raux de base positifs ou ne´gatifs de LO et IDB est
un ensemble fini et cohe´rent de clauses de LO sans symbole de fonction.
On peut noter que les litte´raux de EDB peuvent eˆtre positifs ou ne´gatifs. IDB
repre´sente les contraintes d’inte´grite´ de la base. Chaque base peut donc avoir ses propres
contraintes d’inte´grite´.
De´finition 8.4.2. Soit DB = 〈EDB, IDB〉 une base de donne´es. Soient a1, . . . , an
(respectivement P1, . . . , Pk) les symboles de constantes (respectivement les symboles de
pre´dicats) qui apparaissent dans les formules de EDB ∪ IDB. La base de Herbrand est
l’ensemble de litte´raux positifs e´crits avec les Pi et les aj.
Une interpre´tation de Herbrand de DB est une interpre´tation dont le domaine est
{a1, ..., an}.
Un mode`le de Herbrand de DB est une interpre´tation de Herbrand qui statisfait EDB∪
IDB.
De´finition 8.4.3. Soient HM1, . . . ,HMn les mode`les de Herbrand de EDB ∪ IDB.
Soit L = {l : l est un litte´ral de la base de Herbrand tel que ∃ HMi ∃ HMj
HMi |= l et HMj |= ¬l}
La base de donne´es DB = 〈EDB, IDB〉 est e´quivalente a` un ensemble de litte´raux de
base ssi pour toute conjonction satisfaisable l1 ∧ ... ∧ lm ou` ∀i ∈ {1, . . . ,m} tel que li ∈ L
ou ¬li ∈ L, il existe i0 ∈ {1, . . . ,m} tel que HMi0 |= l1 ∧ ... ∧ lm.
Exemple. Conside´rons DB1 = 〈EDB1, IDB1〉 avec EDB1 = {p(a)} et IDB1 = {¬p(x)∨
¬q(x), p(x)∨ r(x)}. Les mode`les de Herbrand de DB1 sont
4 : {p(a)} et {p(a), r(a)}. On a
L = {r(a)}. On peut ve´rifier que ¬r(a) est satisfait dans le premier mode`le de Herbrand et
que r(a) est satisfait dans le second. Donc DB1 est e´quivalente a` un ensemble de litte´raux.
Conside´rons maintenant DB2 = 〈EDB2, IDB2〉 avec EDB2 = {p(a)} et IDB2 =
{¬p(x) ∨ q(x) ∨ r(x)}. Les mode`les de Herbrand de DB2 sont {p(a), q(a)}, {p(a), r(a)}
et {p(a), q(a), r(a)}. On a L = {r(a), q(a)}. On peut ve´rifier qu’aucun de ces mode`les ne
satisfont ¬q(a) ∧ ¬r(a). Donc DB2 n’est pas e´quivalente a` un ensemble de litte´raux de
base.
Proprie´te´ 8.4.1. Soit DB = 〈EDB, IDB〉 une base de donne´es qui est e´quivalente a`
un ensemble de litte´raux de base. Soient l1, . . . , ln des litte´raux de base de LO tels que
l1 ∨ ... ∨ ln n’est pas une tautologie. Alors,
EDB ∪ IDB |= l1 ∨ ... ∨ ln ssi ∃i0 ∈ {1...n} EDB ∪ IDB |= li0
Ce re´sultat assure que, dans une base de donne´es e´quivalente a` un ensemble de litte´raux
de base, une disjonction de litte´raux de base qui n’est pas une tautologie est de´rivable de la
base de donne´es ssi un de ces litte´raux est de´rivable de la base de donne´es. Cela implique
qu’il n’y a pas de vraies donne´es disjonctives de´rivables de ces bases de donne´es.
4Un mode`le est de´note´ par l’ensemble de ses faits positifs.
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8.4.2 Spe´cification d’un e´valuateur de requeˆtes
Dans cette section, nous utilisons le me´ta-programme de´fini dans la section pre´ce´dente
pour spe´cifier un e´valuateur de requeˆte qui re´pond a` des requeˆtes adresse´es a` plusieurs
bases de donne´es. Les re´ponses calcule´es par l’e´valuateur sont les meˆmes que celles qui
seraient calcule´es par un e´valuateur classique quand la requeˆte est adresse´e a` une base de
donne´es obtenue en fusionnant plusieurs base de donne´es avec une attitude majoritaire.
Cependant, on remarquera que la fusion des bases de donne´es n’est jamais calcule´e.
Le me´ta-programme de´fini dans la section pre´ce´dente suppose que les bases de croyances
sont des ensembles de litte´raux propositionnels positifs ou ne´gatifs. Conside´rer que les
bases de donne´es qui sont e´quivalentes a` un ensemble de litte´raux de base nous permet de
re´utiliser le me´ta-programme : chaque litte´ral de base sera conside´re´ comme un litte´ral pro-
positionnel. Cependant, nous devons e´tendre le me´ta-programme pour prendre en compte
les clauses de IDB.
Extension du me´ta-progamme pour prendre IDB en compte
Nous notons h la fonction qui associe chaque clause de IDB avec un ensemble de
formules de la fac¸on suivante :
h(l1 ∨ . . . ∨ ln) = {(¬l1 ∧ . . .¬li−1 ∧ ¬li+1 . . . ∧ ¬ln) → li, i ∈ {1, . . . , n}}
Dans ce cas, l’axiome (1) du me´ta-programme est remplace´ par les axiomes suivants :
(1.1) EDB(db, l) si le litte´ral de base l appartient a` la partie EDB de la base de donne´e
db
(1.2) IDB(db, f) si la formule f est dans h(c), ou` c est une clause de la partie IDB de db
(1.3) EDB(db, l) → Bexp(db, l)
(1.4) IDB(db, (r → l)) ∧Bconj(db, r) → Bexp(db, l)
(1.5) Bconj(db, nil)
(1.6) Bexp(db, l1) ∧Bconj(db, r1) → Bconj(db, l1 ∧ r1)
Ces axiomes permettent de de´river l’ensemble des conse´quences de chaque base en
tenant compte des contraintes d’inte´grite´.
Proprie´te´ 8.4.2. Soit db = 〈EDB, IDB〉 une base de donne´es telle que IDB n’est pas
re´cursive. Soit l un litte´ral de base. Alors PROLOG prouve Bexp(db, l) ssi EDB∪IDB |= l.
Ce re´sultat assure que, si IDB n’est pas re´cursive, l’axiome (1) peut eˆtre remplace´
par les axiomes (1.1), . . ., (1.6). Donc, en utilisant le the´ore`me 8.1.2, si IDB n’est pas
re´cursive, le me´ta-programme de´fini pour les bases de croyances qui sont des ensembles
de litte´raux propositionnels peut eˆtre utilise´ dans le cas de bases de donne´es du premier
ordre qui sont e´quivalentes a` des ensembles de litte´raux de base.
De´finition des re´ponses
Nous allons utiliser deux types de questions. Nous de´finissons tout d’abord les questions
ferme´es.
De´finition 8.4.4. Soient db1, . . . , dbn n bases de donne´es, chacune d’entre elles e´tant
e´quivalente a` un ensemble de litte´raux. Soit F un litte´ral de base. La re´ponse a` la question
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« F est-il vrai dans la base de donne´es obtenue en fusionnant db1, . . . , dbn » est de´finie
par :
– answer((db1 ∗ . . . ∗ dbn), F ) = OUI ssi PROLOG prouve B((db1 ∗ . . . ∗ dbn), F )
– answer((db1 ∗ . . . ∗ dbn), F ) = NON ssi PROLOG prouve B((db1 ∗ . . . ∗ dbn,¬F )
– answer((db1 ∗ . . . ∗ dbn), F ) =? sinon
On peut remarquer que nous utilisons une approche de type « monde ouvert ». Dans
toute base de donne´es (primitive ou obtenue par fusion d’autres bases), il peut exister une
formule atomique F telle que ni F ni ¬F ne soient de´rivables. Ceci explique pourquoi la
re´ponse ? peut parfois eˆtre retourne´e. D’un point de vue ope´rationnel, cela correspond au
cas pour lequel les deux buts B((db1 ∗ . . . ∗ dbn), F ) et B((db1 ∗ . . . ∗ dbn),¬F ) e´chouent en
temps fini dans PROLOG.
Nous de´finissons maintenant les questions ouvertes.
De´finition 8.4.5. Soient db1, . . . , dbn n bases de donne´es, chacune d’entre elles e´tant
e´quivalente a` un ensemble de litte´raux. Soit F (X) un litte´ral ouvert. La re´ponse a` la
question « quels sont les X qui satisfont F dans la base de donne´es obtenue en fusionnant
db1, . . . , dbn » est de´finie par :
answer((db1 ∗ ... ∗ dbn), F (X)) = {A : tuple de symboles de constantes tel que
PROLOG prouve B((db1 ∗ ... ∗ dbn), F (A))}
8.4.3 Exemple
Conside´rons les trois bases de donne´es suivantes :
db1 = 〈EDB1, IDB〉, db2 = 〈EDB2, IDB〉, db3 = 〈EDB3, IDB〉
avec :
EDB1 = {etudiant(Jean), employe(Louis), self(Philippe), self(Donald),
restaurant(Louis)}
EDB2 = {employe(Philippe), employe(Louis), restaurant(Jean),
restaurant(Henri)}
EDB3 = {etudiant(Jean), employe(Philippe)}
IDB = {∀x etudiant(x) → self(x),∀x employe(x) → restaurant(x),
∀x ¬self(x) ∨ ¬restaurant(x)}
Les contraintes de IDB sont communes a` toutes les bases. IDB contient les contraintes
suivantes : tous les e´tudiants mangent au self service, tous les employe´s mangent au res-
taurant et soit on ne mange pas au self, soit on ne mange pas au restaurant.
On peut remarquer que chaque base de donne´es est e´quivalente a` un ensemble de
litte´raux de base (ici tous les litte´raux sont positifs) et que IDB n’est pas re´cursive. Voila
quelques requeˆtes et les re´ponses ge´ne´re´es par l’e´valuateur de requeˆtes :
Est-ce que Jean est un e´tudiant dans la base obtenue en fusionnant db1, db2 et db3 ?
answer((db1 ∗ db2 ∗ db3), etudiant(Jean)) = OUI
Comme etudiant(Jean) est cru par la majorite´ des bases (db1 et db3), il est cru par le
re´sultat de la fusion de db1, db2 et db3.
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Est ce que Jean n’est pas un employe´ dans la base obtenue en fusionnant db1, db2 et
db3 ?
answer((db1 ∗ db2 ∗ db3),¬employe(Jean)) = OUI
Est ce que Donald est un e´tudiant dans la base obtenue en fusionnant db1, db2 et db3 ?
answer((db1 ∗ db2 ∗ db3), etudiant(Donald)) =?
La seule information que l’on a sur Donald est qu’il mange au self dans db1. On peut
donc juste dire que Donald n’est pas un employe´, mais on ne sait pas s’il est un e´tudiant.
Qui est e´tudiant dans la base obtenue en fusionnant db1 et db2 ?
answer((db1 ∗ db2), etudiant(x)) = ∅
Qui est e´tudiant dans la base obtenue en fusionnant db1, db2 et db3 ?
answer((db1 ∗ db2 ∗ db3), etudiant(x)) = {Jean}
Qui est un employe´ dans la base obtenue en fusionnant db1, db2 et db3 ?
answer((db1 ∗ db2 ∗ db3), employe(x)) = {Philippe, Louis}
Qui mange au self service dans la base obtenue en fusionnant db1, db2 et db3 ?
answer((db1 ∗ db2 ∗ db3), self(x)) = {Jean,Donald}
Qui mange au restaurant dans la base obtenue en fusionnant db1, db2 et db3 ?
answer((db1 ∗ db2 ∗ db3), restaurant(x)) = {Louis, Philippe,Henri}
Est-ce que est un e´tudiant dans la base obtenue en fusionnant db1 et db2 ?
answer((db1 ∗ db2), etudiant(Jean)) =?
8.5 Conclusion
Nous avons de´veloppe´ une logique modale qui permet de raisonner avec le re´sultat de
la fusion de plusieurs bases de croyances. La logique MF posse`de une axiomatique et est
comple`te et valide pour certaines formules inte´ressantes. Nous nous sommes e´galement
inte´resse´s a` des aspects d’implantation et nous avons de´veloppe´ en de´monstrateur auto-
matique pour MF .
L’extension du me´ta-programme servant de de´monstrateur automatique pour MF a`
des bases de donne´es du premier ordre particulie`res nous a e´galement permis de spe´cifier
un e´valuateur de requeˆte. Remarquons que meˆme si les bases pre´sente´es en exemple n’uti-
lisaient que des litte´raux monadiques (i.e. on n’avait que des symboles de pre´dicats d’arite´
1)), on peut utiliser cette approche avec des litte´raux d’arite´ quelconque et pour des bases
de donne´es relationnelles quelconques. Nous allons voir dans le chapitre suivant que nous




Nous allons nous inte´resser dans ce chapitre a` la fusion d’exigences. Nous avons vu
qu’un moyen de re´soudre les conflits entre les diffe´rents participants est de fusionner les
exigences e´mises par ces participants pour proposer un seul ensemble d’exigences cohe´rent.
Bien suˆr, cette me´thode peut sembler « radicale », mais on peut la voir comme un moyen
de proposer un premier ensemble d’exigences aux participants. Libre a` eux ensuite de
reformuler leurs exigences si cela ne leur convient pas.
Dans le chapitre pre´ce´dent, nous avons de´veloppe´ un e´valuateur de requeˆtes pour des
bases de donne´es qui implante une me´thode de fusion majoritaire. Nous allons utiliser
cet e´valuateur pour fusionner des ensembles d’exigences, exprime´es sans position ou avec
position. Nous montrerons comment utiliser e´galement l’e´valuateur de´veloppe´ par Cholvy
dans [31] pour pouvoir affiner cette approche. Ces travaux ont e´te´ pre´sente´s dans [42] et
[43].
9.1 Fusion simple d’exigences
Dans cette section, nous allons nous inte´resser a` la fusion d’exigences exprime´es de fac¸on
non ordonne´e. Chaque ensemble d’exigences est mode´lise´ graˆce a` une base de donne´es.
Nous allons voir que nous pouvons mode´liser les contraintes du domaine en utilisant les
contraintes d’inte´grite´ de chaque base de donne´es.
9.1.1 Mode´lisation des exigences et des contraintes du domaine
Nous supposons que les exigences et les contraintes du domaine vont eˆtre mode´lise´es en
utilisant un langage du premier ordre que nous appelons LO. L’ensemble fini et cohe´rent
des clauses sans fonction de LO qui mode´lisent les contraintes du domaine va eˆtre note´ C.
Nous conside´rons plusieurs ensembles d’exigences, note´s Req1, . . . , Reqn, chacun d’entre
eux e´tant un ensemble de clauses de LO sans fonction et cohe´rent avec C.
Exemple. Cet exemple est tire´ de [55]. Deux personnes e´mettent leurs exigences a` propos
de l’organisation d’une bibliothe`que. La premie`re personne exige que les dictionnaires pour
enfants soient des livres de re´fe´rence et que les livres de re´fe´rence ne soient consultables
que sur place. La seconde personne exige que les dictionnaires pour enfants soient des livres
pour enfants et que les livres pour enfants soient empruntables. Les contraintes du domaine
imposent qu’un livre est soit empruntable soit consultable sur place. On a les ensembles
suivants de formules :
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Req1 = {livre reference (dico enfant),¬livre reference(x) ∨ consulte(x)}
Req2 = {livre enfant (dico enfant),¬livre enfant(x) ∨ emprunt(x)}
C = {¬consulte(x) ∨ ¬emprunt(x)}
Les agents peuvent donc e´mettre des exigences qui ne sont pas des litte´raux de base.
Les variables contenues dans de telles clauses sont quantifie´es universellement.
9.1.2 Modification du me´ta-programme
Nous allons modifier le me´ta-programme META pour pouvoir prendre en compte le
fait que les bases de donne´es peuvent elles meˆme contenir des clauses. Pour cela, nous
remplac¸ons les axiomes (1.1) a` (1.6) de´finis dans la section 8.4.2 par :
(1.1) DATA(x, f) pour tout x ∈ {Req1, . . . , Reqn} et pour toute f ∈ h(y) ou` y ∈ x
(1.2) DATA(x, f) pour tout f ∈ h(x) ou` x ∈ C
(1.3) DATA(rq, l) → Bexp(rq, l) si l est un litte´ral
(1.4) DATA(c, (conj → l)) ∧ CONJ(rq, conj) → Bexp(rq, l) ou` l est un litte´ral et conj
une conjonction de litte´raux
(1.5) CONJ(rq, nil) ou` nil est une constante
(1.6) Bexp(rq, l) ∧ CONJ(rq, conj) → CONJ(rq, l ∧ conj) pour tout litte´ral l et toute
conjonction de litte´raux conj
Nous appelons METAEX le nouveau programme ainsi de´fini.
Pour des facilite´s de notation, nous allons modifier la de´finition des questions ouvertes
et ferme´es dans l’e´valuateur de requeˆtes.
De´finition 9.1.1. Une question ferme´e est une question du type « e´tant donne´ l’ensemble
des exigences obtenu en fusionnant Req1, . . . , Reqn, est-ce que F est re´quis ? » (F est un
litte´ral de base). On note cette question question-fermee(Req1 ∗ . . .∗Reqn, F ) et sa re´ponse
est :
– OUI ssi PROLOG prouve B((Req1 ∗ . . . ∗Reqn), F ) dans METAEX;
– NON ssi PROLOG prouve B((Req1 ∗ . . . ∗Reqn),¬F ) dans METAEX;
– ? sinon.
Une question ouverte est une question du type « e´tant donne´ l’ensemble des exigences
obtenu en fusionnant Req1, . . . , Reqn, quels sont les X tels que F (X) est requis ? ». On la
note question-fermee(Req1 ∗ . . . ∗ Reqn, F (X)) et sa re´ponse est de´finie par :
{A : tuple de symboles de constantes tel que PROLOG prouve B((db1 ∗ ...∗dbn), F (A))}
9.1.3 Exemple
Nous montrons dans cette section comment l’e´valuateur pre´sente´ dans le chapitre
pre´ce´dent peut eˆtre utilise´ pour la fusion d’exigences. Le syste`me que nous conside´rons
ici est une plateforme maritime (par exemple une fre´gate) dont les fonctions sont de deux
types : une fonction de de´fense anti-ae´rienne (AA) et une fonction de de´fense anti-maritime
(AM). Nous conside´rons e´galement qu’il y a trois personnes qui e´mettent des exigences a`
propos des capteurs que doit embarquer la plateforme. Le sce´nario est le suivant :
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– le premie`re personne, appele´e un, exprime le fait que la fonction AA exige un ra-
dar multi-fonction (RMF) et un radar de recherche et de poursuite longue porte´e
(RRPLP) ;
– la seconde personne, appele´e deux, exprime le fait que la fonction AA exige un RMF
et que la fonction AM exige un radar de surface haute fre´quence (RSHF) ;
– la troisie`me personne, appele´e trois, exprime le fait que la fonction AA exige un
capteur de recherche et de poursuite infrarouge (RPI).
Chaque type de capteur requis devra eˆtre embarque´ sur la plateforme.
Premier sce´nario
Supposons que pour certaines raisons (par exemple le couˆt) il n’est pas possible d’em-
barquer a` la fois sur la plateforme un RMF et un capteur RPI. Cela signifie que si
l’on choisit d’embarquer un capteur RPI, il n’est pas possible d’embarquer un RMF et
re´ciproquement.






DATA(c,Requiert(AA, x) → embarque(x))
DATA(c, not(embarque(x)) → not(Requiert(AA, x)))
DATA(c,Requiert(AM,x) → embarque(x))
DATA(c, not(embarque(x)) → not(Requiert(AM,x)))
DATA(c, embarque(RPI) → not(embarque(RMF )))
DATA(c, embarque(RMF ) → not(embarque(RPI)))
Voici quelques requeˆtes et leurs re´ponses ge´ne´re´s par PROLOG.
1. UTILISATEUR : (question-ouverte (un * deux * trois) (embarque x))
REPONSE : (RMF), (RRPLP), (RSHF)
2. UTILISATEUR : (question-fermee (un * deux * trois) (embarque RPI))
REPONSE : NON
La re´ponse a` la premie`re requeˆte signifie qu’e´tant donne´s les trois ensembles d’exi-
gences, on doit embarquer un RMF, un RRPLP et un RSHF.
Remarquons que bien que la troisie`me personne exprime le fait que la fonction AA
requiert un capteur RPI, on ne pas conclure que l’on doit embarquer un capteur
RPI. Plus pre´cisement (cf. la deuxie`me requeˆte), on peut conclure que l’on doit ne
pas embarquer de capteur RPI. C’est une conse´quence des contraintes et l’attitude
majoritaire implante´e pour ge´rer les contradictions : on ne peut pas embarquer a` la
fois un capteur RPI et un RMF, mais deux personnes sur trois exigent d’embarquer
un RMF.
3. UTILISATEUR : (question-ouverte (un * deux * trois) (Requiert x RMF))
REPONSE : (AA)
118 CHAPITRE 9. FUSION D’EXIGENCES
4. UTILISATEUR : (question-fermee (deux * trois) (embarque RMF))
REPONSE : ?
5. UTILISATEUR(20) : (question-fermee (deux * trois) (embarque RPI))
REPONSE : ?
Ces deux dernie`res requeˆtes illustrent le fait que, quand on fait des requeˆtes avec
l’e´valuateur, la fusion des exigences est seulement virtuelle : les ensembles d’exigences
initiaux ne sont pas modifie´s et ainsi on peut faire une requeˆte sur deux des ensembles
d’exigences sur les trois, meˆme si pre´ce´demment on a fait une requeˆte sur les trois
ensembles.
De plus, quand on ne prend en compte que deux et trois, nous ne pouvons pas
conclure si l’on doit ou pas embarquer en capteur RPI ou un RMF. Cela est duˆ a`
l’attitude majoritaire : de trois on peut conclure que l’on doit embarquer un RMF,
mais de deux on doit embarquer un capteur RPI. Ce n’est pas possible a` cause des
contraintes. E´videmment, quand on ne conside`re que deux des e´metteurs d’exigences,
l’attitude majoritaire ne nous permet pas de conclure.
6. UTILISATEUR : (question-ouverte (deux * trois) (embarque x))
REPONSE : (RSHF)
Meˆme si nous ne pouvons pas conclure si l’on doit embarquer un RMF ou un capteur
RPI (cf. les deux requeˆtes pre´ce´dentes), on peut conclure que l’on doit embarquer
un RSHF : en fait deux l’exige et trois ne le contredit pas.
7. UTILISATEUR : (question-ouverte (un * deux * trois) (Requiert AA x))
REPONSE : (RMF), (RRPLP), (RPI)
Cette re´ponse signifie que, quand on conside`re les trois ensembles d’exigences, on
peut conclure que la fonction AA requiert trois types de capteurs : un RMF, un
RRPLP et un capteur RPI. On peut remarquer que cela n’est pas contradictoire
avec les contraintes : en fait AA requiert un RMF et un capteur RPI, mais a` cause
des contraintes, on ne peut pas embarquer les deux a` la fois (plus pre´cisement (cf. la
premie`re requeˆte), on doit embarquer un RMF).
9.1.4 Deuxie`me sce´nario
Supposons maintenant que les contraintes impose´es sur les capteurs sont les suivantes :
– si on embarque un RMF , alors on ne peut pas embarquer un RSHF , un capteur
RPI et un RRPLP ;
– si on embarque un RSHF , un capteur RPI ou un RRPLP , alors on ne peut pas
embarquer un RMF
Le re´sultat obtenu en fusionnant les exigences des trois agents est :
UTILISATEUR : (question-ouverte (un * deux * trois) (embarque x))
REPONSE : (nil)
Dans ce cas, on conclut qu’il n’y a pas de capteurs embarque´s sur la fre´gate. Cela est
du au fait que les contraintes empe`chent l’e´licitation de RMF , LSTR, RSHF ou de RPI,
comme cela est prouve´ par :
UTILISATEUR : (question-ouverte (un * deux * trois) (Requiert AA x))
REPONSE : (RMF), (RRPLP), (RPI)
UTILISATEUR : (question-ouverte (un * deux * trois) (Requiert AM x))
REPONSE : (RSHF)
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Ainsi, tous les capteurs sont requis par le re´sultat de la fusion. Mais a` cause des
contraintes du domaine, l’e´valuateur de requeˆte ne peut pas choisir quel est le type de
capteur a` embarquer sur la fre´gate.
9.2 Fusion d’exigences ordonne´es
Dans la section pre´ce´dente, les exigences des agents ont la meˆme importance : par
exemple, l’agent un exige que la fre´gate embarque un RMF et un RRPLP. Mais il voulait
peut eˆtre exprimer que s’il avait a` choisir entre un RMF et un RRPLP, alors il pre´fe´rerait
embarquer un RMF. Nous allons donc utiliser des positions pour chaque agent (cf. partie
I) pour que les agents puissent ordonner leurs exigences. Les exigences des agents ne seront
exprime´es qu’avec des formules propositionnelles.
Supposons que la position de l’agent un soit Γun = [RMF,RRPLP ]. Supposons
e´galement que les seules variables propositionnelles soient RMF et RRPLP , il y a alors
quatre mondes possibles :
– w1 dans lequel RMF et RRPLP sont vraies ;
– w2 dans lequel RMF est vraie et RRPLP est fausse ;
– w3 dans lequel RMF est fausse et RRPLP est vraie ;
– w4 dans lequel RMF et RRPLP sont fausses ;





ou` pref est une relation binaire sur les mondes qui est contrainte par les proprie´te´s
de transitivite´, de reflexivite´ et d’anti-syme´trie. pref(w1, w2) signifie que le monde w1 est
pre´fe´re´ au monde w2.
Maintenant, on peut exprimer les positions des agents dans notre e´valuateur de requeˆte.
Le programme PROLOG pre´ce´dent peut eˆtre utilise´ pour raisonner avec cet ordre de
pre´fe´rence. Nous utilisons un pre´dicat binaire pref qui exprime un ordre de pre´fe´rence
sur les mondes. Les contraintes habituelles sur les ordres (transitivite´, reflexivite´ et anti-
syme´trie) sont traduites en contraintes sur pref .
Les contraintes sur les exigences qui peuvent eˆtre exprime´es par un seul agent e´metteur
d’exigences ou qui peuvent eˆtre communes a` tous les agents (contraintes de domaine par
exemple) sont traduites en mondes « impossibles », i.e. les mondes qui ne respectent pas
les contraintes sont e´limine´s de la relation. Par exemple, si l’on suppose que la contrainte
impose´e sur la fre´gate est qu’il est impossible d’embarquer a` la fois un RMF et un RRPLP,
alors la position [RMF,RRPLP ] sera traduite en :
pref(w2, w3)
pref(w3, w4)
Le re´sultat du processus de fusion est un pre´ordre sur les mondes. Bien suˆr, ce pre´ordre
peut eˆtre partiel, i.e. des mondes peuvent eˆtre incomparables. Comme toutes les contraintes
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sur les exigences sont exprime´es avant le processus de fusion, nous conside´rons que seuls les
mondes les plus pre´fe´re´s sont inte´ressants : ils caracte´risent les exigences ide´ales obtenues
en fusionnant les positions des agents.
Prenons un exemple qui traite d’exigences ordonne´es. Comme dans la section 9.1.3,
nous conside´rons trois agents qui expriment leurs exigences sur les capteurs qui doivent
eˆtre embarque´s sur la fre´gate. Les trois agents e´mettent les exigences suivantes :
– l’agent un requiert que la fre´gate embarque un MFR et un RRPLP ;
– l’agent deux requiert que la fre´gate embarque un MFR et un RSHF ;
– l’agent trois requiert que la fre´gate embarque un capteur RPI.
Examinons quelques sce´narios a` propos des positions des diffe´rents agents.
9.2.1 Premier sce´nario
Supposons que les positions des agents soient les suivantes :
– Γun = [RMF,RRLPL], ce qui signifie que l’agent un pre´fe´re embarquer RMF plutoˆt
que RRLPL ;
– Γdeux = [RSHF,RMF ], ce qui signifie que l’agent deux pre´fe´re embarquer RSHF
plutoˆt que RMF ;
– Γtrois = [RPI], ce qui signifie que l’agent trois requiert seulement que la fre´gate
embarque un capteur RPI.
Supposons e´galement que l’on ne puisse pas embarquer a` la fois un RMF et un capteur
RPI sur la fre´gate. Dans ce cas, on e´limine tous les mondes qui satisfont RMF ∧ RPI.
Le monde le plus pre´fe´re´ dans ce cas est le monde qui satisfait RMF , RRLPL, RSHF et
¬RPI.
C’est le meˆme cas que le premier sce´nario de la section pre´ce´dente. Nous avons les
meˆmes re´sultats. En fait, l’ordre sur les exigences ne nous apporte aucune information
nouvelle, car nous sommes certains que l’exigence RPI sera e´limine´e dans le processus de
fusion. Toutes les exigences de un et de deux sont satisfaites.
9.2.2 Deuxie`me sce´nario
Supposons que les positions des agents soient les meˆmes que celle du premier sce´nario.
Supposons que si un RMF est embarque´, alors un RRLPL, un RSHF et un capteur RPI ne
peuvent pas eˆtre embarque´s. Enfin, supposons que si un RRLPL, un RSHF ou un capteur
RPI est embarque´, alors un RMF ne peut pas eˆtre embarque´.
En utilisant les positions des agents, le monde le plus pre´fe´re´ dans ce cas est celui qui
satisfait RRLPL, RSHF , RPI et ¬RMF . Comme les agents ont ordonne´ leurs exigences,
les contraintes n’empeˆchent pas l’e´valuateur de requeˆte de de´duire quel type de capteur
doit eˆtre embarque´ contrairement a` la section 9.1.4. En particulier, l’agent deux pre´fe´re
embarquer un RSHF plutoˆt qu’un RMF, ce qui n’est pas contredit par la position de trois,
donc les mondes les plus pre´fe´re´s apre`s la fusion ne satisfont RMF .
Notons que les agents un et deux expriment des exigences qui ne satisfont pas les
contraintes. Cela signifie que les exigences ide´ales e´mises par un et deux ne seront pas
choisies. Mais comme ils expriment une position sur leurs exigences, on peut choisir une
situation moins pre´fe´re´e qu’ils ont e´mise.
9.3. CONCLUSION 121
9.2.3 Troisie`me sce´nario
Supposons que les positions des agents sont :
– Γun = [RMF,RRLPL], ce qui signifie que l’agent un pre´fe´re que l’on embarque un
RMF plutoˆt qu’un RRLPL ;
– Γdeux = [RMF,RSHF ], ce qui signifie que l’agent deux pre´fe´re embarquer un RMF
plutoˆt qu’un RSHF. Notons que l’agent deux a re´vise´ sa position : il pre´fe´re mainte-
nant embarquer un RMF plutoˆt qu’un RSHF ;
– Γtrois = [RPI], ce qui signifie que l’agent trois requiert seulement que la fre´gate
embarque un capteur RPI.
Supposons que les contraintes impose´es sur les exigences soient les meˆmes que dans le
sce´nario pre´ce´dent. Comme dans le sce´nario de la section 9.1.4, le processus de fusion sans
ordre sur les exigences ne peut rien de´duire a` propos des capteurs a` embarquer.
En utilisant les positions des agents, l’e´valuateur de requeˆte conclut que le monde le
plus pre´fe´re´ dans ce cas est le monde qui satisfait RMF , ¬RRLPL, ¬RSHF et ¬RPI.
Comme l’agent deux a re´vise´ sa position sur la fre´gate, on choisit un RMF comme le capteur
a` embarquer sur la fre´gate. Notons que si on embarque un RMF, alors aucun autre capteur
ne peut eˆtre embarque´. Comme les agents un et deux ont choisi RMF comme e´tant leur
exigence prioritaire sur la fre´gate, un RMF est le seul capteur a` eˆtre embarque´.
Remarquons e´galement que dans tous ces exemples, l’e´valuateur de requeˆtes conclut
qu’il n’y a qu’un seul monde le plus pre´fe´re´, mais il peut tre`s bien en avoir plusieurs.
9.3 Conclusion
L’e´valuateur de requeˆtes pre´sente´ pre´ce´demment, base´ sur la logique MF , permet donc
de fusionner selon une approche majoritaire des ensembles d’exigences e´ventuellement
contradictoires. Nous avons montre´ que ces ensembles peuvent eˆtre des ensembles d’exi-
gences sans priorite´, ou bien des ensembles d’exigences avec priorite´. Nous pouvons donc
graˆce aux techniques de fusion majoritaire proposer un ensemble cohe´rent d’exigences aux
diffe´rents participants. Cette me´thode permet d’e´liminer les e´ventuelles incohe´rences entre
exigences. On peut voir cette technique comme un moyen de proposer un consensus entre
les diffe´rents agents. Elle permet de fournir rapidement un ensemble d’exigences cohe´rent
qui peut e´ventuellement servir de point de de´part a` une rene´gociation entre les agents.
L’utilisation d’une logique de fusion majoritaire permet de traiter les agents sur un
meˆme pied d’e´galite´. Or dans une structure de´cisionnelle, les agents n’ont pas force´ment
le meˆme poids : certains peuvent avoir plus d’importance que d’autres. Par exemple, les
exigences e´mises par un service financier sont souvent prioritaires par rapport aux exigences
techniques. Il peut donc eˆtre interessant d’utiliser l’e´valuateur de requeˆte de´veloppe´ par
Cholvy dans [31] pour raisonner sur le re´sultat de la fusion prioritaire de plusieurs bases.
Le principe est simple : on se´pare les diffe´rents agents en clusters de meˆme impor-
tance hie´rarchique. A` l’inte´rieur de ces clusters, on fusionne les exigences des agents de
fac¸on majoritaire pour obtenir les exigences de chaque groupe. Ensuite, on fusionne les
exigences de chaque cluster de fac¸on prioritaire pour respecter la structure hie´rarchique
de l’organisation.





La plupart des e´tudes faites sur l’inge´nierie des exigences s’arreˆtent a` la production
d’un ensemble cohe´rent d’exigences ou a` la construction de me´thodes permettant de ge´rer
les e´ventuels proble`mes d’incohe´rence dans le processus. Or ces exigences de´finissent un
objet qui va eˆtre construit par des agents exe´cutants. Nous pensons que nous inte´resser a`
la phase de « construction » de l’objet peut permettre de de´tecter des impossibilite´s dans
les exigences : il se peut tre`s bien que l’on exige une proprie´te´ sur l’objet mais que l’on
n’ait pas les moyens de la garantir (i.e. on ne dispose pas d’agents exe´cutants capables de
construire un objet respectant cette proprie´te´).
Pour cela, nous allons supposer que nous disposons d’un ensemble d’agents exe´cutants
qui sont charge´s de construire l’artefact a` partir d’un ensemble cohe´rent d’exigences (ce-
lui obtenu apre`s la phase de fusion). Les exigences vont donc devenir des buts pour ces
agents exe´cutants. Le proble`me qui se pose est de pouvoir distribuer cet ensemble de
buts communs sur le groupe d’agents en prenant en compte certaines caracte´ristiques des
agents et plus particulie`rement leurs compe´tences (un agent ne pourra re´aliser un but du
groupe que si celui-ci entre dans son domaine de compe´tence). Nous proposons e´galement
de mode´liser ce processus de distribution comme e´tant centralise´ : chaque agent s’engage
a` re´aliser une ou plusieurs taˆches et communique ses engagements a` une entite´ centrale.
Cette entite´ re´partit ensuite les taˆches de chaque agent en suivant les engagements des
autres agents. On montre que l’on peut introduire a` ce niveau diffe´rentes strate´gies de
distribution suivant les engagements de agents.
Apre`s un rapide e´tat de l’art sur la mode´lisation en logique d’agents rationnels, nous
allons de´finir comment mode´liser chaque agent exe´cutant. Nous reviendrons alors sur les
notions de´ontiques que nous avons pre´sente´es dans la partie I. Enfin, nous pre´senterons un
processus de distribution des buts sur le groupe d’agents exe´cutants et nous montrerons




Logiques pour la mode´lisation
d’agents
Dans ce chapitre, nous allons pre´senter quelques formalismes logiques qui permettent
de mode´liser des agents rationnels. Par agents rationnels, on entend des agents qui ont des
e´tats mentaux propres, comme des croyances a` propos de l’e´tat du monde, des buts ou des
intentions, qui peuvent raisonner sur ces e´tats mentaux et qui agissent en fonction de ceux-
ci. Le but de ces formalismes est donc de pouvoir mode´liser correctement de telles notions,
en particulier de de´finir les liens formels qui existent entre elles. Nous nous inte´resserons
plus particulie`rement a` un aspect « the´orie de la de´cision », puisque nous voulons pouvoir
de´terminer les buts d’un agent a` partir de ses pre´fe´rences et de ses croyances. Par exemple,
si un agent croit qu’il pleut et que s’il pleut il pre´fe´re avoir un parapluie, on devrait pouvoir
en de´duire qu’il va prendre un parapluie (si celui ci est disponible).
La` encore, la logique nous parait eˆtre un formalisme parfaitement adapte´e a` ce type
de mode´lisation : les diffe´rents agents disposent d’un formalisme commun qui permet
d’e´viter tout ambiguite´ sur la signification des termes et on peut facilement raisonner sur
les concepts de´crits.
Nous allons pre´senter deux approches qui ont e´merge´ au cours de ces dix dernie`res
anne´es : les approches de type BDI qui se fondent sur une mode´lisation des croyances,
des de´sirs et des intentions de l’agent et une approche propose´e par Boutilier qui e´tend de
fac¸on qualitative la the´orie de la de´cision classique.
10.1 Approches BDI (Belief / Desire / Intention)
Les formalismes qui attachent une importance particulie`re a` la notion d’intention sont
appele´s architectures BDI. L’intention joue un roˆle pre´ponde´rant dans la de´termination
du comportement d’agents rationnels cherchant a` atteindre leurs buts. Les formalismes de
type BDI cherchent donc a` relier les notions de croyance, de de´sir (ou de but) et d’intention.
En particulier, les intentions ante´rieures que l’agent a adopte´es vont contraindre les actions
futures de l’agent. Des principes sont cre´e´s pour pouvoir gouverner l’interaction entre les
intentions ante´rieures de l’agent et la formation de nouvelles intentions. Par exemple, on
peut conside´rer qu’un agent abandonne une de ses intentions si le but concerne´ a e´te´ atteint
ou qu’il est devenu inatteignable pour une raison quelconque.
Les principaux travaux sur les approches BDI sont ceux effectue´s par Rao et Georgeff
[116, 117], Jennings et Wooldrige [139, 62], Singh [123, 124, 125, 70] ou Cohen et Levesque
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[46]. Nous allons nous inte´resser ici a` l’approche propose´e par Rao et Georgeff dans [116].
La logique de´finie par Rao et Georgeff est une logique multi-modale constitue´e de trois
ope´rateurs modaux : B pour les croyances, G pour les buts et I pour l’intention. On
peut remarquer que l’intention est pour eux un concept de base, alors que chez Cohen
et Levesque [46], l’intention est de´rive´e des autres attitudes mentales. Rao et Georgeff
rejoignent dans ce sens la the´orie de l’intention de Bratman [16].
Ces modalite´s sont relie´es entre elles : ainsi, si une formule ϕ est un but pour un
agent, celui-ci doit croire que ce but est possible (Gϕ→ Bϕ). Cette proprie´te´ est appele´e
proprie´te´ de re´alisme faible. De meˆme, si un agent a` l’intention de re´aliser ϕ, alors ϕ doit
eˆtre un but pour l’agent (Iϕ → Gϕ). Les trois ope´rateurs modaux sont ainsi lie´s par des
relations qui expriment des proprie´te´s que l’on voudrait avoir intuitivement pour un agent
rationnel.
La se´mantique de la logique BDI se fonde sur des mode`les de type branching-time (cf.
par exemple [69] ou la logique CTL). Dans la se´mantique de la logique BDI, la notion
de satisfaction des formules peut eˆtre de deux types : une satisfaction par rapport a` un
e´tat donne´ ou par rapport a` un chemin donne´. La satisfaction par rapport a` un e´tat
donne´ permet de repre´senter les effets des actions et la satisfaction par rapport a` un
chemin donne´ (on ordonne des e´tats line´airement pour pouvoir repre´senter des notions
temporelles) permet de repre´senter des plans ou des combinaisons d’actions pour l’agent.
Pour pouvoir de´terminer le roˆle des intentions premie`res des agents, Rao et Georgeff
de´finissent trois grands types d’agents qui permettent de de´finir les relations entre les
mondes accessibles par l’ope´rateur d’intention et les mondes accessibles par l’ope´rateur de
croyance et de but. Ces types sont :
– les agents blind-committed pour lesquels les intentions premie`res peuvent ne pas
changer meˆme si les croyances ou les buts de l’agent changent ;
– les agents single-minded pour lesquels les intentions de l’agent peuvent changer seule-
ment si les croyances ou les buts de l’agent changent ;
– les agents open-minded pour lesquels les intentions de l’agent changent si les croyances
ou les buts de l’agent changent.
Leur approche permet donc de caracte´riser diffe´rents types d’agents. Ces diffe´rents
types d’agents correspondent a` diffe´rentes strate´gies d’engagement des agents vis-a`-vis de
leurs intentions futures. Nous ne de´velopperons pas ce sujet ici.
10.2 Approche de Boutilier
Dans [13], Boutilier propose une approche logique et qualitative de la the´orie de la
de´cision. La the´orie de la de´cision cherche a` de´terminer pour un agent rationnel quels sont
ses buts connaissant ses croyances sur l’e´tat du monde et ses pre´fe´rences. En the´orie de la
de´cision « classique » (cf. [137]), l’e´tat du monde est repre´sente´ par une distribution de
probabilite´ et les pre´fe´rences de l’agent par une fonction d’utilite´ sur les sorties possibles.
Boutilier utilise quant a` lui la logique CO pour pouvoir repre´senter a` la fois les pre´fe´rences
de l’agent et un ordre sur les mondes possible repre´sentant la normalite´ des diffe´rents
mondes. Un monde w1 est plus normal qu’un monde w2 si, e´tant donne´e une connaissance
incomple`te du monde re´el, on peut dire qu’il y a plus de chances que w1 soit le monde re´el
que w2.
Nous avons vu dans le chapitre 4.2.3 que CO et CO∗ permettent de repre´senter
des pre´fe´rences conditionnelles. Boutilier utilise donc CO pour pouvoir repre´senter les
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pre´fe´rences de l’agent sous forme de formules du type I(α|β). Nous allons maintenant
nous inte´resser a` son mode`le de repre´sentation du monde.
10.2.1 Repre´sentation du monde
L’agent dispose d’une certaine repre´sentation du monde. Cette repre´sentation peut bien
e´videmment eˆtre incomple`te, car l’agent n’est peut eˆtre pas capable de faire les observations
ne´cessaires pour pouvoir de´terminer la valeur de ve´rite´ de tous les atomes repre´sentant
le monde re´el. Dans toute la suite de la section, on conside`re donc un ensemble fini et
cohe´rents de formules propositionnelles qui repre´sente les faits vrais dans le monde connus
par l’agent.
De´finition 10.2.1. On appelle base de croyances un ensemble fini et cohe´rent de formules
propositionnelles. On le note KB.
Boutilier conside`re que les buts d’un agent ne doivent pas eˆtre de´termine´s en fonction
d’un e´tat certain du monde, mais a` partir d’un raisonnement par de´faut qui nous permet
de tirer des conclusions vraisemblables e´tant donne´es des observations partielles du monde
re´el. Par exemple, si l’agent sait qu’il y a des nuages, il peut en de´duire que la situation
ou` il pleut est plus vraisemblable que la situation ou` il y a du soleil. Pour repre´senter
cela, Boutilier utilise de nouveau un pre´ordre sur les mondes, ce pre´ordre repre´sentant la
normalite´ relative des diffe´rents mondes. Il de´finit alors une logique QDT dont les mode`les
sont de´finis ci-apre`s.
De´finition 10.2.2. Un mode`le M de QDT est un tuple :
M = 〈W,≤P ,≤N , val〉
ou` :
– W est un ensemble de mondes possibles ;
– ≤P repre´sente un pre´ordre de pre´fe´rence sur les mondes possibles. Il correspond au
pre´ordre pre´sente´ dans le chapitre 4.2.3 ;
– ≤N est un nouveau pre´ordre sur les mondes possibles qui posse`de les meˆmes pro-
prie´te´s que ≤P , mais qui repre´sente le degre´ de normalite´ des mondes ;
– val est une fonction de valuation sur W.
Ainsi, si l’on conside`re deux mondes w1 et w2, w1 ≤N w2 signifie que le monde w1 est
conside´re´ comme e´tant plus vraisemblable que le monde w2. Si on prend deux variables
propositionnelles p (il pleut) et n (il y a des nuages), on peut par exemple e´crire que
{p, n} ≤N {¬p, n}.
Boutilier de´finit ensuite les ope´rateurs 2P ,
←
2P , 2N et
←
2N comme il a de´fini 2 et
←
2
dans la section 4.2.3 et note :




3N (α ∧2N (α→ β))
α⇒ β signifie donc que β est vraie dans les plus normaux des α-mondes. L’ope´rateur
I(−|−) est de´fini comme dans la section 4.2.3. La se´mantique de ⇒ est donc la meˆme que
celle de l’ope´rateur d’ide´alite´.
Lorsque 2 et 3 n’ont pas d’indice, c’est que l’on conside`re indiffe´remment les ope´rateurs
comme e´tant indice´s par N ou P . L’axiomatique des ope´rateurs de pre´fe´rence 2P ,
←
2P et
des ope´rateurs de normalite´ 2N ,
←
2N est donne´e par :
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Sche´mas d’axiomes
K 2(α→ β) → (2α→ 2β)
K’
←




























Le sche´ma d’axiome PN permet de lier les deux types d’ope´rateurs : une formule
ne´cessairement vraie en terme de normalite´ le sera aussi en terme de pre´fe´rences. Notons
e´galement que l’on peut de´finir QDT ∗ a` partir de QDT de la meˆme fac¸on que l’on a de´fini
CO∗ a` partir de CO.
Boutilier note ensuite :
De´finition 10.2.3. Soit N un ensemble fini et cohe´rent de formules du type α⇒ β.
Cl(KB) = {ϕ : N |= KB ⇒ ϕ}
Cl(KB) repre´sente donc les croyances par de´faut qu’a l’agent du monde re´el. Bien
suˆr, ces croyances peuvent eˆtre fausses : il se peut tre`s bien qu’il y ait des nuages qu’il ne
pleuve pas par exemple. Dans toute la suite, on supposera que Cl(KB) est fini et qu’il est
e´quivalent a` une proposition.
10.2.2 Buts d’un agent
Boutilier peut maintenant de´terminer quels sont les buts de l’agent. Intuitivement, les
buts d’un agent dans une situation donne´e vont correspondre a` des propositions qui sont
vraies dans les mondes les plus pre´fe´re´s. Il faut donc calculer les buts de l’agent apre`s
avoir calculer la fermeture par ⇒ de KB (un agent agit en fonction de ce qu’il croit le
plus normal).
Buts ide´aux
Les buts ide´aux vont repre´senter les propositions vraies dans les meilleures situations
ou` Cl(KB) est vraie. Ces propositions ne vont pas permettre de de´terminer ce que l’agent
va faire, puisque l’on n’a pas encore mode´lise´ la capacite´ de l’agent a` faire quelque chose.
Les buts ide´aux portent donc bien leur nom : ils conside`rent que l’agent peut changer la
valeur de ve´rite´ de n’importe quel atome du langage.
De´finition 10.2.4. Soit M un mode`le. Un but ide´al est une proposition ϕ telle que :
M |= I(ϕ|Cl(KB))
L’ensemble des buts ide´aux de l’agent est note´ Id.
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Exemple. Conside´rons un langage dont les variables propositionnelles sont l (la porte
est laque´e) et p (la porte est ponce´e). Soit l’ensemble de pre´fe´rence P = {I(l), I(¬l|¬p)}
signifiant que l’agent pre´fe´re que la porte soit laque´e et si elle n’est pas ponce´e, l’agent
pre´fe´re que la porte ne soit pas laque´e. On suppose e´galement que N = {c ⇒ p}, i.e. que
normalement, s’il y a des copeaux par terre, la porte est ponce´e.
Comme les pre´fe´rences ne concernent pas la variable c, pour simplifier le proble`me,
nous ne conside´rerons que les mondes qui concernent l et p. Les mondes possibles sont
donc w1 = {l, p}, w2 = {¬l,¬p}, w3 = {l,¬p}, w4 = {¬l, p}.
Du fait de I(l), les situations w1 et w3 peuvent eˆtre les mondes pre´fe´re´s. Mais, a` cause
de I(¬l|¬p), w3 ne peut pas eˆtre le monde le plus pre´fe´re´. Donc w1 est le monde le plus
pre´fe´re´ et on a w1 <P w2, w1 <P w3 et w1 <P w4. De plus, on ne peut pas avoir w3 ≤P w2,
car on a I(¬l|¬p). On a donc w2 <P w3. I(l) et I(¬l|¬p) ne sont donc satisfaites que par
les mode`les de QDT 1 suivants :
M1 w1 ≤P w2 ≤P w3 ≤P w4
M2 w1 ≤P w2 ≤P w4 ≤P w3
M3 w1 ≤P w2 ≤P w4 ≈P w3
M4 w1 ≤P w2 ≤P w4 ≤P w3
M5 w1 ≤P w2 ≈P w4 ≤P w3
M6 w1 ≤P w4 ≤P w2 ≤P w3
Supposons que KB1 = {c} (il y des copeaux par terre et c’est une information connue
par l’agent). Alors Cl(KB1) = {c, p} car c ⇒ p. Les buts ide´aux sont les α tels que
∀M M |= I(α|p). l est donc le but ide´al de l’agent. Comme la porte est ponce´e, il pre´fe´re
qu’elle soit laque´e.
Si maintenant on suppose que KB2 = {¬p} (la porte n’est pas ponce´e), on peut montrer
que le but ide´al est ¬l : comme la porte n’est pas ponce´e, l’agent pre´fe´re qu’elle ne soit pas
laque´e.
Boutilier introduit une notion e´le´gante pour de´terminer quelles sont les conditions
suffisantes pour satisfaire tous les buts ide´aux :
De´finition 10.2.5. Soit ϕ une proposition. ψ est une condition suffisante e´tant donne´s ϕ
et un mode`le M de QDT ssi :






Intuitivement, une condition suffisante ψ nous garantit que l’agent est dans un des
meilleurs ϕ-mondes possibles.
Proprie´te´ 10.2.1. Si ψ est une condition suffisante pour Cl(KB) e´tant donne´ un QDT
mode`le M alors pour tout but ide´al ϕ on a M |= ψ ∧Cl(KB) → ϕ.
CK-buts
Les buts ide´aux sont cense´s repre´senter le fait qu’un agent doit atteindre la meilleure
situation possible en fonction de sa connaissance du monde. Or, cette de´finition est trop
restrictive pour deux raisons :
1En fait, on ne conside`re que des mode`les de QDT ∗ pour des raisons de simplicite´.
132 CHAPITRE 10. LOGIQUES POUR LA MODE´LISATION D’AGENTS
– on ne devrait conside´rer que les e´le´ments de KB qui sont fixe´s : si un agent peut
changer la valeur de ve´rite´ d’un atome vrai dans KB, alors celui-ci ne doit pas
entrer en compte dans le calcul des buts de l’agent. En particulier, comme pour
toute formule ϕ de PROP et pour tout mode`le M de QDT M |= I(ϕ|ϕ), tous les
atomes vrais dans KB deviennent des buts ide´aux ;
– les buts ide´aux repre´sentent des situations pre´fe´re´es que l’agent doit atteindre. Ils
ne repre´sentent pas ce que l’agent doit faire. En effet, un agent peut pre´fe´rer qu’il
pleuve par exemple. Il est tout a fait juste de penser que l’agent n’a aucun controˆle
sur le fait qu’il pleuve. Dans ce cas, il paraˆıt le´gitime de conside´rer « il pleut »
comme e´tant une situation ide´ale, mais pas comme e´tant un but pour l’agent.
Pour raffiner la notion de but, Boutilier introduit un mode`le simple des capacite´s de
l’agent. Il partitionne l’ensemble des variables propositionnelles en deux classes disjointes
C et C qui repre´sentent respectivement les variables S-controˆlables2 par l’agent (dont il
peut changer la valeur de ve´rite´) et les variables S-incontroˆlables par l’agent (dont il ne
peut pas changer la valeur de ve´rite´). Ainsi la variable repre´sentant le fait « l’agent ponce
la porte » peut eˆtre conside´re´e comme S-controˆlable, mais la variable repre´sentant le fait
« il fait beau » est S-incontroˆlable par l’agent. Boutilier e´tend ensuite ces notions aux
propositions :
De´finition 10.2.6. Soit PROP un ensemble de variables propositionnelles. V (P ) est
l’ensemble des distributions de valeurs de ve´rite´ de cet ensemble. Si P et Q sont deux
ensembles disjoints et que v ∈ V (P ) et w ∈ V (Q), alors v;w ∈ V (P ∪ Q) repre´sente
les distributions correspondant aux variables de P et de Q. L’e´le´ment neutre pour ; est la
distribution vide.
De´finition 10.2.7. Une proposition α est S-controˆlable ssi pour tout u ∈ V (C), il existe
v ∈ V (C) et w ∈ V (C) tels que v;u |= α et w;u |= ¬α.
Une proposition α est S-influenc¸able ssi il existe u ∈ V (C), il existe v ∈ V (C) et
w ∈ V (C) tels que v;u |= α et w;u |= ¬α .
α est non-S-influenc¸able ssi elle n’est pas influenc¸able.
Ainsi, si a est S-controˆlable et b est S-incontroˆlable, a ∧ b est S-influenc¸able, mais pas
S-controˆlable. En effet, l’agent ne peut pas changer la valeur de ve´rite´ de a ∧ b si b est
faux, mais par contre, si b est vrai, alors l’agent peut rendre a ∧ b vraie ou fausse suivant
la valeur qu’il donne a` a.
De´finition 10.2.8. Les croyances non S-influenc¸ables d’un agent sont de´finies par UI(KB) =
{α ∈ Cl(KB) : α est non-S-influenc¸able}.
Boutilier de´termine les CK-buts a` partir des propositions non-S-influenc¸ables qui sont
vraies dans Cl(KB). Comme le note Boutilier, lors du calcul de Cl(KB), on conside`re
bien e´videmment toutes les propositions. Ils se peut en effet que l’on ait une re`gle c⇒ p et
que l’agent puisse changer la valeur de ve´rite´ de c mais ne puisse pas changer la valeur de
ve´rite´ de p. Si c ∈ KB, on calculera quand meˆme Cl(KB) en utilisant la re`gle pre´ce´dente.
Les re`gles utilisant le pre´ordre de normalite´ des mondes ne sont pas des re`gles de causalite´
(i.e. le fait d’avoir des copeaux n’est pas une cause du ponc¸age de la porte), mais des
2Nous avons change´ la notation de Boutilier qui appelle les variables de C variables controˆlables. Nous
les appelons S-controˆlables (pour Syme´triques-controˆlables, car si une variable est controˆlable, sa ne´gation
l’est aussi) pour les distinguer des litte´raux controˆlables que nous introduirons dans le chapˆıtre 11.
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re`gles de preuve (i.e. le fait d’avoir des copeaux est normalement une preuve que la porte
a e´te´ ponce´e). En particulier, enlever les copeaux ne va pas changer le fait que la porte
soit ponce´e. Il faut donc bien utiliser les atomes S-controˆlables pour calculer Cl(KB).
Dans un premier temps, Boutilier conside`re que UI(KB) est complet3, i.e. que la valeur
de ve´rite´ de tous les atomes S-incontroˆlables est connue. Sous cette hypothe`se, il de´finit la
notion de CK-but.
De´finition 10.2.9. Soient P un ensemble de pre´fe´rences conditionnelles, N un ensemble
de re`gles par de´faut et KB une base de connaissances telle que UI(KB) est complet. Une
proposition α est un CK-but de´rive´ de P ssi P |= I(α|UI(KB)) et α est S-controˆlable.
Boutilier de´finit l’ensemble des actions « atomiques » ne´cessaires a` la re´alisation des
CK-buts.
De´finition 10.2.10. Soit M un mode`le de QDT . Un ensemble de buts atomiques est un
ensemble de litte´raux A = {l1, . . . , ln} S-controˆlables tels que pour tout CK-but ϕ de M ,
M |= UI(KB) ∧A → ϕ.
Exemple. Reprenons l’exemple pre´ce´dent. Supposons que KB = {c}, il y a donc des
copeaux par terre. En utilisant la re`gle par de´faut c ⇒ p, on peut donc en de´duire que
Cl(KB) = {c, p}. Supposons que l soit la seule variable S-controˆlable par l’agent. Dans
ce cas, UI(KB) = {c, p}. On peut donc en de´duire que {l} est le seul ensemble d’actions
atomiques de l’agent. L’agent a pour but de laquer la porte.
Si l’on suppose maintenant que KB = {¬p}, mais que l’agent controˆle les deux va-
riables l et p (l’agent peut poncer la porte et la laquer). Dans ce cas, UI(KB) = φ, donc
l’ensemble d’actions atomiques de l’agent est {l, p}. Comme l’agent peut poncer la porte,
on ne conside`re plus ¬p pour de´terminer ses buts.
10.2.3 Priorite´ des de´fauts sur les pre´fe´rences
Dans le processus de de´rivations des buts propose´ par Boutilier, on calcule d’abord
la fermeture de KB par les re`gles de de´fauts avant de calculer les buts de l’agent. Im-
plicitement,une certaine priorite´ est donne´e aux de´fauts. En particulier, on ne peut pas
mesurer l’impact sur les buts de l’agent du fait que la re`gle par de´faut utilise´e soit fausse.
La probabilite´ d’avoir une repre´sentation du monde fausse n’est pas utilise´e.
Reprenons l’exemple pre´ce´dent. Supposons que KB = {c} et que p soit S-incontroˆlable.
Dans ce cas, UI(KB) = {c, p} et donc l’agent va avoir pour but de laquer la porte. Mais
si la re`gle de de´faut ne s’applique pas ici (i.e. il y a des copeaux par terre, mais la porte
n’est pas ponce´e), l’agent va laquer la porte alors que celle-ci n’est pas ponce´e.
Pour pouvoir raisonner correctement avec ce formalisme, il faut que les echelles de
pre´fe´rence et de normalite´ soient calibre´es correctement. En regroupant les diffe´rents
mondes en clusters d’utilite´ proche, Boutilier pre´sente une proprie´te´ simple que doivent
ve´rifier les pre´ordres de de´faut et de pre´fe´rence pour pouvoir de´river des buts acceptables.
10.3 Conclusion
Nous avons pre´sente´ dans cette section deux grandes approches pour pouvoir raisonner
avec des agents rationnels : les approches de types BDI et l’approche de Boutilier qui est
3Dans un second temps, Boutilier conside`re que UI(KB) est incomplet, mais nous n’e´tudierons pas ce
cas ici.
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une extension qualitative de la the´orie de la de´cision. Notons qu’il existe d’autres approches
qualitative de la the´orie de la de´cision, comme celle propose´e par Pearl dans [108]. Notons
e´galement que Dastani et al. comparent dans [48] ces deux approches du point de vue de
la the´orie de la de´cision classique.
Notre objectif est de pouvoir mode´liser des agents rationnels qui sont cense´s construire
un artefact de´fini par un ensemble d’exigences. Nous avons vu dans les parties pre´ce´dentes
que l’utilisation de la logique CO nous permet de repre´senter les exigences sous forme de
positions, mais e´galement une re´glementation ou des contraintes du domaine. Nous allons
donc e´tendre l’approche de Boutilier pour pouvoir, a` partir d’un ensemble d’exigences
exprime´es graˆce a` CO, de´terminer les buts de chacun des agents exe´cutants en fonction
de leurs croyances et de leurs pre´fe´rences initiales.
Chapitre 11
Mode´lisation d’agents exe´cutants
Notre premier objectif est de pouvoir mode´liser des agents exe´cutants. Ces agents
sont cense´s eˆtre des agents rationnels, qui ont une certaine connaissance du monde, des
capacite´s a` re´aliser certaines actions et des pre´fe´rences sur les e´tats du monde possibles.
A` partir de ces notions, nous devons eˆtre capable de de´terminer quels sont leurs buts ou
leurs intentions. Nous avons vu que Boutilier propose un mode`le logique de la the´orie
de la de´cision classique qui permet de de´terminer les buts d’un agent en fonction de ses
croyances, de ses capacite´s et de ses pre´fe´rences.
Le formalisme de Boutilier souffre d’un de´faut important (Boutilier l’avait e´galement
remarque´ dans [13]) : le mode`le de capacite´ formalise´ via la notion de S-controˆlabilite´ n’est
pas tre`s re´aliste. Ainsi, si un litte´ral l est S-controˆlable, alors ¬l l’est e´galement. Un agent
ayant la capacite´ de poncer une porte a e´galement la capacite´ de la « de´poncer », ce qui
peut sembler intuitivement incorrect. Nous allons donc nous attacher a` e´tendre ce mode`le
de capacite´ pour pouvoir e´viter de tels cas.
De plus, puisque nous avons montre´ que nous pouvons mode´liser des phrases nor-
matives dans ce formalisme, il nous semble pertinent de pouvoir de´terminer si un agent
exe´cutant viole une obligation exprime´e par une re´glementation. Nous pourrons en parti-
culier mode´liser diffe´rents types d’agents, suivant qu’ils accordent une importance plus ou
moins grande a` la re´glementation.
Nous allons donc dans un premier temps proposer un nouveau mode`le de capacite´
pour les agents, puis nous rede´finirons la notion de but et nous nous inte´resserons ensuite
aux aspects normatifs. Dans toute la suite de la section, PROP repre´sentera un langage
propositionnel et W un ensemble de mondes possibles construit a` partir de PROP .
11.1 Actions et capacite´s
Puisque nous utilisons l’approche de Boutilier pour mode´liser les agents exe´cutants,
nous ne disposons pas d’un ensemble de symboles particuliers qui repre´sentent les ac-
tions disponibles pour l’agent. On ne travaille que sur les mondes possibles. Les actions
disponibles pour l’agent sont donc les suivantes :
– soit il change la valeur de ve´rite´ d’une formule ϕ en utilisant l’action do(ϕ) ;
– soit il conserve la valeur de ve´rite´ d’une formule ϕ en utilisant l’action keep (ϕ) ;
– soit il ne fait rien.
Nous ne nous inte´ressons pas a` la de´finition meˆme des actions (se´quentialite´, pa-
ralle´lisme etc) ni aux proble`mes de causalite´. On suppose juste que l’agent peut changer
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(ou conserver) par une de ses actions la valeur de ve´rite´ d’une formule propositionnelle.
Notons que nous ne voulons pas raisonner sur les actions possibles de l’agent, mais sim-
plement pouvoir de´terminer quels sont les actions disponibles pour l’agent. L’utilisation
de formalismes plus complique´s (cf. [69] par exemple) est donc inutile.
Dans [13], Boutilier propose un mode`le de controˆlabilite´ qui se fonde sur une partition
entre les variables propositionnelles du langage. Dans ce mode`le, si un atome l est S-
controˆlable par l’agent, cela signifie que l’agent peut re´aliser l’action do(l). Comme la
partition est effectue´e sur les variables propositionnelles, si l est controˆlable, alors l’agent
peut e´galement re´aliser l’action do(¬l). Comme nous l’avons pre´cise´, cela peut paraitre
contre-intuitif. Si l’on conside`re que p qui repre´sente le fait qu’une certaine porte est
ponce´e est S-controˆlable par l’agent, alors l’agent a la capacite´ de poncer la porte, mais
e´galement de la de´poncer. Nous allons donc e´tendre le mode`le de S-controˆlabilite´ propose´
par Boutilier afin d’obtenir un mode`le de controˆlabilite´ qui corresponde aux trois types
d’actions que nous avons pre´sente´s ci-dessus. Pour cela, nous partitionnons non pas les
variables propositionnelles du langage en deux classes, mais les litte´raux du langage en
deux classes.
De´finition 11.1.1. On note C l’ensemble des litte´raux controˆlables par l’agent et C l’en-
semble des litte´raux incontroˆlables par l’agent.
On appelle lit(PROP ) l’ensemble des litte´raux de PROP .
Soit L un ensemble de litte´raux. On appelle C(L) l’ensemble C ∩L et C(L) l’ensemble
C ∩ L.
Soit L un ensemble de litte´raux. On appelle ¬L l’ensemble de litte´raux tel que ∀l litte´ral
de PROP l ∈ L ⇔ ¬l ∈ ¬L.
Un litte´ral l est controˆlable ssi :
– a` partir d’un monde ou` l est faux, l’agent peut par une de ses actions arriver dans
un monde ou` l est vrai et ou seul l a change´ ;
– a` partir d’un monde ou` l est vrai, l’agent peut rester dans ce monde, soit en ne
faisant rien, soit en gardant l vrai.
Si l est controˆlable, alors l’agent peut re´aliser les actions do(l) et keep(l). On peut
noter le fait qu’un agent puisse rendre un litte´ral vrai ne suffit pas a` rendre ce litte´ral
controˆlable. Il faut e´galement que l’agent puisse conserver une situation dans laquelle le
litte´ral est vrai.
Nous e´tendons maintenant cette de´finition aux propositions.
De´finition 11.1.2. Soient w ∈ W et w′ ∈ W . Notons w′ − w = {l : w′ |= l, w |=
¬l et l est un litte´ral}. Une proposition ϕ est :
– controˆlable ssi ∀w ∈W w |= ¬ϕ∃w′ ∈W w′ |= ϕ et (w′ − w) ⊆ C ;
– influenc¸able ssi ∃w ∈W w |= ¬ϕ∃w′ ∈W w′ |= ϕ et (w′ − w) ⊆ C.
On dit alors que ϕ est influenc¸able dans w.
– non influenc¸able ssi elle n’est pas influenc¸able.
Un monde w ∈ W est un contexte pour une proposition influenc¸able ϕ ssi ϕ est in-
fluenc¸able dans w ou si w |= ϕ.
Les contextes d’une proposition influenc¸able ϕ vont repre´senter les mondes qui sont
soit un monde qui falsifie ϕ mais « a` partir » duquel l’agent va pouvoir arriver a` un monde
qui ve´rifie ϕ, soit un monde qui ve´rifie ϕ.
Une proposition controˆlable est donc une proposition que l’agent est capable de rendre
vraie a` partir d’un monde ou` elle est fausse en ne changeant que la valeur de ve´rite´ de
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litte´raux controˆlables. Si l’agent est dans un monde ou` une proposition controˆlable est
vraie, l’agent peut rester dans ce monde d’apre`s la de´finition d’un litte´ral controˆlable.
Notons e´galement que si l’on conside`re une proposition controˆlable, tous les mondes sont
des contextes pour celle-ci, car elle est e´galement influenc¸able.
Une proposition influenc¸able est une proposition que l’agent peut rendre vraie a` partir
de certaines situations. Par exemple, si a ∈ C et si b ∈ C alors a∧ b est influenc¸able, mais
pas controˆlable. Comme b n’est pas controˆlable, si b est faux, alors l’agent ne peut pas
rendre a ∧ b vraie, donc a ∧ b n’est pas controˆlable. Par contre, si b est vrai et que a est
faux, l’agent peut rendre a∧ b vraie donc a∧ b est influenc¸able. Les contextes de a∧ b sont
donc dans ce cas {a, b} et {¬a, b}.
On peut remarquer que nous avons respecte´ la classification que Boutilier avait donne´
aux propositions dans [13].
Cette notion de controˆlabilite´ va nous permettre de de´terminer les actions disponibles
pour un agent. Si ϕ est controˆlable et vraie dans un monde qui est un contexte pour ϕ, alors
l’agent peut re´aliser l’action keep(ϕ). Si ϕ est controˆlable et fausse dans un monde qui est
un contexte pour ϕ, alors l’agent peut re´aliser l’action do(ϕ). On peut donc s’affranchir
de la de´finition d’ope´rateurs d’action pour l’agent.
Il est a` noter que d’apre`s la de´finition d’un contexte, on conside`re que l’agent pourra
toujours conserver la valeur de ve´rite´ d’une proposition influenc¸able. On conside`re alors
qu’il peut le faire soit en ne faisant rien, soit en agissant avec keep. Il n’y a donc pas
d’actions exte´rieures ni d’e´volution exte´rieure du monde.
En e´crivant une formule propositionnelle ϕ en DNF minimale, on peut facilement
de´terminer les implicants premiers de la formule. Soient PI(ϕ) l’ensemble des implicants
premiers de ϕ1 et PI(¬ϕ) l’ensemble des implicants premiers de ¬ϕ.
Proprie´te´ 11.1.1. – ϕ est controˆlable par ai ssi ∀U¬ϕ =
⋃
p∈PI(¬ϕ)
p tel que ∀l ∈
lit(PROP ) l ∈ U¬ϕ ⇒ ¬l 6∈ U¬ϕ alors ∃Uϕ ⊆ PI(ϕ) tel que
1. Uϕ 6= φ ;
2. ∀C ⊆ 2lit(PROP ) tel que l ∈ C ⇒ ¬l 6∈ C et U¬ϕ ⊆ C, alors ∃p
′ ∈ Uϕ tel que
Cai(p
′) ⊆ C.




p tel que ∀l ∈ lit(PROP ) l ∈ U¬ϕ ⇒ ¬l 6∈ U¬ϕ ;
2. ∃C ⊆ 2lit(PROP ) tel que l ∈ C ⇒ ¬l 6∈ C et U¬ϕ ⊆ C ;
3. ∃p′ ∈ PI(¬ϕ) tel que Cai(p
′) ⊆ C.
11.2 CK-buts d’un agent
La de´finition d’un CK-but (pour Complete Knowledge but) propose´e par Boutilier est
la suivante : un CK-but est une proposition controˆlable et ide´ale (au sens de I) e´tant
fixe´es les propositions ininfluenc¸ables par l’agent. Avec le nouveau mode`le propose´ dans la
section pre´ce´dente, nous allons raffiner cette de´finition. Les CK-buts vont eˆtre de´termine´s
a` partir des propositions qui sont vraies dans Cl(KB) et pour lesquelles Cl(KB) n’est pas
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un contexte. Cette condition nous garantit que ces propositions resteront vraies quelles
que soient les actions que peut faire l’agent. De plus, un CK-but ne pourra eˆtre qu’une
proposition pour laquelle Cl(KB) est un contexte. En effet, dans ce cas :
– soit la proposition est fausse dans Cl(KB) et l’agent peut changer la valeur de ve´rite´
de la proposition par une de ses actions ;
– soit la proposition est vraie dans Cl(KB) et l’agent peut conserver la valeur de ve´rite´
de la proposition.
On de´finit l’ensemble des propositions non contextuelles de KB de la fac¸on suivante :
De´finition 11.2.1. L’ensemble des propositions non contextuelles de KB est de´fini par :
NC(KB) = {ϕ ∈ Cl(KB) : Cl(KB) n’est pas un contexte pour ¬ϕ}
Les propositions non contextuelles de KB sont bien les propositions telles que Cl(KB)
n’est pas un contexte pour ¬ϕ. En effet, si KB n’est pas un contexte pour ¬ϕ, alors l’agent
ne pourra pas par une de ses actions rendre ϕ fausse. ϕ restera donc vraie quoique fasse
l’agent. On suppose ici que NC(KB) est complet, i.e. que l’agent connaˆıt la valeur de
ve´rite´ de tous les litte´raux pour lesquels Cl(KB) n’est pas un contexte. Remarquons que
Boutilier a e´tudie´ le cas ou` UI(KB)2 n’est pas complet, et qu’il se rame`ne a` des me´thodes
type maximax ou maximin de la the´orie de la de´cision.
De´finition 11.2.2. Soit M un mode`le de QDT . ϕ est un CK-but ssi M |= I(ϕ|NC(KB))
et Cl(KB) est un contexte pour ϕ.
Comme pour les buts ide´aux, on peut de´finir l’ensemble des actions « atomiques »
ne´cessaires a` la re´alisation des CK-buts.
De´finition 11.2.3. Soit M un mode`le de QDT . Un ensemble de buts atomiques est un
ensemble de litte´raux A = {l1, . . . , ln} controˆlables tels que :
– ∀i ∈ {1, . . . , n} Cl(KB) est un contexte pour li ;
– pour tout CK-but ϕ dans M , M |= NC(KB) ∧A → ϕ.
On peut bien suˆr de´finir les ensembles de buts atomiques graˆce a` une condition de
suffisance :
Proprie´te´ 11.2.1. Soit A un ensemble de litte´raux tels que Cl(KB) est un contexte pour
tous ces litte´raux. Alors A est un ensemble de buts atomiques ssi A est une condition
suffisante pour NC(KB).
Exemple. Reprenons l’exemple utilise´ dans la section 10.2. On a un ensemble de pre´fe´rences
P = {I(l), I(¬l|¬p)} et une re`gle de normalite´ N = {c⇒ p}.
Supposons que KB = {¬p} (la porte n’est pas ponce´e) et que l’agent controˆle les deux
litte´raux l et p (l’agent peut laquer la porte et la poncer). ¬p ∈ Cl(KB) et p est controˆlable
donc Cl(KB) est un contexte pour p. On peut donc en de´duire que NC(KB) = φ. Dans
ce cas, les CK-buts potentiels pour l’agent sont l et p. Comme Cl(KB) est un contexte
pour p, p est un CK-but pour l’agent. Cl(KB) est e´galement un contexte pour l, car l est
controˆlable, donc :
– soit la porte n’est pas laque´e et alors l’agent peut la laquer et Cl(KB) est un contexte
pour l ;
2I.e. l’ensemble des variables non-S-influenc¸ables et vraies dans KB.
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– soit la porte est laque´e et alors l’agent peut ne rien faire et la laisser laque´e, et
Cl(KB) est un contexte pour l.
l est donc un CK-but pour l’agent. L’ensemble d’actions atomiques pour l’agent est
donc {l, p}. On peut remarquer que l’on retrouve le meˆme re´sultat qu’avec l’approche de
Boutilier.
Supposons maintenant que l’ensemble de pre´fe´rences soit P = {I(l|p), I(¬l|¬p)} (le
monde ide´al n’est donc plus force´ment un monde ve´rifiant l). Supposons que l’agent controˆle
toujours l et p, et que KB = {p}. Dans ce cas, comme l’agent ne controˆle pas ¬p, Cl(KB)
n’est pas un contexte pour ¬p, donc NC(KB) = {p}. On peut donc en de´duire que l’en-
semble des buts atomiques pour l’agent est {l, p} : il « doit » conserver la porte ponce´e et
la laquer. Remarquons qu’en utilisant le formalisme de Boutilier, dans ce cas UI(KB) = φ
car p est controˆlable, donc les seuls CK-buts que l’on peut de´duire sont p→ l et ¬p→ ¬l.
Notre formalisme permet donc de repre´senter plus pre´cisement le processus de de´cision de
l’agent.
11.3 Raisonnement normatif
Dans cette section, nous allons tout d’abord nous inte´resser a` un aspect normatif
particulier : les Contrary-to-Duties (cf. chapitre 3). Nous avons en effet vu que Jones
et Carmo proposent dans [22] un formalisme permettant de raisonner avec des CTDs
utilisant un mode`le des capacite´s et des de´cisions d’un agent. Nous montrons dans cette
section que nous pouvons faire de meˆme en utilisant le formalisme pre´sente´ dans les sections
pre´ce´dentes et que notre adaptation respecte les postulats de Carmo et Jones3.
Le formalisme de Carmo et Jones repose sur la capacite´ de de´river deux types d’obli-
gations : des obligations ide´ales et des obligations effectives. Les obligations ide´ales ne
de´pendent pas des de´cisions de l’agent alors que les obligations effectives sont calcule´es en
fonction de ce que l’agent a de´cide´ de faire ou de ne pas faire. On peut remarquer tout
de suite qu’il y a un paralle`le intuitif entre ces notions et les notions de but ide´al et de
CK-but. Nous allons nous attacher dans la suite a` montrer que nous pouvons utiliser les
notions de but ide´al et de CK-but pour de´river des obligations ide´ales et effectives.
Nous montrerons ensuite que nous pouvons utiliser ces notions avec les autres types
de normes de´finis dans le chapitre 5, puis nous de´finirons la notion de responsabilite´ d’un
agent.
11.3.1 De´rivation d’obligations ide´ales et effectives
Pour pouvoir de´river des obligations ide´ales et effectives, nous avions propose´ dans
[34, 36, 38] d’e´tendre le mode`le de controˆlabilite´ propose´ par Boutilier en introduisant les
notions suivantes :
– les propositions vraies et ininfluenc¸ables qui correspondent aux propositions ne´cessaire-
ment vraies inde´pendamment de l’agent dans le formalisme de Carmo et Jones ;
– les propositions controˆlables et fixe´es qui correspondent aux propositions ne´cessaire-
ment vraies du fait de l’agent dans le formalisme de Carmo et Jones ;
– les propositions controˆlables et non fixe´es qui correspondent aux propositions possi-
blement fausses du fait de l’agent dans le formalisme de Carmo et Jones.
3Nous discuterons lors de la conclusion de la validite´ de ces postulats.
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Munis de ces trois de´finitions, nous pouvions alors de´terminer des obligations ide´ales
et effectives. Il nous parait plus judicieux maintenant que nous posse´dons un mode`le de
l’agent nous permettant de de´river quels sont ses buts d’utiliser ce mode`le pour de´terminer
les de´cisions de l’agent plutoˆt que d’utiliser une distinction syntaxique comme nous l’avions
fait pre´ce´demment. Pour cela, nous conside´rons trois ensembles :
– R un ensemble de formules de CO qui repre´sente un ensemble de positions norma-
tives.
Par exemple, on pourra avoir R = {I(¬c), I(p|c), I(¬p|¬c)} qui repre´sente les posi-
tions normatives suivantes :
– il ne doit pas y avoir de chien ;
– s’il y a un chien, il doit y avoir un panneau ;
– s’il n’y a pas de chien, il ne doit pas y avoir de panneau.
– P un ensemble de formules de CO qui repre´sente les pre´fe´rences de l’agent conside´re´.
Par exemple, on pourra avoir P = {I(c)} qui repre´sentent le fait que l’agent pre´fe´re
qu’il y ait un chien ;
– N un ensemble de formules de QDT qui repre´sente les re`gles de de´fauts qu’a l’agent
a` propos du monde.
Par exemple, on pourra avoir N = {c⇒ p} qui repre´sente le fait que normalement,
s’il y a un chien, il y a un panneau.
A partir de ces trois ensembles, nous allons pouvoir de´terminer dans un premier temps
les ensembles d’actions atomiques de l’agent. Ces actions vont repre´senter les « de´cisions »
de l’agent et vont donc remplacer la notion de proposition influenc¸able et fixe´e.
Dans un second temps, nous allons pouvoir de´river les obligations ide´ales et effectives
de l’agent en utilisant le proce´de´ de´crit dans [36].
Pour cela, il nous faut spe´cifier dans un premier temps quels sont les ensembles repre´sen-
tant l’e´tat du monde qui nous inte´resse. On conside`re bien suˆr que l’agent peut avoir une
repre´sentation incomple`te du monde, en particulier des propositions dont il ne peut pas
changer la valeur de ve´rite´.
Par contre, nous conside´rons que pour pouvoir de´terminer les obligations ide´ales et
effectives qui s’imposent a` l’agent, nous avons besoin de connaˆıtre la valeur de ve´rite´ de
tous les atomes du langage. On introduit donc deux ensembles :
De´finition 11.3.1. Soit KBN une valuation comple`te des atomes de PROP . KBN est
repre´sente´ sous la forme {a1, a2, . . . , an}. L’e´tat du monde pour l’agent est un ensemble
KB tel que KB ⊆ KBN .
L’ensemble des actions atomiques de l’agent va repre´senter les de´cisions que l’agent a
pris en fonction de ses pre´fe´rences et de sa connaissance (peut-eˆtre partielle) du monde.
De´finition 11.3.2. On appelle Dec l’ensemble des actions atomiques de l’agent de´rive´ a`
partir de P, de N et d’un e´tat KB du monde suivant le proce´de´ explique´ en section 11.2.
On remarquera que comme pre´ce´demment, on conside`re que l’agent a une connaissance
comple`te (au sens donne´ dans la section 11.2) du monde.
De´finition 11.3.3. NCa(KBN ) = Dec ∪NC(KBN )
NCa(KBN ) (l’indice a correspond a` l’agent) va donc contenir les litte´raux qui sont vrais
dans Dec et les litte´raux vrais dans KBN que l’agent ne peut pas modifier. Remarquons
que NCa(KBN ) est consistant car les litte´raux contenus dans NC(KBN) ne peuvent
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pas appartenir a` Dec. On peut e´galement remarquer que cette consistance est e´galement
obtenue dans le cas ou` KB 6⊆ KBN (i.e. l’agent a une repre´sentation du monde qui est
diffe´rente de la re´alite´). En effet, si on suppose qu’il existe un litte´ral l tel que l ∈ Dec,
alors cela signifie que l est controˆlable et dans ce cas ¬l 6∈ NC(KB) d’apre`s la de´finition
11.2.1.
Nous de´finissons ensuite les obligations ide´ales, effectives et les violations :
De´finition 11.3.4. – les obligations ide´ales de l’agent sont de´finies par :
Oi ≡def {Oi(ϕ) : R |= I(ϕ|NC(KBN )) et KBN est un contexte pour ϕ}
– les obligations effectives de l’agent sont de´finies par :
Oa ≡def {Oa(ϕ) : R |= I(ϕ|NCa(KBN )), KBN est un contexte pour ϕ}
– les violations sont de´finies par :
viol(ϕ) ≡def Oi(ϕ) et ` KBN → ¬ϕ
Contrairement a` ce qui a e´te´ fait dans [36], les obligations effectives portent e´galement
sur des propositions qui peuvent eˆtre controˆlables et fixe´es. On conside`re donc ici que
l’agent est oblige´ de respecter ses de´cisions. Ceci est normal, puisqu’on se sert de ses
de´cisions (i.e. de Dec) pour calculer ses obligations effectives. On peut remarquer que
dans [22], Carmo et Jones ne peuvent pas de´river ce genre d’obligation : une obligation
effective porte sur une proposition que l’agent n’a pas « fixe´e ».
Proprie´te´ 11.3.1. Le formalisme propose´ ici respecte les postulats de Carmo et Jones.
Il suffit juste de ve´rifier qu’on ne peut pas de´river d’idiotie pragmatique avec ce forma-
lisme. Dans le sce´nario du chien, l’idiotie pragmatique revient a` de´river qu’il est obligatoire
de ne pas avoir de chien et obligatoire d’avoir un panneau. Si l’on essaye de de´river une
obligation en utilisant ¬c, alors comme le monde {¬c,¬p} est pre´fe´re´ au monde {¬c, p},
on de´rivera une obligation de ne pas avoir de panneau. Si l’on essaye de de´river une obli-
gation en utilisant p, on ne pourra pas deriver d’obligation de ne pas avoir de chien, car
les mondes {c, p} et {¬c, p} sont incomparables. On e´vite donc l’idiotie pragmatique.
Exemple. Reprenons l’exemple du chien donne´ dans [36]. On a donc R = {I(¬c), I(p|c),
I(¬p|¬c)}. On peut e´galement supposer que N = {c ⇒ p}, i.e. l’agent suppose que nor-
malement, s’il y a un chien, il y a un panneau.
Supposons que KBN = {c, p}, i.e. il y a un chien et un panneau. Supposons e´galement
que KB = {p} : l’agent sait qu’il y a un panneau, mais ne sait pas qu’il y a un chien.
Supposons enfin que c, ¬c, p et ¬p soient controˆlables.
Si P = {I(c)}, alors Dec = {c} : l’agent a de´cide´ de garder son chien. On peut
remarquer que l’agent n’a rien de´cide´ a` propos du panneau (p est alors controˆlable et non
fixe´e en utilisant le formalisme de [36]).
Dans ce cas, on de´rive facilement Oi(¬c) et Oi(¬p). De plus, on a viol(¬c) et viol(¬p) :
les obligations de ne pas avoir de chien et de panneau sont toutes les deux viole´es.
Par contre, on a NCa(KBN ) = {c}, car Dec |= c. Donc on peut en de´duire deux obli-
gations effectives qui sont Oa(p) et Oa(c) : l’agent est oblige´ de garder son chien (puisqu’il
l’a de´cide´) et le panneau.
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Si P = {I(¬c)}, alors Dec = {¬c} : l’agent a de´cide´ de se de´barrasser de son chien.
Dans ce cas, on a toujours les meˆmes obligations ide´ales et elles sont toutes les deux
viole´es. NCa(KBN ) = {¬c}, donc l’agent a l’obligation effective de se de´barrasser du
chien et d’enlever le panneau.
On peut voir maintenant les obligations ide´ales comme e´tant les obligations impose´es
par une autorite´ exte´rieure et les obligations effectives e´tant les obligations de´termine´es
suivant les de´cisions de l’agent. Ces obligations peuvent en particulier correspondre a` des
cas de´grade´s de re´glementation (cf. les CTDs). Plus pre´cisement, les obligations effectives
correspondent a` des obligations que l’agent s’impose a` lui-meˆme (de par ses de´cisions). En
particulier, l’agent aura pour obligation effective de « re´aliser » toutes ses de´cisions.
11.3.2 Application aux autres normes
Le formalisme pre´sente´ dans la section pre´ce´dente pour raisonner avec des CTDs peut
aussi s’appliquer aux autres types de normes que nous avions de´finis dans le chapitre
5. Rappelons que nous avons pre´sente´ deux autres types de normes : les normes non
conditionnelles et les normes avec exception. Pour ces deux types de normes, il n’y a pas
besoin de de´finir des obligations effectives, puisqu’il n’existe qu’un seul niveau d’obligation,
contrairement aux CTDs.
Normes non conditionnelles
Les normes non conditionnelles sont des formules du type I(α|>) signifiant que α
est obligatoire quelque soit le contexte. Dans ce cas, toute formule de ce type peut eˆtre
interpre´te´e comme e´tant une obligation ide´ale.
De´finition 11.3.5. Soit R un ensemble de normes non conditionnelles. Les obligations
ide´ales de l’agent par rapport a` R sont de´finies par :
Oi ≡def {Oi(ϕ) : R |= I(ϕ) et KBN est un contexte pour ϕ}
On remarquera que l’on conside`re encore les formules dont l’agent peut changer la
valeur de ve´rite´ (i.e. pour lesquelles KBN est un contexte). En effet, seules les obligations
concernant des formules dont l’agent peut changer la valeur de ve´rite´ nous inte´ressent,
pour pouvoir de´terminer s’il est « responsable » d’une violation.
Remarquons e´galement que l’ope´rateur I n’est pas clos par la re`gle de normalite´ ⇒ :
si on a I(α) et α ⇒ β, alors on n’a pas I(β) (en effet, les deux ope´rateurs sont de´finis a`
partir de pre´ordres inde´pendants). C’est intuitivement correct.
Normes avec exception
Les normes avec exception sont des cas plus difficiles a` ge´rer : elles de´pendent en effet du
contexte. Par exemple, on peut avoir I(α) qui pre´cise que α est obligatoire, mais e´galement
¬I(α|β) qui signifie que si β est vraie, alors α n’est plus obligatoire. On est donc oblige´
avec ces types de normes d’utiliser KBN pour de´terminer si une obligation est en vigueur
ou pas.
De´finition 11.3.6. Soit R un ensemble de normes avec exception. Les obligations ide´ales
de l’agent par rapport a` R sont de´finies par :
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Oi ≡def {Oi(ϕ) : R |= I(ϕ|NCa(KBN )) et KBN est un contexte pour ϕ}
Pour de´river des obligations ide´ales a` partir d’un ensemble de normes avec exception,
on utilise le meˆme principe que pour les CTDs. Cela est normal, car on doit tenir compte
du contexte, en particulier des formules dont l’agent ne peut pas changer la valeur de
ve´rite´, pour de´river des obligations a` partir d’obligations avec exception.
Le principal proble`me qui se pose avec cette approche, c’est que nous ne de´rivons
pas les obligations ide´ales de la meˆme fac¸on suivant le type de norme conside´re´. Il faut
partitionner les phrases normatives en trois ensembles : les obligations non conditionnelles,
les obligations avec exception et les Contrary-to-Duties.
11.3.3 Responsabilite´s
Pour l’instant, nous ne sommes capables que de de´terminer les obligations ide´ales et
effectives de l’agent et quelles sont les obligations qui ont e´te´ viole´es. Il serait e´galement
inte´ressant de pouvoir de´terminer si l’agent est responsable de la violation d’une obligation.
Par de´termination des responsabilite´s, nous n’entendons pas pouvoir de´terminer qui est la
cause de la violation d’une obligation, mais si l’agent, de par ses de´cisions, fera perdurer
une violation d’une obligation ide´ale. On peut voir cette notion comme une responsabilite´
« future ». Par exemple, dans l’exemple pre´ce´dent, comme l’agent a de´cide´ de garder le
chien, on peut conside´rer qu’il sera responsable de la violation de Oi(¬c) si le chien reste.
De´finition 11.3.7. L’agent est responsable de la violation d’une obligation ide´ale Oi(ϕ)
(note´ Resp(ϕ)) ssi viol(ϕ) est vraie et Dec |= ¬ϕ).
On suppose bien suˆr que les agents vont respecter leurs obligations effectives. Par
exemple, dans l’exemple pre´ce´dent, si l’agent a de´cide´ de garder son chien, il est tenu pour
responsable de la violation de Oi(¬c).
Un proble`me peut se poser dans ce proce´de´ de de´termination des responsabilite´s lorsque
l’agent n’a pas une connaissance comple`te du monde, en particulier des propositions qu’il
ne controˆle pas. Il se peut en effet dans ce cas qu’un agent prenne des de´cisions en fonction
d’un e´tat du monde qui est faux. Mais meˆme dans ce cas, nous conside´rons que l’agent est
responsable de la violation de l’obligation ide´ale.
11.3.4 Position de l’agent vis-a`-vis de la re´glementation
Nous avons suppose´ jusqu’a` pre´sent que l’agent avait une attitude neutre par rapport
a` la re´glementation : il ne calculait ses buts qu’en fonction de ses pre´fe´rences. On peut
tre`s bien imaginer un agent qui calcule ses buts en tenant compte de la re´glementation,
en la privile´giant par exemple. Si l’on conside`re une re´glementation R et un ensemble de
pre´fe´rences P ′ de l’agent, on peut distinguer trois attitudes :
– e´goiste qui correspond au cas e´tudie´ pre´ce´demment, i.e. P = P ′. L’agent prend ses
de´cisions inde´pendamment de la re´glementation ;
– vertueux qui correspond a` un agent qui prendra ses de´cisions en privile´giant la
re´glementation. Pour obtenir P, on fusionne4 R et P ′ en donnant la priorite´ a` R ;
4Par fusion de deux ensembles de formules de CO, on entend les mode`les obtenus par fusion des mode`les
de chacun des ensembles.
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– neutre qui correspond a` un agent qui prendra ses de´cisions en privile´giant ses pre´fe´ren-
ces, mais qui respectera la re´glementation si c’est possible. Dans ce cas, P est obtenu
en fusionnant R et P ′ en donnant priorite´ a` P ′.
Le fait d’utiliser un formalisme commun (CO) pour exprimer a` la fois une re´glementation
et des pre´fe´rences nous permet donc de qualifier l’attitude de l’agent vis-a`-vis de la
re´glementation dans le processus de de´termination de ses buts.
11.4 Conclusion
Nous avons de´veloppe´ un mode`le d’agent exe´cutant simple, qui permet de de´terminer
quels sont les CK-buts d’un agent a` partir de ses pre´fe´rences, de sa connaissance du monde
et de ses compe´tences. Nous nous sommes e´galement inte´resse´s aux aspects normatifs en
nous avons en particulier montre´ que notre formalisme re´pond aux crite`res e´mis par Carmo
et Jones pour raisonner avec des normes de types Contrary-to-Duty. Nous allons main-




Notre objectif dans ce chapitre est de formaliser la notion de distribution d’exigences.
Nous conside´rons que nous disposons d’un ensemble d’exigences cohe´rent exprime´ avec
CO qui repre´sente les proprie´te´s que doit satisfaire l’artefact a` construire et d’un ensemble
d’agents exe´cutants posse´dant leurs propres capacite´s et leurs propres pre´fe´rences. Le pro-
cessus de distribution doit eˆtre vu comme un processus ge´re´ par une autorite´ centrale qui
dispose de toutes ces donne´es. Cette autorite´ doit alors affecter a` chaque agent exe´cutant
un certain nombre de taˆches qui sont cense´es valider une partie des exigences. Ces taˆches
sont de´termine´es en fonction des compe´tences de chacun des agents, mais e´galement de
ses engagements et de celui des autres agents.
Intuitivement, l’autorite´ centrale dispose de l’ensemble d’exigences, des compe´tences
et des engagements des agents. A` partir de ces notions et de strate´gies que nous de´finirons
dans la suite du chapitre, elle peut affecter a` chaque agent une ou plusieurs taˆches de´pendant
des engagements des autres agents et de ses propres engagements. Par exemple, si l’on est
dans une optique ou` l’on cherche a` minimiser le nombre d’agents effectuant la meˆme taˆche,
si un agent s’engage a` re´aliser un taˆche, on peut conside´rer que les autres agents ayant
e´galement la capacite´ de re´aliser cette taˆche peuvent en eˆtre dispense´s.
Remarquons que nous nous affranchissons des proble`mes de communication pouvant
exister entre les diffe´rents agents exe´cutants. En particulier, nous n’e´tudions pas les cas
de ne´gociations entre des agents exe´cutants qui partagent des ressources communes (cf.
[81, 82, 64]). Ces proble`mes sont occulte´s par la pre´sence de l’entite´ centrale qui re´git le
processus de distribution.
Dans ce chapitre, nous allons tout d’abord e´tendre le mode`le d’agent exe´cutant pro-
pose´ dans le chapitre pre´ce´dent a` un groupe d’agents, puis nous nous inte´resserons a`
la de´termination des buts effectifs de chaque agent et enfin nous de´taillerons quelques
strate´gies et la manie`re de les combiner. Une partie de ces travaux ont e´te´ pre´sente´s dans
[59], [61], [35] et [39].
Nous conside´rons que nous disposons d’un ensemble fini d’agents exe´cutants note´ A =
{a1, . . . , an}. Pour chacun des agents ai du groupe, on connait l’ensemble Cai des litte´raux
controˆlables par l’agent. Dans toute la suite du chapitre, nous conside´rons e´galement que
nous disposons d’un ensemble Σ de formules de CO repre´sentant les pre´fe´rences impose´es
au groupe d’agents traduisant les exigences finales concernant l’objet a` construire.
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12.1 Extension au cas multi-agents
Supposons que nous ayons le scenario suivant qui concerne l’e´tat d’une porte. On
dispose d’un groupe de deux agents {a1, a2}. Les pre´fe´rences que nous imposons au groupe
sont les suivantes :
– si la porte est ponce´e, on pre´fe´re que la porte soit laque´e mais pas recouverte de
papier ;
– si la porte n’est pas ponce´e, on pre´fe´re qu’elle soit recouverte de papier, mais pas
laque´e.
La mode´lisation en formules de CO de ce sce´nario est la suivante : Σ = {I(l∧¬r|p), I(r∧
¬l|¬p)}.
Si l’on reprend le formalisme pre´sente´ dans le chapitre pre´ce´dent, pour pouvoir de´terminer
les CK-buts du groupe {a1, a2}, il faut connaitre les propositions influenc¸ables par le groupe
d’agents. Nous devons donc en premier lieu e´tendre la notion de controˆlabilite´ d’un litte´ral
a` un groupe d’agents a` partir de la controˆlabilite´ individuelle de chacun des agents. Nous
de´terminerons alors quels sont les CK-buts du groupe d’agents.
12.1.1 Extension de la controˆlabilite´
Pour chacun des agents, nous avons partitionne´ les litte´raux de PROP en deux classes :
les litte´raux controˆlables par l’agent et les litte´raux incontroˆlables par l’agent. Nous allons
e´tendre cette proposition au cas multi-agents en e´mettant deux hypothe`ses a` propos des
domaines de controˆlabilite´ des agents. La premie`re hypothe`se que nous faisons exprime le
fait que tout agent controˆle au moins un litte´ral (sinon cet agent n’est pas a` proprement
parler un agent exe´cutant) :
Hypothe`se 12.1.1. ∀ai ∈ A Cai 6= φ
La seconde hypothe`se que nous faisons porte sur les domaines de controˆlabilite´ des
agents :
Hypothe`se 12.1.2. Les domaines de controˆlabilite´ des agents ne sont pas force´ment
disjoints.
Il se peut tre`s bien que deux agents diffe´rents soient compe´tents pour re´aliser la meˆme
action. Ils entrent alors en « concurrence » pour re´aliser cette action.
On peut alors chercher a` relier les notions de propositions controˆlables, influenc¸ables ou
non-influenc¸ables par un agent a` la notion de proposition controˆlable ou non-controˆlable
par un groupe d’agents.
De´finition 12.1.1. Soit lit(PROP ) l’ensemble des litte´raux du langage. L’ensemble des
litte´raux controˆlables par le groupe d’agents est C =
⋃
ai∈A
Cai et l’ensemble des litte´raux
non-controˆlables par le groupe d’agents est C = lit(PROP )− C.
L’extension aux propositions est la meˆme que dans la de´finition 11.1.2.
Prenons un exemple : un groupe d’agents {a1, a2} est tel que p soit controˆlable par
a1 et que r soit controˆlable par a2. Quelle est la « controˆlabilite´ » de la proposition
(p ∨ q) ∧ (r ∨ s) ?
Dans ce cas, comme p est controˆlable par a1 et r est controˆlable par a2, (p∨ q)∧ (r∨ s)
est controˆlable par {a1, a2}. En effet, les mondes qui vont falsifier a2, (p∨ q)∧ (r ∨ s) sont
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des mondes qui vont ve´rifier ¬p ou qui vont ve´rifier ¬r. Comme p et r sont controˆlables
par le groupe {a1, a2}, le groupe pourra toujours rendre ou garder p et q vraies.
Par contre, (p∧q)∨ (r∧s) est seulement influenc¸able : les mondes qui ve´rifient ¬q∧¬r
ne sont pas des contextes pour (p ∧ q) ∨ (r ∧ s). Les contextes de (p ∧ q) ∨ (r ∧ s) sont
les mondes qui ve´rifient (q ∨ r) ∧ (¬p ∨ ¬s). En effet, a` partir des mondes qui ve´rifient
(q∨ r)∧ (¬p∨¬s), on va pouvoir rendre (p∧ q)∨ (r∧ s) vraie en rendant p vraie et r vraie.
12.1.2 CK-buts du groupe d’agents
Comme nous avons de´fini la notion d’influenc¸abilite´ d’une proposition par le groupe
d’agents A, nous pouvons introduire la notion de CK-buts pour A. Il nous faut pre´ciser
deux e´le´ments : la de´finition de KB et celle de NC(KB).
La de´finition deKB dans le cas multi-agents est de´licate. Pour un agent, KB repre´sente
les croyances qu’il a a` propos du monde re´el. Il se peut donc tre`s bien que deux agents
aient des croyances contradictoires et donc des KB diffe´rents. Dans ce cas, il parait difficile
de de´terminer un ensemble de croyances cohe´rent pour l’ensemble des agents du groupe1.
Nous allons donc supposer que tous les agents de A ont la meˆme repre´sentation du monde.
Hypothe`se 12.1.3. Les agents de A ont la meˆme repre´sentation du monde. Cette repre´sen-
tation du monde est caracte´rise´e par un ensemble fini et cohe´rent de formules proposition-
nelles note´ KB.
Le groupe d’agent a une repre´sentation du monde qui est e´galement KB.
Nous pouvons maintenant de´finir l’ensemble des propositions non contextuelles de KB
de la fac¸on suivante (la de´finition est identique au cas mono-agent) :
De´finition 12.1.2. L’ensemble des propositions non contextuelles de KB est de´fini par :
NC(KB) = {ϕ ∈ Cl(KB) : KB n’est pas un contexte pour ¬ϕ}
Comme dans le cas mono-agent, on supposera ici que l’agent connaˆıt la valeur de
ve´rite´ de tous les litte´raux pour lesquels Cl(KB) n’est pas un contexte. La de´finition d’un
CK-but pour A est donne´e ci-apre`s :
De´finition 12.1.3. ϕ est un CK-but pour A ssi Σ |= I(ϕ|NC(KB)) et KB est un contexte
pour ϕ par rapport a` A.
Il faut pouvoir maintenant de´terminer quelles sont les taˆches que chaque agent doit
accomplir pour que les buts du groupe soient effectivement re´alise´s. Reprenons l’exemple
donne´ en de´but de section : dans le cas ou` a1 peut laquer la porte ou la recouvrir de papier
et que a2 peut la poncer, on voit que la taˆche de a1 peut de´pendre des engagements de a2
a` propos du ponc¸age de la porte. Si a2 s’engage a` poncer la porte et qu’il peut le faire, a1
doit la laquer.
12.1.3 Les engagements des agents
E´tant donne´ un litte´ral controˆlable par un agent, celui ci peut exprimer trois positions
vis-a`-vis de ce litte´ral :
1On notera que l’on peut alors faire appel a` des me´thodes de fusion de bases de croyances pour de´terminer
les croyances du groupe d’agents.
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– l’agent peut exprimer qu’il va faire une action qui va rendre ou garder ce litte´ral
vrai. Nous dirons que l’agent s’engage a` re´aliser le litte´ral ;
– l’agent peut exprimer qu’il ne va faire aucune action pouvant rendre ce litte´ral vrai.
Nous dirons que l’agent s’engage a` ne pas re´aliser le litte´ral ;
– enfin, il se peut que l’agent n’exprime rien a` propos du litte´ral en question. Nous
dirons alors que l’agent ne s’engage ni a` re´aliser le litte´ral, ni a` ne pas le re´aliser.
Pour repre´senter les engagements de chaque agent ai, nous allons utiliser trois sous-
ensembles de Cai : Com+,ai , Com−,ai et Pai . On les de´finit de la fac¸on suivante :
– si l est un litte´ral, si l est controˆlable par ai et que l ∈ Com+,ai cela signifie que
« l’agent ai s’engage a` re´aliser l » ;
– si l est un litte´ral, si l est controˆlable par ai et que l ∈ Com−,ai cela signifie que
« l’agent ai s’engage a` ne pas re´aliser l ».
– Pai = Cai − (Com+,ai ∪Com−,ai) est l’ensemble des litte´raux controˆlables par ai et
pour lesquels ai ne s’engage a` rien (i.e. ai ne s’engage ni a` les re´aliser, ni a` ne pas
les re´aliser).
Le tableau suivant re´sume la mode´lisation que nous proposons des phrases du type
« l’agent ai s’engage a` re´aliser l » :
Phrase a` mode´liser Mode´lisation
ai s’engage a` l ∈ Com+,ai
re´aliser l
ai s’engage a` ne pas l ∈ Com−,ai
re´aliser l
ai ne s’engage ni a` l ∈ Pai
re´aliser l ni a`
ne pas re´aliser l
Nous imposons tout d’abord deux contraintes sur ces deux ensembles.
Contraintes 12.1.1. ∀ai ∈ A Com+,ai est cohe´rent.
Contraintes 12.1.2. ∀ai ∈ A Com+,ai ∩ Com−,ai = φ
Ces deux contraintes expriment une sorte de cohe´rence du mode`le de l’agent. La
contrainte 1 exprime le fait qu’un agent ne s’engage pas a` re´aliser l et ¬l a` la fois. La
contrainte 2 exprime le fait qu’un agent ne peut pas s’engager a` la fois a` re´aliser l et a` ne
pas re´aliser l.
Notons que cette notion d’engagement pour un agent ai peut eˆtre relie´e a` l’ensemble
d’actions atomiques Decai introduit dans le chapitre pre´ce´dent. Decai contient les actions
atomiques de l’agent ai de´rive´es a` partir de Pai , de Cai et de KB. Ce sont les buts de
l’agent e´tant donne´es ses propres pre´fe´rences. On peut conside´rer en simplifiant le processus
de de´termination des engagements (cf. formalismes de types BDI pre´sente´s en section
10.1) que ce sont les actions que l’agent va s’engager a` re´aliser. On a donc Com+,ai =
Decai . La cohe´rence de Com+,ai est donc verifie´e implicitement. Par contre, la de´finition
de Com−,ai a` partir de Decai est impossible. En effet, Com−,ai repre´sente les litte´raux
que l’agent s’engage a` ne pas rendre ou garder vrai. Il faudrait pour cela disposer d’un
deuxie`me ensemble de de´cision de´rive´ a` partir d’un deuxie`me ensemble de pre´fe´rences P ′ai
repre´sentant les pre´fe´rences de l’agent par rapport a` des buts qu’il voudrait ne pas voir
re´alise´s. Nous ne poursuivrons pas la discussion plus loin dans ce me´moire.
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Remarque. Les notions pre´ce´dentes ont e´te´ mode´lise´es en logique modale dans [59] en
utilisant deux familles d’ope´rateurs modaux : Ci et Ei, i ∈ {1...n}. L’ope´rateur Ei est
l’ope´rateur stit ([9], [69]). Eiϕ exprime le fait que l’agent i fait en sorte que ϕ soit vraie.
Il est de´fini par l’axiomatique suivante :
(C) Eiϕ ∧Eiψ → Ei(ϕ ∧ ψ)
(T ) Eiϕ→ ϕ
(4) Eiϕ→ EiEiϕ
(RE) ` (ϕ↔ ψ) =⇒ ` (Eiϕ↔ Eiψ)
L’ope´rateur Ci est un ope´rateur de type KD (cf. [25]) et Ciϕ dsignifie que l’agent ai
s’engage a` rendre ϕ vraie. Il est de´fini par l’axiomatique suivante :






` ϕ ` ϕ→ ψ
` ψ
Etant donne´ un atome l et e´tant donne´ ces ope´rateurs, un agent ai est confronte´ a` trois
positions :
– CiEil : l’agent s’engage a` faire en sorte que l soit vraie ;
– Ci¬Eil : l’agent s’engage a` ne pas faire en sorte que l soit vraie ;
– ¬CiEil ∧ ¬Ci¬Eil : l’agent ne s’engage ni a` faire en sorte que l soit vraie, ni a` ne
pas faire en sorte que l soit vraie.
Dans ce me´moire, nous oublions l’axiomatique et nous ne conside´rons que les trois
ensembles d’atomes suivants :
– Com+,ai qui correspond a` {l : CiEil} ;
– Com−,ai qui correspond a` {l : Ci¬Eil} ;
– Pi qui correspond a` {l : ¬CiEil ∧ ¬Ci¬Eil}.
On peut ve´rifier d’apre`s l’axiomatique pre´ce´dente que l’on peut de´river le the´ore`me
` ¬(CiEil∧CiEi¬l). Ceci explique la contrainte 12.1.1. De plus, on peut e´galement de´river
` ¬(Ci¬Eil ∧CiEil). Ceci explique la contrainte 12.1.2.
De´finition 12.1.4. Nous appellerons Com+,A l’ensemble des engagements positifs de tous





Nous appellerons Com−,A l’ensemble des engagements « ne´gatifs » des agents :
Com−,A = {l ∈ KB : ∀ai ∈ A ¬l controˆlable par ai ⇒ ¬l ∈ Com−,ai}
La signification de Com−,A est donc la suivante : si tous les agents qui peuvent controˆler
un litte´ral l s’engagent a` ne pas re´aliser l et que ¬l ∈ KB, on conside´rera que ¬l restera
vrai. Cela revient a` supposer qu’il n’y a pas d’intervention exte´rieure.
Une hypothe`se que nous allons poser sur les engagements des agents est la suivante :
tout CK-but du groupe A est cohe´rent avec l’union de Com+,A et de Com−,A.
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Hypothe`se 12.1.4. Pour toute formule ϕ telle que Σ |= I(ϕ|NC(KB)) et KB est un
contexte pour ϕ par rapport a` A, alors :
Com−,A ∪ Com+,A ∪ {ϕ} est cohe´rent.
Poser cette hypothe`se permet d’e´liminer des cas proble´matiques comme par exemple :
– le cas ou` deux agents qui controˆlent l’un l et l’autre ¬l s’engagent l’un a` re´aliser l
et l’autre a` re´aliser ¬l (i.e. Com+,A incohe´rent) ;
– le cas ou` un litte´ral est vrai dans KB et le restera car les agents du groupe qui
pouvaient le rendre faux ne s’y sont pas engage´s alors que ce litte´ral contredit les
CK-buts du groupe ;
– le cas ou` les engagements positifs et ne´gatifs des agents contredisent un CK-but du
groupe.
Concre´tement, si on veut « distribuer » des buts a` un groupe d’agents, il faut d’abord
ve´rifier la cohe´rence des engagements des agents avec les CK-buts du groupe. Si la cohe´rence
n’est pas ve´rifie´e, les agents doivent revoir leurs engagements. La gestion de conflits
e´ventuels entre les engagements des agents exe´cutants et les buts du groupe est donc
occulte´e dans ce travail.
12.2 Buts effectifs d’un agent exe´cutant
Si l’hypothe`se 12.1.3 est ve´rifie´e, on est suˆr que les engagements des agents ne vont pas
a` l’encontre des CK-buts du groupe. Il reste maintenant a` de´terminer quels seront les buts
effectifs de chaque agent. On ne parle pas ici de CK-but pour chaque agent, car comme on
l’a vu pre´cedemment, les buts de chaque agent ne doivent pas de´pendre que de NC(KB)
(les faits « non-controˆlables » par A) mais e´galement des engagements des autres agents
et de ses propres engagements. Il paraˆıt donc le´gitime pour un agent ai ∈ A de de´river ses
buts effectifs a` partir :
– des propositions de KB pour lesquelles KB n’est pas un contexte par rapport a` A,
soit NC(KB) ;
– de l’ensemble des engagements « positifs » des agents, soit Com+,A ;
– de l’ensemble des engagements « ne´gatifs » des agents , soit Com−,A.
Nous allons appeler cet ensemble ensemble de donne´es et le noterD(KB). Cet ensemble
servira en partie conditionnelle des pre´fe´rences pour de´terminer les buts effectifs des agents.
De´finition 12.2.1. On de´finit :
D(KB) = NC(KB) ∪ Com+,A ∪ Com−,A
Proprie´te´ 12.2.1. D(KB) est un ensemble cohe´rent.
Notons que cette de´finition est tout a` fait arbitraire : on aurait tre`s bien pu de´river
les buts effectifs de chaque agent en fonction de NC(KB) seulement. Mais dans l’optique
de distribution des exigences et pour qualifier notre processus de distribution de´pendant
d’une entite´ centrale connaissant les engagements des agents, il nous parait plus judicieux
d’utiliser les engagements des agents pour de´terminer les buts effectifs de chaque agent.
Nous introduisons maintenant la notion de but effectif pour un agent :
De´finition 12.2.2. ϕ est un but effectif pour ai, note´ EGoalai(ϕ) ssi :
Σ |= I(ϕ|D(KB)) et Cl(KB) est un contexte pour ϕ par rapport a` ai
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Comme on utilise l’ope´rateur I(−|−), on est suˆr qu’un agent n’aura pas de buts contra-
dictoires. Comme dans le cas mono-agent, on peut de´finir un ensemble d’actions atomiques
effectives en e´tendant trivialement la de´finition 10.2.10.
Il est e´galement inte´ressant de pouvoir de´finir une notions de non satisfaction d’un
CK-but ϕ.
De´finition 12.2.3. Soit ϕ un CK-but de A. On dit que ϕ n’est pas satisfaite (note´




Nous pouvons e´noncer maintenant quelques proprie´te´s du formalisme.
Proprie´te´ 12.2.2. Soit l un litte´ral de PROP . Si l est un CK-but de A, alors ∃ai ∈ A
tel que l’on a EGoalai(l).
Cette proprie´te´ signifie que si l est un litte´ral et est un CK-but du groupe d’agent, alors
il existe au moins un agent qui aura pour but effectif de re´aliser l. Un corollaire imme´diat
de cette proprie´te´ est le suivant2 :
Proprie´te´ 12.2.3. Soit l1, . . . , ln n litte´raux de PROP tels que l1∧ . . .∧ ln soit un CK-but
de A. Alors ∀i ∈ {1, . . . , n} ∃ali ∈ A tel que l’on ait EGoalali (li).
Pour tous les CK-buts qui sont des litte´raux ou des conjonctions de litte´raux, le proces-
sus de´fini pre´ce´demment assigne aux agents des buts effectifs tels que ces CK-buts soient
atteints.
12.3 Exemple
Reprenons l’exemple pre´ce´dent. On dispose d’un groupe de deux agents {a1, a2}. Les
pre´fe´rences du groupe sont :
– si la porte est ponce´e, on pre´fe´re que la porte soit laque´e mais pas recouverte de
papier ;
– si la porte n’est pas ponce´e, on pre´fe´re qu’elle soit recouverte de papier mais pas
laque´e.
La mode´lisation graˆce a` CO de ce sce´nario est la suivante : Σ = {I(l ∧ ¬r|p), I(r ∧
¬l|¬p)}. Pour chaque mode`le de Σ :
– I(l ∧ ¬r|p) signifie qu’il existe un monde ve´rifiant p et pour lequel tous les mondes
pre´fe´re´s ve´rifient p→ l ∧ ¬r ;
– I(r∧¬l|¬p) signifie qu’il existe un monde ve´rifiant ¬p et pour lequel tous les mondes
pre´fe´re´s ve´rifient ¬p→ r ∧ ¬l ;
Nous supposerons qu’il n’y a pas de re`gles par de´faut, donc Cl(KB) = KB. Etudions
diffe´rents sce´narios :
1. Supposons que KB = {p,¬l,¬r} i.e. les agents savent que la porte est ponce´e, qu’elle
n’est ni laque´e ni recouverte de papier. Supposons que ¬p soit incontroˆlable (i.e. les
agents n’ont pas les moyens de faire en sorte que la porte ne soit plus ponce´e), que
Ca1 = {l} et que Ca2 = {r,¬r} (i.e. l’agent a1 peut laquer la porte, l’agent a2 peut
la recouvrir de papier ou enlever le papier si elle est recouverte).
2Car si l1 ∧ . . . ∧ lm est un CK-but de A, ∀i ∈ {1, . . . , l} li est un CK-but de A.
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Dans ce cas, NC(KB) = {p}, puisque KB est un contexte pour l et pour r. l ∧ ¬r
est un CK-but du groupe3. Si les agents ne s’engagent a` rien, D(KB) = {p}, on peut
de´river EGoala1(l) et EGoal2(¬r). L’agent a1 a donc pour ensemble de but effectifs
atomiques {l} (i.e. il a pour but de laquer la porte) et l’agent 2 a pour ensemble
de buts effectifs atomiques {¬r} (i.e. il a pour but de ne pas la recouvrir). C’est
intuitivement correct.
2. Supposons que KB = {¬p,¬l,¬r}, que Ca1 = {l,¬l} et que Ca2 = {p, r,¬r}. Dans
ce cas, NC(KB) = φ et (l∧¬r)∨ (¬l∧ r) est un CK-but du groupe. Si D(KB) = φ
(i.e. les agents ne s’engagent a` rien), on ne peut pas de´river de buts effectifs pour
les agents, car a2 controˆle p et pourrait donc rendre p vrai. On a donc Nonsat((l ∧
¬r) ∨ (¬l ∧ r)).
Par contre, si a2 s’engage a` ne pas re´aliser p (i.e. a` ne pas poncer la porte), on a
alors Com−({a1, a2} = {¬p} et on peut alors de´river EGoala2(r) et EGoala1 (¬l) :
l’agent a1 a pour but effectif de recouvrir la porte de papier et l’agent a1 a pour but
effectif de conserver la porte non laque´e.
3. Supposons que KB = {¬p,¬l,¬r}, que Ca1 = {l} et que Ca2 = {p, r}. Dans ce
cas, NC(KB) = φ et l ∨ r est un CK-but du groupe. Supposons de plus que a2
s’engage a` re´aliser p, soit Com+(a2) = {p}. Dans ce cas, D(KB) = {p}, et on de´rive
EGoala1(l), EGoala2 (p) : l’agent a1 doit laquer la porte, l’agent a2 doit la poncer.
L’agent a2 n’a pas a` ne pas recouvrir la porte de papier car il ne controˆle pas ¬r.
4. Supposons que KB = {¬p,¬l,¬r}, que Ca1 = {l} et que Ca2 = {p, r}. a2 s’engage a`
re´aliser p, donc Com+(a2) = {p} et a1 s’engage a` ne pas re´aliser l, soit Com−(a1) =
{l}. Dans ce cas, NC(KB) = φ, Com+({a1, a2}) = {p} et Com−({a1, a2}) = {¬l}.
Com+({a1, a2})∪Com−({a1, a2})∪{p→ l} est incohe´rent. Or p→ l est un CK-but
de {a1, a2}, donc l’hypothe`se 12.1.4 n’est pas ve´rifie´e. a1 et a2 doivent revoir leurs
engagements.
On remarquera que nous n’utilisons pas ici les ensembles de buts atomiques des agents,
car les buts effectifs des agents sont assez simples.
12.4 Strate´gies de distribution
Il se peut qu’en utilisant les de´finitions pre´ce´dentes, plusieurs agents distincts ai, . . . , aj
appartenant a` A aient tous pour but effectif de re´aliser ϕ. Pour e´viter cela, deux solutions
se proposent a` nous :
– soit on peut conside´rer que les agents ai, . . . , aj n’ont pas a` re´aliser ϕ mais que
c’est le groupe {ai, . . . , aj} (ou un de ses sous-groupes) qui re´alisera ϕ (strate´gie
coope´rative) ;
– soit on peut e´liminer tous les agents sauf un graˆce a` une strate´gie particulie`re.
Dans toute la suite, on appelera Ag(ϕ) l’ensemble des agents qui ont pour but effectif
de re´aliser ϕ avant utilisation d’une strate´gie.
De´finition 12.4.1. Soit ϕ une formule propositionnelle.
Ag(ϕ) = {ai ∈ A : Σ |= I(ϕ|D(KB)) et KB est un contexte pour ϕ par rapport a` ai}.
3C’est en fait le seul qui nous interesse. On peut bien suˆr e´crire que (l ∧ ¬r) ∨ r est un CK-but du
groupe.
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12.4.1 De´finition d’une strate´gie
Pour pouvoir se´lectionner un ou plusieurs agents parmi Ag(ϕ), nous allons utiliser un
pre´ordre sur Ag(ϕ). Ce pre´ordre est un pre´ordre de pre´fe´rence sur les agents de Ag(ϕ) et
peut refle´ter de nombreuses notions : compe´tence relative des agents, « couˆt » d’un agent
etc.
De´finition 12.4.2. Une strate´gie est une fonction S : PROP → A×A telle que pour
toute proposition ϕ, S(ϕ) est un pre´ordre ≤S(ϕ) sur Ag(ϕ).
Plusieurs remarques sont a` faire :
– le fait d’avoir une fonction nous permet d’assurer qu’a` une proposition on associe au
plus un pre´ordre ;
– le pre´ordre associe´ a` chaque proposition nous permettra de de´terminer quel est
l’agent ou le groupe d’agent a` choisir ;
– il se peut qu’on ne puisse pas choisir un agent unique (cas de la « coope´ration » par
exemple).
La de´finition du minimum d’un ensemble ordonne´ est la suivante :
De´finition 12.4.3. Soit E un ensemble ordonne´ par ≤E.
min≤E (E) = {ei ∈ E : ∀ej ∈ E ej ≤E ei ⇒ ej = ei}
Nous pouvons donc maintenant introduire une nouvelle de´finition des buts effectifs. La
nouvelle de´finition d’un but effectif concerne un sous groupe d’agents, ce qui permet de
traiter a` la fois le cas d’un seul agent et le cas de la coope´ration.
12.4.2 Buts effectifs d’un sous groupe d’agents
Les buts effectifs d’un sous groupe d’agents sont maintenant de´finis de la fac¸on sui-
vante :
De´finition 12.4.4. ϕ est un but effectif pour A′ ⊆ A suivant la strate´gie S, note´ EGoalSA′(ϕ)
ssi :
A′ = min≤S(ϕ) Ag(ϕ)
Soient S une strate´gie, ϕ une proposition et A′ ⊆ A un sous-groupe d’agents de A
tels que l’on ait EGoalSA′(ϕ). Tout d’abord, on peut remarquer que ∀ai ∈ A
′ ai ∈ Ag(ϕ).
Donc ∀ai ∈ A
′ Σ |= I(ϕ|D(KB)) et KB est un contexte pour ϕ par rapport a` ai. Tous
les agents de A′ e´taient des candidats potentiels pour re´aliser ϕ.
On peut ve´rifier que si une proposition ϕ est un but effectif pour un seul agent avec les
de´finitions pre´ce´dentes, elle restera un but effectif pour ce meˆme agent avec cette nouvelle
de´finition (en assimilant l’agent avec le sous-groupe re´duit au singleton de cet agent).
En effet, si ϕ est un but effectif pour l’agent ai et pour l’agent ai seulement, alors
on a d’une part Σ |= I(ϕ|D(KB)) et KB contexte pour ϕ par rapport a` ai. D’autre part,
Ag(ϕ) = {ai}, donc pour toute strate´gie S, S(ϕ) est un ordre total sur {ai}. Donc {ai} =
min≤S(ϕ) Ag(ϕ).
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12.4.3 Cas particulier d’une proposition « non but »
Dans cette section, nous nous inte´ressons au cas particulier d’une proposition ϕ qui
n’e´tait pas un but effectif potentiel pour un agent. Dans ce cas, on a Ag(ϕ) = φ, donc
quelle que soit la strate´gie S que l’on utilise, min≤S(ϕ) Ag(ϕ) = φ. On pourra donc toujours
e´crire que l’on a EGoalSφ (ϕ), i.e. que ϕ n’est un but effectif pour personne.
12.4.4 Cas des strate´gies non-se´lectives
Le cas des strate´gies non-se´lectives est un cas tre`s particulier. En effet, lorsque plusieurs
agents ai, . . . , aj peuvent avoir pour but effectif de re´aliser ϕ, une strate´gie non-se´lective
consiste a` attribuer la re´alisation de ϕ non pas a` un des deux agents, mais a` un sous-groupe
de {ai, . . . , aj} non re´duit a` un seul e´le´ment.
De´finition 12.4.5. Une strate´gie S est une strate´gie de distribution non-se´lective pour ϕ
ssi card(min≤S(ϕ) Ag(ϕ)) > 1.
La de´finition donne´e dans la section 12.2 pour la satisfaction d’un CK-but du groupe
est e´tendue comme il se doit avec les sous groupes d’agents.
Exemple. Reprenons l’exemple de la section 12.3. On dispose d’un groupe de deux agents
{a1, a2}. Les pre´fe´rences du groupe sont mode´lise´es par Σ = {I(l ∧ ¬r|p), I(r ∧ ¬l|¬p)}.
Supposons que l’on ait KB = {¬p,¬l,¬r}, que Ca1 = {p, l} et que Ca2 = {l, r,¬r}. Si
a1 s’engage a` re´aliser p et que a2 s’engage a` re´aliser l, alors on a D(KB) = {p, l}.
On a donc EGoala1 (p∧ l) et EGoala2 (l ∧¬r). Ceci pose proble`me puisque a` la fois a1
et a2 ont l pour but effectif.
Remarquons tout de suite que comme Ag(p) = {a1} et Ag(¬r) = {a2}, pour toute




Supposons que S soit une strate´gie non-se´lective pour l, alors card(min≤S(ϕ) Ag(ϕ)) >
1. Or Ag(ϕ) = {a1, a2}, donc min≤S(ϕ) Ag(ϕ) = {a1, a2}. Dans ce cas, on ne pourra plus
de´river EGoalS{a1}(l) et EGoal
S
{a2}
(l). Par contre, on aura EGoalS{a1 ,a2}(l).
12.4.5 Cas des strate´gies se´lectives
Dans le cas des strate´gies se´lectives, il faut pouvoir se´lectionner un seul agent parmi
tous les agents « pressentis » pour re´aliser ϕ. La de´finition d’une strate´gie se´lective est la
suivante :
De´finition 12.4.6. Une strate´gie S est une strate´gie de distribution se´lective pour ϕ ssi
card(min≤S(ϕ) Ag(ϕ)) = 1.
Exemple. Reprenons l’exemple pre´ce´dent. On a alors KB = {¬p,¬l,¬r}, Ca1 = {p, l}
et Ca2 = {l, r}. Si a1 s’engage a` re´aliser p et que a2 s’engage a` re´aliser l, alors on a
D(KB) = {p, l}.
Supposons que l’on ait une strate´gie S se´lective. Supposons de plus que min≤S(l) Ag(l) =
{a1}, alors on a EGoal
S
{a1}
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12.4.6 Fusion de deux ordres avec attitude prioritaire
Dans cette section, nous allons de´velopper une me´thode pour pouvoir fusionner deux
ordres avec une attitude prioritaire. Cette me´thode nous permettra, dans la section sui-
vante, de combiner des strate´gies entre elles.
L’objectif est le suivant : on dispose de deux ordres ≤1 et ≤2 sur un meˆme ensemble E
et on veut obtenir un ou plusieurs ordres ≤1◦2, dits ordres fusionne´s de ≤1 prioritairement
a` ≤2, qui ve´rifient en priorite´ l’ordre ≤1 et qui sont comple´te´s par une partie de l’ordre
≤2.
Pour nous rapprocher des me´thodes de fusion de bases de croyances prioritaires [31],
nous allons dans repre´senter un ordre par un pre´dicat muni d’un ensemble de re`gles
ade´quates. En effet, on peut e´tablir un paralle`le entre un ensemble et les ordres possibles
sur cet ensemble (qui sont des relations binaires particulie`res) et un langage du premier
ordre muni de pre´dicats binaires et d’une theorie particulie`re.
De´finition 12.4.7. Soit E = {e1, . . . , en} un ensemble d’e´le´ments finis. Soit ≤E= {≤i : i ∈
N} l’ensemble des ordres possibles sur E. On peut repre´senter E et ≤E par le langage du
premier ordre LE et la the´orie TE de´finis comme suit :
1. le langage LE est constitue´
– des symboles logiques classiques (ensemble de variables de´nombrable, connecteurs,
quantificateurs, signes de ponctuation) ;
– {e1, . . . , en} comme ensemble de symboles de constantes ;
– {i : ≤i∈≤E} ∪ {=} ou` tous les i et = sont des symboles de pre´dicats binaires
comme ensemble de symboles de pre´dicats ;
– d’aucun symbole de fonction.
2. TE = {¬(ei = ej) : (i, j) ∈ {1 . . . n}





RAT(i) = {∀x i (x, x),
∀x∀y i (x, y)∧ i (y, x) → x = y
∀x∀y∀z i (x, y)∧ i (y, z) →i (x, z)}
La the´orie TE permet de repre´senter l’unicite´ des symboles de constantes et les pro-
prie´te´s mathe´matiques des ordres sur E en les traduisant en axiomes propres pour chacun
des pre´dicats de LE.
Pour des facilite´s de notation, dans toute la suite, x i y sera e´quivalent a` i (x, y).
Pour construire un ordre sur un ensemble, l’utilisateur donne un ensemble de relations
dites explicites qui va permettre de ge´ne´rer l’ordre entier (en utilisant la transitivite´,
l’antisyme´trie et la reflexivite´).
Exemple. Si on conside`re un ensemble E1 = {a1, a2, a3}, l’ensemble explicite {a1 ≤E1
a2, a2 ≤E1 a3} nous permet de construire l’ordre ≤E1 sur {a1, a2, a3} tel que a1 ≤E1 a2,
a1 ≤E1 a3, a2 ≤E1 a3, a1 ≤E1 a1, a2 ≤E1 a2, a3 ≤E1 a3, a2 6≤E1 a1, a3 6≤E1 a2 et
a3 6≤E1 a1.
Un ensemble explicite associe´ a` un ordre peut donc eˆtre facilement repre´sente´ par une
the´orie.
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De´finition 12.4.8. Soient E un ensemble, LE le langage associe´ a` E et TE la the´orie
associe´e a` E. Ei, ensemble de formules du type ei i ej avec ei ∈ E et ej ∈ E est un
ensemble explicite ssi 4 Cl(TE ∪ Ei) est cohe´rent.
L’ordre ≤i sur E appele´ ordre ge´ne´re´ par Ei est de´fini par : ∀ei ∈ E ∀ej ∈ e ei ≤E ej
ssi Cl(TE ∪ Ei) ` ei i ej
On de´montre facilement que l’on obtient bien un « vrai » ordre ≤i en utilisant les
axiomes propres contenus dans la the´orie TE.
Exemple. Reprenons l’exemple pre´ce´dent. On peut e´crire que {a1 E1 a2, a2 E1 a3} est
un ensemble explicite ge´ne´rant ≤E1.
Munis de ces de´finitions, nous pouvons de´finir comment combiner deux ordres, l’un
e´tant prioritaire par rapport a` l’autre. Pour cela, nous allons utiliser les ensembles explicites
de´finissant chaque ordre en recherchant des ensembles maximaux cohe´rents de formules
du premier ordre. Comme il peut en avoir plusieurs, on peut obtenir plusieurs ensembles
explicites pour l’ordre construit.
De´finition 12.4.9. Soient E un ensemble et LE le langage du premier ordre associe´ a` E.
Soient E1 et E2 deux ensembles explicites ge´ne´rant respectivement les ordres ≤1 et ≤2 sur
E. On note :
– E1→1◦2 = {ei 1◦2 ej : ei 1 ej ∈ E1} ;
– E2→1◦2 = {ei 1◦2 ej : ei 2 ej ∈ E2}.
L’ensemble explicite E i1◦2 est de´fini par :
E i1◦2 = {ej 
i
1◦2 ek : (ej 1◦2 ek) ∈ (E1→1◦2 ∪ E
i
2→1◦2)}
ou` E i2→1◦2 est un sous ensemble maximal (pour l’inclusion) de E2→1◦2 tel que E1→1◦2 ∪
E i2→1◦2 ∪ TE soit cohe´rent.
On appelle ≤i1◦2 l’ordre sur E ge´ne´re´ par l’ensemble explicite E
i
1◦2 .
On appelle n1◦2 le nombre d’ordres diffe´rents que l’on peut construire a` partir de ≤1 et
≤2 en donnant priorite´ a` ≤1.
On peut remarquer qu’il se peut que l’on puisse re´duire les diffe´rents ordres a` un seul
ordre. Dans ce cas, on peut parler de l’ordre ≤1◦2.





note E1◦2 = E
i
1◦2.
On peut maintenant de´finir un minimum pour un ordre compose´.
De´finition 12.4.11. Soit E un ensemble et ≤1 et ≤2 deux ordres sur E. Deux cas se
pre´sentent :
– soit ≤1◦2 existe et alors min≤1◦2 E = {ei ∈ E : ∀ej ∈ E ej ≤1◦2 ei ⇒ ej = ei} ;





Exemple. Supposons que l’on ait un ensemble E = {e1, e2, e3}. Examinons quelques
exemples :
4Cl() de´signe la fermeture d’un ensemble de formules.
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1. Supposons que l’ordre ≤1 soit ge´ne´re´ par {e3 1 e2} et que l’ordre ≤2 soit ge´ne´re´
par {e2 2 e3, e1 2 e2}.
On a E1→1◦2 = {e3 1◦2 e2} et E2→1◦2 = {e2 1◦2 e3, e1 1◦2 e2}. Le seul sous-
ensemble de E2→1◦2 cohe´rent avec E1→1◦2 ∪ TE est {e1 1◦2 e2} (car E1→1◦2 ∪ TE `
¬e2 1◦2 e3), donc on obtient bien un ordre ≤1◦2 ge´ne´re´ par {e3 1◦2 e2, e1 1◦2 e2}.
Dans ce cas, min≤1◦2 E = {e1, e3}.
2. Supposons que l’ordre ≤1 soit ge´ne´re´ par {e3 1 e2} et que l’ordre ≤2 soit ge´ne´re´
par {e3 2 e1, e1 2 e2}.
On a E1→1◦2 = {e3 1◦2 e2} et E2→1◦2 = {e3 1◦2 e1, e1 1◦2 e2}. Cette fois ci, on
obtient deux sous-ensembles de E2→1◦2 maximaux cohe´rents avec E1→1◦2 ∪ TE, donc
on obtient deux ordres : ≤11◦2, ge´ne´re´ par {e3 ≤
1
1◦2 e2, e3 ≤
1





1◦2 e2, e1 ≤
2
1◦2 e2}.
Dans ce cas, min≤1◦2 E = {e3}.
12.4.7 Familles de strate´gies
Il s’agit maintenant de pouvoir de´finir pour chaque proposition ϕ S(ϕ), i.e. un ordre
sur Ag(ϕ). C’est ce qui va caracte´riser la strate´gie.
Strate´gies volontaires
L’objectif de cette strate´gie est d’assigner la taˆche a` re´aliser au sous-groupe d’agents
qui s’est engage´ a re´aliser la taˆche. L’ordre ve´rifie alors la proprie´te´ suivante :
De´finition 12.4.12. Soit ϕ une proposition et S une strate´gie. S est une strate´gie volon-
taire pour ϕ ssi ∀ai ∈ Ag(ϕ) ∀aj ∈ Ag(ϕ) ai ≤S(ϕ) aj ssi Com+(ai) |= ϕ et Com+(aj) 6|=
ϕ.
En utilisant un tel ordre, on est suˆr que les agents appartenant a` min≤S(ϕ) Ag(ϕ) se
sont engage´s a` re´aliser ϕ.
Strate´gies non-volontaires
On peut e´galement de´finir une strate´gie qui empeˆche les agents qui se sont engage´s a`
ne pas re´aliser ϕ a` eˆtre parmis les agents minimaux pour l’ordre ≤S(ϕ). Cette strate´gie est
moins restrictive que la pre´ce´dente : un agent qui ne s’est pas engage´ a` re´aliser ϕ et a` ne
pas re´aliser ϕ peut faire partie de ces agents minimaux.
De´finition 12.4.13. Soit ϕ une proposition et S une strate´gie. S est une strate´gie non-
volontaire pour ϕ ssi ∀ai ∈ Ag(ϕ) ∀aj ∈ Ag(ϕ) ai ≤S(ϕ) aj ssi Com−(ai) 6|= ϕ et
Com−(aj) |= ϕ.
Strate´gies combinant plusieurs ordres
Il se peut que l’on veuille utiliser plusieurs ordres pour pouvoir de´terminer le sous-
groupe d’agents. Par exemple, si on dispose d’un premier ordre ≤CS(ϕ) sur Ag(ϕ) refle´tant
la compe´tence pour un agent a` re´aliser ϕ, et d’un deuxie`me ordre type volontaire ≤VS(ϕ),
on peut les combiner de deux fac¸ons :
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– soit on se´lectionne les agents les plus compe´tents, puis on se´lectionne parmi ceux-ci
ceux qui se sont engage´s ;
– soit on se´lectionne les agents qui se sont engage´s, puis on se´lectionne les agents les
plus compe´tents parmi ceux-ci.
Il faut donc combiner les deux ordres, l’un e´tant prioritaire par rapport a` l’autre. Dans
le premier cas, on va utiliser l’ordre ≤C◦V . Dans le deuxie`me cas, on va utiliser l’ordre
≤V ◦C .
La plupart du temps, on va utiliser plusieurs ordres refle´tant la compe´tence relative
des agents, leurs besoins en ressources etc. que l’on fusionne ensuite pour obtenir un ordre
correspondant a` la strate´gie voulue.
12.4.8 Exemple
Reprenons l’exemple de la section 12.3. On dispose d’un groupe de trois agents {a1, a2, a3}.
Les pre´fe´rences du groupe sont mode´lise´es par Σ = {I(l ∧ ¬r|p), I(r ∧ ¬l|¬p)}.
Supposons que l’on ait KB = {¬p,¬l,¬r}, que Ca1 = {p, l}, que Ca2 = {l, r,¬r} et
que Ca3 = {l}. Si a1 s’engage a` re´aliser p, que a2 et a3 s’engagent a` re´aliser l, alors on a
D(KB) = {p, l}.
On a donc EGoala1(p ∧ l), EGoala2(l ∧ ¬r) et EGoala3(l). Les trois agents ont donc
pour but de laquer la porte.
Supposons que l’on ne veuille pas que les agents coope´rent, car on pense que la
coope´ration ferait perdre du temps a` l’e´quipe. Il va donc falloir trouver une strate´gie
se´lective pour « de´partager » les trois agents.
Une strate´gie volontaire SV pour l nous donne le pre´ordre suivant :
a2 ≤SV (l) a1
a3 ≤SV (l) a1
L’utilisation d’une telle strate´gie ne suffit pas, car elle sert a` e´liminer a1, mais ne permet
pas de « de´partager » a2 et a3.
Supposons que l’on dispose e´galement d’une strate´gie SE pour l qui refle`te l’efficacite´
relative des agents pour re´aliser l :
a1 ≤SE(l) a2
a2 ≤SE(l) a3
Dans ce cas, deux choix s’offrent a` nous :
– soit on utilise ≤SE(l)◦SV (l) (on privile´gie l’efficacite´ des agents) et dans ce cas, l ne
va eˆtre un but effectif que pour a1 ;
– soit on utilise ≤SV (l)◦SC(l) (on privile´gie les agents qui sont volontaires) et dans ce
cas, l’utilisation de la strate´gie d’efficacite´ permet d’e´liminer a3 : l n’est un but
effectif que pour a2.
12.5 Conclusion
Nous avons pre´sente´ dans ce chapitre une extension du mode`le d’agent exe´cutant a`
un groupe d’agents exe´cutants. Cette extension nous permet pour un groupe d’agents
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exe´cutants de de´terminer les buts du groupe d’agents et les buts effectifs de chacun des
agents du groupe en fonction d’un ensemble de pre´fe´rences. Dans le cadre de l’inge´nierie
des exigences, cet ensemble d’exigences repre´sente la traduction de l’ensemble d’exigences
cohe´rent obtenu apre`s la phase de fusion des exigences.
On peut donc ve´rifier graˆce a` ce processus que les exigences vont bien eˆtre respecte´es,
dans le sens ou` pour chaque exigence, il y aura au moins un agent exe´cutant qui va
prendre en charge cette exigence. Dans le cas contraire, on peut alors demander aux agents
exe´cutants de modifier leurs engagements par exemple pour que toutes les exigences soient
satisfaites.
Nous avons e´galement introduit la notion de strate´gie, qui permet de raffiner le pro-
cessus de distribution en se´lectionnant, parmi tous les agents susceptibles d’effectuer une
action, ceux qui correspondent le mieux a` un crite`re particulier. Le fait d’utiliser des
ordres nous permet d’avoir un formalisme assez souple : on peut par exemple fusionner
deux ordres pour obtenir une strate´gie hybride.
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Chapitre 13
Conclusion et perspectives
Dans ce chapitre, nous concluons notre travail. Dans un premier temps, nous re´sumons
les points principaux de notre contribution. Dans un second temps, nous pre´sentons les
points me´ritant un de´veloppement futur.
Contributions
Nous avons identifie´ trois phases distinctes dans le processus d’inge´nierie des exigences.
Pour ces trois phases, nous nous sommes efforce´s de de´velopper un cadre formel et logique
permettant de faciliter l’expression, la gestion et la distribution d’exigences dans un projet
industriel quelconque.
Dans la phase de mode´lisation des exigences, nous avons tout d’abord constate´ que
peu de formalismes proposaient d’inte´grer la notion de re´glementation et de contrainte
du domaine dans le processus d’inge´nierie des exigences. Or, ces deux notions nous pa-
raissent primordiales, surtout dans le cadre de projets complexes ne´cessitant e´norme´ment
de compe´tences distinctes. Dans un deuxie`me temps, nous avons choisi de repre´senter les
exigences sous forme de position (notion introduite par Cholvy et Hunter), qui permet a`
l’agent e´metteur d’exigences de classer celles-ci suivant un ordre de pre´fe´rence. Nous avons
donc choisi d’utiliser la logique de pre´fe´rence CO pour repre´senter la position d’un agent.
L’utilisation de CO nous permet de repre´senter les positions sous forme d’un ensemble
de formules compact, tout en garantissant que la traduction se´mantique de cet ensemble
de formules est intuitivement correct. Nous avons e´galement montre´ que CO pouvait eˆtre
utilise´e pour repre´senter des contraintes du domaine, mais e´galement des phrases nor-
matives complexes comme des normes avec exceptions et des Contrary-to-Duties. Ceci
nous a amene´ a` de´finir la notion de cohe´rence entre une position, un ensemble de normes
et un ensemble de contraintes du domaine. Graˆce a` la notion de position, nous pouvons
de´terminer le meilleur ensemble d’exigences pour l’agent e´tant donne´es une re´glementation
et des contraintes du domaine.
En ce qui concerne la re´solution de conflits possibles entre exigences de diffe´rents
agents, nous avons vu que la plupart des formalismes de´ja` propose´s permettent de de´tecter
les inconsistances, mais ne proposent pas un ensemble d’exigences « consensuel ». Seul
le formalisme de Cholvy et Hunter utilise une me´thode de fusion par priorite´ entre les
e´metteurs d’exigences et permet de de´terminer automatiquement un seul ensemble d’exi-
gences cohe´rent. En constatant qu’il n’existe pas force´ment un ordre total sur les diffe´rents
agents e´metteurs d’exigences, nous avons propose´ une me´thode de fusion de type majo-
ritaire. L’utilisation d’une me´thode de fusion majoritaire nous permet de conside´rer les
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agents comme e´tant au meˆme niveau hie´rarchique. Pour cela, nous avons de´veloppe´ MF ,
une logique modale permettant de raisonner sur le contenu de bases de croyances obtenues
par fusion majoritaire de plusieurs bases de croyances primitives. Nous avons montre´ que
la se´mantique de MF respecte les postulats e´tablis par Konieczny et Pino-Pe´rez pour
les ope´rateurs de fusion majoritaire et nous avons de´veloppe´ un de´monstrateur automa-
tique pour MF implante´ en PROLOG. Dans un deuxie`me temps, nous avons montre´ que
notre approche pouvait eˆtre e´tendue pour des bases de croyances du premier ordre par-
ticulie`res et que cette extension nous permet de raisonner sur des ensembles d’exigences.
Nous avons conside´re´ les ensembles d’exigences comme e´tant soit non ordonne´s (mais dis-
posant de contraintes du domaine individuelles), soit comme e´tant repre´sente´s sous forme
de positions. La me´thode propose´e nous permet d’obtenir un seul ensemble d’exigences
cohe´rent a` partir de plusieurs ensembles pouvant eˆtre inconsistants entre eux.
Enfin, nous avons propose´ d’inclure dans le processus d’inge´nierie des exigences une
phase de distribution d’exigences sur des agents exe´cutants. Cette phase n’apparaˆıt pas
dans les autres travaux traitant d’inge´nierie des exigences. Elle nous paraˆıt pourtant
inte´ressante a` conside´rer, car elle permet de ve´rifier si e´tant donne´ un ensemble d’agents
exe´cutants mis a` notre disposition pour construire l’objet, on est capable de respecter
les exigences. Nous avons propose´ un mode`le d’agent exe´cutant simple, qui est une ex-
tension du mode`le propose´ par Boutilier en the´orie de la de´cision qualitative. Ce mode`le
nous permet de repre´senter les capacite´s de agents, leurs connaissances du monde et leurs
pre´fe´rences. On peut alors de´river quels sont leurs buts, mais e´galement ve´rifier qu’un agent
viole une re´glementation ou de´river ses obligations ide´ales et effectives. Munis de ce mode`le
d’agent, nous nous sommes inte´resse´s a` la distribution d’exigences. Nous avons e´tendu le
mode`le d’agent a` un groupe d’agents, puis nous avons de´fini un mode`le de distribution
base´ sur une entite´ centrale connaissant les engagements des diffe´rents agents. A` partir
de ces engagements, nous sommes capables de de´terminer quels vont eˆtre les buts effectifs
de chacun des agents exe´cutants. Nous avons e´galement e´tudie´ la notion de strate´gie, qui
nous permet de choisir entre plusieurs agents exe´cutants auxquels on a attribue´ le meˆme
but effectif. Graˆce a` une me´thode de fusion, on peut combiner diffe´rentes strate´gies pour
obtenir des strate´gies hybrides.
Perspectives
Ce travail peut eˆtre poursuivi dans plusieurs directions :
– la travail de mode´lisation pourraˆıt eˆtre e´tendu en utilisant non pas une logique de
base propositionnelle, mais une logique du premier ordre (ou tout du moins a` un
fragment de´cidable du premier ordre). Il faudrait alors rede´finir une logique modale
du premier ordre permettant de raisonner avec de telles pre´fe´rences ;
– la mode´lisation de re´glementations peut eˆtre affine´e. Nous avons vu que la logique CO
nous permet de mode´liser un grand nombre de phrases normatives, mais elle souffre
de la plupart des de´fauts de SDL en ce qui concerne la de´rivation de paradoxes.
L’utilisation d’une relation de conse´quence « restreinte » nous permettrait d’e´viter
de de´duire un certain nombre de paradoxes a` partir d’un ensemble de normes donne´.
Il faudrait e´galement ve´rifier la validite´ des postulats de Carmo et Jones. Nous
utilisons ces postulats pour construire un formalisme permettant de raisonner avec
des CTDs, mais nous n’avons pas ve´rifie´ que ces postulats e´taient complets par
exemple ;
– il serait e´galement inte´ressant de pouvoir doter CO d’un de´monstrateur automa-
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tique. L’utilisation d’un tel outil nous permettrait de ve´rifier plus facilement qu’une
position est cohe´rente avec une re´glementation et des contraintes du domaine par
exemple. Il pourrait e´galement servir a` la de´rivation d’obligations ide´ales et effectives
graˆce au mode`le que nous proposons ;
– l’extension de la logique MF aux bases de croyances contenant des disjonctions
est un travail important. Dans le cadre de l’inge´nierie des exigences, la contrainte
imposant aux bases de ne pas contenir de disjonctions n’est pas si restrictive qu’il
n’y paraˆıt. On peut en effet conside´rer que les agents e´metteurs d’exigences n’exigent
que des proprie´te´s non disjonctives sur l’objet a` concevoir. Par contre, dans le cadre
de bases de donne´es par exemple, il nous paraˆıt inte´ressant de pouvoir exprimer de
vraies informations disjonctives a` l’inte´rieur de ces bases ;
– le processus de fusion d’exigences que nous proposons nous permet d’obtenir une
repre´sentation « se´mantique » du re´sultat de la fusion. Il serait beaucoup plus
inte´ressant de pouvoir obtenir une position, i.e. de pouvoir caracte´riser une posi-
tion a` partir d’un pre´ordre sur les mondes possibles ;
– enfin, le processus de distribution peut eˆtre affine´ sur plusieurs points. Tout d’abord,
on peut donner un mode`le plus fin des agents exe´cutants, en conside´rant par exemple
qu’ils ont une connaissance incomple`te du monde ou/et qu’ils n’ont pas la meˆme
repre´sentation du monde. On peut e´galement s’affranchir de l’entite´ centrale qui dis-
tribue le travail et conside´rer que les agents communiquent entre eux et fournissent
partiellement leurs engagements. Il serait alors inte´ressant de pouvoir de´terminer les
proprie´te´s du formalisme. On peut e´galement e´tendre la notion de strate´gie et de´finir
de nouvelles familles. Enfin, on pourrait montrer sur un cas re´el complexe que l’uti-
lisation de ce processus de distribution permet de de´tecter des proble`mes possibles
et ainsi de ve´rifier que les exigences intiales vont eˆtre garanties. On peut e´galement
remarquer que nous avons commence´ un travail pre´liminaire sur les responsabilite´s
de groupe dans [41] qui permet de raisonner non plus simplement avec un agent,
mais avec un groupe d’agents.
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Annexe A
Preuves
A.1 Preuves de la partie I
Proprie´te´ 5.1.1. <ΓCOa est une relation d’ordre sur les formules de PROP .
Preuve. La de´monstration se fait en trois points :
– <ΓCOa est une relation irre´flexive
La de´monstration est aise´e : supposons que <ΓCOa ne soit pas une relation irre´flexive,
alors pour il existe deux propositions α et β telles que α <ΓCOa β et α ≡ β (au










Soit M = 〈W,≤, val〉 un mode`le de ΓCOa . Il existe un monde w0 de W tel que
M,w0 |= α ∧2¬α, donc en particulier M,w0 |= α ∧ ¬α ce qui est impossible.
– <ΓCOa est une relation antisyme´trique
Supposons que <ΓCOa soit une relation syme´trique, alors il existe deux propositions
α et β telles que ΓCOa |= α <E β et Γ
CO
a |= β <E α. Soit M = 〈W,≤, val〉 un mode`le
de ΓCOa . On a :
1. ∃wα tel que M,wα |= α ∧2¬β
2. ∃wβ tel que M,wβ |= β ∧2¬α
Supposons que wα ≤ wβ, alors dans ce cas, M,wα |= α ∧ ¬α, ce qui est impossible.
La de´monstration est identique pour le cas wβ ≤ wα.
– <ΓCOa est une relation transitive
Soient α, β et γ trois propositions telles que ΓCOa |= α <E β et Γ
CO
a |= β <E γ. On
a donc α <ΓCOa β et β <ΓCOa γ.
Soit M = 〈W,≤, val〉 un mode`le de ΓCOa . On a :
1. ∃wα tel que M,wα |= α ∧2¬β∧
←
2 ¬α
2. ∃wβ tel que M,wβ |= β ∧2¬γ∧
←
2 ¬β
Supposons que wβ ≤ wα, alors on a M,wβ |= β ∧ ¬β car M,wα |= 2¬β, donc
wα ≤ wβ.
Comme M,wβ |= 2¬γ, M,wα |= 2¬γ. Donc M,wα |= α ∧ 2¬γ∧
←
2 ¬α, donc
ΓCOa |= α <E γ.
2 .
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Proprie´te´ 5.1.2. Soit Γa = [α1, . . . , αn] la position de l’agent a. Les CO-mode`les 〈W,≤
, val〉 de ΓCOa sont tels que : ‖f
′
Γa
(0)‖ ≤ . . . ≤ ‖f ′Γa(ma)‖.
Preuve. Soit Γa = [α1, . . . , αn] la position de l’agent a. Soit M = 〈W,≤, val〉 un mode`le










De´montrons dans un premier temps que ∀j ∈ {1, . . . ,ma − 1} wj−1 ≤ wj. Soit j ∈
{0, . . . ,ma − 1}, alors M,wj−1 |= 2¬f
′
Γa
(j). Or M,wj |= f
′
Γa
(j) donc wj−1 ≤ wj.
Soit j ∈ {0, . . . ,ma − 1}, deux cas se pre´sentent :










De plus, M,wj−1 |= 2¬f
′
Γa
(j), donc ∀w ∈ ‖f ′Γa(j)‖ wj−1 ≤ w.





¬f ′Γa(l) et que M,wj |=
∧
l∈{j+1,...,ma}
2¬f ′Γa(l). Donc pour tout w ∈W , si w ≤ wj et
wj−1 ≤ w, M,w |=
∧
l ∈ {0, . . . ,ma}
l 6= j
¬f ′Γa(l).
Soit w ∈ W tel que w ≤ wj et wj−1 ≤ w. Si pour tout l ∈ {0, . . . ,ma}, on e´crit
f ′ak(l) = α1(l) ∧ . . . ∧ αn(l), alors ∀l ∈ {1, . . . ,ma} l 6= j ⇒ M,w |= ¬α1(l) ∨ . . . ∨
¬αn(l).
Or par construction de f ′Γa, ∀l ∈ {1, . . . ,ma} l 6= j ⇒ ∃lj ∈ {1, . . . n} tq αlj (l) ≡
¬αlj (j).
Donc comme ∀l ∈ {1, . . . ,ma} l 6= j ⇒ M,w |= ¬α1(l) ∨ . . . ∨ αn(l), M,w |=




Les mode`les de f ′Γa(j) sont donc les mondes w ∈W tel que w ≤ wj et wj−1 ≤ w.





2 ¬f ′Γa(0) donc ∀w ∈ ‖f
′
Γa
(0)‖, w ≤ w0.
De plus, on peut e´crire que M,w0 |=
∧
l∈{1,...,ma}
2¬f ′Γa(l) donc d’apre`s ce qui pre´ce´de,




Enfin, M,wma−1 |= 2¬f
′
Γa
(ma) donc ∀w ∈ ‖f
′
Γa
(ma)‖ wma−1 ≤ w. De plus, M,wma−1 |=∧
l∈{0,...,ma−1}
←





Proprie´te´ 5.2.1. L’ope´rateur I ve´rifie les sche´mas d’axiomes et la re´gle suivants :




Preuve. 1. de´monstration de OC







3 (2α ∧2β). D’ou` |=
↔
3 2α ∧ β.
2. de´monstration de ON
Supposons que l’on ait 6` I(>), alors |= ¬I(>) soit |=
↔
3 2¬>, ce qui est impossible
(il existerait alors un monde qui ne ve´rifie pas >).
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3. de´monstration de OD
La de´monstration est identique a` la pre´ce´dente.
4. de´monstration de ROM
Cette proprie´te´ de´coule directement du fait que les ope´rateurs 2 et
←
2 ve´rifient les
axiomes (K) et (K’) (cf. section 4.2.3).
2 .
Proprie´te´ 5.4.1. Soit C un ensemble de contraintes du domaine. F ′C(a) est non vide.
Preuve. Supposons que F ′(a) soit vide. Alors dans ce cas, ∀i ∈ {0, . . . ,ma} ∃ϕi telle
que C |= 2ϕi et ϕi ∧ f
′
a(i) n’est pas satisfaisable.
Dans un premier temps, remarquons que
∨
i∈{1,...,ma}
f ′a(i) est e´quivalent a` >. C’est e´vident
par de´finition de la fonction f ′a.
On sait que ∀i ∈ {0, . . . ,ma} ϕi ∧ f
′
a(i) n’est pas satisfaisable, donc









Or C est tel que les contraintes du domaine sont cohe´rentes entre elles, donc ceci est
impossible.
2 .
Proprie´te´ 5.4.2. Soient C un ensemble de contraintes du domaine et R une
re´glementation cohe´rente avec C. F ′C,R(a) est un ensemble non vide.
Preuve. Supposons que F ′C,R(a) soit vide. Alors dans ce cas,
∀f ′a(i) ∈ F
′






C(a) R |= I(¬f
′








Deux cas se pre´sentent :
– soit F ′C(a) = {f
′
a(0), . . . , f
′





f ′a(i) est e´quivalent a` >, donc R |= I(⊥), ce qui est impossible ;
– soit ∃{i0, . . . , il} ⊂ {0, . . . ,ma} ∃{
↔
2 ϕi0 , . . . ,
↔
2 ϕil} ⊂ C tels que
∀i ∈ {i0, . . . , il} fa(i) ∧ ϕi soit incohe´rente. Donc ∀i ∈ {i0, . . . , il} |= f
′
a(i) → ¬ϕi.









f ′a(i) est e´quivalent a` >, on en de´duit
que R |= I(
∨
i∈{i0,...,il}
f ′a(i)). Donc R |= I(
∨
i∈{i0,...,il}







ϕi est une contrainte du domaine (d’apre`s les proprie´te´s de l’ope´rateur
↔
2), donc R n’est pas cohe´rente avec C, ce qui contredit l’hypothe`se de de´part.
2 .
A.2 Preuves de la partie II
The´ore`me 8.1.1. Soit ψ la formule de´finie en de´finition 8.1.9. Soit ϕ une formule de
PROP et db une base de croyances (primitive ou pas). On a alors :
|=MF ψ → Bdbϕ ⇐⇒ `MF ψ → Bdbϕ
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|=MF ψ → ¬Bdbϕ ⇐⇒ `MF ψ → ¬Bdbϕ
Preuve. La de´monstration se fait en deux e´tapes : on de´montre tout d’abord la
comple´tude (sens ⇒) en montrant que tous les sche´mas d’axiomes sont valides et que les
re`gles d’infe´rence pre´servent la validite´, puis on de´montre la comple´tude (sens ⇔) par
induction.
A.2.1 Validite´ de MF
Dans toutes les de´monstrations, on conside´rera que les mode`les M de MF sont des
mode`les de ψ (pour respecter la restriction de la preuve a` un fragment de la logique).
Sche´mas d’axiomes
On de´montre que tous les sche´mas d’axiomes sont des formules valides.
Axiome (A1)
L’axiome est `MF Bdb¬ϕ→ ¬Bdbϕ.
M,w |=MF Bdb¬ϕ ⇔ gdb(w) ⊆ val(¬ϕ)
⇔ gdb(w) 6⊆ val(ϕ)
⇔ M,w 6|=MF Bdbϕ
⇔ M,w |=MF ¬Bdbϕ
2 .
Axiome (A2)
L’axiome est `MF Bdbϕ ∧Bdb(ϕ→ ϕ
′) → Bdbϕ
′.
M,w |=MF Bdbϕ ⇔ gdb(w) ⊆ val(ϕ)
M,w |=MF Bdb(ϕ→ ϕ
′) ⇔ gdb(w) ⊆ val(ϕ→ ϕ
′)
⇔ gdb(w) ⊆ val(ϕ ∧ ϕ
′)
⇒ gdb(w) ⊆ val(ϕ
′)











dbl ⇔ val(l) ∈
i fdb(w)
⇔ val(¬¬l) ∈i fdb(w)









dbl si i 6= j. On prend donc i et j tels que i 6= j.
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M,w |=MF B
i
dbl ⇔ val(l) ∈
i fdb(w)
Supposons que l’on ait M,w |=MF B
j
dbl. Dans ce cas, val(l) ∈
j fdb(w). Or
val(l) ∈i fdb(w) signifie que il y a exactement i occurences de val(l) dans fdb(w), donc
M,w 6|=MF B
j











db∗db′ l avec k = i+ j. On prend donc i et j deux
entiers et k = i+ j.
M,w |=MF B
i




db′ l ⇔ val(l) ∈
j fdb′(w)
⇒ val(l) ∈(i+j) fdb t fdb′(w)
⇒ val(l) ∈k fdb∗db′(w)









db¬l→ Bdbl si i > j. On prend donc deux entiers i et j tels
que i > j.
M,w |=MF B
i




db¬l ⇔ val(¬l) ∈
j fdb(w)
D’apre`s la construction de fdb(w), comme on ne conside`re que des mode`les de ψ, fdb(w)
ne contient que des e´le´ments de la forme val(l) ou` l est un litte´ral, donc :
fdb(w) = [val(l) . . . val(l)︸ ︷︷ ︸
i fois
val(¬l) . . . val(¬l)︸ ︷︷ ︸
j fois
val(l1) . . . val(ln)]
ou` ∀k ∈ {1 . . . n} lk est un litte´ral diffe´rent de l et de ¬l (il se peut qu’on retrouve le
meˆme litte´ral plusieurs fois).
Soit w1 tel que w1 |=MF ¬l. On va montrer qu’il existe w2 tel que w2 ≤fdb(w) w1 et
w2 |=MF l.
Conside´rons w2 tel que w2 ∈ val(l) et tel que ∀p, p litte´ral diffe´rent de l et de ¬l,
w1 ∈ val(p) ⇒ w2 ∈ val(p).
Soit k ∈ {1 . . . n}. Soit wk ∈W tel que d(w1, wk) = minw′∈val(lk) d(w1, w
′). Deux cas se
pre´sentent alors :
– soit wk |=MF l. Dans ce cas, on a bien d(w2, wk) < d(w1, wk) donc
minw′∈val(lk) d(w2, w
′) < minw′∈val(lk) d(w1, w
′) ;
– soit wk |=MF ¬l. Comme lk 6= l, il existe w
′
k ∈ val(lk) tel que w
′
k s’identifie a` wk pour
tous les litte´raux diffe´rents de l mais tel que w ′k |=MF l. Donc :
d(w2, w
′
k) = d(w1, wk)
⇒ d(w2, w
′
k) = minw′∈val(lk) d(w1, w
′)
⇒ minw′∈val(lk) d(w2, w
′) ≤ minw′∈val(lk) d(w1, w
′)
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De plus :
dsum(w1, fdb(w)) = i ∗minw′∈val(l) d(w1, w













dsum(w2, fdb(w)) = i ∗minw′∈val(l) d(w2, w












Or, ∀k ∈ {1 . . . n} minw′∈val(lk) d(w2, w
′) < minw′∈val(lk) d(w1, w
′). Comme j < i, on a
dsum(w2, fdb(w)) < dsum(w1, fdb(w)).
Donc w2 ≤fdb(w) w1. Donc gdb = min≤fdb(w) W ⊂ val(l). On a donc M,w |=MF Bdbl.
2 .
Axiome (A7)





De la meˆme fac¸on que pre´ce´demment, nous allons montrer cette fois ci que
gdb(w) 6⊂ val(l). Nous reprenons les notations pre´ce´dentes pour la repre´sentation de
fdb(w), sauf que i = j.
Soit w1 ∈W tel que w1 |=MF l. On va montrer qu’il existe W2 6|=MF l tel que
dsum(w2, fdb(w)) ≤ d(w1, fdb(w)).
Soit k ∈ {1 . . . n}. Il existe wk ∈ val(lk) tel que d(w1, wk) = minw′∈val(lk) d(w1, w
′). Deux
cas se pre´sentent alors :
– soit wk |=MF l et alors on choisit w
′
k ∈ val(lk) tel que w
′
k soit identique a` w sauf en l
ou` w′k |=MF ¬l. Dans ce cas :
d(w2, w
′
k) = d(w1, wk)
⇒ minw′∈val(lk) d(w2, w
′) ≤ minw′∈val(lk) d(w1, w
′)
– soit wk |=MF ¬l et alors :
d(w2, w
′
k) < d(w1, wk)
⇒ minw′∈val(lk) d(w2, w
′) < minw′∈val(lk) d(w1, w
′)
Par la meˆme de´monstration que pour l’axiome (A5), on peut e´crire que gdb(w) 6⊂ val(l),
donc que M,w 6|=MF Bdbl.
2 .
Axiome (A8)
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L’axiome est `MF Bdb(l1 ∨ . . . ∨ ln) → Bdbl1 ∨ . . . ∨Bdbln avec l1, . . ., ln qui ne sont pas
comple´mentaires.
On va montrer que dans ce cas gbd(w) est l’ensemble de tous les mode`les d’une
conjonction de litte´raux.
Remarquons que comme on ne travaille qu’avec des mode`les de ψ, les fonctions fdb sont
telles que pour tout monde fdb(w) n’est constitue´ que valuations de litte´raux. Supposons
dans un premier temps que pour tout litte´ral l et pour tout monde w,
val(l) ∈i fdb(w) ⇒ val(¬l) ∈
i fdb(w). En particulier, ∀k ∈ {1 . . . n}
val(lk) ∈
i fdb(w) ⇒ val(¬lk) ∈
i fdb(w). On peut remarquer que
∀k ∈ {1 . . . n} W = val(lk) ∪ val(¬lk).
Soient w1 et w2 deux mondes de W . On va montrer que
dsum(w1, fdb(w)) = dsum(w2, fdb(w)). Nous allons distinguer 4 cas :
1. soit w1 ∈ val(l1) et w2 ∈ val(l1).








Or ∀k ∈ {1 . . . n} lk 6= l1 par hypothe`se donc ∀k ∈ {1 . . . n}
n∑
k=2
minw∈val(lk) d(w1, w) = 0 et
n∑
k=2
minw∈val(lk) d(w2, w) = 0. Donc
dsum(w1, fdb(w)) = dsum(w2, fdb(w)).
2. soit w1 ∈ val(l1) et w2 ∈ val(¬l1).








Donc dsum(w1, fdb(w)) = dsum(w2, fdb(w)) par la meˆme de´monstration que
pre´ce´demment.
3. soit w1 ∈ val(l1) et w2 ∈ val(¬l1).








Donc dsum(w1, fdb(w)) = dsum(w2, fdb(w)) par la meˆme de´monstration que
pre´ce´demment.
4. soit w1 ∈ val(¬l1) et w2 ∈ val(¬l1).
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Donc dsum(w1, fdb(w)) = dsum(w2, fdb(w)) par la meˆme de´monstration que
pre´ce´demment.
Dans ce cas, pour tout monde w1 et tout monde w2 de W ,
dsum(w1, fdb(w)) = dsum(w2, fdb(w)). Donc gdb(w) = W .
M,w |=MF Bdb(l1 ∨ . . . ∨ ln) ⇔ gdb(w) ⊂ val(l1 ∨ . . . ∨ ln)
⇒ W ⊂ val(l1 ∨ . . . ∨ ln)
⇒ l1 ∨ . . . ∨ ln est une tautologie
Or les litte´raux l1 . . . ln ne sont pas comple´mentaires, donc l1 ∨ . . . ∨ ln ne peut pas eˆtre
une tautologie.
L’hypothe`se est fausse donc ∃l l litte´ral tel que val(l) ∈i fdb et val(¬l) ∈
j fdb avec j ≥ 0
et i > j ou j > i. On peut conside´rer que i > j sinon on « e´change » l et ¬l.
Il existe donc k literaux L1, . . ., Lk tels que ∀m ∈ {1 . . . k} ∃im ∃jm tels que
val(Lm) ∈
im fdb(w), val(¬Lm) ∈
jm fdb(w) et im > jm.
Comme l’axiome (A4) est valide, on peut e´crire que gdb(w) ⊂ val(L1 ∧ . . . ∧ Lk). Nous
allons montrer que gdb(w) = val(L1 ∧ . . . ∧ Lk).
Soit w1 ∈W tel que w1 |=MF L1 ∧ . . . ∧ Lk. Soit w2 ∈W tel que w2 6|=MF L1 ∧ . . . ∧ Lk.
Par exemple, w2 6|=MF Lm avec m ∈ {1 . . . k}.












Or i > j donc dsum(w1, fdb(w)) < dsum(w2, fdb(w)). On a donc
gdb(w) = val(L1 ∧ . . . ∧ Lk).
Donc :
M,w |=MF Bdb(l1 ∨ . . . ∨ ln) ⇔ gdb(w) ⊂ val(l1 ∨ . . . ∨ ln)
⇔ val(L1 ∧ . . . ∧ Lk) ⊂ val(l1 ∨ . . . ∨ ln)
⇔ |=MF L1 ∧ . . . ∧ Lk → l1 ∨ . . . ∨ ln
⇒ ∃p ∈ {1 . . . k} ∃r ∈ {1 . . . n} Lp = lr
⇒ ∃r ∈ {1 . . . n} |=MF gdb(w) → lp
⇒ ∃r ∈ {1 . . . n} gdb(w) ⊂ val(lr)
⇒ ∃r ∈ {1 . . . n} M,w |=MF Bdblr
⇒ M,w |=MF Bdb(l1) ∨ . . . ∨Bdb(ln)
2 .
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Re`gles d’infe´rence
(MP)
La re`gle est : si `MF ϕ et `MF ϕ→ ϕ
′ alors `MF ϕ
′.
La de´monstration est e´vidente.
2 .
(Nec)
La re`gle est : si `MF ϕ alors `MF Bdbϕ
Supposons que |=MF ϕ, i.e. que pour tout mode`le M et tout monde w, on ait
M,w |=MF ϕ. On a alors en particulier gdb(w) ⊂ val(ϕ) pour tout db donc |=MF Bdbϕ.
2 .
A.2.2 Comple´tude de MF
Pour pouvoir de´montrer la comple´tude de MF , nous allons avoir besoin de plusieurs
lemmes.
Lemme A.2.1. Soit M = 〈W, val,R,B〉 un mode`le de MF .
M |=MF ψ ⇒ fdbi(w) = {val(l) : l ∈ DBi} pour toute base primitive dbi
Preuve. Soit M un mode`le de MF tel que M |=MF ψ.


















⇔ ∀i ∈ {1 . . . n} ∀l ∈ DBi val(l) ∈
1 fdbi(w)
∀l 6∈ DBi val(l) 6∈ fdbi(w)
Or d’apre`s la contrainte C1, comme dbi est une base primitive, on a fdbi(w) = {E : ∃l
litte´ral de PROP tel que E = val(l)}.
Soit l ∈ L, l un litte´ral. Deux cas se pre´sentent :
– l ∈ DBi et alors val(l) ∈
1 fdbi(w) ;
– l 6∈ DBi et alors val(l) 6∈ fdbi(w).
Donc fdbi(w) = {val(l) : l ∈ DBi}.
2 .
Lemme A.2.2. Soit DBi une base primitive cohe´rente. Soit M un mode`le de MF tel
que M |=MF ψ. Alors on a val(l) ∈ fdbi(w) ⇒ val(¬l) 6∈ fdbi(w).
Preuve.
M |=MF ψ ⇒ fdbi(w) = {val(l) : l ∈ DBi}
⇒ val(l) ∈ fdbi(w) ⇒ l ∈ DBi
Or DBi est cohe´rente donc :
l ∈ DBi ⇔ ¬l 6∈ dbi
⇔ val(¬l) 6∈ fdbi(w)
2 .
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Lemme A.2.3. Soit E un multi-ensemble de valuations de litte´raux tel que




Preuve. Soit E un multi-ensemble de valuations de litte´raux tel que
val(l) ∈ E ⇒ val(¬l) 6∈ E. E = {val(l1) . . . val(ln)} ou`
∀i ∈ {1 . . . n} ∀j ∈ {1 . . . n} li 6= ¬lj.




val(li) ⇒ dsum(w1, E) = 0
⇒ ∀w2 ∈W dsum(w1, E) ≤ dsum(w2, E)
Les mode`les de l1 ∧ . . . ∧ ln sont donc parmi les plus proches de E et leur distance a` E est
nulle.
Soit w ∈ min≤E W avec dsum(w,E) = 0 alors on a :
∀i ∈ {1 . . . n} minw′∈val(li) d(w,w
′) = 0 ⇒ ∀i ∈ {1 . . . n} w |=MF li
⇒ w |=MF l1 ∧ . . . ∧ ln
Les mode`les les plus proches de E sont des mode`les de l1 ∧ . . . ∧ ln.
2 .
Lemme A.2.4. Soit l un litte´ral de L.
|=MF ψ → B
i
dbl ⇒ `MF ψ → B
i
dbl
|=MF ψ → ¬B
i
dbl ⇒ `MF ψ → ¬B
i
dbl
Preuve. On de´montre ce lemme par induction sur le nombre de bases primitives
fusionne´es.
Posons pour n entier tel que n > 0 :
De´finition A.2.1. H(n) : pour tout l litte´ral de L
|=MF ψ → B
i
db1+...+dbn l ⇒ `MF ψ → B
i
db1+...+dbn l
|=MF ψ → ¬B
i
db1+...+dbn l ⇒ `MF ψ → ¬B
i
db1+...+dbn l
avec ∀i ∈ {1 . . . n} dbi est une base primitive.
De´monstration de la base d’induction, i.e. H(1)
Soit db une base primitive.
1. si |=MF ψ → B
i
dbl, alors val(l) ∈
i fdb(w). Par de´finition de ψ, i = 0 ou i = 1.
(a) si i = 1, alors ψ = . . . ∧B1dbl donc `MF ψ → B
1
dbl ;
(b) si i = 0, alors ψ = . . . ∧B0dbl donc `MF ψ → B
0
dbl
2. si |=MF ψ → ¬B
i
dbl alors :
|=MF ψ → ¬B
i
dbl ⇔ val(l) 6∈
i fdb(w)
⇔ ∃j ≥ 0 j 6= i val(l) ∈j fdb(w)
⇔ ∃j ≥ 0 j 6= i |=MF ψ → B
j
dbl
⇒ ∃j ≥ 0 j 6= i `MF ψ → B
j
dbl d’apre`s ce qui pre´ce´de
Axiome (A4) ⇒ `MF ψ → ¬B
i
dbl
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H(2) est donc vraie.
De´monstration du pas d’induction
Supposons qu’il existe n ≥ 1 tel que H(n) soit vraie. De´montrons que H(n+ 1) est vraie.
Soit db une base re´sultant de la fusion de n bases primitives et dbn+1 une base primitive.




|=MF ψ → B
i
db+dbn+1 l ⇔ val(l) ∈
i fdb(w) t fdbn+1(w)
⇔ ∃i1 ≥ 0 ∃i2 ≥ 0 i1 + i2 = i val(l) ∈
i1 fdb(w) et
val(l) ∈i2 fdbn+1(w)
⇔ ∃i1 ≥ 0 ∃i2 ≥ 0 i1 + i2 = i |=MF ψ → B
i1
dbl et




H(n) et H(1) ⇒ ∃i1 ≥ 0 ∃i2 ≥ 0 i1 + i2 = i `MF ψ → B
i1
dbl et




Axiome (A5) ⇒ `MF ψ → B
i
db+dbn+1 l




|=MF ψ → ¬B
i
db+dbn+1 l ⇔ val(l) 6∈
i fdb t fdbn+1
⇔ ∃j ≥ 0 j 6= i val(l) ∈j fdb t fdbn+1
⇔ ∃j1 ≥ 0 ∃j2 ≥ 0 j1 + j2 6= i val(l) ∈
j1 fdb(w) et
val(l) ∈j2 fdbn+1(w)
⇔ ∃j1 ≥ 0 ∃j2 ≥ 0 j1 + j2 6= i |=MF ψ → B
j1
dbl et
|=MF ψ → B
j2
dbl
H(n) et H(1) ⇒ ∃j1 ≥ 0 ∃j2 ≥ 0 j1 + j2 6= i `MF ψ → B
j1
dbl et
`MF ψ → B
j2
dbl




Axiome (A4) ⇒ `MF ψ → ¬B
i
db+dbn+1 l
H(n+ 1) est donc vraie.
La proprie´te´ H est vraie au rang 1. Si pour n ≥ 1 H(n) est vraie alors H(n+ 1) est
vraie. D’apre`s le principe d’induction, H(n) est vraie pour tout n ≥ 1.
2 .
Munis de ces lemmes, nous allons pouvoir de´montrer la proprie´te´ de comple´tude. Pour
cela, nous allons poser pour n ≥ 1 la proprie´te´ suivante :
De´finition A.2.2. H′(n) : pour toute formule ϕ
|=MF ψ → Bdb1∗...∗dbnϕ =⇒`MF ψ → Bdb1∗...∗dbnϕ
|=MF ψ → ¬Bdb1∗...∗dbnϕ =⇒`MF ψ → ¬Bdb1∗...∗dbnϕ
ou` ∀i ∈ {1 . . . n} dbi est une base de croyances primitive.
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La preuve par induction de H(n) pour tout n ≥ 1 prouve la proprie´te´ de comple´tude.
Preuve de H′(1)
Soit db une base de croyances primitive cohe´rente.
1. si |=MF ψ → Bdbϕ alors |=MF ψ → Bdbϕ⇒ ∀M∀w M,w |=MF ψ → Bdbϕ, donc
∀M∀w M,w |=MF ψ ⇒ M,w |=MF Bdbϕ.
Soit M un MF -mode`le qui satisfait ψ. D’apre`s le lemme A.2.1,
∀w ∈W fdb(w) = {val(l) : l ∈ DB}. Soit w un monde W . db est cohe´rente, donc











De plus, M,w |=MF Bdbϕ ⇒ gdb(w) ⊂ val(ϕ), donc val(
∧
val(l)∈fdb(w)





(a) si ϕ est un litte´ral l′, alors |=MF
∧
l∈DB
l→ l′, donc l′ ∈ DB.
l′ ∈ DB ⇒ ¬l′ 6∈ DB car db est cohe´rente








sche´ma d’axiome (A5) ⇒ ψ → Bdbl
′
(b) si ϕ ≡ l1 ∨ . . . ∨ lm alors si ϕ ≡ >, alors `MF ϕ, donc `MF Bdbϕ, et
`MF ψ → Bdbϕ.
Si ϕ 6≡ >, alors |=MF
∧
l∈DB




l→ lk. Ce cas est le meˆme que le cas 1.a.
(c) si ϕ est une conjonction de disjonctions, i.e. ϕ ≡
∧
k∈{1...n}











l→ lk1 ∨ . . . ∨ lkm . Ce cas est le meˆme que le cas 1.b, a` cause du
comportement KD de l’ope´rateur Bdb.
2. si |=MF ψ → ¬Bdbϕ, on prouve gdb(w) = val(
∧
l∈DB
l) pour tout MF -mode`le M de ψ
et tout monde w de W par la meˆme me´thode.





(a) si ϕ est un litte´ral l′, alors 6|=MF (
∧
l∈DB
l) → l′. Dans ce cas, l′ 6∈ db (car db est
cohe´rente).




Il y a deux cas :
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– soit `MF ψ → B
0
db¬l
′ et alors d’apre`s le sche´ma d’axiome (A7),
`MF ψ → ¬Bdbl
′ ;
– soit `MF ψ → B
i
db¬l
′ avec i > 0 et
sche´mas d’axiomes (A3) et (A6) ⇒ `MF ψ → Bdb¬l
′
sche´ma d’axiome (A1) ⇒ `MF ψ → ¬Bdbl
′




l) → ϕ ⇒ ∀i ∈ {1 . . . m} li 6∈ DB
⇒ `MF ψ → B
0
dbl1 ∧ . . . ∧B
0
dblm
meˆme preuve que le cas 2.a ⇒ `MF ψ → ¬Bdbl1 ∧ . . . ∧ ¬Bdblm
⇒ `MF ψ → ¬(Bdbl1 ∨ . . . ∨Bdblm)
sche´ma d’axiome (A8) ⇒ `MF ψ → ¬Bdb(l1 ∨ . . . ∨ lm)
(c) si ϕ est une conjonction de clauses, i.e. ϕ ≡
∧
k∈{1...n}




l) → ϕ ⇒ ∃i ∈ {1 . . . n} 6|=MF (
∧
l∈DB
l) → (lk1 ∨ . . . ∨ lkm)
par la preuve pre´ce´dente ⇒ ∃i ∈ {1 . . . n} `MF ψ → ¬Bdb(lk1 ∨ . . . ∨ lkm)
⇒ `MF ψ →
∨
k∈{1...n}
¬Bdb(lk1 ∨ . . . ∨ lkm)
⇒ `MF ψ → ¬(
∧
k∈{1...n}
Bdb(lk1 ∨ . . . ∨ lkm))
sche´mas d’axiome (A1) et (A2) ⇒ `MF ψ → ¬Bdb(
∧
k∈{1...n}
(lk1 ∨ . . . ∨ lkm))
Nous avons prouve´ que pour toute base de croyances primitive cohe´rente db et pour
toute formule propositionnelle ϕ :
|=MF ψ → Bdbϕ ⇒ `MF ψ → Bdbϕ
|=MF ψ → ¬Bdbϕ ⇒ `MF ψ → ¬Bdbϕ
H′(1) est vraie.
Preuve de H′(n) pour n > 1
Soit db une base de croyances obtenue en fusionnant n bases de croyances (n ≥ 1) et
dbn+1 une base de croyances primitive.
1. supposons que |=MF ψ → Bdb∗dbn+1ϕ.
(a) si ϕ est un litte´ral l de PROP alors pour tout MF -mode`le M de ψ et pour
tout monde w, gdb∗dbn+1(w) ⊂ val(l).
Soient i et j les deux entiers tels que val(l) ∈i fdb∗dbn+1(w) et
val(¬l) ∈j fdb∗dbn+1(w). Supposons que i ≤ j. Soient w1 et w2 deux mondes de
W tels que w1 |=MF ¬l et w2 |=MF l.
Dans ce cas :
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fdb∗dbn+1(w) = [val(l) . . . val(l)︸ ︷︷ ︸
i fois
val(¬l) . . . val(¬l)︸ ︷︷ ︸
j fois
val(l1) . . . val(lm)︸ ︷︷ ︸
∀k∈{1...m} lk 6=l et lk 6=¬l
]
Donc :
dsum(w1, fdb∗dbn+1(w)) = 0 ∗ j + 1 ∗ i+
∑
k∈{1...m}
minw′∈fdb∗dbn+1 (w) d(w1, w
′)
= i







Supposons que i ≤ j. Il y a deux cas diffe´rents :
– i < j, alors gdb∗dbn+1(w) ⊂ val(¬l), donc gdb∗dbn+1(w) 6⊂ val(l). Mais
gdb∗dbn+1(w) ⊂ val(l) donc l’hypothe`se i < j est fausse ;
– i = j, et alors gdb∗dbn+1(w) 6⊂ val(l) donc l’hypothe`se est fausse.
Donc ∃i ∃j i > j ≥ 0 tels que val(l) ∈i fdb∗dbn+1(w) et val(¬l) ∈
j fdb∗dbn+1(w).
D’apre`s la construction de fdb∗dbn+1(w) :
– ∃i1 ∃i2 tels que i1 + i2 = i, val(l) ∈
i1 fdb et val(l) ∈
i2 fdbn+1 ;
– ∃j1 ∃j2 tels que j1 + j2 = i, val(l) ∈




|=MF ψ → B
i1




|=MF ψ → B
j1






`MF ψ → B
i1




`MF ψ → B
j1




sche´ma d’axiome (A5) ⇒
{








sche´ma d’axiome (A6) ⇒
{
`MF ψ → Bdb∗dbn+1 l (car i > j)
(b) si ϕ est une disjunction de litte´raux, i.e. ϕ ≡ l1 ∨ . . . ∨ lm alors si ϕ ≡ >,
`MF ϕ, donc `MF Bdb∗dbn+1ϕ (d’apre`s (Nec)), et alors `MF ψ → Bdb∗dbn+1ϕ.
Si ϕ 6≡ >, alors pour tout w ∈W fdb∗dbn+1(w) est tel que
val(l) ∈ fdb∗dbn+1(w) =⇒ val(¬l) 6∈ fdb∗dbn+1(w). Donc, d’apre`s le lemme A.2.3,
gdb∗dbn+1(w) =
min≤fdb∗dbn+1(w)
(W ) est une conjonction de litte´raux. Mais
gdb∗dbn+1(w) ⊆ val(ϕ), donc gdb∗dbn+1(w) ⊆ val(l1 ∨ . . . ∨ lm). Dans ce cas,
∃k ∈ {1 . . . m} tel que M |=MF Bdb∗dbn+1 lk. C’est le meˆme cas que
pre´ce´demment et alors `MF ψ → Bdb∗dbn+1 lk. D’apre`s le sche´ma d’axiome
(A2), `MF ψ → Bdb∗dbn+1 l1 ∨ . . . ∨Bdb∗dbn+1 lm.
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(c) si ϕ est une conjonction de clauses, i.e. ϕ ≡
∧
k∈{1...n}
(lk1 ∨ . . . ∨ lkm), alors
|=MF ψ → Bdb∗dbn+1
∧
k∈{1...n}
(lk1 ∨ . . . ∨ lkm) so ∀k ∈ {1 . . . n}
|=MF ψ → Bdb∗dbn+1(lk1 ∨ . . . ∨ lkm) et c’est le meˆme cas que pre´ce´demment
parce que Bdb∗dbn+1 est un ope´rateur de type KD.
2. supposons que |=MF ψ → ¬Bdb∗dbn+1ϕ.
(a) si ϕ est un litte´ral l de PROP .
Pour tout MF -mode`le M de ψ et pour tout monde w, gdb∗dbn+1(w) 6⊂ val(l).
Donc ∃i ∃j j ≥ i ≥ 0 tels que val(l) ∈i fdb∗dbn+1(w) et val(¬l) ∈
j fdb∗dbn+1(w).
Par construction de fdb∗dbn+1(w), on peut remarquer que :
– ∃i1 ∃i2 tels que i1 + i2 = i, val(l) ∈
i1 fdb et val(l) ∈
i2 fdbn+1 ;
– ∃j1 ∃j2 tels que j1 + j2 = i, val(l) ∈




|=MF ψ → B
i1




|=MF ψ → B
j1




d’apre`s le lemme A.2.4 ⇒
{
`MF ψ → B
i1




`MF ψ → B
j1














car i = i1 + i2 et j = j1 + j2
Il y a deux cas :
– soit i = j et donc d’apre`s l’axiome (A7), `MF ψ → ¬Bdb∗dbn+1 l ;
– soit j > i et donc d’apre`s les axiomes (A3) et (A6), `MF ψ → Bdb∗dbn+1¬l.
D’apre`s l’axiome (A1) `MF ψ → ¬Bdb∗dbn+1 l.
La proprie´te´ est vraie quand ϕ est un litte´ral.
(b) si ϕ est une clause, i.e. ϕ ≡ l1 ∨ . . . ∨ lm, alors pour tout MF -mode`le M de ψ,
M |=MF ¬Bdb∗dbn+1(l1 ∨ . . . ∨ lm).
Comme les sche´mas d’axiomes (A0), (A1) et (A2) sont valides,
|=MF Bdb∗dbn+1(l1) ∨ . . . ∨Bdb∗dbn+1(lm) → Bdb∗dbn+1(l1 ∨ . . . ∨ lm). Donc
|=MF ¬Bdb∗dbn+1(l1 ∨ . . . ∨ lm) → Bdb∗dbn+1(l1) ∧ . . . ∧Bdb∗dbn+1(lm).
Donc ∀k ∈ {1 . . . m} M |=MF ¬Bdb∗dbn+1 lk. Par la meˆme preuve que
pre´ce´demment, comme M est un mode`le de ψ, ∀k ∈ {1 . . . m}
`MF ψ → ¬Bdb∗dbn+1 lk. D’apre`s l’axiome (A8),
`MF ψ → ¬Bdb∗dbn+1(l1 ∨ . . . ∨ lm).
(c) si ϕ est une conjonction de clauses, i.e. ϕ ≡
∧
k∈{1...n}
(lk1 ∨ . . . ∨ lkm),
|=MF ψ → ¬Bdb∗dbn+1
∧
k∈{1...n}
(lk1 ∨ . . . ∨ lkm).
Soit M un MF -mode`le de ψ, alors M |=MF ¬Bdb∗dbn+1
∧
k∈{1...n}
(lk1 ∨ . . . ∨ lkm),
donc ∃k ∈ {1 . . . m} M |=MF ¬Bdb∗dbn+1(lk1 ∨ . . . ∨ lkm).
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Donc :
∃k ∈ {1 . . . m} |=MF ψ → ¬Bdb∗dbn+1(lk1 ∨ . . . ∨ lkm)
⇒ `MF ψ → ¬Bdb∗dbn+1(lk1 ∨ . . . ∨ lkm)
⇒ `MF ψ →
∨
k∈{1...m}
¬Bdb∗dbn+1(lk1 ∨ . . . ∨ lkm)
⇒ `MF ψ → ¬(
∧
k∈{1...m}
Bdb∗dbn+1(lk1 ∨ . . . ∨ lkm))
(A1) et (A2) ⇒ `MF ψ → ¬Bdb∗dbn+1(
∧
k∈{1...m}
(lk1 ∨ . . . ∨ lkm))
La proprie´te´ H′(n) est vraie pour tout n ≥ 1.
2.
The´ore`me 8.1.2. Soit ψ la formule de´finie en de´finition 8.1.9. Soit ϕ une formule de
PROP et db une base de croyances (primitive ou pas). On a alors :
6`MF ψ → Bdbϕ ⇐⇒ `MF ψ → ¬Bdbϕ
Preuve. Pour prouver =⇒), nous prouvons tout d’abord les lemmes suivants :
Lemme A.2.5. Soient M1 = 〈W1, val1, R1, B1〉 et M2 = 〈W2, val2, R2, B2〉 deux
MF -mode`les. ∀w1 ∈W1 ∃w2 ∈W2 tel que {l : w1 ∈ val(l)} = {l : w2 ∈ val(l)}.
Ce lemme montre que tout monde de M1 a un « e´quivalent » dans M2.




ϕ est satisfaisable puisque w1 ∈ val1(ϕ), donc ∃w2 ∈W2 tel que w2 ∈ val2(ϕ) par
de´finition d’une valuation.
Il existe donc w2 ∈W2 tel que w2 ∈ val(l) pour tout l tel que w1 ∈ val1(l), donc
∃w2 ∈W2 {l : w1 ∈ val(l)} = {l : w2 ∈ val(l)}.
2 .
Lemme A.2.6. Soient M1 = 〈W1, val1, R1, B1〉 et M2 = 〈W2, val2, R2, B2〉 deux
MF -mode`les. ∀w1 ∈W1 ∃w2 ∈W2 tel que ∀ϕ w1 ∈ val1(ϕ) ⇐⇒ w2 ∈ val2(ϕ).
Preuve. Soit w1 ∈W1 tel que w1 ∈ val(ϕ). Pour de´montrer le lemme A.2.6 nous allons
distinguer les cas ou` ϕ est un litte´ral, la ne´gation d’une formule et la conjonction de deux
formules.
– si ϕ est un litte´ral l0, alors w1 ∈ val(l0). D’apre`s le lemme A.2.5, ∃w2 ∈W2 tel que
{l : w1 ∈ val1(l)} = {l : w2 ∈ val2(l)}, donc ∃w2 ∈W2 tel que w2 ∈ val2(l0) ;
– si ϕ ≡ ¬ϕ′, alors :
w1 ∈ val1(¬ϕ
′) ⇔ w1 6∈ val1(ϕ
′)
⇔ ∃w2 ∈W2 w2 6∈ val2(ϕ
′) d’apre`s le lemme A.2.5
⇔ ∃w2 ∈W2 w2 ∈ val2(¬ϕ
′)
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– si ϕ ≡ γ ∧ γ ′, alors :
w1 ∈ val1(γ ∧ γ
′) ⇔ w1 ∈ val1(γ) et w1 ∈ val1(γ
′)
⇔ ∃w2 ∈W2 w2 ∈ val2(γ) et w2 ∈ val2(γ
′) d’apre`s le lemme A.2.5
⇔ ∃w2 ∈W2 w2 ∈ val2(γ ∧ γ
′)
2 .
Lemme A.2.7. Soient M1 et M2 deux MF -mode`les qui satisfont ψ, alors
M1 |= Bdbϕ⇐⇒M2 |= Bdbϕ.
Preuve. Soient M1 et M2 deux MF -mode`les qui satisfont ψ. Nous distinguons trois cas :
– soit ϕ est un litte´ral et alors on doit montrer :
∀w ∈ min≤fdb W1 w ∈ val1(l) ⇔ ∀w ∈ min≤fdb W1 w ∈ val2(l)
soit :
∀w ∈ min≤[...val1(li)...] W1 w ∈ val1(l) ⇔ ∀w ∈ min≤[...val1(li)...] W1 w ∈ val2(l)
Soient w et w′ deux mondes de W1. On a :
w ≤[...val1(li)...] w
′ ⇔ dsum(w, [. . . val1(li) . . .]) ≤ dsum(w
′, [. . . val1(li) . . .])
⇔ nombre de li tq w 6∈ val1(li) ≤ nombre de li tq w
′ 6∈ val1(li)
Soient wt et w
′
t les mondes de W2 associe´s respectivement a` w et w
′ d’apre`s le lemme
A.2.5. On a alors :
w ≤[...val1(li)...] w
′ ⇔ nombre de li tq wt 6∈ val2(li) ≤ nombre de li tq w
′
t 6∈ val2(li)
⇔ dsum(wt, [. . . val2(li) . . .]) ≤ dsum(w
′
t, [. . . val2(li) . . .])
Donc w ∈ min≤[...val1(li)...] ⇔ wt ∈ min≤[...val2(li)...]. Donc si
∀w ∈ min≤[...val1(li)...] W1 w ∈ val1(l), comme wt est « e´quivalent » a` w (cf. lemme
A.2.6), on a ∀wt ∈ min≤[...val1(li)...] W1 wt ∈ val2(l).
Donc M1 |= Bdbl⇔M2 |= Bdbl.
– soit ϕ est une clause l1 ∨ . . . ∨ ln qui n’est pas une tautologie (sinon la de´monstration
est e´vidente) et alors :
M1 |= Bdb(l1 ∨ . . . ∨ ln) ⇔ M1 |= Bdbl1 ∨ . . . ∨Bdbln
⇔ M1 |= Bdbl1 ou . . . ou M1 |= Bdbln
⇔ M2 |= Bdbl1 ou . . . ou M2 |= Bdbln d’apre`s ce qui pre´ce´de
⇔ M2 |= Bdbl1 ∨ . . . ∨Bdbln
– soit ϕ est une conjonction de clauses c1 ∧ . . . ∧ cn et alors :
M1 |= Bdb(c1 ∧ . . . ∧ cn) ⇔ M1 |= Bdbc1 ∧ . . . ∧Bdbcn
⇔ M1 |= Bdbc1 et . . . et M1 |= Bdbcn
⇔ M2 |= Bdbc1 et . . . et M2 |= Bdbcn d’apre`s ce qui pre´ce´de
⇔ M2 |= Bdbc1 ∧ . . . ∧Bdbcn
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2 .
Lemme A.2.8. Soit M un MF -mode`le qui satisfait ψ. Alors
∀w ∈W∀w′ ∈W gdb(w) = gdb(w
′).
Preuve. Soit M un MF -mode`le satisfaisant ψ. On a :
M |= ψ ⇒ ∀db base primitive ∀w∀w′ fdb(w) = fdb(w
′) = [. . . val(l) . . .]l∈DB
⇒ db base quelconque ∀w∀w′ fdb(w) = fdb(w
′)
⇒ db base quelconque ∀w∀w′ gdb(w) = gdb(w
′)
2 .
On peut prouver maintenant le sens =⇒). Supposons que 6`MF ψ → Bdbϕ. D’apre`s le
the´ore`me 8.1.1, 6|=MF ψ → Bdbl. Donc ∃M1 MF -mode`le de ψ tel que M1 6|= Bdbl.
D’apre`s le lemme A.2.7, ∀M MF -mode`le de ψ, M 6|= Bdbl. Nous prouvons le sens =⇒)
en distinguant trois cas :
– soit ϕ est un litte´ral l et :
∀M M |= ψ =⇒ ∃w ∈W M,w 6|= Bdbl
∀M M |= ψ =⇒ ∃w ∈W ∃w′ ∈ gdb(w) w
′ 6∈ val(l)
∀M M |= ψ =⇒ ∀w ∈W ∃w′ ∈ gdb(w) w
′ 6∈ val(l) d’apre`s le lemme A.2.8
∀M M |= ψ =⇒ ∀w ∈W M,w 6|= Bdbl
∀M M |= ψ =⇒ M |= ¬Bdbl
=⇒ |= ψ → ¬Bdbl
– soit ϕ est une clause l1 ∨ . . . ∨ ln et :
∀M M |= ψ =⇒ ∃w ∈W M,w 6|= Bdb(l1 ∨ . . . ∨ ln)
∀M M |= ψ =⇒ ∃w ∈W ∃w′ ∈ gdb(w) w
′ 6|= l1 ∨ . . . ∨ ln
∀M M |= ψ =⇒ ∃w ∈W ∃w′ ∈ gdb(w) ∀i ∈ {1, . . . , n} w
′ 6|= li
∀M M |= ψ =⇒ ∃w ∈W ∃w′ ∈ gdb(w) ∀i ∈ {1, . . . , n} w
′ 6∈ val(li)
∀M M |= ψ =⇒ ∀w ∈W ∀i ∈ {1, . . . , n} w 6|= Bdb(li) d’apre`s le lemme A.2.8
∀M M |= ψ =⇒ ∀w ∈W M,w 6|= Bdb(l1) ∨ . . . ∨Bdb(ln)
∀M M |= ψ =⇒ ∀w ∈W M,w |= ¬(Bdb(l1) ∨ . . . ∨Bdb(ln))
∀M M |= ψ =⇒ ∀w ∈W M,w |= ¬Bdb(l1 ∨ . . . ∨ ln) car le sche´ma d’axiome
(A8) est valide
=⇒ |= ψ → ¬Bdb(l1 ∨ . . . ∨ ln)
– soit ϕ est une conjonction de clauses C1 ∧ . . . ∧ Cm et :
∀M M |= ψ =⇒ ∃w ∈W M,w 6|= Bdb(C1 ∧ . . . ∧Cm)
∀M M |= ψ =⇒ ∃w ∈W ∃w′ ∈ gdb(w) w
′ 6|= C1 ∧ . . . ∧ Cm
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∀M M |= ψ =⇒ ∃w ∈W ∃w′ ∈ gdb(w) ∃i ∈ {1, . . . ,m} w
′ 6|= Ci
∀M M |= ψ =⇒ ∀w ∈W ∃i ∈ {1, . . . , n} w 6|= Bdb(Ci) d’apre`s le lemme A.2.8
∀M M |= ψ =⇒ ∀w ∈W w 6|= Bdb(C1) ∧ . . . ∧Bdb(Cm)
∀M M |= ψ =⇒ M |= ¬(Bdb(C1) ∧ . . . ∧Bdb(Cm))
∀M M |= ψ =⇒ M |= ¬Bdb(C1 ∧ . . . ∧Cm) car les sche´mas d’axiomes
(A0), (A1) et (A2) sont valides
=⇒ |= ψ → ¬Bdb(C1 ∧ . . . ∧ Cm)
Pour prouver ⇐=), supposons que `MF ψ → Bdbϕ et `MF ψ → ¬Bdbϕ. Dans ce cas,
d’apre`s le the´ore`me 8.1.1, |=MF ψ → Bdbϕ et |=MF ψ → ¬Bdbϕ. Donc pour tout
MF -mode`le M de ψ, M |=MF Bdbϕ et M |=MF ¬Bdbϕ. C’est impossible (car ψ a au
moins un mode`le), donc `MF ψ → ¬Bdbϕ =⇒ 6`MF ψ → Bdbϕ.
2.
A.2.3 Relation avec les travaux de Konieczny et Pino-Pe´rez
The´ore`me 8.2.1. Soient db1, . . . , dbn n ensembles de litte´raux finis et cohe´rents a`
fusionner et ϕ une formule de PROP . Avec les notations introduites pre´ce´demment, on
a :
` ψ → B(...(db1∗db2)∗...dbn)ϕ⇐⇒ ∆Σ([db1, . . . , dbn]) |= ϕ
Preuve. Remarquons tout d’abord que si M = 〈W, val,R,B〉 est un MF -mode`le, alors
pour tout monde w de W , il existe une interpre´tation w ′ de PROP telle que
{l : w′ |= l} = {l : w ∈ val(l)} (cf. lemmes A.2.5 et A.2.6). Et si w ′ est une interpre´tation
de PROP , alors il existe un monde w de W tel que {l : w ′ |= l} = {l : w ∈ val(l)}. En
d’autres termes, chaque monde de W correspond a` une interpre´tation de PROP et toute
interpre´tation de PROP correspond a` au moins un monde de W .
Supposons que ∀i ∈ {1, . . . , n} dbi = {l
1
i , . . . , l
mi
i }.
Soit M = 〈W, val,R,B〉 est un MF -mode`le qui satisfait ψ. Soit w un monde de W et w ′






′, [db1, . . . , dbn])
Cela montre que les mondes de W qui sont minimaux par rapport au pre´ordre induit par
la distance dsum correspondent aux interpre´tations de PROP qui sont minimales par
rapport au pre´ordre induit par la distance dΣ.
2.
A.2.4 De´monstrateur automatique
Proprie´te´ 8.3.1. Soit l un litte´ral, soit db une base de croyances primitive ou pas. Dans
ce cas, en utilisant la ne´gation par e´chec sur le me´ta-programme META,
(1) PROLOG re´ussit a` prouver B(db, l) ssi |=MF (ψ → Bdbl)
(2) PROLOG e´choue a` prouver B(db, l) ssi |=MF (ψ → ¬Bdb l)
Pour prouver (1), nous prouvons tout d’abord le lemme suivant :
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Lemme A.2.9. PROLOG re´ussit a` prouver R(db1 ∗ (db2 ∗ . . . ∗ nil)), l, i) ssi
|=MF ψ → B
i
dbl.
Preuve. Preuve du sens =⇒)
Nous allons prouver le sens =⇒) par induction. On pose pour tout n > 0 :
De´finition A.2.3. H(n) : PROLOG re´ussit a` prouver R(db1 ∗ (db2 ∗ . . . ∗ nil)), l, i) en n





Supposons que PROLOG prouve R(db1 ∗ (db2 ∗ . . . ∗ nil)), l, i) en 1 pas. Dans ce cas, on a
applique´ la re`gle (3) ou la re`gle (4).
– si on a applique´ la re`gle (3), on a alors META `PROLOG R(db1 ∗ nil, l, 1),
META `PROLOG NIL(nil) et META `PROLOG Bexp(db1, l). Or
META `PROLOG Bexp(db1, l) implique que l ∈ DB1 d’apre`s la re`gle (1), donc par




– si on a applique´ la re`gle (4), on a alors META `PROLOG R(db1 ∗ nil, l, 0),
META `PROLOG NIL(nil) et META 6`PROLOG Bexp(db1, l). PROLOG e´choue donc
a` prouver le but Bexp(db1, l), donc l 6∈ DB1 et donc par de´finition de ψ `MF ψ → B
0
dbl.
Preuve de H(m) avec m > 1
Soit m > 1. On suppose que H(k) est vraie pour tout k ≤ m et on va de´montrer que
H(m+ 1) est vraie.
Supposons que META `PROLOG R(db1 ∗ . . . ∗ (dbn ∗ nil), l, i). Dans ce cas, on a applique´
la re`gle (2). Donc PROLOG a prouve´ R(db1 ∗ db, l, i) (avec db ≡ db2 ∗ . . . ∗ (dbn ∗ nil)),
¬NIL(db), R(db1, l, i1), R(db, l, i2) et (i = i1 + i2). Donc ∃i1∃i2 tq i1 + i2 = i et
META `PROLOG R(db1, l, i1) et META `PROLOG R(db, l, i2). Ces preuves ont e´te´ faites
en m pas.
D’apre`s le pas d’induction, ∃i1∃i2 tq i1 + i2 = i, `MF ψ → B
i1
db1
l et `MF ψ → B
i2
dbl. Donc




On a donc de´montre´ le sens =⇒) du lemme. Nous montrons le sens ⇐= du lemme
toujours par induction en posant :
De´finition A.2.4. H′(n) : on prouve dans MF `MF ψ → B
i
db1∗...∗dbn
l en n pas ⇒
META `PROLOG R(db1 ∗ . . . ∗ (dbn ∗ nil), l, i).
Preuve de H′(0)
On suppose que la longueur de la preuve dans MF est nulle. Dans ce cas, B idb1∗...∗dbn l est
de la forme B1dbl ou B
0
dbl avec db une base primitive.
– si on a B1dbl, alors l ∈ DB. Donc d’apre`s la re`gle (1) META `PROLOG Bexp(db, l) et
donc d’apre`s la re`gle (3) META `PROLOG R(db ∗ nil, l, 1) ;
– si on a B0dbl, alors l 6∈ DB. D’apre`s la re`gle (1), META 6`PROLOG Bexp(db, l) et par
ne´gation par echec META `PROLOG ¬Bexp(db, l). Par application de (4), on a alors
META `PROLOG R(db ∗ nil, l, 0).
Preuve de H′(m) avec m > 0
Supposons que H′ soit vraie pour tous les rangs infe´rieurs a` un certain rang m, m > 0 et
montrons que H′ est vraie au rang m+ 1.
Supposons que l’on prouve `MF ψ → B
i
dbl en m pas. Cette formule a force´ment e´te´
de´duite en utilisant (A5). Donc on a prouve´ `MF ψ → B
i1
db1




i1 + i2 = i et db = db1 ∗ db2. Ces preuves ont e´te´ faites avec une longueur infe´rieure ou
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e´gale a` m. On peut donc appliquer l’hypothe`se d’induction et donc
META `PROLOG R(db1, l, i1), META `PROLOG R(db2, l, i2) et
META `PROLOG (i1 + i2 = i).
D’apre`s la re`gle (2), on a META `PROLOG R(db1 ∗ db2, l, i).
Le sens ⇐= est donc prouve´.
2 .
On peut maintenant de´montrer la proprie´te´.
Preuve. De´monstration de (1)
De´monstration du sens =⇒)
On a META `PROLOG B(db1 ∗ . . . ∗ (dbn ∗ nil), l), donc on a applique´ la re`gle (5). Il
existe donc i et j tels que META `PROLOG R(db1 ∗ . . . ∗ (dbn ∗ nil), l, i),
META `PROLOG R(db1 ∗ . . . ∗ (dbn ∗ nil), l
′, j), META `PROLOG neg(l, l
′) et
META `PROLOG (i > j).




`MF ψ → B
j
db1∗...∗dbn
¬l. Donc d’apre`s l’axiome (A7), `MF ψ → Bdb1∗...∗dbn l.
De´monstration du sens ⇐=)
`MF ψ → Bdb1∗...∗dbn l. On a donc applique´ (A7). Donc ∃i∃j tels que i > j,
`MF ψ → B
i
db1∗...∗dbn
l et `MF ψ → B
j
db1∗...∗dbn
¬l. D’apre`s le lemme A.2.9, on a donc
META `PROLOG R(db1 ∗ . . . ∗ (dbn ∗ nil), l, i),
META `PROLOG R(db1 ∗ . . . ∗ (dbn ∗ nil), l
′, j), META `PROLOG neg(l, l
′) et
META `PROLOG (i > j). En appliquant la re`gle (5), on obtient
META `PROLOG B(db1 ∗ . . . ∗ (dbn ∗ nil), l).
De´monstration de (2)
De´monstration du sens =⇒)
PROLOG e´choue a` prouver Bdbl, donc (PROLOG re´ussit a` prouver Bdbl) est fausse,
donc par la proposition pre´ce´dente 6`MF ψ → Bdbl. D’apre`s le the´ore`me 8.1.2, on a
`MF psi→ ¬Bdbl.
De´monstration du sens ⇐=)
On a `MF psi→ ¬Bdbl, donc 6`MF psi→ Bdbl (d’apre`s le the´ore`me 8.1.2. Donc
(`MF psi→ Bdbl) est fausse, d’apre`s le lemme A.2.9 (PROLOG re´ussit a` prouver
B(db, l)) est fausse donc PROLOG e´choue a` prouver B(db, l).
2 .
A.2.5 E´valuateur de requeˆtes
Proprie´te´ 8.4.1. Soit DB = 〈EDB, IDB〉 une base de donne´es qui est e´quivalente a` un
ensemble de litte´raux de base. Soient l1, . . . , ln des litte´raux de base de LO tels que
l1 ∨ ... ∨ ln n’est pas une tautologie. Alors,
EDB ∪ IDB |= l1 ∨ ... ∨ ln ssi ∃i0 ∈ {1...n} EDB ∪ IDB |= li0
Preuve. La preuve de ⇐=) est e´vidente.
Preuve de =⇒)
Soient l1, . . . , ln des litte´raux de base de LO tels que l1 ∨ . . . ∨ ln n’est pas une tautologie
et EDB ∪ IDB |= l1 ∨ . . . ∨ ln.
Supposons que ∀i ∈ {1, . . . , n} EDB ∪ IDB 6|= li (hyp).
D’un coˆte´, de´notons par {i1, . . . , im} le sous-ensemble minimal de {1, . . . , n} tel que
EDB ∪ IDB |= li1 ∨ . . . ∨ lim (i.e. ∀j ∈ ({1, . . . , n} − {i1, . . . , im}) EDB ∪ IDB |= ¬lj).
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Comme EDB ∪ IDB |= li1 ∨ . . . ∨ lim ∀i ∈ {i1, . . . , im} ∃HMi mode`le de Herbrand de
EDB ∪ IDB tel que HMi |= li.
De plus, remarquons que m > 1, sinon ∀HM mode`le de Herbrand de
EDB ∪ IDB HM |= li1 ce qui contredit (hyp).
D’un autre coˆte´, ∀i ∈ {i1, . . . , im} ∃HMi mode`le de Herbrand de EDB ∪ IDB tel que
HMi |= ¬li, cf. (hyp).
Donc, ∀i ∈ {i1, . . . , im} li ∈ L et ¬li ∈ L (cf. de´finition 8.4.3).
li1 ∨ . . . ∨ lim n’est pas une tautologie, donc ∀i ∈ {i1, . . . , im} ∀j ∈ ({i1, . . . , im} − {i})
li 6≡ ¬lj. Donc, ¬li1 ∧ . . . ∧ ¬lim est satisfaisable.
Dans ce cas, d’apre`s la de´finition 8.4.3, comme 〈EDB, IDB〉 est e´quivalent a` un
ensemble de litte´raux de base, ∃HMi0 mode`le de Herbrand de EDB ∪ IDB tel que
HMi0 |= ¬li1 ∧ . . .¬ ∧ lim . Donc, HMi0 |= ¬l1 ∧ . . .¬ ∧ ln.
Ceci contredit le fait que EDB ∪ IDB |= l1 ∨ . . . ∨ ln, donc (hyp) est fausse.
2.
Proprie´te´ 8.4.2. Soit db = 〈EDB, IDB〉 une base de donne´es telle que IDB n’est pas
re´cursive. Soit l un litte´ral de base. Alors PROLOG prouve Bexp(db, l) ssi
EDB ∪ IDB |= l.
Preuve. Preuve de =⇒)
Nous prouvons dans le meˆme temps les deux propositions suivantes :
(1) PROLOG prouve Bexp(db, l) =⇒ EDB ∪ IDB |= l et
(2) PROLOG prouve Bconj(db, l1 ∧ . . . ∧ ln) =⇒ EDB ∪ IDB |= l1 ∧ . . . ∧ lm
Nous noterons :
H(n) : PROLOG prouve Bexp(db, l) en n pas =⇒ EDB ∪ IDB |= l
PROLOG prouve Bconj(db, l1 ∧ . . . ∧ lm) en n+ 1 pas =⇒
EDB ∪ IDB |= l1 ∧ . . . ∧ lm
Nous prouverons le sens =⇒) de (1) et de (2) en prouvant par induction que H(n) est
vraie pour tout n ≥ 2.
Premie`rement, prouvons que PROLOG prouve toujours Bexp(db, l) ou
Bconj(db, l1 ∧ . . . ∧ lm) en un nombre fini de pas.
Supposons que PROLOG ne puisse pas prouver Bexp(db, l) ou Bconj(db, l1 ∧ . . . ∧ lm) en
un nombre fini de pas. Dans ce cas, cela signifie que PROLOG essaye de prouver une
formule du type Bexp(db, l
′) ou Bconj(db, l
′
1 ∧ . . . ∧ l
′
m) en utilisant la meˆme formule (cf.
axiomes (1.4) et (1.6)). Ces cas ne peuvent se produire que lorsque PROLOG peut
prouver IDB(db, r → l′) ou` l′ apparait dans la conjonction r. Mais IDB n’est pas
re´cursive, donc cela ne peut pas arriver.
Preuve de H(2) : PROLOG prouve Bexp(db, l) en deux cas. Dans ce cas, le premier
axiome utilise´ par PROLOG est (1.3). PROLOG doit donc prouver EDB(db, l) en
utilisant (1.1). Prouver EDB(db, l) signifie que l ∈ EDB. Donc EDB ∪ IDB |= l.
PROLOG prouve Bconj(db, l1 ∧ . . . ∧ lm) en trois pas. Le seul axiome que PROLOG
puisse utiliser pour le premier pas est (1.6). Prolog doit donc prouver :
– Bconj(db, l2 ∧ . . . ∧ lm) en deux pas. Le seul axiome que PROLOG puisse utiliser est
(1.5), donc en fait l2 ∧ . . . ∧ lm ≡ nil ;
– Bexp(db, l) en deux pas. D’apre`s la preuve pre´ce´dente, EDB ∪ IDB |= l1.
Donc, EDB ∪ IDB |= l1 ∧ . . . ∧ lm et H(2) est vraie.
Prouvons e´galement que H(3) est vraie parce que c’est un cas particulier.
Preuve de H(3) : supposons que PROLOG prouve Bexp(db, l) en trois pas. D’apre`s
l’axiome (1.4), PROLOG doit donc prouver IDB(db, r → l) et Bconj(db, r) en deux pas.
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Mais PROLOG ne peut prouver Bconj(db, r) en deux pas (il a besoin d’au moins trois pas
pour prouver une formule du type Bconj), donc la proposition « PROLOG prouve
Bexp(db, l) en trois pas =⇒ EDB ∪ IDB |= l » est vraie.
PROLOG prouve Bconj(db, l1 ∧ . . . ∧ lm) en quatre pas. Le seul axiome que PROLOG
peut utiliser pour le premier pas est (1.6). Donc PROLOG doit prouver :
– Bconj(db, l2∧ . . .∧ lm) en trois pas. Comme H(2) est vraie, EDB∪ IDB |= l2∧ . . .∧ lm ;
– Bexp(db, l) en au moins trois pas. Donc PROLOG prouve Bexp(db, l) en deux pas.
Comme H(2) est vraie, EDB ∪ IDB |= l1.
Donc EDB ∪ IDB |= l1 ∧ . . . ∧ lm et H(3) est vraie.
Pas d’induction pour H : soit n un entier tel que n ≥ 3. Supposons que H(k) soit
vraie pour tout k ∈ {3, . . . , n}.
Premie`rement, supposons que PROLOG prouve Bexp(db, l) en (n+ 1) pas. Dans ce cas,
d’apre`s l’axiome (1.4) et (1.2) :
– PROLOG prouve Bconj(db, r) en n pas. Comme H(n− 1) est vraie, EDB ∪ IDB |= r ;
– PROLOG prouve IDB(db, r → l) en deux pas. Donc EDB ∪ IDB |= r → l.
Donc EDB ∪ IDB |= l.
Supposons que PROLOG prouve Bconj(db, l1 ∧ . . . ∧ lm) en n+ 2 pas. Dans ce cas,
d’apre`s l’axiome (1.6) :
– PROLOG prouve Bexp(db, l1) en n+ 1 pas. D’apre`s la preuve pre´ce´dente,
EDB ∪ IDB |= l1 ;
– PROLOG prouve Bconj(db, l2 ∧ . . . ∧ lm) en n+ 1 pas. Comme H(n) est vraie,
EDB ∪ IDB |= l2 ∧ . . . ∧ lm.
Donc EDB ∪ IDB |= l1 ∧ . . . ∧ lm, donc H(n+ 1) est vraie.
Donc (H)(n) est vraie pour tout n ≥ 2. Donc PROLOG prouve Bexp(db, l) =⇒
EDB ∪ IDB |= l.
Preuve de ⇐=)
Supposons que LO soit un langage du premier ordre tel que les symboles de constantes
soient note´s {a1, . . . , an}, les symboles de pre´dicats {P1, . . . , Pm} et les symboles de
variables {x1, . . . , xk}. Pour toute clause C de IDB contenant les variables xi1 , . . . , xikC ,
nous appelons une instance de base de C toute formule F de LO telle que
F ≡ C[xi1/aj1 , . . . , xikC /ajkC ] (i.e. une clause dans laquelle tout symbole de variables est
remplace´ par un symbole de constante).
Soit succ la fonction telle que pour tout ensemble E de litte´raux de base de LO :
succ(E) = E ∪ {Pi(ai1 , . . . , aimi ) : ¬Pj1(aj1,1 , . . . , aj1,l1 ) ∧ . . . ∧ ¬Pjh(ajh,1 , . . . , ajh,lh )
→ Pi(ai1 , . . . , aimi ) est une instance de base d’une clause de h(c) ou` c ∈ IDB et
∀k ∈ {j1, . . . , jh} ¬Pjk(aj1,1 , . . . , aj1,lk ) ∈ E}
Definissons la fonction T par induction :
T1(EDB) = EDB
∀n ≥ 1 Tn+1(EDB) = succ(Tn(EDB))
Comme LO est un langage fini, il est facile de prouver que ∃i0 ≥ 1 tel que
lim
n→∞
Tn(EDB) = Ti0(EDB) (succ est une suite croissante dans un ensemble fini). Il est
e´galement e´vident que pour tout litte´ral de base l, EDB ∪ IDB |= l ⇐⇒ l ∈ Ti0(EDB).
De´notons Ti0(EDB) par T
iO(EDB).
Soit l un litte´ral de base. Prouvons par induction que pour tout i ≥ 1 :
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K(i) : l ∈ T i(EDB) =⇒ PROLOG prouve Bexp(db, l).
Preuve de K(1) : l ∈ T 1(EDB), donc par de´finition l ∈ EDB. D’apre`s les axiomes
(1.1) et (1.3), PROLOG prouve Bexp(db, l).
Pas d’induction de K : supposons que pour un certain i ≥ 1 K(i) est vraie. Supposons
que l ∈ T i+1(EDB). Dans ce cas, il existe une formule
¬Pj1(aj1,1 , . . . , aj1,l1 ) ∧ . . . ∧ ¬Pjh(ajh,1 , . . . , ajh,lh ) → l qui est une instance d’une clause
de IDB telle que ∀k ∈ {j1, . . . , jh} ¬Pjk(aj1,1 , . . . , aj1,lk ) ∈ Ti(EDB).
D’apre`s l’axiome (1.2), PROLOG prouve IDB(db,¬Pj1(aj1,1 , . . . , aj1,l1 ) ∧ . . .∧
¬Pjh(ajh,1 , . . . , ajh,lh ) → l).
Comme ∀k ∈ {j1, . . . , jh} ¬Pjk(aj1,1 , . . . , aj1,lk ) ∈ Ti(EDB) et K(i) est vraie, PROLOG
prouve Bexp(db,¬Pjk(aj1,1 , . . . , aj1,lk )) pour tout k ∈ {j1, . . . , jh}. Donc, d’apre`s les
axiomes (1.5) et (1.6), PROLOG prouve Bconj(db,¬Pj1(aj1,1 , . . . , aj1,l1 ) ∧ . . .∧
¬Pjh(ajh,1 , . . . , ajh,lh )).
Donc, d’apre`s l’axiome (1.4), PROLOG prouve Bexp(db, l). Donc K(i + 1) est vraie.
Par induction, K(i) est vraie pour tout i ≥ 1. En particulier, K(i0) est vraie, donc
PROLOG prouve EDB ∪ IDB |= l =⇒ Bexp(db, l).
2.
A.3 Preuves de la partie III
Proprie´te´ 11.1.1.
– ϕ est controˆlable par ai ssi ∀U¬ϕ =
⋃
p∈PI(¬ϕ)
p tel que ∀l ∈ lit(PROP )
l ∈ U¬ϕ ⇒ ¬l 6∈ U¬ϕ alors ∃Uϕ ⊆ PI(ϕ) tel que
1. Uϕ 6= φ ;
2. ∀C ⊆ 2lit(PROP ) tel que l ∈ C ⇒ ¬l 6∈ C et U¬ϕ ⊆ C, alors ∃p
′ ∈ Uϕ tel que
Cai(p
′) ⊆ C.




p tel que ∀l ∈ lit(PROP ) l ∈ U¬ϕ ⇒ ¬l 6∈ U¬ϕ ;
2. ∃C ⊆ 2lit(PROP ) tel que l ∈ C ⇒ ¬l 6∈ C et U¬ϕ ⊆ C ;
3. ∃p′ ∈ PI(¬ϕ) tel que Cai(p
′) ⊆ C.
Preuve. Nous allons de´montrer l’e´quivalence pour chacune des notions. Soit ϕ une
proposition.
1. nous allons tout d’abord montrer l’e´quivalence pour la controˆlabilite´.
– sens ⇒.
Supposons que ϕ soit controˆlable par ai. Alors dans ce cas, ∀w ∈W w |= ¬ϕ




p tel que ∀l ∈ lit(PROP ) l ∈ U¬ϕ ⇒ ¬l 6∈ U¬ϕ. Soit w ∈W




p (c’est possible d’apre`s la de´finition de U¬ϕ), alors w |= ¬ϕ.
Comme w |= ¬ϕ, ∃w′ ∈W w′ |= ϕ, donc ∃Uϕ(w) ⊆ PI(¬ϕ) tel que ∀p
′ ∈ Uϕ(w)
w′ |= p′.
Soit p′ ∈ Uϕ(w). w
′ |= p′ donc w′ |= Cai(p
′). Or (w′ −w) ⊆ Cai , donc
w |= Cai(p
′).
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Soit C ∈ 2lit(PROP ) tel que w |=
∧
l′∈C
l′ et U¬ϕ ⊆ C. Alors ∀l





De plus, ∀p′ ∈ Uϕ(w) w |= Cai(p
′), donc ∀p′ ∈ Uϕ(w) Cai(p
′) ⊆ C.
Si l’on conside`re tous les mondes w ∈W tels que w |=
∧
p∈U¬ϕ
p, alors on peut
construire un sous-ensemble Uϕ de PI(ϕ) non vide et tel que ∀C ∈ 2
lit(PROP ) tel
que l ∈ C ⇒ ¬l 6∈ C et U¬ϕ ⊆ C, alors ∃p
′ ∈ Uϕ tel que Cai(p
′) ⊆ C.
– sens ⇐.
Soit ϕ une proposition telle que ∀U¬ϕ =
⋃
p∈PI(¬ϕ)
p tel que ∀l ∈ lit(PROP )
l ∈ U¬ϕ ⇒ ¬l 6∈ U¬ϕ alors ∃Uϕ ⊆ PI(ϕ) tel que
(a) Uϕ 6= φ ;
(b) ∀C ∈ 2lit(PROP ) tel que l ∈ C ⇒ ¬l 6∈ C et U¬ϕ ⊆ C, alors ∃p
′ ∈ Uϕ tel que
Cai(p
′) ⊆ C.
Soit w ∈W tel que w |= ¬ϕ. Alors ∃P = {p1, . . . , pn} ⊆ PI(¬ϕ) tel que





Comme ∀i ∈ {1, . . . , n} w |= pi, alors ∀l ∈ lit(PROP ) l ∈ U¬ϕ ⇒ ¬l 6∈ U¬ϕ.
Donc ∃Uϕ ⊆ PI(ϕ) respectant les proprie´te´s (a) et (b).
Soit C(w) ⊆ 2lit(PROP ) tel que w |=
∧
C(w). Dans ce cas, ∃p′ ∈ Uϕ tel que
Cai(p
′) ⊆ C.
Soit w′ ∈W tel que (w′ − w) = Cai(p
′). Soit l ∈ Cai alors l ∈ C(w), donc w |= l,
donc w′ |= l (car Cai(p
′) et Cai(p












′), donc w′ |= p′. Dans ce
cas, w′ |= ϕ.
En conclusion, ∀w ∈W tel que w |= ¬ϕ ∃w′ ∈W tel que (w′ − w) ⊆ Cai et
w′ |= ϕ donc ϕ est controˆlable par ai.
2. nous allons maintenant de´montrer l’e´quivalence pour l’influenc¸abilite´.
– sens ⇒.
Supposons que ϕ soit influenc¸able par ai. Alors dans ce cas, ∃w ∈W w |= ¬ϕ et
∃w′ ∈W w′ |= ϕ et (w′ − w) ⊆ Cai .









w′ |= ϕ, donc ∃p′ ∈ PI(¬ϕ) tel que w′ |= p′. w′ |= p′ donc w′ |= Cai(p
′). Or
(w′ − w) ⊆ Cai , donc w |= Cai(p
′).
Soit C ∈ 2lit(PROP ) tel que w |=
∧
l′∈C
l′ et U¬ϕ ⊆ C. Alors ∀l












p tel que ∀l ∈ lit(PROP ) l ∈ U¬ϕ ⇒ ¬l 6∈ U¬ϕ ;
(b) ∃C ⊆ 2lit(PROP ) tel que l ∈ C ⇒ ¬l 6∈ C et U¬ϕ ⊆ C ;
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p tel que ∀l ∈ lit(PROP ) l ∈ U¬ϕ ⇒ ¬l 6∈ U¬ϕ ;
(b) ∃C ⊆ 2lit(PROP ) tel que l ∈ C ⇒ ¬l 6∈ C et U¬ϕ ⊆ C ;
(c) ∃p′ ∈ PI(¬ϕ) tel que Cai(p
′) ⊆ C.
Soit w ∈W le monde tel que w |=
∧
C. Alors d’apre`s (a) et (b), w |= ¬ϕ. De




Soit w′ ∈W le monde tel que (w′ −w) = Cai(p




(w′ − w) = Cai(p
′) et w |=
∧
Cai(p







Donc w′ |= ϕ, donc ϕ est influenc¸able par ai.
2 .
Proprie´te´ 12.2.1. D(KB) est un ensemble cohe´rent.
Preuve. D(KB) = NC(KB) ∪ Com+,A ∪ Com−,A.
On sait d’apre`s l’hypothe`se 12.1.4 que Com+,A ∪Com−,A est cohe´rent.
NC(KB) est l’ensemble des formules ϕ de Cl(KB) pour lesquelles KB n’est pas un
contexte pour ¬ϕ. NC(KB) est cohe´rent car KB l’est par de´finition.
Supposons qu’il existe un litte´ral l tel que l ∈ NC(KB) et ¬l ∈ Com+,A ∪ Com−,A
(comme Com+,A ∪Com−,A est un ensemble de litte´raux, on peut ge´ne´raliser aux
formules de NC(KB) facilement). Dans ce cas, KB n’est pas un contexte pour ¬l. Or,
¬l ∈ Com+,A ∪Com−,A, donc ¬l est controˆlable, donc par de´finition, KB est un contexte
pour ¬l (car l est un litte´ral). Donc NC(KB) ∪ Com+,A ∪ Com−,A est bien cohe´rent.
2 .
Proprie´te´ 12.2.2. Soit l un litte´ral de PROP . Si l est un CK-but de A, alors ∃ai ∈ A
tel que l’on a EGoalai(l).
Preuve. Soit l un CK-but du groupe A. Par de´finition, on a Σ |= I(ϕ|NC(KB)) et KB
est un contexte pour ϕ par rapport a` A (0). En particulier, l est controˆlable par A.
Supposons que l ne soit le but effectif d’aucun agent de A. On a donc ∀ai ∈ A
Σ 6|= I(l|D(KB)) ou l non controˆlable par ai (car comme l est un litte´ral, tous les KB
sont un contextes pour lui s’il est controˆlable).
Comme l est un litte´ral, il existe au moins un agent ai de A qui controˆle l. On a donc
Σ 6|= I(l|D(KB)). Donc :
∃M0,M0 |= Σ et M 6|= I(l|D(KB))
=⇒ M0 6|=
↔
3 (D(KB) ∧2(D(KB) → l))
=⇒ ∀w ∈W M0, w 6|= D(KB) ou ∃w
′ ≤ w M0, w
′ 6|= D(KB) → l
=⇒ ∀w ∈W M0, w |= D(KB) ⇒ ∃w
′ ≤ w M0, w
′ |= D(KB) ∧ ¬l (A.1)
(0) implique ∃w0 ∈W M0, w0 |= UI(KB) et ∀w ≤ w0 M0, w |= UI(KB) → l.
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Donc, puisque UI(KB) ⊆ D(KB) :
∃w0 ∈W M0, w0 |= UI(KB) et ∀w ≤ w0 M0, w |= D(KB) → l
Soit w1 ≤ w0. D’apre`s (1) si w1 |= D(KB) alors il existe un w
′ ∈W tel que w′ ≤ w1 et
w′ |= D(KB) ∧ ¬l. Or w′ ≤ w0 (par transitivite´ de ≤) donc w
′ |= D(KB) → l ce qui est
impossible.
Donc :
∀w ≤ w0 w |= ¬D(KB)
=⇒ ∀w ≤ w0 w |= ¬(UI(KB) ∧ (Com+,A ∧ Com−,A))
=⇒ ∀w ≤ w0 w |= UI(KB) → ¬(Com+,A ∧ Com−,A)
Or M0 |= I(l|UI(KB), donc ∃w2 ∈W M0, w2 |= UI(KB) et
∀w ≤ w2 M0, w |= UI(KB) → l.
Donc M0,min≤(w0, w2) |= l ∧ ¬(Com+,A ∧ Com−,A)). Ceci falsifie l’hypothe`se 12.1.4.
2 .
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