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LOCALIZATION AND PROJECTIONS ON BI–PARAMETER
BMO
RICHARD LECHNER AND PAUL F.X. MÜLLER
Abstract. We prove that for any operator T on bi–parameter BMO the
identity factors through T or Id−T . Bourgain’s localization method provides
the conceptual framework of our proof. It consists in replacing the factoriza-
tion problem on the non–separable bi–parameter BMO by its localized, finite
dimensional counterpart. We solve the resulting finite dimensional factoriza-
tion problems by exploiting the geometry and combinatorics of colored dyadic
rectangles.
1. Introduction
The dyadic intervals D on the unit interval are given by
D = {[2−jk, 2−j(k + 1)[ : j, k ∈ N0, k ≤ 2j − 1},
and the dyadic rectangles R on the unit square by R = D × D . For any given
dyadic interval I ∈ D we define the L∞ normalized Haar function hI , to be +1 on
the left half of I and −1 on the right half of I. Given two dyadic intervals I, J we
have
hI×J(s, t) = hI(s)hJ (t), s, t ∈ [0, 1[.
We define the bi–parameter space H1(δ2) to be the completion of
span{hI×J : I × J ∈ R}
under the norm
‖f‖H1(δ2) =
∫ 1
0
∫ 1
0
(∑
a2I×J h
2
I×J
)1/2
ds dt, (1.1)
where is the finite linear combination f =
∑
aI×JhI×J . The dual of H
1(δ2) is
denoted BMO(δ2). It consists of bi–parameter functions f =
∑
aI×JhI×J with
‖f‖BMO(δ2) <∞, where
‖f‖BMO(δ2) =
(
sup
Ω open
1
|Ω|
∑
I×J⊂Ω
a2I×J |I × J |
)1/2
. (1.2)
For basic information and background we refer to [1], [3], [7], [9], [10], [12] and [14].
The main result of this paper is the following theorem.
Theorem 1.1 (Main Theorem). For any operator
S : BMO(δ2)→ BMO(δ2)
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the identity on BMO(δ2) factors through H = S or H = Id−S, that is
BMO(δ2)
Id //
E

BMO(δ2)
BMO(δ2)
H
// BMO(δ2)
P
OO
‖E‖‖P‖ ≤ C, (1.3)
where C > 0 is some universal constant.
As a consequence, BMO(δ2) is a primary Banach space. Recall that a Banach
space X is primary if for any projection S : X → X one of the spaces S(X)
or (IdX −S)(X) is isomorphic to X . For background on this classical isomorphic
invariant concept we refer to [13, 17, 22].
One cannot directly deduce the result that BMO(δ2) is primary from the previ-
ously known result that H1(δ2) is primary [16]. To see this, we remark that there
exists a projection on BMO(δ2) that is not weak∗ continuous, and therefore is not
the adjoint of an operator on the predual H1(δ2). Indeed, given a Banach limit
ℓ : ℓ∞ → R and a collection of disjoint dyadic rectangles {R1, R2, . . .}, let us define
the rank one projection S : BMO(δ2)→ BMO(δ2) by
Sf = ℓ
(
(
〈f, hRn〉
|Rn| )
∞
n=1
) ∞∑
j=1
hRj .
One can easily verify that S is a bounded linear projection that is not weak∗
continuous, since fn =
∑
j≥n hRj is a weak
∗ null sequence and Sfn =
∑∞
j=1 hRj .
Our proof of the main theorem is based on the localization method introduced
by J. Bourgain in [4]. See also [5, 6] and [19] for one of the first papers in this direc-
tion. Bourgain’s method is particularly useful for treating factorization problems
on non–separable Banach spaces such as BMO(δ2). It aims at replacing (1.3) by
its localized, finite dimensional counterpart, and in our context it consists of three
basic steps.
(i) The starting point consists in applying Wojtaszczyk’s isomorphism [21] to
the space BMO(δ2) and its finite dimensional building blocks BMOn(δ
2) =
span{hI×J : I × J ∈ R, |I|, |J | ≥ 2−n}∩BMO(δ2). This gives
BMO(δ2) ∼
(∑
n
BMOn(δ
2)
)
∞
,
where we use the notation X ∼ Y to denote that X is isomorphic to Y .
(ii) Reduction to diagonal operators on
(∑
nBMOn(δ
2)
)
∞
.
(iii) Verification of the following finite dimensional and quantitative factorization
problem: For any n ∈ N and M > 0 there exists N = N(n,M) such that for
any operator T : BMON (δ
2) → BMON (δ2) with ‖T ‖ ≤ M we have that
H = T or H = Id−T satisfies
BMOn(δ
2)
Id //
E

BMOn(δ
2)
BMON (δ
2)
H
// BMON (δ2)
P
OO
‖E‖‖P‖ ≤ C, (1.4)
where C > 0 is some universal constant.
The most challenging aspect in connection with the localization method of Bourgain
consists in proving the finite dimensional factorization problem (1.4) while simul-
taneously controlling N in terms of n. The one–parameter factorization problems
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– solved in [15] – are both the model case and also a special case of our present
problem. See also [2, 17, 18, 20].
Organization of the paper.
Section 2 lists the preliminary theorems, definitions and concepts. Section 3 states
our main technical results (finite dimensional quantitative factorization and almost–
diagonalization theorems). Section 4 contains the proof of the almost–diagonalization
theorem. Section 5 restates the main theorem (infinite dimensional factorization)
and gives its detailed proof.
Acknowledgements.
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2. Preliminaries
Basic notation.
Here we collect basic notation and definitions. We refer to [17] for reference. Recall
that D denotes the dyadic subintervals of the unit interval. Let π : D\{[0, 1)} → D
denote the dyadic predecessor map, that is π(I) =
⋂{J ∈ D : J ) I}. The level
lev(I) of a dyadic interval I ∈ D is defined as lev(I) = − log2(|I|). The collection
Dj of dyadic intervals at level j is given by Dj = {I ∈ D : lev(I) = j} and we set
Dn =
⋃
j≤n Dj . For n ∈ N we define
Rn =
{
I × J ∈ R : I, J ∈ Dn}.
Given a collection of sets C we define
C
∗ =
⋃
{C : C ∈ C }.
If A is some set, then C ∩A = {C ∩A : C ∈ C }. The Carleson constant JA K of a
collection A ⊂ D is given by
JA K = sup
I∈A
∑
J∈A ∩ I
|J |/|I|.
Note that JA ∪BK ≤ JA K + JBK for any two collections A ,B ⊂ D .
For any given dyadic interval I ∈ D we define hI = 1I0 −1I1 , where 1A denotes
the characteristic function of a set A, I0 = [inf I, (inf I+sup I)/2[ and I1 = [(inf I+
sup I)/2, sup I[. The one parameter hardy space H1(δ) is the completion of
span{hI : I ∈ D}
under the square function norm
‖f‖H1(δ) =
∫ 1
0
(∑
a2I h
2
I
)1/2
dt,
where f =
∑
aIhI . We set
H1n(δ) = span{hI : I ∈ Dn}∩H1(δ),
BMOn(δ) = span{hI : I ∈ Dn}∩BMO(δ).
4 R. LECHNER AND P.F.X. MÜLLER
The Gamlen–Gaudet factorization.
We recall the relation between large Carleson constants and factorization, see [17].
Let A be a collection of dyadic intervals satisfying JA K ≥ N and define
XA = span{hI : I ∈ A }∩H1(δ).
If N = n4n, then there exist linear operators E and P so that
H1n(δ)
Id //
E ##❋
❋❋
❋❋
❋❋
❋❋
H1n(δ)
XA
P
;;①①①①①①①①
‖E‖‖P‖ ≤ C. (2.1)
The bi–parameter analogues of these finite dimensional building blocks are:
H1n(δ
2) = span{hI×J : I × J ∈ Rn}∩H1(δ2),
BMOn(δ
2) = span{hI×J : I × J ∈ Rn}∩BMO(δ2).
In the bi–parameter context, factorization and large Carleson constants are related
for collections of rectangles having product structure. Given collections of dyadic
intervals A , B ⊂ D we define the product space XA×B by
XA×B = span{hI×J : I × J ∈ A ×B}∩H1(δ2).
If N = n4n and JA K ≥ N , JBK ≥ N , then there exist linear operators E and P
such that
H1n(δ
2)
Id //
E $$❏
❏❏
❏❏
❏❏
❏❏
H1n(δ
2)
XA×B
P
::ttttttttt
‖E‖‖P‖ ≤ C. (2.2)
Due to product structure of XA×B, the bi–parameter factorization (2.2) results
directly from its one–parameter predecessor (2.1). In the next paragraph we discuss
Ramsey’s theorem for colored dyadic rectangles. Its relevance for the constructions
of this paper comes from the fact that for any two–coloring of Rn, Ramsey’s theorem
detects a large monochromatic collection of the form A ×B.
Ramsey theorem for colored dyadic rectangles.
Ramsey’s theorem asserts that for any two–coloring of the dyadic rectangles
Rn =
{
I × J : |I| ≥ 2−n, |J | ≥ 2−n}
there exist collections A , B of dyadic intervals, each of which has large Carleson
constant and, moreover,
A ×B is monochromatic in Rn.
For later reference we state this assertion in the following theorem.
Theorem 2.1. Given n0 ∈ N there exists n ∈ N such that for any collection
C ⊂ Rn one finds A ,B ⊂ D satisfying
(i) A ×B ⊂ C or A ×B ⊂ Rn \ C ,
(ii) JA K ≥ n0 and JBK ≥ n0.
One can choose n = n0 2
4n0 .
For the above formulation of Ramsey’s theorem we refer to [16]. See also [11,
Chapter 1]. For convenience, we give the proof here.
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Proof. Define n = n0 2
4n0 and let C ⊂ Rn. Define k = 2n0−1 and let I1, . . . , I2k+1−1
be an enumeration of the dyadic intervals in Dk. First, we set E0 = F0 = G0 = D
n,
I0 = ∅ and f(I0) = ∞. Second, assuming that Ej , Fj , Gj and f(Ij) have already
been constructed for all 0 ≤ j ≤ m− 1, we define the collections
Em = {J ∈ Gm−1 : Im × J /∈ C } and Fm = {J ∈ Gm−1 : Im × J ∈ C }.
If JEmK ≥ JFmK, we set f(Im) = 0, and if JEmK < JFmK, we set f(Im) = 1. To
conlude the inductive step, we define Gm = Em if f(Im) = 0, and Gm = Fm if
f(Im) = 1.
Observe that Em∪Fm = Gm−1 and JGmK = max(JEmK, JFmK). By subadditivity
of J·K we obtain 2JGmK ≥ JGm−1K, and by iterating JGmK ≥ 2−m(n + 1). For m =
2k+1− 1, we set B = Gm, and observe that by our choices JBK ≥ 2−4n0+1(n+1) ≥
n0. Now define
H0 = {I ∈ Dk : f(I) = 0} and H1 = {I ∈ Dk : f(I) = 1},
and note that H0 ∪H1 = Dk. By definition of f and Gj we have
H0 ×B ⊂ (Dk ×Dk) \ C and H1 ×B ⊂ C .
Now, let A = H0 if JH0K ≥ JH1K, and A = H1 if JH0K < JH1K. We conclude this
proof by observing that by our choices we have
2JA K ≥ JH0K + JH1K ≥ JH0 ∪H1K = JDkK = k + 1 = 2n0. 
Block bases and projections in H1(δ2).
We introduce next some frequently used terminology and record a boundedness
criterion for projections on H1(δ2). We say that a sequence {bI×J : I × J ∈ R} in
a Banach space X is equivalent to the unconditional 2D Haar basis {hI×J : I×J ∈
R} in H1(δ2) if the following holds: The map
T :
∑
aI×J hI×J →
∑
aI×J bI×J
defined initially on finite linear combinations of 2D Haar functions and extended
by density to H1(δ2) satisfies
C−11 ‖x‖H1(δ2) ≤ ‖T (x)‖X ≤ C1 ‖x‖H1(δ2), x ∈ H1(δ2).
Let {EI×J : I × J ∈ R} be pairwise disjoint collections of dyadic rectangles and let
EI×J = E
∗
I×J =
⋃
K×L∈EI×J
K × L be the point-set covered by the collection EI×J .
We denote by
bI×J =
∑
K×L∈EI×J
hK×L
the block-basis generated by EI×J . We assume throughout, that ‖bI×J‖22 = |EI×J |
or equivalently that EI×J consists of pairwise disjoint dyadic rectangles. We formu-
late conditions on the collections {EI×J} so that the block basis {bI×J} is equivalent
to the 2D Haar system. The sets {EI×J : I×J ∈ R} satisfy the bi-tree condition
if there exists C2 > 0 so that for each I × J ∈ R
C−12 |I × J | ≤ |EI×J | ≤ C2 |I × J |. (2.3a)
and for (I0 × J0), (I1 × J1) ∈ R with I = I˜0 = I˜1 and J = J˜0 = J˜1 we have
EI0×J ∩EI1×J = ∅, EI0×J ∪ EI1×J ⊂ EI×J , (2.3b)
EI×J0 ∩EI×J1 = ∅, EI×J0 ∪ EI×J1 ⊂ EI×J . (2.3c)
If (2.3) is satisfied, then the block basis {bI×J : I × J ∈ R} is equivalent to the
2D Haar system inH1(δ2) and C1 = C1(C2). The following theorem is a basic tool
that allows to project onto the span of the block bases {bI×J : I × J ∈ R}. It
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was instrumental in proving that H1(δ2) is a primary space, see [8] and [16]. In
the present paper, the main component of the factoring operator P appearing in
Theorem 1.1 consists of a weighted version of the following orthogonal projection
Q onto block basis.
Theorem 2.2. Let EI×J , I × J ∈ R be pairwise disjoint collections consisting of
disjoint dyadic rectangles. Let EI×J = E
∗
I×J . Assume that {EI×J : I, J ∈ D} is a
bi-tree, then the following hold
(i) The block basis {bI×J : I × J ∈ R} is equivalent to the 2D-Haar basis in
H1(δ2) with C1 = C1(C2).
(ii) If there exists C3 > 0 so that for each I × J, I0× J0 ∈ R with I × J ⊃ I0 × J0
and for every K × L ∈ EI×J we have
C−13
|EI0×J0 |
|EI×J | ≤
|(K × L)∩EI0×J0 |
|K × L| ≤ C3
|EI0×J0 |
|EI×J | , (2.4)
then the orthogonal projection
Qf =
∑
〈f, bI×J〉 bI×J‖bI×J‖22
defines a bounded operator on H1(δ2) with norm only depending on C3 and
C2.
Rademacher type functions in H1(δ2) and BMO(δ2).
We define the following Rademacher type system as block basis of the Haar system.
Given r ≥ k0 and K0×L0 ∈ R with |K0| = 2−k0 we specify the following functions.
First, for any choice of signs we set
di =
∑
K∈Di ∩K0
±hK , i ≥ r.
Then it is easy to see that if we define
gi(s, t) = di(s)hL0(t), s, t ∈ [0, 1]
for each dyadic interval L0, then by (1.1) and duality we have∥∥ r+k−1∑
i=r
gi
∥∥
H1(δ2)
=
√
k|L0| and
∥∥ r+k−1∑
i=r
gi
∥∥
BMO(δ)
=
√
k. (2.5)
3. Localized facorization
Here we prove our quantitative factorization theorem which is one of the three
major steps towards the proof of our main theorem.
The main result of this paper is the following quantitative factorization theo-
rem 3.1.
Theorem 3.1. For n ∈ N and M > 0 there exists N = N(n,M) so that the
following holds: For any operator T : H1N (δ
2) → H1N (δ2) with ‖T ‖ ≤ M the
identity on H1n(δ
2) factors through H = T or H = Id−T such that
H1n(δ
2)
Id //
E

H1n(δ
2)
H1N (δ
2)
H
// H1N (δ
2)
P
OO
‖E‖‖P‖ ≤ C,
where C > 0 is a universal constant.
The proof is based on the following three theorems.
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(i) Ramsey’s theorem 2.1 for colored dyadic rectangles.
(ii) The projection theorem 2.2.
(iii) The almost-diagonalization theorem 3.2 stated below.
These three theorems combined provide the reduction from general operators in
theorem 3.1 to multipliers on the Haar system.
The almost-diagonalization theorem.
We now state the almost-diagonalization theorem 3.2 and show that in combina-
tion with Ramsey’s theorem 2.1 for colored dyadic rectangles and the projection
theorem 2.2 it yields the proof of our main result, Theorem 3.1.
Theorem 3.2. Let n ∈ N, M > 0 and {εI×J : I×J ∈ Rn} be a given set of small
positive scalars. Then there exists N = N(n,M, {εI×J}) such that for any linear
operator T : H1N (δ
2) → H1N (δ2) with ‖T ‖ ≤M there exist disjoint collections EI×J ,
indexed by I × J ∈ Rn, consisting of pairwise disjoint dyadic rectangles defining
the functions
bI×J =
∑
K×L∈EI×J
hK×L,
which satisfy the following conditions:
(i) EI×J ⊂ RN and |bI×J | ≤ 1 for all I × J ∈ Rn.
(ii) The orthogonal projection
Q(f) =
∑
I×J∈Rn
〈
f,
bI×J
‖bI×J‖2
〉 bI×J
‖bI×J‖2
is a bounded operator on H1(δ2) with Q(H1(δ2)) = span{bI×J} satisfying
‖Q : H1(δ2)→ H1(δ2)‖ ≤ C2,
for some universal constant C2 > 0.
(iii) The map S : H1n(δ
2) → span{bI×J}∩H1N (δ2) defined as the linear extension
of hI×J 7→ bI×J is an isomorphism with
‖S‖‖S−1‖ ≤ C3, (3.1)
for some universal constant C3 > 0.
(iv) We have the estimate∑
K×L 6=I×J
|〈TbK×L, bI×J〉| ≤ εI×J‖bI×J‖22, (3.2)
for all I × J ∈ Rn.
The proof of the almost-diagonalization theorem 3.2 is given in Section 4.
Proof of Theorem 3.1.
Let n ∈ N, M > 0. We define N by the chain of the following conditions:
N = N(N1,M, {εI×J}), N1 = N2 24N2 , N2 = n4n, (3.3)
where {εI×J : I × J ∈ RN1} is a collection of positive scalars satisfying∑
I×J∈RN1
εI×J ≤ 1
4
. (3.4)
Let T : H1N (δ
2) → H1N (δ2) be an operator such that ‖T ‖ ≤ M . Now apply
Theorem 3.2 to T . This gives a block basis {bI×J : I × J ∈ RN1} satisfying the
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conclusions (i)–(iv) of Theorem 3.2. The Ramsey theorem 2.1 for colored dyadic
rectangles applied to
C = {I × J ∈ RN1 : |〈TbI×J , bI×J〉| ≥ ‖bI×J‖22/2}
yields collections A ,B ⊂ DN1 , with Carleson constants JA K ≥ N2 and JBK ≥ N2,
such that A × B ⊂ C or A × B ⊂ RN1 \ C . We choose H = T if A × B ⊂ C
and H = Id−T if A ×B ⊂ RN1 \ C .
The following lower estimate will be essential below:
|〈HbI×J , bI×J〉| ≥ ‖bI×J‖22/2, I × J ∈ A ×B. (3.5)
We define the product space XA×B by
XA×B = span{hI×J : I × J ∈ A ×B}∩H1(δ2).
Since JA K ≥ N2, JBK ≥ N2, we know from (2.2) that there exists a universal
constant C > 0 so that
H1n(δ
2)
Id //
E0

H1n(δ
2)
XA×B
Id // XA×B
P0
OO
‖E0‖‖P0‖ ≤ C.
We claim that Theorem 3.2 and the choices we made in (3.3),(3.4) and (3.5) imply
that there exist linear operators S1 and P1 such that
XA×B
Id //
S1

XA×B
H1N (δ
2)
H // H1N (δ
2)
P1
OO
‖E1‖‖P1‖ ≤ C,
for some universal constant C > 0. For the verification of the claim we remark
that the method lined out in [17, 288–290] is directly applicable: The isomorphic
embedding
S1 : XA×B → span{bI×J : I × J ∈ A ×B}
is defined as the linear extension of the map
hI×J 7→ bI×J .
For the norm estimate of S1 we refer to (3.1). Next, define
P˜1 : H
1
N (δ
2)→ span{bI×J : I × J ∈ A ×B}
by the formula
f 7→
∑
I×J∈A×B
〈f, bI×J〉bI×J〈HbI×J , bI×J〉−1,
and observe that ‖P˜1‖ ≤ 2‖Q‖. We observe that for g ∈ span{bI×J : I × J ∈
A ×B} we have
P˜1Hg = g +Gg,
where the error term Gg is controlled via 2
∑
I×J∈RN1
εI×J ≤ 1/2 by the following
operator norm estimate∥∥G : span{bI×J : I × J ∈ A ×B} → span{bI×J : I × J ∈ A ×B}∥∥H1(δ2) ≤ 12 .
Hence, we may invert Id+G on span{bI×J : I × J ∈ A ×B} so that
(Id+G)−1P˜1Hg = g, g ∈ span{bI×J : I × J ∈ A ×B}.
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Note that ‖(Id+G)−1‖ ≤ 2. This defines P1 as follows:
P1f = S
−1
1 (Id+G)
−1P˜1f, f ∈ XA×B.
We should emphasize that S−11 is well defined on the range of (Id+G)
−1 and fur-
thermore (Id+G)−1 is well defined on the range of P˜1.
Finally, it remains to merge the diagrams yielding the following factorization:
H1n(δ
2)
Id //
E

H1n(δ
2)
H1N (δ
2)
H // H1N (δ
2)
P
OO
‖E‖‖P‖ ≤ C,
where C > 0 is a universal constant.
4. Quantitative almost-diagonalization
In this section we give the proof of Theorem 3.2. Our argument is inductive. We
use induction within the collection of dyadic rectangles. It is therefore important
that we introduce a suitable linear ordering relation on the collection of dyadic
rectangles. Below we specifically construct the linear ordering relation ⊳ so that
the bijective index function O⊳ : R → N, which is defined by
O⊳ (R0) < O⊳ (R1)⇔ R0 ⊳ R1, R0, R1 ∈ R,
has the following properties (4.1) and (4.2). For a picture of the index function O⊳
see Figure 1. The geometry of a dyadic rectangle and its position within our linear
ordering ⊳ are linked by the inequalities
(2k − 1)2 < O⊳ (I × J) ≤ (2k+1 − 1)2, whenever min(|I|, |J |) = 2−k, (4.1)
as well as
4 |I1 × J1| ≤ |I0 × J0|
min(|I1|, |J1|) , whenever I0 × J0 ⊳ I1 × J1. (4.2)
Any linear orderings on the dyadic rectangles for which (4.1) and (4.2) hold may
serve as basis for our induction argument in the proof of Theorem 3.2.
4.1. Constructing the linear ordering relation ⊳ on R.
First, we define the rectangles of fixed side lengths 2−m and 2−n by setting
Bm,n = {I × J ∈ R : |I| = 2−m, |J | = 2−n}, m, n ≥ 0. (4.3)
Second, we will define the ordering relation ≺ℓ on each of the blocks Bm,n. Given
two dyadic rectangles I0 × J0, I1 × J1 ∈ Bm,n we set
I0 × J0≺ℓ I1 × J1 :⇔ (inf I0, inf J0)<ℓ(inf I1, inf J1),
where <ℓ denotes the lexicographic ordering on R
2. Third, we shall collect the
blocks Bm,n in the collections
Sk = {Bm,n : max(m,n) = k}, k ≥ 0.
Third, we need to bring the blocks Bm,n in order. To this end, we consider
w : {Bm,n : m,n ≥ 0} → N0
such that the following conditions hold for all k ≥ 1:
(i) w|Sk : Sk → {k2, . . . , (k + 1)2 − 1} is bijective.
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Figure 1. Index function O⊳ (I × J) for all I × J ∈ R2.
(ii) we set w(B0,k) = k
2 and moreover
w(Bm0,n0) < w(Bm1,n1)⇔

m0 > n0 and m1 ≤ n1,
m0 > n0 and m1 > n1 and n0 < n1,
m0 ≤ n0 and m1 ≤ n1 and m0 < m1,
for all Bm0,n0 ,Bm1,n1 ∈ Sk \ {B0,k}.
Finally, we use the function w and its properties as well as the properties of ≺ℓ to
define our linear ordering relation ⊳ on the dyadic rectangles R. If I0×J0, I1×J1 ∈
R we set
(I0×J0) ⊳ (I1×J1) :⇔
{
w(Blev I0,lev J0) < w(Blev I1,lev J1) or
w(Blev I0,lev J0) = w(Blev I1,lev J1) and (I0, J0)≺ℓ(I1, J1).
Since our ordering relation ⊳ is linear, we may well define the bijective index func-
tion O⊳ : R → N by the following property:
O⊳ (R0) < O⊳ (R1)⇔ R0 ⊳ R1, R0, R1 ∈ R.
Observe that the crucial relations between the geometry of a dyadic rectangle and
its position within our linear ordering (4.1) and (4.2) are satisfied by design.
4.2. Combinatorial lemma.
Let {ri} denote the sequence of independent Rademacher functions which are given
by
ri(t) = sign(sin(2π2
it)), t ∈ [0, 1], i ∈ N.
We consider the tensor product ri,j of the standard Rademacher system defined as
rij(s, t) = ri(s) rj(t), (s, t) ∈ [0, 1]2
It is well known and easy to verify that in both spaces, H1(δ2) and BMO(δ2), the
system {rij} is equivalent to the unit vector basis of ℓ2. Specifically, there exists
constants c0, C0 so that for any sequence of scalars {aij} the following inequalities
hold.
‖
∑
aijrij‖2H1(δ2) =
∑
a2ij
and
c0
∑
a2ij ≤ ‖
∑
aijrij‖2BMO(δ2) ≤ C0
∑
a2ij .
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Hence, {rij} is a weak null sequence in both spaces H1(δ2) and BMO(δ2),
rij → 0 weakly in H1(δ2), if i→∞ or j →∞
and
rij → 0 weakly in BMO(δ2), if i→∞ or j →∞.
For the purpose of our present work we need a quantitative strengthening of these
considerations. This is done in the following combinatorial lemma. Our combina-
torial argument is controlled by the local frequency weight
f(K × L) = |〈x, hK×L〉|+ |〈y, hK×L〉|, K × L ⊂ K0 × L0
where x ∈ BMO(δ2) and y ∈ H1(δ2) are fixed functions and K0×L0 ∈ R. For us,
it will be extremely important that the collection
{K × L : f(K × L) ≤ τ |K × L|}
contains almost complete and well–structured coverings of K0 × L0 of the form
{K0 × L : L ∈ Dℓ ∩L0} and {K × L0 : K ∈ Dk ∩K0},
with k and ℓ well under control in terms of τ . See Figure 3.
Lemma 4.1. Let i ∈ N, K0, L0 ∈ D , xj ∈ BMO(δ2), yj ∈ H1(δ2), 1 ≤ j ≤ i,
such that
i∑
j=1
‖xj‖BMO(δ2) ≤ 1 and
i∑
j=1
‖yj‖H1(δ2) ≤ |K0 × L0|. (4.4)
Let τ > 0, r ∈ N0, K × L ∈ R and define the local frequency weight
fi(K × L) =
i∑
j=1
|〈xj , hK×L〉|+ |〈yj , hK×L〉| (4.5)
as well as the collections
K (K0 × L0) =
{
K × L0 : K ⊂ K0, |K| ≤ 2−r|K0|, fi(K × L0) ≤ τ |K × L0|
}
,
L (K0 × L0) =
{
K0 × L : L ⊂ L0, |L| ≤ 2−r|L0|, fi(K0 × L) ≤ τ |K0 × L|
}
.
For all integers k, ℓ the collections Kk(K0 × L0) and Lℓ(K0 × L0) are given by
Kk(K0 × L0) = K (K0 × L0)∩({K ∈ D : |K| = 2−k|K0|} ×D),
Lℓ(K0 × L0) = L (K0 × L0)∩(D × {L ∈ D : |L| = 2−ℓ|L0|}).
Let δ > 0. Then there exist integers k, ℓ with
r ≤ k, ℓ ≤ ⌊ i
2
δ2τ2
⌋+ r (4.6)
such that
|K ∗k (K0×L0)| ≥ (1−δ)|K0×L0| and |L ∗ℓ (K0×L0)| ≥ (1−δ)|K0×L0|. (4.7)
Proof. Define B = {K × L0 : K ⊂ K0} \K (K0 × L0) and
Bk = B ∩({K ∈ D : |K| = 2−k|K0|} ×D),
see Figure 2. Let
A = ⌊ i
2
δ2τ2
⌋+ r.
By construction Bk and Kk(K0 × L0) form a disjoint decomposition of K0 × L0.
We will determine a collection Kk(K0 × L0) by showing that B∗k is small enough
for at least one value of k. Now assume the opposite, namely that
|B∗k| ≥ δ|K0 × L0|, r ≤ k ≤ A.
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K0
L0
Figure 2. The shaded rectangles form Kk(K0 × L0), the white
rectangles form Bk. The x–component of Kk(K0×L0) (first level
of intervals) and the x–component of Bk (second level of intervals)
form a disjoint cover of K0.
Summing these estimates yields
A∑
k=r
|B∗k| ≥ (A− r + 1) δ |K0 × L0|, (4.8)
Observe that
τ ·
A∑
k=r
|B∗k| ≤
i∑
j=1
A∑
k=r
∑
K×L0∈Bk
|〈xj , hK×L0〉|+ |〈yj , hK×L0〉|
=
i∑
j=1
∣∣〈xj , A∑
k=r
∑
K×L0∈Bk
±hK×L0
〉∣∣+ ∣∣〈yj , A∑
k=r
∑
K×L0∈Bk
±hK×L0
〉∣∣.
By (2.5) we have∥∥∥ A∑
k=r
∑
K×L0∈Bk
±hK×L0
∥∥∥
H1(δ2)
=
√
A− r + 1 |K0 × L0|,
∥∥∥ A∑
k=r
∑
K×L0∈Bk
±hK×L0
∥∥∥
BMO(δ2)
=
√
A− r + 1,
thus, by duality and (4.4) we obtain
τ ·
A∑
k=r
|B∗k| ≤ i
√
A− r + 1 |K0 × L0|. (4.9)
Combining (4.8) and (4.9) we conclude
A ≤ i
2
δ2τ2
+ r − 1,
which contradicts the definition of A. Thus we found r ≤ k ≤ A so that
|K ∗k (K0 × L0)| ≥ (1− δ)|K0 × L0|,
see Figure 2. We emphasize that the x–component of the rectangles in K ∗k (K0 ×
L0) are covering a set of measure ≥ (1 − δ)|K0| in K0. The y–component of the
rectangles in K ∗k (K0×L0) equals L0 throughout. (For the later use of this lemma
it is extremely important that we found a large collection of rectangles Kk(K0×L0)
where the y–component L0 remains intact.) See Figure 3.
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K0
L0
K∑
|K| ≥ (1− δ)|K0|
K0
L0
L∑
|L| ≥ (1− δ)|L0|
Figure 3. Two good covers. The shaded rectangles in the left pic-
ture are from Kk(K0×L0). For those rectangles the y–component
L0 remains intact and the x–components K form a large cover of
K0. Therefore the construction in Section 4.3 yields the crucial
measure estimate (4.48). The right picture displays the collection
Lℓ(K0×L0) and the roles of x and y–components are interchanged.
K0
L0
Figure 4. A bad cover of K0 × L0. These fragmented shaded
rectangles cover the same subset of K0 × L0 as Kk(K0 × L0) (see
Figure 3). The y–component L0 did not remain intact and there-
fore the construction in Section 4.3 would not yields the crucial
measure estimate (4.48).
The same proof in the other variable can be used to show the estimate for
L ∗ℓ . 
4.3. Proof of Theorem 3.2.
Theorem 3.2 asserts that we are able to construct a large block basis {bI×J} in
H1N (δ
2) which are almost eigenvectors for T . Moreover, the block basis is such
that it spans a well complemented copy of H1n(δ
2) in H1N (δ
2). We choose the
normalization M = 1 and ‖T ‖ ≤ 1.
It is here where we will exploit our linear order ⊳ introduced on the collection
of dyadic rectangles R. The proof described below is by mathematical induction
executed along the linear order given by O⊳ .
Inductive construction.
To make the transition from standard indexing by dyadic rectangles to indexing
by natural numbers we employ the following convention. Given a dyadic rectangle
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I × J with O⊳ (I × J) = i we will systematically relabel the collections EI×J , the
functions bI×J and the constants δI×J , τI×J by Ei, bi and δi, τi, respectively.
Before we begin with our construction we explicitly define the constants δi by
δi = 2
−i/(8n). (4.10)
The remaining crucial constants τi will be defined inductively as the construction
proceeds.
First stage of the induction. We begin the induction by setting E1 := E[0,1]×[0,1] :=
{[0, 1]× [0, 1]} and b1 := b[0,1]×[0,1] := h[0,1]×[0,1].
At stage i of the induction. We assume that we have already defined the disjoint
collections of dyadic rectangles Ej for all 1 ≤ j ≤ i − 1. Now, we will construct
Ei. The construction of Ei depends crucially on the value of i. We will distinguish
between two principal cases, where the second one is divided again into two sub
cases.
⊲ Case 1: The stage ordinal i is given by i = O⊳ ([0, 1]× J).
⊲ Case 2: The stage ordinal i is given by i = O⊳ (I × J), where I 6= [0, 1].
+ Case 2.a: The second component J satisfies J = [0, 1].
+ Case 2.b: The second component J satisfies J 6= [0, 1].
Case 1: I = [0, 1]. The stage ordinal i is given by i =
O⊳ ([0, 1]×J). Case 1 is applicable to the light rectangles.
The collections EI0×J0 indexed by the dark rectangles I0×
J0 are already well defined at this stage. The white ones
are ignored.
Recall that
bj =
∑
K×L∈Ej
hK×L, 1 ≤ j ≤ i− 1.
Since the collection Ej consists of pairwise disjoint rectangles we have by (1.1) and
duality that
‖bj‖BMO(δ2) = 1 and ‖bj‖H1(δ2) = |E ∗j |.
Let J˜ denote the unique dyadic interval satisfying J˜ ⊃ J and |J˜ | = 2|J |. By
definition of our linear ordering we have O⊳ ([0, 1]× J˜) ≤ i − 1. Hence, E[0,1]×J˜ is
already defined. Now put
βi = min{|K0 × L0| : K0 × L0 ∈ E[0,1]×J˜} (4.11)
and define for all 1 ≤ j ≤ i− 1
xj :=
1
i− 1T
∗bj , yj :=
βi
(i − 1)|E ∗j |
Tbj, (4.12)
Recall that we are using the normalization ‖T ‖ ≤ 1, hence
i−1∑
j=1
‖xj‖BMO(δ2) ≤ 1 and
i−1∑
j=1
‖yj‖H1(δ2) ≤ βi.
We define the local frequency weight
fi−1(K × L) =
i−1∑
j=1
|〈xj , hK×L〉|+ |〈yj , hK×L〉|, K × L ∈ R. (4.13)
Given L0 we remark that by our previous choices we have the following convenient
implication:
K × L0 ∈ E[0,1]×J˜ implies K = [0, 1]. (4.14)
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[0, 1] [0, 1]
L0 L
[0, 1]× L0
Figure 5. This figure displays the transition from E[0,1]×J˜ to
E[0,1]×J by means of a generic Gamlen-Gaudet step (4.19). The
shaded rectangles [0, 1]× L0 on the left form E[0,1]×J˜ , the shaded
rectangles [0, 1] × L on the right form E[0,1]×J . The union of the
rectangles in E[0,1]×J is contained in E
ℓ
[0,1]×J˜
, since in this figure
J is the left half of J˜ . The center displays the y–components of
b[0,1]×J˜ (center left) and of b[0,1]×J (center right).
We now define the constant τi by
τi =
2−i
4(i− 1)βiminj≤i εj‖bj‖
2
2 (4.15)
For all L0 such that [0, 1]×L0 ∈ E[0,1]×J˜ , we define the collection of dyadic rectangles
L ([0, 1]× L0) =
{
[0, 1]× L : L ( L0, fi−1([0, 1]× L) ≤ τi|L|
}
.
Applying Lemma 4.1 to L ([0, 1]× L0) yields an integer ℓ = ℓ([0, 1]× L0) so that
1 ≤ ℓ([0, 1]× L0) < (i− 1)
2
δ2i τ
2
i
+ 1 (4.16)
such that the collection of disjoint dyadic rectangles
Z[0,1]×J([0, 1]× L0) =
{
[0, 1]× L ∈ L ([0, 1]× L0) : |L| = 2−ℓ([0,1]×L0)|L0|
}
satisfies the estimate
(1− δi)|[0, 1]× L0| ≤ |Z ∗[0,1]×J([0, 1]× L0)| ≤ |[0, 1]× L0|. (4.17)
Note that in Lemma 4.1 Z[0,1]×J([0, 1]× L0) was denoted Lℓ([0, 1]× L0). Now we
take the union and define
Z[0,1]×J =
⋃{
Z[0,1]×J([0, 1]× L0) : [0, 1]× L0 ∈ E[0,1]×J˜
}
.
Since Z[0,1]×J([0, 1]× L0) ⊂ L ([0, 1]× L0), we know
fi−1([0, 1]× L) ≤ τi|L|, for [0, 1]× L ∈ Z[0,1]×J . (4.18)
We are now ready to define E[0,1]×J using the Gamlen-Gaudet procedure. To
this end recall first that J˜ denotes the unique dyadic interval satisfying J˜ ⊃ J
and |J˜ | = 2|J |. For a dyadic interval L0 we denote its left half by Lℓ0 (Lℓ0 ⊂ L0,
|Lℓ0| = |L0|/2, inf Lℓ0 = inf L0) and its right half by Lr0 (Lr0 = L0 \ Lℓ0). We define
the sets
Eℓ
[0,1]×J˜
=
⋃
[0,1]×L0∈E[0,1]×J˜
[0, 1]× Lℓ0 and Er[0,1]×J˜ =
⋃
[0,1]×L0∈E[0,1]×J˜
[0, 1]× Lr0.
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If J is the left half of J˜ , then we put
E[0,1]×J =
{
[0, 1]× L ∈ Z[0,1]×J : [0, 1]× L ⊂ Eℓ[0,1]×J˜
}
. (4.19a)
See Figure 5. In the other case when J is the right half of J˜ we put accordingly
E[0,1]×J =
{
[0, 1]× L ∈ Z[0,1]×J : [0, 1]× L ⊂ Er[0,1]×J˜
}
. (4.19b)
Recall that i = O⊳ ([0, 1] × J) and δi = δ[0,1]×J . An immediate consequence of
the Gamlen-Gaudet construction and (4.17) is the estimate
1
2
(1− δ[0,1]×J)|[0, 1]× L| ≤ |([0, 1]× L)∩E ∗[0,1]×J | ≤
1
2
|[0, 1]× L|, (4.20)
for all [0, 1]× L ∈ E[0,1]×J˜ . Note that all the rectangles in E[0,1]×J˜ are of the form
[0, 1]× L, see (4.14).
Case 2: I 6= [0, 1]. The figure on the right depicts the
transition from Case 1 to Case 2. Here, the stage ordinal
i is given by i = O⊳ (I × J) with I 6= [0, 1]. The rectangle
I × J is one of the light rectangles. The light rectangles
fall into two separate cases, see below. Up to (4.33) both
cases are treated in tandem.
We will now construct the collections YI×J of y–frequencies and depending on
each y–frequency L0 ∈ YI×J the collection XI×J (L0) of x–frequencies. These
frequencies will be our building blocks for EI×J and we have
EI×J ⊂
⋃
{XI×J(L0)× {L0} : L0 ∈ YI×J}.
The rules by which we finally select EI×J from the above large union are given in
the equations (4.33).
First, let us define the collection YI×J simply by putting
YI×J = {L0 : [0, 1]× L0 ∈ E[0,1]×J}.
We remark that K ×L0 ∈ E[0,1]×J implies K = [0, 1]. Fix L0 ∈ YI×J . By means of
the combinatorial Lemma 4.1 we will construct the collection XI×J(L0) of dyadic
intervals so that XI×J (L0) × {L0} is an almost complete cover of [0, 1] × L0 and
simultaneously the rectangles in XI×J (L0) × {L0} have almost vanishing local
frequency weight (4.13).
Now, let P denote the previous dyadic rectangle indices that are not located in
the same macro block Bm,n as I × J , see (4.3). That is
P =
{
I0 × J0 : I0 × J0 ⊳ I × J, (|I0|, |J0|) 6= (|I|, |J |), |I0| ≥ |I|, |J0| ≥ |J |
}
,
see Figure 6. For each I0 × J0 ∈ P there exists a unique L′0 ∈ YI0×J0 such
that L′0 ∩L0 6= ∅ in which case L′0 ⊃ L0, see Figure 6. We display the logical
dependence by writing
L′0 = L
′
0(I × J, L0, I0 × J0). (4.21)
Next, we further partition P into strip collections. Recall that Dm = {I ∈ D :
|I| = 2−m}. We define A by the following rule: if I0 × J0 ∈ P and |I0| = 2−m we
put Dm × {J0} ∈ A. In other words
A =
{
Dm × {J0} : m ∈ N0, I0 × J0 ∈ P, I0 ∈ Dm
}
. (4.22)
See Figure 6. Note that if S ∈ A then there exist m and J0 ∈ D such that
S = Dm × {J0} and for each I ′0 ∈ Dm we have I ′0 × J0 ∈ P. We have clearly
P =
⋃
S∈A S .
After the preperatory step above we now turn to the core construction, which
uses XI0×J0(L
′
0), I0 × J0 ∈ P as input and returns the collection XI×J(L0) as
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J0R1 R2
Figure 6. If I × J is one of the shaded rectangles then P is the
collection of the black rectangles for two generic situations. If L′0
is defined by (4.21) then L′0 ∩L0 6= ∅ and L′0 ( L0 is excluded by
choice of P. The interval J0 defines the strip D1×{J0} = {R1, R2}
in A, see (4.22).
L0
L0
WI×J (S , L0)
WI×J (L0)
WI×J(L0) K0
K
0
×
L
0
XI×J (L0) K
Figure 7. From top to bottom the figure describes the transition
from the input data WI×J (S , L0) to their intersection WI×J (L0)
to the fine covering WI×J (L0) and the rectangles WI×J(L0)×{L0}.
The refinement XI×J (L0)×{L0} of WI×J(L0)×{L0} results from
Lemma 4.1, hence (K0 ∩XI×J (L0))×{L0} almost coversK0×L0.
output. We extract the relevant information carried by the input collection by
defining the following sets:
WI×J(S , L0) =
⋃{
X
∗
I0×J0(L
′
0) : I0 × J0 ∈ S
}
, S ∈ A. (4.23)
(We emphasize the logical dependece L′0 = L
′
0(I × J, L0, I0 × J0).) See Figure 7.
Now we take the intersection over the strips S ∈ A
WI×J (L0) =
⋂
S∈A
WI×J(S , L0).
We next choose a fine covering of WI×J (L0) by intervals of equal length. To this
we put
ηi =
1
2
min{|K| : ∃L, K × L ∈
⋃
I0×J0∈P
EI0×J0},
and set
WI×J(L0) = {K ∈ D : |K| = ηi, K ⊂WI×J(L0)}.
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The collection of intervals WI×J(L0) gives rise to the collection of pairwise disjoint
dyadic rectangles WI×J(L0) × {L0}, see Figure 7. By means of the combinatorial
Lemma 4.1 we refine this collection of rectangles and obtain a almost complete
covering of WI×J(L0)×{L0} consisting of rectangles K×L0 with almost vanishing
local frequency weight fi−1 specified below. It is important that in the refined
covering the y–component L0 remains intact.
We defined previously that
bj =
∑
K×L∈Ej
hK×L, 1 ≤ j ≤ i− 1.
Since the collection Ej consists of pairwise disjoint rectangles we have by (1.1) and
duality that
‖bj‖BMO(δ2) = 1 and ‖bj‖H1(δ2) = |E ∗j |.
Now, put
βi = min{|K0 × L0| : L0 ∈ YI×J ,K0 ∈ WI×J(L0)} (4.24)
and define for all 1 ≤ j ≤ i− 1
xj :=
1
i− 1T
∗bj , yj :=
βi
(i − 1)|E ∗j |
Tbj, (4.25)
Recall that we are using the normalization ‖T ‖ ≤ 1, hence
i−1∑
j=1
‖xj‖BMO(δ2) ≤ 1 and
i−1∑
j=1
‖yj‖H1(δ2) ≤ βi.
We next define the local frequency weight
fi−1(K × L) =
i−1∑
j=1
|〈xj , hK×L〉|+ |〈yj , hK×L〉|, K × L ∈ R. (4.26)
We fix K0 ∈ WI×J(L0) and let
K (K0 × L0) = {K × L0 : K ( K0, fi−1(K × L0) ≤ τi|K × L0|},
where the constant τi is given by
τi =
2−i
4(i− 1)βiminj≤i εj‖bj‖
2
2. (4.27)
Applying Lemma 4.1 to K (K0 × L0) yields an integer k = k(K0 × L0) such that
1 ≤ k(K0 × L0) < (i − 1)
2
δ2i τ
2
i
+ 1 (4.28)
and so that
ZI×J (K0 × L0) =
{
K × L0 ∈ K (K0 × L0) : |K| = 2−k(K0×L0)|K0|
}
satisfies
(1− δi)|K0 × L0| ≤ |Z ∗I×J(K0 × L0)| ≤ |K0 × L0|. (4.29)
Finally, the result of our construction is thus
XI×J (L0) = {K : K × L0 ∈ ZI×J(K0 × L0),K0 ∈ WI×J(L0)}, (4.30)
and
ZI×J =
⋃{
XI×J (L0)× {L0} : L0 ∈ YI×J
}
. (4.31)
Observe that the following identity holds:
ZI×J =
⋃{
ZI×J (K0 × L0) : L0 ∈ YI×J , K0 ∈ WI×J(L0)
}
.
Since ZI×J(K0 × L0) ⊂ K (K0 × L0), we have the estimate
fi−1(K × L0) ≤ τi|K × L0|, for all K × L0 ∈ ZI×J . (4.32)
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Up to this point, the construction for Case 2.a and Case 2.b are identical. Now
is the time to distinguish between the cases J = [0, 1] and J 6= [0, 1].
Case 2.a: I 6= [0, 1], J = [0, 1]. The light rectangles
I×J are the ones to which Case 2.a is applicable. The col-
lection EI×J is defined in (4.33a). The collections EI0×J0
indexed by the dark rectangles I0 × J0 are already well
defined. The white ones are ignored.
We are now ready to define EI×J using the Gamlen-Gaudet procedure. To this
end recall first that I˜ denotes the unique dyadic interval satisfying I˜ ⊃ I and
|I˜| = 2|I|. Second, for a dyadic interval K0 we denote its left half by Kℓ0 (Kℓ0 ⊂ K0,
|Kℓ0| = |K0|/2, infKℓ0 = infK0) and its right half by Kr0 (Kr0 = K0 \ Kℓ0). We
define the sets
Eℓ
I˜×J
=
⋃
K0×L0∈EI˜×J
Kℓ0 × L0 and ErI˜×J =
⋃
K0×L0∈EI˜×J
Kr0 × L0.
If I is the left half of I˜, then we put
EI×J = {K × L0 ∈ ZI×J : K × L0 ⊂ EℓI˜×J}, (4.33a)
Alternatively, if I is the right half of I˜, then
EI×J = {K × L0 ∈ ZI×J : K × L0 ⊂ ErI˜×J}. (4.33b)
Case 2.b: I 6= [0, 1], J 6= [0, 1]. The figure on the right
depicts the transition from Case 2.a to Case 2.b. The
light rectangles I × J are the ones covered by Case 2.b.
The collection EI×J is defined in (4.33c). The collections
EI0×J0 indexed by the dark rectangles I0 × J0 are well
defined before the first light rectangle is treated.
EI×J = {K × L0 ∈ ZI×J : K × L0 ⊂ E ∗I×J˜} (4.33c)
(A comment on (4.33c): It is here where we bring in the combinatorial harvest of
Lemma 4.1 where we insisted that the coverings leave the y–components L0 intact,
see Figure 3. Moreover, the definition (4.33c) would not be possible if we used
fragmented coverings as depicted in Figure 4.)
In each of the above cases (4.33) we put
bI×J =
∑
K×L∈EI×J
hK×L. (4.34)
A first property of EI×J .
We have now completed the construction part of the proof. Before we turn to a
detailed examination of the entire system {EI×J : I ×J ∈ R} and {bI×J : I×J ∈
R} we analyze the intersections K × L∩E ∗I×J where K × L ∈ EI˜×J ∪ EI×J˜ . Put
1− αI×J =
∏
I0×J0 E I×J
(1 − δI0×J0)2.
We claim that
1
2
(1− αI×J)|K × L| ≤ |(K × L)∩E ∗I×J | ≤
1
2
|K × L|, (4.35a)
for all K × L ∈ EI˜×J if I 6= [0, 1], as well as
1
2
(1− αI×J)|K × L| ≤ |(K × L)∩E ∗I×J | ≤
1
2
|K × L|, (4.35b)
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for all K × L ∈ EI×J˜ if J 6= [0, 1].
Indeed, we only have to verify the left hand side estimates. First, let K × L ∈
EI˜×J . Observe that since YI˜×J = YI×J and |E ∗I×J ∩([0, 1]×L)| = 12 |X ∗I×J(L)×L|
for all L ∈ YI×J , we have
|(K × L)∩E ∗I×J | =
1
2
|(K × L)∩(X ∗I×J (L)× L)|. (4.36)
Obviously, by (4.29), the right hand side is larger than
1
2
(1 − δI×J)|K ∩WI×J (L)| |L|. (4.37)
We go back over the course by which we have come and see that
|K ∩WI×J(L)| ≥
∏
I˜×J ⊳ I0×J0 ⊳ I×J
(1 − δI0×J0)|K|. (4.38)
Combining (4.36), with (4.37) and (4.38) yields (4.35a). Second, let K ×L ∈ EI×J˜
and J 6= [0, 1]. By the definition of EI×J and (4.31) we have
|(K × L)∩E ∗I×J | =
∑
L0∈YI×J
|(K × L)∩(X ∗I×J (L0)× L0)|. (4.39)
For each summand note the identity
|(K × L)∩(X ∗I×J (L0)× L0)| = |K ∩X ∗I×J (L0)| |L∩L0|. (4.40)
As before, we have
|K ∩X ∗I×J(L0)| ≥ (1 − δI×J)|K ∩WI×J(L0)| (4.41)
and
|K ∩WI×J (L0)| ≥
∏
I×J˜ ⊳ I0×J0 ⊳ I×J
(1− δI0×J0)|K|. (4.42)
Next, we observe that by (4.40), (4.41) and (4.42), the sum in the right hand side
of (4.39) is larger than( ∏
I×J˜ ⊳ I0×J0 E I×J
(1− δI0×J0)
)
|K|
∑
L0∈YI×J
|L∩L0|. (4.43)
Taking into account that J ⊂ J˜ , the Gamlen-Gaudet construction of Case 1 gives∑
L0∈YI×J
|L∩L0| ≥ 1
2
(1− δ[0,1]×J)|L|. (4.44)
Finally, combining (4.43) and (4.44) with (4.39) yields (4.35b).
Essential properties of our construction.
Output of the inductive step.
Having completed the construction of {EI×J : I×J ∈ Rn} we record the following
crucial properties. First, (4.20) and (4.35) imply that for each I0×J0, I1×J1 ∈ Rn
such that I0 ⊃ I1, J0 ⊃ J1 and |I0 × J0| = 2 |I1 × J1| we have
1
2
∏
I×J E I1×J1
(1− δI×J)2|K × L| ≤ |(K × L)∩E ∗I1×J1 | ≤
1
2
|K × L|, (4.45)
for all K × L ∈ EI0×J0 . Second, (4.11), (4.12), (4.18) and (4.19) as well as (4.24),
(4.25), (4.32) and (4.33) imply
i−1∑
j=1
|〈T ∗bj , hK×L〉|+ |〈Tbj, hK×L〉| ≤ (i− 1) τi
βi
|K × L|, (4.46)
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for all i ∈ N and K × L ∈ Ei. Recall that Ei = EI×J provided i = O⊳ (I × J).
Bi-tree property.
The collection {E ∗I×J : I×J ∈ Rn} forms a bi-tree, see (2.3). The bi-tree constant
is determined by the local product structure (4.48) verified below. In particular
1
2
|I × J | ≤ |E ∗I×J | ≤ |I × J |. (4.47)
The local product structure of EI×J .
Here, we exploit our choice of the constants δI×J , see (4.10). We carry over (4.45) to
each pair of nested dyadic rectangles. Let I0×J0, I1×J1 ∈ R such that I0 = πi(I1)
and J0 = π
j(J1) for some i, j ∈ N0. Then, iterating (4.45) yields
1
2
|K × L| ≤ 2i+j |(K × L)∩E ∗I1×J1 | ≤ |K × L|, (4.48)
for all K × L ∈ EI0×J0 . Our construction with its inherent complications permits
us now verify the crucial estimate (4.48). We present only the proof for the lower
estimate since the verification of the upper estimate follows the same line of rea-
soning. Let I0 × J0 and I1 × J1 be a nested pair of dyadic rectangles as specified
above. We now define a path p(I0 × J0, I1 × J1) of nested rectangles I(m) × J (m)
connecting I1 × J1 to I0 × J0 as follows. We define I(0) = I1, I(i+j) = I0 and
J (0) = J1, J
(i+j) = J0 as well as
I(m+1) = I˜(m) and J (m+1) = J (m), if 0 ≤ m ≤ i− 1,
I(m+1) = I(m) and J (m+1) = J˜ (m), if i ≤ m ≤ i+ j − 1.
Iterating the local property (4.45) along the path p = p(I0 × J0, I1 × J1) we obtain
|(K × L)∩E ∗I1×J1 | ≥ 2−(i+j)
∏
I×J∈p
(1− αI×J )|K × L|,
where we put
1− αI×J =
∏
k≤O⊳ (I×J)
(1− δk)2.
Since the length of the path p is at most 2n, we obtain
|(K × L)∩E ∗I1×J1 | ≥ 2−(i+j)|K × L|
(
1− 4n
∞∑
k=1
δk
)
.
As we specified δk = 2
−k/(8n) in (4.10) we see that (4.48) holds.
The boundedness of the orthogonal projection Q.
The collections of dyadic rectangles EI×J gives rise to the block basis
bI×J =
∑
K×L∈EI×J
hK×L
and the orthogonal projection
Q(f) =
∑
I×J∈Rn
〈
f,
bI×J
‖bI×J‖2
〉 bI×J
‖bI×J‖2 .
Feeding the estimate (4.48) into Theorem 2.2 we obtain that
‖Q : H1(δ2)→ H1(δ2)‖ ≤ C2,
for some universal constant C2 > 0.
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The basis {bi} are almost eigenvectors for T .
We show that we have
Tbi =
|〈Tbi, bi〉|
‖bi‖22
bi + tiny error.
To be more precise, we claim that∑
j : j 6=i
|〈Tbj, bi〉| ≤ εi‖bi‖22, for all i. (4.49)
We begin the proof of (4.49) by summing estimate (4.46) over all K ×L ∈ Ei to
obtain
i−1∑
j=1
|〈T ∗bj, bi〉|+ |〈Tbj, bi〉| ≤ (i− 1) τi
βi
‖bi‖22. (4.50)
Reversing the roles of i and j in (4.50) gives
|〈Tbj, bi〉| = |〈bj , T ∗bi〉| ≤ (j − 1) τj
βj
‖bj‖22, j ≥ i+ 1. (4.51)
Taking the sum in (4.51) and adding (4.50) we get∑
j : j 6=i
|〈Tbj, bi〉| ≤ 2
∑
j≥i
(j − 1) τj
βj
‖bj‖22. (4.52)
Now, recall that in (4.15) and (4.27) we defined the constants τj by
τj =
2−j
4(j − 1)βj mink≤j ‖bk‖
2
2εk (4.53)
Finally, plugging (4.53) into (4.47) yields∑
j : j 6=i
|〈Tbj, bi〉| ≤ 2−iεi‖bi‖22,
which is certainly smaller than estimate (4.49).
5. Localization in bi–parameter BMO
In this section we give the proof of our main theorem 1.1 restated below.
Theorem (Main theorem 1.1). For any operator
T : BMO(δ2)→ BMO(δ2)
the identity on BMO(δ2) factors through H = T or H = Id−T , that is
BMO(δ2)
Id //
E

BMO(δ2)
BMO(δ2)
H
// BMO(δ2)
P
OO
‖E‖‖P‖ ≤ C. (5.1)
The structure of the proof given below follows the general localization method
introduced by Bourgain [4] to treat factorization problems. We first list the basic
steps of the argument:
(i) We exploit Wojtaszczyk’s isomorphism asserting that
BMO(δ2) ∼
(∑
n
BMOn(δ
2)
)
∞
.
(ii) We reduce the factorization problem to the case where the operator T is a
diagonal operator on
(∑
nBMOn(δ
2)
)
∞
.
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(iii) We invoke our finite dimensional factorization Theorem 3.1 to infer that in
fact Theorem 1.1 holds true for diagonal operators.
We say an operator D :
(∑
nBMOn(δ
2)
)
∞
−→ (∑nBMOn(δ2))∞ is a diago-
nal operator if there exists a sequence of operators An : BMOn(δ
2) → BMOn(δ2)
such that
D(f1, f2, . . . , fn, . . .) = (A1f1, A2f2, . . . , Anfn, . . .).
The following theorem provides the reduction to diagonal operators.
Theorem 5.1. For any linear operator T :
(∑
nBMOn(δ
2)
)
∞
→ (∑nBMOn(δ2))∞
there exists a diagonal operator
D :
(∑
n
BMOn(δ
2)
)
∞
−→ (∑
n
BMOn(δ
2)
)
∞
and bounded linear operators
R,E :
(∑
n
BMOn(δ
2)
)
∞
→ (∑
n
BMOn(δ
2)
)
∞
such that
D = RTE and Id−D = R(Id−T )E. (5.2)
We remark that (5.2) implies RE = Id.
The proof of Theorem 5.1 relies on the repeated application of the following
theorem which is a simplified variant of Theorem 3.2.
Theorem 5.2. Let n ∈ N and ε > 0, then there exists an N = N(n, ε) so that the
following holds. For any n–dimensional subspace F ⊂ BMON (δ2), there exists a
block–basis {bI×J} in BMON (δ2) satisfying the following conditions.
(i) The map S : BMOn(δ
2) → BMON (δ2) defined as the linear extension of
hI×J 7→ bI×J satisfies
1
C
‖f‖ ≤ ‖Sf‖ ≤ C ‖f‖,
with universal constant C.
(ii) The orthogonal projection Q : BMON (δ
2) → BMON (δ2) given by
Q(f) =
∑
I×J∈Rn
〈
f,
bI×J
‖bI×J‖2
〉 bI×J
‖bI×J‖2
is bounded by
‖Qf‖BMON (δ2) ≤ C‖f‖BMON (δ2), f ∈ BMON (δ2),
for some universal constant C and almost annihilates the space F ,
‖Qf‖BMON (δ2) ≤ ε ‖f‖BMON (δ2), f ∈ F. (5.3)
Proof. The proof of Theorem 5.2 is a repetition of the almost–diagonalization ar-
gument in the proof of Theorem 3.2, where condition (5.3) is simpler to realize
than (3.2). The situation is analogous to the one parameter case treated in [17,
290–291]. 
Proof of Theorem 5.1. The proof of Theorem 5.1 is quantitative and finite dimen-
sional in nature. The estimates pertaining specifically to bi–parameter BMO are
provided by Theorem 5.2. The reduction procedure itself is analogous to the cor-
responding localization theorems in [2, 4, 17, 20].
Let ε > 0 and εn = 4
−n−3ε. Subsequently, we write N = N(n) = N(n, εn) as
specified in Theorem 5.2. We further abbreviate
Xn = BMOn(δ
2) and X = (
∑
n
Xn)∞.
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Let pj : X → Xj denote the projection onto the j–th coordinate. Given a subset
Λ of N we define PΛ : X → X by
pjPΛx =
{
xj , if j ∈ Λ
0, otherwise
for all x = (xn)n ∈ X , j ∈ N.
We will now inductively define an increasing sequence of integers M(n), a de-
creasing sequence of infinite subsets Λn of N, subspaces Fn of XM(n) (see (5.4)
below), projections Qn : XM(n) → XM(n) and isomorphisms Sn : Xn → Q(XM(n))
such that
(i) ‖Qn‖ ≤ C and ‖Sn‖‖S−1n ‖ ≤ C,
(ii) ‖Qn(x)‖XM(n) ≤ εn‖x‖XM(n) for all x ∈ Fn,
(iii) M(n) ∈ Λn and minΛn > M(n− 1),
(iv) ‖pM(n−1)TPΛn‖ ≤ εn.
We begin the construction by definingM(1) = 1, Λ1 = N, Q1 = Id and F1 = {0}.
Assume we have completed our construction for all 1 ≤ j ≤ n − 1. We will now
choose an infinite subset Λn of Λn−1 such that (iii) and (iv) are satisfied. Since
XM(n−1) is finite dimensional it suffices to show that for every ϕ ∈ X∗ there exists
an infinite subset Λn of Λn−1 such that
‖ϕPΛn‖ ≤ εn.
To this end let ϕ ∈ X∗ and Γ = {k ∈ Λn−1 : k > M(n − 1)}. Assume that
for each infinite subset Λ of Γ we have that ‖ϕPΛ‖ > εn. Partition the infinite
set Γ into m disjoint infinite sets Γ1, . . . ,Γm and choose x1, . . . , xm ∈ X with
‖xj‖ = 1 such that ϕPΓjxj > εn. Observe that the disjointness of the Γj implies
that
∥∥∑m
j=1 PΓjxj
∥∥ ≤ 1, thus
mεn <
m∑
j=1
ϕPΓjxj ≤ ‖ϕ‖.
This gives a contradiction for sufficiently large m, showing (iii) and (iv).
Let the projection Q(n−1) : X → X be defined by
pjQ
(n−1)x =
{
Qkxk, if j = M(k) and j ≤M(n− 1)
0, otherwise
for all x = (xk)k ∈ X and j ∈ N. Then define the subspace Wn = TQ(n−1)(X) and
choose M(n) = min{k ∈ Λn : k ≥ N(dimWn, εn)}, where N = N(dimWn, εn) is
the constant appearing in Theorem 5.2. We next specify a subspace Fn by putting
Fn = pM(n)Wn. (5.4)
Theorem 5.2 asserts that there exists a projection Qn and an isomorphism Sn :
Xn → Qn(XM(n)) such that (i) and (ii) are satisfied.
We will now define the maps I,Q : X → X by
pjIx =
{
Snxn, if j = M(n)
0, otherwise
and pjQx =
{
Qnxn, if j = M(n)
0, otherwise.
for all x = (xn)n ∈ X and j ∈ N. Define J : Q(X)→ X by
Jy = (S−1n yM(n))n for all y = (yn)n ∈ Q(X).
Note that JQI = Id and that therefore
T̂ = JQTI (5.5)
satisfies
Id−T̂ = JQ(Id−T )I (5.6)
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and moreover T̂ is a small perturbation of a diagonal operator. Indeed, define
D : X → X by D = (pnT̂ pn)n and observe that D is a bounded diagonal operator
for which
‖T̂ −D‖ < ε, (5.7)
since we chose εn = 4
−n−3ε. This is a consequence of conditions (i) to (iv). A
standard perturbation argument shows finally the existence of the operators
R,E : X → X
such that
D = RTE and Id−D = R(Id−T )E. 
In Theorem 5.1 we provided the reduction of the general factorization theorem 1.1
to the case of diagonal operators. We now turn to the remaining last step: we show
that the factorization theorem holds true for diagonal operators.
Theorem 5.3. Let D be a diagonal operator on
(∑
nBMOn(δ
2)
)
∞
. Then the
identity factors through H = D or H = Id−D, that is(∑
nBMOn(δ
2)
)
∞
Id //
E

(∑
nBMOn(δ
2)
)
∞
(∑
nBMOn(δ
2)
)
∞ H
//
(∑
nBMOn(δ
2)
)
∞
P
OO
‖E‖‖P‖ ≤ C,
where C is a universal constant.
Proof. Let An : BMOn(δ
2) → BMOn(δ2) be the linear map defining the diagonal
operator D, that is
D(f1, f2, . . . , fn, . . .) = (A1f1, A2f2, . . . , Anfn, . . .).
By Theorem 3.1 the identity on BMOn(δ
2) factors through Hn = AN(n) or Hn =
Id−AN(n), that is
BMOn(δ
2)
Id //
En

BMOn(δ
2)
BMON (δ
2)
Hn
// BMON (δ2)
Pn
OO
‖En‖‖Pn‖ ≤ C,
for some universal constant C > 0. If there exists an infinite sequence {k(n)} so
that Hk(n) = AN(k(n)), then the identity on
(∑
nBMOn(δ
2)
)
∞
factors through D.
If Hk(n) = Id−AN(k(n)), then the identity factors through Id−D. 
We now combine theorems 5.1 and 5.3 and derive Theorem 1.1.
Proof of Theorem 1.1. By Wojtaszczyk’s isomorphism, see [21], the Banach space
BMO(δ2) is isomorphic to the infinite sum of its finite dimensional building blocks(∑
nBMOn(δ
2)
)
∞
. Hence, in Theorem 1.1 we replace operators on BMO(δ2) by
operators on
(∑
nBMOn(δ
2)
)
∞
. Moreover, by Theorem 5.1, it suffices to consider
only diagonal operators on
(∑
nBMOn(δ
2)
)
∞
. In Theorem 5.3 we proved that
for any diagonal operator D on
(∑
nBMOn(δ
2)
)
∞
the identity factors through
H = D or H = Id−D, that is(∑
nBMOn(δ
2)
)
∞
Id //
E

(∑
nBMOn(δ
2)
)
∞
(∑
nBMOn(δ
2)
)
∞ H
//
(∑
nBMOn(δ
2)
)
∞
P
OO
‖E‖‖P‖ ≤ C.
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for some universal constant C > 0. 
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