In this work we consider ontologies as knowledge structures that specify terms, their properties and relations among them to enable knowledge extraction from texts. We represent ontologies using a graph-based model that reflect semantic relationship between concepts and apply them to text analysis and comparison. Instead of raw document comparison we compare document footprint enhanced with concepts from the ontology (using di erent enhancement algorithms). The result of this process may be that documents not similar prior to the enhancement become similar (semantically on some abstraction level) after the enhancement. This is because the enhancement process may introduce in the document footprint abstract concepts from the ontology. Using the ontology we can enhance the footprints by adding concepts that are not present in the original document. We may use synonyms for a horizontal expansion and broader terms/superclasses/types in a vertical expansion or both for that matter.
Introduction
In this work we consider ontologies as knowledge structures that specify terms, their properties and relations among them to enable share and reuse of knowledge. Ontologies collect and organize terms of references. We represent ontologies using a graph-based model that reflect structural and semantic relationships between terms. Document articulation over ontologies means finding the linkage between ontology terms and document contents. Articulations can be built based, for example, on syntactical or structural matching between ontologies and documents. Such articulations of documents can be used to compare documents semantically, to generate semantic indexes of documents and apply them to implement highly e cient searching algorithms [7] .
Based on ideas mentioned above we have designed algorithms for documents articulation over ontologies that generate ontological document footprints and then applied them to compare documents semantically (e.g. to find semantically similar documents.) Document articulation over ontology, seeing a document in the light of an ontology and interpreting a document based on an ontology, are all di erent ways of saying the same thing. But understanding the implications of this concept is perhaps done best using some examples.
For instance it means that the same document will have di erent articulations depending on which ontology we articulate over. We may look at document articulations as a context filtering process. If we build an ontology about cars based on the understanding of a normal 10 year old it will be di erent compared to that of an 18 year old or that of a car mechanic. The idea is to compare document articulations instead of plain documents. Since the articulations are augmentations of the documents they will give other results.
Our work is motivated by information overload and the need to improve quality of information retrieval by distinguishing only relevant features of documents. We want less documents and therefore we address the abundancy problem [3] known in Information Retrieval (IR) as the precision problem. This is in contrast to most (ontological) keyword expansion systems which addresses the scarcity problem [3] which is related to the recall problem. We use the ontology to expand document's footprint (e.g. after being retrieved by a IR system) by semantically augmenting it.
Graphical presentation of ontologies
We represent the document articulations as graphs. Formally, an ontology can be presented as a directed labeled graph = ( ) with respect to two finite sets and denoted as = ( ), with a finite set of labeled vertices and a finite set of labeled edges. The label of a vertex from is given by a function ( ) that maps the vertex into element from that is, :
The label of an edge from is given by function ( ) that maps the edge into element from
We consider the set as a set of terms or concepts (for example, it can be a nounprase in some language) presented in ontology , and the set as a set of pre-defined semantic relations among the terms such as instance-of, subset-of, attribute-of, member-of-group etc. Then we describe how term is associated with vertices of and edges from , how labeled by relations from By choosing set of concepts or terms and a set of semantic relations every ( ) can be interpreted as an ontology. They represent relations that play an important role in the specification of ontologies such as hyponymy, also called the is a relation [6] that is the most common relation used in an ontology. This is a transitive and asymmetric relation that defines a hierarchical structure between more specific and more general concepts where terms inherit all characteristics from their superior terms. We denote a subset of hyponymy-like relations in by , and assume that from ( ) follows that represents more general concept then . Thus the function describes how terms associated with vertices of and the function describes how edges from labeled by relations from By choosing set of concepts or terms and set of semantic relations every ( ) can be interpreted as an ontology. We can define a sub-ontology relation v similar to subgraph relation:
) is a subgraph of ( ).
Ontology extraction algorithm
In this section we present an algorithm called that describes how we find an articulation of a text with respect to an ontology. The articulation of the text is an sub-ontology of the given ontology.
Assume that there is an ontology = ( ) where = ( ) We want to apply the ontology to the text in order to extract a sub-ontology 1 1 v , as representation of the given text with respect to ontology Below we present the algorithm for articulation of the text with respect to ontology In this section we apply the algorithm described in the previous section to find semantic similarity of two texts with respect to a given ontology. Informally we want to know the degree of similarity at di erent levels of abstraction in these two texts.
We consider two texts 1 and 2 and want to compare them with respect to ontology = ( ) where = ( ) The ontology captures a certain point of view on the world. Let 1 =
( 1 ) and 2 = ( 2 ) Since 1 and 2 are sub-ontologies they have graph representation as described in Section 2. Therefore the notion of graph similarity can be applied. Many interesting similarity measures of graphs are described in literature, for example in [4, 2] .
However, for the problem we study in this paper we can use simpler methods since both sub-ontologies are sub-ontologies of the same ontology. Informally, we define a similarity measure of two sub-ontologies derived from the same ontology as a vector representing a relation between terms on the corresponding levels of abstractions. The level of abstraction is a notion introduced for the sake clarity.
Let be a set of relations from the ontology As explained in previous sections, from ( ) follows that is a more abstract concept than We assume that abstraction level is a non-negative integer. If ( ) for all then ( ) is the most abstract concept in the ontology and we assume that it is an abstraction level 0. If ( ) and is an abstraction level of denoted ( ) = , then ( ) is equal + 1. We can describe the procedure of assigning abstraction levels to ontology = ( ) where = ( ) as following.
Let ;
2. For all do
Presented above algorithm produces an ontology labeling where levels represent the abstraction levels. Example is presented in the Section 5 where Fig. 2 represents levels of abstraction generated by the algorithm presented above. Now we are ready to describe our sub-ontologies similarity algorithm. Let ( ) be the result of labeling of with abstraction labels, that is, ( ) = : calculation of similarity vector between two sub-ontologies.
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As we can see from the algorithm if 
(2) = then = 0 The algorithm generate similarity vector that represents similarity on di erent abstraction levels.
Example
In this section we consider simple example that demonstrate the main idea of our approach. As an example we use ontology (presented in Figure 1 Ontologies 1 and 2 are presented in Fig. 2 and comparison vector is = h1 1 1 0 0 0i The fist three elements of the vector indicate abstraction levels where the texts are completely identical. It means that texts 1 and 2 are completely similar on the abstraction levels 0 1 2 and completely di erent on abstraction levels 3 4 5. Therefor we can conclude that texts 1 and 2 are similar with respect to given ontology in the sense that they both are texts about Japanese Landtransport and Transportation. 
Conclusion
Instead of raw document comparison (e.g. the vector-space model [5] ) we may enhance the footprints with concepts from the ontology (using di erent enhancement/extraction algorithms) and this process may show that documents not similar prior to the enhancement become similar. This is because the enhancement process may introduce abstract concepts captured in the ontology that have di erent specializations in each articulation.
Using the ontology we can enhance the articulations by adding concepts that are not present in the original document (hyponomy terms that is broader term, superclass of, instance of, is a etc.). We may use synonyms for a horizontal expansion and broader terms/superclasses/types in a vertical expansion or both for that matter.
Just as people interpret the world in di erent ways we can use an ontology to provide context filters to documents to gain di erent world views. This may be done in a plug-in fashion where di erent ontologies may be used to provide di erent world-views. Depending on the ontology used, documents may or may not be similar.
