Abstract. The use of quadratic residues to construct matrices with specific determinant values is a familiar problem with connections to many areas of mathematics and statistics. Our research has focused on using cubic residues to construct matrices with interesting and predictable determinants.
Introduction
In 1933, R. Paley [3] used Legendre symbols in an ingenious way to construct two new infinite classes of Hadamard matrices, once each for primes of the form 4k+1 and 4k+3. For instance, the Paley construction associated with 4k + 3 primes uses matrices whose i th row, j th column entry is defined by the quadratic residue symbol i−j p . R. Chapman [1] has studied matrices generated by various types of Legendre symbols. For instance, consider the matrix M = [m ij ] whose i th row, j th column entry is defined by m ij = j−i p . Chapman observed that if p is a small prime of the form 4k + 3, then the matrix M of order p+1 2 defined as above satisfied det(M ) = 1. Chapman subsequently verified this for all such primes p < 1000, but was unable to prove this held for all 4k + 3 primes, a claim which soon became known as Chapman's Evil Determinant Problem. His conjecture was verified by M. Vsemirnov in 2012 [4] ; Vsemirnov later proved a related conjecture involving matrix determinants based on primes of the form 4k + 1 [5] .
Both Paley and Chapman used linear relationships in terms of i and j in their Legendre symbol formulas to generate matrices with interesting and/or useful determinants. In this paper, we attempt to model the approaches of Paley and Chapman to build matrices with predictable determinants, but we generate matrix entries using cubic residue symbol values rather than quadratic residue symbol values.
Background Information
For the remainder of this paper, all variables are assumed to be integers, and all moduli are assumed to be integer primes. 
For instance, since 12 is a cubic residue modulo 13, 12 13 = 1, and since 2 is a cubic nonresidue modulo 7,
The cubic residue symbol has several useful and well-known properties which are summarized in the following result. Proposition 2.3. Given any odd prime p and any integers a and b, then:
The behavior of the values of a cubic residue symbol modulo p depends on whether the prime is of the form 3k + 1 or 3k + 2. If p = 3k + 1, then the distribution of the corresponding cubic residue symbol values 1 and −1 is essentially random for small values of a. But the number of cubic residues is relatively easy to determine. cubic nonresidues.
On the other hand, if p = 3k + 2, we have the following result (see, for instance, [2] ). 
New Results
Our plan is to construct matrices whose entries are specific cubic residue symbol values, compute their determinants, organize the data and look for patterns. We have several options, which include:
• choosing either the 3k + 1 or 3k + 2 prime category;
• choosing the prime p on which the cubic residue symbol is based;
• choosing the order n of the matrix;
• choosing the i, j "formula" within the cubic residue symbol;
• choosing how to organize the resulting determinant values.
This process was not unlike looking for a needle in a field of haystacks without knowing if a needle even existed. We chose to first focus on matrices generated by cubic residue symbols modulo primes of the form 3k + 1, in part because the robustness of these particular cubic residue values closely parallel those of quadratic residue values.
In Figure 1 we see a typical table of matrix determinants, color-coded for ease of analysis. This determinant table results from using the cubic residue symbol formula m ij = [ ]. The vertical axis describes the matrix order n; the horizontal axis corresponds to c−values; the color coding has blue denoting zero determinants, orange denoting negative determinants, and green denoting positive determinants. ].
The pseudo-random distribution of determinant values and +/− signs is fairly representative of the determinant tables that result from using 3k + 1 primes. The lack of a perceivable pattern in this and the many other 3k + 1 tables we generated led us to consider 3k + 2 primes.
The determinant table that results from using the 3k + 2 prime p = 11 and m ij = [
] appears in Figure 2 . We color-coded determinant values to highlight the surprising visual structure of this table. The pattern appearing in this table repeats horizontally and features constant zero determinant values for all matrices of order n > p and for every prime p of the form p = 3k + 2, as seen in Figure 3 . The table structure allows us to formulate and prove several new results about cubic residue matrix determinants. ].
Theorem 3.1. Given any prime p of the form 3k + 2, let the matrix M n of order n be defined by
Remark 3.2. Note that this result describes the bicolor pattern in the initial column of the table in Figure 2 .
Proof. For each value of n, the matrix M n generated by these cubic residues is simply the adjacency matrix of a complete graph on n vertices, and the result follows. Proof. Let c = 1. Clearly, det(M 2 ) = 1. Now assume that n > 2 and let R 1 , R 2 , . . . , R n denote the rows of M n . Note that M n has 1's for every entry except for 0 entries on the subdiagonal. If n = 3, M 3 can be made upper triangular -with all nonzero entries of 1 -by replacing R 1 with R 1 +R 2 −R 3 , and so det(M 3 ) = 1.
We now proceed inductively. For any n > 3, the following row operations transform M n into an upper triangular matrix with all nonzero entries of 1:
and similarly, for 3 ≤ j ≤ n − 2,
This process always yields an upper triangular matrix with all nonzero entries of 1, and the result then follows. The case for c = −1 is similar and left to the reader. Proof. When c = 0 we obtain our result from Theorem 3.1; call this matrix M * p . Every value of c, 1 ≤ c ≤ p − 1, results in a matrix whose columns are an order-preserving translation of the columns of M * p . This rearrangement is achieved using c(p − c) column transpositions, and since p is an odd prime, exactly one of c and p − c is even. Hence, the determinant value remains unchanged. Theorem 3.7. Given any prime p of the form 3k + 2, let the matrix M n of order n be defined by
Remark 3.8. This result describes the large rectangular block of 0's in the center of the table in Figure 2 .
Proof. For each value of c, 2 ≤ c ≤ p − 2, the resulting matrix M n features at least two columns of constant 1's for entries.
Theorem 3.9. Given any prime p of the form 3k + 2, let the matrix M n of order n be defined by 
Performing the column addition C n − C 7 → C n for n = 7 we obtain the matrix: 
We now transpose column 7 with column 6, then with column 5, then with column 4, etc. until column 1 is a column of 1s. Replacing C 1 with the column sum n k=1 C k yields this matrix: 
We see that the number of column transpositions is 1 * 6 + 3 * 7 = 27, an odd integer. Thus, det(M 10 ) = 1.
Proof. When c = 1 we obtain our result from Theorem 3.3. Now consider c such that 2 ≤ c ≤ p − 1. In this case, the matrix defined by M n = [m ij ] with m ij = j−i+c p will be row equivalent to the following matrix: Then, after (p − c)(c − 1) more appropriate column transpositions, and recognizing that the column of 1's is equivalent to a column of 0's with a 1 in the c th row entry, we are left with triangular matrix whose main diagonal a contradiction, and so every entry of M is nonzero. Given that p ≡ 2(mod 3), it must follow in both cases that each entry of M will be 1, and thus det(M ) = 0.
