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Boolean expressions play a major role' in computer science. They can be used to represent 
sets, formulas of propositional logic and digital circuits. 
In this paper we [,resent an algorithm to compute the most general unifier {mgu) ot" boolean 
expressions, which is unique, if it exists. The fact that there is alaays at most one mgu, i.e. 
the theory of boolean expressions i  unitary, is of particular importance for lbe embedding of 
the data type 'boolean ,..xpression' into logic programming. First experiemes with an integration 
into a PROLOG system are shown. 
1. I n t roduct ion  
In this paper we discuss the unif ication theory of boolean expressions. We show 
that  this is a un i tary  (Siekmann, 1984) unification problem, i.e. boolean 
expressions have at most one most general unifier (mgu). We present an a lgor i thm 
which computes the mgu or proves that  expressions are not unifiable. 
It is easy to integrate this a lgor i thm into resolution calculus (Robinson, 1965) 
(Plotkin,  1972) (Lloyd, 1984). PROLOG can be enhanced with the data structure 
'boolean expression' by modifying the usual unification algorithm. This enhanced 
PROLOG allows appl icat ion of logic programming to many areas. Three natura l  
appl icat ions are the fo l lowing: ,  
* Set theory : 
We can formulate statements on ~ets and the operators LJ, Fl~ \ 
(complement) and use these statements lo perform computat ion of sets 
as required in solving combinatorica] problems. 
• Propositional Logic: 
It is possible to manipu late  propositional formulas (with the operators 
A, V, -7 ate) in PROLOG.  Thus PROLOG can be used as a theorem 
prover for proposit ional  logic. In part icular,  negation can be treated 
within logic instead of negation by failure. 
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• Digital Circuits : 
Digital circuits can be represented in a natural form in PROLOG. The 
descriptive power of this enriched language may be used to compute 
complex circuits from simpler ones. 
In general, resolution based theorem provers can use the data type 
boolean expression to prove and verify digital circuits. 
Here and in the following we assume to deal exclusively with terms admitting 
boolean function symbols. Extension to arbitrary terms, in particular to free 
function symbols, is outside of our scope. 
2. Uni f i ca t ion  in  Boo lean  R ings  
Integrating boolean expressions in resolution calculus requires to solve the 
unification problem for boolean algebras. We begin with the following observation: 
A finite boolean algebra (A, v, A, e ,  0, 1) (A for short) is isomorphic to the 
power set P()P~ of :some set IV[ with associated operations A, U and _ c. Instead 
of using .q, u _ c we also can use the operations A (symmetric difference of sets) 
and n to describe the structure of P(Iv~. In a similar way we may furnish A with 
two operations @ and A. The notion @, A should establish a connection to circuit 
theory, where $, A denote "exclusive or" and "conjunction", respectively. 
@ is a associative, commutat ive binary operation (written in infix notation) of 
exponent 2, i.e. 
X~X=O 
for all elements of ,~. @ and A are distributive, so the following equations hold: 
X¢O=X 
X~X=O 
X~Y=Y~X 
( xer )+z= x+(rez)  
XAY=YAX 
X^(Y/,.Z)=(XAY)AZ 
XA(Y+Z)-=XAY+XAZ 
OAX=O 
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1AX=X 
XAX=X 
In other words we have the following well known mathematical structures :
(~, ~) is a vector ~pace over the field with two elements GF(2). 
(~, ^} is a commutative band. 
(.~, @, A) is a boolean ring. 
We can reconstruct he original operations of ~ from q- and /'. as usuah 
XVY=Xq~Y$(XAY) 
Xc=I@X 
Therefore, formulas involving boolean expressions (considered as elements of some 
boolean algebra) can thus be translated into formulas involving elements of the 
associated boolean ring and having solved the unification problem in a boolean 
ring, we easily derive a solution of the unification problem in the associated 
boolean algebra (and vice versa). 
In the following we will consider only ]ree boolean rings, which allows t.o express 
variable bindings by homomorphisms. The exislence of free boolean rings is 
guaranteed by the following construction: 
Let X be a set. (variables), C a set disjoint to X (constants). Let V{X,C) be the 
GF(2) vector space of dimension 2 Ix u C] freely gener~tted by P(X u C}. We 
define a product on two basis vectors M1, M 2 from X u C with 
and extend this mapping homomorphically to arbitrary pairs of vectors in V(X,C). 
V(X,C) with vector space addition and multiplication as defined above is a 
boolean ring, which is free in X u C. We continue to use (9 for addition in 
V(X,C) and A for multiplication, and denote equality in the theory by "= ' .  
A substitution a is a homomorphism 
• :v(x,c)- ,v(r,D) 
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between free boolean rings V(X,C) and V(Y,D), which operates as identity on 
variable free boolean expressions. 
Any pair t l , t  2 of boolean expressions specifies such a ring V(X,C) with 
X=Var(t],t2) , the set of variables occurring in t l ,t  2 and C, the set, of constants 
occurring in t l ,t  2. 
Here we are interested in special substitutions, which make t. 1 and t 2 equal, that 
is : 
# is a unifier of t 1 and t2, iff 
2) 
Equivalently, since addition equals subtraction over GF(2) and g is a vector space 
homomorphism, we have 
 (flet2)=0 iff 
Since tl@t2=0 is an equation in the boolean ring V(X,C), a unifier of 
t:=tlq~t 2 with 0 
describes a solution of this equation and conversely any solution uniquely 
determines a unifier. 
Let 
urn(t,0) 
be a minimal set of unifiers (most general unifiers) of t and 0, such that every 
unifier ~ of t and 0 can be written in the form 
r= Air 
with a most general unifier ~r E ~UE(t,0) and a substitution A (Plotkin, 1972). 
Since any unifier can be obtained this way from a most general unifier, we may 
confine ourselves to most general unifiers. 
We have transformed the unification problem in boolean rings into a matching 
problem which in turn is equivalent to the problem of solving certain boolean 
equations. The latter problem and its solution are well known in mathematics 
(Rudeanu, 1974), but its significance and consequences for logic programming have 
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not been discussed so far. We give an elementary proof that boolean expressions 
form a unitary theory using the framework of unification theory. 
Theorem 1: For t E V(X,C) the set #U~(t,O) is empty or a 
singleton. 
Proof: Let Var(t,O)={xl..Xn(t) } be the variables occurring in t. The proof uses 
induction on n(t) and provides a decision procedure for unifiability of t and 0 as 
well as an algorithm for computing the most general unifier. Note that each 
element of V(X,C) is a sum of products formed by elements of XUC. 
Let n ( t )= l .  Then t can be written as 
t=aAZl~b 
with variable free ring elements a and b. We may assume 
generality that (a,b) # (0,0). 
If a=O, then t and 0 are not unifiable, therefore suppose 
a#¢. 
without loss of 
If ~ is a unifier of t and 0, then 
O=aAtr(Xl)~b. 
Multiplying this equation with a @ i, we obtain 
(ael)/\b=O 
or  
aAb=b. 
a A b = b is a necessary condition for the unifiability of t and 0, 
Conversely, if a A b = b, then 
defines a substitution from V(X,C) to V({u},C), which unifies t=a A x 1 @ b and 
0. In order to show that a is most general, let r be an arbitrary unifier of t and 
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~. We define 
and compute 
" =b$A(u)A(a@l) 
=r(t)~r(Xl) 
Therefore tr is the most general unifier of t and 0. 
Suppose the theorem is true for boolean expressions which contain at most n 
variables. The proof for n(t )=l  can be generalised for n(t)=n+l,', ,1. Now let I be 
a boolean expression with n+l  variables. 
Choose a variable Xn+ 1 in t. Then t can be written as 
t=Xn+iAt '~t~' 
where {xl...Xn} are the only variables occurring in t' and t". 
t and 0 are unifiable, iff 
t 'A(t '@l)  
is unifiable with ~. Since 
+l)A (t 
multiplication by 
')el 
implies that 
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0 = ~(t")A (~(t ")el)= ~(t" A(t '.1)). 
Conversely, let p be a unifier of t"A(t '  @ 1) and 0. Then 
~(~3:.:f,(~) for (1<i<~) 
defines a unifier of t and O. 
If p is a most general unifier of t"A (t' @ 1) and O, then a is a most general 
unifier of t and O. Let r be ~tn arbitrary unifier of t and O. rr, the restriction of 
r to the variables {xl...Xn} unifies 
t "A( t '~ l )  and O. 
Using induction hypothesis, we conclude 
r r = A rp 
with a suitable substitution '~r" 
.~(,~):=~ (~) for 1<i<, 
Extending A r t,o A by 
we obtain 
It suffices to show that r and Aa agree on Xn+l: 
=(;~rp(t')el)AA(~)e~rp(r') 
=(~p(t ')el)A~(~ , 1)e~p(t") 
=(T(~ ')el)A~(~ +l)~T(t', ) 
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q.e.d. 
Theorem 2: Let tl,t2...t m be boolean expressions. ~ and tl, 0 and t 2, 
... 0 and t m are simultaneously unifiable with most general unifier a, iff 
is most general unifier of 
m 
i-=1 
and ~. 
Proof:  Obviously, it is equivalent to unify t and ~ or t @ 1 and 1. 
If a unifies the expressions 
t i with 0, for l< i<rn  
then a is also a unifier of t. @ 1 with 1. 
1 
Therefore 
m 
i=1 
/71 
~=1 
rn  
=(Ill)el 
i=1 
=~ 
m 
Conversely,  let a be a unifier of ( l- I i=l ( t i@l ) )~ l  and •, i.e. 
m 
0= ((II(t/el))ex) 
i=1  
or  
m 
i=1 
Suppose there exists some j (1 <: j < m), such that 
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~(t)#O. 
Consequently 
n2 
i= l,i~" 
i.e. a(tj) @ 1 is an invertible element of V(X,C) different from 1. But there are 
no invertible elements in the boolean algebra V(X,C) except 1, a contradiction. 
Therefore 
a(t i )=l  fo r  l< i<m.  
q.e.d. 
3. A lgor i thm 
From the proo f  of Theorem 1 we derive the following algorit~hm which computes 
the most general  unifier of two boolean expressions, if it exits and fails otherwise. 
proc un l fy (v~r  x,y: term) 
{ 
so lve  (x @ y) 
} 
prom so lve(var  t : term) 
vat t l ,  t2 :  term; 
var x ,u :  var iab le  
{ 
4f t=O then 
e l se  i~ 
e lse  
re turn(succeed)  
(t=x A t l  • t2)  
with a variable z and terms t l , t2  which don't contain z 
then 
{ 
i_~f solve((t l  ~ i) A tR)=Sucaeed 
then 
{ 
} 
else 
b ind  x to ( t l@l )Au~gt2  
with a new variable tt 
return (succeed) 
return (f all) 
re turn  (fal i) 
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In our implementation this algorithm is combined with a simplifier for boolean 
expressions to avoid the creation of large intermediate terms. 
Since solving boolean equations in general is NP-complete (Garey, 1979), the 
need for good strategies to avoid unnecessary computations is apparent. Such 
strategies can be implemented with the help of advanced PROLOG systems. 
4. An  Example  
Some of the advantages of a logic programming language enriched by boolean 
expressions over standard PROLOG (Clocksin, 1981) will become apparent by the 
following example: We specify a full-adder circuit in both languages. 
A full-adder computes the sum S and the carry Cout of two binary digits X 
and Y and a carry-in C. The corresponding function is described by the following 
table: 
C X Y 
0 0 o 
o o I 
o i 0 
o 1 1 
1 0 0 
1 o 1 
i 1 0 
I 1 1 
Cout  S 
0 o 
0 I 
o 1 
1 o 
0 1 
1 o 
1 o 
1 I 
This table leads Lo disjunctive normal forms of the sum S and the ca,rry C: 
S=-~CA-XAYV- ,CAXA",YVCA~XA--YVCAXAY 
Cout= -~CA XAYVCA-- ,XAYVCAXA~YVCAXAY 
A half-adder circuit, computes the sum S and the carry C of two binary digits X 
and Y. 
x Y I 
o 0 
o 1 
1 0 
1 1 
C S 
. . . .  , . ,  i , , , ,  , , . ,  • - 
o o 
o 1 
o 1 
1 0 
The respective disjunctive normal forms are given by: 
S=~XAYV XA-~Y 
C=XAY 
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A fu l l -adder can be created using two half -adder circuits and an or-gate, whereas 
a ha l f -adder  consists of an and-gate and an exor-gat, e: 
× ? 
s 
k.t I .~L.~ 
5 
¢ 
I f  
7 
5 
A PROLOG-Program,  which computes the function of a full-adder, can take the 
fo l lowing form: 
adder  (X ,Y ,  C ,S ,  Cout )  :- 
ha l f  adder (X ,Y ,S1 ,C1) ,  
ha l f  adder (S l ,C ,S ,C2) ,  
o r  (C I  , C2,  Oout )  . 
ha l f  adder (X ,Y ,S ,C)  :- 
exor  (X ,Y ,  S) , 
and(X ,Y ,C)  . 
o r  (0 ,0 ,0 )  , 
or (O , l , l )  • 
or (1 ,O ,1)  . 
or ( l , l , l )  , 
and (0 ,0 ,0 )  . 
~nd(O,  1 ,0 )  . 
and( l ,O ,O)  • 
and( l ,  I, i) . 
exor  (0 ,0 ,0 )  . 
exor (O , l , l )  . 
exor ( l ,O , l )  . 
exor  (i, 1 ,0 )  . 
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We have to use truth-tables for the functions and, or and exor, since we cannot 
incorporate all properties of these functions at term level. In order to prove 
correctness of the program, we use the query 
[ ?- adder (X ,Y ,O ,S ,Cout ) .  
X=o 
Y = o 
C = o 
S = o 
Cout  = 0 
etc  . . . . . .  
The program will assign all 8 possible combinations of values to the variables. A 
case analysis shows the correctness of the program. But this is only possible for 
such small examples, since the number of possible assignments is exponential in 
the number of input variables (here X,Y,C). Even for a four-bit-adder, which is 
given by 
~our_b i t _adder (X4 ,X3 ,X2 ,X l ,Y4 ,Y3 ,Y2 ,Y l ,S4 ,S3 ,S2 ,S l ,O)  :- 
adder (X I ,Y l ,O ,S l ,C l )  , 
adder  (X2 ,Y2 ,  CI , $2 ,02)  , 
~dder  (XS, Y3,  C2, SS, 03) , 
~dder (X4 ,Y4 ,C3 ,S4 ,C)  . 
it is not, suitable to consider all possible assignments. 
However, using boolean expressions as data type, we obtain a much shorter 
program: 
adder (X ,Y ,O ,S ,C l  V 02) :- 
ha l f _adder  (X,Y,  Sl,  CI) , 
ha l f  aclder (S l  , C, S, C2)  . 
ha l f _adder (X ,Y ,X  ~ Y ,X  A Y) .  
In order to show correctness of this specification, we put the query 
[ ?- adder (x ,y ,c ,S ,Cout ) .  
The program yields as unique solution the substitution 
S - x (t) y (~ c 
Cout -  (x A y) (~ (x A c) 0 (y A c) 
which is the definition of the adder-circuit, If we take a look at the resolution 
steps and the binding of the variables, we observe the straight forward 
computation of the result: 
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a~dder (x ,  y ,  c ,  S, Cout )  
Cout  - C1 V C2 
ha l :~_adder  (x ,y ,S l ,  C1) , ha l f _~dder  (S1,  c ,S ,  C2) 
SI  - x ~ y 
C1 - x A y 
ha l~ adc ler (x  @ y ,c ,S ,C2)  
S - x @ y @ c  
C2 - (x @ y) A c 
Cout  - (x A y) G (x A c) 0 (y A c) 
0 
If we put the query 
I ? -  adder (O, l , l ,S ,C) .  
we get the result 
S - 0 
C - 1 
tlence we may use the same program to compute values and to manipulate 
symbolic formulas. In addition to that, the query 
I ? -  adder (X ,Y ,C , l ,O) .  
yields the answer substitut ion 
X -A  
Y - A A B ~ B  
C - A A B GA GB ~ i 
Thus we can solve boolean equations in any direction and still yield only one 
most general unifier. Therefore boolean unification provides the basic facilities 
needed for simulation, verification ~nd testing of digital circuits. 
5. Conc lus ions  
We have provided a unification algorithm for boolean expressions, showing that 
boolean expressions admit, at most one most general unifier. Tile given algorithm 
computes the mgu or terminates with failure otherwise. 
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The prototype of an integration of this algorithm into an existing PROLOG 
system has been developed. While some parts of the algorithm are still open to 
improvements, the prototype shows the feasibi]ity of integrating boolean 
expressions into logic programming. 
Our method contrasts to other approaches (Dershowitz, 1983) (Hsiang, 
1985) using Knuth-Bendix completion procedure (Knuth, 1970) and AC-unification 
(Buettner, 1986a) (Herold, 1985) (Stickel, 1981) to derive a canonical rewrite 
system for boolean expressions. It is also different from PROLOG IIl (Colmerauer, 
1986), which uses saturation and SL-resolution in order to solve boolean equations. 
The working hypothesis of this paper terms admit only boolean function 
symbols - is quite reasonable. All approaches to construct complex unification 
theories from simpler ones exclude the presence of idempotent functions. However, 
comparing unification in rings without idempotent multiplication (Siekmann, 1984) 
(Matiyasevich, 1978) - the unification problem is undecidable - and unification in 
boolean rings we observe the usefulness of the idempotence axiom. 
A comparison of ACI-unification (Livesey, 1976) (Buettner, 1986b) with 
unification of boolean expressions raises the general question, whether theories, in 
which there exist many unifiers, can be 'tamed' by the use of additional functions. 
Note: Since this paper was completed and submitted, another algorithm for the 
unification of boolean expressions has been published (Martin, 1986). 
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