Abstract. We obtain a Ha type formula for n-point correlations in the log-gas at rational temperature (or, equivalently, n-point one-time ground state correlations in the quantum Calogero-Sutherland model for rational coupling constant). Our approach is based upon results of [OO3] .
This text is absolutely preliminary. Any comments will be very much appreciated.
Let T N be the N -dimensional torus with coordinates z 1 , . . . , z N , |z i | = 1 .
Consider the following log-gas Hamiltonian H(z) = 2 i<j log |z i − z j | , which differs from the standard one by the factor of 2. The Gibbs state with inverse temperature β is the following probability measure on T
where the partition function Z(β; N ) equals (see, for example, [Me] )
The same measure is the ground-state amplitude in the quantum Calogero-Sutherland model. In this note we suppose that β ∈ Q β = p/q, p, q ∈ N, gcd(p, q) = 1 .
Consider the n-point correlation functions in the system of (n + N ) particles. It is the following measure on T n dR(n; N ) = (N + n)! N ! Z(β; N ) Z(β; n + N ) I(ζ 1 , . . . , ζ n ; N ; β)
where I(ζ 1 , . . . , ζ n ; N ; β) is the following integral (1.1) I(ζ 1 , . . . , ζ n ; N ; β) = 1 Z(β; N ) T N i≤n,j≤N
We are interested in the limit of dR(n, N ) as N → ∞ and ζ j ∼ 1 + i x j N , x j ∈ R .
Since in this limit
we have dR(n; N ) ∼ Γ(1 + β) n (2π) n β nβ N βn 2 I(ζ 1 , . . . , ζ n ; N ; β) i<j≤n |x i − x j | 2β dx 1 . . . dx n .
Set I(x; ∞; β) = lim N→∞ 1 N βn 2 I(ζ 1 , . . . , ζ n ; N ; β) . The aim of this note is the following Main Result. The limit I(x; ∞; β) is the following sum of Selberg-type integrals
, and F (α | γ; ix * β; β −1 ) is renormalized multivariate Bessel function (2.17).
Notice that the form factor G n,r,s is exactly the form factor of Ha (see [Ha] , main difference with the Ha's formula for one-particle dynamical density-density correlations in the Calogero-Sutherland model (in addition to the presence of the Bessel function) is that correlations are sums of contributions of different numbers of quasi-particles and quasi-holes.
It follows from (2.17) that for n q < l ≤ n the renormalized the Bessel function
and also of order
In other words, the contribution of summands with large l is small for small x.
It is well-known that for special values of β β = 1/2, 1, 2 the Bessel functions admit simple group-theoretical interpretation and simple formulas. For example, the case β = 1 is in detail discussed in [OV] . This note is organized as follows. Our method is quite straightforward and based upon results of [OO3] . In the next section we gather some useful facts about Jack polynomials (ordinary and shifted) and Bessel functions. Then in section 3 we expand the integrand in (1.1) in Jack polynomials (which describe excitations in the CS model) and integrate term-wise. In section 4 we consider the asymptotic behavior of each term of this expansion. Finally, in section 5 we collect all previous results and obtain the above proposition.
1
For integer β, formulas for n-point correlation functions were given by P. J. Forrester in [F1,F2] . A formula for 2-point correlation for general rational β was conjectured by P. J. Forrester in [F3] . It would be very interesting to establish a connection between these formulas and ours. 2. Jack polynomials, shifted Jack polynomials, and Bessel functions 2.1. Jack polynomials. The main reference on Jack polynomials is [M] , Chapter VI (especially section VI.10). The Jack polynomials are also known as A-series multivariate Jacobi polynomials and also as excitations in the CS model.
In this note we use notation and results of [OO3] . We use the parameter θ = 1/α inverse to the standard parameter α for Jack polynomials. Jack symmetric polynomials P λ (x 1 , . . . , x n ; θ) are indexed by partitions λ with at most n parts and are eigenfunctions of Sekiguchi differential operators
where V (x) = i<j (x i − x j ) is the Vandermonde determinant and u is a parameter. The commutative algebra generated by these operators contains the CalogeroSutherland operator. We normalize P λ (x 1 , . . . , x n ; θ) so that
where dots stand for lower monomials in lexicographic order. The polynomial
Jack polynomials are orthogonal with respect to the following scalar product
where f and g are polynomials in n variables. Important constants, such as
can be expressed in the following functions of the partition λ. Let s = (i, j) ∈ λ be a square in the diagram of λ. The numbers
are called arm-length, arm-colength, leg-length, and leg-colength respectively. Consider the following hook-length products:
Note that
where λ ′ stands for the conjugate of the partition λ. Introduce also the following analog of the shifted factorial
where t is a variable. If µ = (m) then t; θ λ is the standard shifted factorial.
We have (see [M] , VI.10.37)
and (see [M] , VI.10.20)
Consider the expansion of Jack polynomials P λ in polynomials
where ρ is a partition. The coefficients of this expansion (2.5)
are natural analogs of characters of symmetric groups. Using (2.5) one can define the two following modification of Jack polynomials. By definition, set (2.6)
where ℓ(ρ) stands for the number of parts of ρ. If k ∈ N then
Consider also the following super-analogs of the functions p ρ (x)
and define super-Jack polynomials (see [KOO] ) by
2.2. Shifted Jack polynomials and binomial formula. Shifted Jack polynomials were studied in [S1, OO, Ok1, KS, Ok3, OO3] . The shifted Jack polynomial P * µ (x 1 , . . . , x n ; θ) is the unique polynomial satisfying the following conditions:
(1) it is symmetric in variables
it has degree |µ|,
where we assume that µ and λ have at most n parts. One has (see [KS] , and also [Ok3] ) (2.8) P * µ (x; θ) = P µ (x; θ) + lower degree terms . Explicit formulas for shifted Jack polynomials were found in [Ok3] .
The following theorem was proved in [OO3] .
Binomial formula.
(2.9)
Note that there is an explicit formula (2.4) for denominators P λ (1, . . . , 1; θ) and P µ (1, . . . , 1; θ).
For k ∈ N we have (2.10)
Since (2.10) is an identity of rational functions in k it is true identically. We shall need the identity (2.10) for k = θ −1 . In this case the denominators in (2.10) may vanish (if θ ∈ Q). By definition, set
Then ord n,θ λ is the order of zero of P λ (1 * kn; θ) as
Define the following renormalized products
and (2.11)
We have (2.12)
.
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2.3. Bessel functions ( [D, Op, J, OO3] ). For a real vector l = (l 1 , . . . , l n ) denote by
its integral part. Suppose that l 1 ≥ · · · ≥ l n . By definition, put F (l, x; θ) = lim κ→∞ P [κl] (1 + x 1 /κ, . . . , 1 + x n /κ; θ) P [κl] (1, . . . , 1; θ) .
The following formula follows (see [OO3] ) from the binomial formula (2.14 .)
The functions F (l, x; θ) are called the Bessel functions because they are in the same relation to Jack polynomials as ordinary Bessel functions to Jacobi polynomials. Consider the following modification of the Bessel function. Denote by H(r, s) the set of all partitions λ such that
This condition means that the square (r + 1, l + 1) does not belong to the diagram of λ. The elements of H(r, s) are "fat hooks" with ≤ r arms and ≤ s legs.
Fix some r and s and let λ = λ(κ) ∈ H(r, s) , κ = 1, 2, . . . , be a sequence of partitions such that
Suppose that all α i and γ j are positive. Then ord n,θ λ(κ) = o(r, s; θ)
for all sufficiently large κ. Consider the following renormalized Bessel function (2.16)
It follows from (2.16), (2.12) and (2.11) that (2.17) F (α 1 , . . . , α r | γ 1 , . . . , γ s ; x 1 , . . . x n * θ −1 ; θ) = µ⊂λ, ord n,θ µ=o(r,s;θ)
3. Expansion of I(ζ 1 , . . . , ζ n ; N ; β)
Since |ζ i | = 1 we have i≤n,j≤N
In this section we shall expand the product
in Jack polynomials in z 1 , . . . , z N and then integrate in (1.1) term-wise using (2.3).
Denote by H(r, s; N ) the subset of H(r, s) which consists of partitions λ satisfying
We have the following Proposition 3.1.
i≤n,j≤N
(1 −ζ i z j ) β = λ∈H(np,n(q−1);N) (−1) |λ| P λ ′ (z 1 , . . . , z N ; β)P λ (ζ 1 , . . . ,ζ n * β; 1/β) .
Recall that
This type of expansion is standard; the only non-standard part is the condition λ ∈ H(np, n(q − 1); N ). In the proof we shall need the following Lemma 3.2. Let L(r, s) be the linear span of polynomials P λ (x; θ) such that λ ∈ H(r, s). Then (a) L(r, s) is the linear span of the products of the form
where k 1 , . . . , k r , m 1 , . . . , m s range over all non-negative integers. Here (k) stands for the partition with the only part equal to k and e m is the m-th elementary symmetric function.
Proof of Lemma. The (a) part follows by induction from formulas for multiplication of a Jack polynomial by P (k) (x; θ) or e m (x), see [M] , section VI.6 and section VI.10. The (b) part follows from (a).
Proof of Proposition. We have ( [M] , VI.5.4)
For an integer k it implies (3.1)
Since both sides of (3.1) are power series in x and y with coefficients in polynomials in k we can let k be any number. Therefore
. . ,ζ n * β; 1/β) .
Note that
if the partition λ ′ has more than N parts, that is, if
It remains to show that the sum in (3.2) is over λ ∈ H(np, n(q − 1)). First, consider the case n = 1. Then since P λ is homogeneous we have
By virtue of (2.4)
This product vanishes if
(p + 1, q) ∈ λ . Therefore if n = 1 then the sum in (3.2) is over λ ∈ H(p, q − 1), or in other words (3.3)
as a power series in z 1 , . . . , z N . For general n we have
Therefore by (3.3) and the part (2) of the Lemma we have
as a power series in z 1 , . . . , z N . Hence the sum in (3.2) is over λ ∈ H(np, n(q − 1)).
Integrating in (1.1) term-wise we obtain the following Corollary 3.3.
(3.4) I(ζ 1 , . . . , ζ n ; N ; β) = λ∈H(np,n(q−1);N)
Asymptotic of each summand in (3.4)
In this section we consider the the asymptotic behavior of
as N → ∞ and λ → ∞ in such a way that the limits
First, from the equality
one deduces the following Lemma 4. We have
provided λ ∈ H(r, s) and λ / ∈ H(r − 1, s − 1).
From the relation
and the Lemma it follows that
and that
Since by (2.16) (4.5)
it suffices to consider the asymptotic of 2 Recall that
One obviously has
Therefore by the Lemma, we have
where V (λ) is the Vandermonde determinant
Collect all Γ-functions in one constant as follows (4.8) C(n, r, s; β) = Π(n, r, s; 1/β) Γ(1/β) r Γ(β)
Here the product Π(n, r, s; 1/β) was defined in (4.6).
5. Asymptotic of I(ζ 1 , . . . , ζ n ; N ; β)
In this section we consider the asymptotic behavior of 1 as N → ∞ and ζ j ∼ 1 + ix j N . By definition, set
This is a homogeneous function of degree
Set also
With this notations the results (4.4,4.5,4.7) of the previous section can be restated as
Now consider the sum (3.4) 1 N βn 2 I(ζ 1 , . . . , ζ n ; N ; β) = λ∈H(np,n(q−1);N) 1 N βn 2 P λ ′ (z; β) 2 N |P λ (ζ 1 , . . . , ζ n * β; 1/β)| 2 and break it into the following pieces. For l = n q , . . . , n set O(l, n; β) = H(lp, lq − n; N ) \ H((l − 1)p, (l − 1)q − n) .
We have λ ∈ O(l, n; β) ⇔ ord λ = l − n , Since the integrand is symmetric in α 1 , . . . , α lp and also symmetric in γ 1 , . . . , γ lq−n we can rewrite the last integral as follows: 
