Abstract In this article a numerical solution of the time dependent, coupled system equations of magnetohydrodynamics (MHD) flow is obtained, using the strong-form local meshless point collocation (LMPC) method. The approximation of the field variables is obtained with the moving least squares (MLS) approximation. Regular and irregular nodal distributions are used. Thus, a numerical solver is developed for the unsteady coupled MHD problems, using the collocation formulation, for regular and irregular cross sections, as are the rectangular, triangular and circular. Arbitrary wall conductivity conditions are applied when a uniform magnetic field is imposed at characteristic directions relative to the flow one. Velocity and induced magnetic field across the section have been evaluated at various time intervals for several Hartmann numbers (up to 10 5 ) and wall conductivities. The numerical results of the strong-form MPC method are compared with those obtained using two weak-form meshless methods, that is, the local boundary integral equation (LBIE) meshless method and the meshless local PetrovGalerkin (MLPG) method, and with the analytical solutions, where they are available. Furthermore, the accuracy of the method is assessed in terms of the error norms L 2 and L ∞ , the number of nodes in the domain of influence and the time step length depicting the convergence rate of the method. Run time results are also presented demonstrating the efficiency and the applicability of the method for real world problems.
Introduction
In the fields of physics and engineering, a challenging and popular problem, which often arising, is the flow of an incompressible, viscous, and electrically conducting fluid in a channel with partially conducting and partially non-conducting walls under a uniform transverse magnetic field. The aforementioned problem has many practical applications in the field of magnetohydrodynamics (MHD).
Magnetohydrodynamics studies the motion of electrically conducting fluids in the presence of magnetic fields. More precisely, from the physical point of view, the magnetic field influences the fluid motion, while, the fluid motion changes the magnetic field. Thus, the governing equations are inherently coupled in terms of the fluid velocity and the induced magnetic field. For the first time Hartmann [1] investigated the MHD flow of a viscous, incompressible, electrically conducting fluid between two parallel plates in the presence of a transverse magnetic field. Since then, a number of researches have investigated the flow of an electrically conducting fluid through channels (ducts) because of its important applications in MHD generators, pumps, accelerators, flow-meters, astrophysics, geology, power generation, thermonuclear reactor technology, designing cooling systems with liquid metals, medicine (biofluids and drug delivery), etc. It is not surprising that a lot of theoretical and experimental work has been carried out in this direction during the last decades.
For a limited number of MHD flow problems the solution can be obtained analytically [2, 3] . These analytical solutions are usually available only for some non-complex geometries, subject to simple boundary conditions. However, the majority of the problems arising in the real world are difficult to solve in an analytical way, making the use of numerical methods inevitable. In the field of numerical computations several numerical techniques were developed and applied in order to solve this complex physical problem. Thus, numerous numerical methods such as FDM, FEM, closely related FVM and BEM were used for both steady and time-dependent MHD flows. More precisely, for steady state problems the authors in [4, 5] have used FDM to solve MHD flow through channels of triangular cross-section for small values of the Hartmann number. Regarding FEM, solutions were presented in [6] [7] [8] for arbitrary cross-section ducts for Hartmann numbers less than M = 10. Moreover, authors in [9] extended these studies to moderate Hartmann numbers up to M = 100, using standard FEM with linear and quadratic elements. Furthermore, at [10] the analytical finite element method has been used to obtain a numerical solution in the limit of the Hartmann number M ≤ 1,000. Additionally, FEM solution obtained for high values of M using very fine mesh within the Hartmann layers [11] . Thus, it was possible to increase M up to 1,000 and also to use general wall conductivities. Moreover, in [12] a fundamental solution was derived for coupled magnetohydrodynamic flow equations and results were presented for Hartmann number M ≤ 300. Alternatively, BEM have been applied for solving MHD duct flow, however several problems have risen from the difficulties of solving huge systems and high computational costs due to the domain discretization. Papers at [13] [14] [15] [16] [17] are representative studies on the BEM solutions of MHD duct flow problems. All these BEM solutions have been obtained for small and moderate values of Hartmann number (M ≤ 50). Furthermore, authors in [18] using the finite element method obtained numerical results for very high values of Hartmann number up to M = 10 5 .
Numerical solutions of time-dependent MHD flow equations have been given in two [19] and three dimensions [20] , using finite element methods. In [21] authors proposed a FDM scheme for three-dimensional unsteady MHD flows along with a temperature variation using an explicit RungeKutta method for step-by-step computations in time. Additionally, in [22] a convection-diffusion-reaction model was presented for solving unsteady MHD flow applying an FDM on non-staggered grids with a transport scheme in each ADI (predictor-corrector) spatial sweep. The solution algorithm in each of these unsteady MHD flow studies is based on explicit time-stepping schemes starting with the given initial conditions. Thus, the time increment must be taken very small to deal with the stability problems, therefore they are computationally expensive. A numerical scheme which is a combination of the dual reciprocity boundary element method (DRBEM) in space and the differential quadrature method (DQM) in time has been proposed in [23] , for solving unsteady MHD flow problems in a rectangular duct with insulating walls. The solution procedure can be used with large time intervals to obtain the solution directly at the required time value. Computations have been carried out for moderate values of the Hartmann number.
Over the last decade, owing to the difficulty of the traditional numerical schemes in the mesh generation, new numerical methods, generally called "meshless" methods (also called "meshfree" methods), have been developed. Thus, meshless methods emerged as a potential alternative for solutions in computational mechanics, and a variety of such approaches have appeared. Several meshfree methods have been proposed; a review of the relative literature is presented in [24, 25] . It should be noted that the majority of these methods are not really meshless, since they need to use a background mesh for the numerical integration. However, the finite point method (FPM), the point collocation method (MPC), and the meshless local Petrov-Galerkin (MLPG) method are inherently meshless methods.
Herein, the meshless point collocation method is used for the numerical solution of the coupled transient MHD flow in a straight duct having a rectangular, a triangular and a circular cross section, respectively. To the authors' knowledge a very limited number of research works using meshless strongform collocation methods for solving MHD flow problems exists. Namely, the authors in [25] used the meshless point collocation method, to solve steady state MHD problems for rectangular, circular, elliptical and irregular cross section for high Hartmann numbers up to M = 100,000. element free-Galerkin (EFG) method was used in [26] to solve the steady-state MHD flow. The formulation was applied to the study of two-dimensional magnetohydrodynamic flow problems for moderate Hartmann numbers (M = 500), and as the authors claimed, the computed results confirm the accuracy and correctness of the proposed formulation. Moreover, various weak-form meshless methods have been applied for the solution of unsteady MHD flows. Authors in [27] used the local boundary integral equation (LBIE) meshless method to obtain the numerical solution of the coupled equations for the velocity and the magnetic field for unsteady MHD flow through a pipe of rectangular and circular sections with nonconducting walls for low Hartmann numbers up to M = 40. The MLPG method was used in [28] for the numerical solution of the coupled equations in velocity and magnetic field for unsteady MHD flow through a pipe of rectangular section having arbitrary conducting walls. Results were presented for different Hartmann numbers up to 40. As it is refereed in [29] , hitherto, there has been less research devoted to MFree strong-form methods, compared to weak-form descriptions. This may be partly attributed to the fact that the MFree strong-form method may be less stable than the one based on the weak-form, and partly because research was concentrated on the finite element methods (FEM) which use weak-form descriptions and thus, it was a natural step to adopt the weak-form in MFree methods. In the present paper, a strong-form meshless method is used for the unsteady coupled MHD problems for rectangular, triangular and circular cross sections. The solution is obtained using the collocation formulation and the moving least squares (MLS) approximation. Nevertheless, imposing the boundary conditions is not a straightforward procedure. It is due to the fact that the PCM is based on MLS approximations, which are usually approximants and not interpolants. Elimination of this difficulty requires the introduction of additional unknown parameters, such as Lagrange multipliers, however, it can lead to poor conditioning of the matrix equations [26] . In the present article, we use an interpolatory formulation for MLS approximants that allows the direct introduction of boundary conditions, reduces the processing time and improves the condition numbers, as in [25, 26, 29] . The formulation is applied to the study of two-dimensional magnetohydrodynamic flow problems, and the computed results confirm the accuracy and correctness of the proposed formulation. Velocity and induced magnetic field across the section have been calculated and the contour plots at various time levels, for low (M ≤ 100), moderate (100 ≤ M ≤ 1,000), and high Hartmann (M ≥ 1,000) numbers, are presented. A variety of wall conductivity conditions are applied when a uniform magnetic field is imposed perpendicular to the flow direction. Regular and irregular nodal distributions are used, ensuring the positivity conditions [30] . The numerical results of the strong-form LMPC method are compared with those obtained using two weak-form meshless methods, that is, the LBIE meshless method and the MLPG method or the analytical solutions, where they are available. Additionally, for the demonstration of the accuracy and efficiency of the LMPC method, we present the error norms L 2 , L ∞ , the convergence rate and the run time of the method.
Physical problem, governing equations and boundary conditions
The unsteady MHD flows are governed by a set of partial differential equations (PDEs), originated from both NavierStokes and Maxwell equations, for the conducting fluids and for the electromagnetic fields, respectively [26, 31] . Thus,
where u is the velocity field, μ is the coefficient of viscosity of the fluid, p is the pressure, B is the entire magnetic field (external and induced), E is the induced electric field, σ is the constant electrical conductivity, ρ e is the electric charge density, ε 0 is the electric permittivity of free space, μ e is the magnetic permeability and ρ the mass density. The vector J stands for the conduction electric current density. We consider the unsteady, laminar flow of a viscous, incompressible and electrically conducting fluid driven by a constant applied pressure gradient in a duct having a boundary described by the parametric expression
To specify the problem, it is supposed that the velocity is zero at rigid boundaries, while the fluid motion is fully developed (the duct is assumed to be of infinite length) and the sides of the duct are electrically insulated or having variable conductivity. Furthermore, the analysis will be restricted to a plane which is perpendicular to the direction of the fluid stream. The axis of the duct is chosen as the z-direction. Thus, by convention the constant external magnetic field B 0 is imposed along a random vector having an angle ϕ with the y-axis. It is also assumed that all physical quantities (except the pressure p) are independent of z-directional coordinates. So, there is only one component V z (x, y, t) of the velocity field and one component B z (x, y, t) of the induced magnetic field in the z-direction and there is no net current flow in the z-direction. Thus, the z components of the governing equations becomes
Thus, the partial differential equations in non-dimensional form in terms of velocity V (x, y, t) and the induced magnetic field B(x, y, t) are
where the non-dimensionalization was performed with a characteristic length L 0 and a characteristic velocity V 0 (mean axis velocity). The dimensionless variables are
and M is the Hartmann number given by
Regarding the boundary conditions, having variable electrical conductivity on the walls of the duct means that we have mixed-type boundary conditions for the magnetic field, giving
on the boundary of the flow region ∂ in dimensionless form.
Here λ = σ L 0 /σ h, where σ is the electric conductivity at the walls, h is the thickness of the walls which is assumed to be small and n is the outward normal direction. When λ = 0, the walls are perfectly conducting and as λ → ∞ the walls are considered insulated. The initial conditions are
Moving least squares approximation
Numerous techniques in the area of the meshless methods have been developed in order to construct shape functions [32] . The most widely used methods are the MLS approximation [33] and the radial point interpolation method (RPIM) [34] . Among these methods, the MLS one has been widely used for function approximation. The advantages of MLS can be summarized as follows; firstly, there is no need for predefined mesh connectivity during the construction of MLS shape functions. Secondly, the high-order continuity of shape functions eliminates the necessity of solving the weak-forms of governing equations; and, finally, the availability of smooth derivatives eliminates the need for costly procedure of gradient approximation and recovery. Even though, there is an alternative way to generate derivatives of shape functions for the point collocation scheme [35, 36] , the classical methodology, presented in [32] , was adopted.
Methodology
In the moving least-squares technique, the approximation u h (x) is expressed as the inner product of a vector of the linearly independent polynomial basis, p(x) and a vector of the unknown coefficients, a(x), to be determined by the approximation algorithm
where p(x) ∈ R m , a(x) ∈ R m and m is the number of monomials in the polynomial basis (We use the polynomial basis of second order). The polynomial basis of order m in one and two dimensions are given by
Herein, we use a second order (m = 2) polynomial basis, obtaining
The local character of the MLS approximation can be viewed as a generalization of the traditional least-squares approximation in which the vector a is not a function of x. Equation (12) is referred to as the global least-squares approximation. In addition, there exists a unique local approximation associated with each point in the domain. In order to determine the form of a(x), a weighted discrete error norm,
is constructed and minimized. Here, w I (x) ≡ w(x − x I ) denotes the weight function associated with node I , and the quantity in brackets is the difference between the local approximation at node I and the data at node I , u I , and n is the number of nodes in the support domain of w I (x). The minimization of Eq. (16) with respect to a(x) determines a(x). The local approximation associated with point x is only used in the minimization process, and is equivalent to the global approximation at the single point x. Compact support of the weight functions provides the local character the moving least-squares method.
Shape functions and their derivatives
The minimization of Eq. (16),
results in the linear system where U s is a vector containing the nodal data,
where A ∈ R m×m and B ∈ R m×n . The matrix A must be inverted at every sampling point. Substitution of the solution of Eq. (18) into the global approximation (Eq. (12)), completes the least-squares approximation.
Here, the spatial dependence has been lumped into one row matrix, φ(x), and the approximation therefore takes the form of a product of a matrix of shape functions with a vector of nodal data. Derivatives of the shape functions may be calculated by applying the product rule to
In order to obtain the spatial derivatives of the approximation function u h (x), it is necessary to obtain the derivatives of the MLS shape functions
The derivative of the shape function is given as
where
Regarding the second order derivative of the unknown function we get
where x j = x, y, z and
Weight function
The weight function is non-zero over a small neighborhood of x i , called the support domain of node i. The choice of the weight function W (x − x i ) affects the resulting approximation u h (x i ) significantly. In the present paper a Gaussian weight function is used [32, 37] , yet the support domain does not have a standard point density value. Instead, a constant number of nodes are used for the approximation of the field function, Fig. 1 .
where I = 1, 2, 3, . . . , q are the nodes that produce the support domain of node x i , and
with a 0 a prescribed constant (often a 0 = 0.2).
Meshless point collocation method
The meshless point collocation method is a meshless "strongform" description one. The "strong-form" description of the governing equations and boundary conditions is used and discretized by collocation techniques. The aforementioned formulations possess the following attractive advantages. They are truly meshless and the implementing procedure is straightforward, while the algorithms and the implementation can be kept simple, particularly when handling problems with Dirichlet boundary conditions [32] . Under these conditions, strong-form methods are highly efficient computationally, even with polynomial approximation functions, and the solution can be systematically obtained with increased accuracy, compared to FEM, FDM, or other computational methods. In general, MFree strong-form methods may still suffer from some local stability and accuracy issues, depending on the problem [32] . However, these local restrictions are now systematically avoided with the utilization of Type-I nodal distribution and proper local point cloud refinement procedures, in accordance with [25] , even for natural or mixed type boundary conditions. In this section we present collocation scheme using the MLS approximation to spatially discretize the unsteady homogeneous diffusion equation. We also present a θ -weighted time-stepping scheme for temporal discretization. The use of an interpolatory formulation for MLS approximants, allows the direct introduction of boundary conditions, reduces the processing time and improves thus the condition numbers.
Consider the governing equations of the unsteady problem
where f 1 = 1 and f 2 = 0. We use these symbols for the sake of generalization. The boundary conditions are
on the boundary of the flow region and, the initial conditions are
By the MLS approximation we get u(
∂q u i (t) ≡ q U s for the partial x, y derivative, and u(x, t 
∂q 2 u i (t) ≡U s for the second x, y partial derivative. Additionally, we set n d as the number of nodes in the interior and n b as the number of nodes on the boundary and the total number of nodes as N (N = n d + n b ).
The first equation, Eq. (27), can be written as
From the notation described above and using the Euler's θ -weighted time-stepping scheme for temporal discretization, for the interior nodes we get
Multiplying both parts with δt we can write
and as matrix notation for the interior nodes n d and incorporating the boundary conditions at n b boundary nodes we have
where G V is the operator defining the boundary conditions. These equations can be written in a more compact manner by setting
Using the same procedure for Eq. (28) we obtain (in matrix notation)
and F B ∈ R N×1 . The final system of the uncoupled partial differential equations of the MHD flow can be obtained as
Finally, setting
Eq. (27) then take the form
where Q + ∈ R 2N×2N , Q − ∈ R 2N×2N and F ∈ R 2N×1 .
Numerical results

Unsteady MHD flow in a rectangular duct with insulating or conducting walls
As a first numerical example, we examined a laminar, incompressible and electrically conducting fluid in a square duct with variable wall conductivity, with the applied magnetic field along the direction of x-axis, as shown in Fig. 2 .
The coupled MHD equations, discretized with the meshless point collocation method, are solved using various types of boundary conditions at a square pipe (|x| ≤ 1, |y| ≤ 1). In order to establish the validity of the numerical results, we first solved the steady state MHD flow problem, followed the unsteady flow case and reaching the steady-state solution as τ → ∞ for the time domain (0, τ ). The Type-I nodal distribution of the spatial domain is used, providing the convergence of the discrete Laplacian operator [38] . Numerical results are presented at different time intervals for selected nodes at small, moderate and high Hartmann numbers. The numerical results were compared with those obtained from others weak-form meshless numerical methods or the analytical solutions.
Case 1: Insulating walls
In Figs. 3 and 4 , the velocity and the induced magnetic field contours are presented at the steady state case for low As the Hartmann number increases the time step δt needs to obtain smaller values in order to increase the accuracy. Thus, for low Hartmann numbers (M ≤ 50) the calculations are performed using a time step δt = 0.005, having the total number of regular distributed nodes N = 961. On the other hand, for moderate Hartmann numbers (M ≤ 1,000) the time step is decreased to δt = 0.001. As the Hartmann number increases, boundary layers are formed and the numerical solutions are very sensitive to the presence of unwanted oscillations. In order to avoid these oscillations the nodal distribution is again regular, with an aspect ratio 2:1, however, since the boundary layers are formed at x = 1and x = −1. The numerical results are compared with those obtained using the local boundary integral method (LBIE) [27] and the meshless-local PetrovGalerkin (MLPG) method [28] . The comparison reveals that, as time increases the numerical solutions of the proposed scheme for the velocity and the induced magnetic field tend to the exact solution of the steady state problem [3] . More precisely, Tables 1 and 2 present the numerical solutions of velocity for some selected points at different times for M = 5 and M = 20, respectively.
For future validation purposes, Table 3 presents the numerical results of the velocity, with LMPCM, for selected points at distinct time values for M = 500. For high Hartmann numbers the solution reach the steady state in a small period of time, and numerical results are presented for times values near the initial one t = 0. Results obtained with FEM in [18] are also presented.
As the Hartmann number is increased, M = 1,000 and M = 10,000 (Fig. 5) , the velocity of the flow becomes more uniform throughout the region. However, at a very narrow part of the domain, adjacent to the walls, boundary layers are formed, initially near the boundaries x = 1 and x = −1, (Figs. 3, 4) and finally, next to all of the boundaries (Fig. 5) . A layer formation is also observed for the induced magnetic field, emanating from the boundaries x = 1 and x = −1. The layers of the insulated walls are of order O(1/M) [31] .
Case 2: Conducting walls
Now, we consider the unsteady MHD flow in a duct with arbitrary conductivity on the walls of the duct. A constant variation is assumed for each time step and the problems is solved on the time domain (0, τ ) as τ → ∞ up to Hartman numbers M = 300 and λ = 300. Figure 6 shows the velocity, along the x-axis, for M = 2 and λ = 10, 100 at different time levels, while Fig. 7 shows the velocity, along the x-axis, for λ = 100 and M = 4, 5, respectively. In this way, it is possible the comparison of the present results with corresponding results of Figs. 2 and 3, obtained with MLPG method in [28] . Simultaneously, we can see how the Hartmann number and the conductivity parameter λ, affect the transition time to the steady state. Figure 8 presents the contour plots of the induced magnetic field for two limiting cases, that is, when the walls are conducting (λ = 0) and when the walls are insulating (λ → ∞) at steady state for M = 5. One can observe that in the conducting walls case (λ = 0), the induced magnetic field contours are practically perpendicular to the walls. When λ increases (λ → ∞ means the walls are insulated), the induced magnetic field contours obtain the behavior of the solution of the MHD flow with insulated walls. Additionally, Fig. 9 presents the velocity field for different values of wall conductivity.
In order to observe the effect of the Hartmann number M on the flow we present the velocity and the induced magnetic field line contours at Fig. 10 , for M = 20, 300 and conductivity parameter λ = 0. In the velocity contour lines, we observe that the flow is separated symmetrically in the y-direction, due to the applied magnetic field in the direction of x-axis and to the pure conductivity of the wall (λ = 0). As M increases the separation is more pronounced, the fluid is nearly stagnant at the centre region, while boundary layers are formed close to the boundaries at y = ±1.
At Fig. 11 , a similar behavior for increasing M is depicted for the velocity and the induced magnetic field at λ = 5. It can be noticed that, when the conductivity of the walls in increased, then the fluid is more stagnant at the centre region of the duct.
Finally, in order to demonstrate the applicability of the proposed scheme, we present the contour plots of the induced magnetic field and the velocity field for Hartmann number M = 300 and high values of conductivity parameter λ = 100, 300 at Fig. 12 .
Unsteady MHD flow in a rectangular duct
with insulating walls, under the influence of an oblique magnetic field
As a second numerical example, we examined a laminar, incompressible and electrically conducting fluid in a square duct with insulating walls where the applied magnetic field configure an angle ϕ with the y-axis as shown in Fig. 13 . As an irregular cross section for an MHD flow, we examined the case of a triangular cross section as shown in Fig. 15 . The applied magnetic field is oblique, having an angle ϕ with the y-axis. The geometry in Fig. 15 is irregular and, inevitably, it is difficult to have the nodes regularly distributed. However, this obstacle has been overcame, following a procedure developed in [37] . Therein, a nodal distribution of the Type-I was used, embedded at the prescribed geometry and, ensuring the convergence and the stability of the discrete harmonic operator [38] . Defining the methodology for the construction of an embedded regular grid of Type-I, we address the following steps. Initially, the spatial dimensions of the geometry are defined. Then, a regular grid containing the geometry is constructed (Fig. 16) . Finally, the grid is confined into the boundaries of the geometry. Attention should be taken, such that no degenerated nodes on the boundary exist. For the triangular pipe with non-conducting walls (λ → ∞), the steady state numerical solution is also obtained. Hartmann numbers up to M = 100,000 were examined and the results for the velocity and the induced magnetic field are presented at prescribed locations. The numerical solutions of the velocity field and the induced magnetic field are presented at Table 6 for Hartmann number M = 500. The values are calculated at selected points for distinct time steps. As the Hartmann number gradually increases, the time step δt needs to obtain smaller values in order to increase the accuracy. Thus, for moderate Hartmann numbers (100 ≤ M ≤ 1,000) the calculations are performed using a time step δt = 0.001 and for total number N = 4,961 of regularly distributed nodes. Boundary layers are formed as the Hartmann number increases, and the numerical solutions are very sensitive to the presence of unwanted oscillations.
The unwanted oscillations alter the numerical results, giving inaccurate solutions. Several strategies for meshless methods were developed, such as nodal refinement, enlargement of the local support domain, fully upwind support domain, and adaptive upwind support domain [39] . All the aforementioned methods have several advantages and disadvantages. In view of nodal refinement, the increase at the number of nodes offers more accurate results, although there is a proportional increase in the computational time. By enlarging the local support domain one captures the upstream information more efficiently but the accuracy of the solution is reduced [27] . This can be more evident whenever regions with high gradients are present. By using an upwind support domain, the accuracy and stability is improved for problems with high Hartmann numbers, still it gives very poor results for low and moderate Hartmann ones. Thus, the nodal refinement with an aspect ratio 2:1 was adopted. In Fig. 17 the plots of the velocity and the induced magnetic field are presented for Hartmann numbers M = 100, 1,000 and 10,000, without the presence of the unwanted oscillations and following the nodal refinement. Finally, in Fig. 18 , we present results for the case of irregular nodal distribution. In this case, the ensuring of positivity conditions [30] is a prerequisite for the convergence of the numerical solution.
Unsteady MHD flow in a circular duct with insulating walls
As a second example of an irregular cross section MHD flow, we examined the case of a circular cross section as shown at Fig. 19 . The procedure presented before, for the nodal distribution description and embedded grids, is adopted. The applied magnetic field is perpendicular to the y-axis while, Hartmann numbers up to M = 100,000 were examined. We present the numerical solution for the MHD flow on a circular pipe x 2 + y 2 = 1 for Hartmann numbers M = 5, 100 and 200 (Fig. 20) .
In Table 7 the numerical results of the velocity and the magnetic fields are presented at selected points and at different time steps for Hartmann number M = 5. The grid used here was a regular, Type-I, 41 × 41 grid and the total number of nodes used was 1,681 (where the 180 nodes was along the circumference of the circular disk). The numerical results of the meshless point collocation method are in a good agreement with the corresponding ones obtained using the mesh- Table 5 Numerical solution of velocity for some selected points at different times for non-conducting walls at M = 500 less local boundary integral method (LBIE) [27] , as well as, with results obtained with FEM and BEM method [40] . As aforementioned, when the Hartmann number increases, then boundary layers are formed and the numerical solutions become sensitive to the presence of unwanted oscillations. In order to attain accuracy, the total number of nodes is increased and the time step δt is decreased to smaller values. For moderate Hartmann numbers the calculations were performed using time step δt = 0.001. At Table 8 numerical results are presented at prescribed points and various time steps for Hartmann number M = 100. The accuracy of the scheme is measured computing the following error norms, that is, the L 2 and L ∞ defined as Fig. 16 a Regular grid containing the geometry, b Grid conformed at the geometry Table 6 Numerical solution of velocity and induced magnetic field for some selected points at different times for non-conducting walls and M = 500 and
where u exact and u num represent the exact and approximate solutions respectively and h is the minimum distance between any two collocation points of the domain set, since the node distribution is uniform. The corresponding results are presented in Table 9 . Considering the run time of the meshless methods, the shape functions are not pre-defined and they must be constructed once, before the numerical solution of the resulting algebraic system. Thus, in our in-house code, the numerical procedure is primarily decomposed into two parts. Initially, the construction of the shape functions takes place, and then the solution of the resulting linear system is addressed. The CPU time (in seconds) for the prescribed number of nodes is shown only for the solution of the resulting algebraic linear system. The hardware characteristics used for this benchmarking are trivial, such as a CPU Pentium IV, 2.4 Hz with 2 GB RAM. From the numerical results given in Table 9 , it is clear that the performance of the proposed meshfree method is both accurate and efficient.
Since we have computed the L ∞ norm for each h i we are able to compute the convergence rate of the proposed scheme. For this reason in Fig. 21a we plot the − log 10 (L ∞ ) as the vertical axis against log 10 (h i ) taken as the horizontal axis and, the slope of the plotted line is the convergence rate. Corresponding results are presented in Fig. 21b for the convergence rate when δt is decreased. Computations are carried out with different spatial and time step sizes to examine the point rates of convergence in space and in time. Table 10 .
Conclusions
The strong-form localized meshless point collocation (LMPC) formulation with "interpolating" MLS shape functions were developed for the numerical solution of the time dependent, coupled system equations of magnetohydrodynamics flow for regular and irregular domains. Regular and irregular nodal distributions were used. Arbitrary wall conductivity conditions were applied and a uniform magnetic For every value of t, the first and second rows of data correspond to the use of LMPC and LBIE method, respectively. Moreover, the third and fourth rows of data correspond to results obtained using FEM and BEM method, respectively field was imposed at characteristic directions relative to the flow one. The LMPC method is a truly meshless method and it does not need the estimation of any integrand, while the main advantage is its simplicity. The main problem of these strong-form MFree techniques is some global or local stabil- ity issues at boundaries sites or internal points of increased complexity. These obstacles were overcame with the use of suitable nodal distributions (Type I grids), the local refinement procedure, the ensuring of positivity conditions, specifically for the case of irregular nodal distributions and the use of an interpolatory formulation for MLS approximants, which allows the direct introduction of boundary conditions, reducing the processing time and improving the condition numbers.
The numerical results of the strong-form LMPC method were compared with those obtained using two weak-form meshless methods, that is, the LBIE meshless method and the MLPG method, and with the analytical solutions, where they are available. The computed results confirm the accuracy and correctness of the proposed formulation. Velocity and induced magnetic field across the section have been evaluated at various time intervals for high Hartmann numbers (up to 10 5 ) and different values of wall conductivity.
Finally, the accuracy of the method was assessed in terms of the error norms L 2 , L ∞ , the number of nodes in the domain of influence and the time step length depicting the convergence rate of the method. Run time results were also presented demonstrating the efficiency and the applicability of the method for real world problems. 
