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Abstract
Performance capture is used extensively within the creative industries to efficiently produce
high quality, realistic character animation in movies and video games. Existing commercial
systems for performance capture are limited to working within constrained environments,
requiring wearable visual markers or suits, and frequently specialised imaging devices (e.g.
infra-red cameras) both of which limit deployment scenarios (e.g. indoor capture). This thesis
explores novel methods to relax these constraints, applying machine learning techniques to
estimate human pose using regular video cameras and without the requirement of visible
markers on the performer. This unlocks the potential for co-production of principal footage
and performance capture data, leading to production efficiencies. For example, using an
array of static witness cameras deployed on-set, performance capture data for a video games
character accompanying a major movie franchise might be captured at the same time the
movie is shot. The need to call the actor for a second day of shooting in a specialised motion
capture (mo-cap) facility is avoided, saving time and money, since performance capture was
possible without corrupting the principal movie footage with markers or constraining set
design. Furthermore, if such performance capture data is available in real-time, the director
may immediately pre-visualize the look and feel of the final character animation enabling
tighter capture iteration and improved creative direction. This further enhances the potential
for production efficiencies.
The core technical contributions of this thesis are novel software algorithms that leverage
machine learning to fuse of data from multiple sensors – synchronised video cameras, and in
some cases, inertial measurement units (IMUs) – in order to robustly estimate human body
pose over time, doing so at real-time or near real-time rates.
Firstly, a hardware-accelerated capture solution is developed for acquiring coarse volu-
metric occupancy data from multiple viewpoint video footage, in the form of a probabilistic
visual hull (PVH). Using CUDA-based GPU acceleration the PVH may be estimated in
real-time, and subsequently used to train machine learning algorithms to infer human skeletal
pose from PVH data.
Initially a variety of machine learning approaches for skeletal joint pose estimation are
explored, contrasting classical and deep inference methods. By quantizing volumetric data
vi
into a two-dimensional (2D) spherical histogram representation it is shown that convolu-
tional neural networks (CNN) architectures used traditionally for object recognition may
be re-purposed for skeletal joint estimation given suitable a training methodology and data
augmentation strategy.
The generalization of such architectures to a fully volumetric (3D) CNN is explored,
achieving state of the art performance at human pose estimation using an volumetric auto-
encoder (hour-glass) architecture that emulates networks traditionally used for de-noising
and super-resolution (up-scaling) of 2D data. A framework is developed that is capable of
simultaneously estimating human pose from volumetric data, whilst also up-scaling that
volumetric data to enable fine-grain estimation of surface detail given a deeply learned prior
from previous performance. The method is shown to generalise well even when that prior is
learned across different subjects, performing different movements even in different studio
camera configurations.
Performance can be further improved using a learned temporal model of data, and through
the fusion of complementary sensor modalities – video and IMUs – to enhance the accuracy
of human pose estimation inferred from a volumetric CNN. Although IMUs have been
applied in the performance capture domain for many years, they are prone to drift limiting
their use to short capture sequences. The novel fusion of IMU with video data enables
improved global localization and so reduced error over time whilst simultaneously mitigating
the issues of limb inter-occlusion that can frustrate video-only approaches.
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Chapter 1
Introduction
Performance capture is used extensively within biomechanics and the creative industries for
the capture and analysis of human motion. Yet commercial technologies focus only upon
skeletal pose estimation, and often require special (e.g. infra-red retro-reflective) markers
to be worn by the subject. This thesis documents work towards a real-time video based
performance capture system capable of accurately capturing both skeletal and volumetric
information of a subject in real-time, without the need to instrument the subject with markers.
The potential impact of this work is in: a) extending performance capture to novel deployment
scenarios, for example large-volume or outdoor capture where existing infra-red based
systems fail; b) improving feasibility of the technology in domains such as healthcare,
vetinary science, or elite sports where wearable markers may be impractical, or volumetric
measures (e.g. the swelling of muscles) in addition to skeletal position may be valuable for
motion analysis.
Motion capture (mo-cap) technology has its origins in biomechanics where the analysis
of human performance data has been used to inform diagnosis and training strategy. However
the past decade has seen applications of mo-cap broaden to include performance capture e. g.
to add realism and reduce cost of character animation in the creative industries. Robust mo-
cap solutions are now available commercially, capable of accurate three-dimensional marker
tracking (e.g. Vicon, OptiTrack) which can in turn drive kinematics engines (e.g. Blade,
MotionBuilder) to produce real-time estimates of skeletal pose. Yet existing commercial solu-
tions are typically reliant upon specialist camera equipment such as active or retro-reflective
infra-red markers, stereo-triangulation depth sensors and time-of-flight cameras. These place
restrictions on the setting of a capture session, such as prohibiting outdoor shoots, as well as
limiting the size of the ‘capture volume’, the area within which movement may be captured.
A performance capture system using only conventional video cameras could remove
restrictions on the size and location of the capture volume, and be potentially cheaper to
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manufacture and deploy. Achieving video based performance in real-time would confer
additional benefits, for example allowing immediate visualization of how an animated
character will appear as a performance is captured or real-time analysis of players during
a broadcast sports match. A purely visual capture solution, without the encumbrance of
markers, is potentially amenable to a broader gamut of scenarios including those where
visible worn markers are less practical (e.g. sports, healthcare, veterinary science) or entirely
incompatible (e.g. CCTV surveillance, or co-production of mo-cap and principal footage in
which visuals should not be disturbed). Secondary data streams e. g. from wireless inertial
motion units (IMUs) worn under the costume of a performer, offer the potential for data
fusion to enhance the accuracy of a video based system in some of these scenarios.
1.1 Research aims and objectives
The aim of this research project is to develop a robust, real-time solution for performance
capture based primarily upon multi-viewpoint video, that does not require any visual markers
to be worn. The project will explore the potential to fuse multi-viewpoint video data with
mechanical data from wearable sensors for scenarios where very high accuracy of capture is
required. Both the capture of skeletal pose and volumetric information will be addressed in
the project. The core research questions to be addressed are:
RQ1: Can robust, highly accurate skeletal pose estimation be derived without use of
markers from multi-viewpoint video?
RQ2: How can the complementary modalities of vision and wearable sensor data be
fused to enhance the accuracy of performance capture?
RQ3: Can skeletal pose estimation performed in this manner be leveraged to enhance
body shape information derived from the performance?
RQ4: Can the above be achieved in real-time, and if so what compromises must be
made between speed and accuracy?
In order to explore these research questions, the following general objectives will be
investigated.
Real-time performance
The design of all aspects of an eventual capture system must include consideration of
computational performance. This may direct research towards methods that naturally allow
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fast execution or are amenable to GPU parallelization, such as the random decision forests
employed by Shotton et al. [67] in the Kinect system. In scenarios such as production
pre-visualization of character animation, it may also be desirable for the system to be flexible
enough to sacrifice system accuracy for increased speed, to enable as near as possible
real-time feedback.
Volumetric representation
Without markers to triangulate joint positions, a representation of an actors position and
extent in 3D must be developed. A potentially suitable example is the shape histogram,
as evaluated by Huang et al. [32], which provides a concise descriptor from a 3D voxel
occupancy, which can be made invariant to rotation.
Skeletal estimation
Ultimately, an accurate estimation of skeletal joint positions must be made from this volu-
metric representation. A variety of machine learning approaches will be investigated and
evaluated for accuracy and speed, including convolutional neural networks, as well as mani-
fold mapping techniques between example volumetric descriptors and their corresponding
skeletal poses.
1.2 Contributions
Chapter 3 documents the development of a working real-time pose estimation prototype
system. The system processes multiple input cameras views and constructs a 3D volumetric
pose representation used for simple nearest neighbour pose estimation look up over a rela-
tively limited human pose dataset. The engineering efforts in this proof-of-concept system
provide the basis for the proceeding chapters in which different machine learning approaches
using the volumetric representation are investigated.
In chapter 4 a convolutional neural network (CNN) is developed to learn an implicit
model of human motion, from which a descriptor can be extracted. The discriminative power
of this descriptor is tested using linear and non-linear manifold mappings as well as a nearest
neighbour baseline measure. The CNN was also modified to regress pose directly and its
performance found to be superior compared to the other techniques.
Chapter 5 incorporates a new input, inertial measurement units (IMUs), in an attempt to
find a complementary data source to multi-view video. A dual stream CNN based pipeline is
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developed incorporating full 3D convolutions and long short-term memory units (LSTM),
yielding much improved pose accuracy over previous methods.
The final chapter addresses the question of improving the quality of the 3D representation
of the performer. A novel dual-loss convolutional autoencoder is developed that simultane-
ously predicts accurate human pose and a high fidelity 3D volumetric model of the performer.
This is achieved using deliberately coarse input data, representing the constraints of more
challenging wide-baseline camera data from much larger capture environments that might
exist in real-world security or sports footage scenarios.
1.2.1 Datasets
3 datasets were created internally during the course of my PhD for multi-view video pose
estimation. The first was created by me solely for the purposes of my PhD as a dataset for
pose classification. The TotalCapture datasets were created as a collaborative internal effort
as part of the InnovateUK project of the same name.
Pose Classification dataset
This dataset is introduced in section 4.2.2. 25 volunteers were filmed in a multi-view video
studio performing repetitions of 20 static poses designed to represent the full range of human
motion.
TotalCapture dataset
A large dataset, detailed in section 5.3. It consists of indoor multiview video studio footage
of 5 individuals performing 12 solo sequences of diverse motion. The actors were rigged with
13 inertial measurement units and vicon markers, providing ground truth pose. The dataset
was presented and released to the community at the British Machine Vision Conference in
2017 [80] and is publicly available online at http://cvssp.org/data/totalcapture/.
TotalCapture Outdoor dataset
As an extension to the TotalCapture dataset, several sequences of multi-view video outdoor
footage were captured, including multi-subject sequences, introduced in section 6.4.3. De-
signed to be a more challenging test for pose estimation systems, the capture volume is
much larger than the indoor studio and features moving background and changing lighting
conditions. Vicon co-capture was not possible in daylight conditions, so this dataset contains
IMU and multi-view video data only.
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1.3 Publications
Publications resulting from work in this thesis:
Chapter 4
Trumble, M., Gilbert, A., Hilton, A., and Collomosse, J. (2016b). Learning Markerless
Human Pose Estimation from Multiple Viewpoint Video. In Hua, G. and Jégou, H., edi-
tors, Computer Vision – ECCV 2016 Workshops: Amsterdam, The Netherlands, October
8-10 and 15-16, 2016, Proceedings, Part III, pages 871–878. Springer International
Publishing, Cham
Trumble, M., Gilbert, A., Hilton, A., and Collomosse, J. (2016a). Deep Convolutional
Networks for Marker-less Human Pose Estimation from Multiple Views. In Proceed-
ings of the 13th European Conference on Visual Media Production (CVMP 2016),
CVMP 2016
Chapter 5
Trumble, M., Gilbert, A., Malleson, C., Hilton, A., and Collomosse, J. (2017b). Total
capture: 3d human pose estimation fusing video and inertial sensors. In Proceedings
of 28th British Machine Vision Conference, pages 1–13
Gilbert, A., Trumble, M., Malleson, C., Hilton, A., and Collomosse, J. (2018). Fusing
visual and inertial sensors with semantics for 3d human pose estimation. International
Journal of Computer Vision, pages 1–17
Chapter 6
Trumble, M., Gilbert, A., Hilton, A., and Collomosse, J. (2018). Deep autoencoder for
combined human pose estimation and body model upscaling. In European conference
on computer vision (ECCV’18)

Chapter 2
Literature Review
The rise of deep learning over the past 5-6 years has precipitated rapid advancement in the
state of the art across the field of performance capture and computer vision as a whole. Highly
accurate human pose estimation is now achievable from a variety of different approaches.
For example, recent work by Cao et al. [12] performs challenging real-time multi-person 2D
pose estimation using deep convolutional neural networks to simultaneously predict body
part locations and their association to the different individuals in a scene. Visually very
convincing, their results achieve over 75% average accuracy localizing body parts correctly
within a small threshold of the ground truth on the multi-person MPII pose dataset, an
advancement of over 10% on the previous state of the art.
Such CNN based 2D joint localisation methods are often used as the starting point for
modern approaches to pose estimation in 3D. The work by Zhao et al. [94] for example learns
a direct mapping from 2D to 3D joint estimates via a deep fully-connected neural network.
The training process is aided by synthetically expanding the training data, projecting the
limited number of 3D ground truth example poses back to 2D from different viewpoints.
They achieve significant reduction in reconstruction error compared to previous non-deep
learning approaches.
We have also seen further refinement of 3D pose accuracy with the inclusion of inertial
sensors and high-fidelity physics-based body models. Marcard et al. [84] can achieve an
average pose estimation accuracy of under 3cm per joint by combining input from a single
moving camera and a number of inertial measurement units (IMUs) attached to the limbs of
the subject. They utilise the SMPL body model, a parameterised 3D model of the human
body incorporating kinematic constraints, to generate an initial 3D pose estimate based on
IMU orientations. This is then optimized to match the 2D CNN image-based detections from
the moving camera.
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We are also seeing a maturation of the field, with studies exploiting novel formulations
to address issues such as the difficulty of acquiring sufficient annotated 3D ground truth
pose data for CNN training. Such as the work by Rhodin et al. [60] who use multi-view
images to train an encoder-decoder style network to generate an image of a human subject
from a new viewpoint, enforcing the encoding of geometric information in the latent layer
representation. Their work shows that learning a mapping to 3D pose from this trained
encoder representation, rather than directly from images, is a much easier task and are able
to achieve state of the art 3D pose estimation performance with significantly less annotated
ground truth data required.
This chapter gives an overview of the published literature in the field of performance
capture, with a focus on the particular technologies explored in the work of this thesis.
2.1 Vision-based motion capture
Human pose estimation (HPE) is the task of estimating either a skeletal pose or a probability
map indicating likely positions of skeleton limbs. HPE commonly begins with the localization
of people in images. The localization problem can be solved by background subtraction
[4, 95] or in cluttered scenarios, sliding window classifiers can robustly identify the face [83]
or torso [16] to bootstrap limb labelling and subsequent pose estimation. A large amount
of work has been done on estimating human pose from video. Surveys by Poppe [56] and
Moeslund et al. [51] make a distinction between approaches that utilise human body models
and those that do not rely on such explicit a priori information.
The most widely investigated approach in existing literature is the former, in which
the kinematic structure of the body can be modelled, as well as its appearance and shape.
Constraints can be applied to the model, restricting the degrees of freedom and range of
motion of certain joints to eliminate infeasible poses. A projection of the model is matched
to an observation to estimate pose in an analysis-by-synthesis, top-down approach. A
brute-force search of the model space is usually infeasible and commonly gradient descent
techniques are applied from an initial pose estimate drawn from previous frames in the
sequence. As such, these methods are susceptible to the problem of accumulated error
through tracking.
Lan and Huttenlocher [41] provide such a model using joint angles and considering
the conditional independence of parts; Inter-Limb dependencies (e. g. symmetry) are not
considered. A more global treatment is proposed in [37] using linear relaxation but performs
well only on uncluttered scenes. Pictorial structures [20] encode a graphical model of limb
components that are fitted by decomposing the objective function across edges and nodes in a
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tree. Spatio-temporal tracking of pictorial structures is applied to HPE in [40], and the fusion
of pictorial structures with Ada-Boost shape classification was explored in [7]. The SMPL
body model [45] provides a rich statistical body model that can be fitted to incomplete data
and Marcard et al. [86] incorporated IMU measurements with the SMPL model to provide
pose estimation without visual data. SMPL was recently applied to a deep encoder-decoder
network to estimate 3D pose from 2D images [71]
Alternatively, a bottom-up approach models individual body parts, employing detection-
led strategies to locate them individually in an observation and itegrate to estimate the most
likely full body pose. An advantage of this approach is that no pose initialisation is needed,
so avoids tracking issues. Bottom-up HPE is driven by image parsing to isolate components
e. g. Srinivasan and Shi [70] use graph-cut to parse a subset of salient shapes from an image
and group these into a model of a person. However, the approach is sensitive to clutter which
interferes with the segmentation. Mori et al. identified the position of individual joints in
a 2D image. Scale and symmetry constraints were used to establish the correspondence
between a 2D query image and training images annotated a priori with joint positions [52].
Ren et al. recursively split Canny edge contours into segments, classifying each as a putative
body part using cues such as parallelism [59]. Ning et al. [28] apply vector quantization to
learn codewords for body zone labelling. Ren and Collomosse also use BoVW for implicit
pose estimation as part of a pose similarity system for dance video retrieval [58]. Agarwal
and Triggs [3] use non-linear regression to estimate 3D pose from sihouette images.
Such methods that do not use an explicit a priori model perform per-frame pose estimation
by learning a function from observation space to pose space from a database of training data.
The success of these methods is dependent to a large degree on the available training data;
how well it represents the range of targeted motions and variations in body structure, shape
and appearance can dictate the accuracy of the resulting mapping and its ability to generalise.
Compiling and processing a large database of example poses is one of the main challenges of
this approach. Often training data is generated synthetically from mocap data to achieve the
volume and variety required.
2.2 Real-time pose estimation
The work by Shotton et al. [67] for Kinect, estimating 3D pose from depth images, provides
an example of a system designed for real-time performance. A random decision-forest
classifier was used which allow fast evaluation via parallel processing of individual trees. The
depth comparison features employed are individually simple to compute and also ameanable
to parallelization. The decision to take a body part labelling approach was also partly
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motivated by performance considerations, deeming the whole-body, regression approach
of Agarwal and Triggs [3] prohibitive computationally as well as in terms of the amount of
training data needed for a general purpose system. A large amount of training data was still
required and this was synthetically generated from a motion capture database and trained on
custom built distributed training infrastructure. Results show that the synthetic data was able
to generalize well. Previous frame information is only used in the final skeleton-fitting stage
allowing the system to be robust to tracking errors.
2.3 Convolutional neural networks
Following the eye-opening results of Krizhevsky et al. [38], the benefits of deeply learned
convolutional neural networks (CNN) have been explored for both 2D HPE [76] and more
general 3D object pose estimation [89, 90] within photographs. Toshev and Szegedy [76],
in the DeepPose system, use a cascade of networks to estimate 2D pose in 2D images. The
cascade works by zooming in on sub-images to refine the joint location estimations from the
previous stage. Interestingly, joints are independent of one another, no model topology was
required. Deeply learned descriptors have shown promise in estimating 2D limb positions
within very low-resolution images of human pose [54] and real-time multi-subject 2D pose
estimates were demonstrated by Cao et al. [12].
Given the success and accuracy of 2D joint estimation, an increasing number of works
have been introduced to transfer those predictions into 3D estimates. Sanzari et al. [63]
estimates the location of 2D joints, before predicting 3D pose using appearance and probable
3D pose of the discovered parts with a hierarchical Bayesian model. While Zhou et al. [96]
integrates 2D, 3D and temporal information to account for uncertainties in the data. The
challenge of estimating 3D human pose from MVV is currently less explored, Wei et al. [88]
performed related work aligning pairs of 3D human pose. Pavlakos et al. [55] used a simple
volumetric representation in a 3D convnet for pose estimation. While Tekin et al. [72]
included a pretrained autoencoder within the network to enforce structural constraints.
A further related work is that within free-viewpoint video reconstruction where skeletal
pose may be recovered by manually attaching limbs to vertex clustered in a tracked 4D mesh
[34]. Other methods reliant on frame to frame tracking use a CNN for body part detections in
2D which are fused into 3D pose [18]. However mesh tracking is subject to frequent manual
correction and both tracking and detection are reliant upon strong surface texture cues and
absence of surface deformation e. g. due to clothing.
Another challenge of MVV is the labelling of the training data, therefore Rogez and
Schmid [62] artificially augments a dataset of real images with 2D human pose annotations
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using 3D Motion Capture data. Given a candidate 3D pose the algorithm selects for each
joint an image whose 2D pose locally matches the projected 3D pose.
Studies looking at general object recognition also give some insight into how this might
be applied to the problem of 3D pose estimation. The 3D ShapeNets project by Wu et al.
[91] uses a coarse binary visual hull, of 30x30x30 voxels, as input to a network performing
full 3D convolutions. It can perform shape recognition, shape completion and next best view
recommendation on furniture and other household objects. It employs convolutional deep
belief networks which differ from CNNs in that they can include undirected connections
between layers, and may be better suited for generative models. Socher et al. [69] perform 3D
object classification from RGBD data, treating depth as an extra channel in more traditional
2D convolutional networks, rather than full 3D. The RGBD data is passed through a single
CNN layer and then to a set of recursive neural networks, with random weights. They found
that the random weights of the recursive neural networks produced descriminative feature
vectors without the need for back-propagation training.
2.4 Pose manifold learning
As observed by Poppe in his survey of the field [56], ”Reducing dimensionality of pose space
is motivated by the observation that human activities are often located on a latent space that
is low-dimensional.” Thus learning a manifold from human pose examples could provide a
more efficient and generative representation of the range of human motion. Elgammal and
Lee [17] use a local linear embedding framework to learn an activity manifold to estimate
3D body pose from silhouette images, limited to walking poses. Extending this approach to
general human motion is identified as a future challenge by Poppe. Gaussian process latent
variable models have been successfully applied to similar manifold mapping problems, for
example by Campbell and Kautz [10] in learning a generative manifold of fonts.
James et al. [36] construct a manifold of pose descriptors from 2D dance footage to
enable synthesis of new dance sequences. The manifold is represented by a graph with
training poses as nodes and the connections weighted by distance in descriptor space. The
similarity of a query pose to a training pose is then determined by traversing the manifold
via the graph, starting from its nearest neighbour node.
2.5 Long Short Term Memory Units
To predict temporal sequences, recurrent neural networks (RNNs) and their variants including
Long Short Term Memory Units (LSTMs) [31] and Gated Recurrent Units [13] have recently
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shown to successfully learn and generalise the properties of temporal sequences. Graves [26]
was able to predict isolated handwriting sequences, and transcribe audio data with text [27].
In Natural language processing (NLP) Graves and Jaitly [27] combine an LSTM model with
Connectionist Temporal Classification objective function, directly transcribing audio data
with text, while Alahi et al. [5] was able to predict human trajectories of crowds by modelling
each human with an LSTM and jointly predicting the paths.
2.6 Inertial Measurement Units
In the field of inertial measurement units (IMUs), Roetenberg et al. [61], used 17 IMUs with
3-D accelerometers, gyroscopes and magnetometers fused with a Kalman filter to define the
pose of a subject. More recently other approaches have combined IMUs with video frames,
Marcard et al. [85] fused video and IMU data to improve and stabilise full body motion
capture. While Helten et al. [30] used a single depth camera with IMUs to track the full body
with the IMU identifying similar candidate poses and the depth data used to obtain the full
body. These approaches hint at the power of fusing two modes of data to constrain 3D pose.
2.7 Super-resolution
Data-driven approaches to image super-resolution (SR) integrate pixel data e. g. from auxil-
iary images [19], or from a single image [23, 97] to perform image up-scaling or restoration.
Model based approaches learn appearance priors from training images, applying these as
optimization constraints to solve for SR content [21]. A wide variety of machine learning
approaches have been applied to the latter e. g. sparse coding [8], regression trees [64],
and stacked autoencoders [82]; many such approaches are surveyed in [29]. Deep learning
has more recently applied convolutional autoencoders for up-scaling of images [15, 87, 92]
and video [66]. Data-driven volumetric SR has been explored using multiple image fusion
across the depth of field in [2] and across multiple spectral channels in [8]. Very recent
work by Brock et al. explores deep variational auto-encoders for volumetric SR of objects [9].
At start of my PhD very little work had been done exploring the use of CNNs for pose
estimation and none for 3D pose from multi-view video in particular, which is still relatively
underrepresented in the literature. Many studies looking at multi-view video combine the
information from multiple views relatively late in the processing pipeline and a gap exists to
explore the potential benefits of a holistic, volumetric approach to input processing, which
motivates the initial direction of work in the following chapters.
Chapter 3
Real-time Human Pose Estimation
3.1 Introduction
This chapter details algorithmic and hardware engineering development of a pose estimation
system utilising an intermediate high-resolution volumetric human body representation,
capable of running in real-time from multi-view HD video input. Photos of the engineered
system in action are shown in Fig. 3.1.
Fig. 3.1 Engineered system consisting of 9 networked PCs processing 8 HD video feeds in
real-time.
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Leveraging the information from multiple views of a subject in a holistic volumetric
approach has the potential to naturally overcome the inherent ambiguities in pose estimation
from a single view, such as self occlusion and limb depth estimation when pointing down
the camera axis. However multiple video streams produce a large amount of data, 8 full HD
(1920x1080) video cameras produce nearly 500MB of data per second. This necessitates
careful consideration of the processing and data transfer implications of every step in a system
pipeline and will likely require highly optimized exploitation of the parallelizable nature of
pixel and voxel processing techniques to produce efficient image processing algorithms.
Complex model-fitting based approaches can achieve good offline results, optimising a
human pose model to an input source given enough time and processing power. The state of
the practice of real-time performance capture however, for example in the entertainment or
sports analysis industries, will typically rely on marker-based solutions to achieve sufficient
accuracy in the recovered pose. These place restrictions on the nature of the performances
that can be captured, commonly necessitating dedicated performance capture sessions in
a studio environment with special cameras, specific lighting restrictions and of course the
performers to be prepped with fiducial markers or full-body suits. This adds significant time
and expense to a performance capture endeavour.
Removing these restrictions to achieve accurate real-time pose estimation results from
normal video cameras without the need for markers would open up pose estimation to a wide
variety of applications, capturing performances in their natural environments such as live
theatre performances and sports events, enabling live analysis or retargeting to create novel
interactive experiences.
3.1.1 Quaternions
Quaternions are an extension of complex numbers that are particularly useful representations
of rotation in 3 dimensions. A quaternion is represented by 4 scalar coefficients a,b,c,d
in the form a+ bi+ cj+ dk, where a is the real part and i, j,k are imaginary dimensions
following the multiplication rule:
i2 = j2 = k2 = ijk =−1
A rotation of angle a around axis (x,y,z) in Cartesian coordinates can be converted to
quaternion q by:
q= cos(a/2)+(x.sin(a/2))i+(y.sin(a/2))j+(z.sin(a/2))k
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Once in quaternion form, combining rotations, e. g. q1 followed by q2, is the simple
multiplication q2.q1, significantly more computationally efficient that combining rotation
matrices in Euclidean space. Quaternions also have the advantage of having fewer coefficients
than a rotation matrix allowing for a more compact encoding, and the quaternion parameters
also avoid the discontinuities inherent in angle based representations, being expressed directly
in sine/cosine form.
3.2 Volumetric Representation
3.2.1 Probabilistic visual hull
As a first step in establishing a volumetric representation, a probabilistic visual hull (PVH)
was developed. This requires input from a multi-viewpoint video setup, typically 8-10
wide-baseline conventional high-definition colour cameras, time-synched and pre-calibrated
for intrinsics and extrinsics.
The images from each are processed to give a soft matte, highlighting the actor from
the background, normalised to the range 0 to 1. In a blue-screen studio environment, this
could be achieved by applying a blue dominance algorithm to each pixel in the image, where
xred,xgreen and xblue are the 3 colour channels of a pixel.
bluedom= 1− xblue
xred+ xgreen+ xblue
In practice a modified blue dominance algorithm was applied, promoting dark clothing
more strongly.
bluedommod = bluedom× (1− xblue255 )
A sigmoid function was also appied to enhance foreground vs. background contrast in
the final soft matte. The variables α and β are exposed to be configurable during system
execution.
so f tmatte= 1/(1+ eα∗(bluedommod−β ))
Soft mattes were thought preferable to a binary foreground/background segmentation as
it allows subtle information to pass through to the next stage of the system that may otherwise
be lost in a hard thresholding operation. An example input frame from a blue screen studio
capture and its corrensponding soft matte is show in fig. 3.2.
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(a) Sample bluescreen camera frame (b) Soft matte of frame
Fig. 3.2 Input frame and soft matte
In calculation of the PVH the studio space is decimated into a voxel grid (x,y,z) ∈ R3
and a ray cast from the centre of each voxel, p, to each camera. R and T are the rotation and
translation matrices for a camera used to project point p into the camera coordinate system.xy
z
= TRp
The intrinsic calibration for a camera gives us its focal length, d, and optical centre
C(cx,cy), using which the nearest pixel (u,v) to the ray in a camera image can be found.
u=
dx
z
+ cx
v=
dy
z
+ cy
The intensities in each soft matte image, i, are combined as independent joint probabilities
to give the likelihood of voxel occupancy, Pp.
Pp =∏ I(ui,vi) (3.1)
Thus each voxel has value 0 to 1 reflecting the confidence that it is inside object of
interest. Fig. 3.3 shows an example camera layout and the decimation of the space into
voxels representing the performer.
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Fig. 3.3 Camera layout with 8 cameras and voxel decimation of the studio space
3.2.2 Spherical histogram descriptor
A spherical histogram (sphist) was developed with the aim of creating a compact and
discriminative representation of the PVH that is invariant to the direction a performer is
facing. Based on the shape histogram, as evaluated by Huang et al. [33], the PVH space is
transformed to spherical coordinates, (radius r, azimuth θ , elevation φ ) with the origin at the
centre of the performer. The volume is decimated into bins over intervals of r, θ and φ , up to
a maximum radius of 1 metre. The value of a bin is equal to the sum of voxel values within
it, normalised by the size of the bin.
To obtain rotation invariance, the discrete Fourier transform (DFT) is calcuated for each
ring of r,θ . The first ’DC’ component and redundant duplicated elements of the DFT are
discarded, and the remaining elements for each ring concatenated to form the final sphist
descriptor. Fig. 3.4 shows a visualisation of a probabilistic visual hull and its corresponding
spherical histogram, before the DFT is applied, including a colour key showing how the
sphist segment and voxel values correspond to colour and transparency.
3.2.3 PVH and sphist optimisation
Some initial work was carried out optimising the parameters of the PVH and spherical
histogram. This was done by cross-validation testing on the ballet dataset, which contains
ground truth pose data (see section 3.3.2), testing each sequence in turn and finding the
nearest neighbour sphist, by L2 distance over the sphist descriptor, from the remaining
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Probabilistic Visual Hull Spherical histogram
Colour key
Fig. 3.4 Volumetric representations
sequences. An average error value can be obtained in pose descriptor space (section 3.3) for
these nearest neighbour matches, allowing different configurations of voxel and histogram
resolution to be compared. The average error value is the L2 distance of the pose descriptor
from the test pose to the nearest neighbour pose, averaged over all sequences. The results are
shown in table 3.1.
Further tests were carried out with weighting the histogram values at different radius
levels. This lowered the error further to 1.11, with weightings 1.0, 0.78, 0.33, 0.33, 1.0
applied to the previous best sphist configuration (50x10x5).
3.3 Pose Representation
3.3.1 Skeletal pose descriptor
A human pose descriptor was developed based on the biovision hierarchy (BVH) motion
capture format which specifies a hierarchy of joints. A sample pose is visualised in Fig.3.5.
A joint is defined by its degrees of freedom (DOF) and an offset from their parent joint,
representing bone length. An example definition can be seen in Fig. 3.6. Only the root node
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PVH resolution Sphist resolution Number of Average L2
(voxels/metre) θ ,φ (degrees) radius divisions pose distance
100 20 1 1.23
100 15 1 1.20
100 10 1 1.18
100 15 3 1.15
50 15 3 1.15
50 15 1 1.20
50 10 3 1.14
100 10 3 1.14
50 10 5 1.13
100 10 5 1.14
50 10 7 1.13
Table 3.1 PVH & sphist parameter optimisation
has full rotation and translation DOF, the others have only rotation relative to the parent joint.
A pose, relative to this root position and orientation, can be defined solely by joint rotations,
independent of person size and limb lengths.
The pose descriptor employed comprises a concatenated vector of joint rotations for all
joints except the root. The rotations are encoded as normalised quaternions for efficiency.
The rotations can be recast onto a template skeleton for viewing.
Fig. 3.5 BVH pose visualisation
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HIERARCHY
ROOT Hips {
OFFSET 0.00 0.00 0.00
CHANNELS 6 Xposition Yposition Zposition Zrotation Xrotation Yrotation
JOINT Chest {
OFFSET 0.00 5.21 0.00
CHANNELS 3 Zrotation Xrotation Yrotation
JOINT Neck {
OFFSET 0.00 18.65 0.00
CHANNELS 3 Zrotation Xrotation Yrotation
JOINT Head {
.
.
.
}
JOINT RightUpLeg {
OFFSET -3.91 0.00 0.00
CHANNELS 3 Zrotation Xrotation Yrotation
JOINT RightLowLeg {
OFFSET 0.00 -17.63 0.00
CHANNELS 3 Zrotation Xrotation Yrotation
JOINT RightFoot {
OFFSET 0.00 -17.14 0.00
}
}
}
}
Fig. 3.6 BVH skeleton definition
3.3.2 Data
Data was used from the EU funded RE@CT project. It comprises 5, 1-2 minute, solo ballet
dancing sequences in a blue screen studio, approximately 25m2 in size. Multi-view video,
from 10 synchronized HD cameras running at 50Hz, was recorded alongside ground truth
pose data from a vicon marker-based motion capture system. Fig. 3.7 shows some sample
frames exemplifying the diversity of poses within the dataset.
3.3.3 Pose similarity measure
Some initial investigation was done looking at different distance measures by which pose
descriptors could be compared. Three measures were considered:
1. Descriptor sum of squared differences - the sum of squared differences (ssd) be-
tween the quaternion coefficients of two pose descriptors.
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Fig. 3.7 Example frames showing pose variety in ballet dataset
2. Joint distance - the two pose descriptors are cast onto a template skeleton and
the squared distances in world space between each pair of corresponding joints are
summed.
3. Key joint distance - This method only considers a subset of joints when calculating
joint distance. Knees, ankles, elbows and wrists only.
An evaluation of the different pose similarity measurements can be seen in table 3.2.
It shows 10 pose pairs, consisting of one neutral and one unique pose, and their order, in
increasing distance (i. e. which pose pair is most similar through to least similar), according
to the three measures. It shows the two joint distance measures agree on the ordering of
pose pairs and is perhaps closest to how the poses might be ordered intuitively from visual
inspection, when compared to the direct descriptor ssd result.
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Pose pairs
Distance measures
Euclidean Euclidean Quaternion
Key Joints All Joints Descriptor
Order ssd Order ssd Order ssd
1 819.44 1 1496.00 2 1.82
2 1453.20 2 2529.02 1 1.78
3 1648.14 3 2938.87 3 2.13
5 1781.63 5 3010.34 7 3.94
4 1687.49 4 2948.78 4 2.62
6 2461.54 6 4360.22 5 2.85
7 3063.32 7 5318.26 10 5.73
8 3105.38 8 5592.88 6 2.88
9 3406.86 9 5794.67 9 4.60
10 4526.10 10 8339.43 8 4.39
Table 3.2 Pose similarity measurement comparison. The quaternion descriptor is the sum
of squared differences of the 4 quaternion coefficients. The Euclidean positions of the joint
distance measures are in special units arising from the Vicon motion capture format.
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3.4 Real-time system
3.4.1 GPU-based PVH generation
The calculation of each PVH voxel occupancy, as defined in Eq. 3.1 can be processed
independently, and as such PVH generation is highly amenable to parallelization. In the
pursuit of real-time performance therefore, GPU technology was utlilized, specifically
Nvidia’s CUDA platform. The implemented process is as follows:
1. Pre-processed soft matte images for a frame are saved to a single 3-D GPU texture
object, each layer of the texture an image from a different camera
2. A coarse PVH (5cm3 voxels) is generated in GPU memory over the full capture volume,
used to locate the actor
(a) Each voxel processed on a separate GPU thread as in Eq. 3.1
(b) Volume is normalised, thresholded and centre of mass found
3. A GPU memory based volume of 2m3 is then centred on the actor and a fine PVH
(1cm3 voxels) generated
(a) Each voxel processed on a separate GPU thread
(b) Volume is normalised
A 1cm3 (100 voxels/metre) PVH voxel resolution was chosen as a balance between the
requirement for a fine-grained volumetric representation within reasonable limits of computer
memory and processing feasibility. A PVH at this resolution, with 32 bit single precision
voxels, occupies 30.5MB. Beyond this resolution, memory requirements to store the PVH at
single precision increase significantly, A resolution of 200 voxels/metre increases the voxel
count 8-fold, requiring 244.1MB, making real-time processing practically infeasible.
Two different methods were implemented to visualise the PVH, shown in Fig. 3.8. The
first utilized an OpenGL buffer object to convert the PVH to a 3D texture directly in GPU
memory, removing the need for time-consuming transfers between GPU and main memory
on each rendered frame. Each layer of the PVH in the x,y and z directions is then rendered as
a single texture. This is a relatively quick method, but produces some transparency artifacts
as the order in which the planes are rendered cannot always be guaranteed to generated the
correct appearance for every voxel. A GPU-based ray-tracing method was also implemented
which produces a more correct visualisation but is slower and the actor cannot as easily be
positioned in a scene with background graphics, such as a virtual floor.
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(a) 3D texture visualisation (b) Ray-trace visualisation
Fig. 3.8 Probabilistic visual hull visualisations
A similar parallelized solution was developed for efficient sphist generation. The PVH is
created and stays in GPU memory, only the resulting sphist descriptor is transferred back to
system memory:
1. GPU based array allocated representing the bins of the sphist
(a) A separate thread identifies the corresponding sphist bin for each voxel
(b) The value of the voxel is added to the bin via an atomic addition operation
2. The value of each bin is normalised by dividing its final value by the number of voxels
that contributed to its sum.
3. Resulting sphist descriptor transferred to system memory
3.4.2 Hardware setup
A full-pipeline hardware system was engineered, comprising multiple 1080p video cameras
running at 25fps each connected via HD-SDI to a PC dedicated to producing real-time soft
mattes, a process also GPU accelerated via CUDA, for that particular camera. These mattes
are time-stamped and sent via a 10 Gigabit Ethernet connection to a more powerful computer
which aggregates the complete set of mattes for a frame and performs PVH and sphist
generation. Even with the bandwith of the 10 Gigabit connection, the soft mattes are too
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large to send uncompressed (≈ 1.5GB/s) and the camera PCs perform JPEG compression
before sending to the main machine. The system architecture is shown in Fig. 3.9.
Fig. 3.9 Real-time system design. Each camera sends its HD feed to a separate PC which
computes the soft matte. These are connected via 1Gpbs Ethernet to a 10GigE switch which
utilises the high bandwith 10Gbps connection to transfer all camera data in real-time to the
high performance PC which assembles the data in a multi-view buffer, organised by timecode,
from which the PVH and sphist are generated.
Fig. 3.1 shows the assembled system in action and Fig. 3.10 shows a close up of the
visualised output. The processed soft mattes from all camera feeds are displayed and both
PVH and sphist are visualised using the ray-tracing method described in section 3.2.3. The
system achieved an output of 14 frames per second at full HD input resolution with 8 cameras
and a PVH resolution of 1cm3 per voxel.
The system was incorporated into the final demonstrator for the Innovate UK project
REFRAME in which the University of Surrey was a partner, collaborating with the BBC, The
Imaginarium (a performance capture studio) and Imagineer Systems (a visual effects software
company). The goal of the project was to develop new technologies to advance industry
practice in real-time media production. The final demonstrator was a working prototype
system, integrating work from all partners, to achieve real-time replacement of an actor in a
scene with an animated avatar. The real-time system was used to generate a PVH estimating
an actors extent in 3D so that they could be removed from the scene via real-time in-painting.
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Fig. 3.10 Screenshot of the real-time system output, including ray-traced visualisations of
PVH and sphist and the soft mattes from each of the 8 video cameras.
3.4.3 Pose estimation
Real-time pose estimation was added to the system via a nearest neighbour search in sphist
space over the ballet dataset, using the best performing 50x10x5 sphist descriptor. The data
was arranged in a k-d tree to enable fast search. The inclusion of pose estimation did not
adversely impact system performance. Fig. 3.11 shows the pose estimation output for 3
different poses. The system is able to match the general class of pose i.e. standing, crouched,
outstretched limbs, but does not realise limb position correctly.
3.5 Conclusion
This chapter has documented work developing a volumetric human body representation,
leveraging multiple view geometry to holistically integrate multi-view video data into a
high resolution probabilistic visual hull, and a further compact, view independent spherical
histogram based human pose descriptor. A corresponding rotationally-invariant skeletal pose
descriptor was also defined, based on an existing industry standard motion-capture human
pose format. An initial investigation was also undertaken assessing a number of distance
measures by which pose similarity might best be judged.
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Fig. 3.11 Real-time pose estimation output from live input. The PVH for the live actor
appears on the right, and on the left the skeleton from the closest matching sphist descriptor
in the ballet dataset. No attempt is made to match the orientation of the skeleton to the live
actor.
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Also detailed were the engineering efforts in building a highly optimised PVH and sphist
generation and visualisation system, taking live multiple HD video input and processing in
near real-time. This incorporated all the hardware necessary for a full studio-based solution,
including 8 HD video cameras and dedicated PCs, a more powerful PC to integrate and
process the camera signals, and all the networking infrastructure required to transfer data at
the necessary speeds. The system proved successful and robust enough to be incorporated
into the final deliverable prototype system for a multi-million pound collaborative research
project.
The work so far has successfully demonstrated the viability of the proposed real-time,
volumetric based pose estimation system, with the intensive data processing issues implied
by this approach now solved. The nearest neighbour pose estimation incorporated into the
real-time system produced qualitatively encouraging results from a visual assessment and the
following chapters will quantify these assessments and fully investigate the discriminative
power of the representations developed and their effectiveness for human pose estimation.
Chapter 4
Learning a Human Pose Descriptor
4.1 Introduction
This chapter investigates the use of convolutional neural networks (CNN) for human pose
estimation. Direct CNN pose regression is compared to the performance of an affine invariant
pose descriptor learned by a CNN through a classification task. A non-linear manifold
embedding is learned between the descriptor and articulated pose spaces, enabling regression
of pose from the source MVV. The results are evaluated against ground truth pose data from
the Ballet dataset and demonstrate good generalisation over a range of human poses.
4.1.1 Neural Networks
Neural networks for machine learning are universal approximators that, with a hidden layer
of sufficient size, can learn to approximate any continuous function. They are inspired by
biological neural networks in the brain, composed of many interconnected neuron cells
that carry electrical impulses across the nervous system. A neuron receives impulses from
connected neurons and if the strength of those impulses is above a threshold it is ’activated’
and itself fires an output impulse. An individual neuron is modelled mathematically as a
simple module that outputs an activation value based on a weighted sum of input values it
receives. Fig. 4.1 shows this structure.
A variety of non-linear functions are used for neuron activation, such as the sigmoid
function:
σ(x) = 1/(1+ e−x) (4.1)
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Fig. 4.1 Neuron model. Outputs xi from i preceding neurons are combined in a weighted sum
with weights wi and a bias value b added. This is passed to an activation function to generate
the neuron output.
Fig. 4.2 Neural network structure. Neurons are organised into layers forming an acyclic
graph. These layers are fully connected such that a neuron is connected to every neuron in
neighbouring layers, but not connected within a layer.
And the rectified linear unit (ReLU), which sets any negative number to zero:
f (x) = max(0,x) (4.2)
A neural network organises a number of neurons in an acyclic graph of connected layers,
as depicted in Fig. 4.2.
The size of the input layer is dictated by the dimensions of the input data. If, say, the
network is being used to approximate a multivariable function with two input variables, the
input layer would be of size two as in the figure. Accordingly, the dimensionality of the
output layer depends on the size of the desired output, e. g. 1 neuron for a single-valued
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function or for a classification task, multiple neurons each representing an individual class
probability.
The process of training a neural network is to optimise the parameters of all the neurons
in the network (their weights and biases) so that the final output best approximates the desired
function. This is done by iteratively passing labelled data through the network, calculating
the loss, that is how wrong the output is compared to the desired result, and incrementally
updating the parameters to minimise the loss and improve the result.
The most common classification task is to correctly assign a single class to an input from
a fixed set of K distinct classes. These networks typically use a Softmax classifier with a
cross-entropy loss function. In this case, the output of the network for the ith input sample xi,
denoted yi = f (xi), is a vector of neuron outputs from the output layer, yi ∈ℜK , interpreted
to be the unnormalized log probabilities of the input belonging to each of the K classes. The
loss function takes the form:
Li =−log
(
eyi j
∑Kk=1 eyik
)
(4.3)
where j is the index in yi of the correct class, according to the data label. This function
calculates the normalised probability of correct classification of input xi and penalises
deviation from a perfect score, i.e. a probability of one for the target class, and zero for all
others.
For regression tasks, where the objective is to output a vector of real numbers, the data
label zi ∈ℜK matches the form of the output yi and the L2 loss function, equivalent to the
squared euclidean distance between them, is commonly used:
Li =
K
∑
k=1
(zik− yik)2 (4.4)
The networks are optimised by variants of gradient descent to minimise the loss. Gra-
dients are calculated by the process of backpropagation which leverages the chain rule of
differentiation. The network as a whole can be expressed as a series of nested differentiable
functions of the form y= f (g(x)). The chain rule states that, if we substitute u= g(x), the
derivative of y with respect to x can be calculated by the following product:
dy
dx
=
dy
du
.
du
dx
(4.5)
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This rule can be applied at every stage of the network to calculate the partial derivative of
the loss with respect to each of the parameters of the network, and hence the direction and
magnitude for their update for the next training iteration.
The simplest optimisation strategy is standard gradient descent, which shifts each network
parameter along the negative gradient direction, scaled by learning rate γ , a global network
hyperparameter. For example parameter w for training iteration i:
wi+1 = wi− γ∇wi (4.6)
where ∇wi = ∂yi/∂wi, the partial derivative of the loss y with respect to parameter w.
Stochastic gradient descent, often preferred in practice, follows this form, but performs
a weight update based over a small subset of training samples, calculating the gradient
from the sum of training sample losses. The subset batch-size becomes another network
hyperparameter.
More sophisticated variants incorporate a concept of momentum into the weight update
which can help speed up optimisation convergence. A ’velocity’ factor v, initialised to zero,
is added to the update calculation:
vi+1 = µvi− γ∇wi (4.7)
adding another hyperparameter for momentum, µ , which is then used for parameter
update:
wi+1 = wi+ vi+1 (4.8)
A popular variant, Nesterov momentum, uses the current velocity to approximate the
next position of the parameters and calculates the gradient with respect to these values before
updating the velocity.
There is a further family of optimisers that use per-parameter, adaptive learning rates, as
opposed to a single global value. Examples include Adagrad, RMSprop and Adam. All are
able to automatically tune learning rates as training progresses, removing a degree of user
dependent hyperparameter tuning.
4.2 Markerless Pose Estimation 33
Convolutional Neural Networks
For visual input data such as images, assumptions can be made that allow a reduction in the
number of network parameters, enabling large input sizes e. g. images of 227x227 pixels that
would be unfeasible on fully-connected neural networks.
The key addition is the Convolutional layer. Knowing that the input data will be 3 dimen-
sional (width, height and depth, e. g. 3 colour channels), the parameters of a Convolutional
layer are a set of 3D filters corresponding to a small window over the spatial dimensions of
the input data, and extending to its full depth. The layer performs a per-filter convolution
over the image producing a 2D output map for each filter, stacked along a third dimension. In
effect the output layer neurons are therefore only locally connected to neurons representing a
region of the input image rather being fully connected with every preceding neuron. This
is made possible by the assumption that salient features in an image are spatially localised.
Moreover, the parameters for each filter are shared across the layer further reducing the total
parameter count.
Other layers commonly used in Convolutional Neural Networks (CNNs) include the max
pooling, dropout as well as fully connected layers. Max pooling reduces the spatial size of
the input by outputting the largest value in a small spatial window applied with a stride over
the input. Typically a 2x2 filter and a stride of 2 is used, reducing each spatial dimension by
2 in the output. No parameters are required for this operation. Dropout layers are employed
to reduce overfitting during training by setting some neuron values to zero. On each forward
pass through the layer a neuron has a chance of being zeroed with a probability set by a layer
parameter.
One of the first highly successful CNNs is Alexnet [38] which was developed to performed
image classification for the ImageNet Large Scale Visual Recognition Competition (ILSVRC)
in 2012. Its layer structure is shown in Fig. 4.3.
4.2 Markerless Pose Estimation
Our approach accepts a multiple viewpoint video (MVV) sequence as input, recorded using
synchronised calibrated cameras surrounding the performance. The volume visible in all
camera views is the effective zone of capture (the ‘capture volume’); here, approximately
6×4 meters. First, a coarse geometric proxy is reconstructed within the capture volume from
each frame of the sequence (section 4.2.1). The proxy is then resampled about its centroid
into a log-polar representation at multiple scales (’spherical histogram’). This representation
is employed to train two separate proposed convolutional neural networks,
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Fig. 4.3 Layer structure for Alexnet [38]
• A convolutional neural network (CNN1) configured for a supervised classification task.
CNN1 is trained using labelled examples of several distinct poses exercising the full
range of typical human motion (section 4.2.1). Descriptors are extracted from the first
fully connected layer of the network, and a non-linear manifold embedding learned
over a combined space of the CNN descriptors and joint angle estimates (section 4.2.3).
The manifold enables pose regression from descriptors derived from each MVV frame.
• Alternatively CNN2 adapts the network structure of CNN1 to introduce a Euclidean
loss layer(section 4.2.3) as the final layer to allow the network to learn to regress the
estimated human pose.
Fig. 4.4 illustrates the full pipeline.
4.2.1 Volumetric Representation
The capture volume is observed by C camera views c= [1,C] for which extrinsic parameters
{Rc,COPc} (camera orientation and focal point) and intrinsic parameters { fc,oxc,oyc} (focal
length, and 2D optical centre) are known. A geometric proxy of the performer is built via an
adapted form of Grauman et al.’s probabilistic visual hull (PVH) [25] computed from soft
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Fig. 4.4 Overview of proposed technique. MVV is captured (a) and a geometric proxy / PVH
built (b). The PVH is sampled into log-polar form at multiple scales and passed through
a CNN to learn a rotationally invariant descriptor (c). A non-linear manifold embedding
of the combined CNN and joint angle space (d) is learned under supervision to regress a
pose estimate (e). Note markers visible in (a) are not used by our approach; they provide
ground-truth for quantitative comparison against a commercial system.
foreground mattes extracted from each camera image Ic using a bluescreen chroma key. To
compute the PVH we coarsely decimate the capture volume into a set of voxels at locations
V = {V1, . . . ,Vm}; a resolution of 5cm3 is used in these experiments. The probability of the
voxel being part of the performer in a given view c is:
p(V |c) = B(Ic(x[Vi],y[Vi])) (4.9)
where B(.) is a simple blue dominance term derived from the RGB components of Ic(x,y),
i. e. 1− BR+G+B , and (x,y) is the point within Ic that Vi projects to:
x[Vi] =
fcvx
vz
+oxc (4.10)
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and y[Vi] =
fcvy
vz
+oyc, (4.11)
where
[
vx vy vz
]
= COPc−R−1c Vi. (4.12)
The overall probability of occupancy for a given voxel p(V ) is:
p(Vi) =
C
∏
c=1
1/(1+ ep(V |c)). (4.13)
We compute p(Vi) for all Vi ∈ V to create a volumetric representation of the performer
for subsequent processing. In practice, B(.) is computed in parallel via a GPU-equipped
PC attached to each camera, yielding a soft matte at 25 frames/second. This allows for
independent solution of eqs.4.9-4.12 prior to aggregating results on a single machine to solve
eq. 4.13 yielding a streaming PVH.
Log-Polar Representation
V is next resampled into a log-polar representation, quantizing longtitude and latitude into
N regular intervals, and yielding a 2D signal S(φ ,θ) ∈ℜN2 derived from a sub-volume of
interest in V local to the weighted centroid µ(V ) of the PVH
µ(V ) = ∑
Vi∈V
Vip(Vi). (4.14)
Each sample S(φ ,θ) aggregates p(Vi) from the subvolume of the PVH over regular
intervals of φ and θ and within a particular distance interval from µ . Writing voxels within
that interval V ′:
S(φ ,θ) = ∑
Vi∈V ′
1/(1+ e−(p(Vi)−D(V ))) (4.15)
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where D(V ) is a dynamic threshold computed for the voxel distribution that serves
to normalise against larger p(Vi) occuring due to appearance variation (e. g. difference in
clothing colour) between performers. D is computed using a cumulative count of voxels with
occupancy probability exceeding τ for all τ = [0,1], yielding a 1D signal s(τ):
s(τ) = ∑
Vi∈V
p(Vi)> τ (4.16)
from which D is derived from the turning point in s(τ)
D(V ) = argmax
τ
∣∣∣∣δ s(τ)δτ
∣∣∣∣ . (4.17)
The use of a log-polar representation follows successes in prior work on human 3D
mesh alignment [32] and general 3D object retrieval [46] that employ spherical histogram
representations to match on coarse shape. Our work extends these to compute a set S of
S(θ ,φ) each computed from a radial interval [Rr,Rr+1] ∈R = {0.2,0.4,0.6,0.8,1.0}.
Two approaches to deriving robust descriptors invariant to performer viewpoint (i. e.
longitudinal rotation) are explored, and evaluation can be found in section 4.3.2.
Frequency Domain Variant
The removal of phase information in θ was investigated by computing a frequency domain
(DFT) representation of each row S ∈ℜN×1 and considering only the complex i. e. frequency
magnitude. Similar to classical Fourier Descriptors this results in a shorter descriptor in
ℜN×
N
2 invariant to rotation of signal in θ . Such a descriptor space with inbuilt invariance is
preferable to the optimisation strategies of prior 3D pose matching work using log-polar voxel
descriptors for mesh alignment [32], which try all possible rotations to evaluate pair-wise
shape similarity and so are both slow and incompatible with a machine learning approach to
pose estimation.
4.2.2 Learning the Pose Descriptor
We investigated the use of either S or its above-described frequency domain variant, as
source data to train a convolutional neural network (CNN1) to perform a supervised pose clas-
sification task (the relative performance of each data source type is evaluated in section 4.3.2).
Similar to modern image classification work, which now extensively employs CNNs, a
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(a) Proxy representations
(b) CNN architecture
Fig. 4.5 Architecture of the proposed CNN1 classifier, (b), operating over the multi-scale
log-polar representation parsed from MVV, (a), normalised against appearance variation via
the dynamic thresholding operation. Far-left shows the colour key for voxel occupancy.
high-dimensional descriptor is sampled from the first fully connected layer following training
convergence. Our CNN adapts the architecture of [38] and is illustrated in Fig. 4.5. This
network architecture was specifically targeted as it was the state of the art for 2D image
classification at the time this work was undertaken, winning the ImageNet Large Scale Visual
Recognition Challenge for classification in 2012 [39].
The first convolutional layer consists of 96 kernels of size 11×11×5 and filters image
data of size 227× 227 with four stride pixels. The local response normalisation (LRN)
layer with local size 5×5 follows, after max pooling with 3×3 with two stride pixel size.
The output of max pooling becomes the input of the second layer with 256 kernels of size
5×5×48. After second layer, another normalisation with the same local size of previous
LRN and max pooling with 3×3 with two stride pixel size is performed. The third layer,
fourth, and fifth layers have 384,384 and 256 kernels of size 3×3 respectively. Max pooling
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Table 4.1 Range of Motion poses used in data capture
Pose Number Description
1 T-pose
2 Arms down
3 Arms up
4 Arms forward
5 Left arm up
6 Right arm up
7 Arms bent up
8 Arms in
9 Rotate torso right
10 Rotate torso left
11 T-pose right leg up
12 T-pose right leg back
13 T-pose left leg up
14 T-pose left leg back
15 T-pose down on right knee
16 T-pose down on left knee
17 T-pose crouch
18 Bent over, hands to toes
19 Stride pose, left foot forward
20 Stride pose, right foot forward
exists between the fifth and sixth layers only. The two final layers are fully connected.
We evaluate (section 4.3.2) fully connected layers of 1024 (1K) and 4096 (4K) leading to
descriptors of similar dimension. A softmax layer is appended with 20 outputs in line with
the supervised training task we now describe. Fig. 4.5 illustrates the CNN architecture.
CNN Training and Data Augmentation
CNN1 was trained using a purpose-built dataset of labeled MVV footage comprising ∼ 25k
multiple-view frames (and so, V ) from 8 cameras. 25 individuals in a variety of clothing
(shorts, trousers, dresses) were filmed executing repetitions of 20 distinct poses following
the Vicon "Range of Motion" (ROM) sequence used to calibrate commercial motion capture
equipment to exercise all major modes of human pose variation. The poses are listed in table
4.1 and examples of the resulting PVH in a range of poses are given in Fig. 4.6.
Soft-max loss was used to train the CNN using 80% of this data to recognize the 20 poses,
subject to data augmentation. Section 4.3.2 reports the results of training the CNN using
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Fig. 4.6 Visualising a subset of PVH responses (V ) for CNN classifier training on the ROM
dataset (comprising ∼ 25k MVV video frames of 25 performers in 20 diverse poses). Voxel
colour key given in Fig. 4.5.
either the spatial or the frequency domain, representations ofS under two data augmentation
(DA) strategies:
• DA1: Longtitude Jitter. S (φ ,θ) was subject to random rotation of θ = [0,2π).
• DA2: As DA1 with the addition of Gaussian noise and blur at random scale.
Training proceeded over 100 epochs in our experiments, using a mini-batch size of 200.
At test time, the CNN is truncated at the second fully connected layer yielding a vector of
convolutional feature responses C that serves as the pose descriptor.
4.2.3 Joint Manifold Embedding
Human pose estimation proceeds via a supervised learning approach in which a correlation is
learned between exemplar pairs of descriptors (in CNN1 space C ) and a vector of 21 skeletal
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joint angles expressed in quaternion form as ordered pairs (we denote this spaceQ ∈ℜ21×4).
The joint angles are measured by professional motion capture engineers using a marker-based
commercial system (Vicon Blade). A dataset of correspondences ci 7→ qi between ci ∈ C and
qi ∈Q are gathered as a one-off process using a short training sequence exercising degrees of
motion likely to be encountered at test time. The training sequence comprises simultaneously
captured MVV and skeletal joint angles estimated by a commercial marker-based motion
capture solution (section 4.3.1). We investigate four approaches to the generalisation of these
sparse training correspondences to a dense mapping C 7→Q suitable for inferring performer
pose P ∈Q from a query point c ∈ C derived from MVV at test time.
Nearest Neighbour (Baseline)
The naïve approach to creating a dense mapping is to snap a query pose descriptor to closest
ci ∈ C i. e. perform a nearest neighbour lookup to obtain pose estimate Pnn
Pnn = q j,where j = argmin
i
|c− ci| . (4.18)
This can be implemented in real-time (i. e. 25 frames/second) using a kd-tree pre-built
over ci. Under this approach no constraints are imposed to guard against invalid poses, since
no generalisation beyond training is performed.
Piecewise linear embedding (Baseline)
A linear subspace model is learned local to each ci based on the local K most proximate
training samples c′j where j = {1..K}. The model is constructed as an undirected graph
connecting ci to c′j, forming a piecewise linear manifold over C covering likely poses and
(linear) interpolations between similar poses. K = 5 was found to provide a balanced trade-off
between speed and accuracy. The pose Pple is estimated under this model as:
Pple = ∑
j∈J
d(c,c j)q j (4.19)
where d(a,b) is a value proportional to geodesic distance between two points on the
graph manifold, and J is the set of K nearest neighbours to c in C .
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Non-linear embedding
Gaussian processes (GP) [57] are a popular approach for creating smooth non-linear mappings
between continuous spaces of differing dimension. We adopt the Gaussian Process Latent
Variable Model (GP-LVM) [42] as a supervised means for learning a non-linear manifold
embedding within joined space C ×Q i. e. to model the manifold upon which vectors [ci qi]
lie. The essence of the GP is to model the probability of a point in space ci ∈ C as the
covariance of a kernelized Gaussian inQ; as with prior work we adopt an RBF kernel with
hyper-parameters α and γ:
κ(xa,xb) = αe
(
− 12 γ|xi−x j|2
)
(4.20)
i. e. given kernel κ(.) the probability of ci is:
p(ci,qi) =N (ci,κ(xa,xb)). (4.21)
Given N training pairs {ci,qi} and writing the sets of these data C and Q respectively the
GP-LVM model is trained by maximising:
P(C|Q) =
N
∏
i
N
(
ci,κ(Q,Q)+σ2I
)
, (4.22)
where I is the identity matrix, by seeking appropriate values of α , γ , and noise pa-
rameter σ . Once trained, creating a pose estimate Pnle from c is a straightforward matrix
multiplication:
Pnle = κ(c,Q) [κ(Q,Q)]−1C (4.23)
CNN Pose Regression
CNN1 was adapted to enable direct regression from log-polar representationS (section 4.2.1)
to pose estimate Preg, output as joint locations in 3D space. This new network, CNN2, changes
only the final layer to become length 63, to encapsulate 21 joint coordinates. A Euclidean loss
function is used for network training, and DA2 data augmentation is applied, as described in
section 4.2.2.
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4.3 Experiments and Discussion
The proposed technique is experimentally evaluated under two distinct tasks. First, we investi-
gate the efficacy of several variants of our pose descriptor (section 4.2.1) at pose classification.
The ROM dataset of ∼ 25k MVV frames is used to train and test the descriptors using both
CNN and Support Vector Machine (SVM) classifiers (described in section 4.2.2). The most
promising descriptor for pose classification is carried forward to the second experiment, pose
estimation, which compares the efficacy of three proposed manifold embedding approaches
(Pnn, Pple, and Pnle) in that descriptor’s space. A specially captured hybrid dataset Ballet
is used to evaluate the accuracy of pose estimate against a ground-truth for all methods
(including Preg).
4.3.1 Hybrid Dataset for Pose Estimation
The Ballet dataset comprises five MVV sequences each of which are accompanied by ground-
truth measurement of 21 skeletal joint angles, produced by a professional motion capture
engineer using a Vicon motion capture system. Obtaining this ground-truth required visible
markers to be worn, however, these were not used in the proposed pose estimation process,
and the size of these markers (0.5cm3) was negligible relative to the coarse (5cm3) volume
decimation of the visual hull. Fig. 4.9 (top row) illustrates sample frames. The dataset
was captured in an indoor studio with nine video cameras on a ring gantry suspended at
approximately 2.5 metres, surrounding a 8× 4 metre capture volume. The Vicon system
used was a T-Series with 12 infra-red cameras positioned at similar locations on the ring.
The five sequences total 9434 MVV frames.
To evaluate performance on Ballet, two metrics are used. The first is the total angular
error θerror between the estimated quaternion angle of each joint qe and the groundtruth joint
angle qg. The quaternion rotating qe to qg is in vector form:
[qr −→qv ] = q−1e qg. (4.24)
the components of which may be converted into axis-angle form to extract the angular
error:
θerror = 2abs
[
arctan(
|−→qv |
qr
)
]
(4.25)
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(a) DFT+SVM (b) DA1 (c) DA2 (d) DA2+SVM
Fig. 4.7 Class wise classification confusion matrix, for the four descriptor options on the
ROM dataset)
Table 4.2 Classification accuracy of DFT and CNN based descriptors
Descriptor type Classifier MAP(%)
DFT SVM 75.62
4K CNN1+DA1 CNN1 77.55
4K CNN1+DA2 CNN1 80.97
4K CNN1+DA2 SVM 87.99
The average angle error is accumulated over all 21 joints, to provide a per frame error
quaternion angle measured in degrees. The total cumulative error in joint positions via a
simple Euclidean distance between the estimated joint and ground-truth joint locations in
3D space, expressed in millimetres (mm) is also presented. Note that errors in the absolute
position of joints are compounded by error in the joint preceeding it within the articulation.
4.3.2 Pose Classification Experiments
The proposed CNN1 architecture of section 4.2.1 is evaluated under the two proposed training
(data augmentation) variants: DA1, and DA2. We trialled the direct classification of the
MVV frames via CNN1 as well as extraction of the pose descriptor from layer FC2 and
subsequent classification using a non-linear SVM. As a baseline, we compare against the
direct use of log-polar representation for inter-frame pose matching proposed by [32], for
fairness of comparison adapting this to a form invariant to longitudinal rotations via the
DFT approach described in section 4.2.1. For these tests, the ROM dataset was split into
training and test datasets under leave-one-out cross-validation with the poses of 20 people in
the training set (a total of ∼ 20,000 frames) and the remaining five people (∼ 5000 frames)
reserved for the test dataset. The mean average precision (MAP) score over the test data is
shown in Table 4.2.
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(a) ROM Seq.
frame
(b) Manual
Thresh.
(c) Dynamic
Thresh.
(d) Ballet Seq
frame
(e) Manual thresh.(f) Dynamic
thresh.
Fig. 4.8 Examples of log-polar representations from ROM and Ballet sequences without
dynamic thresholding (a-b) and with (c-d). Voxel colour key given in Fig. 4.5.
Comparing augmentation strategy DA2 for CNN1 descriptor of 4K length (and directly
applying the CNN as classifier) against the DFT encoding of the log-polar representation,
performance increases around 3%. However when the FC2 layer is used as the descriptor
in conjunction with an SVM, there is a 12% increase in classification performance on the
ROM dataset. This improvement can be visualised in the class confusion matrices, as shown
in Fig 4.7, which shows the classification matrix of the DFT descriptor and the states of
the augmented CNN. Increasing the volume and diversity of data augmentation, therefore,
reduces class confusion as does the use of the raw descriptor (FC2) combined with an SVM
classifier. Much of the remaining limited confusion occurs between left and right variants of
the pose classes. This ensures that for a single hand labelled dataset, the CNN1 descriptor
can efficiently encode the log-polar information for effective discrimination of poses. The
superior performance of FC2 derived descriptors implies CNN1 has not only learned strong
pose discrimination but that we can use a truncated form of the resulting network to produce
a descriptor for pose estimation.
4.3.3 Pose Estimation Experiments
Joint Manifold Embedding Results
The optimal descriptor (4k CNN1+DA2) learned on the ROM dataset for the purpose of
pose classification is now applied, in conjunction with manifold learning, as the basis for
markerless pose estimation. The three proposed manifold learning techniques and CNN2’s
direct regression of the pose are applied to the hybrid Ballet MVV dataset to estimate the
angles/locations of the joints of the pose. The dataset was split so that 4 of the 5 MVV
sequences in Ballet (section 4.3.1) were trained on with the remainder used for testing
(∼ 1400 frames). We perform comparative evaluation of proposed non-linear Pnle and the
direct regression Preg approaches with the baselines Pnn, and Pple. We explore variations
on the CNN architectures with the FC2 layer at 1k and 4k dimensionality and assess the
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Fig. 4.9 Comparing total joint position and angular error of the three manifold embedding
techniques and the direct regression of CNN2 over the Ballet dataset.
importance of the proposed dynamic thresholding approach to improving cross-dataset
encoding of the log-polar representation from the PVH, regardless of appearance change
(e. g. differences in performer). Table 4.3 shows the average per joint pose estimation
error in quaternion angles (degrees) and overall displacement in joint location (mm) of the
four approaches (only joint position has been computed for Preg), for different descriptor
dimensionality and with or without the dynamic thresholding (DynThrs).
The use of a dynamic threshold on the representation uniformly reduces the error both
regarding the joint angle and joint location. This is to be expected given the diversity of data
used to train both the CNN and manifold learning (i. e. variation in illumination, noise due to
the quantity and quality of cameras, and performer appearance).
Without appropriate data scaling via this method, the log-polar representation tends to
encode poorly extremities of the performer containing expressive arm and leg movements.
Fig. 4.8 illustrates this problem and the difficulty of manually applying a threshold or
corrective scaling to the log-polar data versus our dynamic technique.
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Table 4.3 Pose estimation error (Average angular error in degrees and joint location error in
millimetres)
Descriptor Pnn Pple Pnle Preg
Angle Err Joint Err Angle Err Joint Err Angle Err Joint Err Joint Err
1K 26.1 154.5 25.3 152.6 22.8 139.2 121.3
4K 23.2 136.1 22.9 140.1 21.4 132.2 120.2
1K+DynThrs 22.5 128.1 21.2 124.5 20.3 122.9 79.2
4K+DynThrs 21.7 124.9 21.5 127.5 20.8 129.8 78.5
Although a general trend rewarding higher dimensionality is observed, this is not true
for Pnle where a dimensionality of 1k (with dynamic thresholding) proves to be the best
performing configuration. Direct regression of pose using CNN2, Preg, performs better than
any other technique, even without dynamic threshold applied to the input. The best configu-
ration, 4K+DynThrs, significantly out-performs the other methods. Fig. 4.9 quantifies per
frame error for each of the techniques over this best-performing descriptor. It shows direct
CNN regression is more accurate on average, but poorer in terms of temporal consistency
compared to other methods, with non-linear embedding, Pnle the strongest in this regard.
Fig. 4.10 provides qualitative comparisons via representative examples of pose estimates
from each of the approaches. All methods are shown to predict leg positions reasonably
well. They all struggle however to capture the full extent of the bend in the legs in row (d),
suggesting this kind of unusual pose maybe underrepresented in the training data. Direct
CNN regression fares best at predicting leg position in row (c), the only method that recreates
the crossing of the legs. Arm positions are where we see the biggest errors as they likely
contain more variation than legs. Direct CNN regression is the only method able to raise
the arm high above the head in row (c), although it incorrectly raises both. This is the only
gross error for the method in the example frames shown, however, whereas the other methods
struggle to a noticeably greater extent to position both arms at the correct height.
Experiments were also undertaken using the learned weights from CNN1 for fine-tuning
CNN2 in its regression training process, although negligable difference in final accuracy was
achieved.
4.4 Conclusion
This chapter has presented and evaluated a system for human pose estimation from multiple
view-point video. A range of CNN based machine learning techniques were thoroughly
investigated and demonstrate the potential for deep learning within the field. The experiments
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(a)
(b)
(c)
(d)
Fig. 4.10 Representative examples of source data and corresponding pose estimations. From
left to right: Source MVV frame; Ground truth (Vicon); Nearest-neighbour (Pnn); Piecewise
linear embedding (Pple); Non-linear GP-LVM embedding (Pnle); Direct CNN2 regression
(Preg). Frames sampled at a) 439, b) 633, c) 755 and d) 1186 from Ballet.
show that a CNN trained on volumetric data can learn to discriminate between a range
of poses covering the natural range of human motion. The affine-invariant pose descriptor
extracted from the trained CNN performs well in both pose classification and pose estimation.
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Furthermore, the most significant result is that a similar CNN architecture can be used
for direct regression, normally considered a much harder task for CNNs than classification.
Not only is direct pose regression possible with CNNs, it significantly outperforms the other
methods tested in terms of average joint error. A comparative weakness observed in the
method is in terms of temporal consistency, manifesting as a more jittery output over time.
This could be addressed by the use of recurrent neural networks, which allow data to persist
in the network over time.
The direction for future work will include investigating further CNN models and fine-
tuning strategies, and the fusion of additional sources of data that may compensate for the
limitations of our silhouette-based representation, for example using inertial sensors to detect
on-axis limb rotations and other subtle movements. It may also be of benefit to explore the
use of explicit kinematic constraints to compliment the implicit prior built into the trained
system.

Chapter 5
Fusing Video and Inertial Sensors
5.1 Introduction
This chapter presents work fusing multi-viewpoint video (MVV) with inertial measurement
unit (IMU) sensor data to accurately estimate 3D human pose. A 3D convolutional neural
network is used to learn a pose embedding from volumetric PVH data derived from the MVV
frames. This is incorporated within a dual stream network integrating pose embeddings
derived from the MVV and a forward kinematic solve of the IMU data. A temporal model
(LSTM) using a recurrent neural network is incorporated within both streams prior to their
fusion. Hybrid pose inference using these two complementary data sources is shown to
resolve ambiguities within each sensor modality, yielding improved accuracy over prior
methods. A dataset was captured in-house for testing the system, called TotalCapture,
comprising multi-view video, IMU and ground truth skeletal joint position data using a Vicon
commercial motion capture system. It includes 5 different actors performing a variety of solo
activities with over an hour of footage in total. The dataset was presented and released to the
community at the British Machine Vision Conference in 2017 [80] and is publicly available
online at http://cvssp.org/data/totalcapture/.
The aim of this work was to find an effective fusion of data sources that complement
one another, overcoming the limitations of each. Video-based pose estimation will always
be susceptible to occlusion or limited view ambiguities, whereby body parts are completely
hidden or only visible from 1 or 2 camera positions such that its 3D location cannot be found
with certainty. IMUs are free from such line of sight issues, transmitting their signal over a
wireless network and therefore provide an uninterrupted signal. They are however subject to
sensor noise and accumulated error resulting in ’drift’ of resolved skeletal positions.
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Fig. 5.1 3D Convolution operation on a volume of size 6×6×6, with filter size 3×3×3
and stride 3.
5.1.1 3D Convolutional Neural Networks
3 dimensional convolution is an extension of the 2D convolution operations employed thus
far on 2D data to an extra dimension. Visualised in Fig. 5.1, the input data and convolution
filter now become 3 dimensional, producing a weighted sum of a sub-volume of the input.
The output is also 3 dimensional. A 3D convolution layer can be used in CNNs allowing
volumetric data, such as a voxel grid, to be passed as input and features learnt across all 3
spatial dimensions. The work by Brock et al. [9] uses a fully 3D convolutional network to
reconstruct incomplete objects represented by a low resolution (30×30×30) voxel grid. The
curse of dimensionality limits the size of input 3D networks can handle, quickly becoming
unfeasibly large to train as input resolution increases.
5.1.2 Inertial Measurement Units
Intertial measurement units (IMUs), such as the Xsens MTw Awinda shown in Fig. 5.2,
can enable wireless motion tracking, without the need for cameras. They can provide 3D
acceleration, orientation and angular velocity at high capture rates (up to 240Hz). They can
be worn under clothing and, being wireless, have no requirements or restrictions relating to
lighting and therefore lend themselves to more natural capture scenarios such as a live theatre
performance or sports event. They are typically attached to the main rigid body segments of
a performer and the acceleration and orientation signals processed via inverse kinematics on
a calibrated skeleton model to produce the resulting human motion capture.
5.1.3 Recurrent Neural Networks
The artificial neural networks used so far in this work are classed as feed-forward networks
and assume no connection between data samples being passed into the network. Each are
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Fig. 5.2 Xsens MTw Awinda IMUs
Fig. 5.3 Basic recurrent network structure. Input x, output h at time step t
treated independently and, once trained, the network remains unchanged from one sample
to the next. A recurrent neural network (RNN) is designed to work on sequences of data
and maintain some ’memory’ of previous data samples by incorporating a looping structure,
allowing previous inputs to influence the current output. RNNs are therefore capable of
recognising patterns in sequences and time varying data, such as stock market data, text and
speech.
Fig. 5.3 shows the basic principle of a recurrent network, a loop that allows the network
state to feed back into the network at the next time step. This can be as simple as combining
the output from the previous time step with the input of the next:
ht = φ(Wxt+Uht−1) (5.1)
W and U are the network weight matrices applied to the current input xt and the previous
output ht−1 respectively. φ is a non-linear activation function applied to the input sum, such
as a sigmoid function, that makes gradient descent possible for use in network training.
RNNs are trained via the same error backpropagation principle of feed-forward networks.
This operates by effectively un-rolling the network at each time step and propagating the
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Fig. 5.4 LSTM network structure. Cell state c, input x, output h at time step t
error in reverse, back through the network for each time step. Similarly to feed-forward
networks with a large number of layers, RNNs are susceptible to the vanishing gradient
problem, whereby the gradient shrinks at each backpropagation step such that early layers in
the network are very slow to train. This limits the ability of RNNs to learn relationships that
span long time intervals.
5.1.4 Long Short-term Memory Networks
Long short-term memory (LSTM) networks are an extension of the basic recurrent network
concept, designed to overcome the vanishing gradient problem and capture longer term
dependencies in the training data. The network maintains information between iterations
by controlling access to an internal cell state. Gate functions control how new data is
incorporated into the cell state and how it influences the current output. Fig. 5.4 shows this
structure.
The forget gate f g takes a concatenation of the previous output of the network ht−1 and
the new input xt and, via trained weight matrix W and sigmoid function σ , dictates what in
the cell state should be maintained and what ’forgotten’,
f gt = σ(Wf g[xt ,ht−1]+b f g)
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where b is a vector constant. In a similar way, the role of input gate ig is to decide what
in the input should update the cell:
igt = σ(Wig[xt ,ht−1]+big)
This is to be combined with the input layer il, a tanh activated neural network layer:
ilt = tanh(Wil[xt ,ht−1]+bil)
The element-wise product of the previous cell state ct−1 with the forget gate output is
added to the element-wise product, ◦, of the 2 input modules to give the new cell state ct :
ct = ft ◦ ct−1+ igt ◦ ilt
The output gate og controls how the cell state will influence the output,
ogt = σ(Wog[xt ,ht−1]+bog)
and is combined in an element-wise product with the cell state to provide the current
output ht
ht = ogt ◦ tanh(ct)
The use of addition rather than multiplication to combine the cell state with new input
helps to maintain a more constant error during backpropagation over multiple iterations and
enables long distance relationships to be encapsulated by the model during training.
5.2 Fusion Pipeline
Fig. 5.5 shows an overview of the full proposed fusion pipeline. A geometric proxy of
the performer is constructed from MVV on a per frame basis and passed as input into a
convnet designed to accept a 3-D volumetric representation, the network directly regresses
an embedding that encodes 3-D skeletal joint positions. That estimate is then processed
through a temporal model (LSTM) and fused with a similarly processed signal from a forward
kinematic solve of the IMU data to learn a final pose embedding.
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Fig. 5.5 Network architecture comprising two streams: a 3D Convnet for MVV/PVH pose
embedding, and kinematic solve from IMUs. Both streams pass through LSTM before fusion
of the concatenated estimates in a further FC layer.
5.2.1 Volumetric Representation of Proxy
Images from the MVV camera views are integrated to create a probabilistic visual hull (PVH)
adapting the method of Grauman et al. [25], which now becomes the direct input into the
CNN. Each of the C cameras, c= [1,C], where C > 3, is calibrated with known orientation
Rc, focal point COPc, focal length fc and optical centre oxc,o
y
c, the image from which is
denoted Ic. A 3D performance volume centred on the performer, is decimated into voxels
V = {V1, . . . ,Vm} approximately 1cm3 in size. Voxel occupancy from a given view c is
defined as the probability:
p(V |c) = B(Ic(x[Vi],y[Vi])) (5.2)
Where B(.) is background subtraction of Ic from a clean plate at image position (x,y) and
where the voxel Vi projects to:
x[Vi] =
fcvx
vz
+oxc and y[Vi] =
fcvy
vz
+oyc, (5.3)
where
[
vx vy vz
]
=COPc−R−1c Vi. (5.4)
The overall probability of occupancy for a given voxel p(V ) is the product over all views:
p(Vi) =
C
∏
i=1
p(V |c), (5.5)
5.2 Fusion Pipeline 57
calculated for all Vi ∈ V to create the initial PVH. This is down sampled via a Gaussian
filter to a volume of dimensions 30×30×30, the input size for our CNN.
5.2.2 3D CNN
The MVV processes volumetric input through a series of 3-D convolution and max-pooling
layers to a series of fully connected (fc) layers terminating in 78-D output layer (3× 26
encoding Cartesian coordinates of 26 joints). Table 5.1 lists the filter parameters for each
layer (Fig. 5.5a, red stream). Both max-pooling layers are followed by a 50% dropout layer
and ReLu activation is used throughout. A training set comprising exemplar PVH volumes
V = {v1,v2, ...,vn} downsampled to 30× 30× 30 and corresponding ground truth poses
P= {p1, p2, ..., pn} are used to learn pose embedding E(V ) 7→ P minimising:
L (P,V ) =
n
∑
i=1
∥pi− f (vi)∥22. (5.6)
During training V is augmented by applying a random rotation about the central vertical
axis, θ = [0,2π] encouraging pose invariance with respect to the direction the performer.
Layer Conv1 Conv2 Conv3 MP1 Conv4 MP2 FC1 FC2 FC3
Filter dim. 5 3 3 2 3 2 1024 1024 1024
Num. filters 64 96 96 - 96 - 1024 1024 78
Stride 2 1 1 2 1 2 1 1 1
Table 5.1 Parameters of the 3-D Convnet used to infer the MVV pose embedding.
5.2.3 Inertial Pose Estimation
Orientation measurements from 13 Xsens IMUs [61] are used to estimate the pose. The
IMUs are positioned on the subject’s upper and lower arms and legs, feet, head, sternum
and pelvis. Each IMU, k ∈ [1,13], is assumed to be rigidly attached to a bone, i, and
the relative orientation, Rkib, calibrated between them based on an initial T-pose of the
subject. The reference frame of the IMUs, Riw, is also calibrated approximately against
the global coordinates. Using this calibration, a local IMU orientation measurement, Rkm,
is transformed to a global bone orientation, Rb as follows: Rkb = (R
k
ib)
−1RkiwR
k
im. The local
(hierarchical) joint rotation, Rih, for bone i in the skeleton is inferred by forward kinematics:
Rih = R
i
b(R
par(i)
b )
−1, where par(i) is the parent of bone i. The forward kinematics begins at
the root and proceeds down the joint tree (with unmeasured bones kept fixed).
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5.2.4 LSTM Temporal Prediction
Both the image and inertial sensors estimate on a per frame basis, however it is desirable
to exploit the temporal nature of the signal. Following the success of RNNs for sequence
prediction, a Temporal Sequence Prediction (TSP) model is used to learn previous contextual
joint estimations to provide the ability to generalise and predict future joint locations. Long
Short Term Memory (LSTM) layers [31] are employed that are able to store and access
information over long periods of time but mitigate the vanishing gradient problem common
in RNNs.
The weights of the network are trained with back-propagation using the same Euclidean
loss function as in equation 5.6. There is one independent model for each modality, the vision
and IMU, and LSTM learns joint locations based on the previous f frames and predicts their
future position. In implementation, two layers are used both with 1024 dimension memory
cells, look back f = 5 and a learning rate of 10−3 with RMS-prop [14].
5.2.5 Modality Fusion
The vision and IMU sensors both independently provide a 3D coordinate per joint estimate.
Therefore, it would make sense to incorporate both modes into the final estimate, given their
complementary nature. Naively, an average of the two joint estimates could be used, this
would be fast and effective assuming both modalities have small errors, however it is likely
that often large errors will be present on one of the modes. We therefore propose to fuse
the two modes with a further fully connected layer. This learns the mapping between the
predicted joint estimates of the two data sources and the actual joint locations, allowing
errors in the pose from the vision and IMU to be identified and corrected for the combined
fused model. The fully connected fusion layer consists of 64 units and was trained with an
RMS-prop optimiser [14] with learning rate of 10−4. All stages of the model are implemented
using Tensorflow.
5.3 TotalCapture Dataset
There are a number of high-quality hand labelled 2D human pose datasets [6, 44]. However,
the hand labelling of 3D human pose is far more challenging and optical motion capture
systems such as Vicon [Vic] are the only reliable method for ground truth labelling. This
hardware constraint greatly reduces the viability of existing datasets; Table 5.2 shows the
trade-offs between existing 3D human pose datasets. Human3.6M has a large amount of
ground truth labelled videos, but no IMU sensor data, while TNT15 has only a small amount
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Dataset NumFrames NumVideoCams Vicon GT IMU data
Human3.6M [35] 3,136,356 4 Y N
HumanEva [68] 40,000 7 Y N
TNT15 [49] 13,000 8 N Y
Total Capture(Proposed) 1,892,176 8 Y Y
Table 5.2 Characterising existing 3D human pose datasets and TotalCapture
ROM Sub. 1 Walking Sub. 2 Act Sub. 3 Running Sub 4 Freestyle Sub. 5
Fig. 5.6 Examples of performance variation in the proposed TotalCapture dataset (cam. 1).
of video frames, and is missing true Vicon ground truth labelling. HumanEva has a low
number of frames, and no IMU data.
Given the compromise in each dataset, a new 3D human pose dataset TotalCapture1
was produced internally; the first dataset to have fully synchronised video, IMU and Vicon
labelling for a large number of frames (∼ 1.9M), for many subjects, activities and viewpoints.
The data was captured indoors in a volume measuring roughly 4x6m with 8 calibrated
full HD video cameras recording at 60Hz on a gantry suspended at approximately 2.5
metres, with examples shown in Fig 5.6. The Vicon high-speed motion capture system [Vic]
provides 21 pixel-accurate 3D joint positions and angles. Obtaining this ground-truth required
visible markers to be worn, however these are not used by the algorithm. The size of these
markers (0.5cm3) is negligible relative to the volume and are not visible in the mattes and
inconspicuous in the RGB images. While the XSens IMU system [61] consists of 13 sensors
on key body parts, head, upper/lower back, upper/lower limbs and feet.
Clean plates allow for accurate per pixel background subtraction and this is also made
available in the dataset. Total Capture consists of 4 male and 1 female subjects, each
performing five diverse performances, repeated 3 times: ROM, Walking, Acting, Running and
Freestyle. An example of each performance and subject variation is shown in Fig 5.6 and
video.
The acting and freestyle performances, in particular, are very challenging with actions
such as yoga, giving directions, bending over and crawling, see Fig 5.6. The dataset is
partitioned wrt subjects and performance sequence, the training consists of performances:
ROM1,2,3; Walking1,3; Freestyle1,2; Acting1,2; and Running1 on subjects 1,2 and 3. The
1The TotalCapture dataset is available online at http://cvssp.org/data/totalcapture/.
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test set is the performances Freestyle3 (FS3), Acting (A3) and Walking2 (W2) on subjects
1,2,3,4 and 5. This setup allows for testing on unseen and seen subjects but always unseen
performances.
5.4 Results
5.4.1 Human 3.6M
The Human 3.6M dataset [35] consists of 3.6 million MVV and vicon frames, with 5 female
and 6 male subjects, captured on 4 cameras. The subjects are performing typical activities
such as walking, eating, etc. Given the lack of IMU data, only evaluation of the vision
component (3D convnet) of our proposed approach is performed. That is from the upper (red,
and red+green) branch of Fig 5.5 without fusion of the IMU data. The standard evaluation
protocol used is as followed by [35, 43, 73–75] where subjects S1, S5, S6, S7, S8 are used for
training and Subjects S9, S11 provide the test sequences. Our proposed approach PVH-TSP
is also compared to a 3D triangulated version of the recent Convolution Pose Machine [11]
with error rejection, Tri-CPM.
Per camera 2D joint estimates are triangulated into a 3D point, using a rejection method
that maximises the number of 2D estimates with the lowest 3D re-projection error x, via
a sigmoid based error metric Eo = 11+exp(a∗x−b) , where a and b are constants controlling
confidence fall off. This is also presented with further training on the Temporal Sequence
Predictor (TSP) model from section 5.2.4, denoted TRI-CPM-TSP. The 3D Euclidean error
metric is used for evaluation, i.e. the mean Euclidean distance between the regressed 3D and
ground truth, averaged over all 17 joints in millimetres (mm). Results of our 3D volumetric
approach with the Temporal Sequence Prediction (TSP) compared to previous approaches
is shown in Table 5.3. The approach achieves excellent results despite excluding the fusion
with the kinematic based IMU. We observe competitive performance wrt. the state of the art
although some actions perform poorly; this is likely due to the limited view (4 cameras) of
Human3.6M affecting the PVH quality.
5.4.2 Total Capture
Full pipeline testing is carried out using the Total Capture dataset, with the volumetric vision,
IMUs and fully connected fusion layer. We compare to two state of the art approaches, the
3D triangulated CPM, Tri-CPM, described in section 5.4.1 and a multi-view matte based
2D convolutional neural network approach [77], 2D Matte, both with and without Temporal
Sequence Predictor (TSP) training. 2D Matte uses MVV to produce a PVH from which a
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Approach Direct. Discus Eat Greet. Phone Photo Pose Purch.
Lin [43] 132.7 183.6 132.4 164.4 162.1 205.9 150.6 171.3
ekin [74] 85.0 108.8 84.4 98.9 119.4 95.7 98.5 93.8
Tome [75] 65.0 73.5 76.8 86.4 86.3 110.7 68.9 74.8
Tri-CPM [11] 125.0 111.4 101.9 142.2 125.4 147.6 109.1 133.1
Tri-CPM-TSP [11] 67.4 71.9 65.1 108.8 88.9 112.0 55.6 77.5
PVH-TSP 92.7 85.9 72.3 93.2 86.2 101.2 75.1 78.0
Sit. Sit D Smke Wait W.Dog walk W. toget. Mean
Lin [43] 151.6 243.0 162.1 170.7 177.1 96.6 127.9 162.1
ekin [74] 73.8 170.4 85.1 116.9 113.7 62.1 94.8 100.1
Tome [75] 110.2 173.9 85.0 85.8 86.3 71.4 73.1 88.4
Tri-CPM [11] 135.7 142.1 116.8 128.9 111.2 105.2 124.2 124.0
Tri-CPM-TSP [11] 92.7 110.2 80.3 100.6 71.7 57.2 77.6 88.1
3D PVH-TSP 83.5 94.8 85.8 82.0 114.6 94.9 79.7 87.3
Table 5.3 A Comparison of our approach to other works on the Human 3.6m dataset
spherical histogram [32] is used as input to an eight layer 2D convolution neural network.
The performance of our approach on the Total Capture dataset using the 3D Euclidean error
metric over the 21 joints is shown in table 5.4.
Approach SeenSubjects(S1,2,3) UnseenSubjects(S4,5) Mean
W2 FS3 A3 W2 FS3 A3
Tri-CPM [11] 79.0 112.1 106.5 79.0 149.3 73.7 99.8
Tri-CPM-TSP [11] 45.7 102.8 71.9 57.8 142.9 59.6 80.1
2D Matte [77] 104.9 155.0 117.8 161.3 208.2 161.3 142.9
2D Matte-TSP [77] 94.1 128.9 105.3 109.1 168.5 120.6 121.1
3D PVH 48.3 122.3 94.3 84.3 168.5 154.5 107.3
3D PVH-TSP 38.8 86.3 72.6 69.1 112.9 119.5 81.1
Solved IMU 62.4 129.5 78.7 68.0 162.5 146.0 107.9
Solved IMU-TSP 39.4 118.7 52.8 58.8 141.1 135.1 91.0
Fused-Mean IMU+3D PVH 37.3 113.8 61.3 45.2 156.7 136.5 91.8
Fused-DL IMU+3D PVH 30.0 90.6 49.0 36.0 112.1 109.2 70.0
Table 5.4 Comparison of our approach on Total Capture to other human pose estimation
approaches, expressed as average per joint error (mm).
The table shows how the performance of the proposed approach Fused-DL IMU+3D
PVH greatly outperforms the performance of the previous chapter and approaches [11, 77],
across a wide range of sequences & subjects, with a reduction of over 10mm error per joint.
The ability of the TSP through the LSTM layers to effectively predict the joints is visible
when comparing with & without the TSP, 3D PVH and 3D PVH-TSP, where the error is
reduced by over 20mm.
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Fig. 5.7 Per frame error of our proposed approach on sequence FS3 Subject4 (Green dotted
line indicates frame shown in examples in Fig 5.8).
Table 5.4 also shows the performance of the sub parts of the approach, Solved IMU
uses the raw IMU orientations within the kinematic model described in section 5.2.3 and
Solved IMU-TSP learns a TSP model on the solved IMU joint positions. Examining the
IMU Solved IMU-TSP) and vision (3D PVH TSP) independently illustrates that through
the fusion of the two modes around 10-20mm of per joint error reduction is achievable. This
is likely to be due to the complementary performance of the two data sources. With respect
to the fusion of the Solved IMU-TSP and 3D PVH-TSP, we contrast the fully connected
layer fusion Fused-DL IMU+3D PVH with a simple mean of the joint estimates from the
two data modes Fused-Mean IMU+3D PVH. Fig 5.7 quantifies the per frame error for the
key techniques over the unseen subject S4 and performance FS3. Visually it can be seen that
in the initial part of the sequence, the video based 3D PVH has a lower error than the solved
IMU, however, after frame 1400 the 3D PVH increases in error and the IMU performs better.
By fusing both modes we are able to achieve a consistently low error for the human pose
estimation, with a smoother error compared to the high variance of the separate data modes.
Fig 5.8 qualitatively shows the two modes and fused result for a selected number of frames.
The differences between the inferred poses can be quite small, indicating the contribution of
all components of the approach. Fig 5.9 and the video provide additional results. Run-time
performance is 25fps, including PVH generation.
5.4.3 Training Data Volume
Within CNN based systems, the amount of data required to train effectively is a key concern.
Therefore, an ablation study was carried out to explore the effect of the amount of training
data on the accuracy. With the test sequences being kept consistent throughout as before,
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Fr. 700 3D PVH-TSP SolvedIMU-TSP Fused-DL
Fr. 1480 3D PVH-TSP SolvedIMU-TSP Fused-DL
Fig. 5.8 Visual comparison of poses resolved at different pipeline stages. TotalCapture:
Freestyle3, Subject 4.
Sub4 FS3 Fr. 219 Sub5 FS3 Fr. 710
Sub3 FS3 Fr. 1071 Sub2 F33 Fr. 2763
Fig. 5.9 Additional results across diverse poses within TotalCapture.
an increasing percentage of total available training data was used from Subjects 1, 2 and 3,
randomly sampled from maximum of ∼ 250k MVV frames. At 20%, 40%, 60%, 80% the
relative accuracy was 87.1%, 90.4%, 96.7% and 99.4% respectively. This suggests, for the
purposes of CNN training, the range of motions in our dataset can be well represented by a
relatively small sample, and that the internal model of the network can still generalise well
and without over-fitting having only seen a sparse set of ground truth poses.
5.4.4 Input Volume Resolution
The effect of a smaller and larger input PVH resolution was investigated. The default
resolution used so far of 30×30×30 over a cube 2 metres wide equates to a voxel width
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of 67mm. A lower resolution of 16×16×16 (voxel width 125mm) and a larger resolution
48× 48× 48 (voxel width 41mm) were tested. Table 5.5 shows the relative change in
accuracy for the 3D PVH component of the network over these input sizes, and Fig 5.10
visualises the different resolution PVHs themselves.
Voxels Seen(S1,2,3) Unseen(S4,5) Mean
W2 FS3 A3 W2 FS3 A3
16x16x16 85% 84% 82% 86 % 87% 82% 84%
30x30x30 100% 100% 100% 100% 100% 100% 100%
48x48x48 97% 98% 97% 99% 98% 99% 98%
Table 5.5 Relative accuracy when varying the input volume resolution.
(a) 16x16x16 (b) 30x30x30 (c) 48x48x48
Fig. 5.10 PVH appearance at different resolutions.
Results in table 5.5 show a slight decrease in accuracy for both the reduced and increased
resolution. As demonstrated in the visualisation, Fig 5.10, the low resolution PVH loses
considerable detail and is likely too coarse a quantisation to accurately capture the position
of the subject’s limb extremities. Although the high resolution volume is visually a better
representation of the subject, the increased parameter space within the network from this
higher resolution input makes the training process much harder and would likely require
significantly more training data to take advantage of the additional potential accuracy.
5.4.5 Camera Ablation
As a further study, the effect of the estimated 3D joint accuracy on the number of cameras
used to construct the PVH was also investigated. The experiment used 4, 6, and 8 cameras
equally spaced around the volume, Table 5.6 shows the accuracy for the 3D PVH component,
for the different subjects with increasing number of cameras. It shows there is only a
minor impact on the performance of the approach if the number of cameras is halved, still
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Num Cams SeenSubjects(S1,2,3) UnseenSubjects(S4,5) Mean
W2 FS3 A3 W2 FS3 A3
4 93.8% 90.8% 95.3% 91.6% 89.5% 93.5% 90.4%
6 94.3% 99.3% 97.4% 96.0% 98.2% 98.1% 96.2%
8 100% 100% 100% 100% 100% 100% 100%
Table 5.6 Relative accuracy (mm/joint) when varying the number of cameras.
90% performance with only 4 cameras, despite the PVH becoming qualitatively worse in
appearance, as illustrated in Fig 5.11. Likewise, Fig 5.11d shows a PVH for the Human3.6M
dataset. It is more noisy due to the 4 cameras being closer to the ground, and noise on the
mattes, however state of the art performance is still achieved.
(a) Tot. Cap., 8 cams (b) Tot. Cap., 6 cams (c) Tot. Cap., 4 cams (d) H3.6M, 4 cams
Fig. 5.11 Varying PVH fidelity of performer in the ’T’ pose vs. camera count.
5.5 Conclusion
This chapter has presented a novel fusion algorithm for 3D human pose estimation that fuses
video and intertial signals to produce a highly accurate pose estimate. Testing on a purpose
built multi-modal dataset demonstrated a significant improvement over comparable state of
the art methods. The dataset was also publicly released to the community and has been used
for evaluation in proceeding studies, such as the recent work by Marcard et al. [84] fusing
video, IMUs and a physics based body model.
The newly developed 3D CNN also demonstrated significant improvement over its
spherical histogram based predecessor, and achieves state of the art performance on the
widely used Human 3.6 dataset. Despite the relatively small volumetric input resolution
(30×30×30) the fully 3D convolutional network outperforms previous 2D based approaches
and appears robust to reduced training data volume and the number of cameras from which
the input volume is generated.
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The addition of the LSTM modules also delivered a substantial boost to prediction
accuracy. The temporal nature of human motion had been unexploited in previous chapters’
work, the regression networks treating each frame completely independently. Perhaps
unsurprisingly, incorporating a network that can learn relationships between poses over time
is demonstrated to be a significant benefit to prediction accuracy.
The complementary nature of vision and inertial signals for pose estimation is also
clearly demonstrated by the results. The learned fusion of the two branches of the network
consistently outperforms either branch on its own and suggests a new line of research may be
warranted, exploring this relationship further. Different real-world scenarios would tend to
favour one modality over the other. In a controlled studio environment full camera coverage
is relatively easy to achieve, whereas an outdoor shoot or live sports performance may need
to depend more heavily on the inertial sensor data to achieve a consistently accurate results.
Knowing the limits of this relationship and how best to combine different modalities in
different situations would be useful.
The level of accuracy being achieved by this work, in some test sequences as low as
3cm per joint average error, warrants consideration of the limit to accuracy that might be
expected to be achieved using Vicon data as ground truth. The Vicon pose data is itself an
optimisation over a set of marker positions providing an estimate of actual joint positions
with its own inherent inaccuracy, caused by, for example, the displacement of the markers
on a subject’s body over the course of a capture session. It is possible the error inherent
in the ground truth data may be of a similar level to the that being achieved by this work.
Because of this difficulty in knowing the actual joint positions of a subject precisely, it will
be a challenge for future studies to meaningfully evaluate any further improvement in pose
accuracy. Other possible methods of evaluation for a pose estimation system could include
such tasks behaviour recognition and subject identification which do not require ground truth
joint position data for evaluation.
Chapter 6
Dual Estimation of Body Shape and Pose
6.1 Introduction
The motivation for this work comes from considering real-world scenarios away from a
studio environment, where the subject may be in a much larger area and relatively small in
the camera images as in (Fig. 6.1), such as in security or sports footage scenario. This chapter
explores whether a deeply learned prior can be used to recover a high fidelity geometric
proxy of the subject from such coarse input, along with their skeletal pose.
In recent years, deep convolutional autoencoders have been used with great success in
image upscaling, [87] [15], setting state of the art performance for up to ×4 upscaling on
2D image data. There has also been work applying autoencoders to 3D data, Brock et al. [9]
training the network for 3D model generation and completion. This chapter looks to build on
these developments, leveraging an autoencoder style network to achieve super-resolution of
3D human geometric proxy data concurrently with the task of pose estimation. An upscaling
of the input PVH by a factor of 4 is achieved, and this additional constraint during the training
process improves the accuracy of the skeletal pose compared to previous methods.
6.2 Overview of Autoencoder Networks
At their simplest, an autoencoder is a symmetrical neural network that learns an encoding
from an input signal domain by training the network to reconstruct the input through a
bottleneck layer of reduced dimensionality. No direct constraint is forced on this bottleneck
representation and as such is referred to as the hidden or latent layer. See Fig. 6.2 for a
diagram of the network structure.
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Fig. 6.1 Simultaneous estimation of 3D human pose and 4× upscaled volumetric body shape,
from coarse visual hull data derived from a sparse set of wide-baseline views.
Fig. 6.2 Simple autoencoder structure
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Fig. 6.3 To achieve the inverse of a convolution with stride = 2 on image data, the transpose
operation inserts zero value pixels between pixel values of the input and a convolution applied
to this padded data.
Training can proceed unsupervised, and attempts to minimise the difference between the
output of the network and the input, by backpropagation of error from a loss function such as
mean square error or cross entropy loss. This type of network is suitable for tasks such as
data compression or dimensionality reduction of the input domain.
6.2.1 Convolutional Autoencoders
Typically used for image and audio data, convolutional autoencoders use convolution layers
in their encoder and decoder networks, [87] [15]. Strided convolution or max-pooling
layers reduce the output dimensionality towards the bottleneck, and the decoder network
uses deconvolution layers to perform the inverse operation. Also called fractionally strided
convolution, a deconvolution operation can increase the resolution of the output, and is
equivalent to a convolution with stride < 1. In effect, zeros are added between the input data
points and convolution applied to this padded data, as illustrated in Fig. 6.3.
6.2.2 Denoising Autoencoders
Autoencoders can be used to recover an original input from noisy or corrupted data. By
artificially corrupting the training data before passing into the network, but leaving the target
ouput data unchanged, the network learns to undo the corruption and restore the original
data. For image data, this can be useful for image inpainting, filling in missing parts of an
image, and image upscaling. In this case, the input is first upscaled via bicubic interpolation
and the network trained against the ground truth, high resolution output. For this class of
autoencoders, it is the output rather than the encoding that is of interest.
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6.2.3 Generative Autoencoders
Autoencoders can be used to generate new data by passing an encoding directly to a trained
decoder network section. Such an encoding could be an interpolation of encodings generated
from real input data, or completely hand crafted to explore the latent space, and see what the
decoder creates.
By adding a constraint on the latent representation during training, the decoder network
of a trained autoencoder can be used to generate new data, representative of the input domain.
The constraint placed on the latent layer ensures the variables follow a gaussian distribution,
this allows new, representative data points to be sampled from the latent layer and its
ouput generated through the decoder. These are also known as variational autoencoders.
This is achieved by combining the reconstruction loss at the output of the network, with
a loss function penalising deviation from a standard normal distribution at the latent layer.
Kullback-Liebler divergence (KL divergence) is used for this purpose, and the latent layer
now represents a set of mean (µ) and standard deviation (σ ) values for each dimension (k) of
the encoding:
KL divergence =
1
2∑k
(1+ log(σ2k )−µ2k −σ2k ) (6.1)
6.2.4 3D Autoencoders
Generative autoencoders such as these have been used successfully on 3D volumetric data.
Brock et al. [9] train a network with low resolution binary voxel grids and learn to reconstruct
objects such as chairs and tables from corrupted input. The variational latent layer allows
smooth interpolation between objects, the network able to generate new objects representative
of, but not included, in the training data. To achieve this they use a modified Binary Cross-
Entropy error as the decoder loss during training:
L = −γtlog(o)− (1− γ)(1− t)log(1−o) (6.2)
where o is the output of the decoder, t is the target reconstruction and γ is a hyperparameter
introduced to penalize false negatives relative to false positives. As the target voxel grids are
quite sparse, increasing penalty for false negatives prevents the network converging to output
all empty voxels during training.
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Fig. 6.4 Overview of the method. A coarse PVH is estimated as input volumetric data (323
voxels) and up-scaled via tricubic interpolation to a (32n)3 voxel grid (where n= {1,2,4}).
The input PVH is deeply encoded to the latent feature representation (3D joint positions).
Non-linear decoding of the feature via successive deconvolutional layers yields a higher
fidelity PVH of (32n)3 voxels.
6.2.5 Skip Connections
Skip connections are an architectural feature used in deeper reconstructive networks that
provide a bridge across the latent layer, directly connecting corresponding encoder and
decoder layers, as shown in Fig. 6.2. Allowing intermediate stages of the encoder to transmit
directly to latter stages of the decoder can aid reconstruction of high frequency detail and
mitigate the vanishing gradient problem of many-layered networks by providing an additional
direct route for the error gradient to back-propagate to early layers.
6.3 Estimating Human Pose and Body Shape
The autoencoder developed for this chapter accepts a coarse volumetric reconstruction of
a subject as input, and in a single inference step estimates both the skeletal joint positions
and a higher resolution (up-scaled) volumetric reconstruction of that subject (Fig. 6.4). The
skeletal joint positions are embedded at the latent layer. section 6.3.1 first describes how the
input volumetric reconstruction is formed via a probabilistic visual hull, similar to previous
chapters, although in this work at a higher resolution of R32×32×32. The architecture of the
3D convolutional autoencoder is described in section 6.3.2 including the dual loss function
necessary to learn a deep representation of body shape and the skeletal pose encoding. Finally,
section 6.3.3 describes the data augmentation and methodology for training the network.
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6.3.1 Volumetric Representation
The capture volume V ∈ R3 containing the subject is observed by a set of C calibrated
cameras c = [1,C] for which camera world position Tc and orientation Rc (both matrices
in homogeneous form) are known as are intrinsics: camera focal length ( fc) and optical
center [oxc,o
y
c]. An external process (e. g. a person tracker) is assumed to isolate the bounding
sub-volume XI ∈ V corresponding to, and centered upon, a single subject of interest, and
which is decimated to a coarse voxel grid V = {vix,viy,viz} for i= [1, ...,323] where V denotes
the coarse voxel volume passed as input to the network in Sec 6.3.2. Each voxel vi ∈ V
projects to coordinates (x[vi],y[vi]) in each camera view c derived in homogeneous form via
pin-hole projection:
 αx[vi]αy[vi]
α
=
 fc 0 oxc 00 fc oyc 0
0 0 1 0
(−R−1c Tc)

vix
viy
viz
1
 . (6.3)
Given a soft matte Ic obtained, for example by background (clean-plate) subtraction, the
probability of the voxel being part of the performer in a given view c is:
p(vi|c) = Ic(x[vi],y[vi]). (6.4)
The overall probability of occupancy for a given voxel p(vi) is:
p(vi) =
C
∏
i=1
1/(1+ ep(v
i|c)). (6.5)
For all voxels vi ∈V , p(vi) is computed to form the coarse input PVH.
6.3.2 Dual Loss Convolutional Autoencoder
The convolutional autoencoder uses a symmetrical ‘hourglass’ (encoder-decoder) architecture.
It is trained to learn a deep representation from an input tensor VI ∈ RN×N×N×1 encoding
the coarse PVH, V at a given resolution N = (32n)3, where n= {1,2,4} is a configuration
parameter determining the degree of upscaling required from the network (1×,2×,4×)
respectively. The coarse PVH input V is scaled via tri-cubic interpolation to fit VI. The
network is trained to solve the prediction problem VH =F (VI) for similarly encoded output
tensor VO, where
VO =F (VI) =D(E (VI)) (6.6)
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Fig. 6.5 Proposed convolutional autoencoder structure. The coarse input PVH is encoded
into a latent feature representation via 3D (C)onvolutional, (M)ax-(P)ooling and (F)ully-
(C)onnected layers. The decoder uses the latent representation to synthesize an up-scaled
PVH via (D)e-(C)onvolutional layers. Two skip connections bridge the latent representation
which is constrained during training to encode Cartesian joint positions. During inference
these are passed through an LSTM to enhance temporal consistency. Architecture pictured
here is for 2× scale-up – in order to accommodate different receptive field sizes for VI/VO
(de-)convolutional layer count is adjusted – see Tbl. 6.1.
for the learned encoder (E ) and decoder (D) functions The encoder yields a latent feature
representation via a series of 3D convolutions, max-pooling and fully-connected layers. The
encoder enforces J(VI) = E (VI) where J(VI) is a skeletal pose vector corresponding to the
input PVH; specifically a 78-D vector concatenation of 26× 3D Cartesian joint coordinates in
{x,y,z}. The decoder half of the network inverts this process to output tensor VO matching the
input resolution but with higher fidelity content. Fig. 6.5 illustrates the network architecture
which incorporates two skip connections bypassing the network bottleneck to allow the
output from a convolutional layer in the encoder to feed into the corresponding deconvolution
layer in the decoder. Activations from the preceding layer in the main network and skip
connection data are combined via mean average rather than element-wise addition.
Table 6.1 describes the parameters (filter count and size) of each layer. Experiments
up-scale to n= {1,2,4} requiring varying sizes of receptive field to accommodate VI and
VO. For each step up in scale, a single additional convolutional layer is added to the encoder,
and two additional de-convolutional layers to the decoder. Max-pooling occurs always at the
fourth convolutional layer, and the filter size is 3×3×3 except for the first two and last two
layers, where the filter size is 5×5×5 .
Learning the end-to-end mapping from coarse PVH to both an up-scaled PVH and
accurate 3D joint positions requires estimation of the weights φ in F represented by the
convolutional and deconvolutional kernels.
Specifically, given a collection of M training triplets {VˆI, VˆO, Jˆ}, where pi ∈ VˆI is voxel
data from a coarse (input) PVH, qi ∈ VˆO is voxel data of an ideal up-scaled PVH, and j is a
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Network Stage #Layers #Channels/Layer
E1 5 96* 96* 96 96-M 96
E2 6 32* 64* 96 96-M 96 96
E4 7 32* 32* 32 64-M 96 96 96
B 4 1024 1024 78-J 216
D1 6 96 96 96 96 64* 1*
D2 8 96 96 96 96 64 64 32* 1*
D4 10 96 96 96 96 64 64 32 32 32* 1*
Table 6.1 Convolution layer parameters for the encoder (En), bottleneck (B), and decoder
(Dn) stages for n = {1,2,4)×. Suffix −M indicates max-pooling. All En and Dn layers
learn 3× 3× 3 filters, except where indicated by ∗ filters are 5× 5× 5. All B layers are
fully-connected including the latent representation (3D joint positions) suffixed −J.
vector of ideal joint positions for the given volume. Mean Squared Error (MSE) is minimised
at the outputs of the bottleneck and decoder stages across M = N×N×N voxels:
L (φ) =
1
M
M
∑
i=1
∥F (pi : φ)−qi∥22+λ∥E (VˆI : φ)− j∥22. (6.7)
These training triplets are formed by extracting voxel volumes from exemplar multi-view
video footage at resolution N×N×N (yielding VˆO and the artificially down-sampling to
32×32×32 to yield V (from which VI is up-sampled via tri-cubic interpolation). Human
pose (joint positions) corresponding to the multi-view video frame is acquired using a
commercial (Vicon Blade) human performance capture system run in parallel with video
acquisition (such annotations are provided with the TotalCapture and Human3.6M datasets).
6.3.3 Training Methodology
The Adadelta optimizer [93], an extension of Adagrad, is used to train F with the pose
term of the dual loss (eq. 6.7) scaled by a factor of λ = 10−3. Data is augmented during
training with a random rotation around the central vertical axis of the PVH. Before full
network training, the encoder stage is trained separately, purely as a pose regression task, up
to the latent representation layer. These trained weights initialize the encoder stage to help
constrain the latent representation during full, dual-loss network training. Training typically
converges within 100 epochs.
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Fig. 6.6 Representative visual results for pose estimation on Human 3.6M across four test
sequences (source footage from four views and inferred 3D skeletal pose). See Tbl. 6.2 for
quantitative results.
6.3.4 Enforcing Temporal Consistency
As in the previous chapter, temporal consistency in the pose output is enforced with Long
Short Term Memory layers. These help to smooth noise in individual joint detections that
would otherwise cause large estimation errors.
The latent vector from the encoder Ji(t) = E (VI) at time t consisting of concatenated
joint spatial coordinates is passed through a series of gates resulting in an output joint vector
Jo(t). The aim is to learn the function that minimizes the loss between the input vector
and the output vector Jo = ot ◦ tanh(ct) (◦ denotes the Hadamard product) where ot is the
output gate, and ct is the memory cell, a combination of the previous memory ct−1 multiplied
by a decay based forget gate, and the input gate. Thus, intuitively the LSTM result is the
combination of the previous memory and the new input vector. In this implementation, the
model consists of two LSTM layers both with 1024 memory cells, using a look back of
f = 5.
6.4 Evaluation and Discussion
To quantify the improvement in both the upscaling of low resolution volumetric represen-
tations and human pose estimation, evaluation is performed over three public multi-view
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video datasets of human actions. 3D human pose is evaluated for Human 3.6M [35], and
the performance of both the skeleton estimation and volume upscaling is evaluated in the
TotalCapture [80] dataset. Finally, visualised results of the skeleton estimation and upscaling
are provided for the dataset TotalCaptureOutdoor [48], a challenging collection of multi-view
human actions shot outdoors.
6.4.1 Human 3.6M evaluation
Approach Direct. Discus Eat Greet. Phone Photo Pose Purch.
Lin [43] 132.7 183.6 132.4 164.4 162.1 205.9 150.6 171.3
ekin [74] 85.0 108.8 84.4 98.9 119.4 95.7 98.5 93.8
Tome [75] 65.0 73.5 76.8 86.4 86.3 110.7 68.9 74.8
Trumble [80] 92.7 85.9 72.3 93.2 86.2 101.2 75.1 78.0
Lin [53] 58.0 68.3 63.3 65.8 75.3 93.1 61.2 65.7
Martinez [50] 51.8 56.2 58.1 59.0 69.5 78.4 55.2 58.1
Proposed 41.7 43.2 52.9 70.0 64.9 83.0 57.3 63.5
Sit. Sit D Smke Wait W.Dog walk W. toget. Mean
Lin [43] 151.6 243.0 162.1 170.7 177.1 96.6 127.9 162.1
ekin [74] 73.8 170.4 85.1 116.9 113.7 62.1 94.8 100.1
Tome [75] 110.2 173.9 85.0 85.8 86.3 71.4 73.1 88.4
Trumble [80] 83.5 94.8 85.8 82.0 114.6 94.9 79.7 87.3
Lin [53] 98.7 127.7 70.4 68.2 73.0 50.6 57.7 73.1
Martinez [50] 74.0 94.6 62.3 59.1 65.1 49.5 52.4 62.9
Proposed 61.0 95.0 70.0 62.3 66.2 53.7 52.4 62.5
Table 6.2 A Comparison of the proposed approach to other works on the Human 3.6m dataset
The 3D human pose estimation dataset Human3.6M [35] is a 4 camera view dataset of
10 subjects performing 17 actions at 50Hz in a 360◦ arrangement. A 3D ground truth for
joint positions (key points) are available via annotation using a commercial marker-based
motion capture system, allowing quantification of error. The dataset consists of 3.6 million
video frames, balanced over 5 female and 6 male subjects. They perform common activities
such as posing, sitting and giving directions. To allow comparison to other approaches the
same data partition protocol is followed as in previous works [35, 43, 50, 53, 74, 75]. The
training data consists of subjects S1, S5, S6, S7, S8 and it is tested on unseen subjects S9,
S11. Comparison is provided to many previously published state of the art methods, using 3D
Euclidean (L2) error to compute accuracy. Error is measured between each ground truth and
estimated 3D joint position and is averaged over all frames and all 17 joints in millimeters
(mm). The results are evaluated qualitatively in Fig 6.6 and quantitatively in Tbl. 6.2, drawing
comparison to state of the art approaches.
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The proposed approach marginally outperforms the state of the art approach by Martinez
et al. [50], with a similar mean joint error of just over 6cm. This is averaged over both
test subjects and the 59 test sequences. The error decrease over the other approaches is
possible due to the dual loss formulation ensuring that the skeleton is kept bounded by
realistic 3D volume representations after the decoder. The worst results are seen with the
sequences Sit Down (Sit D) and Photo. The segmented camera images for Sit Down include
a chair which is likely to be distorting the PVH significantly enough to lead to incorrect joint
estimations. In Photo the subject’s are constantly held close to the head and it is likely the
PVH volume does not contain enough discriminative information to correctly estimate their
location. Despite these two sequences however, all others have a low error score and are
smooth and qualitatively realistic. Qualitative comparisons with respect to the ground truth
are shown in Fig. 6.6.
6.4.2 TotalCapture evaluation
Approach SeenSubjects(S1,2,3) UnseenSubjects(S4,5) Mean
W2 FS3 A3 W2 FS3 A3
Tri-CPM-LSTM [11] 45.7 102.8 71.9 57.8 142.9 59.6 80.1
2D Matte-LSTM [77] 94.1 128.9 105.3 109.1 168.5 120.6 121.1
Trumble [80] 30.0 90.6 49.0 36.0 112.1 109.2 70.0
AutoEnc-Front-Half 42.0 120.5 59.8 58.4 162.1 103.4 85.4
AutoEnc-x1-LSTM 15.1 54.8 26.6 25.9 76.0 42.7 38.6
AutoEnc-x2-LSTM 13.0 47.0 23.0 21.8 68.5 40.9 34.1
AutoEnc-x4-LSTM 13.4 49.8 24.3 22.0 71.7 40.7 35.5
Table 6.3 Comparison on TotalCapture to other human pose estimation approaches, expressed
as average per joint error (mm).
The TotalCapture dataset [80], introduced in the previous chapter, is also used for
evaluation. TotalCapture is a 3D human pose estimation dataset with the ground truth joint
position provided by Vicon markers. It is captured indoors in a volume roughly measuring
8x4m with 8 calibration HD video cameras at 60Hz in a 360◦. There are a total of 5
subjects performing 4 actions with 3 repetitions at 60Hz in a 360◦ arrangement. There
are five subjects in the dataset, four male, and one female, each performing four diverse
performances, repeated 3 times: ROM (Range Of Motion), Walking, Acting, and Freestyle.
The length of each sequence is between 3000-5000 frames, this results in a total of ∼ 1.9M
frames of synchronized groundtruth video data.
The test sequences include seen subjects (1,2 & 3) and unseen (4 & 5), performing actions
Walking2 (W2), Freestyle3 (FS3), and Acting (A3). Training is carried out on subjects 1,2 & 3
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Fig. 6.7 Representative visual results from TotalCapture showing 3D pose estimation (×2
upscaling network). See Tbl. 6.3 for quantitative results.
performing actions ROM1,2,3, Walking1,3, Freestyle1,2 and Acting1,2. Pose estimation error
is given for the x1, x2, and x4 upscaling networks. Tbl. 6.3 shows these results compared to
the previous chapter results.
All three learnt upscaling models reduce the mean error of the joints by approximately
50% compared to previous results for this dataset. Fig. 6.7 provides some example skeleton
output results, including some very challenging poses. The table also includes the AutoEnc-
FrontHalf results, which is the initial encoder pre-training results, before full network training.
It provides a far higher error measure, indicating the importance of the dual loss constraining
the skeleton pose space during training and inference and the LSTM temporal smoothing.
The per frame error for subject 3, sequence Acting3 is shown in Fig 6.8. This shows a
generally low error across the full sequence for all 3 upscaling networks despite a number of
challenging poses being performed by the actor. The error peaks are generally caused by a
failure in the background segmentation from which the input PVH is generated, resulting in,
for example, missing or weakly defined limb extremities, and such data is under-represented
within the training data. Error is otherwise constistently low.
Table 6.4 compares the input and output PVH volumes against a ground truth high
resolution volume generated directly from the camera views.
Approach SeenSubjects(S1,2,3) UnseenSubjects(S4,5) Mean
W2 FS3 A3 W2 FS3 A3
AutoEnc-x2 input 9.27 10.14 9.65 9.80 10.66 10.21 9.88
AutoEnc-x2 output 0.34 0.37 0.34 0.40 0.46 0.39 0.37
AutoEnc-x4 input 9.83 10.83 10.19 10.64 11.45 11.03 10.56
AutoEnc-x4 output 0.50 0.55 0.50 0.58 0.68 0.59 0.56
Table 6.4 Accuracy of generated volumes compared to tri-cubic upsampled input, over
TotalCapture dataset. Expressed as mean voxel squared error ×10−3 from ground truth high
resolution volume
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Fig. 6.8 Per frame skeletal error millimetres (mm) per joint on subject S3 sequence A3 in the
TotalCapture test sequence.
The table shows that an order of magnitude improvement is achieved against the naive
tricubic up-sampling method. Comparing the x2 and x4 outputs, the MSE increases only
slightly despite the doubling of the volume dimensions. An illustration of the upscaling
performance is shown in Fig. 6.9, where the input and output volumes at x2 and x4 upscaling
are shown for 3 sample frames of the TotalCapture dataset.
Despite the very low resolution input, the upscaled output volumes compare favorably
to the natively generated (i. e. up to R128×128×128) PVH. Extremity detail is maintained and
no phantom volumes formed in the upscaling process. Fig. 6.10 shows the per frame MSE
over a sequence, for x2 and x4 upscaling. A consistently low error is maintained for both
networks.
Fig. 6.11 shows the initial volume estimate, the skeleton estimates for 1x, 2x and 4x and
the 4x upscaled volume for a selection of example frames on the TotalCapture dataset. As
Table 6.3 also demonstrates, the pose estimates from all 3 networks are very similar.
6.4.3 Outdoor footage evaluation
To demonstrate the approach in the envisioned scenario of a less constrained capture envi-
ronment the framework was tested on an internally produced and more challenging dataset,
TotalCaptureOutdoor [47]. This is a multi-view video dataset shot outdoors with a moving
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Fig. 6.9 Illustration of the upscaling ability of our approach on the TotalCapture dataset
together with the native 128x128x128 groundtruth PVH
and varying background of trees and differing illumination. There are 6 video cameras placed
in a 120◦ arrangement around the subject, with a large 10x10m capture volume used. As
Fig. 6.10 Plotting volumetric reconstruction error per frame (MSE/voxel) on unseen subject
S4 sequence A3 of the TotalCapture test sequence.
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Fig. 6.11 Results illustrating the ×1,×2,×4 upscaled volume for a representative coarse
PVH alongside upscaling inferred skeletons.
such, the subject can be far from the camera and small in the scene as shown in Fig. 6.12,
making traditional 3D pose estimation and volume reconstruction very challenging.
Fig. 6.12 TotalCaptureOutdoor dataset. Red box indicates the person in the scene.
There is no ground truth annotation available for TotalCaptureOutdoor and only qual-
itative results are presented, on two sequences: Subject1, Freestyle and Subject2, Acting1.
Fig. 6.13 shows that, despite the small size of the subject in the camera images, an accu-
rate estimation of their pose and volume can be recovered from a coarse initial volume
reconstruction.
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Fig. 6.13 Representative TotalCaptureOutdoor results showing the low-res input PVH, and
resulting skeleton and ×4 upscaled volumes
Further demonstrating the robustness of the approach, Fig. 6.14 shows the reconstructed
volumes viewed at 60◦ intervals around the subject. Despite the 6 cameras having only 120◦
coverage of the scene, the reconstructions are complete and consistent when rendered from
unseen viewpoints.
Fig. 6.14 Visualizing the upscaled volumes from novel viewpoints. 3D reconstruction is of
high quality despite the input PVH being generated from restricted 120◦ arc of cameras.
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6.5 Conclusion
This chapter has demonstrated a novel dual loss 3D convolutional autoencoder that can learn
a deep representation for volumetric (3D) body shape driven by a skeletal pose encoding
inferred from coarse (R32×32×32) volumetric shape data. In a single inference pass the
network both up-scales the provided volumetric data to a factor of 4× and predicts 3D human
pose with greater or equal accuracy to previously developed methods and state of the art
human pose estimation approaches.
The skeletal pose embedding is shown to provide a natural minimal representation for
the autoencoder template allowing concurrent upscaling and encoding of joint positions. The
inclusion of skip connections allows details of body shape and extent to pass through to the
final reconstruction. The addition of a reconstruction constraint during training was shown to
improve the skeletal pose estimation over previous pose regression methods.
The quality of the pose estimation results suggests the technique has potential to enable
behaviour analysis of multi-view footage including that shot over large distances, such as
wide-baseline cctv for security purposes or sports video analysis. The robustness demon-
strated in the creation of upscaled geometric proxy output also shows uses for VR/AR
compositions or film post-production.
Future work could explore removing the necessity for skip connections to allow the
network to be fully generative, driving the output upscaled PVH directly from a generative
latent encoding representing both skeletal pose and body shape information. Benefit may also
be achieved by integrating the LSTM in the autoencoder training process, enabling temporal
information to aid pose and volume regression directly.
Beyond 4× upscaling, the network becomes unfeasibly large to train. Higher upscaling
resolutions may be achievable by training the network on sub-volumes and reconstructing the
full geometric proxy from multiple network outputs, thus removing the need for the network
to scale up to the full output resolution.
Avenues for future development of the network would be best guided by some further
analysis to understand how the different network components and its architecture are influ-
encing the output. This would include generating saliency maps for a range of test poses to
identify what regions in an input volume are activating different network layers, and also
filter visualisations of the early convolution layers to get an insight into the features the
network has learned to identify.
One technique for understanding how a trained network is functioning is Gradient-
weighted Class Activation Mapping (Grad-CAM) [65]. It can be applied to most CNN
architectures, without requiring modification, to provide visualisations over an input image
showing important regions for predicting specific classes. They focus on examining the
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neurons in the last convolutional layers, before any fully connected layers, as these generally
contain a balance of spatial and semantic information. In the case of 3D pose estimation
this could, for example, be used to highlight which regions in the input volume are most
influencing specific joint positions in the output, which could be particularly helpful for
interpreting failure cases, where the generated pose has a high error.
Another avenue to further network understanding is adversarial attack analysis, whereby
input data is designed specifically to cause a network to output an incorrect result, such as
image misclassification. For example, the Fast Gradient Step Method (FGSM) [24] is a simple
iterative optimisation that perturbs an input image with low-level noise to move the output
towards misclassification, producing an adversarial image that is visually indistinguishable,
to the human eye, from the original. The ease with which such inputs can be generated can
give an insight into how the network has actually learned to discriminate the data and how
capable it may be at wider generalization.
Chapter 7
Conclusions and Future Work
7.1 Summary of contributions
This thesis has documented the development of a highly accurate pose estimation framework
capable of operating in real-time. The engineering achievements in chapter 3, of GPU
accelerated processing of multi-view video input, combined with the fast inference processing
of the convolutional neural networks employed, allows true end to end, real-time processing
for the full pipeline.
State of the art performance was achieved by leveraging cutting edge machine learning
techniques to the problem of multi-view video pose estimation in a novel holistic volumetric
approach. Thorough investigation was undertaken into the application of convolutional
neural networks for the regression of human pose from multi-view video. This included the
use of the spherical histogram descriptor as an input to a 2D convolutional network as well
as volumetric input with 3D convolutional network. Tests were carried out using the 2D
network to generate a descriptor from the fully-connected layer, found to be less effective
than direct pose regression.
A successful fusion of video and intertial measurement unit input sources was developed,
improving the performance of the individual modalities by learning a complementary fusion
via a neural network. A novel dual-loss autoencoder was also developed, successfully
addressing the additional challenge of recovering high quality body shape from potentially
low resolution or noisy input data.
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7.2 Research questions discussion
This section will revisit the original research questions and discuss how they have been
addressed.
RQ1: Can robust, highly accurate skeletal pose estimation can be derived without use
of markers from multi-viewpoint video?
This has been demonstrated in chapters 4, 5 and 6, with successively increasing accuracy
and robustness. A range of machine learning methods were investigated in chapter 4, and
the most successful was advanced and built upon in chapter 5, improving accuracy via 3D
convolution and the incorporation of LSTM temporal filtering. The inclusion of inertial
measurement units was seen to improve the accuracy further and increases robustness by
providing an alternative input source immune to the occlusion problems of video. Chapter
6 took a further step up in pose estimation accuracy, equal or better than state of the art
performance on the widely used Human3.6M dataset. The novel autoencoder formulation of
body shape constraint was seen to benefit pose estimation performance, and is demonstrably
robust to challenging capture conditions.
The ability for highly accurate pose estimation without the need for fiducial markers frees
performance capture from the restrictions of typical commercial marker-based practice. A
system based on these advances could take motion capture out of the studio, for example
capturing live on-set and outdoor performances, removing the need for dedicated motion
capture shoots, saving production time and money. Without requiring the performer to wear
a special suit, capture could now be possible of live theatre performances and of athletes at
live sports events.
RQ2: How can the complementary modalities of vision and wearable sensor data be
fused to enhance the accuracy of performance capture?
Chapter 5 demonstrates a successful fusion of IMU and video input data streams. The
combined network significantly out-performs either stream individually, demonstrating the
complementary nature of the achieved fusion. This is possible as each modality was naturally
able to overcome the weaknesses of the other. IMU positional estimates are subject to drift
over time, which can be easily corrected by the absolute positioning provided by vision-based
video input. Vision, however, can struggle to resolve ambiguities caused by self-occlusion,
for example locating a limb when held very close to the body, and on-axis rotations, such
as rotation of the wrist without positional change. Being non-vision based, such scenarios
present no specific difficulty for IMU measurement.
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This ability to successfully fuse the IMU input stream into the framework allows its
application to more extreme motion capture usage scenarios. Where the possibility for video
is limited, due to restricted views or heavy occlusion in busy scenes for example, the system
may be able to compensate by relying more on the IMU data when necessary.
RQ3: Can skeletal pose estimation performed in this manner be leveraged to enhance
body shape information derived from the performance?
Chapter 6, as already discussed, developed a 3D convolutional autoencoder capable of
simultaneous pose estimation and body model upscaling. The system was designed to take a
coarse input representation, such as that generated from multi-view footage over a large area,
such as in security CCTV footage, and learn a deep representation capable of recovering a
high fidelity body shape estimation. Results are qualitatively and quantitatively impressive
given the visual coarseness of the input model, and smooth in motion. The sytem is trained
with combined constraints of both body shape and pose, the pose being encoded in the latent
layer of the autoencoder. The addition of the shape constraint also demonstrably benefits
the accuracy of the resulting pose. Requiring the latent pose representation be an effective
prior to drive body shape generation appears to encourage enhanced pose accuracy in the
joint formulation.
RQ4: Can the above be achieved in real-time, and if so what compromises must be
made between speed and accuracy?
Chapter 3 laid the engineering ground work making real-time processing feasible. The
focus on frameworks based on convolutional neural networks was in part guided by their
increasing dominance and out-performing of traditional techniques in related fields but also
by a desire to avoid the processing penalties associated with model-based space searching
and optimization algorithms that often preclude real-time performance. The fast inference
times of the convolutional neural networks employed means that no real comprimise on
performance had to be made. Inference times would only become an issue with much
deeper networks. GPU enabled parallelisation of image processing tasks and convolutional
neural network inference means an increase in complexity, such as more cameras or higher
resolution input images and volumes, could in principle be achieved by scaling up the
hardware to match, and still achieve the speed to process in real-time.
7.3 Future Work
For further development of the work I would propose a number of different areas for
investigation.
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Convolutional neural networks
Sparse 3D convolutional neural networks would be an avenue worth investigating to help
overcome the memory and processing restrictions in dealing with volumetric data of large
resolution. Taking advantage of the fact that sections of volumetric data such as voxel
grids are often largely empty and do not contain significant information, can allow the
number of variables in the network to be reduced without impacting performance. Another
alternative would be a graph-based point cloud representation for network input, similarly
reducing redundancy in the representation and its processing. A simpler alternative may be
to explore multi-scale network designs, using the same voxel based input, but processing
over sub-volumes incorporating more detail into the overall representation.
Inertial measurement units
Further exploration of the IMU and video fusion could reveal a better understanding of the
two sources and their relationship in terms of the circumstances in which a system may favour
one over the other and if it meets with our current interpretation. IMUs could be uniquely
useful in further experimentation of system performance with a wide variety of different
clothing types. For example, a high number of IMUs worn under different clothing types
could provide ground truth pose from which to train and evaluate a framework exploring
combinations of video and sparse IMU sets to to perform motion and body shape capture.
Autoencoders
A potentially very useful avenue of development would be to remove the need for skip
connections in the developed autoencoder network. This would allow a trained decoder to be
used independently as a purely generative network, hallucinating body shape driven soley
by the latent representation, without the need for volumetric encoder input. This could be
achieved by incorporating extending the pose-based latent layer, adding extra dimensions
representing body type, limb lengths and clothing type, for example.
Kinematic and temporal constraints
Further pose estimation accuracy may be possible through the incorporation of kinematic
and temporal constraints directly into the main network training framework. For example,
adding to the network loss function enforcing joint positions to fit a skeleton with consistent
limb lengths and restricting the output to feasible poses and penalising physically impossible
joint rotations. Similarly, the benefits observed through modular use of LSTM networks
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may be increased by joint consideration of time and spatial dimensions in the CNN training
framework through the use of recurrent convolutional networks.
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