Abstract-A method based on concurrent neuro-fuzzy system (CNFS) is presented to calculate simultaneously the resonant frequencies of the rectangular, circular, and triangular microstrip antennas (MSAs).
INTRODUCTION
MSAs are used in a broad range of applications from communication systems to biomedical systems, primarily due to their simplicity, conformability, low manufacturing cost, light weight, low profile, reproducibility, reliability, and ease in fabrication and integration with microwave integrated circuit or monolithic microwave integrated circuit components [1] [2] [3] . Accurate determination of resonant frequency is important in the design of MSAs because of their narrow bandwidth. Several methods have been proposed and used to calculate the resonant frequency of the rectangular, circular, and triangular MSAs. These methods have different levels of complexity and require vastly different computational efforts. The analytical methods use simplifying physical assumptions, but generally offer simple and analytical solutions that are well suited for an understanding of the physical phenomena and for antenna computer-aided design (CAD). However, these methods are not suitable for many structures, in particular, if the thickness of the substrate is not very thin. Most of the limitations of analytical methods can be overcome by using the numerical methods. The numerical methods are mathematically complex, take tremendous computational efforts, still can not make a practical antenna design feasible within a reasonable period of time, require strong background knowledge and have time-consuming numerical calculations which need very expensive software packages. So, they are not very attractive for the interactive CAD models.
The resonant frequencies of MSAs were calculated in [37] by using a neuro-fuzzy network. In [37] , the number of rules and the premise parameters of fuzzy inference system (FIS) were determined by the fuzzy subtractive clustering method and then the consequent parameters of each output rule were determined by using linear least squares estimation method. The training data sets were obtained by numerical simulations using a moment-method code based on electric field integral equation approach. To validate the performances of the neuro-fuzzy network, a set of further moment-method simulations was realized and presented to the neuro-fuzzy network.
In our previous works [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] , the methods based on genetic algorithm (GA) [38, 39] , tabu search algorithm (TSA) [40, 41] , ANN [42] [43] [44] [45] , and ANFIS [46] [47] [48] [49] [50] were used for calculating the resonant frequencies of various MSAs. It is well known that ANFIS can only produce single output. However, in [51, 52] , more outputs were calculated by using multiple ANFIS. In general, in the literature, each different parameter of each different MSA was computed by using a different individual ANN [53] [54] [55] or ANFIS model [56] [57] [58] [59] [60] . Single neural models were proposed in [61, 62] for simultaneously calculating the resonant frequencies of the rectangular, circular, and triangular MSAs. The results of single neural models [61, 62] are not in very good agreement with the experimental results available in the literature [4, 5, 8, 12, 13, 16, 19, 22, 23, 30, 31] . For this reason, a hybrid method [63] based on a combination of ANN with ANFIS has been presented to improve the performance of single ANN models. In [63] , the optimal values for the premise and consequent parameters of ANFIS were obtained by the hybrid learning (HL) algorithm [64, 65] , and the ANN was trained with bayesian regularization (BR) algorithm [66] . In previous works [67] [68] [69] [70] [71] [72] , we successfully also used ANNs and ANFISs for computing accurately the various parameters of the transmission lines and for target tracking.
In this paper, a method based on CNFS [73, 74] is presented for computing simultaneously and accurately the resonant frequencies of the rectangular, circular, and triangular MSAs. The CNFS used in this paper comprises an ANN [75, 76] and an ANFIS [64, 65] . In the CNFS, the ANN assists the ANFIS continuously (or vice versa) to calculate the resonant frequency. The ANN is a computational system inspired by the structure, processing method, and learning ability of a biological brain. The ANFIS is a class of adaptive networks which are functionally equivalent to FISs. The ANN and ANFIS are very powerful approaches for building complex and nonlinear relationship between a set of input and output data. The high-speed real-time computation features of the ANN and ANFIS recommend their use in antenna CAD programs. The main advantage of the method proposed here is that the single CNFS model is used to simultaneously calculate the resonant frequencies of all three different types of MSAs including the rectangular, circular, and triangular MSAs.
In this paper, the next section briefly describes the resonant frequency computation of the MSAs and the CNFS. The application of the CNFS to the resonant frequency computation is given in the following section. The results are then presented and conclusion is made.
RESONANT FREQUENCY OF MICROSTRIP ANTENNAS (MSAs)
It is clear from the literature that the resonant frequencies of the rectangular, circular, and triangular MSAs are determined by the substrate thickness h and relative dielectric constant ε r , the mode numbers m and n, and the dimensions of the patch (the patch width W and the patch length L for the rectangular MSA, the patch radius a for the circular MSA, and the side length s for the triangular MSA). To compute simultaneously the resonant frequencies of the rectangular, circular, and triangular MSAs by using the CNFS model, the areas of the circular and triangular patches are equated to that of the rectangular MSA. The following formulas are then used for the equivalent dimensions of the circular and triangular patches with reference to Figure 
where d is the height of the triangular patch. It is evident from Eqns. (1) and (2) that multiplying W by L is equal to the area of the corresponding patch. In the calculation of the resonant frequencies by using the single CNFS model, first the equivalent values of W and L for the circular and triangular MSAs should be obtained by using Eqns. (1) and (2) . The resonant frequencies of the rectangular, circular, and triangular MSAs are then determined by W, L, h, ε r , m, and n. The fundamental modes for the rectangular and circular MSAs are TM 10 (m = 1 and n = 0) and TM 11 (m = n = 1), respectively. These modes are widely used in MSA applications.
CONCURRENT NEURO-FUZZY SYSTEM (CNFS)
The ANN and ANFIS can simulate and analysis the mapping relation between the input and output data through a learning algorithm. In practice, ANNs and ANFISs can only approximate a system up to a certain degree. Therefore, it is always possible to further improve the output of ANN or ANFIS by using other appropriate tools.
There are many methods to combine FISs and ANNs in the literature [73, 74] . These methods can be broadly classified into three categories: the cooperative neuro-fuzzy systems, the concurrent neuro-fuzzy systems (CNFSs), and the integrated (fused) neuro-fuzzy systems [73, 74] . In this paper, a CNFS is used. The CNFS used in this paper comprises an ANN and an ANFIS. In the CNFS, ANN assists ANFIS continuously (or vice versa) to compute the resonant frequency.
In this paper, we present two CNFSs, called CNFS # 1 and CNFS # 2, to calculate the resonant frequencies of rectangular, circular, and triangular MSAs. In the CNFS # 1, first the resonant frequencies are computed by using ANN, and then the inaccuracies in the ANN computation are corrected by the ANFIS. In the CNFS # 2, first the resonant frequencies are computed by using ANFIS, and then the inaccuracies in the ANFIS computation are corrected by the ANN. The CNFSs # 1 and # 2 can be illustrated simply as shown in Figure 2 . For the ANN used in CNFS # 1, the inputs are W , L, h, ε r , m, and n, and the output is the resonant frequencies f AN N calculated by using ANN. For the ANFIS used in CNFS # 1, the input is f AN N , and the output is the resonant frequencies f AN F IS calculated by using ANFIS.
For the ANFIS used in CNFS # 2, the inputs are W , L, h, ε r , m, and n, and the output is the resonant frequencies f AN F IS calculated by using ANFIS. For the ANN used in CNFS # 2, the input is f AN F IS , and the output is the resonant frequencies f AN N calculated by using ANN.
In the following sections, the ANN and the ANFIS used in CNFSs # 1 and # 2 are described briefly. The details on the ANN and ANFIS, and their training algorithms can be found in the previously published works of the authors [50, 77] .
Artificial Neural Network (ANN)
An ANN is a highly simplified model of the biological structures found in a human brain [75, 76] . In the course of developing an ANN model, the architecture of ANN and the learning algorithm are the two most important factors. ANNs have many structures and architectures [75, 76] . The class of ANN and/or architecture selected for a particular model implementation depends on the problem to be solved. After several experiments using different architectures coupled with different training algorithms, in this paper, the multilayered perceptron (MLP) neural network architecture [75, 76] is used in calculating the resonant frequencies of MSAs. MLPs have a simple layer structure in which successive layers of neurons are fully interconnected, with connection weights controlling the strength of the connections. The MLP comprises an input layer, an output layer, and a number of hidden layers. MLPs can be trained using many different learning algorithms. In this paper, five different learning algorithms, BR [66] , Levenberg-Marquardt (LM) [78] , scaled conjugate gradient (SCG) [79] , quasi-Newton (QN) [80] , and conjugate gradient of Fletcher-Reeves (CGF) [81] , are used to train the MLPs.
Adaptive-Network-Based Fuzzy Inference System (ANFIS)
The ANFIS is a class of adaptive networks which are functionally equivalent to FISs [64, 65] . The FIS forms a useful computing framework based on the concepts of fuzzy set theory, fuzzy if-then rules, and fuzzy reasoning. The selection of the FIS is the major concern in the design of an ANFIS. In this paper, the first-order Sugeno fuzzy model is used to generate fuzzy rules from a set of input-output data pairs. Among many FIS models, the Sugeno fuzzy model is the most widely applied one for its high interpretability and computational efficiency, and built-in optimal and adaptive techniques. The grid partitioning method [65] is used for the fuzzy rule extraction.
The ANFIS architecture consists of five layers: fuzzy layer, product layer, normalized layer, de-fuzzy layer, and summation layer. In the fuzzy layer, the crisp input values are converted to the fuzzy values by the membership functions (MFs). After, in the product layer, "and " operation is performed between the fuzzy values by using production so as to determine the weighting factor of each rule. Then, the normalized weighting factors are calculated in the normalized layer. In the de-fuzzy layer, the output rules are constructed. Finally, each rule is weighted by own normalized weighting factor and the output of the ANFIS is calculated by summing of all rule outputs in the summation layer.
The main objective of the ANFIS is to optimize the parameters of the fuzzy system parameters by applying a learning algorithm using input-output data sets. The parameter optimization is done in a way such that the error measure between the target and the actual output is minimized. During the learning process of the ANFIS, the premise parameters in the fuzzy layer and the consequent parameters in the de-fuzzy layer are tuned until the desired response of the FIS is achieved. In this paper, five different optimization algorithms, leastsquares (LSQ) algorithm [82] [83] [84] , nelder-mead (NM) algorithm [85, 86] , GA [87, 88] , HL algorithm [64, 65] , and particle swarm optimization (PSO) [89, 90] , are used to determine the optimum values of the fuzzy system parameters and adapt the FISs.
APPLICATION OF CNFS TO THE RESONANT FREQUENCY COMPUTATION
In this paper, the CNFSs # 1 and # 2 have been used to calculate simultaneously the resonant frequencies of the rectangular, circular, and triangular MSAs. In CNFSs # 1, first, the resonant frequencies are computed by using ANN models. Then, the resonant frequencies computed by ANN models are used in training the ANFISs. The ANN and ANFIS models in CNFSs # 1 are trained by (BR, LM, SCG, QN, and CGF) and (LSQ) algorithms, respectively.
In CNFSs # 2, first, the resonant frequencies are computed by using ANFIS models. Then, the resonant frequencies computed by ANFIS models are used in training the ANNs. The ANFIS and ANN models in CNFSs # 2 are trained by (LSQ, NM, GA, HL, and PSO) and (LM) algorithms, respectively.
The accuracy of a properly trained ANN and ANFIS depends on the accuracy and the effective representation of the data used for their training. A good collection of the training data, i.e., data which is well-distributed, sufficient, and accurately simulated, is the basic requirement to obtain an accurate model. There are two types of data generators for antenna applications. These data generators are the measurement and simulation. The selection of a data generator depends on the application and the availability of the data generator. The training and test data sets used in this paper have been obtained from the previous experimental works published by 11 sources [4, 5, 8, 12, 13, 16, 19, 22, 23, 30, 31] , and are given in Tables 1, 2 , and 3 for the rectangular, circular, and triangular MSAs, respectively. Total 68 data sets are listed in Tables 1-3 . 54 data sets are used to train the CNFSs # 1 and # 2, and the remaining 14 data sets, marked with an asterisk in Tables 1-3 , are used for testing. The equivalent values of W and L for the circular and triangular MSAs are calculated by using Eqns. (1) and (2). The input and output data sets are scaled between 0 and 1 before training.
Currently, there is no deterministic approach that can optimally determine the number of hidden layers and the number of neurons for ANNs. A common practice is to take a trial and error approach which adjusts the hidden layers to strike a balance between memorization and generalization. The training algorithms, and the number of neurons in the first and second hidden layers and training epochs for neural models used in CNFSs # 1 and # 2 are given in Tables 4 and 5 . The tangent sigmoid function is used in the hidden layers. The linear activation function is used in the output layer. Initial weights of the neural models are set up randomly.
In the design of ANFIS, it is very important to determine the MFs. However, no common approach is available for determining these functions. A careful determination of MFs has to be performed in each problem. In some cases, they are attained subjectively as a model for human concepts. In other cases, they are based on statistical or/and empirical distributions, heuristic determination, reliability with respect to some particular problem, or theoretical demands. In this paper, MFs are selected heuristically and verified empirically. Therefore, the optimal fuzzy MF configuration which gives the best result is chosen for the resonant frequency calculation.
For the ANFIS used in CNFS # 1, the MF for the input variable f AN N is the generalized bell. For the ANFIS used in CNFS # 2, the MFs for the input variables W , L, h, ε r , m, and n are the gaussian, generalized bell, triangular, triangular, generalized bell, and gaussian, respectively. The training algorithms, and the number of MFs, epochs, rules, premise parameters, and consequent parameters of ANFIS used in CNFSs # 1 and # 2 are given in Tables 4 and 5 . 
RESULTS AND CONCLUSIONS
The resonant frequencies computed by using CNFSs # 1 and # 2 for the rectangular, circular, and triangular MSAs are given in Tables 6  and 7 , respectively. For comparison, the resonant frequency results f AN N and f AN F IS obtained by using the single ANN models in CNFSs # 1 and the single ANFIS models in CNFSs # 2 are also given in Tables 6 and 7 , respectively. The sum of the absolute errors between the theoretical and experimental results for every model is listed in Tables 6 and 7 Tables 6 and 7 . It needs to be emphasized that better results may be obtained from CNFSs # 1 and # 2 either by choosing different training and test data sets from the ones used in the paper or by supplying more input data set values for training. Better results can also be obtained by using different CNFS # 1 and # 2 models for each different MSA.
The results obtained by using the single neural models [61, 62] and the hybrid method [63] are given in Table 8 . f EDBD , f DBD , f BP , and f P T S in Table 8 represent, respectively, the resonant frequency values computed by using the single neural model trained with extended delta-bar-delta, delta-bar-delta, back propagation, and parallel tabu Resonant frequencies and errors are in MH z Table 9 . Resonant frequencies obtained from the conventional methods for rectangular MSAs.
search algorithms. In the hybrid method, the resonant frequencies were obtained by using ANFIS after ANN. The ANN and ANFIS were trained by BR and HL algorithms, respectively. Therefore, the hybrid method can also be called as a CNFS. It is apparent from Tables 6 and  8 that the results of all single ANN models in CNFSs # 1 are better than those predicted by the single neural models in [61, 62] . When the performances of the single ANN models in CNFSs # 1 and the single ANFIS models in CNFSs # 2 are compared with each other, the best result is obtained from the single ANFIS model trained by the LSQ algorithm, as shown in Tables 6 and 7 . The LSQ is a very powerful algorithm that allows us to design highly accurate and efficient ANFIS. Better results can also be obtained by using a different individual ANN [38, 39] and TSA [40, 41] for the rectangular, circular, and triangular MSAs are given in Tables 9-11 . The sum of the absolute errors between the experimental results and the theoretical results in Tables 9-11 for every method is also given in Tables 9-11 . It can be clearly seen from Tables 9-11 that the conventional methods and the methods based on GA and TSA give comparable results. Some cases are in good agreement with measurements, and others are far off. It should be noted that the conventional methods and the methods based on GA and TSA were used to compute the resonant frequencies of each different MSA. However, the CNFSs # 1 and # 2 presented in this paper are valid for the resonant frequency computation of all three different types of MSAs including the rectangular, circular, and triangular MSAs.
As a result, a method based on CNFS is used to accurately and simultaneously compute the resonant frequencies of the rectangular, circular, and triangular MSAs. The CNFS comprises an ANN and an ANFIS. The ANNs are trained with BR, LM, SCG, QN, and CGF algorithms. The LSQ, NM, GA, HL, and PSO are used to identify the parameters of ANFIS. In order to verify the validity and accuracy of the CNFS models for resonant frequency computation, comprehensive comparisons are made. The results of CNFS models are in very good agreement with the measurements. A significant improvement is obtained in the ANN and ANFIS results. The proposed method is not limited to the calculation of the resonant frequency of MSAs. This method can easily be applied to other antenna and microwave circuit problems. Accurate, fast, and reliable CNFS models can be developed from measured/simulated antenna data. Once developed, these CNFS models can be used in place of computationally intensive numerical models to speed up antenna design. We expect that the CNFS will find wide applications in solving antenna and microwave integrated circuit problems.
