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Abstract 
With the advancing capabilities of Intelligence, Surveillance, and Reconnaissance 
(ISR) assets and sensors, effective utilization of these resources continues to pose a 
challenge to military decision makers.  The methodology developed explores allocation 
of ISR assets while balancing detection of new targets versus surveillance of already 
detected targets (discovery vs. persistence) using entropy as a measure of effectiveness.  
Scenarios with an unknown number of static and moving targets in a bounded 
geographical region are considered.  A baseline model was built to examine four different 
search algorithms: random, raster, greedy, and a rollout algorithm based on dynamic 
programming.  A space-filling Nearly Orthogonal Latin Hypercube (NOLH) 
experimental design was applied to generate data to examine four Measures of 
Effectiveness (MOEs):  step entropy, average entropy, number of targets found, and time 
steps to completion. 
Based on statistical analysis and time series plots, the rollout algorithm’s 
performance dominated others algorithms considered for all MOEs.  In addition to 
minimizing uncertainty in the first 100 time steps of the run, the rollout algorithm also 
produced the highest number of targets found within the fixed time step scenario, and, for 
the exhaustive target detection scenario, discovered all of the targets within the region in 
less time steps.  Based on these results, the rollout algorithm provides superior 
performance in the allocation of ISR assets while balancing detection of new targets 
versus surveillance of already detected targets.  
 AFIT/OR-MS/ENS/12-09 
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SURVEILLANCE VERSUS RECONNAISSANCE: 
AN ENTROPY BASED MODEL 
I. Introduction 
The former United States Secretary of Defense, Dr. William J. Perry, stated, “We 
live an age that is driven by information.  Technological breakthroughs…are changing 
the face of war and how we prepare for war”.  With the increase of information and the 
ever-tightening military budget, the Department of Defense (DoD) is continually looking 
to defense planners, commanders, and decision-makers to make intelligent decisions 
regarding the use of Intelligence, Surveillance, & Reconnaissance (ISR) assets during 
war and peacetime.  This thesis examines the use of information superiority and the 
growing need to effectively utilize ISR assets within the battle space to meet our national 
security needs. 
Background 
With the advancing capabilities of ISR assets and sensors, effective utilization of 
these resources continues to pose a challenge to military decision makers.  There are 
numerous questions that a decision maker can ask in regards to this challenge.  What 
quantity and mix of ISR assets are needed to meet our national security challenges?  How 
should ISR assets be used?  What quantity and mix of surveillance and reconnaissance 
force is needed to cover a defined area?  How do we measure our current ISR 
capabilities?  As these questions are explored, two overarching measures of merit have 
been defined: discovery of new targets (reconnaissance) and persistence of already 
known targets (surveillance).  Both are important to the situational awareness of the battle 
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space, however, “we can optimize discovery or we can optimize persistence…but we 
cannot do both” (Murphy & Payne, 2009).  Tradeoffs between discovery and persistence 
should be explored and methodologies created that aid this exploration. 
 Problem Statement 
This research examines search algorithms for an unknown number of static and 
moving targets over a discrete time and bounded domain for ISR assets.  The 
methodology explored will balance detection of new targets versus surveillance of 
already detected targets (discovery vs. persistence) using entropy as a measure of 
effectiveness. 
Preview 
Chapter II explains background information and previous research on entropy, 
information gain, and common search algorithms. Chapter III details the implementation 
of certain heuristics in an entropy based model of a defined ISR battle space. Chapter IV 
includes the analysis and results of this method. Finally, Chapter V provides an overview 
of the work completed in this paper, as well as recommendations for future work. 
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II. Literature Review 
This chapter outlines background information and previous research on entropy, 
information gain, and common search algorithms. This chapter is organized into 6 
sections: Bayesian Updating, Entropy, Information Gain, Diffusion Modeling, Entropy 
Measure of Surveillance Effectiveness, and Search Algorithms. 
Bayesian Updating 
Bayesian updating is commonly used in the formulation surveillance operations to 
determine the existence or non-existence of targets within a region.  The cells are 
initialized using an a priori probability, or initial degree of belief that a target is in a 
specific cell of the region, P(A).  An a posteriori probability, the degree of belief when 
information of a target detection or non-detection occurs P(A|B), is then determined 
through the application of Bayes’ Theorem in Equation 1 below.  Assuming all cells of 
the region are independent allows for the application of Bayesian updates to only those 
cells that are being observed by the surveillance sensor.  Bayesian updates are not applied 
to those cells outside of the sensor detection since no new information is received. (Berry, 
Pontecorvo, & Fogg, Optimal Search, Location and Tracking of Surface Maritime 
Targets by a Constellation of Surveillance Satellites, July, 2003) 
Equation 1 PሺA|Bሻ ൌ PሺB|AሻPሺAሻPሺBሻ  (1) 
Entropy 
Shannon’s concept of entropy is the basis for modern information theory.  It was 
originally established as a measure of the information contained in a transmitted message.  
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It is often referred to as the “measure of uncertainty”, and is a numerically measurable 
quantity, on the basis of a probabilistic model.  In Shannon’s entropy derivation, the 
outcome space, Ω, includes a discrete number of mutually exclusive outcomes or events, 
Xi.  For each outcome, Xi, there corresponds a probability of occurrence, pi.  The function 
Hn(p1, p2,…pn) is to be interpreted as the average uncertainty associated with the outcome 
X=xi, i = 1, 2, …, n.  Equation 2 below is Shannon’s original entropy equation. 
Equation 2 H୬ሺpଵ, pଶ, … p୬ሻ ൌ െK෍p୧logሺp୧ሻ
୬
୧ୀଵ
 (2) 
Where K = positive scaling constant 
pi = probability of outcome i 
Entropy is traditionally unitless.  The higher the entropy value, the greater the 
uncertainty of the information received.  An entropy value of zero corresponds to no 
uncertainty of information, i.e. perfect information.  The higher the entropy value, the 
greater the uncertainty in the information at hand. (Shannon, 1949) 
Shannon’s entropy displays a number of desirable properties, four are outlined 
below.  (Reza, 1961) 
(1) Continuity.  The entropy function is continuous in each and every independent 
variable pi. 
(2) Symmetry.  The entropy function is symmetric for every combination of 
probabilities pi. 
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(3) Extremal Value of the Entropy Function.  The entropy function has a 
maximum value when all the individual probabilities are equal.  This 
maximum value varies based on the number of mutually exclusive outcomes. 
(4) Additivity.  The total entropy of a sample space is equal to the sum of its parts 
Information Gain 
Barr and Sherrill (Barr & Sherrill, July, 1996) applied entropy when considering a  
concept of information gain.  Information gain measures the decision maker’s state of 
uncertainty about his adversary in terms of discrete probability distributions over space 
that the adversary may occupy.  Their question was, “How does a commander’s state of 
knowledge change when he receives new data containing information?”  Their research 
modeled the amount of uncertainty a commander faces when applied to a scenario with a 
finite set of possible states and a probability distribution over the set which may be 
updated as information is received.   
Like entropy, information gain is unitless because the measure depends only on 
the probabilities of the possible outcomes.  Once the entropy at a given state is calculated, 
a Bayesian update is used to determine the new probability, given that a sensor detects 
the target.  This probability is used to calculate the new entropy.  The difference between 
the old entropy and the new entropy is the “information gain”, shown in Equation 3 
below. 
Equation 3 δሺp, pכሻ ൌ െ෍ሾp୧ lnሺp୧ሻ ൅ p୧כln ሺp୧כሻሿ
୧஫S
 
(3) 
Where p = prior distribution of the commander’s uncertainty 
p* = posterior distribution of the commander’s uncertainty at a later time 
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This information gain in a military context addresses a primary objective of 
“studying the relationship between information gained about an enemy’s disposition and 
measures of combat effectiveness (Barr & Sherrill, July, 1996)”.  However, this 
information gain term needs to be normalized across competing requirements (Ahner, 
2009 Winter Simulation Conference). 
Diffusion Modeling  
Probability diffusion is defined as the spreading out of a probability throughout a 
state space over time.  A probability diffusion model represents the rate of transition of 
that spread.  This model is commonly used to represent the probability of a moving target 
location over time without additional updates on the target’s location.  A diffusion model 
must follow the following axioms of probability as stated in Montgomery and Runger’s 
“Applied Statistics and Probability for Engineers” (Montgomery & Runger, 1999): 
(1) All outcomes must have a probability between zero and one inclusive:  
 
0൒ܲሺܺ ൌ ݔ௜ሻ ൑ 1  ݂݋ݎ ݈݈ܽ ݅     
 
(2) The sum of all the outcomes must equal one: 
 ∑ ܲሺܺ ൌ ݔ௜ሻ ൌ 1௜  
(3) If two outcomes cannot happen at one time, the probability is derived from the 
addition of the individual probabilities: 
ܲሺ ଵܺ ׫ ܺଶሻ ൌ ܲሺ ଵܺሻ ൅  ܲሺܺଶሻ, ݃݅ݒ݁݊  ଵܺ ת ܺଶ ൌ ׎ 
 7 
  Shupenus and Barr (Shupenus & Barr, 1999) discuss three types of target 
diffusion models: the square uniform, the circular uniform, and the exponential cone 
model. 
Square Uniform Model 
The square uniform model assumes that at a specified time increment a target is 
equally likely to be found in its last known location, as well as each of the adjacent cells.  
Figure 1 below is a visual representation of the square uniform diffusion model.  This 
model allows for easy probability computation.  There are, however, a number of 
assumptions that create an unrealistic target movement characterization.  The model 
assumes a target could travel to the extreme corner of a cell in the same time that it can 
reach the middle.  In addition, the model does not regard target speed.   
 
Figure 1: Square Uniform Diffusion Model 
   (Shupenus & Barr, 1999) 
   
Circular Uniform Model 
With the circular uniform model, the number of cells a target can reach in a given 
time is limited based on speed and the potential distance traveled.  Figure 2 below is a 
visual representation of the circular uniform diffusion model.  This model is also 
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unrealistic, in that a target is equally likely to be at the edge of the circle as it is to be at 
its last know location.  This is not the case, even in a random walk.   
 
Figure 2: Circular Uniform Diffusion Model 
   (Shupenus & Barr, 1999) 
 
Exponential Cone Model 
The exponential cone model characterizes the target’s movement with the 
bivariate distribution.  Figure 3 below is a visual representation of this distribution, which 
has the shape of a curved cone, hence the name exponential cone diffusion model.  This 
model is a better representation of typical target movement than the uniform models 
above because it is expected that there is a greater likelihood of finding the target 
somewhere near the last know location, than at the farthest possible point based on the 
max speed of the target. The likelihood decreases from a maximum value at the center, to 
zero at the maximum radius.  The rate of diffusion should be determined based on target 
characteristics, such as speed and initial location, as well as battlefield characteristics, 
such as terrain and topography.   
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Figure 3: Exponential Cone Diffusion Model  
   (Shupenus & Barr, 1999) 
Entropy Measure of Surveillance Effectiveness 
A recent study by Berry, Pontecorvo and Fogg (Berry, Pontecorvo, & Fogg, July, 
2003) facilitates the optimal solutions to dynamically determining the allocation and 
control of satellite surveillance resources for the purpose of detecting, locating, and 
tracking surface maritime targets.  The formulation was based upon Bayesian estimation 
and an entropy measure of surveillance effectiveness.  A sensor’s performance was 
modeled in terms of its probability of detection (pd) and false alarm (pfa). Surveillance 
operations were broken down into three separate phases: search, locate, and track.  For 
each phase, the objective was to maximize the expected information.  These phases are 
described below.  
Phase I: Search 
 During the search phase, the objective was to determine the existence or non-
existence of targets within a region.  Targets and the cells of the region were assumed to 
be independent of each other, and the probability that a target was located in a cell was 
subjected to Bayesian updates based on whether or not detection occurred.  The a priori 
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probability for a target cell i at epoch n+1 was pin+1.  Equation 4 below denotes the a 
posteriori probability if a detection did occur and Equation 5 below denotes the a 
posteriori probability if a detection did not occur. 
E 
Equation 4 
p୧୬ାଵሺ1ሻ ൌ pୢpො୧
୬ାଵ
pୢpො୧୬ାଵ ൅ p୤ୟሺ1 െ pො୧୬ାଵሻ (4) 
Equation 5 p୧୬ାଵሺ0ሻ ൌ
ሺ1 െ pୢሻpො୧୬ାଵ
ሺ1 െ pୢሻpො୧୬ାଵ ൅ ሺ1 െ p୤ୟሻሺ1 െ pො୧୬ାଵሻ (5) 
 
    The entropy for the global distribution of targets was equal to the sum of all of 
cells in the region.  The entropy of a cell i at epoch n+1, with a non detection, was 
denoted as (݄௜௡ାଵሺ0ሻ)  The entropy of a cell i at epoch n+1, with a detection, was denoted 
as (݄௜௡ାଵሺ1ሻ).  The individual entropy for each separate cell, based on whether a detect or 
non detect occurred, was calculated using Equation 6 and Equation 7 below. 
Equa
tion 6 ݄௜
௡ାଵሺ0ሻ ൌ െ݌௜௡ାଵሺ0ሻ݈݋݃݌௜௡ାଵሺ0ሻ െ ቀ1 െ ݌௜௡ାଵሺ0ሻቁ log ሺ1 െ ݌௜௡ାଵሺ0ሻሻ (6) 
Equa
tion 7 ݄௜
௡ାଵሺ1ሻ ൌ െ݌௜௡ାଵሺ1ሻ݈݋݃݌௜௡ାଵሺ1ሻ െ ቀ1 െ ݌௜௡ାଵሺ1ሻቁ log ሺ1 െ ݌௜௡ାଵሺ1ሻሻ (7) 
 
Hence, the expected entropy is  
Equation 8 Eሺ݄௜௡ାଵሻ ൌ Prሼ0ሽ݄௜௡ାଵ ሺ0ሻ ൅ Prሼ1ሽ ݄௜௡ାଵሺ1ሻ             (8) 
   Where Pr{1} = probability of detection 
    Pr{0}= probability of no detection 
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The entropy for the global distribution of targets was equal to the sum of the 
entropies for the individual cells.  Therefore, a sensor action was selected to minimize the 
total expected entropy of the region (Berry, Pontecorvo, & Fogg, July, 2003).  
Phase II: Locate 
During the locate phase, the objective was to determine the location of the targets 
discovered during the search phase.  A probability distribution for each of the predicted  
number of k targets is determined with using Bayesian updates of observations in cells 
{jଵ, jଶ, … j୩ሽ.  Therefore, the probability distribution for the locations of k targets at the 
nth epoch is ܲ௡ሺjଵ, jଶ, … j୩ሻ.  The entropy corresponding to the information regarding the 
locations of the predicted number k of targets at the nth epoch is 
Equation 9 ݄௡ ൌ െ ෍ P୬ሺjଵ, jଶ, … j୩ሻlogP୬ሺjଵ, jଶ, … j୩ሻ
୨భ…୨ౡ
 
            (9) 
The choice of sensor control parameter was based upon the expectation of entropy 
change following the observations of a target. (Berry, Pontecorvo, & Fogg, July, 2003) 
Phase III: Track 
During the track phase, Bayesian updates and a Markovian target motion model 
were used to track target location estimates.  Each target maintained a separate 
probability distribution for its location and the sensor was tasked to track a single target 
of interest (Berry, Pontecorvo, & Fogg, July, 2003).  
The above search and track methods were based on the posterior measure of 
probability.  However, the method of search to find the a priori probability was not 
discussed.  The next section discussed various types of search algorithms that are used to 
determine those values. 
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Search Algorithms 
 Exhaustive Algorithms 
There are several exhaustive search algorithms.  The “raster scan” method, the 
“spiral in” method, and the “spiral out” method, are the most common.  The raster scan 
method sweeps vertically (or horizontally) over the region of interest, and is depicted in 
Figure 4a below.  The spiral in method starts the sweep on the outer edge of the region 
and spirals in towards the center, and is depicted in Figure 4b below.  The spiral out 
method starts the sweep in the center of the region and spirals out towards the outer edge, 
and is depicted in Figure 4c below. Given that the target is stationary and equally likely 
to be in a given cell, all of these methods are equivalent.  However, if targets move as the 
search is carried out, or the probability of detect is less than 1, these methods become less 
favorable (Washburn, 2002). 
 
Figure 4: Exhaustive Search Algorithms 
(a) Raster Scan (b) Spiral In (c) Spiral Out 
Greedy Algorithm 
A greedy algorithm always makes the choice that looks best at that moment. It 
progresses in a top down manner, making one greedy choice after another.   It chooses a 
local optimal in hope that this choice will lead to a globally optimal solution.  This 
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heuristic strategy rarely produces an optimal solution, but can on occasion.  There is no 
general way to determine whether a greedy heuristic will produce an optimal answer, but 
there are two properties that support the use of such an algorithm:  the greedy-choice 
property and the optimal-substructure property (Cormen, Leiserson, & Rivest, 1989). 
The greedy-choice property is defined as a problem in which a globally optimal 
solution can be arrived at by making a locally optimal choice.  In order to determine this 
property, it must be proven that a greedy choice yields a globally optimal solution at each 
step, which can be difficult.  A problem possesses the optimal-substructure property if an 
optimal solution to the problem contains within it optimal solutions to subproblems 
(Cormen, Leiserson, & Rivest, 1989).   
Rollout Algorithm 
Rollout algorithms are commonly used in combinatorial problems such as 
scheduling and routing. They were first proposed for the approximate solution of discrete 
optimization problems by Bertsekas, Tsitsiklis and Wu (Bertsekas, Tsitsiklis, & Wu, 
Rollout Algorithms for Combinatorial Optimization, 1997), and are capable of 
magnifying the effectiveness of any given heuristic algorithm through sequential 
application.  
The problem set is characterized by a finite set U of feasible solutions and by a 
cost function g(u).  The problem is viewed as a sequential decision problem where the 
components u1…uN are selected one-at-a-time.  The initial state is an empty set of 
decisions, where an n-solution is formed consisting of the first n decisions.  From this 
state, a decision un+1, is added to form the (n+1) solution where 
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Equation 10 Un+1 = {un+1| there exists a solution of the form (u1,u2,…,uN)ϵU} (10) 
 J*(u1,u2,…,uN) denotes the optimal cost starting from the n-solution.  If J* is 
known, the optimal solutions can be constructed through a sequence of N minimizations.  
Unfortunately, J* is rarely known and every possible permutation of the decision space 
would have to be explored to find it.  To deal with this, an approximation ܬሚሺݑ෤ଵ, ݑ෤ଶ, … ݑ෤ேሻ 
to obtain a suboptimal solution, ሺݑ෤ଵ, ݑ෤ଶ, … ݑ෤ேሻ, is applied through Equation 11 below. 
Equation 11 ݑ௜כ ൌ arg min௨෥೔ఢ௎೔ ܬሺݑ෤ଵ
כ, … ݑ෤௜ିଵכ , ݑ෤௜כሻ ݅ ൌ 1 െ ܰ (11) 
Heuristic algorithms are used to obtain the approximate cost to go function, 
ܬሚሺݑ෤ଵ, ݑ෤ଶ, …ݑ෤ேሻ, by starting with an n-solution whose cost is denoted by H(u1,u2,…,uN).  
Then, ܬሚሺݑ෤ଵ, ݑ෤ଶ, … ݑ෤ேሻ = H(u1,u2,…,uN), as the approximate cost to go (Bertsekas, 
Tsitsiklis, & Wu, Rollout Algorithms for Combinatorial Optimization, 1997) 
Rollout algorithms have been shown to significantly improve performance of 
index and greedy heuristics, and are computationally tractable. The rollout algorithm is 
also monotonically increasing (Bertsekas & Castanon, Rollout Algorithms for Stochastic 
Scheduling Problems, 1999). 
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III. Methodology 
This chapter outlines the methodology and experimental design setup for the 
model used to for this research. This chapter is organized into 11 main sections 
discussing grid characteristics, target characteristics, asset characteristics, entropy 
growth, diffusion modeling, Design of Experiments (DOE), and Measures of 
Effectiveness (MOEs). 
Hexagonal Coordinate System 
A hexagonal coordinate system was used for this simulation.  One of the major 
advantages to this type of system lies in the consistent connectivity of its constituent 
hexagons.  All adjacent hexagons are equidistant to the center hexagon, depicted in 
Figure 5a below.  This allowed for ease of computation in both time steps and the 
diffusion model used and improves upon the diffusion models described in Chapter II.   
A conversion of the hexagonal coordinate system to the traditional Cartesian 
coordinate system was needed for coding and animation in Visual Basic.  Figure 5b 
below is a representation of this mapping (Hexagonal Coordinate Systems, 2005). 
 
Figure 5: Hexagonal Coordinate System 
(a) Equidistant Hexagons  (b) Cartesian Coordinate Mapping 
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Grid Characteristics 
A rectangular grid was constructed based on the size of the area of interest.  
Figure 6 below is a visual representation of that grid.  Each hex was assumed to be 
independent within the grid.  This allowed for computational ease for entropy and target 
diffusion.  
 
Figure 6: Rectangular Grid  
Target Characteristics 
Targets were separated into two categories: stationary and moving.  Stationary 
targets remained in one hex for the entirety of the simulation.  Moving targets had the 
ability to travel in seven possible ways each time step: move to one of the six adjacent 
hexes, or stay stationary.  The targets mix was changed based on each scenario.  
A number of assumptions were used in regards to target characteristics:  
(1) Moving targets chose their directional movement randomly from a maximum 
of seven different movements: to stay stationary, or to move to one of six 
adjacent hexes, within the grid boundaries.  No ground truth involving roads, 
terrain, or structures was utilized. 
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(2) Targets moved at a 1:1 ratio in reference to the speed of the ISR asset. 
(3) Each hex contained a maximum of one target during each time step. 
(4) Each target had a unique identifier.  An asset could distinguish between a new 
target and a target already identified. 
Asset Characteristics and Movements 
An asset was defined as an aerial based ISR platform containing a sensor with the 
capability to search and track stationary and moving targets on the ground.  A 
homogeneous asset force was used, therefore, the hex sizes in the grid were based on 
sensor platform capability.  This sensor platform capability was one of the user inputs.  
Time steps were based on the ability of the asset to move one time per time step. 
Each asset started from the same location on the grid and had the ability to travel 
in seven possible ways within the grid: move to one of the six adjacent hexes, or stay in 
the same location. These movements were determined by the movement algorithm 
selected for each scenario.  These movement algorithms are outlined below.  
Random Movement 
The random movement algorithm was the simplest movement algorithm used.  
The travel direction of the asset was chosen randomly with the grid boundaries as the 
only constraint.  This algorithm was used as a lower bound on algorithm performance.   
Raster Movement 
The exhaustive search method used in this simulation was the raster movement 
algorithm.  This algorithm moved the asset in a pre-determined up and down sweeping 
motion within the grid boundaries.  Figure 7 below is a visual representation of this 
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movement.  This algorithm performs favorable when targets are stationary and the 
probability of detect is one.  It was used as an upper bound on algorithm performance 
when these conditions were met. 
 
Figure 7: Raster Algorithm Example 
 
Greedy Heuristic Movement 
The greedy heuristic algorithm determined the travel direction of the asset by 
choosing the direction of travel to the adjacent hex that had the highest entropy value 
within the grid boundaries.  Figure 8 below is a visual representation of a greedy 
movement example.  Based on the entropy values in the figure, the asset would choose to 
move to the hex with the highest entropy value of 0.5.  If more than one hex contained 
the highest entropy value of the adjacent hexes, the travel direction was chosen randomly 
among those hexes. 
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Figure 8: Greedy Algorithm Example 
  
Rollout Heuristic Movement 
The rollout heuristic algorithm determined the travel direction of the asset by 
utilizing the rollout algorithm discussed in Chapter II.  This algorithm chose the path with 
the highest overall entropy according to the corresponding number of movement look 
aheads.  Figure 9 below is a visual representation of a rollout movement example with 
two look aheads.  Based on the entropy values in the figure, the asset would to move to 
the hex with the highest path entropy value of 1.1.  If more than one path contained the 
highest entropy value, the travel direction was chosen randomly among those paths. 
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Figure 9: Rollout Algorithm Example 
Track Movement 
During some scenarios, an asset would be used to track a target instead of search 
the grid.  An asset designated for this purpose would follow the specified search 
algorithm until a target was identified for track.  At this point, the asset would switch to 
the track movement and follow that specified target.  As stated in the target 
characteristics section above, at 1:1 ratio was assumed between the asset and target 
speeds. 
Multiple Asset Movements 
Additional rules were applied to the asset movements when more than one asset 
traveled within the grid.  Below, these rules are explained according to the movement 
algorithm selected. 
Raster Movement Scenario 
During the raster movement scenario, only one asset started movement at the first 
time step.  Each additional asset was delayed a specified amount of time to evenly 
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distribute the assets over the grid.  The time delay was calculated as the total amount of 
grid hexes divided by the total amount of assets.  As the assets swept back and forth over 
the grid, there were instances when the assets occupied the same hex.  It was assumed 
that there was enough altitude separation for this to occur. 
Random, Greedy, and Rollout Movement Scenarios 
During the random, greedy and rollout movement scenarios, the only time assets 
occupied the same hex was at the start of the scenario.  Once an asset departed the base, it 
was not allowed to occupy the same hex as another asset.  This was done to allow for 
maximum coverage of the grid.   
Search versus Track 
Assets also had the ability to be designated a track asset as one of the model 
inputs.  Asset followed the search algorithm selected for the run until a moving target was 
detected by that asset.  If the number of assets tracking targets was less than the number 
designated to track, the asset stopped searching and tracked that specific target.  The 
probability of keeping that track was also a model input.  If the asset lost the track of the 
target, the asset resumed the search algorithm until another moving target was identified.   
Entropy Growth 
The entropy values for each cell of the grid varied from zero, representing no 
uncertainty, to 0.5, representing the maximum value of uncertainty.  This normalization 
allowed for comparative analysis between the runs.  Over time, the entropy for each hex 
degraded from the initial entropy value to the maximum value of 0.5.  This growth was 
derived using the generalized harmonic stepsize function: 
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12 ܵݐ݁݌ݏ݅ݖ݁ ൌ ܽ/ሺܽ ൅ ݊ሻ (12) 
Where a = positive constant 
  n = time step 
Increasing the value of a slows the rate at which the stepsize drops to zero, as the 
entropy growth reaches a value of 0.5 (Powell, 2007).  Figure 10 below is a visual 
representation of the entropy growth for varying values of a.  
 
Figure 10: Generalized Harmonic Entropy Growth 
 
This growth function was chosen because of its flexible growth rates.  The value 
of a was altered depending on what type of target was identified in that cell.  The growth 
rate of a hex with a stationary target would be less than that of a moving target.  A growth 
rate of 80 and 10 were used, respectively, for hexes with stationary and moving targets. 
Belief State Diffusion 
As the ISR asset traveled within the grid, a belief state on target location 
probability was built.  This belief state was represented as a two dimensional matrix with 
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the dimensions of the grid.  Each cell of this belief state matrix contained the probability 
of a target being located in the corresponding grid hex. When a target was detected in a 
hex, the corresponding belief state cell was updated to a probability of 1 (since the 
probability of a false alarm was assumed to be zero).  If the target was a moving target, 
the belief state incorporated a diffusion rate to represent the probability of a moving 
target over time without any additional updates on the target’s location. 
The diffusion model used for the belief state incorporated the uniform square 
model and the exponential cone model discussed in Chapter II.  The uniform square 
model was chosen based on its computational ease and the exponential cone model was 
chosen based on its more realistic representation of target movement.  Moving targets 
chose their directional movement randomly from a maximum of seven different 
movements: to stay stationary, or to move to one of six adjacent hexes, within the grid 
boundaries.  Therefore, each of the seven moves was modeled with equal probability.    
These moves were modeled over discrete time steps, creating a belief state 
diffusion over time.   Figure 11 below is a visual representation of this diffusion for one 
target over 3 time steps, using an 8 direction square grid.  Figure 11a depicts an initial 
detect of a moving target at cell (4,4) with probability 1.  Figure 11b depicts the first time 
step after initial detection.  A moving target is equally likely to stay in its initial cell or 
move to one of the adjacent cells, therefore the probability of a target in cell (4,4) and 
each adjacent cell is 1/9.  Figure 11c depicts the second time step after initial detection.  
Those cells containing probabilities in Figure 11b are diffused in the same pattern.  Since 
cell (4,4) is adjacent to all of these diffusing cells, the probability that a target is in cell 
(4,4) is more likely than those cells on the edge of the diffusion pattern.  As the time steps 
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increase, the diffusion model starts to represent a bivariate normal distribution, where the 
probability of a target in a cell is more likely in the center, than on the edges.  
 
 
Figure 11: Diffusion Model Time Steps 
(a)Time Step Zero (b)Time Step One  (c)Time Step Two  (d)Time Step Three 
 
The belief state diffusion continued over time until one of two events occurred.  
The first event was an additional detection of an already known target.  This was 
characterized as an update to that target location and the belief state was refreshed to time 
step zero in order to start the diffusion process over.  The second event that halted the 
belief state diffusion was if the maximum diffusion probability for a target reached a 
specified tolerance.  If the maximum diffusion probability fell below the tolerance level, 
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a uniform distribution is applied to the entire grid for that target, capturing that the target 
was identified; however, there was no knowledge on where that target currently is.  This 
distribution does not vary until the target was detected again. 
Since each target had a unique identifier, each target had an individually 
calculated belief state.  Based on the axioms of probability, the expected number of 
targets is the sum over all the belief states. 
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ܧሺܰݑܾ݉݁ݎ ݋݂ ܶܽݎ݃݁ݐݏሻ ൌ ෍
௜
ܤ݈݂݁݅݁ ܵݐܽݐ݁௜    (13) 
                                               Where i = Number of identified targets 
Model Inputs  
The model called for several user inputs.  These inputs includes size of the grid, 
number of stationary targets, number of moving targets, number of search assets, number 
of track assets, the starting location of those assets, the size of the sensor view, the sensor 
probability of detect, the probability an asset could keep a track, as well as the number of 
“look aheads” if the rollout algorithm was in use.   
Design of Experiments 
When conducting simulation studies, there are typically a large number if inputs 
and a finite amount of computing resources available to perform simulation runs.  Design 
of Experiments provides a structured way to decide which configurations to simulate so 
that the desired output is obtained in the fewest possible runs.  The primary goal of 
experimental design is to assess how changes to input parameters (factors) affect the 
results (responses) of the simulation.   
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Factor Selection 
Based on the model inputs outlines in the section above, the factors selected for 
the DOE fell into three categories: asset/sensor characteristics, target characteristics, and 
search algorithm parameter.  The first set of factors included the following asset/sensor 
characteristic: number of track assets, number of search assets, sensor probability of 
detect (PDet), and sensor probability of track (PTrack).  The second set of factors included 
the following target characteristics: number of stationary targets and number of moving 
targets.  The final factor was the number of look aheads used when the rollout algorithm 
was set as the search type. These factors were selected base on their possibility of being 
an influential factor.  Table 1 below outlines the factors and their ranges used in the DOE. 
Table 1: Design Factors and Ranges 
 
Nearly Orthogonal Latin Hypercubes 
After input factor selection, an experimental design was selected to provide the 
responses required to fully explore the range of input factors.  The space-filling Nearly 
Orthogonal Latin Hypercube (NOLH) design was selected to provide an exploration of 
the entire response surface.  The NOLH design allows for multiple levels, or even 
continuous ranges, for each factor (Cioppa & Lucas, July, 2007).  Another advantage of 
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the NOLH design is the minimization of the correlation between the columns of the 
design matrix to produce a “nearly orthogonal” design, which is key property of a good 
design (Kleijnen, Sanchez, Lucas, & Cioppa, 2005).  
A spreadsheet design tool, was used to generate the design points for the seven 
factor NOLH design (Sanchez, 2005).  The spreadsheet employs an algorithm where the 
maximum number of factors examined in a Latin hypercube is ݉൅ ቀ݉ െ 12 ቁ where m is 
an integer greater than 1.  Solving for m using 7 as the number of factors gives m = 4.  
The number of n design points required is given by n = 2m+1 and results in 17 design 
points needed (Cioppa & Lucas, July, 2007).  These design points were run for each of 
the search algorithms explained above.   Table 2 below outlines the factor levels for each 
of the 17 design points in the DOE. 
Table 2: Nearly Orthogonal Latin Hypercube Design Points 
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Scenarios 
The NOLH design described above was applied to two different scenarios.   These 
scenarios differed in the stopping criteria for the simulation.  The first scenario was run 
until all of the targets within the grid were detected, and was called the exhaustive target 
detection scenario.  The second scenario was run until a fixed number of time steps was 
reached, and was called the fixed time step scenario.  The Measures of Effectiveness 
(MOEs) for each scenario are outlined below. 
Common Scenario MOEs 
The two common MOEs used during the exhaustive target detection and fixed 
time step scenarios were the step entropy and average entropy.   
Step Entropy 
The step entropy of the region was generated by the model after each time step of 
the run.  The step entropy was calculated using Equation 14 below.  This MOE was 
selected as it was an appropriate measure to provide insight into the trends of entropy 
over time for each run. 
14 ܵݐ݁݌ ܧ݊ݐݎ݋݌ݕ௜ ൌ ෍௝ ෍௞ ܧ݊ݐݎ݋݌ݕ௝௞ (14) 
Where i = Time Step 
j = Number of hexes in the X axis 
k = Number of hexes in the Y axis 
 
Average Entropy 
The average entropy of the region was generated by the model for each run.  The 
step entropy was calculated using Equation 15 below.  This MOE was selected as it was 
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an appropriate measure to provide insight into the overall uncertainty of information over 
the entire run. 
15 ܣݒ݁ݎܽ݃݁ ܧ݊ݐݎ݋݌ݕ ൌ ሺ∑௜ ܵݐ݁݌ܧ݊ݐݎ݋݌ݕ௜ሻܶ݋ݐ݈ܽܶ݅݉݁ (15) 
Where i = Time Step 
Exhaustive Target Detection Specific MOE 
Each design point within the exhaustive target detection scenario ran until all of 
the targets were detected, therefore, the number of time steps varied based on the search 
algorithm utilized and target movement.  This MOE was selected as it was an appropriate 
measure to provide insight into the efficiency of the search algorithms in the model. 
Fixed Time Step Specific MOE 
Each design point within the fixed time step scenario ran until a specified number 
of time steps were completed, limiting the target detection within the region, therefore, 
the number of targets detected varied.  The number of time steps was set at 700 for this 
scenario.  This number was chosen to allow the model to reach a steady state entropy 
value for each of the search algorithms.  This MOE was selected as it was an appropriate 
measure to provide insight into the efficiency of the search algorithms in the model. 
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IV. Results and Analysis 
This chapter outlines the results and analysis of the output generated from this 
research. The chapter is organized into six main sections:  Five sections discussing each 
of the MOEs (step entropy, average entropy, number of targets found, number of time 
steps to completion, and surveillance vs. reconnaissance), and the fifth discussing overall 
conclusions.  
For all of the results, the region of interest was held constant with an 80 km by 80 
km grid.  These values lead to upper and lower entropy bounds on the region.  The upper 
entropy bound was determined with all of the hex values at the maximum entropy value 
of 0.5.  The lower entropy bound was determined by utilized a design run that would 
results in the lowest possible entropy level within the model.  This run consisted of a PDet 
of 1.0, ten assets, and all stationary targets.  The upper bound was 418, and the lower 
bound was approximately 250.  
Step Entropy Results 
The step entropy MOE was generated by the model for each design point of the 
NOLH using Equation 14.  The entropy of the region was plotted over time to provide 
insights into the trend of entropy within the run.  All of these plots contained one 
common trend: the rollout search algorithm decreased the entropy of the region the most 
during the first 100 time steps, and continued to remain as one of the lowest entropy 
values throughout the run.  The greedy algorithm behaved in a similar manner, while the 
raster and random algorithms did not have a clear trend among all of the runs.  The 
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resulting plots for each of the 17 design points are located in Appendix A. A subset will 
be discussed in detail below.  
The plots can also be separated into two groups of behavior: those that reached a 
steady state with an entropy value below 400, and those that had an entropy value that did 
not drop below 400. The main factor that separated these two groups was the probability 
of detect.  Those design runs with a high PDet (≥ 0.85) all belonged to the first group.  The 
remaining design runs (0.2 ≤ PDet < 0.85) belonged to the second group.  This separation 
of design points is expected since a sensor with a higher PDet leads to a less uncertain 
environment.  The trends within these two groups are discussed below. 
Steady State Entropy Below 400  
The four design points that produced runs which fell into the first group of 
behavior (runs that reached a steady state with an entropy value below 400) were design 
points 7, 8, 11, and 15 (outlined in Table 2).  Figure 12 and Figure 13 below are the plots 
for the runs of design points 7 and 11, respectively.  The entropy at time step 0 always 
started at a value of 418.5 due to the initial state of the grid containing an entropy value 
of 0.5 in each hex. 
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Figure 12: Entropy Over Time: Design Point 8 
 
 
Figure 13: Entropy Over Time: Design Point 11 
 
The rollout and greedy algorithms both produce a drastic decease in entropy at the 
start of the run and reach a steady state around time step 100.  The raster algorithm 
continued to decrease over time, and did reach an entropy value similar to the greedy and 
rollout algorithms.  However, as shown in Figure 12 and Figure 13, the entropy value 
 33 
does not continue to decrease past that of the greedy or rollout algorithms.  The random 
algorithm reached a steady state well above the other search algorithms. 
Steady State Entropy Above 400 
The remaining 13 design points produced runs which fell into the second group of 
behavior, runs which had an entropy value that did not drop below 400.  Figure 14 below 
is the plot for the run of design point 4, and is a representative plot for all of the runs in 
this group. 
 
Figure 14: Entropy Over Time: Design Point 3 
 
The rollout and greedy algorithms both produce a decrease in entropy at the start 
of the run greater than that of the raster and random algorithms.  Although the decrease in 
entropy was very slight compared to Figure 12 and Figure 13 above, the greedy and 
rollout algorithms remained at a lower entropy value throughout the run. 
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Average Entropy Results 
For this MOE, the average entropy was the response variable, and all of the 
factors from the NOLH were the predictor variables.  The average entropy of the region 
was generated by the model for 30 replications of each design point (using Equation 15) 
of the NOLH over two separate scenarios: the fixed time step scenario, and the 
exhaustive target detection scenario.  JMP 9 software was used to analyze the average 
entropy data for each scenario.  A first order model with two way interactions was 
constructed using JMPs stepwise and standard least squares tools.  The results for these 
scenarios are outlined below. 
Fixed Time Step Scenario 
The regression model resulting from the fixed time step runs contained all of the 
main effects, as well as a number of two way interactions (Table 3).  The main effects 
were expected to have significance on the model as they were the simulation input 
variables that constructed the characteristics of the region.  The key effect of note was the 
significant difference between the rollout and greedy algorithms compared to the random 
and raster algorithms.  The estimation term signified that the greedy and rollout 
algorithms produced a significantly lower average entropy of the region than the raster 
and random algorithms.  A number of two way interactions were also noteworthy. 
The interaction between the number of track assets and the number of moving 
targets indicated a track asset’s impact on the overall entropy of the region.  As a track 
asset followed a moving target, the entropy of those hexes was continually being updated.  
No entropy growth took place because of that continual update, and the entropy of the 
region remained at a lower level.  The interaction between the number of track assets and 
the PDet indicated that with a higher PDet, the more likely a track asset was designated to 
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track a detected target.  Again, no entropy growth took place because the target location 
continued to be updated.  
Table 3: Parameter Estimates for Fixed Time Step Scenario 
 
Model adequacy plots on the regression were also created through JMP analysis.  
Figure 15a below is the plot of the residuals vs. predicted values.  A visual examination 
of the plot indicated that the residuals do not fully follow a random pattern.  This 
signified that there might be some non-linearity or non-constant variance patterns within 
the model.  Transformations on the response did not rectify this issue.  One possibility for 
this non-constant variance could be due to the initial entropy decrease in the first 100 
time steps with a steady state entropy being reached for the remainder of the run.  Figure 
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15b below is the normal probability plot of the residuals.  A visual examination of the 
plot indicated no problem with the normality assumption of the residuals.  Based on these 
plots, it can be concluded that the regression model may contain defects in relation to 
non-constant variance of the residuals. 
 
Figure 15: Model Adequacy Plots for Fixed Time Step Scenario 
(a) Residual vs. Predicted Plot (b) Normal Probability Plot 
 
Exhaustive Target Detection Scenario 
The regression model resulting from the exhaustive target detection runs was very 
similar to the regression model from the fixed time step scenario.  The model contained 
all of the same main effects and two way interaction terms (Table 4).  Although the 
estimate values and p-values differed slightly, the same conclusions were drawn about 
the model.  The key effect of note was the significant difference between the rollout and 
greedy algorithms compared to the random and raster algorithms.  The estimation term 
signified that the greedy and rollout algorithms produced a significantly lower average 
entropy of the region then the raster and random algorithms.  A number of two way 
interactions were also noteworthy. 
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These interaction terms were also similar to those in the fixed time step scenario.  
The interaction between the number of track assets and the number of moving targets 
indicated a track asset’s impact on the overall entropy of the region.  As a track asset 
followed a moving target, the entropy of those hexes was continually being updated.  No 
entropy growth took place because of that continual update, and the entropy of the region 
remained at a lower level.  The interaction between the number of track assets and the 
PDet indicated that with a higher PDet, the more likely a track asset was designated to track 
a detected target.  Again, no entropy growth took place because the target location 
continued to be updated. 
Table 4: Parameter Estimates for Exhaustive Target Detection Scenario 
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Model adequacy plots on this regression were also created through JMP analysis.  
Again, these plots were very similar to the model adequacy plots from the fixed time step 
scenario.  Figure 16a below is the plot of the residuals vs. predicted values.  A visual 
examination of the plot indicated that the residuals do not fully follow a random pattern.  
This signified that there might be some non-linearity or non-constant variance patterns 
within the model.  Transformations on the response did not rectify this issue.  One 
possibility for this non-constant variance could be due to the initial entropy decrease in 
the first 100 time steps with a steady state entropy being reached for the remainder of the 
run.  Figure 16b below is the normal probability plot of the residuals.  A visual 
examination of the plot indicated no problem with the normality assumption of the 
residuals.  Based on these plots, it can be concluded that the regression model may 
contain defects in relation to non-constant variance of the residuals. 
 
Figure 16: Model Adequacy Plots for Exhaustive Target Detection Scenario 
(a) Residual vs. Predicted Plot (b) Normal Probability Plot 
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Number of Targets Found Results 
For this MOE, the number of targets found was the response variable, and all of 
the factors from the NOLH were the predictor variables.  The number of targets found 
was the MOE specific to the fixed time step scenario.  Data was generated by the model 
for 30 replications of each design point of the NOLH.  JMP 9 software was used to 
analyze the results, and a first order model with two way interactions was constructed 
using stepwise and standard least squares tools.  The resulting regression model 
contained all of the main effects, as well as a number of two way interactions (Table 5).  
The key effect of note was the significant difference between the rollout and greedy 
algorithms compared to the random and raster algorithms.  The estimation term signified 
that the greedy and rollout algorithms produced a higher number of targets found than the 
raster and random algorithms.  Also of note was the significant difference between the 
random and raster algorithms.  The estimation term signified that the raster algorithm 
produced a higher number of targets found than the random algorithm.  A number of two 
way interactions were also noteworthy. 
The interaction between the number of track assets and the probability of detect 
indicated that with a higher probability of detect, the more likely a track asset was 
designated to track a detected target.  As a track asset is following a moving target, the 
entropy of those hexes was continually updated.  No entropy growth took place because 
the target location continued to be updated.  The interaction between the number of 
stationary and moving targets indicated that as the amount of targets increases, the more 
likely a higher number of targets would be found within a set number of time steps.  
Another noteworthy interaction is between the parameter estimates of the look 
ahead main effect, and the look ahead quadratic effect.  The positive parameter estimate 
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of the look ahead main effect indicated that as the look ahead number increased, the 
number of targets found increased as well.  However, the negative parameter estimate 
associated with the look ahead quadratic term indicated that as the look ahead value 
increased, it decreased the number of targets found.  These competing estimates indicated 
that there was a point at which the look ahead value changed between adding to the 
number of targets found and detracting from the number of targets found. Based on the 
parameter estimates and the range of look aheads varying from two through eight, the 
number of look aheads that created the most positive value to the number of targets found 
was a look ahead of three.   
Table 5: Parameter Estimates for Number of Targets Found 
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Model adequacy plots on the regression were also created through JMP analysis.  
Figure 17a below is the plot of the residuals vs. predicted values.  A visual examination 
of the plot indicated no pattern to the residuals.  This signified that there was no non-
linearity or non-constant variance patterns within the model.  Figure 17b below is the 
normal probability plot of the residuals.  A visual examination of the plot indicated no 
problem with the normality assumption of the residuals.  Based on these plots, it can be 
concluded that the regression model does not contain any adequacy defects. 
 
Figure 17: Model Adequacy Plots for Number of Targets Found 
(a) Residual vs. Predicted Plot (b) Normal Probability Plot 
Time Steps to Completion Results 
For this MOE, the number of time steps to completion was the response variable, 
and all of the factors from the NOLH were the predictor variables.  The number of time 
steps to completion was the MOE specific to the exhaustive target detection scenario.  
Data was generated by the model for 30 replications of each design point of the NOLH.  
JMP 9 software was used to analyze the results and a first order model with two way 
interactions was constructed using stepwise and standard least squares tools.  The 
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resulting regression model contained all of the main effects, as well as a number of two 
way interactions (Table 6).  The key effect of note was the significant difference between 
the rollout, greedy, and raster algorithms compared to the random algorithm.  The 
estimation term signified that the rollout, greedy and raster algorithms found all of the 
targets within the region in less time steps than the random algorithm.  Also of note was 
the significant difference between the rollout algorithm and the greedy and raster 
algorithms.  The estimation term signified that the rollout algorithm found all of the 
targets within the region in less time steps than the greedy and raster algorithm.  A 
number of two way interactions were also noteworthy. 
The interaction between the number of track assets and search assets indicated 
that the total number of assets had an effect of the number of time steps to completion.  
The higher the number of assets, the fewer time steps were needed to find all the targets 
within the region.  The interaction between the number of track assets and the PTrack 
indicated that the ability to find new targets was impacted by the number of track assets 
and the amount of time those track assets were locked on a target. The greater the number 
of track assets and higher the PTrack lead to a greater amount of time steps to completion.   
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Table 6: Parameter Estimates for Time Steps to Completion 
 
Model adequacy plots on the regression were also created through JMP analysis.  
Figure 18a below is the plot of the residuals vs. predicted values.  A visual examination 
of the plot indicated no pattern to the residuals.  This signified that there was no non-
linearity or non-constant variance patterns within the model.  Figure 18b below is the 
normal probability plot of the residuals.  A visual examination of the plot indicated there 
was no problem with the normality assumption of the residuals.  Based on these plots, it 
can be concluded that the regression model does not contain any adequacy defects. 
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Figure 18: Model Adequacy Plots for Time Steps to Completion 
(a) Residual vs. Predicted Plot (b) Normal Probability Plot 
Surveillance versus Reconnaissance 
The step entropy was also used to analyze the balance of allocating search assets, 
used primarily for surveillance, and track assets, used to track identified targets.  This 
analysis was performed by holding all of the model input values constant, except for the 
allocation of search and track assets, PDet, and PTrack.  The total number of assets was held 
at four for this analysis. The allocation of search assets varied from one to four, and the 
allocation of track assets varied from zero to three.  The step entropy was generated by 
the model for each combination of assets, over various values of PDet and PTrack.  The step 
entropy was plotted over time for each run to provide insights on the balance of asset 
allocation.   
Two main trends resulted from this analysis.  The first trend involved values of  
PDet, and PTrack greater than 0.95.  As the number of search assets increased, the steady 
state entropy of the region decreased respectively.  Figure 19 and Figure 20 below are a 
visual representation of this trend.  In Figure 19, the steady state entropy value with one 
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search asset and three track assets was approximately 370.  This value decreased to 
approximately 355 as the allocated search assets reached four.  The same trend holds true 
in Figure 20, although the decrease in the entropy is not as drastic.  As the PDet, and PTrack 
decrease, the second trend becomes apparent: a decrease in variability in the steady state 
entropy value.  
 
Figure 19:  Entropy Over Time - PDet = 1.0, PTrack = 1.0 
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Figure 20: Entropy Over Time - PDet = 0.95, PTrack = 0.95 
 
Although the steady state entropy did not decrease drastically for PDet, and PTrack 
less than 0.95, Figure 21 and Figure 22 are a visual representation of how the steady state 
is affected by the allocation of search and track assets for lower probabilities of detect 
and track.  As the number of search assets increased, the steady state entropy of the 
region creates a less variable steady state.  The fluctuation of the steady state entropy 
value caused by the track assets decreased as the number of track assets decreased.      
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Figure 21: Entropy Over Time - PDet = 0.90, PTrack = 0.90 
 
 
Figure 22: Entropy Over Time - PDet = 0.85, PTrack = 0.85 
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Conclusions 
Based on these initial results, the rollout search algorithm could provide military 
decision makers with an effective way to utilize ISR assets to minimize the amount of 
uncertainty within a region.  In addition to minimizing uncertainty in the first 100 time 
steps of the run, the rollout algorithm also produced the highest number of targets found 
within the fixed time step scenario, and, for the exhaustive target detection scenario, 
discovered all of the targets within the region in less time steps.  Based on these results, 
the rollout algorithm provides superior performance in the allocation of ISR assets while 
balancing detection of new targets versus surveillance of already detected targets. 
Additionally, trends into the allocation of assets allow for decision makers to 
efficiently balance the number of search and track assets within a region.  Search assets 
can be utilized to create a smoother steady state entropy value for the region, compared to 
track assets alone.  Furthermore, given a fixed number of ISR assets, increasing the 
number of tracking assets adds to the variability of the steady state entropy.  Therefore, 
track assets should be allocated when only targets of high interest need to be tracked.  
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V. Conclusions and Recommendations 
This chapter is organized into two main sections: recommendations based on 
analysis, and future research. 
Recommendations 
This research sought to use entropy as a measure of effectiveness to balance 
detection of new targets versus surveillance of already detected targets within a bounded 
domain.  Based on the analysis in the previous chapter, the rollout algorithm provides 
superior performance in the allocation of ISR assets, thereby providing military decision 
makers with an effective way to minimize the amount of uncertainty within a region.  
Furthermore, search assets can be utilized to drive down the steady state entropy of a 
region, as well as create a smoother steady state entropy value for the region.  Based on 
these results and analysis, there are a number of recommendations for future research in 
this area. 
Future Research 
Results Based Research  
Based on the average entropy analysis, the residual vs. predicted plot indicated 
that the regression model constructed might have a non-constant variance.  One 
possibility for this non-constant variance could be due to the initial entropy decrease in 
the first 100 time steps with a steady state entropy being reached for the remainder of the 
run.  A more thorough examination of this data may provide further insight into this and 
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determine whether the model is appropriate to use for this MOE, or whether a different 
MOE is more suitable.  
Based on the results from the step entropy MOE, the first 100 time steps are 
critical to the decrease in the entropy of the region.  Once a steady state has been reached, 
an analysis should be performed on switching search algorithms.  This might produce a 
methodology to drive the entropy down to an even lower steady state entropy value. 
Another area of future research would be a more in depth look at the look ahead 
values associated with the rollout algorithm.  The relationship between the look ahead 
main and quadratic terms was only found in one of the MOEs, but may have an effect on 
the others if further explored.  Also, entropy growth was not considered in the “cost to 
go” calculation, but could have an effect on the decision that is made.  Therefore, both 
the entropy growth rate, and the number of look aheads should be explored further.  
Assumption Based Research 
A number of assumptions were made for the baseline model.  These assumptions 
should be addressed and the model expanded to incorporate a greater scope within the 
model design.  These changes include, but are not limited to: 
(1) Heterogeneous Asset Force.  Commanders are not always limited to one type 
of ISR asset or sensor.  The ability to use more than one type of ISR asset or 
sensor should be incorporated within the model.  This will allow for the 
possibility of wide and narrow search options, including cueing between them.  
The model would also need to incorporate the possibility of having more than 
one target within the sensor view. 
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(2) Ground Truth and Diffusion Models.  Ground truth, such as road, buildings, 
and terrain, should be incorporated within the model to create a more realistic 
environment.  This will restrict target movements and expand the types of 
diffusion models to be used on those identified targets within the model. 
(3) False Alarm Rate.  False alarms are a reality in target detection.  False alarm 
rates should be incorporated within the model.  This will increase the 
uncertainty surrounding target detection, but is a more realistic sensor model. 
(4) Non-unique target identifiers.  Targets are not always distinguishable from 
each other.  A certain number of targets may be uniquely identifiable, but 
others should be identified by target type instead of separate identifiers.  This 
will increase the uncertainty surrounding the targets within the region, but is a 
more realistic environment.  
(5) Targets of varying importance.  Not all targets are of equal value to a 
commander.  As targets are identified, a level of importance should be applied 
to that target.  A track asset would then be assigned to track targets with 
certain levels of importance to the commander. 
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Appendix A 
This appendix includes tables outlining all of the NOLH design points, as well as 
their corresponding Entropy Over Time plots for the Step Entropy MOE. 
 
Factor # Search Assets 
# Track 
Assets 
Probability 
Detect 
Probability 
Track 
# Stationary 
Targets 
# Moving 
Targets 
# Look 
Aheads 
Low Level 1 0 0.20 0.20 1 1 2 
High Level 5 5 1.0 1.0 30 30 8 
Design 
Points Design Point Levels 
1 5 2 0.40 0.95 25 12 5 
2 2 0 0.20 0.45 26 17 6 
3 3 1 0.70 0.85 3 8 8 
4 4 1 0.65 0.30 10 30 7 
5 5 4 0.45 0.20 14 5 7 
6 2 5 0.25 0.80 12 25 7 
7 2 3 0.90 0.55 30 10 8 
8 5 3 0.85 0.70 23 28 6 
9 3 3 0.60 0.60 16 16 5 
10 1 3 0.80 0.25 6 19 5 
11 4 5 1.00 0.75 5 14 4 
12 3 4 0.50 0.35 28 23 2 
13 3 4 0.55 0.90 21 1 4 
14 1 1 0.75 1.00 17 26 3 
15 4 0 0.95 0.40 19 6 3 
16 4 2 0.30 0.65 1 21 2 
17 2 2 0.35 0.50 8 3 4 
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Hypercube experimental design was applied to generate data to examine four MOEs: step entropy, average entropy, number 
of targets found, and time steps to completion.  Based on statistical analysis and time series plots, the rollout algorithm’s 
performance dominated others algorithms considered.  In addition to minimizing uncertainty in the first 100 time steps of the 
run, the rollout algorithm also produced the highest number of targets found within the fixed time step scenario, and, for the 
exhaustive target detection scenario, discovered all of the targets within the region in less time steps.  Based on these results, 
the rollout algorithm provides superior performance in the allocation of ISR assets while balancing detection of new targets 
versus surveillance of already detected targets. 
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