We study the eight-vertex model at its free-fermion point. We express a new "switching" symmetry of the model in several forms: partition functions, order-disorder variables, couplings, Kasteleyn matrices. This symmetry can be used to relate free-fermion 8V-models to free-fermion 6V-models, or bipartite dimers. We also define new solution of the Yang-Baxter equations in a "checkerboard" setting, and a corresponding Z-invariant model. Using the bipartite dimers of Boutillier, de Tilière and Raschel [14], we give exact local formulas for edge correlations in the Z-invariant free-fermion 8V-model on lozenge graphs, and we deduce the construction of an ergodic Gibbs measure.
Introduction
The eight-vertex model, or 8V-model for short, was introduced by Sutherland [56] and Fan and Wu [27] as a generalization of the 6V, or ice model [55, 47] . The configurations are orientations of the edges of Z 2 such that every vertex has an even number of incoming edges, like in Figure 1 . Equivalently, it can be represented as a polygon, by choosing a checkerboard coloring of the faces of Z 2 and drawing in bold the edges oriented with, say, a white face on their left. The interactions live on vertices and depend on the eight possible local configurations, hence the name. These notions can naturally be extended to graphs that are dual of a planar quadrangulation Q; an example is displayed in Figure 5 . More precisely, the Boltzmann weight of a configuration is the product of local weights associated to local configurations at a face f of the quadrangulation Q, as in Figure 4 , that are denoted A(f ), B(f ), C(f ), D(f ). The case of a 6V-model corresponds to D(f ) = 0 at every face. Notice that complementary configurations have the same weight, which means that we are in a "zero field" case. To make these weights well-defined, notice also that we fixed a bipartite coloring of Q. This is sometimes referred to as a checkerboard model [5, 2] , or a staggered model on the square lattice [33] . Checkerboard (or alternating, or staggered) 8V models have attracted some attention, in particular for their relation with the Ashkin-Teller model [59, 4] , but little is known about them in general. In this paper we investigate checkerboard 8V-models that satisfy the freefermion condition defined below; we do so on general quadrangulations, in the hope that it lets us capture properties that are intrinsic to the model. The 8V-model with constant weights has been famously solved on the square lattice and a few other regular lattices using transfer matrices methods, see [4] and references therein. In particular, the free energy and the different phases of the model are described. At the special free-fermion point
there exists a different method using a correspondence with non-bipartite dimers, leading to the computation of Pfaffians [50, 27, 33, 48, 49] . It is also possible to adapt the theory of transfer matrices to the free-fermion case, which makes computation slightly easier than for the complete 8V-model [6, 7, 8, 30, 28, 29] . The current paper is based on a "switching" result, that we now explain. If we multiply all weights A(f ), B(f ), C(f ), D(f ) at a face f by the same constant, the relative weight of different 8V-configurations are unchanged; this is known as a gauge transformation. Thus an 8V model with weights satisfying the free-fermion condition (1) can be effectively represented by two free parameters per face, say α(f ), β(f ) ∈ R/2πZ; see (8) for the exact parametrization. Our parametrization is such that when α = β, the model becomes a 6V one. We denote by X α,β the whole set of weights corresponding to α, β, and by Z 8V (Q, X α,β ) the partition function; when α = β, we denote it by Z 6V (Q, X α,α ) to emphasize that it becomes a 6V-model. The choice of parameters α, β is such that we have the following "switching" relation, see Theorem 13 for a precise statement and (18) for the value of the constant c α,β : Theorem 1. Let Q be a quadrangulation of the sphere. For any α, β, α , β satisfying natural hypothesis,
In particular, for (α , β ) = (β, α), this gives
which is a new relation between free-fermion 8V-models and 6V ones. The identity of Theorem 1 is central to this paper. It suggests that other hidden features of free-fermion 8V-models might exist. We identify several of them.
First, it hints at a possible coupling of pairs of 8V-configurations. If τ, τ are two 8V-configurations, seen as subsets of the dual edges of Q, their XOR is still an 8V-configuration; we denote it by τ ⊕ τ . We prove the following, see Theorem 15 for a precise statement. This theorem is proved via the formalism of order-disorder variables [36, 23] , see Theorem 13. For (α , β ) = (β, α) it implies that the XOR of two independent 8V-configurations (with the same distribution) is distributed as the XOR of two independent 6V-configurations (with different distributions). Although being unexpected, this is reminiscent of the coupling identities of [13, 23] . However these previous identities involved two independent Ising models, while our results are naturally associated with four Ising models (see Corollary 12) and cannot be deduced immediately from their work.
Second, it is natural to wonder what happens if Q is a quadrangulation of the torus. This is useful in particular to understand periodic boundary conditions and construct infinite measures on the full plane, as we explain later. In the toric case, the 8V-weights X α,β are naturally associated with a characteristic (Laurent) polynomial of two complex variables, denoted P 8V α,β (z, w), and defined in (21) just like in the case of the dimer model [43] . The analogous statement of Theorem 1 is that (see Theorem 26 for the precise statement): The polynomials P 6V α and P 6V β correspond to bipartite dimers [61, 52, 23, 13] . The curves defined by their zero locus in C 2 are Harnack curves [43] . Thus the zero locus of P 8V α,β is the union of two Harnack curves. This can be observed in the amoebae of Figure 2 , (the amoeba is the image of the zero locus under the map (z, w) → (log |z|, log |w|) ). 
6V
β for the square lattice. The code for computing and plotting these amoebas is written in Sage for the Jupyter notebook and can be found in the sources of this paper (Amoeba.ipynb).
Third, the 8V-models at the free-fermion point corresponds to non-bipartite dimers, for which we can define a version of a Kasteleyn matrix K α,β , see Section 4.3. The elements of the inverse of K α,β are related to the correlations of the 8V-model (see Proposition 21) . It is possible to get a relation between those inverse matrices; precise statements are given in Theorem 22 on the sphere and in Theorem 25 on the torus, and the matrix T is defined by (28) . This has the remarkable property of holding for all α , β , even though this is not apparent in the righthand-side. Again we can set (α , β ) = (β, α), so that this formula relates 8V-correlations to 6V ones, i.e. to bipartite dimers [61, 52, 23, 13] . This is an important property, as a powerful theory exists to study bipartite dimers [19, 43] which is mostly unavailable for non-bipartite dimers. We give several consequences of this identity with the solution of the 8V-model in the Z-invariant regime on lozenge graphs.
A model is said to be Z-invariant when it satisfies a form of the Yang-Baxter equations, or a startriangle transformation (see Figure 15 ). In the approach via transfer matrices, this property is often seen as a sufficient condition for the commutativity of transfer matrices [4] , see also [9, 26] . However it has also been shown by Baxter that the star-triangle move is enough information to guess the behavior of the model on very generic lattices [3] , without requiring transfer matrices. In particular, it should imply a form of locality for the model, which means that the two-point correlations depend only on a path (any path) between the two points. This property is surprising, since in general correlations are expected to depend on the geometry of the whole graph.
One way to interpret Z-invariance geometrically is to use isoradial graphs. For these graphs, the faces of the quadrangulation Q are supposed to be rhombi with the same edge-length (we call Q a lozenge graph), and the weights A(f ), B(f ), C(f ), D(f ) at a face f are supposed to depend on the half-angle θ of the rhombus f at the black vertices. The angles θ satisfy some relations under star-triangle transformation (see Figure 3) , and the goal is to define Boltzmann weights in terms of θ so as to transform these relations into the YangBaxter equations. Several Z-invariant models have been studied on lozenge graphs, including the bipartite dimer model [41] , Ising model [11, 14] , Laplacian (or spanning forest model) [41, 12] , random cluster model [25] . The results of [44] also imply that we do not lose anything by considering the Yang-Baxter equations on a lozenge graph rather than on a pseudoline arrangement, like that of [3] .
Figure 3: Star-triangle move on a lozenge graph. The angles satisfy
The Z-invariant weights of the 8V model in the non-checkerboard case have been computed by Baxter [3, 4] . However, checkerboard Yang-Baxter equations can have more solutions; see [53] . Here we introduce what seems to be the first set of checkerboard Z-invariant weights for the 8V model, but only in the freefermion case.
Let k, l be complex numbers such that k 2 , l 2 ∈ (−∞, 1). For any real number x let x k = 2K(k) π x, where K(k) is the complete elliptic integral of the first kind, and similarly for x l . Then the following 8V-weights of lozenge graphs, expressed in terms of Jacobi's elliptic functions (see [1, 46] ) at a face f with half-angle θ, satisfy the Yang-Baxter equations:
We prove this in Proposition 30. When (1 − k 2 )(1 − l 2 ) = 1 (or k * = l in the notations of [14] ) the weights no longer depend on the bipartite coloring of Q (i.e if a face f has a half-angle θ and g has a half-angle π 2 − θ, then A(f ) = B(g), etc.), and we recover Baxter's solution in the free-fermion case. When k = l we get a Z-invariant 6V model whose corresponding dimer model can be found in [14] . At this point we do not know if such parameterizations of the checkerboard Yang-Baxter equations exist outside of the free-fermion manifold.
Using Theorem 4, we are able to relate the correlations for the Z-invariant weights (2) to the bipartite dimers of [14] . In [14] the authors give explicit, local formulas for the correlations and deduce the construction of an ergodic Gibbs measure on any lozenge graphs of the whole plane. Consequently, we get the same kind of results for our Z-invariant 8V-model, confirming in that case the prediction of Baxter that correlations are given by local formulas.
We can also deduce the asymptotics of coefficients from [14] : under some technical hypothesis, we show that when 0 < k < l < 1 the coefficients of the inverse Kasteleyn matrix between points at distance r decays as r − 1 2 e −r/ζ k (see Corollary 36) . Notice that the effect of l vanishes in the asymptotics. When k = 0 the decay is polynomial, corresponding to a critical model. When k → 0, we prove that the quantity ζ k is a Θ(k −2 ) in Proposition 37. As k 2 plays the role of (β − β c ) in usual statistical mechanics terms, this critical exponent is compatible with that of the correlation length, ν = 1, in the universality class of the Ising model (see Section 7.12 of [4] ).
Finally, the exact computation of correlations allows for the construction of an ergodic Gibbs measure in the full plane, using the procedure of [43] .
Outline of the paper
In Section 2 we properly define the 8V, Ising and dimer models in spherical, toric and planar settings. We also introduce the formalism of order-disorder correlators.
In Section 3 we restrict ourselves to the spherical case. We compute the correlators of free-fermion 8V models and relate them to Ising ones, generalizing results of [23] , see Corollary 12. We prove the coupling result of Theorem 2, first in correlators terms (Theorem 13), then in probabilistic terms (Theorem 15). The latter is deduced from the former by using a discrete Fourier transformation described in Appendix A. The results of Section 3 imply Theorem 1. Sections 4 and 5 are independent of Section 3.
In Section 4 we define the dimer model associated to the 8V-model, and appropriate versions of Kasteleyn matrices, one being skew-symmetric and the other being skew-hermitian; they are related by a diagonal conjugation, see Lemma 19 . We show that the edge correlations can be expressed as minors of the inverse Kasteleyn matrices, see Proposition 21. We prove the relation of inverses of Theorem 4. This gives an alternative proof of Theorem 1, as well as its toric counterpart, Theorem 3.
In Section 5 we prove that the weights (2) satisfy the Yang-Baxter equations. Using the relation to 6V models coming from Section 4, we give a local formula for the inverse Kasteleyn matrix in the full plane in Section 5.3. We prove the mentioned asymptotics and critical exponent in Corollary 36 and Proposition 37. Finally we construct an ergodic Gibbs measure in the Z-invariant case in Section 5.4.
Definitions
Let Q be a quadrangulation of a surface S, that is a finite connected graph Q = (V, E), without multi-edges and self-loops, embedded on S so that edges do not intersect, and so that the faces of Q are homeomorphic to disks and have degree 4. We denote by F its set of faces. We will focus on three cases:
• the spherical case where S is the two-dimensional sphere and Q is finite;
• the planar case where S is R 2 and Q is infinite and covers the whole plane;
• the toric case where S is the two-dimensional torus and Q is finite and bipartite.
Since Q is bipartite in all these cases, we can fix a partition of V into a set of black vertices B and white vertices W, such that edges only connect black and white vertices together. We also set G B (resp. G W ) to be the graph formed by black (resp. white) vertices, joined iff they form the diagonal of a face of Q. Finally, in the toric case, we suppose that there are two simple cycles γ B x and γ B y on G B that wind once, respectively horizontally and vertically on the torus; see Figure 12 .
The dual of Q, denoted by Q * , is the embedded graph whose set of vertices is F and which has edges connecting elements of F that are adjacent in Q. We denote by E * the set of edges of Q * ; for an edge e ∈ E, we denote by e * its corresponding dual edge. Figure 4 : The eight possible configurations for τ at a face f ∈ F and their local weight w f (τ ). 
Eight-vertex-model
An 8V-configuration is a subset τ ⊂ E * such that, at each face f ∈ F, an even number of dual edges that belong to τ meet at f . Thus at any face f ∈ F, τ has to be one of the eight types shown in Figure 4 . Let Ω(Q) be the set of all 8V-configurations on Q.
Let A, B, C, D be four functions from F to R. We associate to f a local weight function w f , such that w f (τ ) is either A(f ), B(f ), C(f ) or D(f ) depending on the local configuration, as in Figure 4 . In the spherical and toric cases, the global weight of τ is defined as
It is more difficult to make sense of formula (3) in the planar case, where the product becomes infinite, requiring the construction of an appropriate Gibbs measure. We discuss this construction in the case of a Z-invariant, free-fermion model in Section 5.4. For the remainder of this section, we only deal with the spherical and toric cases. Let X = (A, B, C, D) denote the whole set of weights. The partition function of the model is
When the weights X take values in positive real numbers, the Boltzmann measure associated to X is the probability measure on Ω(Q) defined by
Even if we are only interested in the positive real values in fine, it is convenient to let the weights X take any real values. In this case, w(τ ) and Z 8V are still well-defined but (4) does not define a probability measure.
A gauge transformation at some face f ∈ F consists in multiplying the weights A(f ), B(f ), C(f ), D(f ) by the same constant λ = 0. This has the effect of multiplying all weights w 8V (τ ) by λ, and Z 8V is also multiplied by λ. Thus the Boltzmann measure is unchanged.
The weights X = (A, B, C, D) are said to be free-fermion if
They are said to be standard if ∀f ∈ F, C(f ) = 0. 
Then there exists a couple (α, β) ∈ (R/2πZ) 2 such that in homogeneous coordinates,
= sin 
Proof. We can rewrite (5) Then we define α = u + v, β = u − v, which gives the form (7) of the homogeneous coordinates. The form (6) is obtained by multiplying all weights of (7) by 2 cos
, which is non zero because c = 0, and performing simple trigonometric computations.
For that reason, we fix two functions α, β : F → R/2πZ and we define the associated free-fermion weights by the following formula, implicitly evaluated at any f ∈ F:
By Lemma 5, any standard free-fermion 8V-model can be written in this way, after proper gauge transformations.
Remark 6.
• The weights X α,β satisfy
As a result, given standard free-fermion 8V-weights X = (A, B, C, D), one gets to the weights X α,β by applying gauge transformations at each face with parameter λ(f ) =
• The weight X α,β are standard iff
We also say that α, β are standard when (10) is satisfied. Note that if this is not the case at some face f ∈ F, then all the weights
• If α, β lie in the range
then the weights A α,β , B α,β , C α,β are positive and D α,β is non-negative. As a result, the Boltzmann measure is a probability measure.
• If α = β, then the weights D α,β vanish and we are left with a 6V model. We simply denote X α the weights in that case, and Z 6V (Q, X α ) for the partition function. We have
• Switching α and β has the effect of multiplying the weights D by −1. Since any 8V-configuration contains an even number of D faces (see [23] ), in both the spherical and toric cases,
Ising model
Let α, β :
F → R be the following coupling constants:
An spin configuration on G B (resp. G W ) is an application from B (resp. W) to {±1}. The weight of such a configuration σ B (resp. σ W ) is defined as
where u, v are the black vertices of f , and x, y its white vertices. The partition functions are:
where the sums are over spin configurations. Again, the associated Boltzmann measure is
Dimer model
Let G = (V, E) be a finite graph, equipped with real weights on the edges (ν e ) e∈E . A dimer configuration, or perfect matching, is a subset of edges m ⊂ E such that every vertex of G is adjacent to exactly one edge of m. We denote by M(G) the set of all dimer configurations on G. The Boltzmann measure on M(G) is defined by
where Z dim (G, ν) is the partition function:
Order and disorder variables
The notions of order and disorder variables were defined by Kadanoff and Ceva for the Ising model [36] and play a central role in the study of spinor and fermionic observables; see for instance [16] for a unifying review. The definition for the Ising model is classical; for the 8V model, we adapt definitions of Dubédat [23] .
For these definitions Q can be a quadrangulation in the spherical or toric case. 
Ising correlators
This depends on the choice of paths and the order of operations on the coupling constants, but only up to a global sign. The order variables are simply the spins σ b , with · representing an unnormalized expectation under the Boltzmann measure. The disorder variables µ w represent defects in the configuration, and are conjugated with order variables under Kramers-Wannier duality [45] . Again we refer to [36] .
Similarly 
8V correlators
Order and disorder variables for the 8V-model are defined in [23] . The following definition is original but it is easy to check that it is equivalent to that of [23] . In the 8V case, order and disorder variables can be located on either black or white vertices of Q.
Definition 7.
Let Q be a quadrangulation in the spherical case. Let X = (A, B, C, D) : F → R 4 be a family of weights. For every f ∈ F, we define operators ν
in the following way:
be two even subsets of black (resp. white) vertices, with simple paths γ B0 , γ B1 (resp. γ W0 , γ W1 ) joining them pairwise. As these paths use black (resp. white) diagonals of faces, we can identify them with subsets of F. Let γ = (γ B , γ W , γ B , γ W ). We define modified weights X γ obtained by the following composition of operators:
We define the mixed correlator as:
We will also use the shorthand notation
• Mixed correlators may depend on the set of paths γ, but only up to a global sign [23] . Also note that in (13) we always apply order operators before disorder ones. This is important because these operators do not always commute. The only cases were they do not commute are
but like for path dependence, changing the order might only multiply the correlator by a factor −1.
• Again these correlators can be interpreted as unnormalized expectations under the Boltzmann measure.
If b, b ∈ B 0 , then the couple of order variables σ b σ b represents the random variable (−1) n where n is the number of edges in the 8V configuration on any path on Q between b and b .
The disorder variables are equivalent to modifying every eight-vertex configuration by applying a XOR with the configuration of "half edges" shown in Figure 6 . The resulting "configuration" is no longer a subset of edges of Q, but we could still define its weight as in (3) . The advantage of modifying weights with the operators of Definition 7 is that we never actually have to work with these disordered configurations. 
Spin-vertex correspondence
The spin-vertex correspondence comes from the following simple remark, that seems to be due to Baxter [3] . If we superimpose two spin configurations, one on G B and one on G W , and we draw the interfaces between +1 and −1 spins, we get an 8V-configuration. This transformation is two-to-one, and can be made weight-preserving by choosing the appropriate 8V weights.
Proposition 9 ([3, 23])
. Let Q be a quadrangulation in the spherical case, and α, β :
Then for any B 0 , B 1 , W 0 , W 1 and paths γ as in Definition 7,
In particular,
Modifications of weights
One key feature of the 8V-model is its duality relation. This is an instance of Kramers-Wannier duality [45] , and in the case of the eight-vertex model it was discovered by Wu [60] using high-temperature expansion techniques. The formulation for correlators comes from Dubédat [23] , and means that duality exchanges order and disorder. We give an interpretation in terms of discrete Fourier transform in Appendix A.
Proposition 10 ([60, 23]). Let Q be a quadrangulation in the spherical case, and let X = (A, B, C, D)
:
Another transformation of weights consists in multiplying all weights D(f ) by −1. As any 8V-configuration contains an even number of faces of type D, this does not change its global weight. However, in correlators containing disorder operators, the effect is non trivial; a result of [23] is that µ variables become σµ, while σ variables are unchanged, we rephrase it here using symmetric differences .
Proposition 11 ([23]). Let Q be a quadrangulation in the spherical case, and let
X = (A, B, C, D) : F → R 4 be any 8V-weights. Let X = (A, B, C, −D). Then for any B 0 , B 1 , W 0 , W 1 and paths γ as in Definition 7, let γ = (γ B0 γ B1 , γ W0 γ W1 , γ B1 , γ W1 ); we have σ(B 0 )σ(W 0 )µ(B 1 )µ(W 1 ) 8V X,γ = σ(B 0 B 1 )σ(W 0 W 1 )µ(B 1 )µ(W 1 ) 8V X ,γ . In particular, Z 8V (Q, X) = Z 8V (Q, X ).
Free-fermion 8V correlators
By combining the previous results, we can relate free-fermion 8V correlations with Ising ones. This has been done in [23] when the Ising models are dual of each other (which in our case corresponds to α = β), but the proof works identically when this is not the case.
Corollary 12.
Let Q be a quadrangulation in the spherical case, and let α, β :
where
Proof. From Proposition 9, the product of Ising correlators on the right-hand side of (17) is equal to
On these weights, we perform the transformation of Proposition 11, then of Proposition 10, and again of Proposition 11. This amounts to definingX = (Ã,B,C,D) by
Following the transformations in the Propositions, we get that the Ising correlators are equal to
Trigonometric computations show that (implicitly at any f ∈ F):
and using the definition of correlators as partition function, we see that these gauge transformations multiply the correlator by the same factor.
Coupling of free-fermion 8V-models
With Corollary 12, we are able to factor correlators for the weights X α,β into a part that depends on α and a part that depends on β. By doing the same for X α ,β and rearranging the Ising correlators, we can get the correlators of X α,β and X α ,β . This is expressed in the following "switching" result. The constants can be defined in terms of
Theorem 13. Let Q be a quadrangulation in the spherical case, and let α, β, α , β :
with the same formulas for the paths in γ , γ , and
Proof. This immediately comes from writing both the left-hand side and the right-hand side in terms of Ising correlators using Corollary 12, and checking that they are the same. 
This nontrivial equality of correlators (and of partition functions) suggests that there exists a coupling between pairs of 8V-configurations. Specifically, when (α, β) and (α , β ) satisfy (11) , then the 8V-weights define a Boltzmann probability; if τ α,β , τ α ,β are independent and Boltzmann distributed, we want to couple them with τ α,β , τ α ,β , while keeping as much information as possible. The following Theorem means that it is possible to do so while keeping the XOR of configurations equal (i.e. the XOR of the corresponding sets of dual edges of Q, which is still an 8V-configuration). This is a consequence of Theorem 13, but our proof requires the introduction of a discrete Fourier transform on the space of 8V-configurations and is postponed to the end of Appendix A. An extended statement can be formulated for the XOR of configurations with disorder, see Remark 43. 
Theorem 15. Let Q be a quadrangulation in the spherical case, and let
α, β, α , β : F → (0, π 2 ) be such that (α, β), (α , β ), (α, β ), (α , β) all satisfy (11). Let τ α,β , τ α ,β , τ α,β , τ α ,
Kasteleyn matrices
We review the transformation of free-fermion 8V-configurations into vdimers, and we compute special relations for the corresponding (inverse) Kasteleyn matrices.
Free-fermion 8V to dimers
In the case of the square lattice, it has been shown by Fan and Wu that the 8V-model at its free-fermion point can be transformed into a dimer model on a planar decorated graph [27] . Their arguments work identically on any quadrangulation. The corresponding decorated graph is represented in Figure 7 .
The quadrangulation Q (dashed) at a face f and the decorated graph of Fan and Wu [27] (solid lines) with its dimer weights. The functions A, B, C, D are implicitly evaluated at f .
In the more special case of a free-fermionic 6V model, the graph becomes bipartite and the dimer model can be studied in more details [61, 23, 13] . No such bipartite dimer decoration is known for the 8V-model, and the techniques of bipartite dimers are unavailable as such.
In our setting we will make use of another decorated graph due to Hsue, Lin and Wu [33] , see Figure 8 . This graph is more symmetric but non planar, which makes the usual theory of dimers as Pfaffians not available, but an adapted theory has been developed by Kasteleyn [38, 39] . Figure 8 : The decorated graph G T of Hsue, Lin and Wu [33] with its dimer weights.
More precisely, let G T = (V T , E T ) be a decorated version of Q * obtained by drawing small complete graphs K 4 inside faces of Q and joining them by "legs" that cross the edges of Q, as represented in Figure 8 . Even if this graph is not bipartite, we still decompose V T into a subset of black vertices B T and white vertices W T , such that the black (resp. white) vertices lie on the left (resp. right) of an edge of Q oriented from black to white. For every edge e ∈ E T , we define ν e as in Figure 8 . We will need a nonstandard weight
where N (m) is the number of pairs of intersecting edges in m. The corresponding partition function is
Note that at the boundary of every face f ∈ F, m uses an even number of legs. As a result, if we only keep the occupied legs of m, we get an 8V-configuration τ ∈ Ω(Q). We denote this by m → τ . This mapping is weight-preserving in the following sense; this was noted when Q is the square lattice by Hsue, Lin and Wu [33] but works in the exact same way for any quadrangulation: Theorem 16 ([33] ). Let Q be a quadrangulation in the spherical or toric case, and X a set of standard free-fermionic 8V-weights on Q. Then for every τ ∈ Ω(Q),
ν).
We now describe how to computeZ dim (G T , ν) using an adapted version of Kasteleyn matrices.
Skew-symmetric real matrix
A Kasteleyn orientation of a planar or toric graph is an orientation of the edges such that every face is clockwise-odd, meaning that it has an odd number of clockwise-oriented edges; by the planarity condition, such an orientation can always be constructed, and may be used to identify the partition function of dimers with the Pfaffian of the corresponding skew-symmetric, weighted adjacency matrix [37, 57] . Since G T is nonplanar, there might not exist a usual Kasteleyn orientation, but there still exists an admissible orientation so that the Pfaffian is equal toZ dim (G T , ν) [38, 39] , which we describe now. To define a Kasteleyn matrix, we first fix an admissible orientation of G T . For any standard α, β : F → R/2πZ, the 8V-weights X α,β are standard. Thus we can define dimer weights ν α,β as in Figure 8 . LetK α,β be the weighted, skew-symmetric adjacency matrix associated to the oriented weighted graph G T . In the spherical case, the arguments leading to equation (79) in [39] imply the following. ([38, 39] ). In the spherical case, for any quadrangulation Q and any standard α, β :
Proposition 17
In the toric case, there also exists an admissible orientation, but its Pfaffian is no longer equal tõ Z dim (G T , ν α,β ). We recall here the standard way of dealing with this problem; the idea was suggested but not proved by Kasteleyn [37, 38] and was then proved in various forms of generality in the works of Dolbilin et al. [22] , Galluccio and Loebl [32] , Tesler [58] , Cimasoni and Reshetikhin [18] .
Let m 0 be the dimer configuration consisting of all dimers in the decorations that are parallel to the edges of G B ; see the darker configuration of Figure 12 . For any dimer configuration m on G T , the superimposition of m and m 0 is the disjoint union of alternating loops covering all the vertices. This union of curves has a well defined homology in H 1 (T 2 , Z/2Z), which we denote (h 
For any (z, w) ∈ (C * ) 2 , consider the modified matrixK α,β (z, w), obtained by multiplying the coefficients K α,β [u, v] by z (resp z −1 ) when the edge uv crosses γ B
x from left to right (resp. right to left), and similarly for w and γ 
2 , this quantity has no reason to factor as a square product.
We conclude this part with a few remarks on the planar case. ThenK α,β is an infinite matrix, or equivalently can be seen as an operator on C
This is well defined because for all x ∈ V T ,K α,β [x, y] is zero for all but a finite number of y's. An inverse ofK α,β is an infinite matrixK 
is fixed byK α,β . The restriction ofK α,β to this finite-dimensional subspace is equal to the matrixK α,β (z, w) defined in the toric case for G 
Skew-hermitian complex matrix
There is another way to define Kasteleyn matrices that is more intrinsic and does not require fixing an orientation, by using instead complex arguments on the edges. Let K α,β be the matrix whose entries are indexed by vertices V T and defined by Figure 10 and by the skew-hermitian condition: The arguments of the entries are inspired by the relation with the Kac-Ward matrix [35, 17, 16] . The "angles" (φ e ) e∈E are defined in the following way:
• In the spherical and planar cases, we embed the graph G B properly in the plane, with straight edges. Then the white vertices of Q, W, are in bijection with faces of G B , and the edges E of Q are in bijection with the corners of G B . For every e ∈ E, we set 2φ e to be the direct angle at the corner corresponding to e, taken in [0, 2π). See Figure 11 .
• In the toric case, we lift Q to a bipartite periodic quadrangulation of the plane, and we proceed as in the planar case. This yields a periodic choice of angles φ, which can be mapped again to the torus.
In the toric case, we also define K α,β (z, w) just as before.
The following result relates the matricesK α,β and K α,β by "gauge equivalence". In particular, it shows that all their principal minors are equal. 
Proof. We use Theorem 2.1 of [54] ; see also Appendix A of [21] . The existence of such a diagonal (not necessarily unitary) matrix is equivalent to having, for every cycle
Since the complex moduli of the entries of K α,β andK α,β are equal, it is sufficient to show that the complex arguments in (23) are the same. Notice that for the simple cycles (x, y, x), by the skew-symmetric and skew-hermitian properties,
Moreover, if we show that the right-hand side of (23) is real (i.e. the argument is 0[π]), then we only have to check one direction for any cycle. All in all, by decomposing cycles, it suffices to check that the complex arguments in (23) are equal and real for the following cycles:
1. the cycles that winds once in the counter-clockwise direction around a vertex of B, or of W;
2. the counter-clockwise 3-cycles inside decorations that use two sides and a diagonal; 3. in the torus case, two fixed cycles that wind once vertically (resp. horizontally) around the torus. Let φ 1 , . . . , φ p be the successive angles around b as in Figure 11 . By grouping together the successive steps of C on legs and inside decorations, the argument of the left-hand side of (23) is
On the right-hand side, as the cycle is even, the product is also a negative real number for an admissible orientation.
If C corresponds to a white vertex w ∈ W, we also set φ 1 , . . . , φ p to be the successive angles around w as in Figure 11 . Then
with a − sign when w corresponds to an interior face of G B when embedded in the plane, and a + sign for the exterior face. Again by grouping the steps, the argument for the product of the left-hand side of (23) is
, and we conclude similarly. Case 2: In Figure 10 we easily check that for any of these 3-cycles, the argument of the product of the elements of K α,β is π [2π] . By the construction of admissible orientations, these are also clockwise-odd so the product forK α,β is also a negative real number.
Case 3: We show this for a cycle that winds once vertically around the torus, the horizontal case being identical. We chose the alternating cycle C y represented in Figure 12 . This cycle is obtained by superimposing the dimer configuration m 0 with a configuration m y that uses the legs that cross edges of Q that touch γ B y on the right, edges parallel to the white diagonal in the decorations of faces containing two such edges of Q, and is equal to m 0 otherwise. Again by decomposing the path, one easily checks that the argument on the left-hand side of (23) is
For the right-hand side, we know that m 0 has homology (0, 0) while m y has homology (0, 1), so that by Proposition 18 the term in detK α,β corresponding to the superimposition of m 0 and m y must appear with a minus sign. All the double dimers in this superimposition give a + sign, because the − sign of the product of opposite matrix elements is compensated by the signature of a 2-cycle. Following this reasoning, the product corresponding to the alternating cycle C y must be positive, since the signature of the corresponding cycle of the permutation is −1. This proves that the arguments match.
The fact that D does not depend on α, β is a consequence of the explicit form given in [21] . Finally, to show that the matrix D can be taken to be unitary, we just have to show that its diagonal elements have the same modulus, since multiplying it by a constant leaves relation (22) unchanged. For any two adjacent vertices x, y ∈ V T ,
Since the graph is connected, all these moduli are equal.
Eight-vertex partition function and correlations
By injecting the result of Theorem 16 into Propositions 17 and 18, and using Lemma 19 to transform the determinant ofK α,β into that of K α,β (we cannot do the same for Pfaffian, since the latter is only defined for skew-symmetric matrices a priori) we get Corollary 20. Let Q be a quadrangulation and α, β : F → R/2πZ be standard. In the spherical case,
In the toric case, Another standard result is the computation of dimer statistics in terms of minors of the inverse Kasteleyn matrix; see [40, 42] 
Let α, β : F → R/2πZ satisfy (11) . Let τ be a random 8V-configuration with Boltzmann distribution P 8V . Then in the spherical case,
where the matrix on the right-hand side is the submatrix of K −1 α,β with rows and columns indexed by V. In the toric case,
Relations between matrices
We now exhibit a symmetry in the 8V-model in the form of a relation between inverse matrices for different values of α, β.
Spherical and planar cases
Let us define the matrix T with entries indexed by the vertices V T of the dimer graph G T , in the following way: if w ∈ W T , then there is a unique "leg" adjacent to w. Let us denoteŵ ∈ B T the other endpoint of this leg. Let e ∈ E be the edge of Q crossed by {wŵ}. We define
and all the other entries of T are zero. Thus T is a weighted permutation matrix between vertices x and their associated neighbor, which we still denotex, x being black or white. 
Proof. To simplify notations, we will denote 
Lemma 23. The following relations, implicitly evaluated at any f ∈ F, hold:
Proof of Lemma 23 . This is done by direct computations, which are made easier by the use of the alternative form of weights (7). a , b , c , d ). We denote these four new equations by (E 1 ), (E 2 ), (E 3 ), (E 4 ). Now we compute
On the right-hand side, this is 2Cδ x1,y . On the left-hand side, we can group the terms corresponding to the same u x,y (or u x,y ). For instance, u x1,y will appear with coefficient
which is equal to C according to Lemma 23. All in all, using all relations of Lemma 23, this yields −Ce
+B u x2,y + u x2,y − e −iφe 2 ux 2,y − u x2,y +iD u x3,y + u x3,y − e iφe 3 ux 3,y − u x3,y +iA u x4,y + u x4,y − e −iφe 4 ux 4,y − u x4,y = 2Cδ x1,y .
For x, y ∈ V T , let e x ∈ E be the edge of the quadrangulation closest to x, and let M x,y be
Then Equation (34) exactly means that the matrix M = (M x,y ) x,y∈V T satisfies
when x 1 ∈ W T . A similar computation shows that (36) also holds when x 1 ∈ B T . As a result, M is an inverse of K α,β , and (35) is equivalent to
The second matrix relation in (29) is obtained by switching (α, β) ↔ (α , β ).
Remark 24. Theorem 22 can be used to give an alternative proof of the relation of partition functions (20) . This works exactly as in the forthcoming proof of the analogous statement for toric quadrangulations, see Theorem 26. 
Toric case
Proof. The proof, being based on a local computation of matrix products, is identical to that of Theorem 22.
One simply has to take into account the possible multiplication by z ±1 and w ±1 in the weights when the face considered is crossed by γ 
to get the correct matrix relation. The other cases are similar. 
To prove Theorem 26, we also need the following diagonal matrix D, whose rows and columns are indexed by the vertices of G T :
Lemma 27. Let Q be a quadrangulation in the toric case, and let α, β : F → [0, 2π[ be standard, and
Proof. Equality (37) can be verified by a straightforward computation of the matrix elements. For instance, in the notations of Figure 13 (we drop the (z, w) in the computation to simplify notations) the matrix element
Another important case is the matrix element [x 1 , x 1 ]:
All other cases are similar.
For the second point, (38) is simply obtained by multiplying (37) by K −1 α,β (z, w) on both sides. Proof of Theorem 26. We prove the polynomials relation for (z, w) such that none of the four polynomials is zero at (z, w) (i.e. the four Kasteleyn matrices are invertible); the relation is then obtained by analytic continuation. By noting that T 2 = I, we can rewrite Theorem 25 as a block-matrix relation:
We take the determinant of these. The matrices I I I −I and I I T −T can be written in block-diagonal form, with blocks corresponding to the two copies of the pair (x,x) for x ∈ W T . For the two matrices, the blocks have determinant 4 and there are 2F blocks, so both their determinants are equal to 2 4F . The determinant of both sides of (39) can now be computed; we successively use the formula for determinants of block matrices, Lemma 27 to exchange T and the matrices K −1 ·,· (z, w), and det(D) = (−1) 2F = 1; we drop the (z, w) in the notations to make the computation clearer:
Notice that T D is exactly equal the part of K α,β that corresponds to legs of G T . Thus −T D+ The determinant of this block can be easily computed using (7), giving
When the face is crossed by γ
y , some weights are multiplied by z ±1 , w ±1 but the determinant is the same.
All in all, (40) becomes
Using relation (9) finishes the proof.
An important case appears when we set α = β and β = α . The model with weights X α,α is actually a 6V model, and the weights of diagonals in G T become null. This gives the bipartite decorated graph of Wu and Lin [61] , see also [23, 13] which we denote G Q . More precisely, our Kasteleyn skew-hermitian matrix K α,α (z, w) can be related to Boutillier, de Tilière and Raschel's K matrix from Section 5 of [14] -whose rows are indexed by white vertices and columns by black vertices of G Q -via
The determinant of K(z, w) is the characteristic polynomial of a bipartite dimer model; we denote it by P 
for some constantc satisfying
Proof. Equation (41) yields
However, P 6V α has extra symmetries. First, as it is the characteristic polynomial of a (bipartite) dimer model, up to a global factor its entries are real (see for instance Proposition 3.1 in [43] ), so that P 6V α = c 3 P 6V α for some constant c 3 ∈ S 1 . It also corresponds to the dimer model on the decorated graph G Q , and the characteristic polynomial in that case is proportional to that of Fisher's decorated graph [31] (see Section 4 of [23] ). By Corollary 16 of [14] ,the characteristic polynomial on Fisher's graph has a symmetry (z, w)
. As a result (42) becomes
We can now apply Theorem 26 with α = β and β = α . By the same argument as for (12),
By analytic continuation and by computing the constant we get the desired relation.
Z-invariant regime
In this section we restrict to the planar case. The graph may be periodic (in which case we will still make use of the toric case) or not. We study the Z-invariant regime of the model, which is a regime where the star-triangle relations are satisfied.
Checkerboard Yang-Baxter equations
Here we generalize Baxter's star-triangle relations [3, 4] in our "checkerboard" setting, and we find freefermion solutions. Let us suppose that the quadrangulation Q contains three adjacent faces in the configuration on the left of Figure 15 . Then we can transform it locally into the configuration on the right. We need to update the weights of the eight-vertex model at the same time. This can be done in such a way that there exists a coupling of the configurations on the right and of the left quadrangulations, such that they agree everywhere except at the central dashed "triangles". Figure 15 : "Star-triangle" move on the quadrangulation (solid lines) and its dual on which the 8V-configurations are defined (dashed lines).
Specifically, let us denote (a i , b i , c i , d i ) the 8V-weights at f i , and (a i , b i , c i , d i ) those at f i . By conditioning on every possible boundary condition, we get the following equations for the existence of a coupling: for every i, j, k with {i, j, k} = {1, 2, 3},
where the proportionality constants are all the same. We call equations (43) the Yang-Baxter equations of our model.
Remark 29.
• Most of the equations (all but the last one) are invariant under some nontrivial subgroup of the permutation of indices {i, j, k}. All in all (43) contains 16 distinct equations.
• We presented the "star-triangle" move as going from the left configuration to the right one, but it can of course be done in both ways, giving the same set of equations.
Equations (43) are often written in matrix form. For the checkerboard setting, we define R andR matrices containing the weights at every face, with the indexing of Figure 16 : Figure 16 : Entries of R(f ) (left) andR(f ) (right) are indexed by the occupation state of (i 1 , i 2 ) and (o 1 , o 2 ), in the order (absent, absent), (absent, present), (present, absent), (present, present).
These matrices are elements of End(V ⊗ V ), where V is a complex vector space of dimension 2. For i, j ∈ {1, 2, 3}, i < j, we define R i,j (f ) ∈ End(V ⊗ V ⊗ V ) that acts as R(f ) on the components i and j, and as the identity on the other component. We similarly defineR i,j (f ). Then equations (43) are equivalent to (see for instance [53] )
Lozenge graphs
One way to make sure that (43) always hold is to make the 8V weights depend on the geometry of the embedding. This has been done for several models on special embedded graphs called isoradial; see for instance [41] . In our context it is more natural to talk only about lozenge graphs. We say that the planar quadrangulation Q is a lozenge graph if it is embedded in such a way that all faces are nondegenerate rhombi, with edge length equal to 1. Then for every f ∈ F, there is a natural parameter θ(f ) ∈ (0, π/2), which is the half-angle of the black corners of the rhombus. For a vertex x ∈ V T , we also denote θ(x) = θ(f ) where f is the face containing x. A lozenge graph Q is said to be quasicrystalline if the number l of possible directions ±e iα of the edges of the rhombi is finite. In that case there exists an > 0 such that for all faces f , θ(f ) ∈ ( , π 2 − ). Let k be a complex number such that k 2 ∈ (−∞, 1), which will serve as an elliptic modulus. We denote by K(k) (or simply K) the complete elliptic integral of the first kind associated to k. We denote by am(·|k) the Jacobi amplitude with modulus k. For every complex number θ ∈ C, we define θ k as
Proposition 30. Let Q be a lozenge graph. Let k, l be two elliptic moduli, with
Then α, β satisfy (11) , and the weights X α,β satisfy the Yang-Baxter equations (43).
Proof. The rhombi are supposed to be nondegenerate so that θ f ∈ (0, π 2 ), and for u ∈ (0, K(k)) one has am(u|k) ∈ (0, π 2 ) (see for instance [1] ). To show that (11) holds, it suffices to show that for all λ ∈ (0, 1),
is an increasing function of k 2 ∈ (−∞, 1). This has been shown in [34] (see also [15] for a reference in English) on the domain k 2 ∈ [0, 1), but the proof works identically for k 2 ∈ (−∞, 1). We now prove (43) . It is easy to check that these equations are unchanged if we multiply the weights d at every face by −1. Simple but lengthy computations also show that they are still satisfied if we apply the duality of Proposition 10 at every face. As a result, we just have to check equations 43 for the weights (14) (we show how these weights can be transformed into X α,β in the proof of Corollary 12). This holds iff the Ising models defined by α and β of (44) satisfy the star-triangle relations on lozenge graphs, which is the case as shown in [10] .
Remark 31. The weights of this Z-invariant 8V model are
The dual modulus of k is defined as k
l , (or l = k * in the notations of [14] ), the bipartite coloring no longer matters and we recover the Z-invariant weights of Baxter [3, 4] at the free-fermion point.
When k = l, we get a Z-invariant 6V model whose corresponding bipartite dimer model has been studied in [14] .
From now on, we suppose that Q is a lozenge graph, and that two elliptic moduli k 2 ≤ l 2 are chosen. We replace the indices α, β by k, l, meaning that they correspond to the α, β of (44). We also slightly modify our Kasteleyn matrices by setting φ e = θ e in the notations of Figure 10 . These angles also satisfy (24), (25), (26) so the results of Section 4 still hold.
Local expression for
In the case where k = l, we have α = β and we already know that this corresponds to a free-fermionic six-vertex model -or equivalently to dimers on a bipartite decorated graph G Q . The operator K k,k can be written as
where K k is the operator from black to white vertices, associated to the elliptic modulus k, defined in Section 5 of [14] ; we only change notation slightly to emphasize the dependence on k. In the following subsection we recall the tools of [12, 14] that are required to compute a local formula for K −1 k . Our definitions differ from those of [12, 14] by the multiplication of the arguments by a factor π 2K(k) , which is aimed at making the dependence in k more apparent.
Inverse of K k

Let b ∈ B
T and w ∈ W T . We chose a path on Q going from the half-edge closest to b to the half-edge closest to w, which we denote
We also set a 1 , . . . , a n−1 to be the successive vertices of Q in that path. See Figure 18 . The following definitions do not depend on the choice of this path. The discrete k-massive exponential function is defined in [12] as
This is a well-defined function of the complex argument u. It is moreover 2π-periodic, and 2iπ K K -periodic when a 1 and a n−1 are the same color (i.e. the product contains an even number of terms), 2iπ
Let also
Then the function e − i 2 (αn−α1) h(u|k) is well defined and has the same (anti)periodicity as e a1,an−1 (u|k). As a result the following function is meromorphic on the torus T(k) = C/ 2πZ + 2iπ
Its only possible poles are the α i + π. On can chose the paths joining b and w such that the angles α i all lie in an open interval of length π. Let Γ b,w|k be a vertical contour on T(k) avoiding this sector.
k is an inverse of the operator K k . For k = 0, it is the only inverse with bounded coefficients.
Inverse of K k,l
By (45), the following are inverses of K k,k and K l,l :
Corollary 32. The operator
is an inverse of K k,l . It is the only inverse with bounded coefficients. Its coefficients read, for w,
Proof. This is a direct consequence of (45), (46) and Theorem 22.
Asymptotics of coefficients
The asymptotics of the coefficients of K −1 for points b and w far away is also computed in [14] . To state the result, using the notations of Section 5.3.1, we also introduce the following real function:
As stated before, the α i can be taken in an interval of length π; let α be the center of this interval. According to [12] , for any k ∈ (0, 1) the equation Theorem 33 ([14] , Theorem 38) . Let Q be a quasicrystalline planar lozenge graph, and k ∈ (0, 1). Then when |b − w| → ∞,
The case k = 0 can be deduced from Theorem 4.3 of [41] and corresponds to a polynomial decay of the coefficients of the inverse matrix.
To get precise asymptotics for K −1
k,l , we need to compare two terms coming from K
l . The following Lemma lets us compare the main term, e |a1−an−1|χ(u0(k),k) . The conclusion is natural, since the case k = 0 corresponds to critical models (where the decay of correlations is polynomial), while as k gets bigger the decay is exponential and should have a faster rate. Thus for 0 < k < l < 1, only the term corresponding to k remains in the asymptotics.
Lemma 34. The function
The proof can be found in Appendix B.
Remark 35.
In the case of the Z-invariant elliptic Laplacian [12] , Ising or free-fermion 6V model [14] , the characteristic polynomial defines a Harnack curve of genus 1; in fact every Harnack curve of genus 1 with a central symmetry can be obtained in this way. This means that its amoeba's complement has only one bounded component, or "oval" (see Figure 2) . The boundary of this convex oval is parametrized by functions χ(·, k) for appropriate paths, and the value of χ(u 0 (k), k) corresponds to the position of an extremal point of the oval in the path direction. Thus Lemma 34 shows that as k goes from 0 to 1, these ovals are actually included into each other. In [12] the authors show that the area of the oval grows from 0 to ∞, but the monotonic inclusion is new.
We can now deduce the asymptotics of coefficients for K −1 k,l . There is a technical difficulty due to the fact that the prefactor h u 0 (k) + iπ K K k in Theorem 33 can be zero. This may happen when u 0 (k) is equal to α 1 or to α n , in the notation of Figure 18 . We do not expect this to happen except for a finite number of moduli k, but we could not get rid of this hypothesis.
Corollary 36. Let Q be a quasicrystalline planar lozenge graph, and 0 ≤ k < 1. We let |b − w| → ∞; suppose that there is an > 0 such that
Proof. This comes immediately from Corollary 32, Theorem 33 and Lemma 34. The fact that h is bounded away from zero is a consequence of the technical hypothesis, and the fact that
is bounded and bounded away from zero is proven in [12] .
The other coefficients of K −1 k,l can be computed in a similar way using Corollary 32, giving the same exponential behavior. When k = 0 < l < 1, the decay is polynomial, so that all these models can be considered as "critical".
We conclude this part on asymptotics with the computation of a critical parameter. 
Proof. In the notations of Appendix B, we showed that the minimum of g is 1 2 log(k ), so that
On the other hand, by Lemma 16 of [12] , there exists an > 0 such that χ (u 0 (k), k) < log( √ k nd ( |k)). As nd ( |k) → 1 when k → 0, this is equivalent to − 
Free energy and Gibbs measure
A Gibbs measure can be constructed by taking the limit of Boltzmann measures on toric graphs, i.e. to consider periodic boundary conditions. When Q is a Z 2 -periodic quadrangulation, we can define a toric exhaustion by Q n = Q/nZ 2 .
Theorem 38. Let Q be a planar lozenge graph. For any 0 ≤ k < l < 1, there exists a unique probability measure P 8V on the space of 8V-configurations equipped with the σ-field generated by cylinders, such that for any e 1 , . . . , e p ∈ E, each e i corresponding to a "leg" of G T whose endpoints we denote
Moreover, P is a translation invariant ergodic Gibbs measure.
Proof of Theorem 38. The proof follows closely from the arguments of [19] , see also Theorem 6 of [10] . We sketch the main steps here. First consider the case where Q is Z 2 -periodic. We denote P n 8V the Boltzmann probability on Q n . We use Kolmogorov's extension theorem; to do so, it is sufficient to show that the right-hand side of (47) is the limit as n → ∞ of the probability that e 1 , . . . , e m ∈ τ in the toric graph Q n . This probability is given by (27) . Thus we want to compute the limit of Pf K s,t n;k,l V c (where the n means that the matrix is defined on Q n ) for any s, t ∈ {0, 1}. When k = 0 or (s, t) = (0, 0), the matrixK s,t n;k,l is invertible and by Jacobi's identity,
By Lemma 19 and Theorem 25,
As n → ∞, the coefficients of K s,t n;k,k
tend to that of the infinite matrix K −1 k,k by the 6V case [14] . Using Corollary 32 we get that the coefficients of K s,t n;k,l
converge to that of the infinite matrixK
k,l (where the orientation of the infinite graph is obtained by periodizing the orientation of Q 1 ).
As a result, (48) implies that for (s, t) = (0, 0) or k = 0,
When k = 0 and (s, t) = (0, 0), the generic arguments in [10] imply that Pf K 0,0
Using these estimates, Proposition 21 implies
where 0,0 = −1 and the others are 1. By Corollary 20, the right-hand side is simply Pf K −1
The non-periodic case can be deduced from the periodic case by the generic arguments of [20] . It comes from the uniqueness of an inverse of the infinite Kasteleyn matrix with bounded coefficients and the locality property of Corollary 32.
When Q is Z 2 -periodic, the free energy is defined as
Its existence and exact value can be deduced from that of dimers [19, 43] , giving the following:
Proposition 39. Let Q be a periodic lozenge graph, and 0 ≤ k < l < 1. Let P 8V k,l be the characteristic polynomial of the 8V-model on the toric graph Q 1 . Then
A 8V-configurations as 1-forms
This section aims at providing a simple algebraic framework to understand 8V duality and order-disorder variables. Specifically, we write configurations as elements of certain Z 2 -modules, so we use additive notations; similar definitions can be found for various models, in multiplicative notation, in [24] . We do this for a quadrangulation Q only in the spherical case.
A.1 Setup
A spin configuration on the vertices V of Q can be seen as an element σ ∈ Z V 2 (we will use bold notations to represent objects defined in Z 2 -modules). Then the spin-vertex correspondence sketched at the beginning of Section 3.1 can be seen as a linear map Φ : Z 
Thus an 8V-configuration can be represented as an element τ = (α f , β f ) f ∈F ∈ Z 2 2 F , with α f taking the value 0 when τ f is of type A or C (i.e. the black spins are equal) and 1 when it is of type B or D, and similarly for β f and white spins. Note that this characterizes the 8V configuration up to global complement, so that this setup is only relevant in the zero field case.
Thus we define the set of 8V-configurations as H = Im Φ, which is a strict subset of Z 
The applications Φ and Ψ can be considered as dual of each other. To do so, we equip Z 
2. H = Im Φ = ker Ψ. In other words, the following sequence is exact
Proof. Let σ = (σ v ) v∈V and τ = (α f , β f ) f ∈F . By linearity, it is enough to prove (49) when σ, τ are elements of the canonical basis, i.e. when σ v is 0 for all vertices but one, and α f , β f are all 0 except one. If σ b is 1 for one black vertex b ∈ B and 0 for all other vertices, then Φσ is (1, 0) on faces adjacent to b and (0, 0) otherwise. Two cases may appear:
• if α f = 1 at some face f and all the other components of τ are 0, then Ψτ is 1 on the white vertices of f and 0 everywhere else, and we have Φσ|τ = (σ, Ψτ ) = 0.
• if β f = 1 at some face f and all the other components of τ are 0, then Ψτ is 1 on the black vertices of f and 0 everywhere else, and we have
The case where σ w is 1 at a white vertex w ∈ W and 0 elsewhere is similar. This proves 1. We now prove 2. We already know that Im Φ ⊂ ker Ψ. Let us show that they have the same dimension.
• The kernel of Φ is clearly composed of elements of Z V 2 constant on B and constant on W, so it has dimension 2. By the rank-nullity theorem, Im Φ has dimension |V| − 2.
• The applications Φ and Ψ are dual of each other so they have the same rank. By the rank-nullity theorem, ker Ψ has dimension 2|F| − |V| + 2.
• We have Euler's formula |V| − |E| + |F| = 2, and the graph is a quadrangulation so 4|F| = 2|E|. Combining these gives |V| − 2 = 2|F| − |V| + 2 as needed.
Since Φ and Ψ are dual of each other, Im Φ = (ker Ψ) ⊥ and 3 is obvious from 2.
Remark 41.
• It is clear now that we are working with an avatar of discrete Hodge theory. The applications Φ and Ψ are in fact the d applications defined by Mercat for the double of a chain complex [51] . For that reason, we will now simply denote the sequence (50) as
so, for instance, an 8V configuration is a closed 1-form (i.e. a τ ∈ Z 2 2 F s.t. dτ = 0).
• The elements of Z • Properties similar to Proposition 40 might hold when Q is not a quadrangulation of the sphere but of the torus, or other surfaces. These are beyond the scope of the present paper.
A.2 Fourier transform
Let g : Z 2 2 F → C. We define its Fourier transformĝ :
The normalization is such that we have the Inverse Fourier transform formula isĝ = g. Another important formula is Poisson's summation identity. For any subspace 
which is the duality relation for partition functions (16) .
A.3 Correlators
We now describe how correlators of Definition 7 fit into this description. In the absence of disorder, the order variables σ(B 0 )σ(W 0 ) correspond to a random variable taking value 1 (resp. −1) when there is an even (resp. odd) number of edges in τ between the B 0 , W 0 joined pairwise. (−1) τγ |τ w 8V (τ ).
The factor 2 comes from the fact that the representation of 8V-configurations in Z 2 2
F is two-to-one.
Proof of Theorem 15. Our goal is to prove that for any 8V-configuration τ ∈ Ω(Q),
By definition of Boltzmann probabilities, this is equivalent to (we indicate the dependence of w 8V in the α, β variables): Note that we always have τ = τ + τ ∈ H, so when τ / ∈ H the inner sum is empty. We rewrite this as In other words, we havef (τ γ ) = 0. This is true for any B, W and paths γ joining them pairwise. Conversely, any element τ ∈ Z 2 2 F can be considered as such a τ γ -namely, if dτ = B ∪ W , then τ = (1 γ W , 1 γ B ) for some paths γ B , γ W that satisfy the hypothesis of Theorem 13. This means thatf is actually the null function, and by injectivity of the Fourier transform, so is f . This proves (51 We prove these two Lemmas later, and first show how they imply Lemma 34. By differentiation of (52), for u ∈ [0, 
By Lemma 44, the terms in the first sum are positive while those in the second an third sums are negative. We show that for u = u 0 (k), the first sum is, in absolute value, smaller than the third one, which is enough to conclude. For the first sum, if − Thus the first sum S 1 in (53) satisfies
Similarly, for the third sum S 3 , we have
By Lemma 44, g u + 
Using (56), (54) and Lemma 45 we see that for u = u 0 (k), |S 3 | > S 1 as needed.
Proof of Lemma 44.
The first point is a direct consequence of the change of arguments in elliptic functions, see Table 16 .8 in [1] . For the second point, first notice that for all k, using Table 16 , we get
where E is the elliptic integral of the second kind:
E(k) = E(K(k), k).
π u, it is sufficient to prove that the right-hand side of (57) is a strictly increasing function of v on 0,
. On that interval, As a result, (57) is a strictly increasing function of v on 0,
Proof of Lemma 45. We take againk = 1−k 1+k . By equation (26) in [12] , u 0 (k) is also the unique element of − Moreover, using again the symmetry and monotonicity of the sn function,
As a result, we get the following inequalities:
In the last inequality, we used the fact that the cardinal is not zero since these j are exactly those that give a negative term in in (58); those negative terms have to exist because the α j are not all equal. Dividing by sn K(k) + (u 0 (k) − )k k > 0, we get the claim of Lemma 45.
