We present new interferometric observations for 74 luminous red stars, made in the near-infrared. We show that our 2.2 km uniform-disk diameters agree with other near-infrared diameter determinations (lunar occultations and interferometers) for 22 stars measured in common with ours. From our new data, we derive e †ective temperatures that are compared with our previous work and with comparable observations made by lunar occultations at Kitt Peak. The combined data set yields 91 luminosity class II, IIÈIII, and III stars that have well-determined spectral types spanning the range from about K0 to about M8. There are 83 stars in the sample that deÐne an approximately linear relationship between spectral type and e †ective temperature for giants, with a dispersion of 192 K at each spectral type. Eight of the stars have temperatures that are roughly 750 K too low for their spectral types. These stars are not known to be at the high-luminosity end of the range of stars observed and are not recognized as binary stars. At present, we have no explanation for their low e †ective temperatures. We also show that Hipparcos parallaxes, combined with our angular diameters, yield linear radii precise enough to see di †er-ences in the average radius between luminosity class II and luminosity class III stars.
INTRODUCTION
Measurements of the angular diameters for oxygen-rich giants and supergiants at 2.2 km have been a long-term goal at the Infrared Optical Telescope Array (IOTA) since Ðrst fringes were obtained in late 1993. In this paper, we report new visibility observations for 74 evolved stars. We felt that it was timely to publish the data so that they would nearly coincide with the release of the parallax data set from Hipparcos. The combination of well-determined angular diameters with distances will lead to a large body of linear diameters for the upper right part of the H-R diagram. Although we have a larger body of observations than we report here, we restrict the present discussion to stars with observed average visibility levels V ¹ 0.8. These stars are well enough resolved that the resulting errors in the e †ective temperature are K. p T ¹ 300 A complete description of the interferometer may be found in et al. the methods used to observe Carleton (1994) ; fringes and reduce the fringe data to uniform-disk (UD) angular diameters have been described by Dyck et al. (1996, hereafter In Paper I, we discussed the advantages Paper I). of observing at 2.2 km, compared with both shorter and longer wavelengths. We will not repeat these discussions here, although we stress that we are generally using the fringe visibility at a single spatial frequency point to determine the UD diameter.
This method appears to be sufficiently accurate for giants and supergiants, but it may lead to errors for Mira variables (see, e.g., there are no known Mira variables Tuthill 1994) ; in the present sample of stars. As an example of the accu- h UD \ 33.2 0.8 mas, has been Ðtted to the data. One may see that there is no systematic departure from the UD function at spatial frequencies lower than the Ðrst zero. Beyond the Ðrst zero the observed data also Ðt the UD well, although there may be a small amount of excess power (1%È2%) that could originate in surface structure, such as spots or limb brightening. The quality of the data is not sufficiently high to be able to judge that point at the present time. Because the UD Ðts this extended atmosphere supergiant well, we expect that the results for less extended luminosity class III stars will be at least as good. Thus, we feel justiÐed in determining the angular diameter for luminosity I, II, and III stars from a single observation of the visibility made at one spatial frequency point. Note also that the comparison of the IRMA and IOTA data, taken at epochs di †ering by about 4 yr, sets a limit on the amount of variability over this timescale.
We have also compared our angular diameter measurements with those taken by other observing methods, including lunar occultations at 1. 65 Figure 2 common, and the agreement can be seen to be good. If we Ðt 982 DYCK, VAN BELLE, & THOMPSON Vol. 116 FIG. 1.ÈPlot of 2.2 km visibility data for the M5 supergiant a1 Her with a UD visibility function plotted for comparison. Note that there is no apparent systematic di †erence between the observations and the simple model for this atmospherically extended star. This is used as justiÐcation for deriving the angular diameter for giants and supergiants from a single observation of the visibility at one spatial frequency point. a line to the data, then the IOTA observations di †er in slope by 3.8% from the other observations and have an o †set at the origin of about [0.6 mas. Note that, compared with IOTA, the lunar occultation technique is a completely different method for obtaining angular diameters, CERGA is a di †erent interferometer with a di †erent method of estimating fringe visibility, and FLUOR is the same interferometer but with a di †erent beam combination scheme.
OBSERVATIONS
The new data are reported in where we have Table 1 , given the Bright Star Catalogue number, a (Ho †leit 1982) common name or other identiÐer, the date of the observation, the projected interferometer baseline, the visibility and the UD angular diameter, and an associated error. Because the interferometer response is not constant, as a result of mechanical changes in the instrument and atmo- spheric Ñuctuations during the night, we calibrate the observations of a science source frequently. We choose calibration sources that are unresolved (visibility amplitude greater than about 95%) and that are placed within about 5¡ of the science source in the sky. The normal mode of observing is to alternate observations between the science source and the calibrator in a time interval of order 5 minutes to minimize the e †ects of the atmosphereinstrument variations. Calibrated visibilities are obtained by dividing the observed visibility amplitude of the science source by the observed visibility amplitude of the calibrator, after correction for the estimated calibrator size. As we reported in we have assigned an error of^0.051 to Paper I, the calibrated visibility measured on a single night, based upon our experience with the scatter in the observed visibility for the same star over di †erent nights ; the error is decreased as the square root of the number of nights on which observations were made. This error and the visibility were used to compute the error in the UD diameter.
The referee has pointed out to us that the application of such a naive error estimate to the visibility might not be expected. For example, assuming photon statistics as the principal source of noise, one would expect the error to grow with increasing visibility for a source of Ðxed brightness. We have applied the error to the full range of visibility measurements. Furthermore, because of correlations in the two data channels resulting from atmospheric e †ects, it may not be reasonable to assume that using two channels reduces the error by 21@2. We may justify the application of this simple visibility error estimate by considering all the repeated data available from this paper and where Paper I, the maximum baseline variation is no more than 4% among the observations. A random distribution in the projected baseline of^2% around a mean baseline of 37.5 m produces an rms variation in the observed visibility of^0.0085 about a mean visibility of 0.55 for a star of angular diameter 8 mas. For all the stars in our program with two or more observations, we have computed the mean and the absolute deviation for each observation. These absolute deviations are plotted in as a function of the measured visibil- Figure 3 , ity, where the entire sample has been used. We note that the   FIG. 3 .ÈPlot of absolute visibility deviation vs. visibility for all stars measured in this paper and in that have observations on two or Paper I more nights. Note that there is no change of the scatter with observed visibility. See for a more detailed explanation.°2 upper limit to the deviations is about 0.2, with the bulk of the points lying at levels less than 0.1. In fact, four stars produce the points that deviate most widely from the rest of the sample. Notable among these is RX Boo, for which we reported the largest sample of repeated observations (see Paper I). This was done because we suspected at the time that RX Boo might show some time variability in the measured visibility. If we exclude RX Boo from the sample on the grounds that it may be variable, the rms Ñuctuation in the remaining stars in the distribution shown is^0.0526. Subtracting in quadrature the rms variation noted above for the dispersion caused by projected baseline changes from the observed visibility scatter in the sample yields a corrected estimate for the error of^0.0519. This is very close to the estimate obtained in Paper I made with a smaller data set and indicates that two detector channels are indeed better than one by about the expected factor ; we adopt the error from Paper I for consistency. Note also that there is no correlation between the absolute deviation and the observed visibility over the approximate range 0.1 ¹ V ¹ 0.9. In particular, there is no growth of error with increasing visibility, so we feel justiÐed in applying a simple error estimate over the entire range of our visibility measurements. The observed distribution indicates only that sources of error other than photon statistics are important to the observations in the near-infrared. In we have converted the UD diameters to from these Rosseland mean diameters and bolometric Ñuxes estimated from broadband photometry. The photometric data were obtained from the SIMBAD database, where we have used the JP11 measurements when they were available. When photometric data were not available for some wavelengths, we Ðlled in by interpolation using mean colors for the observed spectral type. The raw magnitudes were corrected for reddening, using the scheme described in Paper I, and integrated numerically to obtain the bolometric Ñux. Note that we have not computed e †ective temperatures for all stars reported in Rather, we have Table 1 . restricted the sample to those stars that we judge to have well-determined spectral types ; references to the sources for these spectral types are given in
We also included Table 2 . earlier observations from Paper I, bringing the total number of stars with e †ective temperature estimates to 70. Where there were overlapping data, we have averaged the UD diameters together, weighted by the error.
Random errors in the e †ective temperatures were computed by assuming an uncertainty of 15% in the bolometric Ñux (arising from errors in the absolute calibration, errors in the reddening estimate, and variability) and the computed error in the UD diameter listed in
The inter- Table 2 . ested reader should consult for details of the error Paper I estimates for the bolometric Ñux.
3. DISCUSSION
E †ective T emperatures
The e †ective temperatures for luminosity classes II, IIÈIII, and III are plotted in where we have Figure 4 , plotted only those stars for which the error in the temperature was ¹300 K. This resulted in 60 stars. We have also included the available occultation data from Ridgway et al.
supplemented by a few additional stars report-(1980), ed in
The justiÐcation for combining the two data Paper I. sets is based upon the analysis carried out in Paper I. In that paper (see its Table 5 ), we compared the e †ective temperature scale deÐned by Ridgway et al. (1980) with the one derived from IOTA interferometry. The result was that the IOTA scale was about 100 K cooler than the occultation   FIG. 4 .ÈPlot of e †ective temperature vs. spectral type for luminosity class II, IIÈIII, and III stars, comparing the results of lunar occultation observations with those from interferometry, all made at near-infrared wavelengths. The dotted line is a linear regression (see°3.1).
scale at spectral type K1 III, but about 130 K warmer at spectral type M6 III. The intrinsic scatter at each spectral type was estimated to be about 100 K, so it seems reasonable to conclude that the two scales are identical. We have not replotted the stars observed at CERGA, since they overlap almost completely with the IOTA observations. The total number of e †ective temperatures determined from occultation measurements is 31, bringing the total number plotted in to 91 stars. This is nearly 50% more Figure 4 stars than were reported in Paper I.
One may note three general features in the Ðgure. First, there is a uniform mix of IOTA interferometric and occultation temperatures. Each data set appears to cover the band deÐned by the other with no systematic separation. This is consistent with the conclusions given in Paper Second, all but eight of the stars are concentrated at the I. upper part of the distribution. The eight discordant stars form a parallel sequence o †set by about 750 K to cooler temperatures from the average of the remaining 83 stars. Finally, at the scale shown in the Ðgure, there is a linear decrease of temperature over the range of spectral types from G8 to M8.
Because we have mixed together luminosity classes II and III, it is of interest to determine whether the eight discordant stars in have luminosities systematically Figure 4 higher than the remainder of the stars. One might anticipate this e †ect based upon our previous result showing (Paper I) that supergiants have systematically lower temperatures than their giant counterparts at the same spectral type. The eight stars under discussion here are t Leo, c1 Leo, 75 Tau, 6 Leo, 46 Leo, HD 75176, FL Ser, and Z UMa, all classiÐed as luminosity class III. Two of the eight are known to be members of double systems, which could produce the observed e †ect, but the other stars appear to be single.
If we assume that the roughly linear relationship between spectral type and e †ective temperature shown in the Ðgure is, in fact, correct, then we may determine an equation that will describe the temperature over this range of spectral types. A linear regression to all data except the eight discordant stars results in
where the index ST has possible values [2, . . . , 0, . . . , 5, 6, . . . , and 8, corresponding to spectral classes G8, . . . , K0, . . . , K5, M0, . . . , and M8, respectively. The regression for the 83 stars yields a standard error for a single estimate of temperature of^192 K. If some other functional form better expresses the relationship between the spectral type and the e †ective temperature for giants, then this error is an upper limit to the average dispersion at each spectral class. We show this regression in for comparison with the Figure 4 observed data.
The error in the computed e †ective temperatures is divided between the uncertainty assumed for the bolometric Ñux density and the error in the measured angular diameter, with the error in the diameter yielding the greater contribution. The mean relative error in the angular diameter for the stars listed in is leading to an error Table 1 p h /h B^0.09, contribution of^4.5%. For a star of e †ective temperature 3000 K, this corresponds to an error in the temperature of about^160 K. Taking a mean bolometric Ñux relative error of^15%, we obtain a contribution to the e †ective temperature error of^3.75%, or approximately^115 K for the star just mentioned.
Stellar Radii
We have searched the Hipparcos database with SIMBAD to Ðnd stars in our observed sample that have had accurate parallax determinations. Fewer than six of the stars listed in have parallaxes that are less than 3 p above the Table 2 measurement errors. We have isolated stars classiÐed as luminosity class II or IIÈIII from those classiÐed as luminosity class III. Data from these two groups are plotted in FIG. 5 .ÈPlot of stellar radius as a function of e †ective temperature. Note that luminosity class II and IIÈIII stars are systematically larger than luminosity class III stars at a given e †ective temperature.
as stellar radius (in solar units) versus e †ective Figure 5 temperature, where class II and IIÈIII stars are shown as squares and class III stars are shown as diamonds. One may see that there is a clear separation between the two luminosity classes, with the class II and IIÈIII stars being larger than the class III stars. Around an e †ective temperature of 3500 K, the higher luminosity stars have approximately a factor of 2 larger radius, on average, than do the lower luminosity stars.
The principal source of error in is still the error Figure 5 in the parallax. With increased precision in these measurements, it should be possible to establish quantitative values of radius corresponding to subtle spectroscopic luminosity di †erences. In fact, it is this limitation in establishing the distance to our sample of stars that prevents us from constructing an H-R diagram with the data at hand. While the parallaxes are often 5È10 p results, a level of precision that allows us to see gross radius di †erences readily, the e †ect of computing luminosity is to increase the relative error by a factor of 2 (since distance enters as the second power). This yields an H-R diagram that is not even qualitatively useful.
