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1. Introduction 
The stochastic ergodic measuring technique (SEM) has been developed for measuring some 
significant values of electronic signals, e.g., the mean value, the root-mean-square-voltage, or the 
correlation functions. The advantage of the SEM is that it is possible to measure the voltage of 
some constant signal, sums, products, the square, the square root, or the mean value with the 
same simple principle without using nonlinear elements or complicated electronics. Today this 
advantage is not as important as it has been in the early 70s because digital processing has 
become cheaper and faster. But the same principle can be used now for reducing costs and 
complexity in digital-analog-converters (DAC) in a way that can be called stochastic interpola- 
tion. 
2. The stochastic ergodic measuring principle 
Let e(t) = E E [0, l] be a constant (normalized) input voltage to be measured. The first step is 
to compare e(t) with a reference signal r(t) to get an output impulse function 
44 = lro,ecOI(+)) = 
i 
1 for r(t) <e(t), 
0 for r(t) > e(t) 
> 
where lA( x) denotes the characteristic function of the set A. (Compare with Fig. 1.) 
0) 
0377-0427/90/$03.50 0 1990 - Elsevier Science Publishers B.V. (North-Holland) 
58 M. Drmota / Statistic ergodic measuring techniques 
I I 
I I t 
I 
) z(t) ; I 
I I 
I 
l-- ----___ ------_--- 
t 
r,(t) 
t 
z,(t) 
& 
z(t) = zl(t)Jp(t) 
z&t) 
Fig. 1. Fig. 2. 
The mean value of z(t), 
M(T) = +fz(t) dt 
is an approximation for E if r(t) is uniformly distributed. This is easy to see, since r(t) is 
uniformly distributed if and only if 
T’;$ f gT40,,, (r(t)) = J&M(T) = E (3) 
for all E E [0, 11. M(T) can easily be approximated by sampling z(t) to get a OJ-sequence 
z, = z( nT,) and by counting 
N N 
MN= ; c zn = $ c 1[0,E,(+G)). (4 
n=l n=l 
If the sequence r,, = r( nT,) is uniformly distributed, then 
lim MN=E 
N+CC 
for all E E [0, 11. 
A detailed description 
3. Error and discrepancy 
(5) 
of the SEM with many applications can be found in [5]. 
It is of special interest to know something about the maximal error of this measuring 
procedure. It is given by 
(6) 
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or by 
which is known as the discrepancy Q.( r( t)) of the function y(t) or as the discrepancy DN( Y,) of 
the sequence r,. 
It should be noticed that the function of a sequence is uniformly distributed if and only if the 
discrepancy converges to 0 if T or N tends to infinity. 
4. Product and mean value 
Let ei(t) = El E [0, 11, e,(t) = E, E [O, 11 be two constant (normalized) input signals and 
ri( t), r2( t) two reference signals. If ri( t) and Y~( t) are independently uniformly distributed- this 
means that 
for all E,, E2 E [O, l]-then 
where z;(t) = 1 LO,E,l(ri( t)) (i = 1, 2) is an approximation for the product E,E,. Figure 2 il- 
lustrates this method. 
The error can be estimated by the two-dimensional discrepancy 
Mi(t), %W) 
1 T 
= sup r I J o I,,,&(t)) I,O,E,,M)) dt - ElE2 . O<E,,E,<l (10) 
Again M(T) can be approximated by sampling z(t) = zl( t).z2( t) and counting z, = z( nT,). 
If r,, = ri( nT,), r,, = r2( nT,) are independently uniformly distributed- this means that the 
two-dimensional discrepancy 
N 
DN (rln Y r2, > = sup 
OGE,,E,<l 
$7 c 1Fl,E,lbin) l,o,,](r2n) - ElE2 
n=l 
(11) 
converges to 0 as N tends to infinity-then the measuring error gets arbitrarily small. 
In many cases the input signal e(t) is nonconstant but varies due to a noise or deterministi- 
tally. In both cases it would be useful if M(T) or MN converges to the mean value of e(t). First 
consider the case that e( t ) is periodic with period Tl. Here 
1 T 
lim T 
T+cc J o ltO,+)l(r(t)) dt = $ir’e(t) dt (12) 
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if r(l) is uniformly distributed and independent of t/T, (mod 1). This can be seen by the 
following observation. Let f(x, y) = l,,,,,,,,,,(y) (0 < x, y < 1). Then 
1 T 
lim- 1 
J T+m T 0 
= ~‘~lf(x, Y) dx dy = $-,‘e(t) dt. (13) 
If e(t) is of bounded variation V,‘t (e) = 10G 1 de(t) 1, then the measuring error can be estimated 
by using an inequality of Niederreiter and Wills [4]: 
1 T 
I J -To 
l[O,e(r)lk(t)) 
where C is an absolute constant and Ni is the number of points of discontinuity of e(t), 
t E [0, Tl]. A similar statement holds for sequences: 
; nil l[O,e(nTo,](r(nTO)) - $fe(t, dt 
Combining the methods to measure the product and the mean value, it is also possible to get an 
approximation for the mean-square-voltage: 
l,o,e,&dt)) 1 ~o,~~&&)) dt - f/k)* dt 
1 0 
< C(l+ Voq(e) +Nl)DY3 $, r,(t), r*(t)) ( (16) 
and 
[O,e(nTo)]bi(n&)) ’ 
n=l 
[O,e(nT&2b~)) - $iqe(t)2 dti 
< C(1 + Vo’l(e) +N,)D~3 ( 17) 
Another method for estimating the error (14) and (16) can be found in [2]. The easiest way to 
generate a uniformly distributed reference function is to use a periodic linear function r(t) = at 
(mod 1). The discrepancy satisfies 
D&d) = o( -&). 08) 
The sampled sequence r,, = aT,n (mod 1) is uniformly distributed if and only if aTo is irrational. 
For example, if the partial quotients of CYT, are bounded by K, then we have (see [3]) 
(19) 
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The two linear functions rr(t) = a,t (mod l), r*(t) = a,t (mod 1) are independently uniformly 
distributed if the quotient (Y~/(Y~ is irrational. If (Y~/(Y~ is of approximation type < 2, then it can 
be shown that (see [l]) 
The sampled sequences ml = a,T0n (mod l), r,, = a,T,n (mod 1) are independently uniformly 
distributed if and only if 1, a1T0 and a,T, are linear independent over the rationals. Estimates 
for the discrepancy can be obtained but again they depend on the approximation type of the 
vector (1, f_~r&, azT0) (see [3]). 
The situation for (t/7’,, at) is quite similar; lim,,,D,(t/T,, at) = 0 if and only if aT, is 
irrational and lim N_,ooDN(nT,/T,, aT,n) = 0 if and only if 1, T,/T, and CUT, are linear 
independent over the rationals. 
If e(t) is not periodic, it is also possible to estimate the error: 
(r(t)) dt- $lTe(t) dti 
< C(l+ G’(e) +Nl(T))DY2(+, r(t)) (21) 
and 
n=l 
[O,e(nTJ(+T,)) - +j-,Te(t) dti 
g C(l + KNG(e) + N,(NT,))Dg2( $, r(nT,)), (22) 
where Vo’( e) is the variation and Ni( 7’) the number of discontinuity points of e(t) in [0, T]. 
5. Stochastic interpolation 
A very important part in signal processing is analog-digital conversion. For example, if one 
wants to know the first 4 digits of the dyadic expansion (4 bit) one divides the interval [0, l] into 
1 
t 
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-t 
Fig. 3. 
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16 parts and decides with 4 comparators in which of the 16 subintervals the analog signal is 
situated. Mostly 4 bits are not enough for digital processing, 8 or 12 bits are the minimum for 
significant results. But the complexity to determine the dyadic expansion of the analog signal by 
this method up to 8 .or 12 bits is unproportionally large. Therefore it is useful to combine this 
method with the SEM. 
The first step is the same as before, k comparators decide in which of the 2k subintervals the 
analog signal is situated. In the second step the SEM is used to determine a more exact value (see 
Fig. 3). 
By this method it is possible to get approximately 3k bits. Therefore it is sufficient to use 4 
comparators and the SEM to get 12 bits. 
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