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Abstract 
Abstract of thesis entitled: 
Fast and Robust Methods for Missing Data 
Recovery in Image Processing 
Submitted by WONG Yin Shung 
for the degree of Master of Philosophy in Mathematics 
at The Chinese University of Hong Kong in July 2005 
A two-phase method (AMFVM) has been proposed in "Salt-and-Pepper Noise 
Removal by Median-type Noise Detectors and Detail-preserving Regularization" 
recently. It performs quite well for removing salt-and-pepper noise. In the first 
phase, an adaptive median filter in "Adaptive median filters: new algorithms 
and results" is used to identify pixels which are contaminated by noise (noise 
candidates). In the second phase, the image is restored by minimizing a spe-
cialized regularization functional in "A variational approach to remove outliers 
and noise" that applies only to those noise candidates. As an extension of this 
work, we propose a more efficient method to accomplish the second phase. We 
apply three new methods that require no minimizing of the functional. They are 
the triangle-based interpolation (TBI), the least square method with Laplacian 
regularization (LR), and Lagrange multipliers (LM). For images contaminated by 
high level salt-and-pepper noise, the denoising speed of our methods (TBI and 
LR) are 10 � 9 0 times faster than AMFVM. For homogenous images, TBI per-
forms better than AMFVM in terms of the peak signal to noise ratio (PSNR). For 
nonhomogenous images, LR performs better than AMFVM in terms of PSNR. 
/ 
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Besides denoising, we apply our methods on the inpainting and zooming prob-
lems. For inpainting, it is similar that TBI and Laplacian Regularization perform 
better than AMFVM in terms of PSNR for homogeneous and nonhomogeneous 
images respectively. For zooming, Laplacian Regularization is the best method 
among all tested methods mentioned in this thesis. 
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Chapter 1 
Introduction 
In this thesis, we consider the reconstruction of an image which is corrupted 
by high level salt-and-pepper noise. The denoising scheme is based on the two-
phase method [8]. The two-phase method proposed in [8] combines the adaptive 
median filter [4] and the variational method [6]. In this thesis, we propose three 
new methods to replace the variational method to remove the noise. 
In Chapter 2，we will give a brief introduction about what a digital image, 
salt-and-pepper noise and resolution are. Some examples illustrating an image 
corrupted by different noise levels are given. 
Different famous median-type filters are stated in Chapter 3. They are the 
standard median filter [5], the adaptive median filter [4], the multi-state median 
filter [15], the directional difference-based switching median filter [17], and the 
improved switching median filter [13]. We give a brief description on how the 
filters work. We also state the variational method [6] and the two-phase method 
8] at the end of Chapter 3. 
In Chapter 4, three new methods are proposed. They are the triangle-based 
interpolation, the least square method with Laplacian regularization, and La-
7 
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grange multipliers. For images contaminated by high level salt-and-pepper noise, 
the denoising speeds of the first two methods are 10 � 9 0 times faster than the 
method proposed in [8 . 
Chapter 5 shows us how our methods can be used to solve the inpainting and 
zooming problems. 
The simulation results of our methods are listed in Chapter 6. Comparison 
is made between our methods and the methods listed in Chapter 3. The tested 
images are corrupted by 70% and 90% noise level. We mainly consider the quality 
of the reconstruction image and the denoising speed. The inpainting and zooming 
results are also listed. 
Chapter 2 
Fundamentals 
2.1 Representation of a digital image 
Usually, an image in the real world is a continuous function f{x,y). To convert 
the image to digital form, we sample the function in both coordinates and in 
amplitude. The result of sampling and quantization of a 2D image is a matrix 
of integers. The function f{x,y) is sampled so that the resulting digital image 
has M rows and N columns. The coordinates {x, y) are discrete quantities. The 
coordinate of the origin is (0,0) and its next coordinates are (0,1) and (1,0). Here 
the notation (0,1) is used to denote the second sample along the first row. It 
does not represent the actual values of physical coordinates when the image was 
sampled. Figure 2.1 shows the convention used in this thesis. 
The above notation let us write the M x A^  digital image in the following 
9 
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Figure 2.1: The coordinates (x,y) are shown: 
matrix: 
/(0，0) / ( 0 , 1 ) … / ( 0 , i v - l ) 
/(1，0) /(1，1) ... m,N-l) 
f{x,y) = • (2.1) 
• • • 
• • • • • • 
/ ( M - 1 , 0 ) / ( M - 1 , 1 ) … f ( M - l , N — l) 
- J 
An element of this matrix is called a pixel. Figure 2.2 shows the form of an 
image in a computer. The minimum and maximum value of pixels are 0 and 255 
respectively. 
2.2 Salt-and-pepper 
Salt-and-pepper noise is one kind of impulse noise. It is caused by malfunctioning 
pixels in camera sensors, faulty memory locations in hardware, or transmission 
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Figure 2.2: An image is a matrix in a computer. 
in a noisy channel. Some of the pixels in the images can be corrupted by the 
salt-and-pepper noise while the remaining pixels remain unchanged, see [7] for 
reference. In this impulse noise model, the observed gray level image pixel 狗 at 
position is given by 
a with probability Pa, 
dij ~ ]b with probability Pb, 
tij with probability 1 — Pa — Pb, 
\ 
where Uj is the true pixel value at {ij) position. In this thesis, a = 0 and b = 255. 
Figure 2.3 shows some images with different amounts of salt-and-pepper noise. 
2.3 Resolution of a gray digital image 
The quality of a digital image is controlled by the resolution. The resolution is 
the smallest discernible detail in an image. The higher resolution, the larger is 
the size of the matrix, since more points are taken to approximate the continuous 
image. Figures 2.4 and 2.5 show the different resolution of images. 
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圓圜 
•• 
Figure 2.3: The top left one is the original image. The top right one is the image 
with 10% salt-and-pepper noise. The bottom left one is the image with 50% salt-
and-pepper noise. The bottom right one is the image with 90% salt-and-pepper 
noise. 
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(a) (b) (c) 
Figure 2.4: Different resolution images are shown.(a) 256 x 256, (b) 128 x 128, 
and (c) 64 x 64. 
•HE 
� （b) (c) 
Figure 2.5: Different resolution images are shown: (a) 256 x 256, (b) 128 x 128, 
and (c) 64 x 64. The last two images are resampled to 256 x 256. 
Chapter 3 
Filters 
There are many works on the restoration of images corrupted by salt-and-pepper 
noise. See, for instance, the nonlinear digital filters reviewed in [5]. The standard 
median filter (SMF) is a famous nonlinear filter for removing salt-and-pepper 
noise. It has good denoising power [1] and computational efficiency [16]. However, 
when the noise level is high (e.g over 70%), some details and edges of the original 
image are smeared by the filter [14]. Many modified median filters have been 
proposed, e.g. the adaptive median filter (AMF) [4], the multi-state median filter 
(MSM) [15], the directional difference-based switching median filter (DDB) [17], 
and the improved switching median filter (ISM) [13]. These filters first find out 
possible noisy pixels and then replace them by using median values or its variants, 
while leaving all other pixels unchanged. These filters are good at detecting noise 
even at a high noise level. AMF has the most powerful detection power among 
them. It can detect all noise candidates even when the noise level is 90% if a large 
window is used. In this chapter, different types of median filters will be stated. 
We will see how they reconstruct an image corrupted by salt-and-pepper noise. 
14 
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3.1 Median filter 
Median filter is a neighborhood operator. A neighborhood operator works with 
each pixel in the neighborhood. Usually, the neighborhood is a subimage of the 
image in square shape. The subimage is called a mask or a window. A 3x3 
window is illustrated in Figure 3.1. Median filter replaces the value at {i,j) of 
a pixel by the median of the gray levels in the s x s window Wfj. So each pixel 
value of the reconstruction image f is: 
fij = median{？/p J, 
where Wfj = {{p,q) : — z| < s and \q — j\ < 5}. The median filter is quite 
Figure 3.1: It is a 3 x 3 window W為. 
famous since it gives good noise-reduction result for small amount of noise and 
the processing speed is very fast. For larger amount of noise, a bigger window 
performs better. Since the filter replaces both the noisy pixels and noisy free 
pixels by the median value in the window, it smooths the image. This is the 
main disadvantage of this filter. 
3.2 Adaptive median filter 
The adaptive median filter (AMF) is a modified median filter. It preserves details 
while removing the salt-and-pepper noise. The main idea of AMF is broken down 
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to 2 steps. It first determines whether a pixel is corrupted. If the pixel is noise, it 
replaces the noise by the median value in the window. If not, it remains unchange. 
Let Qij be the observed pixel at location {i,j). 
For each pixel position (z, j ) , do 
1. Use W j^ as a starting window. 
2. Compute w 广 , a n d They are the minimum, median and 
maximum of the pixel values in Wfj respectively. 
3. If I t ; , < 切 ; < w � ’ s ’ go to Step 5. Else s = 5 + 2. 
4. If s < Smax, repeat Step 1 to Step 3. 
5. If w � ’ s < gij < w ^ ' s , then g^ j is not a noise candidate. Otherwise gij is 
replaced by 
For detail, you can see [4]. The performance of the AMF is quite good even if 
the noise level is up to 50%. However, the performance is not satisfactory when 
the image is corrupted by more than or equal to 70%, see Chapter 6. 
3.3 Multi-state median filter 
The multi-state median filter (MSM) is based on the center weighted median 
filter (CWM) [12]. First, we explain what the CWM is. For the standard median 
filter, the output is the median value of a window. But for CWM, we use Og 
instead of the window, where 
^ij = {9mn\{m,n) e Vr，(m，n) + {ij)} U {u * 恥•}， 
u is the center weight and operator * is repetition operation. For instance, {3 * 
Qij} = {9ij,gij,9ij}- Note that there are s^  - 1 + cj elements in Qg. Then the 
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output of CWM is set to be 
/g 二 median卿- (3-1) 
The equation can be rewritten as 
( 
9ij{k) if Qij < gij{k), 
fij = + 1- /C) if Qij < 狗⑷， （3-2) 
9ij if Qijik) < Qij < gij[s^ + 1 — /c)’ 
\ 
where k = {s'^ — w)/2 and gij{k) is the kth small pixel in W^. Equation (3.2) can 
be easily verified as follows: 
Suppose Qij < Qijik), 
^tj = . •.,狗，.• .,gij, • •. ’"ij⑷，.•.，"ij•(炉)}• 
Now gij{k) is /c + 0； = (s^ + u)/2th element in Vl知 So gij{k) = median 
Similarly, + 1 - k) = median(n； )^ when + 1 - k) < Qij. It is easy to 
see that the CWM is a standard median filter when u = 1. For an s x s window 
with cj > s ,^ the CWM becomes the identity filter. 
Based on CWM, MSM searches the best weight in each window and detects 
whether the observed pixel is noise candidate. So we define differences 
From Equation (3.2), we see that 
du < cL—2, 
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If dN-2 is large, then 恥 seems to be a noise candidate. If di is small, gij is signal. 
So the output of MSM is 
gij, di < T, 
fijj dN-2 < T, 
八 fij, dN-4 <T < dN-6, 
fij = 
fij, dN-6 <T < dN-8, 
/ f — 2 ， d s < T < ds, 
\ 
where T e (0, 255] is a threshold. For the part of detecting noise, it performs 
quite good. However the reconstruction part is not satisfactory for high amount 
of noise, see Chapter 6. 
3.4 Directional difference-based switching me-
dian filter 
The directional difference-based switching median filter (DDB) [17] is based on 
the directional difference filter and the standard median filter. The salt-and-
pepper noise is first detected by the directional difference filter. Then the noise 
candidates are replaced by the corresponding median values in a 3 x 3 window. 
For the observed pixels 彻 in a 3 x 3 window, the detection scheme is as follows: 
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1. Find different information in each direction di, 1^ 2, d ,^ and d .^ 
= \9i{j-i) - 9i{j+i)\, 
d2 = I卯+i)j - g(i-i)jl 
ds =丨卯-i)(j+i)—卯+i)(j-i)|， 
di = b(t+i)(j+i) 一 9ii-i){j-i). 
2. Replace 恥 by the average of the minimum directional difference yij. 
工 1 = te(j-i) +Pi( j+i))/2, 
=(卯+i) j + 卯 
工 3 =(卯 _i)(j+i) + 卯+i)(j-i))/2’ 
Vij = Xk if dk = min{c/i,d2,而’ 
3. Determine whether 彻 is a noisy pixel or not. 
( 
1, l " i j - 2 / d � T , 
kj = < 
0, — 
V 
If kij = 1, Qij is regarded as a noise candidate. 
For restoration, we apply the standard median on those noise candidates with 
a 3 X 3 window. After reconstruction, we can apply the method again. That 
means after the restoration, we apply the detection scheme and the restoration 
scheme on the reconstructed image again. For detecting part, the performance is 
not satisfactory for high amount of noise, see Chapter 6. 
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3.5 Improved switching median filters 
The detection scheme of the improved switching median filters (ISM) is based on 
four one-dimensional Laplacian operators as shown in Table 3.1. Define Qj as 
0 0 0 0 0 0 0 - 1 0 0 
0 0 0 0 0 0 0 - 1 0 0 
- 1 - 1 4 - 1 - 1 0 0 4 0 0 
0 0 0 0 0 0 0 - 1 0 0 
0 0 0 0 0 0 0 - 1 0 0 
- 1 0 0 0 0 0 0 0 0 - 1 
0 - 1 0 0 0 0 0 0 - 1 0 
0 0 4 0 0 0 0 4 0 0 
0 0 0 - 1 0 0 - 1 0 0 0 
0 0 0 0 - 1 - 1 0 0 0 0 
Table 3.1: Four 5 x 5 convolution kernels. 
Cij = (S)Kn\\n = 1,2,3,4}), 
where Kn is the nth. kernel and 0 is a convolution operator. 
The values of d j are used to detect the salt-and-pepper noise by following 
reasons: 
1. When Qij is signal, the four convolution are close to zeros. When 恥 is an 
edge pixel, one of the convolutions is small. So c^ is small. 
2. When 恥 is signal, the four convolution are close to zeros. When 恥 is an 
edge pixel, one of the convolutions is small. So Cij is very small. 
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3. When 狗 is an isolated impulse, the four convolutions are large and almost 
the same. So Cij is large. 
We define the detection scheme as 
/ 
1，Cij > T, 
kij = < 
0’ Cij <= T, 
where T is a threshold. 
3.6 Variational method 
The variational method for removing the salt-and-pepper noise is proposed in 
6]. It treats the problem as minimizing a cost function. Given a noisy image 
g G RPxq，we find the restored image f to be the minimizer of a convex cost-
function T : IRPX? M. The cost function consists of two parts. One is a 
non-smooth data-fidelity term {ii). The other is a convex, symmetric, and 
edge-preserving regularization. The functional is as follows: 
1 p g 
= l|x-g|| + S •、工 ij —补 
where Mj = = i-l,i-hl,l = j-l,j + l} denotes the set of the neighbors 
of pixel i. Several examples of 4> are below: 
(t>{t)=⑷"’ 1 <a<2, 
<f){t) = 
= 1 + |]t|/a — log(l + 丨力 I M 
(pit) = log(cosh(亡/a)). 
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The minimization algorithm is based on the relaxation method. Define z = 
X — g and Zij = Xij — gij. The minimization of the functional cj) is equivalent to 
minimizing the following functional: 
1 P q 




where z ⑷ = { z [ l \ 边 ) ’ … ， 者 丄 ” ...，4?). Initially, we set z(o) = 0. The 
iteration method is as follows: 
< 1 then 者 ) = 0， 
” 幡 ) | � 1 then find 4 … = 0 
� by solving 机之’女叫，二 
The sequence z � is convergent if 小 satisfies the conditions given in [6]. The 
method has quite good performance but it is very sensitive to the parameters a 
and (3. The time of reconstruction is also slow. 
3.7 Two-phase method 
The variational method is mentioned in Section 3.6. That method performs 
quite well. But this method works on every pixel even if the pixel is signal. The 
signal pixel value is therefore changed. In view of this, the two-phase method is 
proposed in [8]. It combines the variational method [6] with the AMF [4]. More 
precisely, the noisy pixels are first identified by AMF. Then these noise candidates 
are restored by minimizing an objective function with a data- fidelity term (e.g. 
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i i ) and an edge-preserving regularization term. Since the edges are preserved 
for the noise candidates, and no changes are made to the noise-free pixels, the 
performance is much better than the variational method [6] and above method 
mentioned in previous sections. Salt-and-pepper noise with noise ratio as high as 
90% is cleaned quite efficiently. The AMF is modified to an AMF detector. The 
modification is below. We will use the same notations in Section 3.2. Initially, F 
is a p X q zeros matrix. For each pixel position {i,j), do 
1. Use W j^ as a starting window. 
2. Compute and They are the minimum, median and 
maximum of the pixel values in Wfj respectively. 
3. If < 切i^ diS < 切 g o to step 5. Else s = s + 2. 
4. If s < Smax, repeat Step 1 to Step 3. 
5. If < Qij < then Qij is not a noise candidate. Otherwise g^ j is 
regarded as noise and set Fij = 1. 
After getting F, we know which pixels are noise candidates. Define Sn = {(i, j)\Fij = 
1} and St = {(i , j ) lFij = 0}. Since all pixels in St are signal, we naturally keep 
their values. We only restore the pixels in Sn. To do this, we restrict the cost 
function (4.1) on Sn, i.e., 
{h3)eSn 
where 
Pi = 小、工 ij — gfd), 
(ji’Vj&M"ijnSt 
尸2= ^ (piXij -Xkl). 
{k,i)eMijnSn 
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Reconstruct the image by finding the minimizer x of ^ (x ) . However, the time of 
reconstruction is slow, see Chapter 6. 
Chapter 4 
New Two Phase Methods 
In Section 3.7, we mention the two phase method proposed in [8]. In this method, 
the noise candidates are restored by minimizing an objective function with a data-
fidelity term (e.g. £i) and an edge-preserving regularization term. Thus the 
denoising speed is slow for that method. In this chapter, we propose using new 
methods. We still use the AMF for detection, but we will use three new methods 
for restoration instead of the method adopted in Section 3.7 in the second phase. 
4.1 Triangule-based interpolation 
In our new approach, the noisy pixels are replaced by triangle-based interpolation 
which is a surface fitting method. A noisy image can be viewed as a surface with 
missing points, i.e. all positions in Sn are regarded as positions of missing data. 
The noise positions are nonuniform, we therefore use nonuniform interpolation 
method. The first step of this method is to view the uncorrupted pixels as the 
nodes. We join them by Delaunay triangulation [2]. After the triangulation, most 
of the missing data will be inside the triangles or on the edges of the triangles. 
25 
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Figure 4.1: The stars mean the random data. Voronoi polygons indicated by the 
lines are formed by joining the bisectors. 
Once we have the triangles, we apply cubic interpolation to reconstruct each 
missing data value. 
4.1.1 Delaunay triangulation 
Delaunay triangulation [2] is a method for joining a given set of data points by 
triangles. In our problem, the data points are uncorrupted pixels in St. Firstly, 
it finds all the bisectors between the neighboring points. Then it links the inter-
section points of the bisectors to form the Voronoi polygons [2]. Figure 4.1 shows 
the Voronoi polygons of a set of random data indicated by *. The definition of 
Voronoi diagram is given below. 
Definition 4.1. Given a set of points P = {xi，x2，. • •, x j where n > 2 and 
Xi + Xj for i ^ j, the Voronoi polygon ofxi is defined as 
K(xi) = {x|||x-xi|| < ||x-Xj|| forj^i}. 
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For each edge shared by two Voronoi polygons, the method joins the data 
points within the polygons to form a triangulation (the solid line in Figure 4.2). 
See [2] for details. 
_ 
1 2 3 4 5 6 7 8 9 10 
Figure 4.2: The stars mean the random data. Delaunay triangles are indicated 
by the lines. 
Here are some nice properties of the Voronoi polygons and the Delaunay 
triangulation. We just lists some of them. 
1. The nearest point x j from Xj exists in the points whose Voronoi polygons 
share the Voronoi edges. 
2. All circumcircles of Delaunay triangles are empty circles. That means a 
Delaunay triangle does not contain other points of the given data. 
3. Delaunay triangulation always produces the local max-min angle in the 
triangles. Figure 4.3 shows the local max-min angle criterion. In Figure 
4.3, the minimum angle a in (a) is smaller than the minimum angle (5 
in (b). We say that BD satisfies the local max-min angle criterion. For 
triangle-based interpolation, a triangulation method is good if it produces 
triangles which are close to equilateral triangles. Thus, in comparing the 
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D 
(a) With a smaller mini- (b) With a larger minimum 
mum angle angle 
Figure 4.3: The edge BD satisfies the local max-min angle criterion. 
goodness between different triangulation methods, we consider the minimal 
angle in triangles. If a triangulation method produces the largest minimal 
angle, then it is the best method among them. 
4.1.2 Linear interpolation 
We use {x, y, z) to represent a signal in St. The triangulation of a signal in the 
X, y plane induces a piecewise triangular surface, whose nodes are {pci,yi, Zj). A 
linear interpolation is applied within each triangle. Let signal points Pi, P2, 
and F3, located at {xi,yi), (3；2’2/2)，and (2:3,2/3) be the vertices of any Delaunay 
triangles. Suppose zi, Z2, and z^  are their pixel values. Then any pixel value 
2； at any location {x, y) within this triangle or on its edges can be obtained by 
a linear polynomial /(a:, y) = ax by c for some real numbers a, b, and c. 
We now demonstrate how we can find a, b, and c. Suppose the vertices of the 
triangle are (xi, ?/i, 2:1), (^2,2/2,-2:2), and (3:3’ 2/3’ <23)• Substituting the points into 
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the polynomial, we obtain the linear system of equations: 
f{xi,yi) = axi -\-byi-}-c = zi, 
/(工2’ 2/2) = aX2 + 6?/2 + C = 2；2， 
2/3) = ax3 -\-bys + c = Zs. 
By solving this system, we get the coefficients a, b, and c. Once we have the 
coefficients, z is obtained by substituting (x, y) in this triangle. This is a fast and 
economical method on computer. The interpolated surface is continuous. 
4.1.3 Cubic interpolation 
By piecewise linear interpolation, we get a continuous interpolated surface but 
the surface is not necessary smooth. Since most of parts of an image are smooth, 
the reconstruction quality is better if the reconstruction surface is C^ continuous. 
Obviously, we should apply a higher order polynomial. Usually, we apply a cubic 
polynomial f{x,y) = 
For the smoothness across boundaries, we should have more information at each 
of triangle vertices or edges. More precisely, we should know the pixel value, the 
gradient (i.e. the x- and y- partial derivatives) of each point. However, we do not 
have the gradients of the points. For solving this problem, we should estimate the 
gradient for each point. The estimation method, in Section 4.2，depends on the 
neighbors of the data point. For finding the coefficients of the cubic polynomial, 
we should solve a 10 x 10 linear system of equations. We have three data points 
and six derivatives. We only have nine data, so we can not find the coefficients. 
Instead of solving the system, we apply the method mentioned in [18]. This 
method is also implemented in MATLAB called griddata. The method is based 
on Barycentric coordinates. Suppose the location of the vertices of the triangle 
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are {xi, yi) for i = 1,2,3. For any point located at (x, y) inside the triangle, it is 
represented by the vertices. Consider 
y = iiVi + 62/2 + $32/3, 
Ci+ 6 + 6 = 1-
It is equivalent to 
1 1 1 1 
X = Xi X2 X3 • 
y yi 2/2 2/3 6 
Solving the above system, we get the Barycentric coordinates. The cubic poly-
nomial with the Barycentric coordinates is as follows: 
6 ) = + + & + 0^4(改1 + + 0；5(法3 + 
+ + + + + 砍 2 + 臺 似 2?3) 
+ Q 9^Kfe + “ie2<e3). (4-1) 
It can be written as the following form: 
(4.2) 
Fast and Robust Methods for Missing Data Recovery in Image Processing 31 
where 
6 ) = 6 + + - 沾 - C i 纹 ， 
/2«1 乂2’ 6 ) = 6 + &3 + 改 1 - -
/3K1 乂2， 3^) = ^ 3 + 过6 + 傲2 — 纹— 
^1(6,6,6) = {X2 — 0；1)临 + + {X3 - + 
"2«1’<^2乂3) = {Xs - 纹f3 + + (^ 1 —狗)fc经 + 
"3«1’6乂3) = {Xl - 0：3)(过6 + + (工2 - ^3)(6^3 + 
= ("2 - " 1 ) 临 + + (2/3 - + 5 6 6 6 ) , 
"2(6’ <^ 2’ 6 ) = (2/3 - "2)(绞€3 + + (2/1 - 2 / 2 ) + 
" 3 t e ’ 6 ’ 6 ) = (yi - 2/3)(故 1 + “ 站 ) + (2/2 - 2/3)(6^3 + 
and Wi are the pixel values of the vertices of the triangle. There are some prop-
erties of the functions fi,仿，and hi： 
1. 
( 
1 at node i, 




dgj = % <9gi dgi % 坎3 
^ — Ws^ 
< 
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3. Similarly, 




For getting the cubic polynomial (4.2). We should estimate the values of 繁 and 
驚 first. The estimation method is shown in the next section. 
4.2 Gradient estimation 
In the above section, to find the coefficients of a cubic polynomial in a triangle we 
need the gradients. The gradient estimation method of a point involves the point 
and its neighbors. We will use the normal derivative of each triangle to estimate 
the gradient of the point. Let the vertices of each triangle be Pi 二（rci,^ /i’<2^ 1)， 
尸2 = {x2,y2,Z2), and 尸3 = {xs,ys,zs). The normal derivative of the plane passing 
through the vertices are 
工n = ((2/2 - yi)(z3 — zi) - {ys - yi){z2 一 Zi)), 
Vn = {{Z2 - Zi){x3 - r c i ) — ( Z 3 — Z i ) ( x 2 一 ^ ^ i ) ) , 
之n = ((^2 — 一 2/1) - (^3 - — 2/1))， 
where Zn is negative if the triangle vertices are ordered clockwise. Since Zn is the 
height component, it should be converted into a positive value. If Zn is negative, 
then we multiply Xn, Vn, and Zn by —1. We know that each point is shared 
by one or several triangles. Each triangle has a normal derivative. For gradient 
estimation of a point, we find the sum of all normal derivatives of all the triangles 
sharing the point. That is 
Fast and Robust Methods for Missing Data Recovery in Image Processing 33 
So the gradient is 
、— 
We call this method the cross product gradients. The method is fast in finding 
the gradients, but it depends on the triangulation. 
4.3 Regularization method 
4.3.1 Least square method with Laplacian regularization 
In this thesis, each image is 2D. They are represented by a function f{x,y) e 
L(]R2). Let a set B = {？;i(a;, y),V2{x, ？/),...} be a linearly independent 
basis of I/(]R2). For instance, the wavelet functions form a basis for L(M^). Since 
5 is a basis for L(R^), we have 
oo 
f (工,y) = Y^aiVi{x,y), 
i=l 
for some G M. In digital image processing, we discretize an image to get a 
vector f € Similarly, the basis of W^^ formed by discretizing Vi{x,y) is 
Bv = {vi，v2’...，v^}. So 
mn 
f = ^OiiVi. 
1 = 1 
For a noisy image g, we apply AMF on the noisy image. We get the noisy 
pixel index set Sn and the uncorrupted pixel index set St. We can regard the 
uncorrupted pixels of g as Df where D is an identity matrix with some rows 
removed. That is 
zth row oi D = kith row of an mn x mn identity matrix, (4.3) 
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where ki is the zth elements in St. For the reconstruction scheme, the coefficients 
ai are found by solving the following minimization problem: 
MM\\Dg - DVOL\\1, (4.4) 
we have VOL = YT^ By calculus, solving the above minimization problem 
is equivalent to solving the following problem: 
V'D'DVOL = V'D'D运. 
Let J 三 D'D, so 
f 
1 when pixel i is signal, 
.J. a —� 
0 otherwise, 
\ 
then we have 
Y3YOL = y 'Jg . (4.5) 
However the problem (4.4) is ill-condition. To resolve this, we add a first-order 
difference operator matrix with reflective (Neumann) boundary condition [10] and 
non-negative regularization parameter /?. So the problem becomes 
mm \\Dg - DVa\\l + P\\PVa\\l 
Similarly, we apply calculus technique. We get 
V'JVa + pV'P'PVcx = V'Jg. 
Let A = P'P, then we have 
V'{J + pA)Va = V'Jg, 
where A = P'P is a Laplacian matrix. Suppose V' is invertible, so the above 
equation becomes 
(J + ^ A ) l / a = Jg. (4.6) 
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Proposition 4.1. If J is not a zero matrix, then J + pA is invertible. 
Proof. Note that J + A is a real symmetric matrix and J and A are positive 
semi-definite. It is well-known that u'Au = 0 if and only if u 二 c[l，1，•..，1]'= 
c l where c is a constant. Fix any non-zero x. If x is not the multiple of 1, 
x'( J + � A ) x > /?x'Ax > 0. If X is the multiple 1’ x'( J + /?A)x > x 'Jx > 0. 
This implies J + is positive definite. So the inverse of J + exists. • 
By the above theorem, we can multiply both sides of Equation (4.6) by (J + 
We get 
y a = (J + /?A)-^Jg. (4.7) 
We want to obtain the reconstruction image VA. so we do not need to solve 
Equation (4.7) for ex. Suppose the reconstruction image is f = VOL. Equation 
(4.7) becomes: 
f = ( J + / ?A) -Vg . 
We do not find (J + directly. We apply the conjugate gradients method 
11] to solve above problem. Once we have f, we set 
ffc = gfc， 
where k G St-
4.3.2 Lagrange multipliers 
We want the pixel values of the reconstruction image to be the same as those 
of observed image at signal position. The above problem is solved by following 
approach. 




DVa = Dg, 
Note the first order differential operator P has zero (Dirichlet) boundary condition 
10]. Since A = P'P is invertible while P is zero boundary condition. 
One method for solving the above problem is the Lagrange multipliers method. 
It is equivalent to the following linear system. Here we assume VV is an identity 
matrix such as Haar Wavelet [7 . 
2V'P'PVOL + V'D'X = 0, 
< (4.8) 
DVOL = Dg. 
V 
It is equivalent to 
2y'Al/ V'D' a 0 
= . (4.9) 
DV 0 \ Dg 
Solving the above linear system is inefficient. We transform the matrix in the 
above problem to a lower triangular matrix by below approach first. Let C = 
2V'AV. Consider 
10 C V'D' a / 0 0 
• 
B I DV 0 A B I Dg 
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It is equivalent to 
C V'D' OL 0 
— • 
BC + DV BV'D' A Dg 
We want BC + DV — 0，then the matrix in (4.9) becomes a lower triangular 
matrix. So 
B = -DV{2V'AV)-\ 
Once we have B, we solve for A in 
BV'D'X = Dg. 
Since B = -DV{2V'AV)-\ 
-IdVV'A-^VV'D'X = Dg. 
Zi 
Then we have 
= Dg. 
After we get 入，we can obtain VOL from (4.8) as follows: 
IV'^VOL + V'D'X = 0 . 
It is equivalent to 
2F'AYA = -V'D'X. 
Multiply both sides of the above equation by V and since VV' = I, we have 
Al/a = 」 " 入 . 
2 
So 
Ka = -^A-^D'X. 
2 
To find A—i’ we present a fast algorithm in the next section. 
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4.4 Fast transform for finding the inverse of Lapla-
cian matrix 
It is well-known that we can diagonalize the ID Laplacian matrix with zero 
boundary condition by the discrete sine transform (DST). Let L, A, and S be the 
ID Laplacian matrix, the 2D Laplacian matrix, and the discrete sine transform 
respectively. We have = = L Since A = L(g) / + / (8 )Land 
L = S'AS where A is the eigenvalues of L, then we have 
A = S'AS (8) S'lS + S'lS (8) S'kS 
= S\k + S'{I ® h)S ® S 
= S'<S> S\k (g)/ + /(g)A)5'(8)5'. 
Therefore, the inverse of A is 
A - i = {S' (g) 5"(A ® / + /(g)A)5(8) S)-^ 
= {S(S> S)-\A (g)/ + /(8) A)-\S' 0 S')-' 
=5'(8) S\k (g)/ + /(8) (8) S, 
where ® denotes kronecker product (tensor product). In general, the computa-
tional cost of the multiplication between an n x n matrix and an n x 1 vector is 
0{in?). The computational cost of the multiplication between DST and a vector 
is O(nlogn). 
Chapter 5 
Inpainting and Zooming 
The zoomning and inpainting problems can be also treated as the image with some 
missing points. We view the missing points as salt-and-peppers noise. Once we 
find the location of the missing points, we apply the second phase of the two 
phase method to reconstruct the image. 
5.1 Inpainting 
Image inpainting is the fill-in of the missing part of an image. The applications 
include the restoration of damaged image and the removal of selected objects. In 
this thesis, the image is covered by some texts. We view the texts as the missing 
parts. We directly apply those methods mentioned in Chapter 4 on the missing 
parts. Two different font size of texts are used, see Figure 5.1. The simulation 
results are listed in Chapter 6. 
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5.2 Zooming 
Image zooming means we reconstruct an image at a higher resolution than the 
acquired data. The common technique is the nearest neighbor interpolation. 
However, the quality of the reconstruction image by the nearest neighbor inter-
polation is poor. We have mentioned that the zooming problem can be viewed as 
a denoising problem. Since the low resolution image can be enlarged by adding 
zero pixels between each pixel of the low resolution image. Figure 5.2 shows the 
high resolution image obtained by adding zero pixels between each pixel of the 
low resolution image. We directly apply those methods which we mentioned in 
Section 4.3. However, there are little modifications for those methods in Section 
4.1.2 and 4.1.3. We will be using the rectangle-base interpolation instead of the 
triangle-base interpolation since the former performs better than the latter in this 
circumstances. The modifications will be mentioned in the following subsections. 
5.2.1 Bilinear interpolation 
Given a point, we want to reconstruct it. Define the four nearest signal points Pi = 
{xi, yi, Zi) of the points Vj where i,j = 1，2，3’ 4, see Figure 5.3. We interpolate Vj 
by a bilinear polynomial f{x, y) = ax by + cxy + d which passes through the 
signal points Pi. Since we upsample the low resolution by adding zeros, the last 
column and the last row of the high resolution image are zeros, see Figure 5.2. 
We therefore apply the reflective boundary. Equation 5.1 shows how we add the 
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reflective boundary condition on a matrix of a corresponding image. 
- 1 128 0 35 0 35 
128 0 35 0 
0 0 0 0 0 
0 0 0 0 
— 1 8 0 188 0 188 (5.1) 
18 0 188 0 
0 0 0 0 0 
0 0 0 0 
18 0 188 0 188 
5.2.2 Bicubic interpolation 
Bicubic interpolation is that we use the bicubic polynomial to interpolate a sur-
face, see [3]. It is more smooth than the linear interpolation. The bicubic poly-
nomial is 
3 
= X ] aijx'y\ CLij e M. 
ij=0 
There are 16 coefficients of the polynomial so we need 16 data to find the coeffi-
cients. Similar to the bilinear interpolation, we need 4 pixel values. In addition, 
we need their first derivatives {zx and Zy) and their cross derivatives {zxy). Sup-
pose we want to find a bicubic polynomial on the points Pi = (x22,y22,勿)’尸2 = 
(2：23，2/23，223)，尸3 =(工33，2/33，幻3) and P4 = (2；32,2/32,2^ 32), See Figure 5.4. The 
estimation method of z^ and Zy at 尸3 is as follows: 
{Zx)33 = 7[Wi{z33 - Z23)/{X33 —工23) + — _ 3：33)], 
Wi 十 W2 
= 7 [秘3(之33 — 232)/(2/33 " "32) + W^ izsA - 2；33)/(2/34 " 2/33)]’ 
W^ 十 11)4 
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where 
= 1253 — 2^ 43 + -2^33 IM 
= 1-^33 - 2223 + 
m = |Z35 - 2234 + Z33I/C/, 
yj4 = 12^33 — 22:32 + Zsi\/d, 
and d is the step size. The estimation method of the cross derivative Zxy at P3 is 
as follows: 
(-2x^ )33 = [wi(w3ai + 4^02) + W2(W3a3 + 1 + + ^)], 
where 
fll = [(2；33 -么23)-(幻2 — <^ 22)]/0?2， 
= [(2^34 - 2^24) - (233 — 223)]/c^2， 
= [(Z43 - Z33) - {Z42 -幻2)]/cP， 
a4 = [(>^44 _ >2^34) 一 (<^33 _ 
Once we have the derivatives, we find the coefficients of the bicubic polynomial. 
occur Hhen 
approximation theory ^ 
s u g g e s t s choos ing a croatea by an edges 
basis that can construct ^^  
precise Siny^i saall at scales the Hauelet 
take 
approximations with a advantage of the 
small number of vectors the of 
error 
selected inside the basis �f 
These selected vectors 
approxiiTiation theory 州—�一 �� 
- number if .��-� .^^^^^^^^^^^^^ 
- s u g g e s t s choos ing a ， »»« 
.^^asis that,can construct 
< precise singai^ � 
to take • 
with a 、， regularity ， 
聰 = [ l ! 緣 臂 ‘ ? r s 5 料 ： 萍 / ^ ^ H 
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� （b) 
Figure 5.2: (a) The 256 x 256 low resolution image and (b) the 512 x 512 high 
resolution image by adding zeros pixels between each pixels of the low resolution 
image. 
Pi V2 Ps 
Vi V3 V5 
P2 V4 Pa 
Figure 5.3: The missing points are ？;i, V2, Vs, and V4. The signal points are f\, 
P2, P3, and P4. 
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5 
4 
3 — ~ ^ 3 
2 K ^ 
j = i 
i=l 2 3 4 5 
Figure 5.4: The intersection points are the give signal points. We want to recon-
struction the bicubic polynomial on the points Pi where i=l,2,3,4 
Chapter 6 
Results 
This chapter is divided into four sections. One is the simulation results on de-
noising. We test our methods, namely the linear interpolation (Linear), the cubic 
interpolation (Cubic), the Laplacian regularization (LR), and the Lagrange multi-
pliers (LM). We also compare the performance of our methods with other methods 
mentioned in Chapter 3，i.e. the variational method (VM) [6], the method pro-
posed in [8] (denoted by AMFVM), AMF [4], the standard median filter (SMF) 
1], the multi-state median filter (MSM) [15], the directional difference-based 
switching median filter (DDB) [17], and the improved switching median filter 
(ISM) [13]. We will use the tested images as shown in Figure 6.1. The resolution 
of the images is 512 x 512. 
In the second section, some results on inpainting are listed. We compare 
our methods with AMFVM only, since AMFVM is the best method among the 
methods mentioned in Chapter 3. 
The third section shows the results of zooming. For similar reason, we compare 
our methods with AMFVM only. 
We make conclusions in the last section. 
46 
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6.1 Results of denoising 
We test our method with several images, some of them have more homogeneous 
parts like Boat, Lena, and Peppers, and some have more nonhomogeneous parts 
like Goldhill, Bridge, and Baboon. In Table 6.1, we give the PSNR of the recon-
struction images. We see that our method, the cubic interpolation, is the best 
among all listed methods for homogeneous images. In Table 6.2, we see that the 
Laplacian regularization is the best among all the listed methods for nonhomo-
geneous images. Prom Table 6.3，the interpolation method and the Laplacian 
regularization are about 10 � 9 0 times faster than AMFVM and are only about 
6 � 2 5 seconds more than the adaptive median filter. 
Figure 6.2 shows the results when applying AMF, the AMFVM, and our 
algorithm on a Lena image corrupted by 70% salt-and-pepper noise. 
Tables 6.4-6.5 show the comparison of the PSNR and the timing of the meth-
ods for 90% noise level. We have similar conclusions when the noise level is 
70%. 
6.2 Results of inpainting 
We compare our methods (Linear, Cubic, LR, and LM) with the AMFVM, since 
AMFVM is the best method among all methods mentioned in Chapter 3. We add 
two sets of texts shown in Figure 5.2 on the images. We try to reconstruct the 
parts covered by the texts. In Tables 6.6-6.7, we see that the cubic interpolation 
performs better than AMFVM for homogeneous images covered by the texts. 
The Laplacian regularization and Lagrange multiplier method perform better 
than AMFVM for nonhomogeneous images covered by the texts. Prom Table 
6.8-6.9, the reconstruction time of the linear interpolation is the fastest one. But 
the speeds of the linear interpolation and the Laplacian Regularization are almost 
Fast and Robust Methods for Missing Data Recovery in Image Processing 48 
Table 6.1: Comparison of PSNR for homogeneous images corrupted by 70% noise. 
Boat Lena Peppers 
AMF 24.88 26.78 26.19 
VM 22.79 24.03 23.81 
AMFVM 28.78 31.12 30.02 
Cubic 29.47 32.07 30.20 
Linear 29.17 31.69 30.01 
LR 29.00 31.31 30.15 
LM 27.57 29.53 29.65 
SMF 21.74 23.73 23.48 
MSM 17.52 18.98 19.42 
DDB 17.05 17.82 17.64 
ISM 22.25 24.31 24.08 
same. Figures 6.3—6.4 show the reconstruction images from the images covered 
by the texts with two different font sizes. 
6.3 Results of zooming 
Similarly, we compare our methods (Bicubic, Bilinear, LR, and LM) with the 
AMFVM. The low resolution 256 x 256 images are created from 512 x 512 images 
in Figure 6.1. We merge 4 pixels of 512 x 512 images into 1 pixel by averaging 
and rounding off. It is equivalent to multiplying the high resolution image by a 
downsampling matrix. Suppose the 512x512 high resolution image, the 256 x 256 
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Table 6.2: Comparison of PSNR for nonhomogeneous images corrupted by 70% 
noise. 
Goldhill Bridge Baboon 
AMF 26.19 21.88 20.15 
VM 23.81 20.67 19.17 
AMFVM 29.88 25.18 22.45 
Cubic 29.88 24.99 22.17 
Linear 29.81 24.99 22.34 
LR 29.93 25.18 22.81 
LM 28.26 24.73 22.67 
SMF 23.48 19.69 19.30 
MSM 19.42 16.07 18.06 
DDB 17.64 16.23 16.05 
ISM 24.08 20.31 19.64 
low resolution image and the 256 x 512 downsampling matrix be H, L and T 
respectively. 
1 1 0 0 0 0 … 
T 1 ^= 2 0 0 1 1 0 0 . . . . 
• . 
• • 
So the low resolution image is 
L = THT'. 
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Table 6.3: Comparison of denoising time in seconds for homogeneous images 
corrupted by 70% noise. 
Boat Lena Peppers Goldhill Bridge Baboon 
AMF 4.13 6.13 4.44 6.70 24.55 5.61 
VM 7280 8794 9033 9500 12908 7576 
AMFVM 303 364 901 308 1270 1359 
Cubic 10.34 12.36 10.66 12.95 27.87 12.75 
I 
Linear 11.52 13.46 11.81 13.93 31.80 12.95 
LR 27.18 29.27 27.19 30.00 47.22 29.19 
LM 1460 1466 1470 1526 1490 1530 
SMF 1.89 2.47 1.92 2.47 2.45 1.90 
MSM 25.09 26.44 23.94 26.63 25.34 25.28 
DDB 17.16 12.11 16.36 11.88 31.30 17.41 
ISM 20.39 15.36 16.25 14.81 13.81 14.75 
Then we round off each entry of L. Our aim is to reconstruct 512 x 512 images 
by upsampling the 256 x 256 images. In Table 6.10, we see that the Laplacian 
regularization is the best among all listed methods for all images. From Table 
6.11, the Bilinear interpolation is the fastest among all. Figure 6.5 shows the 
reconstructed high resolution images by different methods. 
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Table 6.4: Comparison of PSNR for the images corrupted by 90% noise. 
Boat Lena Peppers Goldhill Bridge Baboon 
AMF 20.63 22.09 21.62 22.19 18.41 17.53 
AMFVM 24.39 26.63 25.92 26.12 21.83 20.31 
Cubic 25.19 27.49 26.71 26.34 21.75 19.56 
Linear 25.18 27.43 26.60 26.44 21.93 19.88 
LR 24.95 27.01 26.21 26.42 22.13 20.50 
6.4 Conclusions 
In this thesis, we propose fast and efficient methods for denoising salt-and-pepper 
noise with very high noise level, for inpainting and for zooming. For denoising, 
the proposed methods are Cubic, Linear, LR and LM. We apply the cubic in-
terpolation for homogeneous images, since it is the fastest method and gives the 
highest PSNR. We apply LR for nonhomogeneous images, since it is faster than 
AMFVM and gives the highest PSNR. For inpainting, the proposed methods are 
Cubic, Linear, LR and LM. Similarly, we apply the cubic interpolation and LR 
for homogeneous images and nonhomogeneous images respectively, since the cu-
bic interpolation and LR have the best performance among others in terms of 
the speed and the reconstruction quality when applied this way. For zooming, 
the proposed methods are Bicubic, Bilinear, LR and LM. We apply LR method 
on both kinds of images, since LR is the best method among them in terms of 
PSNR of all tested images. 
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Table 6.5: Comparison of denoising time in seconds for the images corrupted by 
90% noise. 
Boat Lena Pepper Goldhill Bridge Baboon 
AMF 57.40 63.08 57.52 57.80 63.78 57.40 
AMFVM 1025 1013 1555 963 1366 1736 
Cubic 60.08 65.73 60.17 60.41 66.41 60.12 
Linear 60.65 66.34 60.78 61.06 67.10 60.63 
LR 96.02 100.18 94.48 94.61 101.91 95.31 
Table 6.6: Comparison of PSNR for the images covered by the larger texts. 
Boat Lena Pepper Goldhill Bridge Baboon 
AMFVM 34.12 36.31 37.36 35.66 32.01 30.23 
Cubic 34.14 36.36 37.41 35.54 32.09 29.87 
Linear 34.02 36.13 37.29 35.55 32.10 30.01 
LR 34.10 36.28 37.02 35.70 32.16 30.51 
LM 34.10 36.28 37.02 35.70 32.16 30.51 
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Figure 6.1: (a) Boat�(b) Lena, (c) Peppers, (d) Goldhill, (e) Bridge, and (f) 
Baboon. 
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(k) (1) 
Figure 6.2: Restoration results of different algorithms: (a) Lena image corrupted 
with 70% salt-and-pepper noise, (b) AMF, (c) VM, (d) AMFVM, (e) Cubic, (f) 
Linear, (g) LR, (h) LM, (i) S M F , � MSM, (k) D D B , � ISM. 
Table 6.7: Comparison of PSNR for the images covered by the smaller texts. 
Boat Lena Pepper Goldhill Bridge Baboon 
AMFVM 35.64 36.91 38.50 36.74 33.05 30.35 
Cubic 35.74 37.63 38.19 36.50 32.78 29.89 
Linear 35.53 37.29 38.02 36.48 32.75 30.07 
LR 35.66 37.17 38.00 36.75 32.91 30.68 
LM 35.66 37.17 38.00 36.75 32.91 30.68 
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Table 6.8: Comparison of reconstruction time for the images covered by the larger 
texts. 
Boat Lena Pepper Goldhill Bridge Baboon 
AMFVM 68.77 60.84 66.03 58.06 119.35 90.92 
Cubic 19.16 19.22 19.09 19.35 19.06 19.03 
Linear 18.81 18.86 19.15 18.83 18.80 19.01 
LR 19.50 19.63 19.98 19.92 19.61 19.59 
LM 2320 2312 2313 2313 2313 2313 
Table 6.9: Comparison of reconstruction time for the images covered by the 
smaller texts. 
Boat Lena Pepper Goldhill Bridge Baboon 
AMFVM 45.72 56.95 33.59 40.47 41.56 54.42 
Cubic 19.86 19.86 19.83 19.81 19.84 21.08 
Linear 19.58 19.53 19.52 19.55 19.55 20.67 
LR 19.67 19.67 19.63 19.67 19.66 19.69 
LM 2313 2312 2314 2313 2313 2313 
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Figure 6.3: Restoration results of inpainting problem with larger texts, (a) The 
image covered by the larger text, (b) AMFVM, (c) Cubic, (d) Linear, (e) LR, 
and (f) LM. 
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Figure 6.4: Restoration results of inpainting problem with smaller texts, (a) The 
image covered by the smaller text, (b) AMFVM, (c) Cubic, (d) Linear, (e) LR, 
and (f) LM. 
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Table 6.10: Comparison of PSNR for 256 x 256 images by upsampling to 512 x 512. 
Boat Lena Pepper Goldhill Bridge Baboon 
AMFVM 27.55 29.69 29.78 28.83 24.27 22.10 
Bicubic 28.45 30.59 30.63 29.46 24.94 22.65 
Bilinear 28.22 30.32 30.33 29.29 24.76 22.54 
LR 28.62 30.73 30.75 29.81 25.30 23.23 
LM 28.54 30.62 30.50 29.72 25.28 23.18 
Table 6.11: Comparison of reconstruction time for 256x256 images by upsampling 
to 512 X 512. 
Boat Lena Pepper Goldhill Bridge Baboon 
AMFVM 356 627 491 412 549 336 
Bicubic 0.64 0.64 0.67 0.69 0.66 0.64 
Bilinear 0.25 0.25 0.25 0.27 0.25 0.25 
LR 9.72 9.61 10.03 9.63 9.63 9.60 
LM 881 889 883 894 900 914 






Figure 6.5: Restoration results of zooming problem. We upsample the 256 x 256 
image to 512 x 512 by different methods, (a) The 256 x 256 image, (b) AMFVM, 
(c) Bicubic, (d) Bilinear, (e) LR, and (f) LM. 
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