We develop new confidence-interval estimators for the mean and variance parameter of a steady-state simulation output process. These confidence intervals are based on optimal linear combinations of overlapping estimators for the variance parameter. We present analytical and simulation-based results exemplifying the potential of this technique for improvements in accuracy for confidence intervals.
INTRODUCTION
Steady-state simulations can be used to analyze a variety of complicated systems. To complete a successful steady-state simulation study, one has to carry out a careful statistical analysis of the simulation's output. If the output process {Y i : i ≥ 1} is in steady state, then, usually, we are interested in estimating the unknown mean μ of the process. The sample meanȲ n ≡ n i=1 Y i /n is the usual estimator for μ. But to complete the picture, the experimenter ought to estimate the sample mean's precision as well. The variance parameter,
is one of the measures of the sample mean's variability.
The objective of our research is to develop new confidence interval estimators for μ and σ 2 . These new confidence intervals are based on forming an optimal linear combination of overlapping variance estimators (OLCOVE) (Aktaran-Kalaycı 2006, Aktaran-Kalaycı, Goldsman, and .
It has been shown that an OLCOVE can have lower bias and lower variance than those of the constituent estimators used to construct the linear combination. Using the OLCOVEs, we expect the corresponding confidence intervals to have better performance than certain existing estimators in the literature.
The organization of the remainder of this article is as follows. We first review in §2 some background basics on OLCOVEs and standardized time series (STS). We approximate the distribution of an OLCOVE and then use this approximation to construct confidence intervals in §3. Section 3 also provides Monte Carlo results that support our findings. Finally, we offer a summary in §4.
BACKGROUND

Setup for Using STS Variance Estimators
We assume the stationary stochastic process {Y i : i ≥ 1} has steady-state mean μ and variance parameter σ 2 ∈ (0, ∞) such that the following Functional Central Limit Theorem (FCLT) holds.
Assumption FCLT. For n = 1, 2, . . . , Schruben (1983) , the standardized time series from overlapping batch i is
. . , n − m + 1 and j = 1, 2, . . . , m. Alexopoulos et al. (2006) show that, under Assumption FCLT,
where b ≡ n/m > 1 is a fixed ratio; and for r ∈ [1, b) and s ∈ [0, b − r], we let B s,r (·) denote a Brownian bridge process on the unit interval,
for t ∈ [0, 1]. Moreover, we also have the following useful asymptotic properties as n → ∞:
Overlapping Area Variance Estimator
The idea is to form a separate estimator for σ 2 from each overlapping batch-even though the resulting estimators are clearly dependent-and then to average those estimators. In the context of this article, the fixed quantity b may in general take any real value exceeding one while we let the batch size m → ∞; and thus the total sample size is always taken to be bm . The STS area estimator from the ith overlapping batch is Alexopoulos et al. (2006) show that
The next theorem gives the expected value of the OAE. Before that we define the following quantities: Song, and Schmeiser 1995) ;
Theorem 1 (See, e.g., Foley and Goldsman 1999.) Suppose that {Y i : i ≥ 1} is a stationary process for which Assumption FCLT holds and
Further, suppose that the family of random variables Billingsley 1968) . If f (·) satisfies the above-mentioned smoothness and normalization requirements, then
Calculation of the asymptotic variance of the OAE can be performed using Eq. (5) as described in Alexopoulos et al. (2006) , who show that as m → ∞ the variance of the OAE depends on the choice of the function f (·). In fact, all the OAEs discussed subsequently have smaller limiting variances than those of the following:
(a) the benchmark nonoverlapping batch means variance estimator, whose variance is 2σ 4 /(b − 1) (see Chien, Goldsman, and Melamed 1997) ;
Aktaran-Kalaycı, Goldsman, and Wilson
(b) the overlapping batch means variance estimator, whose variance is approximately 4 3 σ 4 /b (see Meketon and Schmeiser 1984) ; and (c) the nonoverlapping version of the area estimator with any legal weighting function, whose variance is 2σ 4 /b (see Goldsman, Meketon, and Schruben 1990) .
Example 2 Schruben (1983) studied the nonoverlapping version of the area estimator with f 0 (t) ≡ √ 12 for 0 ≤ t ≤ 1. For the overlapping version, Theorem 1 yields
Further, as m → ∞, some algebra involving Eq. (5) gives the asymptotic variance
If one chooses weights having F = 0, then the resulting OAE is first-order unbiased for σ 2 , i.e., its bias is o(1/m). Such an example is f 2 (t) ≡ √ 840(3t 2 − 3t + 1/2) for 0 ≤ t ≤ 1 (see Goldsman, Meketon, and ; and for this weighting function, the asymptotic variance as m → ∞ is
Optimal Linear Combination of Overlapping Area Estimators
For the OLCOVEs, we calculate k OAEs,
where we use the same data over a variety of different integer batch sizes, M 1 , M 2 , …, M k . Specifically, for j = 1, 2, . . . , k, we let r j ∈ [1, ∞) and take M j ≡ r j m as the j th batch size, with the corresponding quantity B j ≡ bm /M j so that the total sample size is B j M j = bm , and B j is the associated samplesize-to-batch-size ratio. Then we form a linear combination of these k estimators and scale appropriately. We use standard regression techniques underlying the method of control variates (Lavenberg and Welch 1981) to determine scaling factors that preserve low bias and minimize variance.
Let α ≡ [α 1 , α 2 , . . . , α k−1 ] denote the vector of weights used to form the linear combination 
We calculate the asymptotic covariances of the OAEs based on different batch sizes using Eq. (8) as described in Aktaran-Kalaycı, . Then we compute the variance-optimizing coefficients in the linear combination, α , based on these covariances. Table 1 
DENSITY AND CONFIDENCE-INTERVAL ESTIMATION
To estimate the probability density functions (p.d.f.'s) of the estimators, we generated 1,000,000 independent sample paths from an i.i. Letting · ∼ denote the phrase "is approximately distributed as," we adopt the approximation technique of Satterthwaite (1941) to obtain
where V(b, m) is a generic variance estimator and the quantity ν eff is called the effective degrees of freedom (d.o.f.) and is given by
Using (9) and (10) To illustrate the accuracy of our approximations to the limiting p.d.f.'s of the variance estimators, Figure 2 superimposes the empirical p.d.f.'s of the OLCOVEs and the corresponding fitted p.d.f.'s based on the approximation (9) and (10) (using ν eff from Table 2) ,
Figure 2 shows that we have very good approximations to the target p.d.f.'s. This finding immediately suggests that we can use OLCOVEs to construct approximately valid confidence intervals for the parameters μ and σ 2 .
Confidence Intervals for μ
It follows from the properties given in Eq.s (3), (4), and (11) thatȲ
for sufficiently large m, where t ν denotes a Student's t random variable with ν d.o.f. Then an approximate 100(1− β)% confidence interval for μ is given bȳ 
Example 4
We use 1,000,000 independent sample paths of a first-order autoregressive [AR(1)] process to compute 1,000,000 realizations ofȲ n and various OLCOVEs. The specific AR(1) process is given by Y i = φY i−1 + i , i = 1, 2, . . . , where the i 's are i.i.d. Nor(0, 1 − φ 2 ), Y 0 is initialized as a standard normal random variate, independently of the i 's, and −1 < φ < 1. For the current experiment, we take φ = 0.9, a value that yields a moderately highly autocorrelated stationary process. We construct 1,000,000 two-sided 90% confidence intervals for μ from Eq. (13), where the corresponding value ν eff for the effective degrees of freedom is given in Table 2 . Then we estimate the coverage probabilities for the two-sided 90% confidence intervals by determining the proportion of the confidence intervals that actually contain μ = 0. These results are presented in Table 3 .
From Table 3 , we observe that the achieved empirical coverage probabilities do not differ substantially from the targeted coverage probability, 0.90, thus indicating that the confidence interval procedure works for large-enough batch size m.
Confidence Intervals for σ 2
Assuming E[A LO (f ; B, M, α )] = σ 2 and using Eq. (11), we see that an approximate 100(1−β)% confidence interval for σ 2 is given by
where χ 2 ω,ν denotes the ω-quantile of the χ 2 distribution with ν degrees of freedom.
Example 5
We use the OLCOVEs computed from the 1,000,000 independent sample paths of the AR(1) process from Example 4 to construct two-sided 90% confidence intervals for σ 2 . The two-sided confidence intervals for σ 2 are given by Eq. (14), where the corresponding ν eff is from Table 2 . We obtain the estimated coverage probabilities for the two-sided 90% confidence intervals as presented in Table 4 . Table 4 : Estimated coverage probabilities of two-sided 90% confidence intervals for σ 2 from various OLCOVEs based on 1,000,000 sample paths of the AR(1) process with φ = 0.9, m = 1024, and b = 20. Table 4 . On the other hand, the empirical coverage probabilities do not differ substantially from the targeted coverage probability for the A LO (f 2 ; B, M, α ) estimators.
SUMMARY AND RECOMMENDATIONS
The goal of this paper has been to study a new class of confidence interval estimators for μ and σ 2 arising from a stationary simulation output process. The new estimators are based on linear combinations of overlapping estimators, where each constituent of the linear combination uses a different batch size.
We have shown that the distributions of the OLCOVEs can be approximated quite accurately by scaled χ 2 distributions with appropriate degrees of freedom (at least for the specific AR(1) process we considered). We have applied this approximation to construct confidence intervals for the parameters μ and σ 2 based on various OLCOVEs; and we have conducted Monte Carlo studies to see how these confidence intervals perform when applied to simple stochastic processes. For the confidence intervals for μ, we found that the achieved coverage probability is practically the same as the targeted coverage probability (for large enough batch sizes). Regarding the confidence intervals for σ 2 , we found that actual coverage probabilities based on first-order unbiased estimators of σ 2 do not differ substantially from the targeted coverage probabilities for batch sizes that are large enough.
