The paper is concerned with several kinds of stochastic frontier models whose likelihood function is not available in closed form. First, with output-oriented stochastic frontier models whose one-sided errors have a distribution other than the standard ones (exponential or half-normal). The gamma and beta distributions are leading examples. Second, with input-oriented stochastic frontier models which are common in theoretical discussions but not in econometric applications. Third, with two-tiered stochastic frontier models when the one-sided error components follow gamma distributions. Fourth, with latent class models with gamma distributed onesided error terms. Fifth, with models whose two-sided error component is distributed as stable Paretian and the one-sided error is gamma. The principal aim is to propose approximations to the density of the composed error based on the inversion of the characteristic function (which turns out to be manageable) using the Fourier transform. Procedures that are based on the asymptotic normal form of the loglikelihood function and have arbitrary degrees of asymptotic efficiency are also proposed, implemented and evaluated in connection with output-oriented stochastic frontiers. The new methods are illustrated using data for US commercial banks, electric utilities, and a sample from the National Youth Longitudinal Survey.
Introduction
Although practical experience with stochastic frontier models whose one-sided error components follow exponential or half-normal distributions 1 has been quite good, complicated and more realistic distributions usually yield problems. The gamma distribution has been proposed as a reasonable description of technical inefficiency by Greene (1990) . The likelihood function is not available in closed form because the convolution of the two error components of the stochastic frontier model involves an integral which cannot be evaluated analytically. Beckers and Hammond (1987) showed that the likelihood can be computed using special functions. Greene (2003) has proposed the method of maximum simulated likelihood (MSL) in this context 2 . The troublesome term in the likelihood function is the expectation of a truncated normal random variable when a certain exponent is real. Setting up the simulated likelihood involves obtaining a (potentially large) number of independent draws from this distribution and taking their empirical average to approximate the expectation unless α is integer in which case closed form expressions are available.
One objective of the present paper is to show how the fast Fourier transform (FFT) of the characteristic function (CF) can be used to compute the density accurately and efficiently and investigate the possibility of using certain simplifications without sacrificing asymptotic efficiency. The FFT is intuitively appealing in this instance since in spite of the fact that the density is not available in closed form, the characteristic function has a rather simple expression.
Moreover, one can think of alternative reasonable models for technical inefficiency whose convolution with noise does not yield to simple, analytical expressions for the likelihood function. One such example is the beta distribution for technical efficiency.
Despite its importance in modeling bounded random variables like technical efficiency, surprisingly this distribution has not been used before in econometric efficiency and productivity studies. An objective of the paper is to show how the likelihood can be computed accurately and efficiently using the FFT as in the case of gamma stochastic frontiers. The scope for such extensions is of course that "…there is considerable scope for alternatives to the original model of Aigner, Lovell, and 1 The standard references are Aigner, Lovell and Schmidt (1977) and Meeusen and van den Broeck (1977) . For reviews see Bauer (1990) , Greene (1993 Greene ( , 1999 and Kumbhakar and Lovel (2000) . 2 See Ritter and Simar (1997) for some disturbing properties of the normal-gamma model. Schmidt (1977) . But, for better or worse, the normal/half-normal model has dominated the received empirical literature" (Greene, 1999, p. 104) .
Given the CF two alternatives are proposed. First, the density is obtained from the CF by using the FFT as outlined above. Second, Fourier methods of inference are applied directly which exploit the asymptotic normal form of the log-likelihood function and have, at least in theory, asymptotic efficiency close to the Cramer-Rao bound. These methods of inference bypass completely the problem of obtaining the density of composed error term, and are asymptotically equivalent to estimation by the method of ML.
Another class of stochastic frontier models that are empirically relevant but estimation by direct use of ML is impossible is the class of models with input-oriented (IO) technical inefficiency which is rather common in theoretical discussions but is never implemented in practice with the exception of Kumbhakar and Tsionas (2004) who proposed the use of MSL. In this paper it is shown that ML can be implemented using the FFT and simulation can be avoided. Yet another class of models includes two-tiered stochastic frontier models introduced by Polachek and Yoon (1987, 1996) which are useful in modeling informational asymmetries in the labor and other markets. Estimation of such models has been restricted to the class of exponential distributions for the one-sided error components. In this paper it is shown that the characteristic function can be fruitfully employed to obtain ML parameter estimates in the class of gamma distributed error components. Moreover, we propose and estimate latent class models with gamma distributed inefficiencies and models with two-sided error component in the stable Paretian class and, again, gamma distributed inefficiencies.
The remaining of the paper is organized as follows. ML estimation using the FFT is introduced in section 2. In section 3 we consider estimators that are simpler than ML-FFT but retain asymptotic efficiency. An empirical application to US commercial banks is described in section 4. In section 5 we describe FFT methods for ML estimation in the context of IO stochastic frontier models and in section 6 we provide an empirical application for US electric utilities. In section 7 we take up ML estimation in the two-tiered stochastic frontier model with gamma distributed onesided error components. In section 8, we consider the latent class models with gamma distributed inefficiencies and models with two-sided error component in the stable Paretian class. In the Appendix, special attention is devoted to output-oriented frontiers with truncated-normal inefficiency and various estimating techniques are implemented and compared using both real and artificial data.
ML estimation of output-oriented stochastic frontier models using the FFT
Consider the stochastic cost frontier model . This density is needed in estimation of the parameters by ML but in certain instances it is not available in closed form.
One such instance is the model proposed by Greene (1990) , viz. when the one-sided error follows a gamma distribution with density It is known that αθ = ) (u E and . Beckers and Hammond (1987) showed that the likelihood can be computed using special functions in the general case when 2 ) ( αθ = u Var α is not an integer. Greene (2003) draws from this distribution and taking their empirical average to approximate the expectation. Although the approach is conceptually simple the problem is that, unfortunately, this has to be repeated for every observation in the sample. It is evident that if simulation can be avoided in the computation of the likelihood function, then it is never a method of choice. 0 ≥ z 3 A production frontier would have v-u in place of v+u as the composed error term.
To proceed, for a random variable X with distribution whose density is , its CF is defined as , for all t . Here,
In the context of the normal-gamma stochastic frontier model, the CF of the two-sided error is ( )
, and the CF of the one-sided error is . Therefore, the CF of the composed error is
∈ which is of particularly simple form and involves no special functions. Of course, it is a complex-valued function.
Another example of interest includes the beta distribution. If r denotes cost efficiency it is natural to assume 4 that this is beta distributed with parameters p and , and density q 
Therefore, the density can be obtained from the CF using an integral. Since the integral is not available in closed form it is natural to seek out a way to approximate it 4 It is well known that the beta distribution is a quite flexible model for describing a random variable whose support is a bounded interval. efficiently and accurately. Let , and define a sequence of the form 
This integral can be approximated using the trapezoidal rule to obtain
. Therefore, we get
which can be computed efficiently using the FFT applied to the sequence , . To obtain the density at the grid points we have to normalize the transform by . This procedure will provide the density at the grid points but not at points we actually need when, for example, FFT becomes part of a numerical optimization scheme that carries out ML. We can apply quadratic interpolation to approximate the density at the desired point. For a wide selection of parameter values I have found that this procedure preserves 8-9 significant digits so it can be used safely. To implement the FFT we need to choose
− N ′ and . In practice I set (which implies that the density is approximated at points. The selection of can be based on a reasonable value for the maximum absolute residual. This value cannot be known in advance since in the course of ML iterations some residual can become larger in absolute value than the bound. In that case interpolation will be inaccurate and ML can break down. It has been found that a choice that works well is
.
Asymptotically Normal Form procedures
Next we turn attention to methods that are asymptotically as efficient as ML but are computationally less intensive. Given the CF we can implement estimation procedures that attain the Cramer-Rao lower bound without having to carry out the FFT to obtain the density and compute the ML estimate. One such procedure has been proposed by Feuerverger and McDunnough (1981a,b) and involves fitting the theoretical to the empirical CF using nonlinear generalized least squares 
where the s are observed. We remark again that
is the complex unity.
Given a grid of points consider the real and imaginary parts of the 
, and consider the artificial regression
This regression can be estimated using nonlinear least squares to obtain consistent estimators for Θ , as long as
. We call this the first-stage asymptotic normal form estimator (1SANF). The second-stage asymptotic normal form estimator (2SANF) attains asymptotic efficiency that can be made arbitrarily close to the Cramer-Rao lower bound by selection of the s. To describe the estimator, the asymptotic form of the log-likelihood may be taken as procedures is asymptotic and therefore in finite samples some differences with ML are expected to arise. Indeed Madan and Seneta (1987) through a simulation study cast some doubt on the good performance of characteristic function procedures in small samples. We will see that the same message emerges from the present paper as well.
Σ Σ
In connection with (5) and (5) The same computational experience is suggested by several other authors, see Feuerverger and McDunnough (1981) and Madan and Seneta (1982) . Madan and Seneta (1982) suggest using a generalized inverse of the Σ matrix. In the applications considered here this has been followed but it has not been found necessary since a simple inverse sufficed.
the normal-gamma, and This can be used as a test for the number of over-identifying restrictions implied by The empirical results are reported in Table 1 . We see 9 that output cost elasticity is close to one suggesting nearly constant returns to scale, and standard errors from ML-FFT are in general smaller than standard errors from OLS. In Table 2 reported are the results of estimation by ML-FFT when =12 and =16. These results are very nearly the same so -at least in this application-using =10 is sufficient. Notice the great timing differences when =16. The case =10 took only 0.67 minutes on a PC with 800 MHz speed.
The estimate of α from ML-FFT is quite low, 0.379 with standard error 0.262 so it appears that this parameter is less than one, at least based on a 95% asymptotic confidence interval. Based on this estimate an exponential distribution for the onesided error seems relatively implausible so it is worth the effort to estimate the normal-gamma model. In Table 3 reported are the estimation results from ML-FFT estimation of the normal-beta model for US commercial banks. I have used =12
and a similar way to set up the t -grid as in the normal-gamma case. In Table 4 Results using the fully converged 2SANF estimator for various choices for the grid points are reported in Table 5 . The ML-FFT standard errors are greater than the corresponding standard errors from 2SANF for all parameters except θ and there are notable differences in parameter estimates for θ and P . This should be attributed to the small-sample behavior of 2SANF. The standard errors for θ are nearly 50% lower compared with the one-step-efficient 2SANF estimator and estimates of the shape parameter α almost double bringing them closer to the ML result while their standard errors are also much lower than the one-step-efficient 2SANF case. This clearly suggests the gain from iterating 2SANF to convergence and of course the gains that can be expected from application of ML estimation through the FFT. It is conjectured that updating the covariance matrix in the course of iterations of 2SANF would also produce some efficiency gains relative to fully converged 2SANF with the covariance held fixed at the estimate produced from 1SANF. Unfortunately, I have not been able to implement this estimator since the covariance matrix behaves very badly 10 .
Before proceeding it should be mentioned that a potentially important inefficiency distribution, the truncated normal, has been let without discussion so far.
Although the likelihood function is available in closed form and therefore ML can be implemented without trouble, in practice many numerical problems are encountered (see Greene, 1999 and Tsionas, 2001a) , so it is useful to consider alternative estimators based on the CF. A detailed examination is contained in the Appendix of this paper. The conclusion is that although various moment estimators and estimators based on the ANF are easy to implement, in practice the configuration of grid points is a non-trivial issue and certain matrices involved in the computation are very badly conditioned. From that point of view the truncated-normal and the numerical problems associated with implementing estimation and inferences are very much an open issue. 10 An idea is to iterate the 2SANF estimator itself when the covariance matrix is not updated jointly with the parameters but it is held fixed to the value taken when computed at the previous vector of parameters. Since the difference between 1SANF and 2SANF is not appreciable I did not give further consideration to implementing this scheme.
Stochastic production frontiers with input oriented technical inefficiency
Production frontiers are invariably estimated under the assumption that technical inefficiency is output-oriented (OO) contrary to theoretical investigations which more often than not are founded on the assumption of input-oriented (IO) efficiency. Kumbhakar and Tsionas (2004) propose a translog production frontier 11 with IO technical efficiency and show that parameter estimates can be obtained by the method of MSL. In this section we show that generating function methods can be implemented, their application is quite easy, the results are robust, and there is no need to resort to simulation to compute the likelihood function in implementing estimation by the ML method.
The production technology with the IO measure of technical inefficiency can be expressed as ) (
where is a scalar output,
is the vector of inputs actually used, is input-oriented efficiency (a scalar), and is the input vector in efficiency units. The IO technical inefficiency for firm i is defined as for and is interpreted as the rate at which all the inputs could be reduced without reducing output. If we use a lower case letter to indicate the log of a variable, and assume that the production function has a translog form then it is easy to show that the production function can be written as
where is the log of output,
denotes the vector of ones, is the vector of inputs in log terms, is the trend/shift
parameter vectors, and is a symmetric matrix containing parameters. Here, Γ J J × λ and θ are non-11 They have also derived expressions for the cost and profit functions corresponding to production functions with IO technical inefficiency and they have shown that they have the same functional form as the translog. So restricting attention to the production function case involves no real loss of generality. 12 Although this is a cross-sectional model we include a trend variable because we are using a panel data in which each firm is observed over a number of years. In this paper we are treating the panel as a cross-section.
negative. Finally, we denote ) , , (
, and
In such a case the ) , ( The expression under the first bracket in (5) is the standard translog production function and is similar to i g i u − in an OO model. We write (7) more compactly as 
f φ where φ denotes the entire parameter vector. The integral above is not available in closed form so Kumbhakar and Tsionas (2004) proposed to approximate it using Monte Carlo methods resulting in the method of MSL 13 . One promising alternative is ML based on the FFT. This is likely to be better than MSL based on what has already been said in connection with Greene's implementation of MSL for the normal-gamma stochastic frontier model. 13 It is possible to obtain the distribution of g from the distribution of θ in closed form. Specifically, the Jacobian of transformation from θ to g is 1/(Ξ-Ψθ(g)) and θ(g) can be obtained as the unique positive root of the polynomial (Ψ/2)θ 2 -Ξθ-g=0, provided g≤0 and Ψ<0. However, the problem is that the convolution of v and g is not available in closed form. 
can be evaluated analytically for the leading cases of interest when ) (θ θ f corresponds to half-normal, truncated normal or exponential distributions. Indeed, for the half-normal case,
is easy to obtain the CF
where
The CF of is seen to be For the truncated normal distribution,
, (12) where
, and . ) (
The expectation involved in the Q function cannot be evaluated in closed form. In fact, estimation of the IO model is no more difficult to perform than estimation of the OO normal-gamma or normal-beta models. However, one distinguishing feature of the IO model, unlike the OO case, is that the MGF and CF depend on the particular observation through the s, so in order to obtain the density the FFT must be applied times where is the sample size. This task is hopeless when the sample size is large and one might as well resort to quadrature (for each observation) to approximate the density. Indeed, the FFT technique is useful only when just a few transforms have to be performed for each parameter configuration since then the density can be obtained at the specific residuals using interpolation so that the operations do not depend heavily on the sample size -apart, of course, from the trivial consideration that larger samples imply that more points have to be interpolated. For example in OO models with gamma or beta inefficiency we saw that the FFT has to be performed only once since it depends only on the parameter values and then interpolation can be used to obtain the density of the composed error at a potentially very large number of residuals. The reader is referred to Lee (2002) for details concerning the construction of these variables. A trend variable, its square and interactions with the inputs is also included in the translog production function. Inputs can be considered endogenous and output can be considered exogenous in this case, which is why the IO technical efficiency concept is more appropriate than the OO concept. One reason for choosing this data set is that the empirical third moment of LS residuals is quite small (-0.00072) so we do not expect the presence of large OO technical inefficiency in the sector and, therefore, fitting the OO or IO models by ML will be a challenge 16 .
To estimate the IO model with a half-normal distribution for technical inefficiency, 256 points were used to perform the FFT and 20 points were used for intermediate interpolation with respect to the i Ξ s. The results were not sensitive to changing these values and, as a matter of fact, good results have been obtained in this application even by using only 64 points for the FFT and 5 points for interpolation.
Since convergence has been found difficult when the number of points for either FFT or interpolation increases, the second-order coefficients have been first fixed to their LS values and I iterated to full convergence of the first-order coefficients. Next, starting from these estimates the ML-FFT procedure is applied again to optimize all parameters. The ML-FFT procedure has not been found significantly more difficult to implement than usual ML estimation of the OO model in terms of timing 17 , difficulty to obtain convergence etc.
The results are reported in Table 6 and they are comparable with the OO case using a half-normal distribution for the one-sided disturbance in that very little evidence is found in favor of sizable inefficiencies as expected since the third moment of LS residuals is quite small. According to the results from the OO model, median inefficiency is only 0.013% while in the IO case the median is 0.017%. In the OO case the maximum inefficiency is hardly 0.5% and similar results are obtained in the IO case. Parameter estimates are similar but there are important differences in terms of standard errors, for the intercept and first-order terms for example.
Two-tiered stochastic frontier models
In this section it is shown how the CF of the composed error term can be used to facilitate ML estimation in the class of two-tiered stochastic frontier models. These models have been introduced by Polachek and Yoon (1987, 1996) We provide results for the gamma and exponential specifications for the one-sided error terms in Table 7 . According to the exponential, employer deficiency averages 32.66% and employee deficiency averages 21.95% and both are highly statistically significant. From the gamma results, we see that employer deficiency cannot be described by an exponential distribution as u α is statistically different from unity (0.655 with standard error 0.1381) although employee deficiency is reasonably close to the exponential model as w α is not significantly different from unity. Average deficiencies from the gamma model are 25.3% in the employer side and 22% in the employee side so it turns out that they are more or less the same despite the prediction of the exponential model. As a result, the wage informational gap reduces from about 10% in the exponential model to just 3.3% in the gamma specification.
Non-normal frontier models with gamma one-sided error components
In this section we consider models which remove the normality assumption of the two-sided error term. We will consider latent class models which are useful in modeling heterogeneity in applied production analysis (Greene, 2002 , Tsionas, 2001b ) and models with a two-sided error distributed according to a stable Paretian distribution, useful when leptokurtosis is present. Both models remove the normality assumption for the two-sided disturbance and thus they are expected to be useful in applied econometric studies of production. Consider first the latent class model
where denotes the specific group, g 2 ,~( 0, )
α θ and, as usual, all error components are assumed i.i.d and mutually independent. In this model, the technology is assumed common and heterogeneity is placed on the two error components. To close the model, suppose that group has probability g g λ .
Existing latent class models have been proposed and implemented so far for exponential and half-normal one-sided error terms but not for gamma distributed error terms due to the computational complexities associated with the fact that the likelihood function is not available in closed form. 
Using the inverse Fourier transform we can obtain the density of , In their application to stochastic frontiers, we need to assume symmetric two-sided errors in which case we set to obtain the following simple expression for the CF,
Combined with a gamma distribution for the one-sided error, ~( , ) The CF is easy to compute and application of the inverse Fourier transform to obtain the density function is straightforward. The main advantage of this model is that it allows direct testing of the normality assumption by testing whether 2 λ = .
To illustrate the new techniques we use the U.S banking data set analyzed in section 4. Unlike the 500 banks used in section 4, we now use the entire set available for 2000
consisting of 4,985 banks. Since our attention is on the distributional assumption, we limit attention to a model with a homogeneous production technology but heterogeneous two-and one-sided error terms. The distributional possibilities for the one-sided error terms, include exponential and gamma distributed. In the first case the likelihood function is available in closed form but not in the second. The empirical results are reported in the first two columns of Table 8 . The third column provides empirical results for the stable-gamma stochastic frontier.
According to the exponential model, the probability of classification ( λ ) is 0.6623 and highly statistically significant (standard error 0.0757), and the two groups are 8.65% and 24.25% inefficient on the average. This suggests the existence of two groups of banks which behave quite differently in terms of technical inefficiency.
Removing the assumption of exponential inefficiencies, and introducing gamma one- are also larger in the gamma model reflecting the greater uncertainty introduced by assuming a model of inefficiencies which is hard to identify in practice. However, allowing for the possibility of gamma inefficiencies, lowers dramatically the probability of classification ( λ ) and casts some doubt on the existence of heterogeneity in the banking sector. It is not clear whether this is due to similar technological parameters in the banking practice or due solely to the fact that gamma distributions for technical inefficiency are notoriously difficult to identify in practice.
Further work in this area would be an interesting extension for future research.
Results for the stable-gamma model are reported in the third column of Table 2 
Conclusions
The purpose of the paper was to introduce the FFT as a way of obtaining ML estimates of the parameters of complicated output-or input-oriented stochastic frontier models and investigate the performance of certain GMM and other procedures that are based on the asymptotic normal form (ANF) of the likelihood function derived from the Fourier representation. It has been found that the FFT is a robust and computationally efficient way to implement ML estimation. ANF estimators are found to be critically dependent on certain parameters of the computational environment (like number and placement of grid points) and this dependence becomes rather restrictive when practical identification problems arise as for example in the case on truncated normal stochastic frontier models. Moreover, it is not entirely clear what configuration of grid points is optimal because certain matrices needed in implementing an investigation of the optimal scheme are very badly conditioned as has been found in computational experiments. Overall, it appears that in connection with ML estimation of either output-or input-oriented stochastic frontier models, the FFT is a viable alternative to currently used simulated likelihood methods. Moreover, the use of FFT enriches significantly the class of models that can be estimated easily in stochastic frontier analysis and thus, offers significantly more alternatives to researchers engaged in applied production analysis and efficiency / productivity analysis. Notes: ML-FFT has been tried for N=6 but it was not possible to obtain convergence within 200 iterations. Computing time is CPU time in minutes required to obtaining full convergence. It excludes computing time required for obtaining second derivatives for approximation of asymptotic standard errors. The results for N=12 are the same as those reported in Table 1 . Notes: Standard errors in parentheses. , , and denote respectively the log of capital, labor and coal input divided by their geometric means, and t is the trend variable.
Convergence of ML for the OO model was not achieved. The slope coefficients reported and their standard errors are from LS. Estimates for intercept and standard deviation parameters are from ML estimation of the restricted OO model (restricted so that all slope coefficients are fixed at LS estimates). Execution time for the IO model was 1.38 minutes.
k l z 
v σ is the scale parameter of the twosided error, (1) θ is the scale parameter of the gamma distribution, (1) α is the shape parameter of the gamma distribution, and λ is the characteristic exponent. For the latent class models, λ is the probability of classification in the first group.
APPENDIX. Performance of various procedures for the normal/truncatednormal stochastic frontier model.
A potentially important distribution in applications is the truncated normal for technical inefficiency, truncated below at zero ( ) whose density is ) , ( form expression for the likelihood function but numerical experience with ML has generally been disappointing (Greene, 1999, p. 103) . Tsionas (2001) documents good performance of a Bayesian estimator using Markov Chain Monte Carlo methods but the presence of priorsespecially a prior on v μ or u σ μ / -is likely to bother non-Bayesian researchers because these priors are informative to aid practical identification of the model. It is natural to inquire whether simpler alternatives like GMM are available and whether they perform well in finite samples under reasonable parameterizations.
The log-CF of the truncated normal distribution is given by
The ML estimates of a truncated normal frontier are reported in Table A1 . Also reported are results from GMM whose implementation is described below. ML is implemented using a conjugate gradient techniques, the starting parameter values are obtained from OLS for the regression coefficients, starting values of v σ and u σ are set to where is the standard deviation of OLS residuals and the starting value for 2 / s s ω is set to 0.01. The estimates are useless as quite often happens with ML estimation of this model. The estimate of ω is implausibly low and standard errors for several parameters are quite large suggesting practical non-identification problems with this model.
Next we turn attention to a GMM technique that involves fitting the empirical to the theoretical moment generating function (MGF) which can be obtained easily just like the CF. To resolve the choice of the grid points I have implemented fitting the empirical to the theoretical MGF (in levels, not in logs) using a weighting function of the form , thus the criterion is an integral over the real line of the objective function times the weight. This integral can be computed easily using Gaussian quadrature. The resulting parameter estimates were invariant to the order of integration (I have tried 5, 20 and 100) and the estimate of ) exp( 2 t − ω was close to zero (0.0085) suggesting that a half-normal model might be appropriate. This, however, is unfortunately 19 an artifact. I have contacted a Monte Carlo experiment (details are omitted here) using reasonable parameterizations of the model and several different values of ω ranging from -3 to 3 as in Tsionas (2001) . This fitting function always produced estimates of ω quite close to zero so the placement of grid points must be responsible for this and Gaussian quadrature is not the right way to estimate the model. After other Monte Carlo experiments that I describe later I have found that placing the points in the interval from -2 to 2 using 10 to 20 equi-distant points is a reasonable estimator. Application of this estimator to the US commercial banking data (with 10 grid points) produced the estimates that are reported in Table 6 under the heading "GMM". For ω the estimate appears more plausible relative to ML.
Before describing the Monte Carlo experiment with the GMM estimator, reported in Table  A2 are results from different configurations of the grid points with the nonlinear least squares fitting criterion that minimizes the sum of squared deviations between the theoretical and empirical log MGF using the US commercial banking data. The estimator is not very sensitive to how the grid points are selected when T =2. For higher values of T I have had trouble obtaining convergence so it seems that the grid cannot be extended more. For T =1 the results are different and estimates of ω range from -0.0062 when G =4 to 0.0165 when =50.
G
I have also experimented with a GMM procedure with a continuum of moment conditions, see Carrasco and Florens (2000) , Knight and Yu (2002) and Yu (2004) . The idea is to minimize the difference between the empirical and theoretical characteristic function using an exponential weighting function, see for example Yu (2004, page 112) . The required integrals are approximated using Gaussian quadrature of various orders ranging from 10 to 100. This is the WLS-ECF procedure in Yu (2004) which has been presented for the first time by Paulson, Holcomb and Leitch (1975) . It is less efficient compared to ML but it is clearly easy to implement in practice. It has been found that Gaussian quadrature provides base points that are not extended enough to give reasonable results -judged from the performance of the technique in artificial data sets-and thus this technique was not given further investigation. It seems, however, possible, that the choice of the weight function is important in the context of the WLS-ECF, and further investigation is needed in connection with the various stochastic frontier models presented in this paper.
Next, I describe a Monte Carlo experiment to investigate the finite-sample performance of the GMM estimator. The focus here is not to present an exhaustive and detailed analysis but rather focus on a case of empirical relevance. Here we fit the theoretical to the empirical MGF using nonlinear LS. There are three regressors, the intercept (equal to 1) and two other variables whose coefficients are 0. It should be mentioned that our objective was not (and indeed could not be) to improve on the ML estimator by proposing a GMM estimator with better small sample behavior in the context of the truncated normal model. If the model is identified in practice then ML is likely to behave nicely provided the sample is "large enough". The purpose was only to propose a method of moments estimator that overcomes certain practical problems associated with the ML estimator. Under ideal conditions, GMM like ML gives reasonable and useful results but of course far less than ideal conditions are encountered in reality so -as is well knownworking with the truncated normal model is extremely difficult.
Finally, I have implemented the 2SANF method based on the FFT for the truncated normal stochastic frontier. As in the normal-gamma model, the 1SANF is implemented first and the covariance matrix is estimated and used subsequently in 2SANF. The method is found to be more satisfactory compared to GMM 20 . The results for various configurations of the grid points are reported in Table A3 . The final estimates are not very sensitive as has been found to be the case with GMM so the 2SANF appears somewhat robust at least in this application. However, standard errors depend on the configuration of the grid points. With too few grid points standard errors are inflated owing to the bad conditioning of , i.e. the covariance matrix of the characteristic function. As the number of grid points increases the standard Σ errors become more reasonable. It should be mentioned that the computational requirements of 2SANF are somewhat excessive in that an ill-conditioned G G × has to be inverted (once). So for T =5 it is necessary to invert a 500 500 × matrix. Here, I have used a pseudo-inverse and numerical gradients to obtain the asymptotic standard errors for the 2SANF estimator. As a general conclusion it might be conjectured that if an extended grid is needed then the grid must be extremely fine -so fine that the dimension of the covariance matrix becomes too large to manage or to ensure that it behaves nicely in the numerical sense. From the results reported it seems that ω is between -0.773 and -0.682 but it is definitely statistically insignificant at conventional levels of significance. Based on these results the assumption of half-normality for the one-sided error term does not seem to be at odds with the data.
Following are some technical details regarding Table A3 . Although parameter estimates are reasonably close when the grid configurations vary -and therefore the 2SANF estimator can be useful in practice-standard errors computed from inverting the ill-conditioned matrix are very sensitive. Useful results can be obtained by applying Tychonov regularization (see Bellman, 1970, page 86) The results indicate that the standard errors are robust in two cases, viz. in the interval 0.1 to 10 provided we have more than 10 points and in the interval 0.0001 to 5 (or 10) with nearly 100 points. When the endpoints are 5 or 1.5 or when too few points are considered the standard errors we get are different so it seems yet again that the grid must be sufficiently fine and extended. With 500 points in the interval from 0.0001 to 5 we get some differences compared to results when we have 20 or 100 points especially in the estimation of standard error for v σ . Interestingly, Tychonov regularization has been found useful by Carrasco and Florens (2000) in their implementation of GMM with a continuum of moment conditions where similar problems with ill-conditioned matrices occur.
I have tried other ways to compute standard errors. One approach is to compute the numerical Hessian of the asymptotic normal form (using a numerical gradient of the characteristic function to approximate the elements of G . Another way is to approximate the Hessian of the log-likelihood corresponding to asymptotic normal form using the estimated Hessian from the last update of Newton-Raphson iterations that was used to minimize the quadratic form in the asymptotic normal form. Both approaches do not seem to be useful in practice. In the first approach, usually, very few Newton iterations are taken and the approximation to the Hessian is not accurate enough. In the second approach the results are sensitive to the step size in computing numerical derivatives and quite often, in the banking data, the diagonal element corresponding to parameter u σ was found to be too close to zero for the Hessian of the quadratic form to be positive definite. It seems that without due care the computation of standard errors from 2SANF can be a problem but parameter estimation is more or less immune to how the grid is specified or how certain matrices behave.
These results beg the question what is a reasonable approach to select the extent of the grid and the number of grid points when it comes to estimating the standard errors -the reader is reminded here that estimation of parameters themselves is not so sensitive to the configuration of the grid. In order to provide an answer I turn to the following experiment. Given the characteristic function and parameter values of the model, the covariance matrix of estimates from 2SANF can be computed for various grid configurations. It is then natural to look for the configuration that maximizes the information, i.e. maximizes in some sense. One sense in which this can be maximized is to maximize the sum of its eigenvalues. The reader is reminded that this is not a Monte Carlo experiment because we do not generate artificial data because we use the characteristic function, not the likelihood function: The information matrix can be computed easily because in turn depends on the grid points only; its dependence on the actual data is irrelevant. It is not my intention to report detailed results are set to where is the standard deviation of OLS residuals and the starting value for 2 / s s ω is set to 0.01. GMM is implemented using fitting of the empirical to the theoretical MGF using nonlinear least squares with 20 equi-distant points from -2 to 2. The Hansen J-statistic (N times the objective function) was 0.00041. , the precision (inverse covariance) matrix of 2SANF. The third number is the standard error computed as follows: First, matrix is subjected to Tychonov regularization, and then it is inverted. The square roots of the diagonal elements of (1/ ) times the inverse are reported. Also, (---) indicates that the corresponding standard error could not be computed because the diagonal element of the covariance matrix was negative due to bad conditioning. ---) indicates that numerical problems prevented obtaining the optimal pair.
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