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Abstract 
Using Inquiry-Based Learning to Develop and Assess Statistical Reasoning 
This thesis focuses on the use of inquiry-based learning both in the teaching and assessment 
of statistics, in order to develop and improve a learner’s statistical reasoning skills. The 
overriding purpose of this thesis was to address the problem of students/learners 
underachieving in statistics. A framework for statistical reasoning is proposed that is built on 
a base of statistical literacy and linked to statistical reasoning by statistical thinking. The 
thesis has three parts that are linked by the use of Inquiry-Based Learning. 
1. Learners from three distinct learning environments - secondary school, tertiary and the 
workplace - are compared with respect to their statistical reasoning within the bi-variate 
topic that forms part of an inquiry involving statistics. The academic learning is measured 
by a learner’s ability to reason statistically, for which the proposed framework defines as 
linking concept to context. 
2. The tertiary student’s ability to reason statistically was compared over different types of 
examination questions, some were inquiry-based and others were not. In addition, attitude 
factors affecting student confidence in using statistics were assessed.  
3. The unit standard assessment tools used in the workplace were evaluated in terms of their 
design and operation. 
The main findings of the thesis are discussed in Chapter 7 over the three learning 
environments. In the workplace, more learner emphasis was placed on the overall objective of 
the report and the relevant context to “reasoning about association” within the bi-variate 
analysis. In the tertiary environment, there was too much student emphasis on the immediate 
observations being used as building blocks to the overall content of the topic and not enough 
thinking on how it related to the overall context. Student reasoning in the secondary school 
environment was a balance of these two other environments where student answers were 
divided between reasoning with context and linking to the overall objective, as opposed to 
students making non-contextual immediate observations. 
 x 
 
Student/learners did not perform significantly better in questions that were linked by a project 
used in teaching than questions linked by a project used solely in the assessment.   The main 
finding of the impact of learner attitudes was that attitudes towards doing statistics of “value” 
and “difficulty” had a significant influence on a learner’s ability to reason statistically.  
 
It was found that the following changes should be made to the unit standard assessment tools 
following the 2007 pilot cohort findings.  These changes involved a reorder of questions in 
order to align the assessment to the steps one would follow in addressing a report. A new 
teaching sequence of unit standards along with a new order of unit standard assessments 
provided a better process with less assessment questions overall and assessments based on 
fewer reports.  
 
These findings supported the conclusion that basing learning, teaching and assessments on an 
inquiry cycle, which provides value to an appropriate level of difficulty involving statistical 
analyses led to improved learner performances in statistics. Also it was concluded that by 
having questions being linked in an appropriate sequence conceptually within an appropriate 
context as opposed to being fragmented led to improved learner performances in statistics.  
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C H A P T E R  O N E  
An Overview of the Study  
This thesis is about statistical reasoning and how it can be developed using 
Inquiry-Based Learning. I explore such development in three different contexts 
within which I have played a leadership role. The resulting data analysis 
provides the evidence for the conclusions of this thesis. The first sub-section 
traces the developmental trends of statistical education to the present day, thus 
providing a setting for my research. 
1.1 The Setting of my Research 
By the 1980s, conferences on teaching statistics began to be offered and a 
growing group of educators began to focus their efforts and scholarship on 
improving statistics education. In 1986 the first international conference on teaching statistics (ICOTS) was held and has been held every four years since, in a variety of locations around the world. The International Research Forums on Statistical Reasoning, Thinking, and Literacy (SRTL) 
began in 1999 to foster current and innovative research studies that examine 
the nature and development of statistical literacy, reasoning, and thinking, and 
to explore the challenge posed to educators at all levels to develop these 
desired learning goals for students.  By the end of the 1990s there was an 
increasingly strong call for statistics education to focus more on interpreting 
statistics in context to a practical situation (Ben-Zyl & Garfield 2007). One of 
the main arguments presented for a shift in focus was that traditional 
approaches to teaching statistics that focussed on skills, procedures, and 
computations did not lead students to reason or think statistically. Garfield, 
Hogg, Schau and Whittinghill (2002) suggested that this may be due to the way 
statistics courses have traditionally been taught - with a focus on computation 
skills and compartmentalized knowledge with no real links between the various 
concepts being provided. This would occur where no context or purpose had 
been supplied for doing statistics. 
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In the early 1990s a working group headed by George Cobb in USA produced three recommendations for teaching introductory statistics (Cobb 1992). These were: 
• to emphasise statistical thinking, 
• to use more data and concepts with less theory and fewer recipes, and 
• to foster learning attached to practical problems. 
 
Snee (1993) stated that: 
 Statistics education has traditionally focused on developing knowledge and skills 
and assumed that students would create value for the subject in the process. This 
approach hasn’t worked. It is argued that we can help students better learn statistical 
thinking and methods and create value for its use by focusing both the content and 
delivery of statistical education on how people use statistical methods to learn, solve 
problems, and improve processes. Learning from your experiences, by using 
statistical thinking in practical situations, is an effective way to create value for a 
subject and to build knowledge and skills.  
Snee (1993, p.149) 
 
Snee (1993) and Hogg (1991) pointed out that we must generate value for 
statistics in the minds of our students by conveying the important things that 
statisticians do.  The teaching of statistics, particularly elementary statistics, 
needs to be changed from an approach dominated by mathematical 
considerations to one that promotes statistical thinking (Stuart 1995).  Moore 
(1998) shares the consensus among statisticians that statistical education 
should focus on data and on the interpretation of that data rather than on the 
presentation of as many statistical procedures as possible. This consensus 
represents a fundamental shift from teaching statistics that involved following 
a list of statistical concepts contained in a syllabus, to an inquiry-based 
approach where the applicability of relevant statistical concepts is 
demonstrated through the solution at various stages of an inquiry.  
  
Moore (1998) also stated that statistical literacy and statistical competence 
were two issues influencing what statistics graduates will require in the 21st 
century.  Rumsey (2002) drew parallel meanings to these two issues by linking 
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the first issue, statistical literacy, to the following three meanings; 
understanding statistics well enough so users of statistics can consume the 
information they come across on a daily basis, thinking critically about 
statistics, and making good decisions based on statistical analyses. Moore 
(1997) described the shift in statistics education as changes in content being 
more focussed on data analysis and less on probability. According to Garfield, 
Hogg, Schau and Whittinghill (2002), introductory statistics courses need to be 
the focus of recommendations for changes in statistics education, and that the 
number of students taking such courses has been steadily increasing in the 
USA since 2000. Also many statisticians have become involved in reforming 
statistical education that is aimed at the teaching of introductory statistics 
(Garfield 2002).  
 
Butler (1998), from a survey of industries using the American Statistical 
Association (ASA) membership database, stated that in spite of the increasing 
number of adults that complete introductory traditional statistics courses based 
on computation skills and procedures, when these adults try to use statistics in 
their jobs, ‘the results are a shambles’ (Butler, p.84). Garfield, Hogg, Schau 
and Whittinghill (2002) stated that while an introductory course cannot make 
novice students into expert statisticians, it can help students develop statistical 
thinking, which they should be able to apply to practical situations. In a review 
of many research studies over the years 1996 to 2006, Ben-Zvi and Garfield 
(2007) concluded that most students and adults do not think statistically about 
important issues that affect their lives.  Over the decade up to 2007, Ben-Zvi 
and Garfield (2007) concluded there has been an increasing trend over a range 
of vocations in the need for the use of statistics both in evidence based problem 
solving and in decision making. They also concluded that quantitative information is everywhere and numerical data is being increasingly presented in the USA as evidence with the intention of adding credibility to advertisements, arguments, or advice.   
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With the increasing importance of the interpretation of numerical data, students 
need to possess at least some basic intuitive understanding of statistical 
concepts in order to analyse data. In agreement of this Scheaffer (2001) 
concluded, in his analysis of the history of the developments in statistical 
education in the USA, that when statistics succeeded in schools it was when 
the emphasis was on data analysis and interpretation, as opposed to 
mathematical computations. This implies that software would be used to 
perform a variety of calculations thus taking away the need for students to 
perform calculations. Then it became possible to create a variety of scenarios 
thus providing scope for data interpretation. Garfield (2002) concluded that 
inquiry in the area of statistical reasoning is still evolving and there is no clear 
consensus about how to help tertiary and workplace students in their analyses 
of reports and surveys in order to both develop their skills in the use of 
statistics and to determine the level and correctness of their use of statistics in 
an inquiry.  
 In 2005 the Board of Directors for the American Statistical Association endorsed the Gaise Reports emanating from Gaise College in USA, which included recommendations for statistics education. The second of these reports offered a set of six guidelines for teaching introductory college statistics (http://www.amstat.org/Education/gaise/GAISECollege.htm). These guidelines suggest that the desired result of all introductory statistics courses is to produce statistically educated students. These students should develop the ability to think statistically. The Gaise Report, http://www.amstat.org/Education/gaise/GAISECollege.htm, identified student learning goals that should be present in an introductory statistics subject. To achieve these learning goals, the Gaise report offered the following recommendations:  
• emphasise statistical knowledge  and develop the ability to select and use appropriate statistics in a given situation, 
• use real data, 
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• stress conceptual understanding rather than mere knowledge of procedures,  
• foster active learning in the classroom,  
• use technology both for developing conceptual understanding and analysing data, and  
• use assessments to improve and evaluate student learning. 
 
Rossman, Chance and Medina (2006) describe statistics as a mathematical 
science that uses mathematics but is a separate discipline. It was the revolution 
in technology that allowed the emphasis in teaching and assessing statistics to 
be taken off the computation of statistical measures (Binnie 2002). This was a 
step away from the mathematical processes that were being used to calculate 
statistics and Binnie (2002) concluded that the focus of statistics teaching 
would gradually shift to data interpretation with a context.      
 
At a major American institution, which is a predominantly undergraduate 
comprehensive college, Pfaff and Weinburg (2009) stated that statistics has 
become a focal point of the curricula and a required course for many 
undergraduate majors. In their teaching of introductory statistics courses to 
over 200 students each year there has been increasing emphases on helping 
students develop skills in interpreting statistics in context. They proposed the 
following as a goal: 
As an essential component in statistics education we want our students to move 
beyond simply computing statistical measures to understanding what these concepts 
really mean and where they come from. Our goal was to design in-class; hands-on 
activities (which we called "modules") that would help our students develop an 
understanding of important statistical ideas. We decided to focus on determining the 
effectiveness of our activities in helping students increase their understanding of 
statistical concepts.  
Pfaff & Weinburg (2009, p1) 
 
This goal was towards data analysis and interpretation of statistical ideas and 
concepts. The presentation would be within a practical problem that provided a 
context. 
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In New Zealand (NZ), the Education Act 1989 established the New Zealand 
Qualifications Authority (NZQA) to, “oversee the setting of standards for 
qualifications in secondary schools and in post-school education and training” 
(NZQA, 1989, Education Act, section 253(a)). It also set the legislative base 
for the National Qualifications Framework (NQF) as one in which “…all 
qualifications...have a purpose and a relationship to each other that students 
and the public can understand and there is a flexible system for the gaining of 
qualifications with recognition of competency already achieved” (NZQA, 
1989, section 253(c)).  
This impacted on the following developments across three distinct learning 
environments.  
1. The new NZ Curriculum to apply from 2011 in secondary school, covering 
content from levels 1 to 8 (year 6 to Year 13) where the use of statistics 
features at all levels, defined in the form of achievement competency 
standards, in the form of a statistical enquiry cycle. 
2. The use of statistics by students at university to be increased and frequency 
in quantitative analyses of projects in the form of inquiries as part of their 
undergraduate degrees at AUT from 2006. 
3. The requirements for NZ Public Sector employees in the workplace from 
2007 to have sufficient knowledge of statistics so they can read and 
interpret reports in the course of their employment and to have some 
knowledge of how statistics could be used to answer a policy question 
pertaining to their area of employment. These were to be assessed by the 
use of unit standards defining competency standards on the NQF. 
 
In all three environments, there has been a move to use data that has been 
presented in the form of an inquiry (underlined) requiring a statistical analysis. 
Table 1.1 illustrates examples of generic inquiry designs that would be relevant 
to both teaching and assessment, emulating from each of the three learning 
environments. 
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Table 1.1 Types of Inquiry Designs 
Learning Environment Inquiry Design 
Secondary School  Based on a topic of current interest 
University Based on the main discipline of study 
Workplace Based on a state sector policy question 
                                                               
The common linkage characteristics of those inquiries across each of these 
three learning environments involve the use of data, a requirement of 
interpreting the data on the context of the inquiry analysis and the use of 
technology to perform any mathematical computations.   
 In NZ there is a review of the curriculum spearheaded by the Ministry of Education, covering levels 1 to 8 of the NZ curriculum and implementation up to level 6 started in 2011.  This review is of great importance as all the curriculum levels are being reviewed with respect to mathematics, including a major change of a new statistics strand through these levels. This verifies Ben-Zvi and Garfield (2007) who concluded that statistics is becoming part of the mainstream school curriculum in many countries as a result of the need to improve students’ ability to think statistically.  Traditionally statistics, which has always been regarded as part of mathematics, will move to a subject in its own right by being injected into the NZ curriculum at all levels, particularly levels 6, 7 and 8 over the last three years (years 11 to 13) respectively of  secondary level education. 
 
The following Tables 1.2, 1.3 and 1.4 (Ministry of Education, 2007)  provide 
matrices of achievement objectives that would be assessed in the final year 
scholarship examination as part of  the statistics topic being “reasoning about 
association between two variables” from the National Certificate of 
Educational Achievement (NCEA) levels 1, 2 and 3 respectively. These 
assessment levels correspond to levels 6, 7 and 8 respectively of the NZ 
curriculum. 
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Table 1.2 Statistics Standards Matrix for Assessing NCEA Level One 
Standard Titles Achievement Objectives 
US1.10   Carry out and 
report on an 
investigation involving 
bi-variate data. 
• Plan and conduct investigations using 
the statistical inquiry cycle: 
• justifying the variables and 
measures used; 
• managing sources of variation, 
including through the use of 
random sampling; 
• relationships between variables 
using multiple displays; 
• justifying findings, using displays 
and measures.  
 
These content components pertain to using an inquiry cycle approach that 
involves planning, identifying variables, sampling and looking for relationships 
between the variables. Findings are then justified by using the appropriate 
statistics. 
Table 1.3 Statistics Standards Matrix for Assessing NCEA Level Two 
Standard Titles Achievement Objectives 
US 2.11   Investigate a 
situation using statistical 
methods. 
• Carry out investigations of phenomena, 
using the statistical inquiry cycle: 
• using relevant contextual 
knowledge, exploratory data 
analysis, and statistical inference. 
US 2.12   Evaluate 
statistically based 
reports  
• Evaluate statistically based reports: 
 
This curriculum at level 2 involves content at a higher level but still within an 
inquiry analysis. 
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Table 1.4 Statistics Standards Matrix for Assessing NCEA Level Three 
Standard Titles Achievement Objectives 
AS S3.3   Critically evaluate 
statistically based reports. 
 
• Evaluate a wide range of 
statistically based reports 
• critiquing causal-
relationship claims; 
AS S3.5   Investigate bi-
variate data. 
 
• Carry out investigations of 
phenomena, using the statistical 
inquiry cycle: 
• using existing data sets; 
• finding, using, and 
assessing appropriate 
models (including linear 
regression for bi-variate 
data  seeking explanations, 
and making predictions; 
• using informed contextual 
knowledge, exploratory 
data analysis, and 
statistical inference; 
• communicating findings 
and evaluating all stages 
of the cycle. 
AS S3.6   Use statistical 
methods to make 
comparisons. 
Association between cont v 
cat 
• Carry out investigations of 
phenomena, using the statistical 
inquiry cycle: 
• using existing data sets; 
• using informed contextual 
knowledge, exploratory 
data analysis, and 
statistical inference; 
• communicating findings 
and evaluating all stages 
of the cycle. 
• Make inferences from surveys 
and experiments: 
 
The achievement objectives provide a complete application of an inquiry cycle 
to a bi-variate analysis within the statistics curriculum. The Educational Sub-
Committee of the New Zealand Statistical Association (NZSA) concluded that 
in the assessment of statistics at secondary school, students’ responses needed 
to encompass the statistical inquiry cycle as follows: 
• investigating data that had been collected from a survey situation. 
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• posing an appropriate comparison question using a given multivariate data 
set. 
• selecting and using appropriate displays, 
• giving summary statistics, 
• discussing features of distributions .and 
• communicating findings. 
 
Research by Hancock, Kaput, and Goldsmith (1992) concluded that the 
challenge faced by students was connecting their statistical questions to the 
data needed as evidence, and then linking their conclusions back to the 
questions under investigation. They argued that this part of the statistical 
process is largely ignored in school and needs greater attention.  A key change 
in the new statistics curriculum in NZ secondary schools was the insertion of 
an inquiry cycle into the statistics curriculum in order to develop reasoning 
skills using statistics.  Enrolments in statistics courses at University are growing (Scheaffer & Stasney, 2004), as more and more universities realise the importance of statistics being applied to their own disciplines. . At Auckland University of Technology (AUT) the two programmes that have had the largest growth over the years 2007 to 2011 have been in the business area with the first year undergraduate Bachelor of Business (BBUS) integrated Business Information Management subject having a statistical content of one third of a subject, and the Industry Experience Research (IER) subject, having a statistical content of 50% in the Bachelor of Sports and Recreation (BSR). Table 1.5 shows the enrolment numbers at AUT in the subjects involving statistics within these degrees. 
Table 1.5 Enrolment Numbers at AUT 
Degree 2007 2009 2011 
BBUS 650 1100 1200 
BSR 125 170 200 
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The Auckland University of Technology (AUT) Industry Advisory Board for 
Mathematical Sciences (2008) concluded in their Annual Report that industry was rapidly developing in such a way that evidence based decision making was becoming more important. This evidence, usually of a quantitative nature, is often provided by statistical analyses. Statistics consists of important skills that all graduates should have, and therefore, all students should learn this as part of their undergraduate degree.   The study of statistics provides students with tools and ideas to use in order to react intelligently to quantitative information in the world around them. 
 
In New Zealand, the first post-school workplace qualifications involving 
standards based assessment was registered in 1994 and secondary schools 
began offering unit standards in 1990 with a National Certificate of 
Educational Achievement (NCEA) being introduced for secondary school 
students in 2002 (National Qualifications Project Team, 2005). At the post-
school level, Industry Training Organisations (ITOs) facilitate workplace based 
learning and, for increasing numbers of New Zealanders, this provides 
significant training and development opportunities that lead to nationally 
recognised qualifications on the National Qualifications Framework. 
According to Tertiary Education Commission statistics (Industry Training 
Federation, 2008), registered trainees and apprentices comprise approximately 
one quarter of all learners in tertiary education. The Ministry of Education 
(2007a) stated that: 
 “a key strength of industry training is that it allows those with few or no previous 
qualifications to engage in tertiary training in a workplace setting.”  
Ministry of Education, (2007a, p.9) 
 
In 2007 over NZ, 24% of trainees had no previous qualifications with 33% of 
these being Maori and 33% being Pacific trainees. 44% of the credits achieved 
were by trainees with no Year 11 equivalent or previous education 
qualifications. 
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1.2 My Interests and Roles within my Research 
The trends outlined in the previous section, of statistical education moving 
away from mainly computations towards interpreting data in context, directed 
my interests towards improving my teaching and assessment of statistics. My 
objective in this research project was to explore the effectiveness of an inquiry-
based approach in the teaching and assessment of statistics. I had an 
opportunity to test this in three distinct learning and teaching environments. 
These were the secondary school Year 13 scholarship student’s exam 
environment, the AUT university classroom environment and a state sector 
workplace environment. I became involved with students/learners from these 
three environments and became interested in the differing contexts of these 
environments that were being used in my teaching. I was also interested in the 
different assessments that existed for essentially the same statistical content. 
All three groups were unique in the sense that no one person ended up being in 
more than one of these environments.  
 
1.2.1 Secondary School 
I have been designing questions for Statistics and Modelling Scholarship 
examinations for secondary school students since 2004. As part of the 
examinations procedures, I met annually with a group of secondary teachers to 
discuss student performance in the previous year’s Statistics and Modelling 
Scholarship examination. In the setting of the examinations I worked with a 
colleague from the secondary school environment who advised me on the 
content and level of the questions that I was designing for the examination. In 
the design of each examination I utilised an inquiry-based approach where the 
subject had an overall theme. All of the questions related to answering various 
components of the inquiry associated with that theme. I have also been 
involved with curriculum development discussion within the Statistical 
Education Subcommittee of the NZSA.  These discussions provided feedback 
to the reviewers of the statistics curriculum for NZ secondary schools. There 
was a redevelopment of the curriculum in secondary school in 2011 in which 
the use of an inquiry cycle has become the cornerstone of the new curriculum. 
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1.2.2   University 
My original interest in this research came out of my desire to improve my 
teaching and assessment of statistics at the Auckland University of Technology 
(AUT) by investigating the use of inquiries as examples requiring statistical 
analyses and having applications to both business and industry. In 2006 I 
introduced the use of inquiries in both the assessment and teaching of statistics 
in the Industry Experience Research (IER) subject at AUT. Most of my 
statistics teaching at AUT takes place in service subjects involving statistics 
within undergraduate degrees, all of which require statistical data analyses in 
their various areas of application.  
 
In 1979 I started teaching at the then Auckland Technical Institute with the 
only statistics teaching being the quantitative methods subject that was part of 
the accountancy Association of Chartered Accountants (ACA) qualification 
which was externally assessed. This subject consisted of a mathematical 
statistics section. With the development of technology, and the resulting 
increased use of software packages at AUT in statistical analysis, there has 
been a gradual move away from computational mathematical statistics and 
towards interpretative statistics. From 2006, all subjects involving statistics had 
a large examination section on data analysis techniques and from 2008, a 
computer test involving the analysis of a larger data set where context became 
part of the assessment for many of these subjects. 
 
After initially teaching a large number of mathematics classes, I became 
involved in teaching a high number of courses involving statistics over a wide 
range of disciplines. In these service courses to other programmes, many of my 
students saw statistics as difficult and irrelevant, and expected a repeat of 
previous bad experiences. The desire to undertake the research reported in this 
thesis came out of a need to improve my teaching and to make the teaching of 
the unpopular subject of statistics more relevant and applicable in the degree. 
My teaching experiences resonate with Dallal (1990, page 245-246) who stated 
that “The field of statistics is littered with students who are frustrated by their 
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courses, finish with no useful skills, and are turned off to the subject for life.”  
After examining student comments about our subjects being irrelevant, I 
became more determined to devise real contexts to enhance my teaching of 
statistics.  
      
In the time that I have been teaching at AUT, the way statistics is taught has 
changed dramatically from a very mathematically orientated course to one 
involving a high level of interpretation, with computer packages that provide a 
large amount of output in a short time. One example of this difference from my 
experience goes back to 1979 when I spent 55 minutes calculating a correlation 
co-efficient by hand and five minutes stating what the value represents. Now I 
spend five minutes using software to calculate a lot of correlation coefficients 
and 55 minutes interpreting them across a variety of contexts. The following 
eight points summarise the key changes that have transpired at AUT over my 
teaching tenure of 32 years to 2011: 
1. The environment in which we teach has moved from a classroom tutorial 
style to a lecture style. 
2. The statistical content in the subjects is much more applied and 
interpretative and require much less mathematical computations. 
3. All subjects involving statistics now spend at least 50% of the teaching 
time in a computer laboratory using statistical software. 
4. There are now a lot more subjects on offer in statistics, each offering its 
own unique content of statistical concepts. 
5. The coverage of the content in statistics subjects is now across a wide 
variety of degrees, each requiring applications with contextual links. 
6. In 1992 statistics was offered for the first time as part of an integrated 
module with marketing, accountancy, information technology and 
economics within the BBUS. 
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7. There is now very little computational work involved in the teaching and 
assessment of statistics. 
8. A whole range of different assessment methods are now used rather than 
just-Tests and assignments exclusively. 
 
1.2.3 Workplace 
In 2007 I started to design assessment tools for learners in state sector 
workplaces based on statistical analyses and to be used for surveys and 
providing evidence for answers to government policy questions.  In the course 
of my candidature for doctoral studies I became involved with the newly 
created National Certificate of Public Sector Services (Official Statistics) 
(NCPSS (OS)) both as a teacher and an assessor so my passion to improve the 
teaching and assessment of statistics was extended to a new group of students 
in the workplace. As part of my training to be a national assessor in official 
statistics, workplace verification by the manager was presented as viable 
evidence in order to achieve assessment standards. The assessments were 
designed to fit around a variety of state sector contexts over a variety of 
settings. We were able to select appropriate reports from those produced 
largely by Statistics New Zealand involving Official Statistics for both 
teaching and assessment resources.  
 
1.2.4 Summary of my Roles within My Research 
In my research I take on several roles. My background in statistics education 
has been varied due to the many opportunities that I have taken up. Prior to 
2004, my only role was that of a statistics teacher. I was invited to be on a 
writing panel for achievement standards in statistics and in 2004, this led to an 
invitation to be an examiner of statistics and modelling. As a result of taking up 
this offer, I was given the opportunity to work with a marking panel of 
teachers. Late in 2006 I accepted an invitation to sit on a committee that was to 
teach on the NCPSS (OS). In the same year I was approached to train as a 
national assessor in order to be able to assess unit standards that were going to 
C H A P T E R  O N E :  A N  O V E R V I E W  O F  T H E  S T U D Y  
16 
form the assessment criteria for this new national certificate. In 2007 I became 
a member of the Network of Academics in Official Statistics (NAOS) 
representing my institution. Over the five years prior to 2011 I was a member 
of the NZSA education subcommittee, which acts as a watchdog with input on 
national secondary school curriculum and assessment developments in 
statistics. As of 2011, my various roles are; 
• A teacher of an introductory course in statistics at tertiary level with a 
desire to improve my teaching and make it more relevant and interesting. 
• An assessor of unit standards. I trained as a national assessor which then 
entitled me to assess these standards and report on the results to Learning 
State which was the ITO.  I was keen to improve the quality of the 
assessment tools in order to encourage participation. 
• An examiner of statistics and modelling with the NZQA for students in 
their final year at high school. This was an influential role as I had the 
opportunity to improve the current reputation of statistics by providing 
feedback to secondary teachers on examination performance. 
• A panel leader of markers consisting of a group of secondary teachers. This 
gave me the opportunity to liaise with secondary teachers in order to give a 
steer to and inject relevance into the statistics curriculum. 
• A writer of achievement standards, used in secondary school assessments 
to ensure relevance with these tools. 
• A member of a consultative group (Education sub-committee of the NZSA) 
to be a participant in discussions about the new curricula in statistics and 
provide input to the curriculum writers. 
 
These roles have all provided me with opportunities and insights into how I 
might improve my teaching and assessment of statistics. There have been 
professional conversations coupled with feedback from colleagues and students 
across all these three learning environments.   
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1.2.5 The Challenge of Teaching Statistics 
As discussed at the start of this introduction, statistics can be a very difficult 
subject to teach. The main causes of this, from my experience, have been 
attributed to the poor statistical background of the students, their lack of 
knowledge as to the various applications of the subject and the negative 
attitudes towards the subject. This creates a challenge in the teaching of 
statistics to make it interesting and relevant for the student. Despite the 
increase in statistics instruction at all educational levels, historically the 
discipline and methods of statistics were viewed by many students as difficult 
topics to learn. Moore (1997) concluded that despite the attempts of many 
devoted teachers who love their discipline and want to make statistics courses 
an enjoyable learning experience for students, the image of statistics as a hard 
and dreaded subject is hard to dislodge. 
 
Garfield and Ben-Zvi (2004) list some of the reasons, which resonate with me, 
to explain why statistics is a challenging subject to teach.   
1. Many statistical ideas and rules are complex, difficult, and/or 
counterintuitive. It is difficult to motivate students to engage in the hard 
work of learning statistics.   
2. Many students have difficulty with the underlying mathematics (such as 
fractions, decimals, proportional reasoning, algebraic formulas), and this 
interferes with their learning of related statistical concepts. 
3. The context in many statistical problems may not be understood by the 
student, causing them to rely on their experiences and often faulty 
intuitions to produce an answer, rather than those selecting an appropriate 
statistical procedure and relying on data based evidence. 
4. Students equate statistics with mathematics and expect the focus to be on 
numbers, computations, formulas, and only one right answer. They are 
uncomfortable with the messiness of data, the different possible 
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interpretations based on different assumptions and the extensive use of 
writing, collaboration and communication skills. 
My research takes up the challenge of teaching statistics by using Inquiry-
Based Learning in my university lecture teaching series. A broad conceptual 
context is introduced in the guise of a Movement Therapy Programme for older 
adults that requires improvement (refer Appendix Six). All the content that is 
introduced in the teaching is applied to this programme. As part of the learning 
process, the student is actively involved in answering the question: What do we 
do next? 
In my teaching, I responded to the challenges outlined by Garfield and Ben-Zvi 
(2004) by focussing on those statistical ideas that were relevant to the inquiry 
and used future consultative sessions with students to cover relevant statistical 
concepts from the teaching. 
I taught the relevant mathematics at the “point of need” always giving the 
answers in context to the chosen inquiry. The focus was on one context and the 
aim was to draw as many concepts out as possible that have relevance to that 
context. A large proportion of time was spent on interpreting data and 
communicating findings. 
 
1.2.6   The Challenge of Assessing Statistics 
Along with the challenge of teaching statistics, there has been another 
challenge of being able to design practical assessments having applications 
while at the same time, testing the knowledge of all the required basic 
statistical content. Part of this challenge has been in the design of a theme 
involving an inquiry situation to cover all of the questions in an examination. A 
large number of statistical concepts had to be tested and a possible application 
that could be linked to the theme had to be devised for each learning objective.  
With the advent of using unit standards for assessment involving workplace 
learners, there has been the need to examine a predetermined set of 
performance criteria expressed as learning outcomes. According to Yilmaz 
C H A P T E R  O N E :  A N  O V E R V I E W  O F  T H E  S T U D Y  
19 
(2004), the overall ability to use statistics can be assessed against three 
competencies:  
• The ability to link statistics to a range of contexts, 
• knowledge of basic statistical concepts, and 
• the ability to synthesize the components of a statistical study and to 
communicate the results in a clear manner. 
All three of these competencies would be important to assess as they need to be 
applied both to solving a problem and in communicating the outcome so all 
could understand. The identification of learner deficiencies in various elements 
of statistical reasoning will be essential as a key step in improving both 
teaching strategies using inquiries and assessment tools. Various elements of 
statistical reasoning allow connections to be made between basic statistical 
concepts and real world applications. There is then the clear communication of 
findings in order to satisfy a report objective.  
 
1.3 The Significance of my Research  
In order to use statistics successfully in today’s environments requires one to 
be able to reason statistically in order to reach conclusions through a connected 
logical thinking process using statistical concepts interpreted in context (Pfaff 
& Weinburg 2009). To resolve an inquiry process involves analysing and 
interpreting data in context. The next three subsections introduce literature 
relating to an inquiry cycle approach at secondary school, university and in the 
workplace respectively. 
 
1.3.1 An Inquiry Cycle Approach at Secondary School 
In the final year of secondary school in NZ, the student is presented with their 
first comprehensive course involving statistics. The assessments at Secondary 
School are based on ‘achievement standards.’ The achievement standards upon 
which the assessments are based have been reviewed to include emphasis on 
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data analysis and interpretation.  These standards describe the nature of the NZ 
scholarship exam that is available to senior secondary school students and tests 
statistics to an advanced level. This exam enables a student to be assessed 
against challenging standards, and is demanding for the most able students in 
statistics. Scholarship students are expected to demonstrate high-level critical 
thinking, abstraction and generalization, and to integrate, synthesise and apply 
knowledge, skills, understanding and ideas to complex situations (NZ 
Scholarship Exam Assessment Specifications, 2004). The format of the 
assessment is such that individual questions, unlike the format of tests on 
achievement standards, may cover the content of more than one statistics and 
modelling achievement standard and may include concepts covered in the 
earlier years of secondary schooling. The scholarship exam in testing reasoning 
about association between variables combines achievement objectives from 
levels 1, 2 and 3 of NCEA so students need to be able to reason successfully on 
a range of topics involving association between variables. From the 
Assessment Specifications:   
“Data sets with statistical output will be provided if appropriate to the question. 
Questions will be set in the areas of statistics, probability and modelling all 
having real-life contexts. There will be an overall theme with an emphasis on 
data analysis. Some questions will have minimal scaffolding where students 
will be expected to organise their own answers”  (p. 1). The following Table 
1.6 provides a matrix of achievement objectives that are assessed in 
scholarship as part of investigating a multivariate data set between variables. 
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Table 1.6 Achievement Objectives 
Standard Titles Achievement Objectives 
AS 1.6   Investigate a 
given multivariate data 
set 
• Plan and conduct surveys and 
experiments using the statistical 
enquiry cycle: 
• justifying the variables (1) 
• identifying and communicating 
features in context (relationships 
between variables) (2) 
• using multiple displays, and re-
categorising data to find patterns, 
variations, relationships, in 
multivariate data sets (3) 
• making informal inferences about 
populations from sample data (4) 
• justifying findings, using displays 
and measures (5)  
• presenting a report of findings (6)  
 
These achievement objectives all focus on an inquiry cycle approach where the 
process of carrying out an inquiry using a multivariate data set, would have the 
ordering (1) to (6) as illustrated in Table 1.6. The variables need to be 
identified first and then a graphical analysis follows. Informal inferences are 
then drawn prior to findings and conclusions in an overall report. Table 1.7 
gives the assessment criteria for an inquiry report. 
Table 1.7 Assessment Criteria for an Inquiry Report 
Achievement Achievement with 
Merit 
Achievement with 
Excellence 
Critically evaluate 
statistically based 
reports. 
Critically evaluate 
statistically based 
reports, with 
justification 
Critically evaluate 
statistically based 
reports, with 
statistical insight 
 
The standards in Tables 1.6 and 1.7 are derived from Level 8 of The New 
Zealand Curriculum, (Ministry of Education, 2007).  Table 1.7 suggests a 
hierarchical order of the depth of analysis that would be reached in analysing 
data for an inquiry report. The standard is aligned to the following achievement 
objectives taken from the Statistical literacy thread of the Mathematics and 
Statistics Learning Area. 
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1. Critically evaluate a wide range of statistically based reports, including 
surveys and polls, experiments, and observational studies, critiquing 
causal-relationship claims. 
2. Critically evaluate statistically based reports will involve identifying and 
commenting on a range of key features in the report relevant to any 
conclusions made. 
3. Critically evaluate statistically based reports, with justification involves the 
comments on the features being supported, with reference to statistical 
evidence and the processes used, relevant to conclusions made in the 
report. 
4. Critically evaluate statistically based reports, with statistical insight 
involves integrating statistical and contextual information to assess the 
quality of the report with respect to conclusions made in the report. 
 
“Students will be expected to be familiar with the statistical enquiry cycle, 
sampling principles, interpreting statistical inferences, interpreting a wide 
variety of statistical tables and graphs, analysing a wide variety of statistical 
situations and  critiquing causal-relationship claims” (pages 8 to 10).  Each 
achievement objective with relevant parts underlined requires the linking of 
statistical concepts to the context of the inquiry report. This involves critiquing 
claims, commenting on statistical analysis and integrating with context to meet 
the objectives of the inquiry. 
 
1.3.2 Teaching Statistics at AUT University 
At AUT, statistics has traditionally been taught using a topic order approach 
where each topic is taught with several examples being given for each concept. 
With an inquiry cycle approach, the inquiry is introduced at the opening lecture 
and then all the statistical content taught using the inquiry as the context. Smith 
(1998) modified his traditional introductory university course to incorporate a 
semester long sequence of ‘inquiries’ to be done by the student with written 
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and oral reports of the results. These inquiries were chosen so that all the 
statistical concepts in the curriculum were covered and students collected their 
own data by measuring variables in the classroom. He found that student test 
scores improved dramatically and students were overwhelmingly positive in 
their assessment of this new approach.   With a view to a graduate’s future 
employment opportunities and as an identifier for a university of technology, a 
project component in the form of an inquiry component was introduced into 
most final year bachelor’s degrees.   
 
From my perspective, AUT graduates, from a wide range of degrees that have 
required enrolment in a subject requiring quantitative skills in statistics, need to 
be able to reason statistically by applying their reasoning to business and/or 
industrial applications within their chosen vocations. These applications have a 
wide variety, all involving the use of statistical analyses, and depending on 
choice of vocation, would include such activities as predicting future behaviour 
from current trends, carrying out an inquiry or reading a report for 
understanding and comment.  In particular, over the last 17 years at AUT up to 
2011 there has been a trend in the needs and uses of statistics which has 
required the user of statistics to display more data analysis and interpretative 
skills with less computational skills. Ben-Zvi and Garfield (2007) predicted 
growth and visibility in the field of statistics. As more research is conducted, 
more connections are made between research and teaching, and more changes 
are made in the teaching of statistics at all university levels.   
 
As a consequence of the need for more data interpretative skills across all 
disciplines, the statistical reasoning skills of a student needed to be developed 
as part of the teaching and assessment programme, particularly over a first 
undergraduate course in statistics. At AUT, students would encounter a first 
course in statistics as being a compulsory component of their bachelor’s degree 
in either their first or second year of undergraduate study. Table 1.8 outlines 
the undergraduate programmes at AUT that contain statistical content that has 
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been developed or redeveloped to reflect an emphasis on an interpreting 
approach to working with statistics as opposed to a computational approach. 
Table 1.8 Developed Programmes having a Statistical Data 
Interpretation Emphasis 
 Year 
of  Introductio
n 
Undergraduate Degree Development 
1994 Bachelor of Applied Science 
1998 Bachelor of Arts (Social Science) 
2002 Bachelor of Business 
2006 Bachelor of Sports and Recreation 
2006 Bachelor of Mathematical Sciences 
2007 Bachelor of Computer and Information Science 
2011 Bachelor of Science (proposed) 
 
According to Gal, Ginsburg, and Schau (1997, p39), the two main goals of an 
introductory statistics course should be “to prepare students to deal with 
statistical situations in the worlds outside the classroom....and to prepare 
students to handle, use or interpret research or statistical data in their academic 
or professional discipline.”  The first goal is supported by the practical project 
subject undertaken by students in their final year of undergraduate study. The 
second goal is manifested in the IER subject 516001 Industry Experience & 
Research, which has as part of its description: “The research process is 
examined and related to the industry context” (p.1).  In the development of the 
statistics component in this IER subject, attention was given to using an 
enquiry cycle approach to teach the statistics using probable applications that 
the students would face as graduates. 
 
1.3.3 An Inquiry Cycle Approach in the State Sector Workplace 
In specifically targeted block course seminars, learners from a range of state 
sector workplaces enrolled in a course in official statistics leading to 
assessment towards the new National Certificate in Public Sector Services 
(Official Statistics) (NCPSS) (OS). This certificate was developed by New 
Zealand’s national statistics office, Statistics New Zealand, in collaboration 
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with the ITO for state sector employees, Learning State (formally the Public 
Sector Training Organisation). The certificate was registered on the NQF in 
July 2007 and contains four compulsory statistical unit standards and one 
general unit that can be selected from a number of options. The ‘evidence 
based’ requirements in workplace reports had created a gap of knowledge that 
was becoming increasingly recognised. Learning State, the assessment entity of 
the ITOs, had developed a series of unit standard assessment tools that were 
registered on the qualifications framework and whose performance criteria 
provided specific learning outcomes in statistics linked to applications in the 
workplace.   
Assessment in the units of learning (unit standards) registered on this 
framework focused on the measurement of learner performance against 
published standards called performance criteria (New Zealand Qualifications 
Authority, 1991 cited in National Qualifications Inquiry Team 2005). I helped 
to design assessment questions to measure achievement with respect to each 
question being designed to satisfy a particular performance criterion within 
each unit standard. These standards based assessment tools were designed to be 
aligned with an ‘inquiry report’, and form part of the NCPSS (OS). The 
compulsory unit standards within each unit standard are: 
Unit Standard 23268 (US 68). Interpret statistical information to form 
conclusions for inquiries in a public sector context. 
Unit Standard 23269 (US 69). Evaluate and use statistical information to make 
policy recommendations to answer an inquiry in a public sector context. 
Unit Standard 23270 (US 70). Assess a sample survey and evaluates inferences 
as part of an inquiry in a public sector context. 
Unit Standard 23271 (US 71). Resolve ethical and legal issues in the collection 
and use of data as part of an inquiry in a public sector context. 
(http://www.nzqa.govt.nz/framework/search/index.do) 
Two of the unit standards (US 68 and US 70) were at level 4 on the framework 
(equivalent to the final year of secondary school) and two (US 69 and US 71) 
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were at level 5 (equivalent to a first year undergraduate degree). Overall, the 
certificate was assessed to be at level 4. The learning in the compulsory units 
was based on statistical thinking theory (Wild & Pfannkuch, 1999) but focused 
on official (government) statistics and their use, rather than on statistics in 
general. Details of the learning outcomes in the guise of performance criteria 
are provided in Appendix One for US 68, which involves forming conclusions 
using a statistical analysis in an inquiry.  
 
Table 1.9 below shows a breakdown of the main topics within each unit 
standard (http://www.nzqa.govt.nz/framework/search/index.do). 
 
Table 1.9 Topics Assessed by Unit standards 
US 23268 US23269 US 23270 US 23271 
Interpreting 
Graphs 
Data Analysis 
Requirements 
Sampling 
Methods 
Privacy Issues 
Interpreting 
Tables 
Data Applicability Imputation Security Issues 
Regression & 
Correlation 
Reliability & 
Validity 
Confidence 
Intervals 
Confidentially 
Time Series 
Trend, 
Seasonal, 
Cyclical & 
Irregular 
Policy 
Recommendations 
Descriptive 
Statistics  
Respondent 
Impact 
 
This table links in with all of the top seven usages of statistics from Holmes 
(1985), Maclaren (1997) and AUT Advisory Board (2007) in order to identify 
the following statistical content in common.. These were: graphing, statistical 
measures, sampling, regression and correlation and hypothesis testing, which is 
covered by using confidence intervals to test population inferences. 
 
In the survey conducted by Forsyth and analysed by Maclaren (1997), the 
industries most closely aligned with the state sector gave the following results 
shown in Table 1.10 below. 
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Table 1.10 Common Statistical Content 
Industry No Surveyed Statistics Use 
Agriculture and 
Forestry 
5 2 (40%) 
Transport and 
Communications 
25 9 (36%) 
Business and Finance 60 18 (30%) 
Community Social 
Services 
21 13 (62%) 
 
In the sample analysed by Maclaren (1997), representing 55.5% of state sector 
organisations, the usage of statistics occurred in 37.8% of those industries. This 
confirms the linkage of the statistical content to the state sector requirements in 
order to answer an inquiry as outlined in the performance criteria of the unit 
standard assessment tools. 
   
1.3.4 Student Outcomes in Assessments  
This sub-section provides evidence of the significance of the impact of both 
attitudes towards using statistics, and incorrect statistical reasoning on a 
student’s performance in statistics. This is expected to have a marked influence 
on my research objectives. Out of my non-statistics majoring students, 
anxieties in taking a statistics subject were prevalent largely due to a poor 
mathematical background, past failures in statistics exams and negative 
feelings towards mathematics in general. Garfield, Hogg, Schau and 
Whittinghill (2002) concluded that the desired outcomes to any statistics 
course should include the following categories; learning, persistence, attitudes 
and beliefs. They concluded that in addition to academic learning, it is 
important to evaluate the outcomes of attitudes and beliefs as these will greatly 
influence whether our students choose to or are able to use statistical skills, 
ideas and techniques in their future careers. Schacht and Stewart (1990, p53) 
reported that statistics was the most anxiety-producing course in the Sociology 
department at their university and that the ‘feelings of fear and failure 
associated with math anxiety are largely responsible for the negative learning 
environment.’ It was concluded by Gal, Ginsburg and Schau (1997) that one’s 
confidence in using statistics is underpinned by a combination of the following 
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attitudes to varying degrees; the value they place on the subject, feelings 
concerning statistics, attitudes about skills when applied to statistics and any 
difficulties they may have in using statistics correctly. The Confidence in 
Statistics questionnaire (refer Appendix Two) will be used as part of the 
analysis to model student outcomes in terms of academic learning - collected 
using the Statistical Reasoning (STATRES) questionnaire (refer Appendix 
Three) coupled with the background questionnaire (refer Appendix Four). 
These are all linked to the Survey of Attitudes towards Statistics (SATS) scales 
as outlined by Gal, Ginsburg and Schau (1997).  
In many of my teaching instances there has been the influence of incorrect 
statistical reasoning that has affected the performance of my students. There is 
an abundance of research on incorrect statistical reasoning indicating that 
statistical ideas are often misunderstood and misused by students and 
professionals alike. Psychologists (Kahneman, Slovic & Tversky 1982) and 
educators (Ahlgren & Garfield 1988) have collected convincing information 
that show how people often fail to use the methods learned in statistics courses 
when interpreting or making decisions involving statistical information. This 
body of research indicates that inappropriate reasoning about statistical ideas is 
widespread and persistent, similar at all age levels (even among some 
experienced researchers), and quite difficult to change. In the negative sense, 
according to Garfield (2003), it is important to identify the types of incorrect 
statistical reasoning students should not use when analysing statistical 
information. Garfield (2002) outlines some typical types of misconceptions and 
errors. The one relevant to reasoning about association is the question, have we 
collected enough data? The process of collecting more data always improves 
the analysis. A high correlation value can also be misleading in implying that 
two variables are associated with each other whereas the relationship between 
the two variables is spurious. Murtonen and Lehtinen (2003) identified four 
difficulties experienced by education and sociology students in quantitative 
methods courses. These were: linking theory with practice; unfamiliarity with 
and difficulty of concepts and content; creating an integrated picture or 
research to really understand it; and negative attitudes towards these studies.  
Research on assessing statistical reasoning (Garfield 1998a, 1998b) revealed 
that students often do well in a statistics course, earning good grades on 
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homework, exams and inquiries, yet still perform poorly on a measure of 
statistical reasoning such as the Statistical Reasoning Assessment (SRA) 
proposed by Garfield (1991).  
 
1.3.5 Summary of Research Goals 
A summary of the research goals are as follows. 
• To explore the usefulness of using an inquiry-based approach as a teaching 
strategy. It is important for learners in secondary and tertiary education and 
the workplace to be able to use statistics to solve practical problems. These 
problems involve working with masses of data and being able to sort out 
what data is relevant in answering an inquiry objective. Ability to think 
statistically will be important in order to obtain and use and interpret 
relevant data in statistical analyses. The effective communication of 
statistical ideas will be necessary in order to present the results of an 
inquiry. 
• To investigate the usefulness of using inquiries as an assessment strategy. It 
is important to design assessments to mirror applications as much as 
possible so that students can be assessed in a similar environment to what 
they will face in the workplace. Theme inquiry-based subjects aim to 
achieve this objective. Statistical reasoning skills demonstrated by 
connected logical thinking would be required in order to answer the 
assessment questions successfully.  
• To identify areas where confidence in using statistics could be encouraged. 
There has been growth in statistics requirements over a wide range of 
programmes due to the increasing demand for quantitative analyses. The 
new curriculum for schools will replace several mathematical calculations 
and procedures by providing statistical output with a context, thus shifting 
the emphasis towards data interpretation. Underpinning this new 
curriculum is the requirement for learners to develop the ability to think 
statistically and then be able to communicate effectively their statistical 
ideas. 
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• To identify areas of strength and areas of deficiencies in learner/student 
statistical reasoning skills about association. The statistical content 
involving ‘association between variables’ will need to be focussed on more 
in the teaching and assessment of statistics. Due to the increasing presence 
of statistics in the curriculum and the increased requirements for the use of 
statistics in the workplace, the need for a learner to develop competence in 
using statistics consisting of statistical literacy, reasoning and thinking 
skills, is much more of a priority. A learner’s ability with respect to 
statistical reasoning skills about association will be demonstrated when 
they communicate their statistical ideas in answering a report objective. 
• To develop effective tools to assess performance in statistics. These tools, 
being examinations for secondary and tertiary learners and unit standard 
assessments for workplace learners, need to be relevant and enhance further 
learning and thinking in statistics. Unit standard assessments measure 
achievement against laid down performance criteria (refer Appendix One) 
relating to a set of skills utilised in the workplace. They need to mirror 
reality in the sense that to answer the questions in the assessments 
successfully, the learner needs to be able to apply the various statistical 
concepts successfully in order to solve a problem. Their conclusions are 
reached through a process of connected logical thinking.  
 
These five research goals are all dependent on the successful development of 
skills in using statistics to analyse data. Overall there is the need to develop a 
student’s statistical literacy, thinking and reasoning in order to pick up on the 
current trend of statistical education, into an environment where there is a need 
for more quantitative analyses over a wide variety of practical applications. 
Examples providing relevant inquiries that would require a quantitative 
analysis consisting of all of the nine steps as outlined by Gal (2000) could 
include an analysis of global warming, the evaluation of a gym fitness program 
or a study of the employment trends in NZ. 
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1.4 Research Questions 
All of the research questions are connected by a theme covering the 
development of statistical reasoning skills that eventuate through teaching, 
learning and assessment. My research aims to investigate the use of statistics in 
data analyses in order to answer an inquiry objective over the three distinct 
learning environments of secondary school, tertiary and the workplace. In 
addition, the influencing factors on confidence in using statistics in the tertiary 
environment, and the development of valid relevant assessments of statistics in 
the workplace are investigated. 
 
Doane (2004) concluded that while science classes build upon and reinforce 
existing statistical skills for students, they do not directly address the question 
of how students learn statistics. Good statistics is not equated with 
mathematical rigor or purity but is more closely associated with careful 
thinking, as concluded by Hogg (1991). Thinking is the key to learning and 
using statistics, thus students need to develop their statistical thinking skills. 
Students are more easily convinced of the power of statistical thinking if they 
see it applied to questions that are interesting and real to them (Smith 1998). 
Interesting and real questions would pertain to the objective of an inquiry 
involving a project.  To address this I aim to: 
• examine the benefits of using an inquiry-based approach to teaching, 
• analyse the design of teaching strategies and assessment tools in order to 
develop statistical reasoning skills, and 
• analyse the effect of individual confidence in using statistics. 
 
The research questions are outlined in the following four subsections. 
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1.4.1 How effective is Inquiry-Based Learning in developing 
successful statistical reasoning about the association between 
variables? 
In order to answer the research question of developing statistical reasoning 
about the association (relationship) between two variables, the following two 
sub-questions were investigated. 
1. What are the strengths and the deficiencies in statistical reasoning about 
association between two variables?     
2. Do different teaching and learning environments have an influence on the 
development of successful statistical reasoning about the association 
between two variables? 
These two research sub-questions seek to identify the impact of differing 
learning and teaching environments. To answer this, data were collected from 
these environments in the normal course of events pertaining to the same bi-
variate topic where student/learners were required to analyse a relationship 
between two variables in an inquiry. 
 
1.4.2 How effective is Inquiry-Based Learning assessment 
designs for assessing statistical reasoning? 
In order to answer this research question, the following two sub-questions are 
considered in light of using inquiry themes both in the teaching and assessment 
of statistical reasoning skills. 
1. In assessment, do students perform significantly better in questions that are 
linked by an inquiry as opposed to those questions not linked by an 
inquiry?  
2. In assessment, do students perform significantly better in questions that are 
linked by an inquiry used in teaching as opposed to those questions linked 
by an inquiry used solely in the assessment?  
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These questions investigate the benefits of using an inquiry, in both teaching 
and assessment, in order to enhance the development of statistical reasoning 
skills in the student. All of the students will be progressing in the following 
year to having to work on their own applications that require the use of 
statistics in context. 
 
1.4.3 What is the impact of student attitude towards statistics? 
The following question is considered regarding the impact of student/learner 
attitude towards using statistics on their formal learning, measured by learner 
performance. 
1. In assessment, what student attitudes towards statistics have a significant 
impact on their performance?   
The aim of this research question is to identify the specific attitudes towards 
statistics in the student/learner and to ascertain whether they relate to using 
inquiries in the teaching and assessment of statistics. 
 
1.4.4 How effective is Inquiry-Based Learning in assessing 
statistical reasoning using unit standards?  
To answer this research question, the sub-questions deal with the design, 
implementation and improvement of the current unit standard assessment tools 
that form part of the national certificate as outlined earlier in this chapter. The 
research sub-questions are in two parts and answering them will involve 
employing an action research methodology as outlined in chapter three. The 
questions in part 1 are investigated using the pilot cohort of workplace learners 
that were assessed in 2007. After reflection and with changes being instigated, 
the effects of these changes were assessed with both 2008 cohorts of workplace 
learners. In order to enhance statistical reasoning, the research investigates the 
following sub-questions: 
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Part 1 
1. Have the assessment tools been designed appropriately with respect to the 
levels of statistical reasoning? 
2. What changes should be made to these assessment tools following the 2007 
pilot cohort findings? 
 
Part 2 
3. What are the effects of the changes to these assessment tools in the 
following 2008 cohorts compared to the 2007 pilot cohort? 
 
The aim is to achieve a greatly enhanced tool for assessing statistical reasoning 
in the workplace. As a consequence, the reputation of the assessments attached 
to the NCPSS (OS) will be enhanced as effective tools that can be used to 
assess a workplace learner’s ability to read, interpret and construct reports 
containing statistical analyses.  
 
 
 
 
 
 
 
 
C H A P T E R  O N E :  A N  O V E R V I E W  O F  T H E  S T U D Y  
35 
1.5 Structure of this Thesis 
This chapter commenced with an outline of how this study originated from the 
developing trends in statistics education and my positioning within the 
research. Literature focussing on statistical reasoning and the inquiry cycle is 
reviewed in Chapter Two. Chapter Three details the methodologies and 
procedures used. Chapters Four, Five, and Six document the findings of the 
data collections and subsequent statistical analyses.  Chapter Seven links the 
outcomes of this study in terms of the questions posed in section 1.4 and 
compares its findings to a literature review. It discusses the question about 
what the findings are showing about statistical reasoning within an inquiry 
analysis. Chapter Eight outlines a series of conclusions, all linking to statistical 
reasoning in a cycle of inquiry responding to the research questions as stated in 
sections 1.4.1, 1.4.2 and 1.4.3.  All of the conclusions developed in Chapter 
Eight of the findings of this research will have the overall purpose of fostering 
effective teaching of the characteristics of statistical reasoning having real 
contexts within the cycle of inquiry for learners. An additional purpose for the 
conclusions relating to the workplace assessment tools will be to align these 
assessments with characteristics of statistical reasoning applied to a workplace 
scenario. Table 1.11 summarises the intent of each chapter in my study. 
 
 
 
 
 
 
 
 
 
C H A P T E R  O N E :  A N  O V E R V I E W  O F  T H E  S T U D Y  
36 
Table 1.11 Overall Thesis Structure 
Chapter One 
An Overview of the Study 
 
Setting of research, significance, roles and research questions 
Chapter Two 
A Framework for Statistical Reasoning within Inquiry-Based 
Learning 
 
A framework related to Inquiry-Based Learning 
Chapter Three 
Research Methodology 
 
Research methods, data sources, data collection, data analysis, validity 
and ethical considerations 
Chapter Four 
Statistical Reasoning 
about Association 
 
Analysis of 
student/learner 
performance in 
reasoning about 
association between 
variables over three 
learning environments 
Chapter Five 
The Impact of 
Inquiry-Based 
Learning and 
Attitudes on 
Statistical 
Reasoning 
 
Comparison of 
student/learner 
performance and 
student/learner 
confidence in using 
statistics using both 
inquiry and  non 
inquiry-based 
approaches in 
teaching and 
assessment 
Chapter Six 
Statistical 
Reasoning within 
Unit Standard 
Assessments 
 
Analysis of 
student/learner 
performance in unit 
standard 
assessments before 
and after changes 
Chapter Seven 
Statistical Reasoning within Inquiry-Based Learning 
 
Outlines a discussion relating to statistical reasoning within an inquiry 
cycle in response to all the research questions 
Chapter Eight 
Conclusions  
 
Outlines a set of conclusions relating to statistical reasoning within an 
inquiry cycle in response to all the research questions 
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The next chapter reviews literature that focuses on a single framework that 
contains statistical reasoning within Inquiry-Based Learning. 
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C H A P T E R  T W O  
A Framework for Statistical Reasoning 
within Inquiry-Based Learning 
This chapter reviews literature associated with the use of a proposed single 
framework due to DelMas (2002) to analyse the process of statistical reasoning 
involving linking concept to context. An overview of this framework is 
provided first, followed by the literature associated with the meanings and 
applications of statistical reasoning. The constructs of statistical thinking and 
statistical literacy are reviewed in support of this proposed framework. In the 
latter part of this chapter, the use of an ‘inquiry cycle’ is introduced as both a 
pedagogical and an assessment approach for developing statistical reasoning 
and statistical thinking skills to perform a statistical analysis. The chapter 
concludes with a comparison of the hierarchical framework used to carry out a 
statistical analysis against the use of an assessment framework in assessing 
statistical reasoning skills. 
 
The first part of this chapter contains a description of a proposed framework 
related to an inquiry and uses literature to support components of this 
framework explaining the statistical background required, the consequent 
processing, and presentation of statistical analyses in order to achieve a 
successful outcome in an inquiry analysis. 
 
2.1 A Proposed Framework  
The proposed framework is made up of three components; statistical literacy, 
statistical thinking and statistical reasoning (DelMas 2002). Statistical literacy 
refers to one’s basic knowledge of statistical concepts along with its meaning 
and potential application. It is a representation of a net knowledge base of 
statistical techniques and statistical concepts covering statistical measures, 
graphs and tests. It underpins one’s ability to read, interpret and apply statistics 
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in context. Usually, the extent of one’s statistical literacy is determined by the 
level one has reached in one’s study and use of statistics. 
  
Statistical thinking refers to the process that takes place as one decides which 
statistical concepts and technology are appropriate to use when answering a 
particular problem and/or carrying out a statistical analysis. Statistical thinking 
is involved when one reads and tries to decipher another person’s analysis. 
This thinking assumes and is constrained by the underlying foundation of 
statistical literacy. Statistical Reasoning emerges from statistical thinking and 
involves using the chosen statistical techniques with its correct meanings used 
or explained in context to the problem/analysis. In the case of reading someone 
else’s analysis the reasoning step would occur when agreement or 
disagreement is reached in relation to their findings based on the interpretations 
of the reader. As part of that process one critiques each step of a statistical 
analysis with respect to reliability and validity in the various decisions as to 
what constitutes appropriate statistics. Figure 2.1 below illustrates the 
relationship between the components of this proposed framework. 
 
 
 
Figure 2.1 Framework Components (DelMas 2002) 
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Figure 2.1 illustrates that statistical thinking can only occur successfully over 
one’s knowledge base of statistics that is, statistical literacy, which is the 
ability to read and use statistics. When one uses statistics to interpret data in 
context then statistical reasoning is taking place. This can either come after the 
process of statistical thinking, which has sifted out the appropriate statistics to 
use as opposed to the inappropriate statistics to use in order to address an 
inquiry, or as a contextual description of a statistical concept. 
 
In the carrying out of an inquiry involving a statistical analysis, a knowledge 
base of statistical concepts is required. This knowledge would then form a base 
for the statistical thinking involved in order to decide on the best analysis 
possible, so that the statistical thinking process of the inquiry would overlap 
with the concepts being used and thought about. All three framework 
components are present in the performance of the statistical analysis within the 
inquiry; however there are elements of these components that do not occur in 
the statistical analysis part of an inquiry. For statistical literacy, this would 
represent the statistical concepts that would have been rejected by the statistical 
thinking of the analyst as irrelevant for the statistical analysis in the inquiry. 
The statistical thinking would span all concepts considered for the analysis 
whether relevant or irrelevant. In the findings for the inquiry, contextual links 
would be made only for those selected relevant concepts which would move 
into statistical reasoning. This is represented by the intersection of the two sets 
of statistical reasoning and statistical thinking in Figure 2.1. 
 
The complete statistical analysis in an inquiry is represented by the statistical 
reasoning set. This area would represent the findings of the analysis for 
meeting the inquiry objectives. For example, in the consideration of what 
hypothesis testing methods would be appropriate for the analysis of the 
movement therapy programme (refer Appendix Six), we would have the 
following definitions for each of my framework components for the inferential 
statistics involved: 
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• Statistical Literacy (SL) - Knowledge base of all hypothesis testing 
methods. 
• Statistical Thinking (ST) – Selection of the Paired T test from ST as the 
most relevant hypothesis test for testing the changes in movement between 
the pre and post-test over a range of activities and rejection of the 
Independent Samples T test as irrelevant. 
• Statistical Reasoning (SR) – Interpreting the p value obtained from the 
application of the Paired T test in the context of the programme activity. 
 
Overall SR would be constrained by SL and ST and the extent of the process of 
ST would be constrained by SL. To complete this analysis of the movement 
therapy programme, an adequate SL would be required in order to perform ST 
which then leads to SR being the findings and conclusion for the analysis. 
 
2.2 Statistical Literacy 
Statistical literacy provides the foundation for statistical reasoning and thinking 
according to Ben-Zvi and Garfield (2007).  Garfield (1999) defined statistical 
literacy as the understanding of statistical language: words, symbols and terms. 
She elaborated on this by describing statistical literacy skills as one’s ability to 
correctly interpret graphs and tables, and to read and make sense of statistics. 
This is an illustration of statistical literacy skills that is defined by the 
framework outlined in section 2.1. Snell (1999) resonated with this by stating 
that statistical literacy was being able to understand statistical concepts and 
perform statistical reasoning at the most basic level. Gal (2000) provided an 
alternative broader definition to statistical literacy, contrary to the framework 
in section 2.1, as people’s ability to interpret and evaluate statistical 
information critically and data based arguments appearing in diverse media 
channels, and their ability to discuss their opinions regarding such statistical 
information. To be able to do this would require the ability to understand basic 
statistical concepts and to reason in context to the media report which supports 
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the definition given by Snell (1999). The “reasoning in context” is represented 
by the intersection of SR and SL in the framework of Figure 2.1. Gal (2004) 
concluded that statistical literacy was the ability to critically evaluate data in a 
variety of contexts and communicate this understanding in a fashion that can 
impact on decision making. The framework in section 2.1 would say this is SR 
on a base of SL. Watson (1997) concluded that statistical literacy was the 
comprehension of text and the meanings and implications of the statistical 
information in it, in the context of the topic to which it pertained.  In reading a 
report one would need statistical literacy skills. When it comes to constructing 
a report, one would need to think statistically ’how’ prior to ‘apply’ in order to 
successfully use a particular piece of statistical analysis.  To be able to apply 
the results of an analysis to an objective, one needs to be able to identify and 
describe and then answer the how and why questions, which involves reporting 
the results of a statistical analysis in context (Watson 1997). This would 
resonate with my framework in the sense that the statistical reasoning comes 
after the process denoted by ST on a base of SL. It is useful to restrict the 
meaning of statistical literacy with my framework as it is representative of the 
statistical analyses involved in answering an inquiry. 
 
According to Rumsey (2002), the term statistical literacy is too broadly defined 
in the literature and she proposed that this term be replaced by two distinct 
phrases; “statistical competence” and “statistical citizenship.” The “statistical 
competence” term refers to the basic knowledge that underlies statistical 
reasoning and thinking thus providing a link between them. “Statistical 
citizenship” refers to the ultimate goal of developing the ability to function as 
an educated person in today’s information age (Rumsey 2002).  
 
This definition goes beyond the framework definition in section 2.1 with the 
second phase however it agrees with “statistical competence” as being akin to 
SL. A link which is different to Rumsey’s argument between statistical literacy 
and statistical competence was made by Moore (1998a) who asked and 
answered the following; “What statistical ideas will educated people who are 
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not specialists require in the twenty-first century? That is the issue of statistical 
literacy. What specific concepts and skills will be needed in the context of 
specific jobs? That is the issue of statistical competence.” (p99) Moore’s 
(1998a) definition disagrees with Rumsey’s and does not resonate with the 
framework in section 2.1 in the respect that statistical competence takes on the 
meaning of statistical literacy. In order to unpack the meaning of “statistical 
competence” Rumsey (2002) proposed the following five components: 
1. data awareness, 
2. an understanding of certain basic statistical concepts and terminology, 
3. knowledge of the basics of collecting data and generating descriptive 
statistics, 
4. basic interpretation skills (the ability to describe what the results mean in 
the context of the problem), and 
5. basic communication skills (being able to explain the results to someone 
else). 
 
Furthermore Rumsey (2002) concluded that these five components provide a 
broad coverage of the key elements of being statistically literate and thus 
would be essential skills that one would need in order to use and interpret 
statistics at a basic level. The framework outlined in section 2.1 would class 1 
to 5 as SL and 4 to 5 in the intersection of SL and SR outside of ST. Schield 
(2001) defined statistical literacy as the study of statistics as evidence in 
arguments which go beyond the components proposed by Rumsey but supports 
the meaning attributed to the intersection of SL and SR outside of ST. Watson 
(1997) described three tiers of statistical literacy which give an all 
encompassing definition that would be interpreted differently according to the 
framework in Figure 2.1. These tiers are respectively: 
• Basic understanding of probabilistic and statistical terminology (SL). 
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• Understanding of statistical language and concepts when they are 
embedded in the concept of wider social discussions. This goes beyond the 
framework articulated in section 2.1. 
• A questioning attitude one can assume when applying concepts to 
contradict claims made without proper statistical foundation. This applies 
concepts to context so statistical reasoning would be taking place. This 
describes the intersection of SL with SR in Figure 2.1. 
 
2.3 Statistical Thinking 
According to Pfannkuch (1997) statistical thinking involves noticing, 
understanding, critically evaluating and distinguishing the types of variation. 
This is all pervasive throughout the statistical inquiry process, from posing the 
question through to the conclusions (Pfannkuch 1997). This is consistent with 
the framework articulated in section 2.1 in respect to the statistical analyses 
resulting from a decision process that are required to answer the inquiry.  
Statistical graphs, measures and hypothesis tests are used to address an analysis 
to show variation in data that pertains to the inquiry objective. This variation is 
important in a comparative analysis and would need to be taken into account as 
evidence for or against the research hypothesis.  These suggestions are 
supported by Melton (2004) who concluded that concepts of statistical thinking 
should be applied to the data collection process after posing the research 
question and before students accept data for analysis. Melton (2004) is 
consistent with Pfannkuch (1997) to some extent however data collection 
process is not the only place to exercise statistical thinking. The way data is 
measured involves statistical thinking as it determines the range of statistical 
analyses possible from which a selection of an appropriate statistical analysis 
would need to be made at a later stage. 
 
According to Evans and Lindsay (2002), statistical thinking is a philosophy of 
learning and action based on the following principles. All work occurs in a 
system of inter-connected principles, variation occurs in all processes and 
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understanding and reducing variation are the keys to success. The proposed 
framework in section 2.1 disagrees with this to some extent given that in an 
inquiry analysis one needs to be aware of variation and measure, explain and 
use it to reach conclusions. In many situations the amount of variation 
determines the success of a statistical analysis as it provides valid evidence.  
DelMas (2002) believed that statistical thinking was distinguished from other 
domains in that it asks students to apply their basic literacy and reasoning in 
context. This is defined by the intersection of ST and SR in the framework as 
some process of statistical thinking has taken place and also such statistical 
thinking is promoted when instruction challenges students to apply their 
understanding to practical problems.  
 
Statistical thinking appears to be simulated by the interaction between the real 
situation and the statistical model (Pfannkuch 1997). These two dimensions 
operate simultaneously as the intersection of statistical reasoning and statistical 
thinking in my framework. This supports the framework in the respect that all 
statistical reasoning linking concepts to context is thought out where the 
concept could be modelled by some statistical distribution and then context 
would be the link to the real situation. Wild and Pfannkuch (1999) concluded 
that statistical thinking comprises four dimensions which are; an investigative 
cycle, types of thinking, an interrogative cycle, and dispositions. They 
hypothesised that these four dimensions operated simultaneously within the 
thinker and subsume various generic and specific thinking habits. Wild and 
Pfannkuch (1999) also stated that five fundamental elements in statistical 
thinking are: 
1. recognition of the need for data, 
2. trans-numeration, 
3. consideration of variation, 
4. reasoning with statistical models, and 
5. integrating the statistical with the contextual. 
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This thinking framework was neither developmental nor hierarchical. The 
types of thinking (1 to 5) describe a process all contained within ST in respect 
to the framework in section 2.1. With the final step 5, movement takes place 
from ST only into the intersection of SR and ST. All of these thinking 
processes are underpinned by one’s statistical literacy and measuring the extent 
of knowledge of statistical concepts along with their various applications over 
a variety of contexts.  
 
Pfannkuch and Rubick (2002) identify three specific instances of data analysis 
in statistical thinking: (i) making measurements that capture characteristics of 
interest; (ii) transforming raw data into other representations – such as sorted 
data, graphs, tables and summary statistics – in order to search for meaning in 
the data; and (iii) communicating the meaning of data to others. These 
instances highlight the activities that take place when statistical thinking is 
being performed. Steps (i) and (ii) create appropriate data in order to perform a 
statistical analysis. Step (iii) represents the statistical reasoning stage that 
intersects with statistical thinking in my framework and links statistical 
concepts to context after the process of statistical thinking. Chick (2004) 
concluded that the choosing how to take a data set and use it effectively to tell 
the story of the message contained within it, is a critical component of 
statistical thinking. The component of statistical thinking proposed by Chick 
(2004) is represented by the intersection of SR with ST in Figure 2.1. 
Effectiveness in telling the ‘story’ is a measure of how accurate the description 
of the contextual link is between the concept and the context. 
 
The American Statistical Association (ASA) working committee on statistical 
thinking (Sylwester, 1993) proposed that statistical thinking is demonstrated by 
the appreciation of uncertainty and data variability and its impact on decision 
making, and in the use of the ‘scientific method’ in approaching issues and 
problems. Sylwester (1993) concluded that to be able to use the scientific 
method effectively requires both literacy and reasoning in context applied to 
decision making. This is illustrated in the framework by the intersection of SL, 
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ST and SR. The American Society for Quality Glossary of Statistical Terms 
(1996) defined statistical thinking as a philosophy of learning and action based 
on the following three fundamental principles: 
1. all work occurs in a system of interconnected processes, 
2. variation exists in all processes, and 
3. understanding and reducing variation are keys to success. 
 
Variation is a key aspect of statistics but does not cover the full story. This is 
supported by variation being one of the five fundamental elements in ST as 
proposed by Wild and Pfannkuch (1999). Success in an inquiry does not 
necessarily involve reducing variation as much as explaining variation with the 
exception of an inquiry involving Quality Control. Sylwester (1993) would 
support the first two points in the Quality Glossary of Statistical Terms and 
based on these, a strategy for addressing the inquiry objective could be 
devised. 
 
According to Melton (2004), statistical thinking involves identifying sources of 
variation and what is required for a good statistical analysis. In the area of 
variation, Melton (2004) p2 concluded that statistical thinking included the 
following abilities: 
1. the demonstration of skills in dealing with variability, 
2. being able to describe the distribution of this variation, 
3. to be able to measure the size of the variation, 
4. being able to relate this variation to other variables, 
5. being able to suggest why it is varying, 
6. being able to suggest how this variation can be controlled and used. 
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In an inquiry, steps 4 to 6 would be prevalent in linking concept to context in 
an analysis in order to reach a conclusion. These abilities dictate a process of 
carrying out a statistical analysis and are related to the framework when 
moving from ST to SR into the intersection of ST and SR. Chance (2002) 
proposed a much broader definition to Melton (2004), thus concluding that 
‘statistical thinking’ is: 
What a statistician does. What a statistician does clearly involves, but moves beyond, 
summarizing data, solving a particular problem, reasoning through a procedure, and 
explaining the conclusion. Perhaps what is unique to statistical thinking, beyond 
reasoning, is the ability to see the process as a whole (with iteration), including 
“why”, to understand the relationship and meaning of variation in this process, to 
have the ability to explore data in way beyond what has been prescribed in texts, and 
to generate new questions beyond those asked by the principal investigator.     
Chance (2002, p 9). 
 
This broader definition of statistical thinking challenges my framework as it 
involves more than working with a base knowledge of statistical concepts and 
beyond the process of thinking of how to use those concepts in order to meet 
the inquiry objective. A new research aspect is picked up that is beyond the 
coverage of the framework in Figure 2.1. An investigation of variation is still 
within the scope of Figure 2.1 as this variation needs to be identified in the 
selection of appropriate statistical procedures. Melton (2004) concluded that a 
key theme in statistical thinking is being able to understand and reduce 
variation in all connected processes. This understanding directly relates to 
making conclusions in context. 
 
Snee (1999) resonates with my framework by describing statistical thinking as 
a focus rather than the actual statistical tools that are used in the analysis of the 
data, and that this thinking leads to finding and using appropriate statistical 
models and techniques in order to analyse data and draw conclusions. The New 
Zealand Ministry of Education (2007) listed a range of abilities associated with 
statistical thinking. These were: 
1. Skills dealing with variability. 
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2. Critical thinking about all methods, models and conclusions. 
3. Abilities in dealing with the stages of the investigative cycle: plan, find 
data, explore and analyse, act, criticise, plan. 
4. Skills in applying statistical methods to contexts and skills in stating 
assumptions about a context. 
The first three abilities describe the aspects of statistical thinking that select 
appropriate statistical methods, pay attention to representing data variability 
where relevant, and deal with all aspects of an inquiry that pertain to the use of 
statistical techniques. The fourth ability describes statistical reasoning. These 
abilities resonate with Snee (1990) who had earlier defined statistical thinking 
as “thought processes,” not formulas, which supported these range of abilities. 
All of these four abilities identified by the New Zealand Ministry of Education 
support the framework outlined in section 2.1 when they are based on a 
foundation of statistical literacy skills in statistics. 
 
2.4 Statistical Reasoning 
Statistical reasoning may be defined as the way people reason with statistical 
ideas and make sense of statistical information (Garfield 1999). Statistical 
reasoning also means understanding and being able to explain in context to an 
inquiry statistical process, and being able to interpret statistical results 
(Garfield 2002). Underlying this reasoning is a conceptual understanding of 
important ideas such as distribution, centre, spread, association, uncertainty, 
randomness and sampling (Garfield 2002). Students’ need this conceptual 
understanding so that they can reason statistically that is, applying their 
statistical knowledge to a practical situation in context, and by doing so 
complete an inquiry successfully. Friel and Bright (1998 p18) foreshadowed a 
similar view when they stated that one lens that can be used for viewing 
statistical reasoning is “reasoning about data.” This reasoning process is 
circular with the interpretation of the data always leading back to the re-
examination of the appropriateness of the original questions (inquiry 
objectives) that were posed. The ideas outlined by Garfield (2002) require 
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conceptual understanding so that data analysis can be successfully applied as a 
result of statistical thinking. 
 
An important part of statistics is variation and its link with the statistical 
reasoning process. Pfannkuch (1997) concluded that the recognition of 
variation, and critically evaluating and distinguishing the types of variation, are 
essential components in the statistical reasoning process.  These types of 
variation determine whether the problem can be seen as similar to other 
problems and also indicate possible statistical procedures. Chervaney, Benson 
and Iver (1980) viewed statistical reasoning as a three step process: 
1. comprehension (seeing a particular problem as similar to a class of 
problems), 
2. planning and execution (applying appropriate methods to solve the 
problem), and 
3. evaluation and interpretation (interpreting the outcome as it relates to the 
original problem). 
To be able to carry out any of these three process steps involves being able to 
connect statistical concepts both to their meaning and applicability to the 
problem inquiry objective (Chervaney, Benson & Iver 1980).  This is 
supported by Chervaney, Collier, Fienberg, Johnson, and Neter (1977) who 
gave a broader definition of statistical reasoning that encompassed the various 
responses one could do with statistical content, not just what was required with 
the inquiry analysis (recalling(what a range represents), recognizing(the value 
as the range), and discriminating among statistical concepts(range and inter-
quartile range)). A subset of these elements of statistical reasoning would need 
to form the basis of a successful analysis. To a large extent all of these authors 
support the framework articulated in section 2.1 as there is the common theme 
of linking statistical concept to the context of the analysis as the result of a 
statistical thinking process. 
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In the area of the content of descriptive statistics, Garfield (2002) summarised 
the following statistical reasoning skills that can be applied to reasoning about 
data, representations of data, statistical measures and uncertainty. Reasoning 
about data involved recognising or categorising data as quantitative or 
qualitative, discrete, categorical or continuous. This was a first step in 
ascertaining what statistical techniques are available to present the data. 
Konold and Higgins (2003), in reporting how students reason about data, 
concluded that students should begin with graphs in which they can retrace 
each individual data value and then have the opportunity to construct graphs 
from data. This required the use of SL as a base. Next there was reasoning 
about representations of data. This would be illustrated by the understanding of 
how best to use either a table or graph to present the data. For instance a scatter 
plot would be appropriate to show the association between two continuous 
variables. However if both variables were categorical then a bar chart would be 
appropriate to show the degree of association between these variables. 
Statistical thinking is involved at this stage in deciding what constitutes 
appropriate statistics. Thirdly there was reasoning about statistical measures. 
This is demonstrated by the decision to which statistical measure is best 
associated with the data in terms of providing a good summary statistics 
representing the data. For example a median is best to use when there is one or 
two very high or low values that requires a measure of ‘average’ like house 
prices. For categorical variables, a mode or a percentage would need to be used 
as a mean could not be calculated given that we have only frequencies. Finally 
reasoning about uncertainty is shown by ideas of randomness, where we have 
natural variation in the data and we wish to predict values based on some 
model.  
 
In association between variables we have the scatter of points being used 
correctly to make predictions from a model that has been used to fit the scatter 
plot. All these four skills occur in order of an analysis with the following steps; 
find suitable data, decide how best to represent the data, decide on appropriate 
statistical measures to calculate and allow for variation in the data. With all of 
these skills, the statistical reasoning skill would manifest itself at the 
C H A P T E R  T W O :  A  F R A M E W O R K  F O R  S T A T I S T I C A L  R E A S O N I N G  W I T H I N  
I N Q U I R Y - B A S E D  L E A R N I N G  
52 
intersection of ST and SL on a base of ST consistent with the framework in 
section 2.1.    DelMas (2002 p.4) concluded that “a student who demonstrates 
data awareness also demonstrates statistical reasoning because the student is 
reasoning with statistical ideas and giving meaning to statistical information.” 
The interpretation of the statistical ideas in the guise of statistical concepts 
would be the links of the various components of statistical reasoning necessary 
in the statistical analyses in order to answer the overall inquiry objective.   
 
The following types of statistical reasoning are distinguished by Garfield 
(2002): 
1. Idiosyncratic Reasoning. The student knows some statistical words or 
symbols, uses them without fully understanding them, often incorrectly, 
and may scramble them with unrelated information. This would amount to 
a student writing down some statistical words alongside their numerical 
values like mean, standard deviation and median but not making any use of 
these concepts towards solving the problem 
2. Verbal Reasoning. The student has a verbal understanding of some 
concepts, but cannot apply this to actual behaviour. This is further down 
the track than idiosyncratic reasoning, with the student showing some 
understanding to what the mean, standard deviation and median measure, 
but they are not applied specifically in context to the problem being solved. 
3. Transitional Reasoning. The student is able to correctly identify one or two 
dimensions of a statistical process without fully integrating these 
dimensions. 
4. Procedural Reasoning. The student is able to correctly identify the 
dimensions of a statistical concept or process but does not fully integrate 
them or understand the process. 
5. Integrated Process Reasoning. The student has a complete understanding of 
a statistical process. 
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These five types suggest a hierarchical ordering of statistical reasoning with the 
successful completion of step 5 of this framework by the learner regarded as 
the ultimate goal in an inquiry-based teaching programme. Table 2.1 proposes 
a correspondence of instructional task words from Anderson and Krathwohl 
(2001) that have a suggested hierarchical ordering against five hierarchical 
levels of a statistical reasoning as proposed by Garfield (2002). Each category 
has action verbs attached to it that would be prevalent in a statistical analysis. 
Each reasoning category has been classified either as SL, ST and SR depending 
on its correspondence to the framework in section 2.1. 
Table 2.1 Correspondence of Five Levels of Statistical Reasoning to 
Anderson and Krathwohl (2001) 
Level Anderson and 
Krathwohl 
Task Words 
Statistical Reasoning 
Framework 
1 Remembering (1) 
 
Recognising 
Idiosyncratic 
 
Knows SL  
2 Understanding (2) 
 
Classifying 
Verbal 
 
Defines SL 
3 Understanding (2) 
 
Interpreting 
Transitional 
 
Partial Understanding 
of where applied 
4 Applying (3) 
 
Executing 
Procedure 
 
Application relating to 
inquiry context 
5 Applying (3) 
 
Complete implementation 
Integrated Process 
 
Complete 
interpretation of all 
analyses relating to an 
inquiry 
 
These five levels would be developmentally related in a statistical analysis 
pertaining to an inquiry. Although not originally designed to be such, answers 
in a typical assessment of a unit standard illustrate these five levels of 
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statistical reasoning as proposed by Garfield (2002) using mean and standard 
deviation as follows. 
1. Idiosyncratic: The learner knows that the mean and standard deviation are 
used in statistics but is not able to fully appreciate their meanings. 
2. Verbal: The learner is able to define both the mean and standard deviation 
correctly but with no context. 
3. Transitional: The learner is able to define both the mean and standard 
deviation correctly in context to the report. 
4. Procedural: The learner is able to explain how both the mean and standard 
deviation apply to the objective of the report but is unable to integrate their 
meanings into all parts of the report where relevant. 
5. Integrated Process: The learner can integrate the meanings of the mean 
and standard deviation into all parts of the report, including the objective 
where relevant. For example, their applications of confidence intervals and 
margins of error. 
 
2.5 Relationships between Statistical Literacy, Thinking 
and Reasoning 
This section reviews literature concerning how statistical reasoning is related to 
both statistical literacy and statistical thinking, with these three components 
having both hierarchical and overlapping characteristics. This implies that to 
develop a students’ statistical reasoning we are committed to developing a 
students’ statistical literacy and statistical thinking as well. According to 
DelMas (2002), the concepts of statistical reasoning, literacy and thinking can 
be interpreted as three instructional domains that tend to overlap in places. In 
DelMas’s view there is no universal consensus on exactly how this overlap 
happens (DelMas 2002). DelMas (2002) provided a list of tasks that are taken 
to distinguish between statistical literacy, reasoning and thinking, illustrated in 
Table 2.2. He concludes that we should use these words when we ask students 
to apply themselves to statistical content. 
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Table 2.2 Lists of Tasks within Statistical Reasoning, Literacy and 
Thinking - DelMas (2002) 
Literacy Thinking Reasoning 
Identify Apply  Why?  
Describe Critique How? 
Rephrase Evaluate Explain the process 
Translate Generalize  
Interpret    
Read    
 
This table suggests a logical order reading from left to right; however, 
according to the framework in section 2.1, statistical thinking would occur with 
or without statistical reasoning taking place. With respect to an inquiry 
objective - literacy would involve recalling knowledge of statistical concepts; 
statistical thinking is applying knowledge to an inquiry objective in the 
selection of an appropriate statistical analysis; and statistical reasoning picks 
up on the explanations that link the statistical concepts to the context of the 
inquiry. Table 2.3 classifies these instructional task words contained in Table 
2.2 according to the framework in section 2.1 over the domains SL, ST and SR. 
Table 2.3 Classification of Tasks within Statistical Reasoning, Literacy 
and Thinking. DelMas (2002) 
Literacy Thinking Reasoning 
Identify SL Apply ST, SR Why? ST, SR 
Describe SL Critique ST How? ST, SR 
Rephrase SL Evaluate SL, ST Explain the process 
SR 
Translate ST, SR Generalize ST, SR  
Interpret SR    
Read SL, ST, SR    
 
Table 2.3 shows overlapping and non overlapping discrete components of SL, 
ST and SR, which are consistent with the framework in section 2.1. There are 
some independent domains for ST and SR.  According to Table 2.3, the three 
objectives to using statistics that apply to the intersection of SL, ST and SR 
are: 
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1. To be able to read and translate statistical concepts, 
2. to know how to identify and use those statistical concepts, and 
3. to be able to explain these statistical concepts within the context of an 
inquiry. 
If literacy is the knowledge of statistical concepts, then reasoning and thinking 
must take place interchangeably as such thinking tasks like ‘apply’ and 
‘generalise’ occur alongside these requirements. According to DelMas (2002) 
what moves us between SL and SR is what the students do with the content, 
which is represented by ST in the framework.  
 
Two possible models proposed by DelMas (2002) are illustrated in Figures 2.3 
and 2.4. Neither of these models directly support the framework articulated in 
section 2.1 but they do support features of it. In figure 2.3, literacy is classed as 
basic and can occur independently of thinking and reasoning. This suggests a 
much broader definition than just knowledge of statistical concepts when it 
comes to statistical literacy as compared to the framework in section 2.1. Both 
figures suggest statistical thinking takes place independently from statistical 
reasoning. Figure 2.4 resonates with Figure 2.1 where all statistical reasoning 
and statistical thinking stems from statistical literacy as a base. 
 
Figure 2.3 Outcomes of statistics education: Independent domains with some 
overlap (DelMas 2002) 
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Figure 2.3 treats statistical literacy as an all-encompassing goal of instruction 
as opposed to the proposed framework in Figure 2.1, which treats statistical 
literacy as a knowledge base of statistical concepts. Both figures are identical 
in design but were constructed having different meanings for SL.  In this case, 
statistical reasoning and thinking no longer have independent content from 
literacy compared to Figure 2.3. 
 
 
Figure 2.4 Outcomes of statistics education: Reasoning and thinking rests on 
literacy (DelMas 2002). 
 
One of the key differences between Figures 2.3 and 2.4 is the focus and 
meaning given to statistical literacy. Statistical literacy could be interpreted as 
the development of basic skills and knowledge in statistics shown in Figure 
2.3. According to DelMas (2002), if a learner worked on an inquiry, then 
learning about statistical concepts, SL would be taking place at the same time. 
The statistical thinking and reasoning would be influenced to some extent by 
this learning, hence the overlap. Figure 2.3 refers to basic literacy and Figure 
2.4 refers to overall literacy, which can be interpreted as the ability to be able 
to read and do statistics, and would be shown by the extent of one’s knowledge 
of statistical concepts and the application of those concepts. 
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The second part of this chapter reviews literature covering the development of 
statistical reasoning via teaching, learning and assessment. This developmental 
process proposes linkages of the developmental process to the inquiry cycle. 
The literature is reviewed over three subsections involving the use of an 
inquiry cycle in order to develop statistical reasoning within three distinct 
learning environments; secondary school, university and the workplace. 
2.6 Use of Inquiry-Based Learning to develop Statistical 
Reasoning 
Inquiry-based learning (IBL) is a pedagogy designed to give students the 
experience of the processes of knowledge creation (Spronken-Smith 2008). 
According to Prince and Felder (2006) inquiry-based learning falls under the 
realm of inductive approaches to teaching which begin with a set of 
observations or data to interpret.  As a result of an inquiry-based approach 
students are supposed to develop valuable research skills (Lee et al. 2004). The 
core ingredient of an IBL approach involves learning stimulated by questions 
or problems.    Inquiry-based learning has been influenced by Dewey’s (1938) 
philosophy of education, which promoted the effectiveness of experiential 
problem-solving in learning.  The learning by engaging problems was thought 
to be a better way of learning than traditional didactic or book-based 
approaches.  Instruction strategies that connect knowledge to the contexts in 
which it will be applied have increased since the 1980’s (Barron & Darling-
Hammond 2008). This movement towards inquiry-based learning approaches 
occurred in primary and intermediate schooling.  Barron and Darling-
Hammond (2008) concluded that new curriculum initiatives focused on 
inquiry-based strategies were found more often to promote a significant 
increase in learning.  The SCANS (Secretary’s Commission on Achieving 
Necessary Skills) Report 1991 suggested that students need learning 
environments that allow them to explore real-life situations in order to be 
prepared for the future.  According to Spronken-Smith (2008) there are several 
recent volumes that describe the IBL teaching approach and provide a range of 
IBL examples (e.g. see Alford, 1998; Bateman 1990; Lee, 2004; and Weaver, 
1989).The literature which focused on primary and intermediate schooling was 
not drawn on for this thesis because the major focus of the research was on 
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senior secondary, tertiary and adult workplace learning of statistical concepts 
within the spheres of teaching and assessment. 
 
In statistics education there is a need for research to inform pedagogical 
practice in relation to the ways in which a students’ reasoning about data 
analysis develops (Garfield & Ben Zvi 2004). According to the framework 
articulated in section 2.1, this would automatically develop SL, as the ability to 
reason statistically is due to knowledge of statistical concepts. Assessment 
instruments and materials that evaluate statistical thinking and reasoning in 
technology environments need to be developed (Garfield & Ben-Zvi, 2004; 
Shaughnessy, 2007).  In a hierarchy of learning, (Gagne 1972, 1975, 1977), 
Gagne and Briggs (1979), identified four types of learning that relate to a 
statistical reasoning development process. These were: 
1. Chaining Learning: The individual learns a sequence of steps to perform a 
process. 
2. Discrimination Learning: The individual learns to distinguish many 
different characteristics of a topic. 
3. Concept Learning:  The individual learns what is meant by concepts. 
4. Problem Solving: The individual learns to make use of known concepts and 
rules to define a problem and find its solution. 
In statistical reasoning about association between two variables the following 
sequence of steps is involved in establishing the significance of a straight line 
fit to the data. These steps relates to the four types of learning articulated by 
Gagne’s scaffold respectively:  
1. Students need to know how to obtain the correlation coefficient. 
2. Students need to know how to differentiate between the various methods 
for establishing significance. 
3. Students need to know what is meant by significance. 
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4. Students need to apply rules and concepts in order to establish significance. 
 
In section 2.4, one of the main characteristics of statistical reasoning was 
connecting one concept to another. Inquiries over a range of applications 
require different levels of statistical reasoning to answer.  Another learning 
framework created by Bruce (1981) provides links to the statistical reasoning 
framework illustrated in Table 2.1.  The relevant subcategories (Bruce 1981) 
being linked to a statistical analysis in an inquiry begins with application. Here 
one applies statistical concepts and rules to meet an inquiry objective. With 
analysis, essential elements are identified and relationships recognised. This 
would mean selecting appropriate statistical methods and providing context. In 
synthesis all the relevant analysis pertaining to the inquiry objective is 
combined. This would correspond to the complete understanding stage on the 
statistical reasoning framework (Garfield 2002) where all the analyses are 
combined to solve a problem and reach a conclusion. Finally with evaluation, 
one makes judgments and draws conclusions Recommendations are made and 
limitations of process discussed. This framework is clearly hierarchical as it 
illustrates the different levels of statistical reasoning required to analyse data 
pertaining to an inquiry.  
 
On the achievement standard objectives for NZ secondary schools there are 
levels of achievement as shown in Table 1.4 that can be taken to represent 
different levels of statistical reasoning as discussed in section 2.5. The merit 
level “with justification” involves linking aspects within the statistical inquiry 
cycle to the context and explaining relevant considerations in the investigation 
process (Ministry of Education 2007). At the excellence level, “with statistical 
insight” involves integrating statistical and contextual knowledge throughout 
the investigation process, reflecting about the process, and may involve 
considering other variables (Ministry of Education 2007). An inquiry-based 
approach is strongly articulated in the new curriculum and achievement 
standard based assessment of statistics in NZ secondary schools. 
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2.6.1 The Inquiry Cycle 
This subsection reviews literature pertaining to the application of inquiry-based 
teaching, learning and assessment approaches to developing statistical 
reasoning across the three learning environments. According to Exline (2004), 
two principles of Inquiry-Based Learning involve teaching content set in a 
broad conceptual basis and assessment that is designed around conceptual 
understandings rather than just the content. This is in agreement with the 
inquiry used with the university students in this study (refer Appendix Six) as it 
requires a whole range of statistical concepts to solve. The assessment 
questions relating to the inquiry were also linked to the context of the inquiry.  
An empirical inquiry cycle; Problem, Plan, Data, Analysis, and Conclusion 
Cycle (PPDAC), as defined by MacKay and Oldford (1994) have the following 
steps for the teacher/learner: 
1. Problem: Arriving at a clear conception of what we are trying to learn. 
2. Plan – Designing the procedures we will use to carry out the study. 
3. Data – Collecting the data according to the plan. 
4. Analysis – Summarising and analysing the data to answer the questions 
posed. 
5. Conclusions – Drawing conclusions about what has been learned. 
 
The PPDAC can be designed to emphasise the statistical aspects of empirical 
problem solving as part of an inquiry (Wild & Pfannkuch 1999).  The 
empirical inquiry cycle can be linked to the statistical reasoning framework of 
Garfield (2002) as shown in Table 2.4. 
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Table 2.4 Integration of Inquiry Cycle with Garfield’s Statistical 
Reasoning Framework 
Inquiry Cycle Statistical Reasoning Framework 
Problem & Plan Knows & Defines 
Data Transitional 
Analysis Application 
Conclusion Complete Understanding 
 
Table 2.5 shows a comparison of each level of the statistical reasoning 
framework proposed by Garfield (2002), with the proposed framework in 
section 2.1. It also shows the next level one would move on to in their 
statistical analysis of an inquiry. 
Table 2.5 Comparison of Framework with Statistical Reasoning Levels 
Level Characteristic Next level 
1 SL 2 
2 SL 3 
3 ST/SR 4 or 1 
4 ST/SR 5 or 1 
5 ST/SR complete 
 
There are two loops in this process that returns to one’s underlying knowledge 
of statistical concepts at each of levels 3 and 4 where one is linking finding in 
order to reach an overall conclusion to the inquiry. 
 
One of the reasons for using an inquiry-based teaching approach is to put more 
emphasis on connected statistical thinking and statistical reasoning. Thus, 
applications of the steps of the PPDAC cycle are not taught in isolation.  
According to Chance, DelMas and Garfield (1999), in order for students to 
develop better statistical reasoning, students need first to construct a deeper 
understanding of fundamental concepts. They found that a lack of deeper 
understanding came out more in the latter part of their formal education when 
they were required to understand quantitative analysis in their own inquiries.   
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Activities specifically designed to help develop students’ statistical reasoning 
should be carefully integrated into statistics courses (Garfield 2002). These 
activities would be used to teach specific topics related to the chosen inquiry. 
According to DelMas (2002), activities that challenge students to consider 
what makes a standard deviation larger or smaller can help students develop 
reasoning about variability. Smith (1998) argues that students are more easily 
convinced of the power of statistical reasoning if they see it applied to 
questions that are interesting and real to them.  Sedlmeier (1999) claims that 
statistical reasoning is rarely taught and when it is taught using specific rules, it 
is rarely successful. This is consistent with Garfield’s (2002) conclusion that 
reasoning did not necessarily develop when instructors teach concepts and 
procedures using rules working with data and software.  
 
The findings of these studies reveal that the context of the data and the use of 
evidence are important factors to study further. The role of context is of 
particular interest because in drawing (informal) inferences from data, students 
must learn the following two steps. First, they must maintain a view of data as 
“numbers with a context” (Moore, 1997 p. 123). At the same time, “they must 
learn to see the data as separate in many ways from the practical event they 
observed” (Konold & Higgins 2003, p. 195). That is, they must extract the data 
from that context. The role of evidence is also of particular interest because in 
learning how to make data based claims (argumentation), students must 
consider the evidence used to support the claim, the quality and justification of 
the evidence, limitations of the evidence and finally, an indication of how 
convincing the argument is (Ben-Zvi, Gil& Apel 2007).   Blumenfeld et al., 
(1991) proposes four features that facilitate the use of an inquiry-based 
instructional approach in the classroom. The first is the use of a ‘driving 
question’ that is anchored in a practical problem and ideally uses multiple 
content areas. It was suggested by Krajeik et al., (1998) later that an inquiry 
would be suitable for teaching purposes as a reasonable amount of content 
could be covered. 
According to Giesbrecht (1996), doing an inquiry would entail investigating a 
research question. Giesbrecht (1996) also predicted the necessity for students 
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to develop interpretive and evaluative skills, and knowledge and procedural 
skills involving statistics within their core discipline. For example, within the 
discipline of statistics students would need to know when a confidence interval 
calculation is appropriate, how to calculate one and how to interpret a 
confidence interval which involves application to an inquiry objective. Yesilay 
(2000) suggested that students tend to learn more by doing an inquiry than in 
any regular coursework, and that the inquiry is motivating and gives the 
students a feeling of working in an almost real-life environment on a real 
problem. Boud and Feletti (1991) claimed that IBL was a way of constructing 
and teaching courses using applications, rather than the exposition of 
disciplinary knowledge as the stimulus of students’ activity.  IBL varies with 
the discipline, although common themes are; that learning is self-directed, 
knowledge is made relevant by placing it in context, and students develop 
inquiry, thinking and problem-solving skills by working in small groups. There 
is an essential component of an inquiry according to Brown and Campione 
(1994) which is that a question or problem that serves to organise and drive 
activities, taken as a whole, amount to a meaningful inquiry. Gal and Garfield 
(1997) provided six sub-goals under the all-embracing goal of “understanding 
the process of statistical investigation.” These would provide a framework for 
the “inquiry process.” These goals were: 
1. Formulating a question,  
2. planning the study,  
3. collecting and organising data,  
4. displaying, exploring and analysing data,  
5. interpreting findings in light of the research questions, and discussing 
conclusions and implications from the findings, and 
6. identifying issues for further study.  
 
Vernon and Blake (1993) concluded that an appropriate time to use an inquiry 
as a teaching strategy was when teachers wanted students to gain a deep 
understanding of the subject matter, rather than remembering bits of it. Killen 
(1998) stated that an appropriate time for a problem type approach was when 
students’ thinking and reasoning skills needed to be developed. 
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2.6.2 Assessment using an Inquiry Cycle 
This subsection addresses the issue of assessing the development of statistical 
reasoning. The Structure of Observed Learning Outcomes (SOLO) taxonomy 
was developed by Biggs and Collis (1991). It is a means of characterising 
features of programme-level assessment environments to study the relationship 
between features of the assessment environment and students' learning 
responses in assessments.  Biggs (1999) described how the SOLO Taxonomy 
can be used to categorise responses to academic tasks. There are five levels in 
the taxonomy: prestructural, unistructural, multistructural, relational, and 
extended abstract. Prestructural responses show little evidence of learning 
relevant to the task at hand. Unistructural responses focus upon just one 
relevant aspect involved in completing a task. Multistructural responses 
incorporate more than one relevant aspect, but there is no unifying theme for 
the aspects. At the relational level, a unifying theme is apparent along with 
multiple relevant aspects. Responses at the extended abstract level are 
“breakthrough” responses that are not just coherent applications of academic 
learning, but go beyond the task at hand to apply the coherent whole to new 
areas.   
 
By regarding an inquiry as the task at hand, the student statistical reasoning 
responses in assessments can be classified according to the first four levels of 
the SOLO taxonomy (Biggs & Collis, 1982). This taxonomy was chosen as it 
mirrors the responses of a statistical analysis in terms of the objectives of an 
inquiry. These levels are described in the statistical reasoning arena regarding 
the analysis associated with an inquiry in Table 2.6. 
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Table 2.6 SOLO Taxonomy Categories linked to Outcome of a 
Statistical Analysis 
SOLO category Description 
Relational [R] Provides a summary of all the relevant statistics 
to the inquiry objective. 
Multistructural [M] Provides a description of all the statistical 
concepts required for the analysis. 
Unistructural [U] Provides a description of a few statistical 
concepts required for the analysis. 
Prestructural [P] Provides no correct descriptions and/or 
unrelated/or incorrect analysis. 
 
The first three levels of the statistical reasoning framework in Table 2.1 
corresponds to the SOLO category U in Table 2.6 where we have the 
descriptors; knows, defines and partial understanding being applied to a 
particular statistical concept. As well as statistical reasoning, statistical 
thinking based on statistical knowledge would be taking place.  For example, 
in a statistical analysis involving the mean, the student knows that there is a 
statistical measure called the mean, can define what it means and has some 
understanding of how its value fits into the overall analysis.  The fourth level in 
the statistical reasoning framework falls in the multistructural category M in 
Table 2.6 where a correct description is applied not only to the mean but all of 
the other relevant statistical concepts to the analysis. This may involve 
standard deviation, median, range, distribution and quartiles. At the relational 
level R in Table 2.6, a complete understanding of how all the statistical 
analyses contribute to the overall inquiry objective would be demonstrated. 
This would have a correspondence to the level 5 of the statistical reasoning 
framework.  
 
Biggs and Collis (1982) expanded the SOLO categories to seven to allow for 
more differentiation in the assessment of statistical reasoning. Table 2.7 sets 
out to provide a linkage correspondence between those categories and the 
statistical reasoning framework type categories with their associative levels of 
reasoning as shown in Table 2.1. 
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Table 2.7 Linkages between Expanded SOLO Categories and 
Statistical Reasoning Levels 
SOLO category Description Reasoning 
Framework 
Type 
Level 
Relational [R] Provides a summary 
of all the relevant 
statistics to the 
inquiry objective. 
Integrated 
Process 
Complete 
Understanding 
5 
Relational Error 
[RE] 
Provides a summary 
of all the relevant 
statistics but with 
some minor error. 
Procedure 
Application 
4 
Multistructural 
[M] 
Provides a 
description of all the 
statistical concepts 
required for the 
analysis. 
Procedure 
Application 
4 
Multistructural      
Omission [MO] 
Provides a 
description of all the 
statistical concepts 
but with some detail 
omitted. 
Procedure 
Application 
4 
Multistructural  
Error [ME] 
Provides a 
description of all the 
statistical concepts 
but with some minor 
errors. 
Transitional 
Partial 
Understanding 
3 
Unistructural [U] Provides a 
description of a few 
statistical concepts 
required for the 
analysis. 
Knows & 
Defines 
1 & 2 
Prestructural [P] Provides no correct 
descriptions and/or 
unrelated/or 
incorrect analysis. 
None   
 
The expanded SOLO categories allow for variations within the broad 
categories as outlined in Table 2.7 with the categories M and R having been 
expanded. These classifications allow for both minor errors and omission of 
detail in the statistical analysis, as a common error of analysis is to leave some 
details out and not provide a full explanation.  
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2.6.3 The Inquiry Cycle (PPDAC) at Secondary School 
This subsection reviews literature relating to the investigation of bi-variate 
numerical data as part of an inquiry cycle at the secondary schooling level in 
NZ. The objectives of the curriculum for both teaching and assessment assume 
an inquiry cycle approach. In the investigation of bi-variate numerical data, an 
investigation needs to work with a relationship question, determine appropriate 
variables and measures, manage sources of variation, gather data, select and 
use appropriate displays, and communicate relationships in the data for a 
conclusion (Ministry of Education 2007).   
 
In NZ the statistics curriculum was reviewed along with the National 
Certificate of Educational Achievement (NCEA) level 1 revised curriculum 
that was due to be taught for the first time in 2011. For secondary students, the 
teaching of statistics as a major strand has been extended to encompass three 
years of secondary education at levels 6, 7 and 8 with level 6 corresponding to 
NCEA level 1. Level 7 corresponds to NCEA level 2 and level 8 corresponds 
to NCEA level 3 and is covered in the final year of secondary school. The NZ 
scholarship exam upon which the data will be analysed in Chapter Four, 
examines material from all three levels. Prior to 2011, statistics was taught as a 
subject in its own right only in the final year at secondary school. In the NZ 
curriculum under the ‘statistical investigation’ strand it states: 
“In a range of meaningful contexts, students will be engaged in thinking 
statistically. They will solve problems and model situations that require them 
to at level 6; plan and conduct investigations using the statistical inquiry cycle” 
(p 49). At level 7, they will carry out investigations of phenomena using the 
statistical inquiry cycle” (p.55).  Finally at level 8 they carry out investigations 
of phenomena using the statistical inquiry cycle” (p61).  (Ministry of 
Education 2007)   
The emphasis here is on basing investigations on the statistical inquiry cycle 
and in the process engaging in statistical reasoning about association. The 
curriculum is shown at each level in Table 2.8. 
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Table 2.8 NZ Curriculum Statement of Content (Ministry of Education 
2007)   
Level 6 Level 7 Level 8 
Justifying the 
variables 
Evaluating choices of 
measures for 
variables 
  
Communicating 
relationships between 
variables 
Making informal 
predictions being 
either interpolations 
and/or extrapolations 
Finding, using and 
assessing models in 
linear regression for 
bi-variate data 
Making informal 
inferences 
Making inferences 
from surveys 
Making inferences 
from surveys and 
experiments 
Justify findings Using relevant 
context 
Using informed 
contextual 
knowledge 
 
The content displayed in this table either relates to the “scatter of data” or to 
the “fitted line” to the data. Communicating relationships and making 
inferences refers to the significance of the scatter of points. Finding, assessing 
and using models to make predictions relates to the “fitted line” model. In the 
analysis of chapter four, the responses will be categorised into either the 
“scatter of data” or “fitted line.” The progression through the levels is marked 
by the strength of the context required in justifications increasing. 
 
The PPDAC cycle is characterised in the Ministry of Education (2007) 
curriculum statements as a base for each of the statistics strands over years 6, 7 
and 8.   The three stages of the assessment, levels 1, 2 and 3 of NCEA as per 
Tables 1.2, 1.3 and 1.4 respectively, are assessed according to how well a 
student plans and conducts an investigation using the statistical inquiry cycle 
involving bi-variate measurement data (Ministry of Education 2007). At 
several points on the achievement standards, students will be expected to be 
familiar with the process of using the statistical inquiry cycle as applied to bi-
variate analysis (Ministry of Education 2007). This involves: 
• posing appropriate relationship questions using a given multivariate data 
set, 
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• selecting and using appropriate displays, 
• identifying features in data,  
• finding an appropriate model, 
• describing the nature and strength of the relationship, 
• making a prediction, and 
• communicating findings in a conclusion. 
(Specifications NZ Scholarship Examination Standards 2007) 
 
This standard is aligned to the following achievement objectives taken from the 
Statistical investigation thread of the Mathematics and Statistics Learning Area 
from The New Zealand Curriculum for level 8, which forms the basis for the 
scholarship examination: 
   Carry out investigations of phenomena, using the statistical inquiry cycle by using existing    
data sets. Find, use, and assess appropriate models (including linear regression for bi-variate 
data). Seek explanations, and make predictions using informed contextual knowledge and 
statistical inference. At all stages of the cycle, perform evaluations and communicate findings.  
N.Z. Curriculum (2007, p 44) 
These processes form a complete picture of an inquiry analysis in the 
secondary school context. 
 
2.6.4 An Inquiry-based Approach at University 
The inquiry-based teaching approach for the studies in this research involving 
the tertiary students was based on the following approach summarised in Table 
2.9. This was applied in the inquiry involving the Movement Therapy 
Programme (refer Appendix Six). 
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Table 2.9 Design of Experiment 
Inquiry-based Teaching 
Pre-test Intervention Post-test 
Observation 1 New Programme 
(Experimental Group)  
Observation 
2 
Observation 3 Existing Programme 
(Control Group) 
Observation 
4 
 
This inquiry approach provides for both an experimental and control group. 
The problem (refer Appendix Six) is posed at the start of lectures and a new 
programme is chosen for investigation. Using values for the four sets of 
observations, an analysis is performed that covers the required content. 
Eventually all steps in the PPDAC cycle are taught in the context of the chosen 
problem for both the experimental and control groups. In support of a “posing 
the problem” approach as a teaching strategy, Box (1990) stated that “statistics 
is, or should be, about scientific investigation and how to do it better” (p.2).  
With teaching reasoning about confidence intervals, Anderson-Cook (1999) 
demonstrated this with a practical example. Angelo (1993) stated that it is 
essential for increasing student learning that the students are actively engaged 
in a demonstration of the concepts using an inquiry. This interaction with 
students and their involvement in all phases of the activity help to solidify 
difficult statistical concepts by having a practical application (Anderson Cook 
1999). 
 
Higgins (1999a) suggested an undergraduate curriculum that included 
nonmathematical courses for teaching students. Higgins (1999a) also stated 
that “things (that) should be in the curriculum are very much part of what a 
practicing statistician does and what customers of statistics need” (page 1). 
Higgins (1999) proposed eight new nonmathematical courses, five of which 
were the scientific process: planning and managing scientific experiments; 
statistical software for data management; statistical graphics; and 
communicating statistical ideas. According to Petocz and Roiter (1996), an 
introductory statistics course involving the use of inquiries should encompass 
the following structure: 
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• Planning – define the inquiry. 
• Design content – Experimental Data Analysis (EDA), design of 
experiments, Analysis of Variance (ANOVA), consultation, and report 
writing. 
• Teaching – students solve problems from their field, working as 
consultants, where theory is introduced and developed as needed. 
• Assessment – progress reports, essays, final reports, and presentation. 
 
To promote the use of the scientific method in all students means the ability to 
identify questions, collect evidence in the form of data, discover and apply 
tools to interpret the data, and communicate and exchange results.  Cobb 
(1993) suggests that we first need to ask ourselves; “what are the things we do 
that are most basic to being a statistician? We must build a course from those 
activities.” Gal and Garfield (1997) concluded that the goals for a first course 
in statistics encompassed understanding the logic and purpose of statistical 
investigations, carrying out the process of statistical investigations, mastering 
procedural skills, and developing interpretative skills. All of these goals are 
consistent with the PPDAC cycle and would be characterised in an inquiry. By 
the time students finish statistics courses, they should become, according to 
(Gal & Garfield 1997), “informed citizens” who are able to comprehend and 
deal with uncertainty, variability, and statistical information in the world about 
them, and contribute to and take part in the production, interpretation and 
communication of data pertaining to problems they encounter in their 
professional life. 
 
Garfield and Chance (2000) offer the suggestion to use case studies or 
authentic tasks to evaluate students’ statistical reasoning. Case studies and/or 
authentic tasks are detailed problems based on a real context that reveal 
students’ strategies and interpretations as they solve the problem. A statistical 
investigation typically involves four components (Graham 1987), which are; 
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posing the question, collecting data, analysing data and interpreting the results 
in some order. Kader and Perry (1994) suggest a fifth stage of an investigation 
the communication of results. These references support an assessment activity 
that mirrors a practical investigation with practical applications. 
 
Wild and Pfannkuch (1999) claim that by understanding the thinking patterns 
and strategies used by statisticians and practitioners to solve practical problems 
and how they are integrated, we will be able to better improve the necessary 
problem solving and thinking skills of our students. Wild and Pfannkuch 
(1999) argue that problem solving tools and “worry” or “trigger” questions can 
be taught to students instead of relying solely on an apprenticeship model. 
These “trigger” questions, being regarded as inquiries, can be used to teach 
material. The validity of the data could also be challenged as part of the 
teaching process. Clearly, development of the models and prescriptive tools 
they describe will help with identification of and instruction in statistical 
thinking. In both cases the aim is to achieve both relevance and linkage in the 
teaching and learning of statistics. The teaching strategy requires a problem to 
be posed in the first class from which all the teaching of statistical concepts 
stems from. The SL consists of all statistical concepts, ST is the process of 
answering the question - how do these concepts relate to answering the inquiry 
objective and SR is the interpretation of those concepts in context to the 
inquiry. 
 
2.6.5 Use of the Inquiry Cycle in the Workplace  
This sub-section reviews literature covering workplace learning and 
assessment competencies, which are taken as a measure of statistical reasoning, 
along with learner motivation to complete qualifications. The workplace 
assessments stem from reports that answer inquiries. Learning competencies 
were categorised by Billett (1993a) as occurring within three forms of learning; 
propositional knowledge, procedural knowledge, and dispositional learning 
values and attitudes These learning forms would have the following 
applications in the use of official statistics: knowledge about official statistics, 
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knowledge of how to interpret and use official statistics, and confidence in 
using official statistics with its associated importance in the public sector. This 
confidence will determine the frequency and use of statistics by a learner. 
These applications require a learner to be competent in being able to utilise 
statistics in making policy decisions. To make informed decisions about policy, 
data would need to be collected, a statistical analysis performed and a 
conclusion reached. To achieve this, a decision would need to be made about 
what statistics would be appropriate to use in order to measure the desired 
statistical quantity within either the economic, social or environmental sphere.  
 
Owen (2007) observed that, with the increased rate of change in today’s 
economic environment, employees are required to obtain a broad range of 
skills to operate effectively in the workplace in order to remain open to 
continuous learning and to achieve new competencies to meet changing skill 
needs. In effect, workplace learning has become a career-long personal 
responsibility. The unit standards have been placed on a national framework so 
that they can be added to and combined for national qualifications irrespective 
of where the employee works. Adult learning theory suggests that such self-
directed learning strategies provide motivation (Knowles, 1975; Tennant 
1996). For many learners, however, the blended and unstructured nature of 
workplace based learning and assessment is new, unfamiliar and threatening. 
They need encouragement and support to acquire new skills and knowledge. In 
this context, prior learning, strong management support, high motivation and 
the mode of assessment are all likely to impact on the completion rates of 
learners. 
 
According to Manley (2008), Learning State had worked with Statistics New 
Zealand to create a learning programme that attempts to demystify national 
statistics and enable them to be used more effectively for sound decision-
making and policy development. Cullen (2008) explained that the programme 
is aimed at policy analysts and managers who need to be able to interpret 
statistical data as part of their job. There is a link between working with 
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statistics, which is being able to read and use statistical information, and 
workplace activity, which requires sound decision-making and policy 
development based on statistical activity. Learning with contextual links to 
workplace applications needs to take place in order to use statistics effectively 
to solve workplace requirements.  From an instructional viewpoint Levy (1987) 
suggested three interrelated components that link applied learning to workplace 
activity which were structuring learning in the workplace, providing 
appropriate on the job training or learning opportunities, and identifying and 
providing relevant off-the-job learning opportunities. In the case of using 
statistics, structured learning in the workplace would involve using data with 
an appropriate context as part of one’s employment and would also involve 
having manager verification as confirmation that a pre-determined standard 
had been reached by the learner. These suggestions from Levy (1987) were 
prevalent with the operation of the unit standards and included provision of 
tutorials within one’s employment, the opportunity of manager verification of 
completed assessment tasks relevant to one’s employment, and off-the-job 
learning that was provided by four seminars over one or two days. However, as 
Cudby and Moses (2004) claim, qualifications on the NQF are nationally 
recognised and transferable so that labour movement between employers in a 
similar business should not be a barrier. Similar issues have been identified for 
the non-completion of modern apprenticeships in both New Zealand (Jeffcoat 
& Jeffcoat, 2006) and internationally (Gallacher et al, 2004).  Curson (2004) 
also argued that if employers provide an environment that fosters and 
facilitates effective learning, they are more likely to have learners motivated to 
successfully complete qualifications. This point is consistent with Gallacher et 
al (2004) who reported that one third of modern apprentices gave issues 
relating to the workplace context and lack of workplace support for workplace 
learning as reasons for non-completion. 
 
In her overview of the research literature, Moses (2008) reported that 
motivation for learners to complete workplace based qualifications requires 
the: following: 
C H A P T E R  T W O :  A  F R A M E W O R K  F O R  S T A T I S T I C A L  R E A S O N I N G  W I T H I N  
I N Q U I R Y - B A S E D  L E A R N I N G  
76 
1. Learners must have access to learning support systems from both 
educational and business perspectives which promote and support self-
directed learning strategies.  
2.  ITOs need to design orientation programmes for models of workplace 
learning and provide learner support beyond the modern apprenticeship 
programme.  
3. Qualifications, learning and assessment resources must meet industry 
quality assurance standards. 
4. Adequate and appropriate administration systems are required to monitor 
and track learners’ progress and location. 
5. ITOs must provide support and advice on workplace learning with formal 
agreements on training delivery.’ (Moses, 2008, pp33-34). 
Moses (2008) concludes that success for learners in their assessments in the 
workplace is closely related to a learner’s workplace experience of 1 to 5 
above.  
 
Appendix Seven provides an example of the US 69 assessment with the 
various reports that were used in the assessment. In teaching the material over 
the unit standards, a report is chosen that is regarded as an inquiry document to 
illustrate all the statistical content. The assessments of statistical knowledge are 
then linked to workplace practices involving inquiries. The questions in an 
assessment, usually in the form of policy questions, require the learner to relate 
a state sector application that they are working with as part of their professional 
work, to the various statistical concepts that have been taught in the block 
courses. In many cases the learner’s answers to the assessment questions 
require manager verification that they truly reflect the learner’s work as they 
form part of their workplace employment.  The unit standard assessment 
assesses the learning that is taking place that can be closely aligned with 
experiential learning. Experiential learning is a process by which individuals 
construct knowledge, acquire skills, and enhance values from direct experience 
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(Association of Experiential Education 1995). Learners, after having a course 
of instruction, work on the assignments and obtain some useful insights into 
the various reports under examination. They then relate their learning to 
various tasks pertaining to their employment, such as writing a report using a 
collection of statistical concepts.  
 
A successful transfer of learning is required in order to complete the 
assessments. According to Luckner and Nadler (1997) experiential learning 
instils a sense of ownership over what is learnt and contributes significantly to 
the transfer of learning. This transfer of learning is required in the workplace in 
the following three instances; from teaching reports covered in class to 
working as an individual on assessment reports, from answering assessment 
questions to the reading of reports at work, and the construction of reports as 
part of one’s role in the workplace environment.  Eight specific principles of 
experiential learning that have been adapted from the Association of 
Experiential Education (1995), Kraft and Sakofs (1985), and Warner-Weil and 
McGill (1989) can be applied to unit standard assessments as learning 
experiences. These eight learning principles have been grouped into two 
categories. The first category of four principles pertains to the role and 
relevance to the learner.  
1. The learner is a participant rather than a spectator in learning. The 
assessments are attempted by the learner who becomes a participant 
utilising the resources available, such as tutorials and feedback from the 
assessor and managers.  
2. The learning has present and future relevance for the learners and the 
society in which they will participate. The learning can be applied to job 
requirements such as writing a report that involves statistical reasoning 
skills. 
3. Throughout the experiential learning process, learners are actively engaged 
in posing questions, investigating, experimenting, being curious, and 
solving problems, assuming responsibility, being creative and constructing 
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meaning. The types of activities that occur over the assessment cycle are 
questions by phone or email, tutorials, dialogues and professional 
conversations. 
4. Educators use a multi-disciplinary approach to the study of real life 
problems. When a policy question is posed, all of the following need to be 
considered and utilised; ethics, policy, statistical analyses, 
recommendations, privacy, Statistics Act 1975 and relevant contextual 
links. 
The second category consisting of four principles pertain to learner outcomes 
from participating in the assessments. 
1. Individuals may experience success, failure, adventure, risk-taking, and 
uncertainty, since the outcome of experience cannot be totally predictable. 
There is the constant uncertainty of whether the answer is correct and 
whether re-sit questions will be required of a learner. 
2. The design of the learning experience includes the possibility to learn from 
natural consequences, mistakes, and/or successes. A re-sit gives the learner 
another chance to answer the question correctly which causes more 
learning to take place before a re-submission. 
3. Learners develop an in-depth understanding of what theory from reading or 
lectures might mean in actual practice. They have in many cases the option 
of reading and writing their own reports that involve a statistical analysis. 
4. The results of the learning are personal and form the basis for future 
experiences and learning. We have individual achievements of passes, and 
then the learner can do other standards towards the National Certificate of 
Public Sector Services (Official Services) NCPPS (OS) and thus gain 
recognition. 
 
The development of statistical reasoning is measured by completion times; 
identified barriers to completion, characteristics of re-sit questions and specific 
topics where the learner required tutorial assistance. The process of learning 
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statistics and successfully completing the four assessments that comprise the 
compulsory part of the NCPSS (OS) occurs in a cyclical fashion. While 
experiential learning models vary from theorist to theorist (i.e., Dewey, 1938; 
Joplin, 1986; Kolb, 1984) it is generally agreed that there are four phases that 
comprise the experiential learning cycle. These are in order 1 to 4, and then 
back to 1: 
1. Experiencing – two day workshop 
2. Reflecting – time between course and requesting assessment 
3. Generalizing – request report to transfer understanding, and 
4. Applying – do the assessment questions 
 
Candidates would experience a one or two day course taught as a block 
seminar away from their workplace for each of the four unit standards. They 
would then be back in the workplace to reflect on what they have learnt. They 
would be reflecting on new learning that may provide new knowledge or cause 
conflict or confirmation of previous knowledge. The implications of this may 
involve additional teaching and the assessment questions could be requested. 
The assessment involves reading a new report that uses statistics in its analysis. 
The next step would involve attempting the assessment which is the application 
stage. We move from 4 to 1 because of the belief that learning becomes part of 
one’s background for the next block course (Luckner & Nadler 1997). If a re-
sit is needed with some questions then learners are back at the experiencing 
stage with new learning taking place through a dialogue with the assessor. The 
order of presentation of the unit standards was important as the knowledge 
gained by a previous course is built on by the next course. In fact, the 
assessments were designed to use the same report for a series of questions that 
required progression through the statistical reasoning levels as defined by 
Garfield (2002) in order to be answered correctly. This order is a reflection of a 
typical inquiry cycle involving problem solving using statistics.  The 
investigation, that solves the problem at step 4 of the experiential learning 
cycle, is conducted using an empirical inquiry cycle outlined in section 3.1.1. 
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The cycle defines the way one acts and what one thinks about during the 
course of a statistical investigation (Wild & Pfannkuch, 1999). The author 
suggests that an application of all the stages of the experiential learning cycle is 
an adoption of a PPDAC approach.  The teaching, reflecting and transferring of 
learner competencies to a new report situation would involve answering a 
policy question that requires statistical reasoning to address.  
 
With the objective of integrating statistical knowledge to workplace practices 
as part of the learning cycle, the performance criteria of the unit standard 
assessments were designed by Learning State, the ITO to be broad ranging and 
to incorporate the following areas where the statistical concepts needed to be 
linked into a State Sector context;  
• assessing the relevance of data, 
• finding and selecting data relevant to a policy question, 
• interpreting findings, 
• making policy recommendations based on the data, 
• explaining how a particular piece of statistics could be performed with a 
possible result in the context of the report, for example, calculating a 
confidence interval for the difference between means and explaining how 
the results would be interpreted, 
• interpreting possible results and designing a data collection to answer a 
policy or research question , and 
• explaining the limitations of a chosen exemplar, for example, stating the 
omission of a margin of error in the report along with possible 
consequences. 
(Assessor Guides Learning State 2007) 
According to the defining framework in section 2.1, the first two dot points 
involve statistical thinking ST and the last five require statistical reasoning ST 
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within the intersection of ST and SR. Table 2.10 shows the integration of 
statistics to the workplace via the PPDAC cycle. The PPDAC inquiry cycle is 
being mapped to two processes at the same time - a statistical process 
alongside assessment practice in the workplace within a cycle of inquiry 
Table 2.10 Integration of Statistics to the Workplace using the PPDAC 
Cycle 
Inquiry Process 
Statistical Knowledge PPDAC Cycle Assessment 
Practise within 
Workplace 
Form Objective Problem Policy Question 
Identify Variables Plan Data Collection 
Selection of Data Data Assess relevance 
of Data 
Perform a Statistical 
Analysis 
Analysis Interpret Results 
in Context 
Make Conclusions from 
the Analysis 
Conclusion Answer Policy 
Question 
 
Within a unit standard assessment, all of the statistical knowledge stages in 
Table 2.10 would be assessed. By answering a policy question posed in the 
assessment, all of the steps of the PPDAC cycle would be utilised alongside the 
relevant workplace practice. 
For example, a policy question could ask: 
What proportion of business expenditure is spent either on research and 
development or on innovation?  
(Answer by locating the information in the report on business innovation in 
NZ.)  
For this policy question answer the questions below: 
1. Identify the population of businesses in NZ that data is required for.  
2. Describe a “margin of error” with respect to business expenditure.  
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3. If a sampling procedure has been used to select businesses, describe its 
main features. OR If a sampling procedure has not been used, describe any 
limits of the collected data with respect to answering the policy question.   
4. What topics (aspects of the business) does the question relate to?  
5. Apply the objectives of the supplied data collection(s) to the policy 
question(s). Does it fit? One application would be justifying the confidence 
interval that was constructed in order to answer the policy question. 
 
Steps 1 and 2 involve data collection and assessment. Steps 3 and 4 assess the 
relevance of the data and step 5 involves interpreting the results in context 
(SR), hence answering the policy question. 
 
This chapter has reviewed literature relating to the meanings of statistical 
literacy, statistical thinking and statistical reasoning along with the 
development of statistical reasoning. The linking of levels of statistical 
reasoning to inquiry content has been reviewed in the second part of the 
chapter. In the chapters four, five, and six, following the methodology Chapter 
Three, student outcomes in terms of their ability to reason statistically in an 
inquiry situation will be analysed across three distinct learning and teaching 
environments.                      
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Research Methodology 
This chapter outlines the methods that were used to plan and conduct this 
research. The Deakin University Ethics Committee granted approval for this 
study in 2004 (EC 81-2004).  Overall this research can be classified as applied 
research as all of the research questions were designed with a practical 
outcome (Davidson & Tolich 1999, p. 15) of improving both the teaching and 
assessment of statistics. The research design utilised was quantitative as 
hypotheses were tested using an experimental approach (Creswell 2009). The 
following Table 3.1 provides the linkages of the major research questions to 
the learning environments where they were investigated. The research sub-
sections associated with each major question are listed in the indicated Chapter 
One section. 
 
Table 3.1 Linkages of Research Question to Learning Environment 
Chapter 
One 
Section 
Research Questions Learning 
Environment 
1.4.1 How effective is Inquiry-Based 
Learning in developing successful 
statistical reasoning about 
association between variables? 
Secondary 
School 
University 
Workplace 
1.4.2 How effective is Inquiry-Based 
Learning in developing and 
assessing statistical reasoning? 
University 
1.4.3 What is the impact of student 
attitude towards statistics? 
University 
Workplace 
1.4.4 How effective is Inquiry-Based 
Learning assessment designs for 
assessing statistical reasoning using 
unit standards? 
Workplace 
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The research design consisted of pre and post-test measurements of variables, 
within an inquiry, in order to answer the research questions as outlined in 
sections 1.4.1 to 1.4.4 inclusive. The nature of the data collected was pre-
determined by questions that focussed on performance, giving a score defining 
how well learning in statistics had taken place, and attitude data where the 
derived score indicated the “level of confidence” in the use of statistics.  
Various tests of hypotheses were carried out on these scores to ascertain the 
effectiveness of Inquiry-Based Learning. Data were collected from the 
secondary school and tertiary students after the experimental treatment in a 
post-test setting, which involved using instruments to assess academic learning 
and attitudes towards using statistics. The workplace learners provided both 
pre- and post-test data before and after the changes to their assessment regime 
had been implemented. The first section 3.1 outlines the characteristics of each 
of the three groups of the research participants from three distinct learning 
environments; secondary school, university and the workplace respectively. 
The next section 3.2 outlines instrumentation, ethics and method. It consists of 
four subsections discussing data sources, collection and measurement of data 
with associated statistical methods of analysis in addressing each of the four 
research questions outlined in sections 1.4.1 to 1.4.4 respectively. Section 3.3 
concludes the chapter. 
 
3.1 Research Participants 
My research participants were from three distinct learning and teaching 
environments. They are outlined in the following three subsections as 
secondary school students and teachers, tertiary students, workplace learners 
and members of the Network of Academics in Official Statistics (NAOS). 
 
3.1.1 Secondary School Students and Teacher Panel 
The participants were a subset of 48 final year secondary school students 
sitting the scholarship statistics and modelling examination at the end of 2007. 
This exam, offering a series of awards for academic achievement, is available 
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to final year secondary students in NZ as a prelude to university study. The 
participating students were classed as borderline students having total marks 
either side of the pass mark for a scholarship pass out of the total cohort of 
1200 students. They were chosen because they were judged to have a similar 
background in statistics to the participants from the other environments. There 
were a balance of genders and their ages ranged from 16 to 19 years old. The 
teacher participants were part of a marker’s panel, which included myself, that 
met twice annually in December over the years 2007 to 2009 inclusive. This 
panel numbered eight, nine and ten participants respectively over the three 
years. All of the teacher participants were specialist statistics teachers that 
taught statistics and modelling to Year 13 secondary school students. Some of 
these students were scholarship candidates. This panel included a materials 
developer (MD) who had input into the design of the scholarship statistics and 
modelling examination paper working with myself as the examiner.  
3.1.2 Tertiary Students  
The population of participants were second year undergraduate students at 
Auckland University of Technology (AUT) in the years 2008 and 2009. All the 
participants were enrolled on the Industrial and Experimental Research (IER) 
paper which was their only paper involving statistics. None of these 
participants had sat the scholarship statistics and modelling examination while 
at secondary school. In fact, many of them had the minimum university 
entrance mathematics requirement. Table 3.2 shows the characteristics of the 
population of tertiary student participants who were enrolled on either the 
Bachelor of Sports and Recreation (BSR) or the Bachelor of Dance (BD) over 
the two years. 
Table 3.2 Tertiary Students 
Year Undergraduate 
Degree 
Number Gender Number 
Aged 
Under 22 
     Male Female  
2008 BSR 142 85 57 130 
  BD 8 0 8 0 
2009 BSR 158 90 68 145 
  BD 12 2 10 2 
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3.1.3    Workplace Learners and NAOS Members 
The workplace learner participants consisted of state sector employees that 
were based either in Wellington or Auckland. They were all enrolled in the 
new National Certificate of Public Sector Services (Official Statistics) NCPSS 
(OS) over 2007 and 2008 as the first two cohorts on the national certificate. 
Table 3.3 shows the sizes of each cohort with their associated gender 
breakdown.  
Table 3.3 Population Sizes with Gender 
Year Population Size Male Female 
2007 17 5 12 
2008 28 11 17 
 
The ages of these learners ranged from 20 (first year school leaver) to 50+ 
(staff working in a variety of State Sector organisations) with the majority of 
learners being in the age range 21-30.  The staff participants consisted of a 
subset of NAOS members made up of three staff from Statistics NZ, one staff 
member from Learning State (LS) who ran the national certificate, and a staff 
member from the University of Auckland who taught the unit standard 
covering the content of the bi-variate topic. These staff participated with me in 
four meetings between 2007 and 2009 with a view to improving the operation 
and design of all the four unit standard assessments contained in this national 
certificate as part of the research agenda of NAOS.  
 
The population of the first cohort of workplace learners enrolled on the NCPSS 
(OS) totalled 17 as it was a new national certificate qualification with 
responses being collected from 13 of them. The second cohort consisted of 28 
students who started the learning and assessment programme in 2008. Data 
were collected from the 23 out of the 27 that had completed at least one 
assessment. A classification was carried out over all 71 questions that make up 
the four unit standard assessments, followed by another classification of the 
learners’ responses to the incorrect answers in their first submissions.  External 
validity refers to the extent to which findings can be generalised to other 
populations (Funnell 1996).  The majority of the learners in the first cohort 
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were from Statistics NZ thus affecting the ability to ensure representation of 
the Public Sector as a whole in the sample. However the following cohort, in 
2008, were much more varied in their work backgrounds within the state sector 
and will provide a more balanced sample. As all the possible learners were 
included in this research to date, the ability to generalise findings to a wider 
population of workplace learners that use statistics in their work to some 
extent, is high. 
 
3.2 Data Instruments and Method 
This section outlines the methods used to answer each of the research questions 
in turn. 
 
3.2.1 Data Sources to Answer Research Question One 
The main sources of data were selected from three distinct teaching and 
learning environments. In the case of the secondary students, Year 13 statistics 
and modelling, the two data sources used to address research questions one and 
two were:  
• Selected excerpts of data from the examiners reports pertaining to 
reporting, and 
• student performances with respect to reasoning about association between 
variables.  
These examiners’ reports were sourced from the collection of scholarship 
marker panel reports covering the three years over the period 2007 to 2009. 
Table 3.4 shows the process of how the strengths and deficiencies were 
identified in the examiner’s reports resulting from panel discussions.  
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Table 3.4 Construction Processes for the Examiner’s Report 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
In the identification of strengths, 70% was chosen as the benchmark as it 
represented the cut-off mark for significant performance at merit level. For 
weaknesses, 50% was chosen as the cut-off so the identified weakness 
characteristics would be in the majority. School students in the 2007 
scholarship examination answered the question below that focussed on 
‘statistical reasoning about association between variables’. 
Some kiwifruit have marks that are caused by rubbing between adjacent 
kiwifruit while they are on the vine. Shedz wants to investigate whether the 
size of the mark is related to the weight of the kiwifruit. A random sample of 
Mark Papers 
Identify strengths in 
Statistical Answers 
Identify weaknesses in 
Statistical Answers 
Panel Discussions with 
Ten Participants 
Identify strengths from at 
least 70% of panel 
Identify weaknesses from 
at least 50% of panel 
Strengths and Weaknesses 
recorded in Panel Leader's 
Report for Examiner 
Examiner's Report is 
constructed and 
communicated to teachers 
in NZ by NZQA 
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26 kiwifruit with such a defect was selected. The weight, W (in grams), of each 
kiwifruit was found and the size, S (in millimetres), of each mark was found by 
measuring its greatest width. Table 1 shows the data, Figure 1 shows a scatter 
plot of this data, and Figure 2 shows a residual plot of this data. 
Two regression lines were fitted to the data, one of them to the complete set of 
26 observations, and the other to 23 observations. The equations of the 
regression lines (not necessarily respectively) are: 
                 Line A: S = 0.2724W – 24.293 with R2 =0.8514, 
 and 
                 Line B: S = 0.1450W – 11.384 with R2 = 0.1798 
Write a short paragraph to describe the relationship between the weight of a 
kiwifruit and the size of a mark. Include at least four features of the 
relationship (Q4 (a) NZ Scholarship Exam Statistics and Modelling 2007 .p.3). 
 
Tertiary students answered the question below covering the topic ‘association 
between variables’ selected from the 2009 finals IER paper: 
Ten participants took part in a ten week routine of long bouts of walking. A 
comparative study was carried out to compare waist circumferences (X) before 
and waist circumferences (Y) after the ten week long routine. This gave rise to 
ten pairs of waist circumference measurements (X, Y) in centimetres. 
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The following data were obtained from the ten participants: 
 
Participant Pre-Test (X) Post-Test(Y) 
1 109 104 
2 95 93 
3 89 88 
4 107 103 
5 102 99 
6 99 96 
7 99 100 
8 101 99 
9 87 86 
10 110 103 
 
A line was fitted to the data giving the following equation: 
                   Y = 19.08 + 0.78X with R 2 = 0.94 
Present this data as a scatter-plot and comment on the relationship.              
(Final IER Exam 2009 Q2 (a)) 
 
In the case of the workplace learners the data sources were selected comments 
pertaining to assessing the bi-variate topic with respect to content and 
contextual issues. These resulted from NAOS meeting discussions, and the 
learners’ performance in answering the question below from the US 23268 
assessments about association between two variables.  When interpretations of 
the bi-variate analysis were made then this was regarded to be equivalent to 
commenting on the relationship. 
For the question below you can choose from any of the Hot off the Press 
(HOTP) publications from "http://www.stats.govt.nz/products-and-
services/info-releases/default.htm" Statistics NZ website. 
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Choose a bi-variate analysis and make three interpretations from plot(s), model 
and/or correlation measure (US 23268 Assessments 2007 Q10). 
In all three learning environments the questions selected were similar with 
respect to the requirement for students/learners to make observations and draw 
conclusions from scatter plots and fitted models, with the data having a given 
context. The variables that were measured from each written answer consisted 
of the following: 
1. Learning Environment category (school, university or workplace). 
2. Nature of each observation relating to a particular statistical concept. The 
four categories for the nature of observation were taken as type of 
relationship (positive/negative, linear/nonlinear), strength of relationship 
(correlation coefficient value), fitted line characteristic (gradient, intercept, 
coefficients, coefficient of determination) and scatter plot characteristic 
(subgroups, outliers, piecewise, amount of scatter). The frequencies of each 
observation were measured. 
3. The four categories in 2 above were combined into two larger categories 
denoted by A and B so that A represented scatter plot characteristics like 
“there is an outlier at (2,1)” and strength of relationship and B represented 
type of relationship and fitted line characteristics like “the fitted line has a 
gradient of 2.1”. 
4. Linkages of statistical concepts were tabulated into four categories denoted 
by AA, AB, BA and BB. A linkage was coded from student /learner 
answers, written in a paragraph, as follows:  A comment about “scatter of 
points” followed by a comment about “fit of line” would be denoted by the 
AB category whereas the reverse denoted by the BA category.  The coding 
AA would be applied to two comments about “scatter of points” following 
each other and BB by two comments about “fit of line” following each 
other. The frequency of each concept linkage category was recorded 
against the categories AA, AB, BA and BB for each learning environment.  
5. Two levels of statistical reasoning associated with each observation that 
were without context denoted by L1, and with context denoted by L2. An 
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example of a L1 comment would be , “the points are positively correlated” 
whereas a L2 comment would introduce some context like “ there is a 
positive correlation between the size of the mark and the weight of the 
kiwifruit”. The number of observations within each of these two categories 
L1 and L2 were recorded. 
6. Comments about strengths and weaknesses from the marker panel reports. 
The frequencies of these comments were recorded against year of 
examination. 
7. Comments about the teaching of the bi-variate topic from the meetings of 
the NAOS members. 
3.2.1.1 Teacher Panel Reports 
To address the first research sub-question: “What are the strengths and the 
deficiencies in statistical reasoning about association between two variables?” 
data were collected from examiners reports that were based on observations 
and discussions emulating from a panel of teachers that marked the scholarship 
statistics and modelling exam over the three examination rounds, spanning the 
years 2007 to 2009 inclusive. These published reports, collated from marker 
panel member contributions, were used with permission of New Zealand 
Qualifications Authority (NZQA).   Table 3.5 gives the total number of 
candidates that sat the scholarship statistics and modelling exam over the three 
years. 
Table 3.5 Scholarship Statistics and Modelling Candidates 
Year 2007 2008 2009 
Total Number 1200 1350 1505 
 
There was a collaborative effort by a group of teachers as part of a panel 
including the researcher, with the objective of improving their own teaching of 
the bi-variate topic. After each scholarship examination round there were 
discussions and reporting of student performance in terms of strengths and 
weaknesses in the student answers for the bi-variate question. As per the 
process shown in Table 3.4, these discussions and reports were fed into 
constructing the examiner’s report for communication to teachers. According 
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to Kemmis and McTaggart (1988) this type of research is classed as action 
research. This group of teachers were concerned about appropriate statistical 
content and contexts to use when teaching and assessing the bi-variate topic, 
which was being used as the basis for an internally assessed project topic. 
Lewin (1946) illustrated four steps of the action research spiral as:  
• Plan: To improve student’s ability to write about data pertaining to 
association between variables. 
• Act:  To teach appropriate statistical content with context. 
• Observe: Student essays about a bi-variate situation. 
• Reflect: Identify strengths and weaknesses as a basis for refinement of 
teaching strategies and input into the following year in preparing a new 
cohort of students for the scholarship examination. 
 
One of the members of the panel also acted as a materials developer in 
designing the bi-variate question in each examination round, taking into 
consideration the group’s reflections. The teacher participants had the 
opportunity to undertake an enquiry cycle trialling practical ideas from past 
scholarship papers, testing solutions to real problems and refining their 
practice. In effect, the teachers participated in a community of learners deriving 
meaning from their own teaching practice, reflecting based on evidence from 
exam papers and actively collaborating, on an annual basis, with their 
colleagues on the marker panel.  
 
In the years 2007 to 2009 inclusive there were 3 action research cycles 
spanning from planning at the start of 2007, to reflection, at the end of 2009.  
The following key points from Kemmis and McTaggart (1988, p. 22) pertain to 
this action research study: 
1. Action research improves education by changing it and learning from the 
consequences. At the end of each examination cycle student answers to the 
bi-variate question were reviewed with the intent of making improvements 
in the teaching of this topic in the following year. 
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2. Action research is participatory in the sense that people work towards the 
improvement of their own practices. All of the teachers in the panel 
involved in this improvement exercise were teaching statistics and 
modelling to Year 13 students and preparing them to sit the scholarship 
statistics and modelling examination. 
3. Action research requires the collection of data as compelling evidence of 
whether the previous practices need changing. Data were collected on 
strengths and weaknesses in student answers with respect to content 
knowledge and their ability to make contextual links. This data were used 
as a basis in the reflection process in order to make changes in the design of 
the examination paper for next year’s students. 
4. Action research is a political process as it involves us in making changes 
that will affect others. These changes would impact on the students that 
chose to study statistics and modelling the following year with a view to 
sitting the end of year scholarship examination. 
5. Action research allows us to give a reasoned justification of our educational 
work to others. There was enough evidence collected to justify any changes 
in the teaching of the bi-variate topic. 
 
All of the teachers were trained and received feedback from students/learners 
on the quality of their teaching with respect to examination performance. The 
secondary teachers received annual examiners reports; there were learner 
feedback discussions between assessor and teacher in the workplace; and in the 
tertiary environment there was student feedback on content and delivery of the 
IER paper through the Institutional Research Unit (IRU) at AUT. The 
curriculum and assessment specifications were reviewed annually and 
independently by me as the researcher. Other similarities inherent in the chosen 
design were that; each group of the student/learners received a first 
comprehensive course of the bi-variate topic, the concepts taught to each group 
were very similar as outlined in Chapter Two, and all of the examination 
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answers under comparison were based on an inquiry situation completely 
introduced within the paper. 
3.2.1.2 Student/Learner Responses 
In order to address the second research sub-question:  “Do different teaching 
and learning environments have an influence on the development of successful 
statistical reasoning about the association between two variables?” the 
following data were collected by classifying responses from samples of 
students and learners from the three learning environments: 
1. Data on specific responses to reasoning about association were collected 
from 20 students of demonstrated borderline ability from a subpopulation 
of 51 students who obtained either 24 or 25 out of 48 in the 2007 
Scholarship examination in Statistics and Modelling.  
2. The tertiary sample consisted of 60 student responses that answered 
question 2(a), selected out of the 129 students that sat the final exam in 
statistics in 2009. Data were collected on their statistical reasoning in 
answering the particular bi-variate topic question on association between 
two variables.  
3. The workplace sample consisted of the 20 learners out of the total 
population of 45 learners that had answered the bi-variate question in the 
US 68 assessment (refer Appendix One) over the 2007 to 2008 period. The 
minutes of a part of a NAOS meeting held to review the teaching and 
assessment of the bi-variate topic were recorded. 
In order to balance the differing size samples from the three learning 
environments so that the number of observations to the bi-variate question 
overall would be similar for analysis purposes (given that there was only 20 
learner responses possible from the workplace), the number selected from the 
tertiary environment was set at 60 and a matching 20 was selected from the 
secondary school students. The following Table 3.6 gives the total number of 
distinct observations to the bi-variate question for each of the learning 
environments. 
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Table 3.6 Total Number of Observations 
Learning Environment Number of Observations 
Secondary School 158 
Tertiary 166 
Workplace 151 
 
A comparative approach was used where three different learning and teaching 
environments were examined, with respect to student/learner answers to the bi-
variate questions in terms of content and context of observations. The 
questions chosen all had the following three common characteristics: 
1. The given information was in the form of a scatter plot and a given fitted 
straight line model was supplied with its coefficient of determination value. 
2. There was a context provided in terms of either a report or a project. 
3. The requirement of making observations was asked as a question. 
Table 3.7 below shows the examination cycles from the three learning and 
teaching environments where the particular bi-variate question would be 
attempted between the pre and post moderation stages of the cycle. 
Table 3.7 Examination Cycles 
Teaching & 
Learning 
Environments 
Question 
Setting 
Pre 
Moderation 
Question 
Design 
Post 
Moderation 
Question 
Marking 
Question 
Review 
Secondary Materials 
Developer 
(MD) 
Materials 
Critiquer 
(MCR) 
Independent 
Checker 
(IC) 
Examiner/ 
MD 
Tertiary Paper 
Leader 
Staff 
Member 
Staff 
Member 
Examinatio
n 
Board 
Workplace Seminar 
Presenter 
Learning 
State 
Learning 
State 
Staff 
Meeting 
 
As the researcher in all three learning and teaching environments, I worked 
with the materials developer, paper leader and seminar presenter in the design 
of the content and context, and the review of the bi-variate questions. The bi-
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variate question in each case was moderated independently both before, with 
the design of the examination paper, and after the assessment had been carried 
out, with the marking. In the design of the experiment the data were treated as 
if it were an experiment   The following Table 3.8 summarises the 
characteristics of each of the variables that were identified as having an 
influence on the outcome over the three learning environments. 
Table 3.8 Influencing Variables by Learning Environment 
Influencing Variables Learning Environment 
  Secondary 
School 
Tertiary Workplace 
Type of Assessment 
Specification 
Achievement 
Standard 
Learning 
Outcomes 
Performance 
Criteria 
Average Learning 
Time on  Bi-variate 
topic (estimated) 
30 Hours 25 Hours 20 Hours 
Average time to 
answer question 
30 mins 25 mins 20 to 40 
mins 
Availability of tutorial 
provision 
Within learning 
time 
Yes Yes 
Type of question about 
association 
PBE PBE PBE 
Teacher/ Lecturer 
Training 
Yes  Yes Yes 
Background of 
student/Learner 
Average Average Average 
 
None of the variables in Table 3.8 were manipulated however the design 
enabled some control to be exercised over their influence on a student’s ability 
to reason statistically about bi-variate association. In the consideration of the 
background of the student, it was estimated that the average marks of each 
learning environment group was between 4 and 9 percent above the set pass 
mark as shown in Table 3.9 below. 
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Table 3.9 Statistical Background for Student/Learner 
Learning 
Environment 
Average Pass Mark % Above Average 
Secondary School 24.5 23.5 4.3 
Tertiary 19 17.5 8.6 
Workplace 87 83 4.2 
 
In the case of the workplace learners, these estimates were calculated from the 
percentage of learners that answered the bi-variate question correctly. This is 
compared with the estimated average that is used for the standards based 
assessment, in which five correct answers out of six achieves a pass. The value 
is much higher due to the question being attempted by the learner, as well as 
the question being standard based assessed under non formal examination 
conditions. 
 
In preparation for statistical analysis, the frequencies of distinct observations 
were tabulated and condensed for comparison purposes between the three 
learning and teaching environments. The frequencies of the observations in the 
categories A, B, L1 and L2 were also recorded and cross tabulated. The 
connectivity classifications AA, AB, BA and BB were cross tabulated with 
learning environment. Bar charts (Monge & Williams 2001, p. 31) were 
constructed to show the comparisons of the frequencies pertaining to the 
classifications A, B, L1 and L2 between the learning and teaching 
environments.  Chisquare tests (Monge & Williams 2001, p. 113) were carried 
out to test for significant differences in the classification between the three 
learning and teaching environments. A Log-Linear model analysis (Binnie 
2009) was performed in order to analyse two-way and three-way interactions 
between learning and teaching environments, topic categories (A, B) and 
reasoning levels (L1, L2).  
 
To address confidentiality, the secondary school students and workplace 
learners used their NSN numbers on their assessments, and the tertiary students 
used their ID numbers so they could not be identified in the recording and 
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reporting of this research. Permission was obtained from all of the examination 
participants, by the use of a letter of invitation seeking consent (Appendix 
Five), to use their examination results after their assessments had been marked 
and their results submitted. This letter contained a plain language statement 
which laid out the intent of the research and how they would benefit from the 
results. The participants were free to withdraw and can request a copy of the 
results. Permission was given by NZQA to use the examiner reports 
constructed from student performance in the 2007 to 2009 scholarship 
examinations. Permission was also sought and given by NAOS to use minutes 
of meeting discussions. 
 
The design of the research was chosen so there was no need to manipulate any 
variables, thus the teaching and assessment strategies for each group within the 
particular learning environment proceeded as normal with no changes.  
Independent checks were carried out to ensure consistency in all of the 
assessments. These checks were carried out by another staff member for the 
IER exams, two materials critiquers for the scholarship exams, and a staff 
member from Learning State for the workplace unit standard assessments. In 
addition, another teacher acted as a materials developer in the design of the 
scholarship examination paper question on the bi-variate topic over the three 
years. In the reliability of the secondary school data, student responses to the 
bi-variate question were examined over a period of three years. 
 
3.2.2 Data Sources and Variables to answer Research Question 
Two 
This research question examines the effectiveness of Inquiry-Based Learning 
in developing and assessing statistical reasoning in the university learning 
environment. The main sources of data were the scores of the IER students on 
the questions in their finals examination papers over 2008 and 2009. These 
examinations consisted of a mixture of both inquiry-linked questions and non 
inquiry-linked questions. These inquiry-linked questions were of two kinds. 
The first was linked to the lecture series that preceded the examination and the 
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second was linked within the inquiry itself.  The three major variables 
associated with this comparative method were: 
1. Test Score (mark obtained for IER examination question). 
2. IER Examination Assessment Approach (Inquiry-based (IB) /Non inquiry-
based (NIB)/ Inquiry-based examination only (IBE)) and Type of Question 
(long answer/multiple choice). 
3. Question Part Classification (two levels of statistical reasoning required to 
answer each question part denoted by R1 (recall with/without context) and 
R2 (applying with/without context)). The mark obtained for each 
classification was recorded for the relevant question part. 
 
For the tertiary students, examination answers with associated scores were 
taken from 116 and 129 students who sat the final IER examination out of total 
cohorts of 140 and 170 students in the years 2008 and 2009 respectively. These 
scores were obtained from an inspection of examination marks over a range of 
questions from the complete final exam paper. Questions were categorised into 
inquiry-based (IB) or non inquiry-based (NIB) and within those categories - 
multi choice (MC) or long answer questions (LA), recall (R1) or application 
(R2). A similar categorisation was made for whether the question was linked to 
a teaching based inquiry (IB) or an assessment based inquiry (IBE). The 
comparative research design that was employed ensured that the following 
variables as shown in Table 3.10 below were the same for both the 2008 and 
2009 populations of students and that there was no interference to the normal 
teaching and assessment cycle of the IER paper each year. 
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Table 3.10 Objectives for the Control of Influencing Variables 
Influencing 
Variables 
Objective of Design over 2008 and 2009 
Content Unchanged 
Lecturer Same person 
Exam Format was unchanged 
Context Mixture of PB, PBE and NPB 
Paper Length Unchanged 
Timing of Exam Unchanged 
Student Background Similar 
Class Time Both 1pm in afternoon 
 
A comparison was also made between the median scores of 2008 and 2009. 
This comparison had the objective of confirming that the student backgrounds 
were similar over these two years.  
The two research sub-questions were: 
1. In assessment, do students perform significantly better in questions that are 
linked by an inquiry as opposed to those questions not linked by an 
inquiry?  
2. In assessment, do students perform significantly better in questions that are 
linked by an inquiry used in teaching as opposed to those questions linked 
by an inquiry used solely in the assessment?  
 These sub-questions, which are in the form of hypotheses to be tested, will 
help to ascertain whether inquiry-based teaching and resulting assessments 
would ensure a higher academic achievement. 
For both IER exams the scores were presented as summary statistics giving the 
mean, median and standard deviation (Monge & Williams 2001, p. 37) within 
their question categories (MC or LA and IB, NIB or IBE). The comparisons 
between IB and NIB and IB with IBE were presented as box and whisker plots. 
Paired T-Tests (Monge & Williams 2001, p. 79) were carried out to compare 
the mean scores between the various types of questions and to compare the 
mean scores of question parts having the same reasoning category to answer 
between IB, NIB and IBE questions. Confidence intervals (Monge & Williams 
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2001, p. 49) were constructed to provide likely range estimates of the mean 
differences. The median scores were also compared and the independent T test 
(Monge & Williams 2001, p. 79) was used to compare categories of 2008 
question scores with those in 2009. 
 
The examination scores were summarised into three categories according to 
whether the exam question was based on the inquiry-based teaching example 
(IB), inquiry-based exam example (IBE), or neither of these (NIB). This 
enabled comparisons to be made using both a box and whisker plot and 
summary statistics. To test for significant differences between the mean scores 
of these three categories, paired tests of significance using T-Tests were carried 
out. Normality tests were also carried out to determine the underlying 
distributions of scores. As the sample sizes were large, 116 in 2008 and 129 in 
2009, the central limit theorem ensured that these T-Tests could be performed 
with the assumption of normality not required for the underlying population 
distribution. In a comparison between 2008 and 2009, independent sample T-
Tests were carried out in comparing student performance in the scores they 
obtained in the reasoning about association question. 
 
The research design was chosen so that there were no manipulations or 
interventions required with any of the variables in the normal running of the 
IER paper teaching and assessments. I had been teaching this paper since its 
inception and the teaching content of this paper along with the lecture Power 
Points, supplied to the students via AUT online, had been independently 
moderated. There had been no changes to content or to the inquiry-based 
delivery of this paper. The papers were only able to be identified by student ID 
numbers and approval had been given by the students to record their marks for 
research purposes after their results had been submitted and approved by Exam 
Board. 
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The less variation an instrument produces in repeated measurements of an 
attribute, the higher its reliability (Polit & Hungler 1995).  A reliability 
analysis was carried out by a comparison of the student’s total score between 
the 2008 and 2009 IER final examinations. This reliability analysis was a test 
to confirm that the students’ ability in statistics was similar over the two years 
that were being compared. Split half reliability was applied to the academic 
learning scores in a comparison of the inquiry-based and non inquiry-based 
teaching and assessment approaches. Validity refers to the degree to which an 
instrument measures what it is supposed to be measuring (Polit & Hungler 
1995). The academic learning in statistics was measured according to the 
extent to which a statistical concept was linked to the context of an inquiry as 
per the framework articulated in section 2.1.  The marks awarded both in the 
IER exam and scholarship exam were considered to be an adequate measure of 
academic performance in statistical reasoning.  
 
3.2.3 Data Sources and Variables to answer Research Question 
Three 
This research question examines the impact of student attitudes towards 
statistics in a university learning environment. There were 24 responses to the 
statistical reasoning (STATRES) questionnaire and confidence in statistics 
questionnaire collected from the IER students. This represented a 40% 
response rate from those surveyed that were selected from two streams of IER 
students out of a total cohort of 60 students. The responses to the ‘confidence 
in using statistics’ questionnaire was completed along with a background 
knowledge questionnaire. The three major variables associated with this 
method were: 
1. Attitude Score (refer Appendix Two). This score has four components with 
the number of sub components of each being shown in brackets totalling 
28; affect score (6), cognitive competence score (6), value score (9) and 
difficulty score (7). 
2. Background Experience Score (refer Appendix Four). 
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3. Academic Learning Score (refer STATRES Questionnaire (Appendix 
Three)). 
The scores each student obtained in the ‘confidence in using statistics’ 
questionnaire was recorded alongside their academic learning score and 
background score.  The STATRES and Confidence in Statistics questionnaires 
were used to collect data to ascertain the impact of attitudes on a student’s 
ability to reason statistically while taking into account their background 
knowledge in statistics. The attitudes that have the greatest effect are analysed 
in Chapter Five.  
 
A hypothesis test is used to ascertain whether various components of 
confidence in using statistics impact significantly on academic achievement in 
the statistical analysis involving projects.  Gal and Garfield (1997) concluded 
those students’ attitudes and beliefs that impact on their confidence regarding 
statistics deserve attention for three reasons; 
• their role in influencing the teaching/learning process, 
• their role in influencing students’ statistical behaviour after they leave the 
classroom, and 
• their role in influencing whether or not students will choose to enrol in a 
statistics course later on, beyond their first encounter with statistics. 
All of these reasons have a direct link to a student’s academic learning. In the 
comparison of student outcomes between an inquiry-based and a non inquiry-
based approach, both a test score and an attitude score were compared. The 
instrument used for assessing students’ attitudes and beliefs towards statistics 
was the “Survey of Attitudes towards Statistics” (SATS) (Scau, Stevens, 
Dauphinee& Del Vecchio, 1995). It consists of 28 seven-point Likert-type 
items measured on an interval scale giving the four components of tertiary 
students’ attitudes (refer Appendix Two). It was valid for students in the 
tertiary environment on the basis that: 
• it was developed from revisions of earlier scales, 
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• it was general enough to be applicable to most statistics courses for tertiary 
students. 
• it included items that measured both positive and negative attitudes, 
• the four component categories of items provided a good coverage of a 
student’s attitude with respect to the learning of statistics, and 
• there was the facility to extend this scale to include further items. 
 
Further data were collected from the background questionnaire (refer Appendix 
Four) from each student that completed the survey of attitudes questionnaire. 
For each respondent an overall background score was obtained in the range 
two to six by summing two scores generated from answers to questions 2 and 4 
as shown by Table 3.11. 
Table 3.11 Overall Background Score 
Answer to Q2 Answer to Q4 
Background Experience 
Category Score Category Score 
Poor 1 None 1 
Some 2 Some 2 
Lots 3 Lots 3 
 
Each question in the twelve question STATRES questionnaire (refer Appendix 
Three) was scored, giving a best possible total of 24, according to the 
following scoring rubric outlined in Table 3.12. 
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Table 3.12 Scoring Rubric for STATRES 
Scoring Rubric 
2 points 
* gave correct explanation 
* complete explanation 
1 point 
* incomplete explanation 
* some deficiencies in answer 
*started a correct explanation  
0 points 
* no answer 
* incorrect explanation 
 
This total score was matched to the SATS questionnaire attitude scores and the 
background score for each respondent. The confidence in statistics 
questionnaire was from an established researched scale (Scau, Stevens, 
Dauphinee& Del Vecchio, 1995; Dauphinee, Schau & Stevens 1997).  The 0, 1 
and 2 scoring mechanism employed to score the STATRES responses was 
based on a scale validated by Colvin and Vos (1997).  In the analysis of the 
attitudes towards statistics, pair-wise correlations (Monge & Williams 2001, p. 
127) between the component scores and summary statistics giving the mean, 
median and standard deviation (Monge & Williams 2001, p. 37-41) of each 
component scores were calculated. A multiple regression model (Monge & 
Williams 2001, p. 153) was fitted in order to see the impact of attitudes on 
statistical reasoning ability; subsequently the model was partitioned according 
to two categories of ‘background of student’ based on knowledge and 
experience. Contour plots were constructed to visually show the effects of 
attitudes towards statistics on statistical reasoning. 
 
The questionnaires (Appendices 2, 3 and 4) were posted out with an invitation 
to participate (Appendix Five) by completing the questionnaires. These 
questionnaires were returned in a stamped addressed envelope. A plain 
language statement was included in the mail out with the proviso that the 
respondent could withdraw their data at any time and would not be identified in 
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any way in the results. The respondent could also request a copy of the results. 
A scale was used for the confidence in statistics questionnaire that was 
validated by Colvin and Vos (1997).  
 
3.2.4 Data Sources and Variables to answer Research Question 
Four 
This research question examines the effectiveness of Inquiry-Based Learning 
in assessing statistical reasoning using unit standards in the workplace.  The 
main data source consisted of an examination of a spreadsheet of 
administrative records that was part of an ‘extant database’ already available in 
records.  Learners requested their assessments and then submitted them on 
completion. They either passed first time or a re-sit of specified questions that 
were incorrectly answered was required. A further process of resubmission 
would then take place continuing until all of the questions had been answered 
correctly in each of the four unit standard assessments. 
In order to collect data, the following four data sources were used. 
1. An examination of a spreadsheet summary of learner responses to the 
assessments as an extant database of dates covering dates of requests, date 
of submission of corrected answers to questions and final completion date.  
2. An examination of assessment questions (total 71) in Learning State’s 
Assessment Guides for each of unit standards (4). 
3. An examination of the incorrect answers to questions. 
4. Selected comments from NAOS meetings pertaining to reviewing the 
design and operation of the unit standard assessments. 
The variables that were associated with these data sources were as follows: 
1. Unit Standard Assessment Questions (71), Unit Standards (4), order of 
questions within each of the unit standard assessments. 
2. Background knowledge, amount of tutorial assistance. 
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3. Request date for an assessment, date of submission for a completed 
assessment, date of submission for corrected aspects of incorrect answers to 
questions, statistical reasoning levels required for a correct answer to 
individual questions. 
 
The research sub-questions, which aim to examine the effectiveness of Inquiry-
Based Learning in assessing statistical reasoning using unit standards, are 
outlined in two parts. Initially the following two questions are asked. “Have the 
assessment tools been designed appropriately with respect to the levels of 
statistical reasoning? What changes should be made to these assessment tools 
following the 2007 pilot cohort findings?” After changes to the unit standard 
assessment tools the effects of the changes to these assessment tools are 
compared between the 2007 and 2008 cohorts. 
 
The research methodology followed here is an action research as it is a form of 
collective self-reflective enquiry undertaken by myself, as the researcher, in 
order to improve the rationality of my own educational practice (Kemmis & 
McTaggart 1988).  The practice being improved is in the design and 
implementation of these unit standard assessment tools. According to Kemmis 
and McTaggart (1988) an action research study improves education by 
changing it and learning from the consequences. Here data pertaining to the 
first cohort of workplace learners was collected. Then changes were made to 
the assessment tools, with respect to design, in readiness for the second cohort 
in 2008. This research process consisted of one action research cycle (Kemmis 
& McTaggart 1988, p. 14).   At the end of the assessment cycle these 
assessments were reviewed by the NAOS group, with the intent of making 
improvements to the design and operation of these unit standard assessments.  
The five key points raised in section 3.2.1 from Kemmis and McTaggart (1988, 
p. 22) also apply in the context of these workplace assessments.  Action 
research develops through the action research spiral. This action research spiral 
(Kemmis & McTaggart, 1988, p. 11) contains four elements in each spiral; 
plan, act and observe and reflect. These elements were followed by the 
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following activities in order; planning of the assessments, using the assessment 
tools and then reflecting both on their administration and on the learner’s 
responses to them. Finally action research allows us to give a reasoned 
justification of our educational work to others. There is enough evidence 
collected to justify the changes that were made on reflection. 
Following Kemmis and McTaggart (1988, p. 22) eight planning steps six 
NAOS members pursued the objective of improving the assessment tools and 
seminar organisation. Feedback and rationale for change were discussed within 
this group both formally and informally. Data were also collected from the 
extant database, which gave a series of submission dates, informal feedback 
from participants at the seminars, nature of requests for statistical assistance, 
and requests at tutorial sessions. The delivery arrangements and design of the 
assessments were changed as a result, with details provided in Chapter Six. 
Pre-moderation of the revamped assessments was required through the Industry 
Training Organisation (ITO), Learning State (LS), and advertised adjustments 
to the seminar arrangements were updated on the webpage.   
 
The times taken by the learners to do the assessment and to complete any 
correction requirements were calculated from the data.  As part of the data 
analysis, a classification of each question into its appropriate statistical 
reasoning category, as defined in Table 2.1, was also performed.  The sources 
of error in the incorrect answers that were required to be redone by the learners 
were recorded.  
 
In the analysis of assessment design the questions in each unit standard 
assessment were classified with a reasoning level (refer Table 2.1). Frequency 
tabulations in the guise of contingency tables were constructed; cross-
tabulating these five reasoning levels to unit standard assessment questions. In 
the case of learner responses, the number requiring re-sits per question were 
recorded. Contingency tables covering reasoning levels (5), unit standard 
questions and error count on specific questions were constructed. Chisquare 
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analysis (Monge & Williams 2001, p. 113) was performed to test for 
significant relationships. In the case of 2 x 2 tables having an expected 
frequency of less than five Yates corrections for continuity was applied in the 
calculation of the chisquare value. Tables of completion times and re-sit times 
were constructed for each learner over the four unit standards. These times 
were calculated as:  
• Completion Time = The greater of: Submission Date – Issue Date or                                     
Resubmission Date – Issue Date 
• Re-Sit Time = Resubmission Date – Feedback Date 
The Mann-Whitney hypothesis test (Monge & Williams 2001, p. 119-120) was 
performed on the completion and re-sit times in order to test for significant 
differences in the medians. These analyses were repeated for the 2008 cohort 
of workplace learners. 
 
This research was designed around normal practice so that no learner was 
disadvantaged. Consent was obtained from the learners to use answers to re-sit 
questions. Their National Student Numbers (NSN) enabled privacy, security 
and confidentiality to be applied to the collection, recording and presenting the 
data respectively off the extant database. This extant database contained dates 
of issue, submission, resubmission and feedback. The assessment guides 
produced by Learning State were in the public domain. The marking of the 
Unit Standard 232 68 (US68) Q10 (refer Appendix One) and follow up 
questions for re-sits were post moderated by Learning State. Consent was 
obtained to use review discussions from the NAOS group.  In the comparison 
of the unit standard assessments in the workplace, US 68 was kept unchanged 
when the design and operation of the unit standard assessment tools was 
reviewed.  
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The workplace learners were either correct or incorrect in their answers to 
specific unit standard questions. The incorrect answers were classified 
according to the type of error.  
3.3 Conclusion 
A range of research methods have been outlined in sections 3.2  to address the 
research questions outlined in sections 1.4.1, 1.4.2 and 1.4.3 respectively. 
These methods all involved identifying variables from appropriate data 
sources, collecting, recording and measuring the data while ensuring validity 
and ethical considerations within the various methods. Appropriate statistical 
analyses were then carried out on the data. Table 3.13 below provides a 
summary of the research questions with their associative participants and data 
sources. 
Table 3.13 Participant and Data Source Summary 
Research 
Questions 
Participants Data Sources 
1.4.1 Secondary School Students Examination Answers 
  Secondary School 
Teachers 
Panel Discussions 
  Tertiary Students Examination Answers 
  Workplace Learners Assessment Answers 
1.4.2 Tertiary Students Examination Answers 
1.4.3 Tertiary Students Questionnaire 
Responses 
1.4.4 Workplace Learners Assessment Answers 
  Seminar Presenters Discussions 
 
 
The overriding theme of the next three data analysis chapters is statistical 
reasoning. Chapter Four provides a comparative study about statistical 
reasoning with association over the three distinct learning environments.  
Chapter Five provides an examination of the effects of Inquiry-Based Learning 
and teaching and confidences in using statistics on the ability to reason 
statistically after teaching has taken place. Chapter Six provides an 
examination of the relationships between unit standard assessments and 
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statistical reasoning with respect to the design of questions and learner 
responses in answering those questions after teaching has taken place. In all 
these chapters the data is presented and analysed.  
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C H A P T E R  F O U R  
Statistical Reasoning about Association 
The topic “statistical reasoning about association” was chosen as it was 
common to all three learning and teaching environments and is regarded as a 
fundamental topic in statistics. This chapter is divided into three sections. The 
first section 4.1 analyses the trends in statistical reasoning about association in 
the secondary school environment over the years 2007 to 2009 inclusive. The 
association between two variables describes the relationship between two 
measures that can be measured numerically. Next a linear model is deduced to 
fit this relationship. Section 4.2 then analyses the impact of three distinct 
learning and teaching environments covering secondary school students, 
tertiary students and workplace learners separately on statistical reasoning 
about association when they answer a bi-variate question. An analysis is 
provided comparing these three environments in section 4.3. The limitations of 
the analyses are discussed in section 4.4. This chapter finishes with a summary 
of findings in section 4.5. 
4.1 Statistical Reasoning about Association at 
Secondary School 
In the area of developing statistical reasoning about association between 
variables, the following research question, previously stated in section 1.4.1, is 
addressed for the secondary school students by using marker panel reports 
from the Scholarship examination marking panel, which included the author, 
over the three years 2007 to 2009 inclusive. This analysis identifies the major 
strengths of those students who achieved the scholarship standard. The 
weaknesses out of those students who didn’t achieve the scholarship standard 
are also analysed. The basis for identifying these strengths and weaknesses was 
the student performances in answering the following bi-variate question for 
each of these three years. 
What are the strengths and weaknesses in statistical reasoning pertaining to 
association between two variables?    
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To answer this, the research question was split up into the following two 
component questions: 
1. What were the strengths in statistical reasoning pertaining to association 
between two variables out of the students who achieved scholarship? 
2. What were the weaknesses in statistical reasoning pertaining to association 
between two variables out of the students who didn’t achieve scholarship? 
 
A comparison was carried out of statistical reasoning about association with 
the examination of the panel reports for the student performances in all the 
scholarship questions relating to association between variables over the three 
years 2007 to 2009. These were used with permission from the New Zealand 
Qualifications Authority ( NZQA).. In each of these years, based on a different 
practical theme, there was a question involving ‘reasoning about association’ 
that always consisted of the following three requirements as outlined below. 
1. At least three observations to be made from a given scatter plot and 
equation(s) of fitted models. 
2. A prediction using the given fitted model of a straight line along with a 
comment on the validity of that prediction. 
3. A brief explanation required of how the fitted model could be improved by 
bringing in additional independent variables. 
 
In answering each of the bi-variate questions, there was the need for students to 
be able to communicate statistical ideas with clarity and efficiency. In addition, 
these ideas needed to be described ’in context ‘to a real situation with the 
practicalities of an answer being clearly articulated. The emphasis of this 
question was on students’ ability to tackle a “thinking” type of question, 
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involving interpretations and drawing conclusions, as opposed to a 
“calculating” type of question.   
 
The next two subsections 4.1.1 and 4.1.2 provide a summary analysis of 
students’ strengths and weaknesses in reasoning about association over these 
three years. They are based on the panel’s summary of selected excerpts from 
the panel reports resulting from discussions and reflections on student 
performance after marking. 
 
4.1.1 Strengths in Reasoning about Association 
A characteristic was classified as a strength if it was identified as evident by at 
least 70%, which represented seven participants of the marker panel. Table 4.1 
provides a tabulation of the percentages of the marker panel that identified that 
each strength characteristic listed was evident. 
Table 4.1 Strength Characteristics (%) identified by Panel 
Strength 
Characteristics 
Year 
2007 2008 2009 
Effective communication of 
statistical ideas 
80% 80% 80% 
Varied statistical thinking 70% 70% 70% 
Wide coverage of content 70% 70% 70% 
Key features of data and 
graphs identified 
70% 70% 80% 
Choice of best fit model 
justified 
70% 80% 70% 
Validity of predictions 
justified 
80% < 70% 90% 
Possible other independent 
variables identified 
< 70% 70% 70% 
Limitations of analysis 
described 
< 70% <  70% 70% 
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Students demonstrated a solid understanding of the key features of linear, non-
linear and piecewise graphs and functions in their answers. They demonstrated 
an advanced level of statistical thinking by correctly interpreting, identifying, 
and writing about correlation, outlier and scatter-plots.  In addition, they 
identified the key features of the data and graphs provided by making 
statements based on the features of the data and the information provided, with 
interpretations made relevant to the context of the data. Most students were 
able to calculate predictions and a strength shown by the students here was 
being able to justify the validity of their predictions, which was identified by 
90% of the panel in 2009. The students were able to assess the strength of the 
evidence provided using appropriate statistical techniques. In suggestions for 
model improvement, students were able to apply their knowledge effectively to 
given situations by extending their thinking to the impact of other contextual 
factors. Overall, the generic strengths demonstrated by their correct answers 
were: 
• answers were set out in a clear and logical way with a high level of 
advanced statistical thinking. 
• demonstrated effective communication of statistical ideas with clarity and 
efficiency of observations. 
• well developed statistical reasoning skills by relating statistical theory to 
the context of problems to present valid solutions, descriptions or 
conclusions. 
• high level critical thinking when answering questions, and 
• presentation of concise reports that had a clear structure and were written 
using correct statistical terms. 
 
The next subsection outlines the various weaknesses identified in reasoning 
about association. 
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4.1.2 Weaknesses in Reasoning about Association 
A characteristic was classified as a weakness if it was identified as such by at 
least five members of the marker panel. Table 4.2 provides a tabulation of the 
percentages of the marker panel that identified each weakness characteristic.  
Table 4.2 Weakness Characteristics (%) identified by Panel 
Weakness 
Characteristic 
Year 
2007 2008 2009 
Comments vague, irrelevant and 
repeated 
70% 50% 50% 
Unable to combine content from 
levels 2 and 3 
50% 60% 50% 
Lack of context in total answer 50% < 50% < 50% 
Unable to discuss features of 
scatter plot 
80% 60% 70% 
Unable to discuss features of 
model including Rsq 
50% 60% < 50% 
Wrong choice of model / weak 
or no validity argument 
50% 80% 100% 
Model improvements / 
identification of other variables 
not justified 
80% < 50% 60% 
 
 
The main weakness with making observations was that the students made 
vague, superficial, and irrelevant comments; often repeating the same feature 
in different words. Students regurgitated the same point several times and were 
unable to correctly identify and discuss features of a graph. The correlation was 
not fully described as in many cases only one of the descriptions “positive” and 
“linear” was being used. Correct terminology was not used, for example, 
stating that the size of the mark was proportional to the weight of the fruit. 
They were confused about time series and bi-variate graphs and interpreted the 
time series as an association and the bi-variate graph as a variable associated 
with time. In some cases when students had the choice of two line models in 
making predictions, they were worried by the negative prediction calculated 
using one line so they incorrectly switched to using the other line to make a 
prediction.  Many candidates thought that interpolation was good and 
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extrapolation was bad however there were situations in these questions where 
the reverse was true. This would arise when you extrapolate a little way 
beyond a fitted line with high positive correlation and you interpolate within a 
hole in the data where the scatter is very high around it. Many student answers 
contained irrelevant information. Difficulties in commenting on validity of 
predictions were compounded by candidates being too verbose. In the area of 
commenting on model improvement errors made by the students were: 
• incorrectly stating that a larger sample will improve the model, 
• giving improvements to the model rather than to the investigation 
• incorrectly answering with “take more samples,” 
•  excluding the outliers rather than investigating the reason for those 
outliers, and 
• inability to suggest any improvements to the model. 
Overall, a weakness was evident in students that could not relate their answer 
to the context of the question; they made remarks that were vague, speculative, 
verbose, and irrelevant and lacked clarity. 
The next section examines three learning and teaching environments separately 
with respect to student/learner reasoning about association. 
 
4.2 Learning and Teaching Environments 
This section addresses the following research question that was previously 
stated in section 1.4.2;  
Do differing learning and teaching environments have an effect on statistical 
reasoning pertaining to the association between two variables?    
 
In the area of statistical reasoning about association between variables this 
question is addressed by an analysis of student/learner answers to a bi-variate 
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question in an assessment. A comparative study was carried out between these 
three groups, representing different learning and teaching environments that 
are described as secondary school students (final Year 13 school scholarship 
candidates), tertiary students (enrolled in their first undergraduate paper 
involving statistics) and workplace learners (public sector employees).  Both 
similarities and differences in the responses to the bi-variate question are 
analysed separately for each of these three groups in subsections 4.2.1, 4.2.2 
and 4.2.3 respectively. They are analysed comparatively in the next section 4.3. 
 
These responses are categorised into two levels: L1 and L2. The key difference 
between these two levels is that a level L1 answer lacks context. An L1 
response would mean that the student’s answer consisted of a correct statistical 
concept being described with no context. An answer categorised at level L2 
was one where the student provided a correct context to the particular 
explanation of the statistical concept in their answers. This context response 
provided ’connectedness‘ from ’concept’ to ’reality,’ The topics are 
categorised into two mutually exclusive areas with one response category, 
denoted by A, being any comments about “scatter of points” and the other 
response category, denoted by B, pertaining to comments about the “fit of the 
model to the data.” 
 
Both similarities and differences are compared through responses at both levels 
L1 and L2. The closest correspondence of levels L1 and L2 to statistical 
reasoning would be levels 2 and 3 as outlined in Table 2.3. The statistical 
reasoning level 2 is where the concept is correctly defined statistically but with 
no contextual link. Level 3 reasoning was stated earlier in Table 2.3 under 
assessment as transitional with partial understanding. The understanding here 
would not necessarily be fully integrated into the overall project, as a specific 
question was being answered, but would show application with the particular 
statistical concept commeasurable with level 3 in Table 2.3. For instance, 
following the levels under assessment, one would need to know that the 
correlation coefficient exists before being able to define it. The next step would 
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be giving its value some context before applying it to an analysis. Levels L1 
and L2 would span the verbal, transitional and procedural levels in the 
statistical reasoning framework proposed by Garfield (2002). At the verbal 
end, a student’s response was categorised as L1. ’Transitional’ would apply 
where a student was only able to correctly state one or two statistical concepts 
correctly with context thus only contributing a count of one or two under L2. A 
complete answer of at least three concepts correctly stated and interpreted was 
at the procedural level and contributed a complete count under L2. In Table 2.7 
the Structure of Observed Learning Outcomes (SOLO) category U would 
correspond to an L1 type answer whereas an L2 answer could span three multi 
structural categories denoted by ME, MO or M. These additional categories 
cater for the following types of answers;  
• a mixture of correct and incorrect components to the answer, 
• an incomplete answer with insufficient number of statistical concepts 
explained correctly, or  
• a fully completed correct answer respectively.   
 
The responses outlined in this chapter are articulated with respect to the 
answers provided to the questions by the secondary and tertiary students, and 
workplace learners across the three learning environments. These responses 
would encompass what they perceive is the best response and how much 
context has been used to answer the question.  Data collection consisted of an 
examination of student answers to a question requiring statistical reasoning 
about association to answer, as demonstrated in the following areas, with the 
questions having been previously stated in section 3.2.1: 
• performance of Year 13 secondary school students in Q4(a) on the bi-
variate topic as part of the statistics and modelling scholarship exam,  
• performance of tertiary students in the final examination in the question  
Q2 (a) on association, and 
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• performance of workplace learners in the unit standard assessment 23268  
Q 10. 
Each of these questions required answers in context to a particular situation. 
All of the secondary school and university students in the samples drew the 
scatter plot successfully. The first subsection details the data collected 
pertaining to secondary students’ reasoning about association. 
 
4.2.1 Secondary School Environment 
Data were collected from the consenting 20 students’ answers to the following 
question: 
Some kiwifruit have marks that are caused by rubbing between adjacent 
kiwifruit while they are on the vine. Shedz wants to investigate whether the size 
of the mark is related to the weight of the kiwifruit. A random sample of 26 
kiwifruit with such a defect was selected. The weight, W (in grams), of each 
kiwifruit was found and the size, S (in millimetres), of each mark was found by 
measuring its greatest width. Table 1 shows the data, Figure 1 shows a scatter 
plot of this data, and Figure 2 shows a residual plot of this data. 
Two regression lines were fitted to the data, one of them to the complete set of 
26 observations, and the other to 23 observations. The equations of the 
regression lines (not necessarily respectively) are: 
                 Line A: S = 0.2724W – 24.293 with R 2  = 0.8514, and 
                 Line B: S = 0.1450W – 11.384 with R 2  = 0.1798 
 
(a) Write a short paragraph to describe the relationship between the weight of 
a kiwifruit and the size of a mark. Include at least four features of the 
relationship.  
(Q4 (a) NZ Scholarship Statistics and Modelling 2007 p.3) 
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The students needed to provide descriptions of the relationship when given 
plenty of context, related to the paper theme pertaining to the kiwifruit 
industry, along with a scatter plot of the data plus two possible regression 
models (lines of best fit) fitted to the data. In order to describe this relationship, 
the possibilities available to answer this question were: 
• Observations pertaining to a description of the pattern of ‘scatter of points’ 
on the graph. 
• An explanation of the various characteristics of the two given regression 
models. 
• An interpretation followed by an explanation of the Co-efficient of 
Determination (R 2 ) value. 
• An observation of how the various models might fit the “pattern of points”. 
 
The answers for question 4(a) are tabulated in Table 4.3 where the frequency 
of description comments is split according to whether their answers contained a 
contextual link or not. 
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Table 4.3 Statistical Reasoning at Levels L1 & L2 
Description of the Relationship Frequency 
 Without 
Context           
L1 
With Context 
L2 
Three outliers - pts specified 17 7 
Outliers have low mark sizes 
corresponding to high weights 
  1 
Outliers lie between 110g and 112g   5 
Data scattered  98 < w <106 5 3 
Data not scattered  106 < w < 114 4 2 
W ranges from 98 to 113 1 2 
Min size is … corresponding to min 
weight … 
1 2 
Max size is…. Corresponding to max 
weight … 
1 1 
Peak in the size of the mark at 6.3   2 
Mark size varies from 0.9mm and 
6.3mm 
2 2 
A lot more variability (scatter) w < 
104g less varied later at higher 
values of w 
2  2 
Strong relationship 1 5 
Points become more linear after w = 
104g 
1 1 
Moderate correlation 2 1 
Impossible prediction at w = 0   1 
Overall correlation coeff is 0.42403   1 
Data fits models very well R = 
0.8514 
 7 9  
Linear relationship 8 10 
Non-linear relationship from 97g to 
105g 
  2 
For every 1g of weight the size of 
mark increases by 0.2724 
2 5 
Positive relationship 20 15 
Plateau in upward trend 102 and 
106g of weight 
2 3 
TOTALS 76 82 
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Overall, the total number of responses was approximately equal with respect to 
those with and without context. The major observations were in fitting a line to 
the “scatter of points” and the observation of the three outliers (85%). Words 
like linear (40%) and positive (80%) were used mainly to describe the points 
on the graph. Ten students described a “positive relationship” with no context 
then later described the same relationship with context. There was variance in 
observations to how well the data were correlated. The more detailed 
comments referred to visualising how well a line would fit and how it would 
look against the points. Some students treated the scatter plot like a time series 
with their description comments consisting of the words “increasing” and 
“plateau”. 
 
Thirty-five percent (7/20) of the students were able to attach some meaning to 
the outliers. Twenty-five percent (5/20) indicated a strong relationship between 
the variables.  With respect to the model; 45%, 50% and 75% commented on 
the line fit, linear fit and positive fit to a line respectively.  Some student 
responses provided rich context with plenty of description, particularly with the 
location and values of the outliers, along with the variability of the scatter of 
points when visualised for a fit to a line. In an examination of the panel report 
for 2007, the following observations were made for the same question. 
 
The elements of faulty statistical reasoning about association that were present 
in students’ answers to the question were suitable data, appropriate graphs, 
suitable statistical measures and variation in the data. In the reasoning about 
data many said they wanted to exclude the outliers rather than investigate the 
reason for those outliers. When data were represented on the graphs students 
were unable to correctly identify and discuss features of scatter plots and 
residual plots. In the reasoning about statistical measures, students were unable 
to interpret predictions and interpret coefficients in the fitted line, for example, 
stating that the size of the mark is proportional to the weight of the fruit. The 
reasoning about uncertainty came from observing the “pattern of points” on the 
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scatter plot and how well the straight line model fitted the data.   Students were 
unable to: 
• suggest other variables that could be added to raise the value of the 
correlation, 
• state both positive and linear in order to describe the correlation,  
• give a description of the pattern of points in the residual plot, and  
• deduce improvements to the investigation and instead gave improvements 
to the model. 
 
The results in Table 4.3 have been collated and summarised for comparison 
purposes, pertaining to the frequency of comments between the three learning 
environments, in Tables 4.4 and 4.5. 
 
Table 4.4 L1 Summary of Comments for Secondary School Students 
Scatter Comments  Frequency 
Value of r 4 
Linear relationship 8 
Pattern of scatter 28 
Positive relationship 20 
TOTAL 60 
Line Comments  Frequency 
Fit to Line 10 
Characteristics of y = a + bx 5 
Value of Rsq 1 
TOTAL 16 
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Table 4.5 L2 Summary of Comments for Secondary School Students 
Scatter Comments Frequency 
Correlation – Value of r 7 
Linear Relationship 10 
Positive Relationship 15 
Pattern of Scatter 27 
TOTAL 59 
Line Comments Frequency 
Fit to Line/ significant correlation /residuals 3 
Characteristics of y = a + bx - improvement of model 8 
Value of Rsq 9 
Prediction made from line 3 
TOTAL 23 
 
 
The dominant comment about “scatter” was in the area of ’association between 
variables’ being described by the amount of scatter. Table 4.6 shows the 
average number of comments per respondent in each category.  
 
Table 4.6 Average Number of Comments per Respondent 
Level Type of Comment 
  Scatter Line 
L1 3.00 0.80 
L2 2.95 1.15 
 
In the line comments there were more comments about the “fit to a line” 
without connectedness than with context. A further summary for comparison 
purposes is given in Table 4.7 where category A denotes “scatter of points” 
and category B denotes “fit of model to data.”. 
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Table 4.7 Summary of Topic Classification Category versus Reasoning 
Level 
Secondary School             
Q4(a) 2007 Scholarship 
Category
  
L1 L2 Total 
Scatter of Points A 56 55 111 
Fit of Model to Data B 20 27 47 
  Total 76 82 158 
 
 
In testing the hypothesis of a relationship between category and reasoning 
level, it was concluded that there was no relationship at the 5% level of 
significance with one degree of freedom (
2χ = 0.82 < 3.841).   The Phi 
coefficient1 φ = 0.07 pointed to no association between category and reasoning 
level (Guilford 1956). This meant that the pattern of responses in each 
reasoning level was similar for both topic categories. A secondary student 
commenting on the “scatter of points” is 1.4 times more likely2 to give a L1 
response than a L2 response whereas the student is only 0.73 times more likely 
to give a L1 response than a L2 response when commenting on the “model fit 
to the data.” 
 
For further analysis the comments were categorised according to how they 
were connected as follows: 
AA = two distinct comments about “scatter” directly follow each other, 
AB = a comment about “model fit” is directly followed by a comment about 
“scatter,” 
BA = a comment about “scatter” is directly followed by a comment about 
“model fit”, and  
BB = two distinct comments about “model fit” directly follow each other. 
                                                 
1 The Phi coefficient φ  measures the correlation between two categorical variables. 
2 1.4 is an odds ratio providing a relative probability which is calculated using 56x27 / 20x55 
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The following frequencies of comment connections were obtained as given in 
Table 4.8. 
Table 4.8 Connection Frequencies 
Connection Frequency 
AA 6 
AB 9 
BA 20 
BB 15 
 
In testing the hypothesis of equal proportions of connections in each category it 
was concluded that these were different at the 5% level of significance with 
three degrees of freedom (
2χ = 9.36 > 7.815). With reference to Table 4.8, 
eighty eight percent (44/50) of all connections involved a connecting comment 
to the “model fit.” The majority (40%) of all BA connections made involved 
focussing on the model fit first then using the “scatter of points” as evidence. 
Only 18% (9/50) of the connections, denoted by AB, focussed incorrectly on 
the model being the evidence for the scatter. 
 
The next subsection 4.2.2 details the data collected pertaining to tertiary 
students’ reasoning about association. 
 
4.2.2 Tertiary Environment 
Data were collected from the consenting 79 student answers to the following 
question: 
Ten participants took part in a ten week routine of long bouts of walking. A 
comparative study was carried out to compare waist circumferences (X) before 
and waist circumferences (Y) after the ten week long routine. This gave rise to 
ten pairs of waist circumference measurements (X, Y) in centimetres. 
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The following data were obtained from the ten participants: 
 
Participant Pre-Test (X) Post-Test(Y) 
1 109 104 
2 95 93 
3 89 88 
4 107 103 
5 102 99 
6 99 96 
7 99 100 
8 101 99 
9 87 86 
10 110 103 
 
A line was fitted to the data giving the following equation: 
Y = 19.08 + 0.78X with R 2 = 0.94 
Present this data as a scatter-plot and comment on the relationship.                       
(Final IER Exam 2009 Q2 (a)) 
The word relationship has a broad meaning to do with ’association between 
variables’” and is interpreted as the ability of the data, which has been plotted 
as a scatter plot, to fit a linear model. As with secondary school students in the 
previous section, comments were scored into two categories; one category 
referred to the “scatter of points” and the other to the “model fit.” Students 
were required to provide descriptions of the relationship given context, draw a 
scatter plot and a fitted model. Their answers as frequencies of comments are 
tabulated in Table 4.9. 
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Table 4.9 Statistical Reasoning at Levels L1 & L2 
Description of the Relationship Frequency 
 Without 
Context 
L1 
With 
Context 
L2 
Small outlier 1   
No outlier 25   
Good spread of data 1   
Minimal groupings of points 4   
Three data points close 1   
Not perfect line up of points which are 
clumped together 
2   
Range of pre-test 87-110 and range of post-
test 86-103 
  2 
Very strong correlation 12 2 
Good ability to fit line 2   
Near perfect fit to line 8 2 
Very good correlation 16 1 
Linear pattern 8 1 
Strong/high correlation 20 3 
Correlation good 14 1 
Only one point was below line   1 
Not significant 1   
Rsq = 0.94 so almost perfect   2 
Clear decrease in waist circumference   1 
Positive association 33 1 
Waist circumference is decreasing   1 
Totals 148 18 
  
 
A main observation from this table is that a large majority of responses lacked 
context with only 11% of total responses that contained some context in their 
description of the relationship. The most frequent non-contextual observation 
was about the strength of the correlation with 62 responses having comments 
ranging from “good” to “very strong.” This represented the greatest variation 
in the descriptions of the relationship. In addition, 15% of the responses were 
that there were “no outliers” and 20% of the responses commented on a 
“positive” association between the variables. Two thirds of the L2 responses 
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were indications of how well the points fitted a line model. A total of nine of 
the description comments indicated that some variation in the data had been 
observed.  
The results in Table 4.9 have been summarised in Tables 4.10 and 4.11. 
 
Table 4.10 L1 Summary of Comment 
Scatter Comments  Frequency 
Value of r 62 
Linear relationship 8 
Pattern of scatter 34 
Positive relationship 33 
TOTAL 137 
Line Comments  Frequency 
Level 2 Fit to Line 11 
Characteristics of y = a + bx 0 
Value of Rsq 0 
TOTAL 11 
 
 
Table 4.11 L2 Summary of Comments 
Scatter Comments  Frequency 
Correlation - Value of r 7 
Linear Relationship 1 
Positive Relationship 1 
Scatter 2 
TOTAL 11 
Line Comments  Frequency 
Fit to Line/ significant correlation /residuals 3 
Model y = a + bx aspects - improvement of model 2 
Rsq 2 
Prediction made from line 0 
TOTAL 7 
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The dominant comment by the respondent was about the value of the 
correlation for both L1 and L2. The comments “pattern of scatter” and 
“positive relationship” was very dominant but very few of these comments 
were given in context to the practical situation (3/67).  A further cross-
tabulation summary of Tables 4.10 and 4.11 is provided in Table 4.12. 
 
Table 4.12 Summary of Topic Classification versus Reasoning Level 
Tertiary Q2(a) 2009 IER 
Exam 
Category  L 1 L2 Total 
Scatter of Points A 105 6 111 
Fit of Model to Data B 43 12 55 
  Total 148 18 166 
 
In testing the hypothesis of a relationship between category and reasoning level 
it was concluded that there was a significant relationship at the 5% level of 
significance with one degree of freedom (
2χ = 10.1 > 3.841). The Phi 
coefficient = 0.248 (Guilford 1956) which pointed to low positive association 
between category and reasoning level. A tertiary student who gives a category 
A response is 4.9 times more likely to give a L1 response than a L2 response. 
The “lack of context” in the answers was a large occurrence with 89% of the 
comments being in the L1 category. 
 
The following frequencies of connections were obtained as given in Table 
4.13. 
Table 4.13 Connection Frequencies 
Connection Frequency 
AA 21 
AB 12 
BA 8 
BB 4 
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In testing the hypothesis of equal proportions of connections in each category it 
was concluded that these were different at the 5% level of significance with 
three degrees of freedom (
2χ = 15.9 > 7.815). Connections involving the 
scatter of points accounted for 73% of the connections, whereas only 27% of 
the connections involved the model fit. Out of those, only eight BA 
connections were made which correctly linked the fitted model to the scatter of 
point’s evidence. 
The next subsection 4.2.3 details the data collected pertaining to workplace 
learners’ reasoning about association. 
 
4.2.3 Workplace Environment 
Data were collected from 20 consenting workplace learners giving their 
answers to the following assessment question: 
For the question below you can chose from any of the Hot off the Press 
(HOTP) publications from the Statistics NZ website.  
Choose a bi-variate analysis and make three interpretations from plot(s), 
model and/or correlation measure. 
Note: Interpretations of a bi-variate analysis is equivalent to commenting on 
the relationship. 
 (US 23268 Assessments 2007 Q10) 
 
To answer this question, three interpretations were required in context to their 
chosen survey report. The following Tables 4.14 and 4.15 provide a tabulation 
summary of the learners’ answers at levels L1 and L2 respectively to this 
assessment question: 
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Table 4.14 Statistical Reasoning at L1 
Description of the Relationship  Frequency 
Non constant scatter 2 
Linear relationship 1 
Value of r 8 
Value of R 2  9 
Level 2 Fit to Line 0 
 Y = a + bx stated 9 
Positive relationship 2 
 
                                                        
The dominant descriptions, making up 40 to 45%, were based on actual 
quantities, the Correlation Co-efficient (r), R 2 , a (the intercept on the Y axis 
when x = 0) and b (gradient of the line) which have specific values and are 
usually calculated using a statistical package. A total of only 5 comments 
pertained to commenting on the relationship and were not totally in context. 
Table 4.15 Statistical Reasoning at L2 
Description of the Relationship Frequency 
Outlier(s) 6 
Grouping of points / scatter 5 
Scatter comparison (r values) 7 
Moderate correlation 9 
Linear correlation 8 
Strong correlation 5 
Value of r 2 
Rsq interpreted in context 7 
Little or no correlation 6 
Significant correlation 4 
Residuals 1 
Spread about line 4 
Base value is a 10 
Average increase b per unit x 17 
No trend 1 
Comparison of gradients on two fitted lines 5 
Positive correlation 18 
Prediction made from line 4 
Suggest other variables added to raise r value 1 
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A substantial majority of comments from the workplace learners were made at 
the L2 level. The greatest frequencies, representing at least 50% were made in 
context about the positive correlation coupled with practical interpretations of 
the constants a and b in the fitted line (y = a + bx). Where the frequencies were 
less than 10, there were a total of 38 comments made about the correlation and 
18 about the “scatter of points.”  Overall there were 41 comments in total made 
about the characteristics of the “fitted line.” The results in Tables 4.14 and 4.15 
have been summarised in Tables 4.16 and 4.17. 
 
Table 4.16 L1 Summary of Comments 
Scatter Comments  Frequency 
value of r 8 
linear relationship 1 
pattern of scatter 2 
positive relationship 2 
TOTAL 13 
Line Comments  Frequency 
Level 2 Fit to Line 0 
Characteristics of y = a + bx 9 
value of Rsq 9 
TOTAL 18 
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Table 4.17 L2 Summary of Comments 
Scatter Comments  Frequency 
Correlation - Value of r 29 
Linear Relationship 8 
Positive Relationship 18 
Scatter 12 
TOTAL 67 
Line Comments  Frequency 
Fit to Line/ significant correlation 
/residuals 
9 
Model y = a + bx aspects - improvement of 
model 
33 
Rsq 7 
Prediction made from line 4 
TOTAL 53 
 
Overall 79% of all comments were made at the L2 level. Comments about 
correlation and characteristics of the model had similar proportions, namely 
26% versus 24% and 29% versus 28%. over the total number of comments 
made in the L1 versus L2 categories respectively.  A further cross tabulation 
summary is given in Table 4.18. 
Table 4.18 Summary of Topic Classification versus Reasoning Level 
Workplace Category  L1 L2 Total 
Scatter of Points A 13 71 84 
Fit of Model to Data B 18 49 67 
  Total 31 120 151 
 
In testing the hypothesis of a relationship between category and reasoning level 
it was concluded that there is no relationship at the 5% level of significance 
with one degree of freedom (
2χ = 2.9 < 3.841). The Phi coefficient = - 0.14 
(Guilford 1956) which pointed to virtually no association between category 
and reasoning level. A workplace student is twice as likely to give a L2 
response compared to a L1 response. The “abundance of context” in the 
answers is noted with 79% of the comments being in the L2 category.   
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The following frequencies of connections were obtained as given in Table 
4.19. 
Table 4.19 Connection Frequencies 
Connection Frequency 
AA 12 
AB 15 
BA 22 
BB 18 
 
In testing the hypothesis of equal proportions of connections in each category it 
was concluded that these were not different at the 5% level of significance with 
three degrees of freedom (
2χ = 3.3 < 7.815). These connection responses from 
the workplace learners represented the most balanced number of responses 
with 73% involving A and 82% involving B. 33% of the responses were in the 
BA category, which was greater than the number of responses in the AB 
category. 
 
The next section 4.3 compares the three different learning and teaching 
environments and provides a comparison of reasoning about association 
between variables across these learning environments. 
4.3 Comparisons between Learning and Teaching 
Environments 
This section compares the learning environments of these three groups of 
students/learners to see if the environment has a significant effect on statistical 
reasoning about association. All three groups have had a first course in 
regression and correlation. The tasks in all the assessments, from which the 
comparisons are made, were similar with respect to what was required. The 
given information in all cases consisted of a scatter plot, fitted line models and 
values of the correlation and coefficient of determination. Table 4.20 shows the 
different teaching strategies within each learning environment within which the 
bi-variate statistical reasoning about association topic was taught 
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Table 4.20 Teaching Strategies for Bi-variate Topic 
Learning 
Environment 
Teaching Strategy 
Secondary School Bi variate was taught within a list of topics 
Tertiary Bi-variate was taught as part of a single 
project enquiry cycle 
Workplace Bi-variate was taught as part of a variety of 
report enquiry cycles 
 
The learning environments were different in the following respects. In the 
workplace, learners were being exposed to the use of statistics as part of their 
vocation and saw the need to up skill their knowledge of statistics.  The IER 
students will embark on their own project in the following year after they have 
passed their first undergraduate paper involving statistics. The secondary 
students had chosen to do statistics in their final year, in many cases on career 
advice that it would be useful later on. Table 4.21 shows the different 
assessment environments within which the bi-variate topic was assessed. 
 
Table 4.21 Assessment Environment for Bi-variate Topic 
Learning 
Environment 
Assessment Environment 
Secondary School Theme paper with bi-variate question 
Tertiary Project theme within paper with bi-variate 
component 
Workplace Hot off The Press (HOT)P report used to answer bi-
variate question within US 68 
 
The “association between variables” question was answered by the scholarship 
students (16.7%) of paper theme, tertiary students (73.7%) of IBE section and 
workplace learners (100%) of the HOTP report. In all three cases the question 
pertaining to “association between variables” was answered within a statistical 
enquiry cycle situation. 
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Earlier in the chapter, learner/student responses were tabulated into two 
categories of content focus, which were covered by either “scatter of points” 
denoted by A or by the “fitted model” denoted by B. Two different modes of 
context were provided either solely as a segment in the paper for the tertiary 
students or as a complete entity throughout the whole paper, or a report for 
both the scholarship students and workplace learners. An overall contingency 
table summary combining Tables 4.7, 4.12 and 4.18 gives rise to Table 4.22. 
Table 4.22 Overall Summary across Learning and Teaching 
Environments 
L earning 
Environment 
Topic L1 L2 Total 
Secondary 
School 
A 56 55 111 
B 20 27 47 
University A 105 6 111 
B 43 12 55 
Workplace 
 
A 13 71 84 
B 18 49 67 
 
                                                 
The breakdown of the percentage frequencies over each learning and teaching 
environment for the two topic classifications are shown in Figures 4.1 and 4.2. 
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Figure 4.1 
 
 
Figure 4.2 
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A workplace student is 31.8 times more likely3 to give a L2 response compared 
to a tertiary student and 3.6 times more than a secondary student. A secondary 
student is 8.9 times more likely to give a L2 response than a tertiary student. 
By treating each of the variables separately, a series of one-way chi square 
tests were carried out to ascertain significant differences in the learning and 
teaching environments with respect to statistical reasoning about association. 
These tests4 have null hypotheses of equal proportions in each category with    
v = 3 -1 = 2 degrees of freedom. This gives rise to a critical value of 5.991 at 
the 5% level of significance (α ). 
  
These observed values along with the calculated chisquare values for each 
comparison are summarised for each learning environment in Table 4.23. 
 
Table 4.23 Observed and Chisquare Values 
Comparisons Secondary Tertiary Workplace Chisquare 
Topic A 111 111 84 2.80 
Topic B 47 55 67 5.07 
L1 76 148 31 70.74 
L2 82 18 120 82.00 
L1 & A 56 105 13 64.55 
L1 & B 20 43 18 11.75 
L2 & A 55 6 71 57.81 
L2 & B 27 12 49 27.41 
 
From Table 4.23 we observe that there is a significant difference in the 
proportions for all categories across the three learning environments except for 
“Topic A” and “Topic B.” For both topics A (
2χ = 64.55 > 5.991) and B (
2χ
=11.75 > 5.991), there is a significantly higher proportion of tertiary responses 
whereα = 0.05 at level L1 which refers to lacking contextual linkages.  In L2, 
                                                 
3 The odds ratio of 31.8 is calculated by (120x148)/ (18x31) 
4 The expected frequencies are calculated from the observed frequencies in proportion to the 
total number of comments from each learning environment, which were 158, 166 and 151 
respectively so that the expected frequencies added up to the same sum as the observed 
frequencies.  
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we have a significantly higher proportion of workplace responses across both 
topic classifications A (
2χ = 57.81 > 5.991) and B (
2χ = 27.41 > 5.991) where 
α = 0.05. There was no significant difference in the total frequencies; 158, 166 
and 151 (
2χ = 0.7 < 5.991) where α = 0.05. The workplace learners showed a 
significantly higher number of contextual linkages in their statements. 
 
In the six significant comparison categories in Table 4.23, secondary students 
accounted for the following percentage of observations in each category as 
shown in Table 4.24. 
 
Table 4.24 Percentage of Observations from Secondary School 
Environment 
Comparison Category % of Total Observations in 
Comparison Category 
L1 29.80% 
L2 37.30% 
L1 & A 32.20% 
L2 & B 24.70% 
L2 & A 41.70% 
L2 & B 30.70% 
 
 
Note that L1 represents no context and L2 represents context. A pertains to 
comments about “scatter of points” and B comments about “fit of line”. The 
largest percentage of the total observations was L2 and A which represented 
contextual links with the “scatter of points.”  A chi square test (
2χ = 5.43 < 
11.070 with =ν 5) at the 5% level yielded no significant difference in these 
proportions against 33.3% in each comparison category. So the proportions of 
secondary students reasoning in each category were approximately equal with 
no significant difference over the total number of observations in each of the 
six categories in Table 4.24. In order to examine for significant interactions 
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between the learning environments, statistical reasoning level and topic 
categories, the following log-linear model5 was investigated. 
Log e (yijk) = µ  + Ai + Bj + Ck + ABij + BCjk + ACik + ABCijk 
where: 
• y ijk  represented the cell frequency 
• µ  represented the mean cell frequencies for no significant proportions or 
interactions 
• A represented the learning and teaching environment,  
• B represented the topic and  
• C represented the reasoning level 
• AB represented the interaction between environment and topic 
• BC represented the interaction between topic and reasoning level 
• AC represented the interaction between environment and reasoning level  
• ABC represented the interaction between environment, topic and reasoning 
level 
In addition to the log linear model being a saturated model with all its terms 
significant, there were three further hypotheses tested as follows. 
 
1. All three factors A, B and C were independent.  This means that the 
entire two factor and the three factor interactions must be zero.                                                                       
To test this simple model Ln (yijk) = µ  + Ai + Bj + Ck will be tested against 
the full model to see if it is adequate. 
2. One factor was independent of the other two.  If A was independent of B 
and C, the model would be Ln (yijk) = µ  + Ai + Bj + Ck + BCjk.  This 
model will be tested to see if it is adequate. 
3. Two factors were independent conditional on the third.  If A and B are 
conditionally independent given C, the model will be Ln (yijk) = µ  + Ai + 
Bj + Ck + BCjk + ACik 
                                                 
5 This log linear model has the same form as a factorial model in ANOVA, and the terms can 
be interpreted in a similar way.  
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When these hypotheses were tested using a three- way contingency table 
analysis, with variable A = Environment, variable B = Topic and  variable C = 
Level, the following results were obtained as shown in Table 4.25. 
 
 Table 4.25 Log Linear Model Fit Results 
Model Test Statistic Degrees of 
Freedom 
P Value 
AB AC BC 12..3 2 0.0022 
AC BC 17.6 4 0.0015 
AB BC 179.7 4 0.0000 
AB AC 13.3 3 0.0040 
A BC 187.5 6 0.0000 
B AC 21.1 5 0.0008 
C AB 183.2 5 0.0000 
A B C 191.0 7 0.0000 
 
The interaction term ABC was significant (p = 0.0022 < 0.05). The log linear 
model is therefore defined as a saturated model because it includes all possible 
one-way and two-way effects and so has all the terms.  Given that the saturated 
model has the same amount of cells in the contingency table as it does effects, 
the expected cell frequencies will always exactly match the observed 
frequencies, with no degrees of freedom remaining (Knoke & Burke, 1980). As 
shown in Table 6.25, all the combinations of terms in the model were 
significant as all p values were less than 0.05. The three hypotheses pertaining 
to factor combinations being independent were all rejected. If combinations of 
terms is deleted from the model it results in the various modified models as 
shown in Table 4.26. 
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Table 4.26 Log Linear Modified Model Fit Results 
Model Test P Value 
Model 
Term  
Term 
Deleted 
Statistic   
ABC   12.3 0.0022 
AB  ABC 5.4 0.0679 
AB ABC AC 7.8 0.0204 
AB ABC BC 7.8 0.0204 
AC ABC 167.4 0.0000 
AC ABC AB 169.8 0.0000 
AC ABC BC 169.8 0.0000 
BC ABC 1.1 0.2984 
BC ABC AB 3.5 0.0617 
BC ABC AC 3.5 0.0617 
 
 
For the non significant model reductions, Table 6.26 provided the following 
insignificant observations at the 5% level: 
• Environment and topic are independent when the three way interaction is 
removed from the model (p = 0.0679 > 0.05). This implied that when the 
influence of level on the effect environment had on the topic is removed 
then the proportion commenting on each topic does not differ significantly 
between environments. 
• Topic and level of statistical reasoning are independent when the three way 
interaction is removed from the model (p = 0.2984 > 0.05). This means that 
when the environment effect is removed, the level of statistical reasoning is 
not significantly influencing the proportion commenting on the topic. 
• When either two way interaction with environment is removed from the 
model along with the three way interaction then the topic and level of 
statistical reasoning are independent (p = 0.0617 > 0.05). 
An overall contingency table summary combining the observed frequencies of 
the four connected comments; AA, AB, BA and BB from Tables 4.8, 4.13 and 
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4.19 along with associated chisquare values6 give Table 4.27 below with an 
associated graph showing percent frequencies for each learning environment as 
per Figure 4.3. 
Table 4.27 Observed Frequencies of Connected Comments with 
Chisquare Values 
Connection Environment Chisquare 
  Secondary Tertiary Workplace   
AA 6 21 12 13.63 
AB 9 12 15  0.80 
BA 20 8 22  3.93 
BB 15 4 18  5.43 
TOTAL 50 45 67  
 
                     
                                            
               Figure 4.3 
 
In moving from AA to BB overall, the percent frequency of tertiary comments 
decreased at the same time as the percent frequency of workplace comments 
                                                 
6 The expected frequencies are calculated from the observed frequencies in proportion to the 
total number of comments from each learning environment which were 50, 45 and 67 
respectively so that the expected frequencies added up to the same sum as the observed 
frequencies. 
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was increasing. Both workplace learners and secondary students exhibited their 
greatest percent of connection comments in the category BA. The closest 
match of percent frequencies was in the AB category between the three 
environments.  Over the four connection categories, when one-way chisquare 
tests were performed, it was concluded that there was no significant difference 
in the total number of comments from each learning environment (
2χ = 4.93 < 
5.991 at 5% level). However there was a significant difference in the 
proportions of comments for connection AA which showed linkages in 
comments made about “scatter of points” (
2χ = 13.63 > 5.991 at 5% level). 
 
When the connection categories were combined into groups of two or more the 
following chisquare values were obtained as shown in Table 4.28. 
Table 4.28 Observed Frequencies of Connection Groups with 
Chisquare Values 
Connection Groups Number 
Groups 
Degrees 
Freedom 
Chisquare 
AA AB BA BB 4 6 23.794 
(AA,BB) (AB,BA) 2 2 1.957 
(AA AB) (BA,BB) 2 2 19.541 
(AA,AB,BB) BA 2 2 5.689 
 
It was concluded that there was a significant relationship between the four 
connection groups and three learning environments (
2χ = 23.794 > 12.592 at 
5% level). Different responses of connections existed between the 
environments. In addition it was concluded that there were significant 
differences in the number of connections made with a comment about “scatter 
of points” first compared to a comment about the “fit of model” first over the 
three learning environments (
2χ = 19.541 > 5.991 at the 5% level). 
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4.3 Limitations of Analysis 
The complex sentences in the examination answers presented challenges when 
categorising the responses. Judgements were made on the order of the concepts 
described. A much lower number of workplace learners in the population were 
available for analysis. The sample sizes of secondary school students and 
tertiary students were determined on the basis of ensuring approximately equal 
numbers of comments for analysis from each environment. There were low cell 
frequencies so there could not be more response categories (expected < 5) 
requiring categories to be collapsed in the contingency table refinement. Non 
parametric hypothesis tests were carried out due to frequency count data being 
analysed. The variables investigated by log linear models were all treated as 
“response variables.” In other words, no distinction was made between 
independent and dependent variables. Log linear models, therefore, only 
demonstrate association between the variables. The three variables labeled as 
A, B and C was regarded to be independent within their individual categories. 
 
4.4 Summary of Findings 
This section provides a summary of the key findings from this chapter for each 
group of students/learners separately, then collectively in a three group 
comparison. 
4.4.1 Secondary School 
• A strength was the communication of statistical ideas especially with 
features of data and graphs. 
• A strength was the effective justification of the validity of predictions using 
the evidence provided by graphs and statistical measures. 
• A weakness was ineffective communication of statistical ideas with the use 
of vague, superficial and irrelevant comments across all the bi-variate 
topics to varying degrees. 
• A weakness was the inability to discuss the features of a scatter plot and the 
use of the “scatter” to confirm the choice of models using context. 
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• Students were equally divided in their observations with respect to having 
context or not having context when they were describing a bi-variate 
relationship. They made 2.4 times as many observations with A topics as 
opposed to B topics. 
• The key words used frequently by the students to describe a bi-variate 
relationship were “linear” and “positive.”. 
 
4.4.2 Tertiary Students 
• In the description of the relationship, 89% of the observations lacked 
context. 
• The major observation that had the greatest variance was that the 
correlation was described in the range “good” to “very strong” in 37% of 
the observations. 
• There was a low positive association between category and reasoning level. 
• There was a minimal number at 18% of all connection comments made 
linking the fitted model to the evidence of data scatter. 
• Twice as many observations were made about the “scatter of points” than 
the “fit of the model to the data”. 
 
4.4.3 Workplace Learners 
• There was a majority of descriptions given about correlation aspects at the 
L2 reasoning level. 
• There was a substantial majority of observations being made at the L2 level 
as opposed to the L1 level, namely 120 to 31 out of 150. 
• No association was concluded between topic category and reasoning level. 
• The proportion of connections occurring in each of the four categories was 
not significantly different. 
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•  
4.4.4 Comparison of Secondary School, University and 
Workplace Learning Environments 
• For topic category A, university students had substantially less number of 
comments compared to the other two environments for reasoning at the L2 
level. 
• For topic category A, workplace learners had substantially less number of 
comments compared to the other two environments for reasoning at the L1 
level. 
• For topic category A, secondary school students were the same in their 
number of comments between reasoning levels L1 and L2. They were in 
between the percent frequencies of the other two environments in both 
cases. 
• For topic category B, the university students were had substantially less 
number of comments compared to the other two environments for 
reasoning at the L2 level. 
• For topic category B, the workplace learners had substantially more 
number of comments as a percent of the total frequency when compared to 
the other two environments for reasoning at the L2 level. 
• For topic category B, the secondary school students had slightly more 
comments at the reasoning level 2 compared to level L1. They were in 
between the percent frequencies of the other two environments in both 
cases. 
• Significant differences existed, in both cases, between the three 
environments for the number of comments made at levels L1 and L2. These 
significant differences did not exist for topics A and B. 
• The log linear model that was found to be appropriate, taking into account 
the interactions, was the saturated model with all the interaction terms.  
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• When the effect of the learning environment was removed from the model, 
the pattern of responses in the topic categories versus reasoning level 
showed no significant difference. 
• The influence of the environment on the level of statistical reasoning was 
different over the two topic categories. For the topic A category, the 
number of tertiary students reasoning in context was substantially lower in 
proportion to the numbers in the other two environments, when compared 
to the proportion of tertiary students to workplace learners and secondary 
school students reasoning in context with the topic B category. 
• In the comparison of connection comments, a significant difference 
between the numbers of comments made in the category AA was 
established with tertiary students have significantly more than the other two 
environments and secondary students having significantly less. 
• There were significantly fewer tertiary students making connected 
comments with respect to the “fit of the model” when compared to those in 
the other two environments. 
There were significantly fewer tertiary students connecting characteristics of 
the fitted models with the data evidence being the “scatter of points.” 
Secondary school students were equally divided in their comments on L1 and 
L2. The tertiary students’ comments were a lot more on immediate 
observations regarding the “scatter of points” as opposed to the “fit of the 
model.” The workplace learners’ comments were the richest in contextual 
linkages. The interaction term ABC was the most significant term in the model. 
 
These findings are fully discussed in Chapter Seven. 
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C H A P T E R  F I V E  
The Impact of Inquiry-Based Learning and 
Attitudes on Statistical Reasoning 
The analysis in this chapter involves comparing academic learning in statistics 
based on two types of inquiry-based approaches, one used in teaching and the 
other used solely in assessment. The effect of attitudes towards using statistics 
on academic learning in statistics was also investigated. An inquiry theme 
(refer Appendix Six) was introduced at the start of a series of statistics lectures 
as a teaching strategy. All the new statistical concepts in the subject were 
introduced as either appropriate to the inquiry or not appropriate. At the end of 
the semester the students sat a statistics examination where some of the 
questions were based on the inquiry used in lectures. The other questions in the 
paper were either based on an inquiry theme introduced for the first time into 
the subject or not based on any inquiry at all. There were both multi choice and 
long answer questions in each of these three categories. 
 
A comparison of student scores, as a measure of performance, was made 
between those questions that were linked by an inquiry as opposed to student 
scores in those questions that were not linked by an inquiry. The participants in 
this comparison were tertiary students whose characteristics were outlined in 
section 3.1.2. In this analysis student learning performance was taken as a 
measure of their ability to reason statistically by linking concept to context. It 
was measured by their examination scores for the relevant questions. This was 
measured in order to answer the research question:  
How effective is Inquiry-Based Learning in developing and assessing statistical 
reasoning? 
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The following two sub-questions, as outlined in section 1.4.2, are considered in 
the light of using inquiry themes both in the teaching and assessment of 
statistical reasoning skills. 
1. In assessment, do students perform significantly better in questions that are 
linked by an inquiry as opposed to those questions not linked by an 
inquiry?  
2. In assessment, do students perform significantly better in questions that are 
linked by an inquiry used in teaching as opposed to those questions linked 
by an inquiry used solely in the assessment?  
 
In addition, an analysis was carried out to determine what student attitudes 
towards using statistics would impact on their exam performance. The 
following research question outlined in section 1.4.3 was considered and is 
analysed in section 5.2. 
What is the impact of students’ attitudes towards statistics? 
 
To answer this research question the following sub-question was investigated: 
In assessment, what student attitudes towards statistics have a significant 
impact on learner performance? 
 
The first section 5.1 analyses the inquiry-based approaches in assessment, 
which addresses the first two research questions. 
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5.1 Inquiry-Based Questions 
Data were taken from two Industry Experience Research (IER) examinations 
held at the end of 2008 and 2009 with the questions categorised into either 
inquiry-based (IB), inquiry-based examination only (IBE) or non inquiry-based 
(NIB). Table 5.1 shows the breakdown of the actual marks available in each 
category over the two years of examinations. 
Table 5.1 Actual Mark Allocation for Each Type of Question 
Exam Q1 Q2 Q3 Total 
  IB IBE NIB IBE NIB PB Mark 
2008 5 0 4 0 12 14 35 
2009 0 5 5 14 0 11 35 
 
Inquiry-based categorisation meant that all of the questions were linked by 
concepts applied to the same inquiry. There are two categories of inquiry-based 
questions. The category denoted by IB is given to examination questions based 
on concepts from the inquiry teaching example (refer Appendix Six). The other 
category denoted by IBE consisted of questions based on concepts pertaining 
to an inquiry introduced within the exam paper for the first time. The scores 
representing academic learning over these two categories, along with the types 
of question, are compared for significant differences in order to provide a 
comparison between inquiry and non inquiry-based approaches to assessment. 
There is also a comparison provided between both question number two’s 
involving statistical reasoning about association over 2008 and 2009. This 
enabled a comparison to be made between NIB and IBE questions involving 
this same topic over the two years.  
5.1.1 Summary of Examination Test Scores by Question 
This subsection provides a descriptive summary of the examination scores. 
Both examination papers consisted of three questions as shown in Table 5.1. 
The first question was multi choice denoted by MC and the other two questions 
were long answer questions denoted by LA. In each paper the first question 
contained IB and NIB questions in 2008 and IBE and NIB questions in 2009. 
Table 5.2 shows the summary statistics that were calculated from student 
scores for each section of the examination paper. These scores were collected 
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from a sample of 116 scripts in the 2008 IER finals examination. This 
represented a response rate of 77.3% (116/150). 
Table 5.2 Summary Statistics of Question Scores from the 2008 IER 
Examination 
STATISTIC Q1 IB Q1 NIB Q2 NIB Q3 IB TOTAL 
Mean 2.49 2.76 5.99 8.03 19.26 
Std Dev 1.04 1.00 2.95 3.41 6.98 
Median 3.00 3.00 6.50 9.00 20.75 
MC NIB      
out of 10 
MC IB              
out of 
10 
LA NIB         
out of 
20 
LA IB        
out of 
20 
TOTAL 
NIB (%) 
TOTAL 
IB (%) 
6.90 4.98 9.98 11.47 54.66 55.35 
2.50 2.09 4.92 4.88 21.83 20.74 
7.50 6.00 10.83 12.86 59.38 61.84 
 
In order for comparisons to be made, the scores in the categories of questions 
are expressed out of 10 for the multi choice (MC) and 20 for the long answers 
(LA). Table 5.3 shows the summary statistics that were calculated from the 
student scores for each section of the examination paper. These scores were 
collected from a sample of 129 scripts in the 2009 finals IER examination. This 
represented a response rate of 80.6% (129/166). 
Table 5.3 Summary Statistics of Question Scores from 2009 IER 
Examination 
Statistics Q1 
NIB 
Q1 
IBE 
Q2 
IBE 
Q3 IB Total Total 
NIB 7   
(%) 
Mean 3.1 1.83 7.37 6.29 18.59 51.24 
Std Dev 1.1 1.1 3.15 2.72 6.61 18.08 
Median 3 2 7.5 6.5 18.5 50 
STATISTICS TOTA
L IBE 
% 
TOTA
L IB 
% 
MC 
NIB 
out of 
10 
MC 
IBE 
out of 
10 
LA 
IBE 
out of 
20 
LA IB   
out of 
20 
Mean 48.41 57.22 6.2 3.66 10.53 11.44 
Std Dev 19.41 24.72 2.19 2.2 4.51 4.94 
Median 47.37 59.09 6 4 10.71 11.82 
 
                                                 
7 TOTAL NIB includes IBE as it was out of 24 as only 11 marks for Q.3 were categorised as 
IB. 
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There was little variation in the coefficient of variation values with a narrow 
range of 0.4 to 0.6 for each of the two years in all categories. In 2008 all the 
skews were negative, which points to a tendency for each distribution of scores 
to be skewed to the left to some extent. In addition, there were two large 
negative skews of -6.49 for the total IB % and – 4.71 for the total NIB %. This 
would indicate there was a reasonable number of low scores in each of these 
two categories. When compared to 2009, the corresponding skews for total 
IB% and total NIB % were -1.87 and 1.24 respectively. This would indicate a 
shift of scores from low to high in the IB category. In 2009, the skews ranged 
from – 1.87 to +1.24 indicating that the “distribution of scores” was close to 
being symmetrically distributed. As in 2008, the value of the coefficient of 
variation showed little spread by ranging from 0.4 to 0.6.   
 
5.1.2 Comparison of Inquiry-Based to Non Inquiry-Based 
Questions 
This subsection provides an analyses of student performance, in order to 
address the first research sub-question, in a comparison of the scores between 
inquiry-based and non inquiry-based questions by answering the question, do 
students perform significantly better in questions that are linked by an inquiry 
as opposed to those questions not linked by an inquiry in an examination? 
Both a descriptive and an inferential analysis of student performance were 
compared between IB and NIB categories and between IBE and NIB categories 
of examination questions. Figures 5.1, 5.2 and 5.3 show side by side box-plots 
for 2008, comparing inquiry-based questions to non inquiry-based questions. 
The total is presented as a percentage, with the MCs out of 10 and LA’s out of 
20 for both IB and NIB respectively. 
 
C H A P T E R  F I V E :  T H E  I M P A C T  O F  I N Q U I R Y - B A S E D  L E A R N I N G  A N D  A T T I T U D E S  
O F  S T A T I S T I C A L  R E A S O N I N G  
157 
 
Figure 5.1 Comparison of Total Percentage Scores 
 
 
 
 
 
Figure 5.2 Comparison of Multi choice Scores Out of Ten 
 
 
 
TOTAL IB (%) 
TOTAL NIB (%) 
0 20 40 60 80 100 120
MC NIB of 10 
MC IBE of 10 
0 2 4 6 8 10 12
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Figure 5.3 Comparison of Long Answer Scores out of Twenty 
 
 
Figure 5.1 shows virtually no difference in the mean, median, quartiles and 
ranges over the total percentage scores in inquiry-based questions as opposed 
to non inquiry-based questions. However figure 5.3 indicates that the mean and 
median percentage scores are greater for long answer inquiry-based questions 
whereas figure 5.2 indicates the reverse for multi choice questions, excluding 
the outlier. This would indicate that learners were performing better in long 
answer questions that were linked by an inquiry.  
 
When multi choice scores were compared from the 2009 IER paper, the mean 
and median were higher for the non inquiry-based questions compared to the 
examination inquiry-based questions. Overall in 2009, the mean and median 
percentages were marginally higher for the inquiry-based questions compared 
to the non inquiry-based questions.  In the analysis of the significance outlined 
in the first research question, a series of paired T-Tests were carried out on the 
mean of the paired differences in the marks awarded to the answers. In all 
LA NIB of 20 
LA IB of 20 
0 4 8 12 16 20
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cases the difference was taken as the IB score minus the NIB score. For 2008, 
comparisons were made between IB and NIB questions for MC, LA and Total 
Score. For the LA questions, it was concluded that the mean difference of 1.49 
was significant, with the scores being significantly higher for the IB questions 
(T = 4.9, p = 0.000 < 0.01). In the case of the MC questions, it was concluded 
that the scores were significantly higher for the NIB questions (T = 7.95, p = 
0.000 < 0.01). In the comparison of the total scores between IB and NIB 
category questions, the difference in total scores was not significant (T = 0.50, 
p = 0.62 > 0.05). The likely improvement, to 95% confidence, in the mean for 
the IB questions ranged from 0.89 to 2.09. These results indicated a 
significantly higher performance in those long answer questions that were 
linked by an inquiry. 
 
A comparison between the two reasoning by association questions involving 
the IER Semester Two (S2) 2008 and IER S2 2009 papers was carried out. The 
2009 question was linked by an examination example whereas the 2008 
question was not. Table 5.4 provides some summary statistics of the marks 
awarded to the answers. 
Table 5.4 Summary Statistics of Question Scores 
Paper Q2 Sample Size Mean Standard 
Dev 
2008 – out of 12 116 4.99 0.23 
2009 – out of 14 129 5.26 0.20 
 
An independent samples T test indicated T = 0.91 with p = 0.364 > 0.05 so the 
means were not significantly different. The variability in the scores was 
approximately the same over both years. However the score was higher for the 
examination linked example IBE in 2009, though not significant. A likely 
range estimate for the difference in population means, S2 2009 less S2 2008, 
was between -0.87 and 0.32.  
 
C H A P T E R  F I V E :  T H E  I M P A C T  O F  I N Q U I R Y - B A S E D  L E A R N I N G  A N D  A T T I T U D E S  
O F  S T A T I S T I C A L  R E A S O N I N G  
160 
A further hypothesis test was carried out to compare the mean percentages of 
the available marks for Question Two gained each year by the students in the 
“reasoning by association” question. This question was not linked by an 
inquiry in 2008 whereas it was linked in 2009.  Table 5.5 provides summary 
statistics of the percentage of marks gained for Question Two. 
 
Table 5.5 Summary Statistics of the Percentage Marks gained for 
Question Two           
Question & 
Category 
Sample Size Mean % for 
Question 
Standard Dev 
% for 
Question 
2008 Q.2. NIB 116 29.1 10.1 
2009 Q.2. IBE 129 38.8 13.0 
 
An independent samples T test indicated that T = 6.48 with p = 0.000 < 0.01. It 
was concluded that the mean percent of the total score was significantly higher 
for the IBE S2 2009 question compared to the NIB S2 2008 question.   
5.1.3 Comparison between Types of Inquiry-Based Questions 
This sub section provides both a descriptive and an inferential analysis of 
student performance compared between IB and IBE categories of examination 
questions. Figures 5.4 and 5.5 show side by side box-plots for S2 2009, 
comparing total percentage of overall scores and LA’s out of 20, for both IBE 
and IB respectively. 
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Figure 5.4 Comparison of Total Percentage Scores 
 
 
 
Figure 5.5 Comparison of Long Answer Scores out of Twenty 
 
Figure 5.5 shows a marginally higher mean, median and quartiles in the long 
answers for questions based on the teaching example as opposed to the 
TOTAL IBE (%) 
TOTAL IB (%) 
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LA IBE of 20 
LA IB of 20 
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examination inquiry example with little skew. The same comparisons are made 
for the total overall percentage as shown in Figure 5.4. This would indicate that 
learners in both years were performing better in the questions linked by the 
inquiry used in teaching the paper as compared to those that were not linked. 
When scores between IB 2008 and IBE 2009 questions are compared, the 
means for both MC and LA are higher by 13.2% and 4.7% respectively for the 
IB questions.    
 
In the analysis of the significance outlined in the second research question, a 
paired T test was carried out on the mean of the paired differences in the scores 
between the IB and IBE questions in the 2009 paper. The difference was taken 
as the IB score minus the IBE score and the comparison was made in the long 
answer question part. It was concluded that the mean difference of 0.92 was 
highly significant so the scores were significantly higher for the IB questions 
(T = 2.95, p = 0.004 < 0.01). The likely range, to 95% confidence, of the 
difference in the means was between 0.30 and 1.53. These results indicated a 
significantly better performance in those long answer questions linked by the 
inquiry used in teaching. 
 
In a further inferential analysis addressing the second research question, an 
independent T test was carried out on the scores from both year papers. This 
comparison took MC IB scores from the 2008 paper and MC IBE scores from 
the 2009 paper. In this comparison of MC questions, it was concluded that the 
IB mean was significantly higher than the IBE mean (T = 4.83, p = 0.000 < 
0.1). The likely range, to 95% confidence, of the difference in the means was 
between 0.78 and 1.86. These results indicated a significantly better 
performance in those multi choice questions linked by the inquiry used in 
teaching as opposed to the inquiry introduced as part of the examination. 
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5.1.4 Analysis of Connected Statistical Reasoning 
This subsection provides a comparison of results in the IB, IBE and NIB 
categories over two levels of question parts. Each part required a different level 
of statistical reasoning to answer. In a further analysis, the questions in the 
2008 and 2009 finals IER papers were each split into two categories R1 and 
R2, depending on the type of connection needed to be made between concept 
and context, in order to answer the particular question part. These categories of 
question were defined as follows: 
R1: Straight recall required to answer the question with or without context. 
R2: A calculation and/or interpretation required to answer the question 
involving statistical thinking in context. 
Levels R1 & R2 corresponded to the statistical reasoning levels indicated in 
Table 2.1 as follows: 
• R1: Level 1 & 2 - In order to answer the question, the student needs to 
know and/or define statistical concepts with contextual meaning, and 
• R2: Level 3+ - In order to answer the question, the student needs to use 
either a procedure or provide an explanation with application to a context. 
Tables 5.6 and 5.7 show the classification of the questions from each part of 
the IER exams into the two reasoning levels with the corresponding possible 
mark allocated to each part. 
 Table 5.6 Classification of Marks in 2008 IER Examination 
2008 Maximum Marks with 
Question Category 
Marks and % Mark in each 
Reasoning Category 
Paper IB IBE NIB R1 R2 % in 
R1 
% in 
R2 
Q.1(a) 5      2 3 40 60 
Q.1.(b)     4  1 3 25 75 
Q.2.     12 5 7 42 58 
Q.3. 14     8 6 57 43 
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Table 5.7 Classification of Marks in 2009 IER Examination 
2009 Maximum Marks 
with Question 
Category 
Marks and % Mark in each 
Reasoning Category 
Paper IB IBE NIB R1 R2 % in 
R1 
% in 
R2 
Q.1(a)     5 3 2 60 40 
Q.1.(b)   5   3 2 60 40 
Q.2.   14   3 11 21 79 
Q.3. 11     5 6 45 55 
 
 
Three separate comparisons of student marks between IB and NIB type 
questions involving multi choice and long answer questions were carried out 
within the statistical reasoning category R2.  
 
In a paired T test comparison of two long answer questions in the 2008 IER 
examinations, with both student scores standardised to be out of ten, it was 
concluded that the mean score for the IB question was significantly higher (T = 
4.90, p = 0.000 < 0.01). A likely range estimate for the population mean 
difference µ in scores was computed as 0.44 < µ  < 1.04. The other comparison 
was between the IB question in the 2009 IER examination and the NIB 
question in the 2008 IER examination. With scores standardised to be out of 
ten, an independent samples T test was carried out. It was concluded that the 
mean score for the IB question was significantly higher (T = 2.29, p = 0.023 < 
0.05). A likely range estimate for the difference in the population means scores 
μIB – μNIB was computed as:  0.10 < μIB – μNIB < 1.34. 
 
In a paired T test comparison of the multi choice questions in the 2008 IER 
examinations with both student scores standardised to be out of ten, it was 
concluded that the mean score for the NIB questions were significantly higher 
(T = - 7.95, p = 0.000 < 0.01). A likely range estimate for the population mean 
µ of the differences IB – NIB was computed to be - 2.39 < µ  < - 1.44. 
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Two comparisons of student marks between IB and IBE type questions 
involving multi choice and long answer questions were both carried out within 
the statistical reasoning category R2. In a paired T test comparison of two long 
answer questions in the 2009 IER examinations with both student scores 
standardised to be out of ten, it was concluded that the mean score for the IB 
question was significantly higher (T = 2.98, p = 0.003 < 0.01) than the IBE 
question. A likely range estimate for the population mean difference, IB -IBE,
µ  in scores was computed to be 0.15 < µ  < 0.74. The other comparison was 
between the multi choice IB question in the 2008 IER examination and the 
multi choice IBE question in the 2009 IER examination. With scores 
standardised to be out of five, an independent samples T test was carried out. It 
was concluded that the mean score for the IB multi choice questions were not 
significantly different to the mean score for the IBE multi choice questions (T 
= - 1.45, p = 0.148 > 0.05). A likely range estimate for the difference in the 
population mean scores for the IB multi choice questions compared to the NIB 
multi choice questions, μIB – μNIB, was computed as   – 0.60 < μIB – μNIB < 0.09. 
This supported the conclusion of no significant difference in the population 
mean scores between the two differing types of multi choice questions, as zero 
was contained in this interval.  
    
5.1.5 Reliability Analysis 
This subsection analyses reliability considerations.  A comparison is made of 
the overall performance of the tertiary students between the 2008 and 2009 
IER examinations. Over both years similar overall results were obtained from 
both cohorts as is shown by Figure 5.6 below. 
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Figure 5.6 Comparison of Total Score out of Thirty Five 
 
 
This box plot shows similar summary statistics and distributions over both 
years. An independent samples T test showed no significant difference in the 
population means (T = - 0.77, p = 0.441 > 0.05). In a comparison of medians 
using the Mann-Whitney test it was found that there was not any significant 
difference in the median scores (p = 0.278 > 0.05). This points to similar 
overall performances in 2008 and 2009 so that the two cohorts of students can 
be regarded as similar in terms of performance.  In the Ryan-Joiner Test of 
Normality, it was concluded that the “distribution of scores” was normal in 
both years (p > 0.100 > 0.05 in both cases).  
 
In another two sample T test in comparing total IB scores between the two 
years, it was concluded that there was no significant difference in the means (T 
= - 0.64, p = 0.525 > 0.05). This implies that performance was similar in the 
questions linking to the teaching inquiry in both years. When the total MC 
scores were compared over the two years, it was concluded that the mean was 
significantly higher in 2008 (T = 4.28, p = 0.000 < 0.05), which is consistent 
with the result obtained in section 5.1.3. In the design of the 2009 examination, 
the IB questions were replaced by IBE questions in the multi choice section.  
2008 Exam 
2009 Exam 
0 6 12 18 24 30 36
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To show that the differences in scores between the differing types of questions 
were across the range of students and not just restricted to the higher 
performing students, a series of correlations were computed and tested for 
significance. Overall, correlations between total percentage scores for NIB and 
IB in 2008 yielded a highly significant positive correlation of 0.761 (p = 0.000 
< 0.1) and between LA scores for IB and IBE in 2009 yielding another highly 
significant positive correlation of 0.725 (p = 0.000 < 0.01). This was expected 
as higher performing students would tend to score higher in all types of 
questions irrespective of their categorisation. In 2008, when the difference, 
total IB - total NIB, was compared to the overall 2008 total, the correlation of -
0.047 was found to be non significant (p = 0.613 > 0.05). In 2009, a similar 
difference of LA scores between IB and IBE questions was compared to the 
overall 2009 total. The resulting correlation of 0.095 was found to be not 
significant (p = 0.284 > 0.05). It was therefore concluded that the general 
ability level in statistics of the students did not compromise the comparative 
analysis carried out between the types of questions in both sections 5.1.3 and 
5.1.4. 
 
The next section 5.2 analyses the impact of attitudes towards using statistics on 
student performance. 
5.2 Attitudes towards using Statistics 
This section analyses the data that was collected using the Survey of Attitudes 
towards Statistics (SATS) post version, which has 28 items (refer Appendix 
Two). The data were collected from a cross section of learners who were either 
tertiary students or workplace learners. This SATS tool was used as it focuses 
on attitudes to do with “relevance of statistics”, “statistical thinking”, 
“understanding statistics” and feelings towards having to use statistics. The 
tertiary students in the sample were all moving into later compulsory inquiry 
papers where the usage of statistics was required. To use statistics successfully, 
understanding of statistical concepts coupled with correct statistical thinking 
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with appropriate conceptual links must take place. In the workplace 
environment, report writing involving the use of statistics must have relevance 
in terms of context coupled with the necessary statistical thinking and 
reasoning in order to compose the report. Towards the end of this section we 
focus on 14 of the key attitudes in this tool with their impact on academic 
learning. SATS has four subscales that are, according to (Schau, Stevens, 
Dauphinee& Del Vecchio, 1995), as follows: 
• Affect (6 items measuring positive and negative feelings concerning 
statistics) 
• Cognitive Competence (6 items measuring attitudes about intellectual 
knowledge and skills) 
• Value (9 items measuring attitudes about the usefulness, relevance, and 
worth of statistics in personal and professional life) 
• Difficulty (7 items measuring attitudes about the difficulty of statistics as a 
subject) (p. 44). 
 
The aim of this analysis is to investigate the impact of various attitude 
components on the tertiary students’ performance in statistics. The following 
sub-question of whether confidence in using statistics impacts significantly on 
their performance was investigated. 
In assessment, what student attitudes towards statistics have a significant 
impact on their performance?   
 
This exam performance in statistics, as a measure of one’s ability to reason 
statistically, was measured by a score obtained from the Statistical Reasoning  
(STATRES) questionnaire where the answers to each of the 12 questions were 
scored as 0, 1 or 2. The resulting total score for each respondent as a measure 
of “academic learning” is between 0 and 24.  A relationship model in the guise 
of a multiple regression model for analysis purposes was fitted to the 
‘confidence in statistics’ data with the reasoning score being the dependent 
variable. The four subscale scores on the ‘confidence in statistics’ 
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questionnaire was taken to be the independent variables in this model. The 
characteristics of this relationship model were then investigated with respect to 
locating the attitude factors that have the greatest impact on learner 
performance and to gain some measure of the strength of their contribution. 
The data were partitioned into two groups according to the respondents overall 
background score (refer Table 3.10). One group’s respondents had an overall 
low score and the other group’s respondents had an overall high score.  A 
separate analysis was then carried out for each group. 
 
The next subsection 5.2.1 provides an overall descriptive analysis of the 
subscale scores. 
 
5.2.1 Descriptive Analysis of Attitude Subscales 
The following Table 5.8 provides summary statistics of the total scores in each 
of the four subscale categories for all 24 respondents when the scores were 
combined for each as shown in Appendix Two. The higher total scale scores in 
each subscale category correspond to more positive attitudes. 
 
Table 5.8 Summary of Total Subscale Scores 
Statistic Affect Cognitive 
Competence 
Value Difficulty 
Mean 4.3 4.7 4.9 3.7 
Std 
Deviation 
1.5 1.4 1.1 0.8 
Median 4.0 4.7 4.7 3.6 
Skew 0.3 0.0 0.2 0.1 
Range 1.8 to 7.0 1 .0 to 7.0 2.3 to 6.6 2.7 to 5.6 
 
The means and corresponding low positive skew values point to a “balance of 
slightly positive attitudes” in the sample over the identified subscales with 
“value” being slightly more positive and “difficulty” being slightly more 
negative than the others. There is less variability in the “difficulty” and “value” 
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attitudes compared to the others with lower standard deviations coupled with 
narrower ranges. This would suggest that overall, the mean scores given to 
attitudes “value” and “difficulty” are the most consistent having the least 
variation. 
The next subsection analyses the correlations between all four subscale totals 
and the academic learning score for the 21 respondents that completed the 
STATRES questionnaire (refer Appendix Three) as well as the SATS (refer 
Appendix Two). 
 
5.2.2 Correlation Analysis 
Table 5.9 shows the correlations between all the four subscale components and 
the academic learning score from the STATRES questionnaire for the 21 
respondents. Each two figure block represents the correlation coefficient r 
along with its associated p value directly below.  
Table 5.9 Correlation Matrix         
  Affect Cog Comp Value Difficulty 
Cog  Comp 
 
0.808       
0.000       
Value 
  
0.490 0.500     
0.024 0.021     
Difficulty 
  
0.688 0.702 0.537   
0.001 0.000 0.012   
Acad 
Learning 
-0.108 -0.045 0.290 -0.283 
  0.643 0.845 0.203 0.213 
 
None of the four subscale components are significantly correlated with 
academic learning. The greatest correlations are associated with the attitudes 
“value” and “difficulty” with the lowest p values of 0.203 and 0.213 
respectively. According to Gal, Ginsburg and Schau (1997), scores on affect 
and cognitive competence are strongly related to each other. This is confirmed 
by the highest correlation value in Table 5.9 of 0.808. The scores on the 
“value” and “difficulty” scales are moderately related to those on the “affect” 
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and “cognitive competence” scales as shown by the significant correlations 
ranging from 0.490 to 0.702.   
 
When experience with using statistics was taken into account, each respondent 
was allocated a score, as outlined in Table 3.10 depending on their background 
and experience with statistics. These scores ranged from 2 (poor background 
with no experience) to 6 (some background and lots of experience). The 
sample of respondents was split into two groups 1 (weaker) and 2 (stronger) 
respectively; those with a score of no more than 3 (12 responses) in group 1 
and those with a score of at least 4 (9 responses) in group 2. A correlation 
matrix similar to Table 5.9 was constructed for each group. For group 1, the 
weaker group, the attitude components were more highly correlated with the 
range of significant correlations ranging from 0.687 to 0.831. However for 
group 2, the stronger group, the only significant correlation was between 
“affect” and “cognitive competence”. The “value” attitude subscale was more 
highly correlated with academic learning with the stronger group.    
The next subsection investigates the significance of a model description of 
academic learning based on the four subscales. 
5.2.3 Relationship Models using Subscales 
A multiple regression analysis was performed in order to fit a model for 
academic learning based on the four subscales being treated as independent 
variables. The idea was to create an equation which provides some description 
of the strength of the influencing attitudes on academic learning. Other 
research has shown that all attitudes towards using statistics contribute in some 
way to academic learning (Gal, Ginsburg & Schau 1997). For the students, the 
contributing attitudes towards using statistics across each of the subscale 
classification that were identified by Gal, Ginsburg and Schau (1997) are the 
following: 
1. Affect: The overall feeling of the student to having to do statistics. 
2. Cognitive: The feeling about having to learn and use statistical concepts. 
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3. Value: The feeling of the student towards the relevance of statistics. 
4. Difficulty: This would range from students feeling “statistics is easy” to 
“statistics is hard” which could be based on their past experiences. 
 
The attitude “value” pertaining to students and learners would be divided 
somewhere between them seeing the relevance of statistics to inquiries or 
required reports and them not seeing any immediate application to everyday 
life.  
This relationship model was calculated as: Academic Learning = 18.7 - 0.41 
Affect + 1.08 Cog Comp + 3.03 Value - 4.77 Difficulty, with the coefficients 
3.03 (p = 0024 < 0.05) and 4.77 (p= 0.036 < 0.05) being statistically 
significant. The overall model was mildly significant (F = 2.37, p = 0.097 < 
0.10).  This model indicated that the major contributors of learner attitudes 
were “value” and “difficulty” in this instance, which can be assumed to be 
independent in the SATS validated tool (Gal, Ginsburg & Gal 1997). If we 
create the relationship model: Academic Learning = 19.7 + 3.14 Value - 4.27 
Difficulty, noting that “cognitive competence” and “affect” both influence 
“difficulty” (Gal, Ginsburg & Schau 1997), we get another relationship model 
that has significance (p = 0.019 < 0.05) and significance of both coefficients in 
the model with value (p = 0.013 < 0.05) and difficulty (p = 0.013 < 0.05). The 
coefficient of determination at 28.3% is at a reasonable level. Figure 5.7 shows 
a contour plot of the data, giving a visual picture of the academic learning 
scores across various combinations of the “value” and “difficulty” scores. 
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Figure 5.7 shows the higher (at least 50%) of academic performance scores 
largely being obtained in the difficulty range 3.8 to 4.6 and in the value range 
4.8 to 6.4. In following the upwards trend of higher academic performance 
scores, a positive association between the attitudes “value” and “difficulty” is 
shown.  It was observed that more positive attitudes towards both “difficulty” 
in using statistics and “valuing” the use of statistics showed an improvement in 
academic performance to some extent. 
 
Three subscales were combined, including “difficulty” but not “value”, which 
was correlated with each other by influencing “difficulty” (Gal, Ginsburg & 
Gal 1997) by taking the mean score for each respondent. This was denoted by 
“overall difficulty” and a contour plot similar to Figure 5.7 was constructed as 
Figure 5.8. 
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The balance of attitudes denoted by “overall difficulty” showed a positive 
attitude overall with a range from 3.8 to 6.0 in the area denoting the highest 
academic learning. As before, the corresponding value range is between 3.8 
and 5.8 that represented a moderate positive attitude towards “valuing” the use 
of statistics corresponding to an academic learning score of at least 16. The 
next subsection investigates the impact of student background attitudes on 
academic learning. 
 
 
 
5.2.4 Impact of Student Background Attitudes on Academic 
Learning 
 
The effects of value and overall difficulty on background were analysed using 
the division into two groups as outlined earlier in section 7.2.2. Figures 5.9 and 
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5.10 show contour plots with “overall difficulty”, “value” and “academic 
learning” for groups 1 and 2 respectively. 
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Figure 5.10 
 
These previous two graphs indicate similarities in “difficulty” attitudes with 
the higher academic learning scores shown in each contour plot being 
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concentrated in the middle of the range. Both graphs show positive tendencies 
indicating some positive correlation between valuing statistics and how 
difficult the respondents feel towards using statistics successfully. There is a 
tendency to value statistics more if one finds it easier. The stronger group 
appear to value statistics more with the range being 4.9 to 6.0 for the higher 
academic learning scores as opposed to a lower placed range, 3.8 to 4.1, for the 
weaker group. 
The next subsection analyses specific items of “value” and “difficulty” 
attitudes and their impact on students and learners. 
5.2.5 Impact of Difficulty and Value Attitudes on Academic 
Learning 
A selection was made of seven items in SATS (Appendix Two) that relate 
directly with the attitude of “difficulties in understanding statistical concepts” 
across the three subscales - cognitive competence, affect and difficulty (Gal, 
Ginsburg & Schau 1997). The other seven value items selected from SATS 
(Appendix Two) focussed on “attitudes towards statistics being applicable in 
ones professional as well as in everyday life” (Gal, Ginsburg & Schau 1997). 
Regression imputation was used to calculate four missing values in the 
academic learning score for analysis purposes, giving a total sample size for 
this analysis of 25. This imputation was based on the relationship model 
generated in section 5.2.3.  The following Tables 5.10 and 5.11 provide 
descriptive summary statistics pertaining to the seven items selected from each 
attitude category. 
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Table 5.10 Summary Statistics for Difficulty Items 
Attitude Category Description 
for Difficulty Items 
Difficulty 
Mean StDev 
Problems 4.2 1.9 
Understanding 3.4 1.7 
Process 3.2 1.8 
Concepts 3.9 1.9 
Complicated 4.4 1.8 
Technical 4.5 1.6 
Thinking 4.2 1.5 
 
When these mean scores were all tested using a 95% confidence interval it was 
concluded that the attitude “process” (2.48 < µ < 3.92) was significantly 
negative.  The population mean µ was significantly less than four (four being 
the midpoint of the 1 to 7 scale) and was not contained within the confidence 
interval estimate. .  
 
Table 5.11 Summary Statistics for Value Items 
Attitude Category 
Description for Value Items 
Value 
Mean StDev 
Professional Training 5.2 1.8 
Employable 4.8 1.7 
Usefulness 3.3 1.6 
Applicable 4.1 2.0 
Use in Life 3.7 2.0 
Use in Inquiries 2.2 1.5 
Relevance 3.0 1.7 
 
 
When these mean scores were all tested using a 95% confidence interval it was 
observed for the attitudes “usefulness” (2.66 < µ  < 3.94), “use in inquiries” 
(1.6 < µ  < 2.8) and “relevance” (2.32 < µ < 3.68) that the population mean µ
was significantly less than four as it was totally outside each of these 
confidence intervals at the lower end. Hence it was concluded that these 
attitudes were significantly negative. Also it was observed for the attitudes 
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“professional training” (4.48 < µ  < 5.92) and “employable” (4.12 < µ  < 
5.48), the population mean µ was significantly more than four as it was totally 
outside each of these confidence intervals at the upper end. Hence it was 
concluded that these attitudes were significantly positive. Table 5.12 provides 
overall summary statistics of the academic learning scores alongside the scores 
given to the totals of the seven selected items from each of the two attitude 
categories. 
Table 5.12 Overall Statistical Summary 
Category Mean St Dev Minimum Maximum 
Overall Difficulty 4.0 1.0 1.9 6.4 
Overall Value 4.2 1.1 1.0 5.9 
Academic Learning 12.7 4.7 7.0 24.0 
 
When all of these 14 items were correlated with academic learning separately, 
the only significant correlations were: 
Complicated:  r = 0.427 with p = 0.033 < 0.05 
Thinking: r = 0.523 with p = 0.007 < 0.05 
Figure 5.11 provides a contour plot of the academic learning score against 
these two attitudes that were significantly correlated.      
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Figure 5.11 
 
It was observed that all of the academic learning scores over 50% occurred 
when the “thinking” ranged from 3.8 to 7.0, which indicated the influence of 
positive attitudes on academic performance. The effect of being “complicated” 
was not as dominant as “thinking,” however, the region of highest scores 
occurred when the attitudes of being “complicated” were positive. A 
significant (R 2 = 46.3% p = 0.000 < 0.05) relationship model linking 
“academic learning” with “thinking” and “complicated” was deduced as: 
Academic Learning = -0.39 + 1.28 complicated + 1.80 thinking, where the 
attitudes “complicated” and “thinking” were independent (r = -0.104 with p = 
0.622 > 0.05). A further correlation analysis was carried out between 
“complicated” and “thinking” with the other 12 selected items and the 
following two significant correlations obtained between the following 
attitudes:  “thinking” associated with “usefulness” (r =  0.418 with p = 0.037 < 
0.05) and “thinking” associated with “use in life” (r = - 0.407 with p = 0.044 < 
0.05). There were no significant correlations with “complicated.” The average 
of the seven chosen “difficulty” items and the average of the seven chosen 
“value” items were highly correlated (r = 0.614 with p = 0.001 < 0.05). 
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However neither of these attitudes, overall average “difficulty” (r = -0.261 with 
p = 0.208 > 0.05) nor overall average “value” (r = - 0.12 with p = 0.567 > 0.05) 
were significantly correlated with academic learning. 
 
5.2.6 Reliability Analysis 
Reliability concerns the replicability and consistency of a method’s conditions 
and results (Funnell 1996). Cronbach Coefficient alpha values provide a 
measure of the internal consistency of the items composing each scale, that is, 
the degree of interrelationship among students’ responses to the scale’s items 
(Binnie 2009). The SATS component scores exhibit reasonably high 
Cronbach’s Coefficient alpha values, which indicate good internal 
consistencies from several studies (Schau 2003). This value showed a 
consistent picture within each attitude subscale across studies that vary in terms 
of students’ educational level, course and instructor characteristics (Cashin & 
Elmore 2005). The ranges of alpha values by subscale component from these 
studies were (Schau 2003). 
• Affect (17 values from 9 studies) – 0.80 to 0.89            
• Cognitive Competence (16 values from 8 studies) – 0.77 to 0.88 
• Value (17 values from 9 studies) – 0.74 to 0.90 
• Difficulty (16 values from 8 studies) – 0.64 to 0.81 
Split half reliability (Duffy 1997) was used to check for internal reliability 
between the correlations between the four subscale components and academic 
learning (refer Table 5.8) as there was only one set of data collected at one 
point of time. This was to link the data from the STATRES questionnaire 
(Appendix Three) with the data from the confidence in statistics questionnaire 
(Appendix Two). Table 5.13 gives the correlations their corresponding p 
values resulting from this split half reliability analysis. 
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Table 5.13 Subscale Correlations from Split-Half Reliability Analysis 
  Affect Cog Comp Value Difficulty 
Sample 1 -0.095 0.178  0.275  -0.369  
 n 1 = 10 0.794 0.624 0.442 0.294  
Sample 2 -0.113 0.166  0.299 -0.264 
 n 2 = 11 0.742 0.627 0.372 0.432 
 
All of the correlations shown in Table 5.13 are non significant (p > 0.05 in all 
cases). There is a close comparison between the not significant correlations 
between samples 1 and 2 over all four subscales, which confirmed good 
internal reliability.  
 
5.3 Limitations of Analysis 
This section identifies limitations in the analysis of the results. 
• The number of completions of the SATS and STATRES questionnaires – 
there were a small number of completions when two grouping are analysed. 
Results in this case are indicative only, however, target population was 
homogeneous with respect to a wider population of tertiary students. The 
statistical analysis that was employed allowed for this in the significance 
testing to some extent. 
• There were small partitions for the confidence in statistics questionnaire 
that made it harder to establish significance in the model. 
• There were differences in how the academic learning in statistics was 
measured in addressing the research questions in section 5.1 as opposed to 
addressing the research question in section 5.2. In section 5.1, the score 
achieved by the student was taken as a measure of their learning in 
statistics. In all of the examination questions, a statistical concept was 
given where a calculation and/or an explanation was required in context to 
answer. However in section 5.2, in answering the STATRES questionnaire, 
the statistical concept was given where an explanation, not in context, was 
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required to answer it. These explanations were given a score as a measure 
of academic learning.  
 
5.4 Summary of Key Findings 
• For the LA questions, it was concluded that the mean difference was 
significantly higher for the IB questions. This result indicated a 
significantly better performance in those long answer questions that were 
linked by an inquiry. 
•  In the case of the MC questions, it was concluded that the mean scores 
were significantly higher for the NIB questions.  
• In the comparison of the total scores between IB and NIB category 
questions, the difference in total scores was not significant.  
• These results indicated a significantly better performance in those long 
answer questions linked by the inquiry used in teaching as opposed to an 
examination linked inquiry example. 
• In a comparison of mean scores between questions that involved 
connecting statistical concepts to context it was concluded that student 
performance was significantly higher in IB type questions compared to 
NIB type questions for long answers, but the reverse was concluded for 
multi choice questions. 
• In the comparison of MC questions, it was concluded that the IB mean was 
significantly higher than the IBE mean. These results indicated a 
significantly better performance in those multi choice questions linked by 
the inquiry used in teaching as opposed to an examination linked inquiry 
example. 
• In a comparison of mean scores between questions that involved 
connecting statistical concepts to context it was concluded that student 
performance was significantly higher in IB type questions compared to IBE 
C H A P T E R  F I V E :  T H E  I M P A C T  O F  I N Q U I R Y - B A S E D  L E A R N I N G  A N D  A T T I T U D E S  
O F  S T A T I S T I C A L  R E A S O N I N G  
183 
type questions for long answers. However, for multi choice questions there 
was no significant difference evident between the mean scores. 
• The greatest correlations with academic learning are associated with the 
attitudes “value” and “difficulty.” 
• The attitude subscales value and difficulty contributed the greatest to the 
relationship model: 
  Academic Learning = 19.7 + 3.14 Value - 4.27 Difficulty  
• When background in statistics was considered, the weaker group attitude 
subscales were more highly correlated within the range of significant 
correlations. However for the stronger group, the only significant 
correlation was between “affect” and “cognitive competence.”  
• When attitudes were correlated with academic learning separately the only 
significant correlations were “complicated” and “thinking.”         
• The specific attitudes “complicated” with r = 0.427 and “thinking” with r = 
0.523  contribute the greatest to the relationship model: 
Academic Learning = -0.39 + 1.28 complicated + 1.80 thinking 
 
Overall, the long answer questions showed a significantly higher level of 
academic learning for those questions linked to the teaching inquiry sample. 
The benefits were not so evident with the multi choice questions. The attitudes 
involving “difficulty” and “value” came out as strong influencers of academic 
learning in statistics. Both “complicated” and “thinking” as components of 
“difficultly” contributed significantly in a positive sense to the level of 
academic learning in statistics. 
These findings along with the findings in Chapter Four are fully discussed in 
Chapter Seven. 
 184 
C H A P T E R  S I X  
Statistical Reasoning within Unit Standard 
Assessments 
A unit standard assessment tool consists of a purpose statement followed by a 
set of topics labelled as elements. Each element has their set of performance 
criteria. These performance criteria describe what a learner has to achieve in 
answering the relevant questions. This chapter provides an analysis of the unit 
standard assessment tools used to assess statistics in the state sector. Appendix 
Seven provides an example of unit standard 23269 (US69). A learner is 
deemed to have passed the unit standard once all of the questions have been 
answered and marked as correct. This may involve a re-sit where the learner 
gets another opportunity to answer those questions that have been marked as 
incorrect. The analysis seeks to evaluate how effective changes were to these 
unit standard assessment tools following their first use with the assessment of 
the 2007 cohort of workplace learners. The results, outlined in sections 6.1 to 
6.4 inclusive, were obtained from an examination of assessment questions and 
learner responses from the first cohort of workplace learners that started in 
2007. Section 6.5 summarises the changes made to the design and 
implementation of the assessment questions, seminar presentations and support 
systems for the learners. This was in preparation for the second and third 
cohorts of learners that started in 2008. Section 6.6 re-examines the analysis of 
the revised assessment questions and learner responses in the light of the 
changes made to the assessment after 2007. The next section 6.7 discusses 
limitations in these analyses and the final section 6.8 summarises the main 
findings from the analyses of the results. In the examination of assessment 
questions, each question was classified (refer Tables 6.2 & 6.3) according to a 
statistical reasoning category as proposed (Garfield 2002), shown in Table 6.1. 
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Table 6.1 Proposed Statistical Reasoning Level Descriptors 
Level Descriptor of Question Requirement for Level of 
Reasoning Category 
1 Identify statistical concept by picking answer out from a 
given report 
2 Describe statistical concept with no requirement to answer 
in context to the report 
3 Why this? Answer requires context to the report in one 
specified part only 
4 How? Some link to more than one part of the report is 
required all in context 
5 Apply: all links to relevant parts of report are required in 
context 
 
 
A reasoning category in the range 3 to 5 inclusive would indicate that the 
question requires some linkage of the statistical analysis to the context of the 
report. These reasoning categories were on a scale of 1 to 5 depending on the 
level of statistical reasoning (Garfield 2002). A thorough analysis was 
performed on the re-sits in terms of questions that needed to be re-sat, issues 
associated with question design, teaching and assessment, along with an 
analysis of timing. Results were presented in contingency tables and as bar 
charts. The number of successful completions were analysed with respect to 
timing, learners’ answers to incorrect questions, and barriers to completion for 
the learners. The impact of the level of statistical reasoning required in each 
question requiring a re-sit was assessed. Chisquare tests were carried out to 
ascertain significant relationships between level of assessment and statistical 
reasoning levels, error classification and statistical reasoning level, and 
proportions of statistical reasoning levels of re-sit questions compared to 
overall proportions of required levels of statistical reasoning.  Non-parametric 
Friedman’s tests were carried out to ascertain significant differences in the 
medians of completion times and re-sit times between the four unit standards 
both before and then separately after the changes. The questions in three of the 
four unit standards were subsequently independently reworked, as part of the 
review stage in the certificate, for the latter cohorts. As a result, it was possible 
to repeat T-Tests for significant changes in the statistical reasoning levels over 
C H A P T E R  S I X :  S T A T I S T I C A L  R E A S O N I N G  W I T H I N  U N I T  S T A N D A R D  
A S S E S S M E N T S  
186 
the assessment questions, questions requiring re-sitting and the level of those 
unit standards. The Mann-Whitney test was used to compare median total 
completion times and re-sit times before and after the changes.  
 
The first section 6.1 analyses the type of unit standard assessment questions 
with respect to an assigned level of statistical reasoning. 
 
6.1 Type of Questions 
For each question over the four unit standards, a group of three consisting of 
the researcher and two presenters made a decision as to which descriptor 
outlined in Table 6.1 most closely matched the particular question. This 
exercise was totally independent of the outcome of the meeting that designed 
the questions that involved another group. Tables 6.2 and 6.3 provide the group 
decisions made for each question with an assigned statistical reasoning 
category level.  These levels correspond to the level descriptors outlined in 
Table 6.1.  
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Table 6.2 Statistical Reasoning Level Categories for each Question 
US 68 Level of 
Reasoning 
Category 
US 69 Level of 
Reasoning 
Category 
1 1 1 5 
2 1 2 1 
3 1 3 3 
4 1 4 1 
5 2 5 4 
6 3 6 4 
7 3 7 3 
8 3 8 4 
9 3 9 5 
10 3 10 3 
11 3 11 5 
12 2 12 3 
13 4 13 3 
14 4 14 4 
15 4 15 4 
16 2 16 3 
17 2 17 5 
18 2 18 5 
Mean 2.4 Mean 3.6 
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Table 6.3 Statistical Reasoning Level Categories for each Question 
US 70 Level of 
Reasoning 
Category 
US 71 Level of 
Reasoning 
Category 
1 1 1 2 
2 1 2 2 
3 3 3 3 
4 2 4 3 
5 3 5 3 
6 3 6 3 
7 2 7 3 
8 2 8 2 
9 3 9 3 
10 2 10 3 
11 2 11 3 
12 2 12 3 
13 2 13 4 
14 2 14 4 
15 4 15 5 
16 2 16 5 
17 5     
18 3     
19 3     
Mean 2.5 Mean 3.2 
 
 
6.2 Characteristics of Questions 
This section examines characteristics of assessment questions in terms of 
design and learner performance in answering the questions. Statistical 
reasoning levels are analysed alongside the order and level of the questions in 
the assessments. With learner responses, the frequency of correctly answered 
questions and those requiring re-sits are compared to statistical reasoning 
levels. 
6.2.1 Order of Statistical Reasoning Levels 
The order of the assessment questions were originally designed so that the 
content was tested in the order it appeared in each of the performance criteria 
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pertaining to each unit standard.  Figure 6.1 displays the levels of reasoning by 
question order for each unit standard, where the line graphs follow the order of 
questions in the assessment.  A learner would be expected to complete each 
unit standard assessment by working through the questions in order. This order 
was designed as a reflection of how a typical analysis would proceed as per a 
cycle of statistical enquiry and the connected order that the performance 
criteria appear in each unit standard. 
 
 
Figure 6.1 Comparison of the Levels of Statistical Reasoning by Question 
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Using Tables 6.2 and 6.3 with Figure 6.1 it was observed that the order of 
questions for assessing US 71 follows the levels of statistical reasoning 
upwards, low to high, with only one drop between questions 7 and 8, by 
starting off at level 2 and rising to finish at level 5. The upward trend in 
statistical reasoning levels is also shown by US 68 for questions 1 to 15 and in 
the main by US 70, except for the last two questions. US 69 appears to not 
follow the trend of the other standards and this would be largely due to its 
questions being designed to sit separately under each of the elements in its 
performance criteria. 
 
6.2.2 Frequency of Statistical Reasoning Levels 
Table 6.4 gives a cross-tabulation between the required level of statistical 
reasoning to answer the question and each unit standard. The column totals 
give the total number of questions within each unit standard assessment tool. 
 
Table 6.4 Number of Questions in each Level Category by Unit 
Standard         
Level US 68 US 69 US 70 US 71 
1 4 2 2 0 
2 5 0 9 3 
3 6 6 6 9 
4 3 5 1 2 
5 0 5 1 2 
Total 18 18 19 16 
 
 
Table 6.5 combines levels 1 and 2 and levels 4 and 5, using percentages so that 
columns total 100%.  
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Table 6.5 Percentages of the Questions of each Unit Standard  
Levels US 68 US 69 US 70 US 71 
1&2 50% 11% 58% 19% 
3 33% 33% 32% 56% 
4&5 17% 56% 10% 25% 
Total: 100% 100% 100% 100% 
 
 
In NZ, all of the unit standards are registered on the New Zealand Qualification 
Authority (NZQA) framework in the range level one to level seven depending 
on the standard required to achieve their performance criteria. Level one to 
three correspond to the final three years of secondary schooling and levels five 
to seven relate to the three years of an undergraduate degree. Level four is a 
transitional level sandwiched between the final year of secondary school and 
first year of university. Both US 68 and US 70 are at level 4 which we will 
denote by the lower level and US 69 and US 71 are both at level 5 which we 
will denote by the upper level. 
 
We note that the two lower level standards, US 68 and US 70 have 
considerably more questions requiring the lowest two levels of statistical 
reasoning to answer than US 69 and US 71.  This confirms what we would 
expect with the lower level standards. Conversely US 69 have over half its 
questions requiring statistical reasoning to levels 4 and 5, at 56%. US 71 have a 
lower percentage in the higher level 4 and 5 categories than expected and 56% 
in the middle level 3 category. If a chisquare test is run using the data tabulated 
in Table 6.5 at the 5% level of significance we would conclude that level and 
unit standard are significantly related    (
2χ = 17.7 > 12.592). This shows that 
irrespective of how the questions were designed there are significant 
differences in the proportions of questions containing the various levels of 
statistical reasoning over these four unit standards.  The next section’s focus is 
on the various characteristics of re-sit questions that needed to be attempted 
again by the learners in order to pass the unit standards. 
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6.3 Re-Sit Analysis 
In most cases follow up re-sit questions were done by email. Others were done 
by face to face meetings or by phone conversations. On the whole, learners 
answered most questions correctly first time however there was a high 
percentage of learners needing a re-sit on at least one question in every unit 
standard, before passing, as Table 6.6 shows. 
 
Table 6.6 Re-sit Percentages 
Percentage of Candidates requiring a Re-Sit before passing 
US 68 77% 
 US 69 67% 
US 70 50% 
US 71 60% 
 
 
Over the lower level unit standards, US 70 had the highest percentage of 
learners who passed first time at 50%, whereas US 68 had the lowest 
percentage of learners who passed first time at 23% followed by US 69.  The 
common issues involving teaching, assessment design and learner issues that 
have influenced re-sits on at least one question are identified in the next three 
sections 6.3.1 to 6.3.3 respectively. 
 
6.3.1 Teaching Issues 
There was not enough time to teach all of the concepts in the larger unit 
standards US 68 and US 69. These units were eight credits worth, which 
equated to 80 hours learning. Fourteen of these hours were allocated for 
teaching which was found to be insufficient. This became evident when the 
assessor discovered that a large number of learners were unable to answer 
particular questions correctly. Consequently the assessor pursued the statistical 
concepts being tested with the learners. Two examples of these were identified 
in the learners’ answers when they did not know what cyclical variation was in 
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a time series (US 68 Q13) or what performance indicators represented (US 68 
Q15). Learners had more difficulty with attempting the questions in the two 
largely quantitative assessments at the lower level as opposed to the two 
largely qualitative assessments at the upper level. This was mainly because 
insufficient teaching time was provided in order to practice calculations and 
interpretations in practical situations. The teaching of statistical concepts was 
also very fragmented without the linkages that an inquiry-based teaching 
strategy would provide. 
 
6.3.2 Assessment Design Issues 
Learners were unable to find examples of required content to answer a 
particular question in the report so it could be answered in context. One area of 
difficulty was finding an example of a bi-variate analysis (US 68 Q10). There 
were difficulties in explaining concepts not covered in report, for example, 
confidence intervals for differences between proportions. This was largely due 
to assessment requirements where all of the concepts in a learner’s answer had 
to be related to a maximum of two reports for each assessment (US 70 Q13). 
Overall, questions in assessment were not being clear enough in their design 
about what was required to answer the question. 
 
6.3.3 Learner Assessment Issues 
In several instances, questions were not answered completely. An example of 
this was not stating fully all the 12 privacy principles or only partly answering 
a question. Another example was a failure to provide appropriate context when 
required. In other cases the answers were too brief and not enough detail given, 
for example, recommendations to management. A common occurrence was 
that only one part of a question was answered. For example, the learners were 
able to distinguish between the two sampling methods, stratification and 
clustering but were unable to explain why stratification was preferred to 
clustering in the report (US 70 Q17).  
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6.3.4 Types of Errors 
This subsection identifies the types of errors that were prevalent in learners’ 
answers thus ensuring the necessity for re-sits. The number of learners that 
answered each question either incorrectly or partially correct was recorded. 
Table 6.7 shows this for each question over the four unit standards. Each 
learner was required to re-sit these questions. Both US 68 and US 69 consisted 
of 18 questions while US 70 had 19 questions and US 71 16 questions. 
Table 6.7 Frequency of Questions needing to be Re-Sat by Unit 
Standard 
Question 
Number 
US 68 US 69 US 70 US 71 
1 0 2 0 3 
2 0 0 0 0 
3 1 1 1 0 
4 0 0 0 0 
5 1 1 1 0 
6 2 0 2 0 
7 1 1 1 1 
8 1 1 4 0 
9 0 0 0 0 
10 4 4 2 0 
11 0 1 2 2 
12 1 0 0 0 
13 5 2 1 0 
14 0 1 1 0 
15 3 0 1 0 
16 2 2 2 3 
17 1 4 4 N/A 
18 2 0 0 N/A  
19  N/A  N/A 3 N/A  
TOTALS 24 20 25 9 
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For each learner requiring a re-sit of a question, errors were classified in three 
categories, as shown in Table 6.8. 
Table 6.8 Error Frequency 
Error 
Classification of   
Question 
US 68 US 69 US 70 US 71 
Incorrect 
 
9 2 7 2 
Correct with no 
context 
0 2 8 2 
Partially correct 
with/without 
context 
15 16 10 5 
 
The major source of error over all of the standards, was that questions were not 
answered fully enough. Those questions involving at least three learners having 
to re-sit had the following characteristics shown in Table 6.9. 
Table 6.9 Characteristics of Re-sit Questions 
Unit Standard Topic Error Characteristic 
US 68 
  
  
Bi-variate Time Series No practical example 
Cyclical Variation Lack of knowledge 
Irregular Variation Lack of knowledge 
US 70 
  
  
  
  
Statistical Measures No proper conclusion 
Weighting of 
Observations 
Lack of knowledge 
Sampling Impacts   
Stratification Not attempted 
Clustering Not attempted 
US 69 Data Collection 
Elements 
Unclear 
US 71  Principles of Privacy 
Act 
Not complete 
Data Collection Issues Recommendations not 
complete 
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From this table, the main errors in the unit standards US 68 and US 70 relate to 
a lack of understanding of statistical concepts such as components of time 
series, sampling methods and weighting of observations in the calculation of a 
mean for imputation purposes. The errors associated with the upper level unit 
standards were a lack of completeness of learners’ answers rather than a lack of 
knowledge. Learners knew about the privacy act and data collection issues but 
were unable to give a full contextual answer. A chisquare test was carried out 
on the data to see if error classification and level of unit standard having 
categories lower level and upper level were significantly related (Table 6.10). 
This involved combining the question responses “correct with no response” 
and “partially correct with/without context” so the frequencies were 
sufficiently high enough to ensure validity of this chi square test. 
Table 6.10 Error Frequencies by Level 
Error Classification Lower Level   Upper Level  
Incorrect 16 4 
Partially Correct 33 25 
 
After applying Yates’ correction for continuity it was concluded that error 
classification and level of unit standard are not significantly related as  
2χ  = 
2.49 < 3.841 at the 5% level of significance.  
 
6.3.5 Links of Re-sit Questions to Statistical Reasoning Levels 
This subsection aligns statistical reasoning to the characteristics of the 
questions that needed to be re-sat.  The mean number of re-sit questions per 
learner out of all the learners can be cross tabulated with the number of re-sit 
questions classified into each statistical reasoning level, to obtain the results 
shown in Table 6.11. 
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Table 6.11 Mean Number and Frequency of Re-sit Questions 
Unit 
Standard Mean Statistical Reasoning Level 
    1 2 3 4 5 
US 68 1.85 1 7 8 8 0 
US 69 1.82 0 0 10 3 7 
US 70 2.08 0 13 7 1 4 
US 71 0.90 0 3 3 0 3 
 
Table 6.12 shows a comparison of the rank orders of the mean number of re-sit 
questions compared to the mean of the statistical reasoning levels, taken as a 
measure of the complexity of the various questions needing to be re-sat, from 
low to high. The mean of the reasoning levels is calculated as a weighted mean 
for each unit standard. For instance for US 70 the  weighted mean = (1 x 0 + 2 
x 13 + 3 x 7 + 4 x 1 + 5 x 4)/ 25 = 2.84. 
 
Table 6.12 Rank Orders of Unit Standards 
Rank 
Order 
Mean Number of Re-Sit 
Questions per Learner 
Mean Reasoning Level per 
Standard 
1 US 71 US 70 
2 US 69 US 68 
3 US 68 US 71 
4 US 70 US 69 
 
 
The main observation from Table 6.12 is that US 70 has the highest mean 
number of re-sit questions per learner but the lowest mean of the required 
statistical reasoning levels to answer the questions. In the case of the upper 
level standards, a higher level of statistical reasoning was required to answer 
the re-sit questions; however, both these standards had the lowest mean 
number of re-sit questions per learner. The pattern of the levels of statistical 
reasoning required in the 78 questions in total that needed to be re-sat by the 
learners was compared with the overall levels of statistical reasoning required 
to answer all the questions and is shown in Table 6.13. 
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Table 6.13 Number of Questions by Statistical Reasoning Level 
Statistical Reasoning Level 1 2 3 4 5 
Total Number of Re-sit 
Questions 
1 23 28 12 14 
Percentage of all Re-sit 
Questions 
1% 29% 36% 15% 18% 
Total Number of Assessment 
Questions 
8 17 27 11 8 
Percentage of all Assessment 
Questions 
11% 24% 38% 15% 11% 
 
 
The main observation in Table 6.13 is that there is a higher proportion than 
expected of re-sit questions in the reasoning categories of 2 & 5. A chisquare 
test was carried out to see if there are any significant differences in the 
proportion of questions that needed to be re-sat requiring each statistical 
reasoning category, compared to the overall proportion of questions requiring 
each statistical reasoning category using the data in Table 6.13. We get 
2χ = 
11.09 > 9.488 at α = 0.05. 
 
There are, therefore, significant differences in the proportions with higher 
proportions of the re-sit questions requiring levels 2 and 3 categories of 
statistical reasoning and lower proportions of re-sit questions being in the 
levels 1, 4 and 5 categories of statistical reasoning.   
 
Over the re-sit questions a chisquare test was carried out to see if the level of 
the unit standard assessment tool (lower, upper) and the required statistical 
reasoning level required to answer the re-sit questions were related.  The four 
unit standards were collapsed into two categories as shown in Table 6.14 
depending on whether they were at the lower or upper level. This needed to be 
done as there were too many expected frequencies less than 5 and only a 
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maximum of 10% of the cells can have expected frequencies less than five for 
the chisquare test to be valid. 
Table 6.14 Frequencies of Re-Sit Questions by Level of Assessment 
Statistical Reasoning Level Levels 
Lower Upper 
1 & 2 21 3 
3 15 13 
4& 5 13 13 
 
The outcome of this analysis was 
2χ = 9.04 > 5.991 at α = 0.05 thus 
concluding that level of assessment tool and required statistical reasoning level 
of questions to be re-sat were significantly related. This represented no change 
to the pattern than what we had established earlier that in the design of the 
questions, the statistical reasoning level required to answer these questions was 
significantly related to the level of the unit standard. 
6.4 Completion Times 
This section provides an analysis of the learner completion times for re-sits and 
the completion of the assessments as a whole. The total number of days to 
complete a unit standard assessment was deduced from the extant database for 
each learner. Completion times were recorded in days taken from receipt of 
assessment to the date of their first submission. Any days taken by the learner 
to correct their answers were recorded as re-sit days. The total time taken by 
the learner was recorded in days. Tables 6.15 and 6.16 show these completion 
times along with their associated summary statistics giving the mean, standard 
deviation and median for US 68 and US 70 at the lower level then US 69 and 
US 71 at the upper level respectively. 
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Table 6.15 Summary Statistics of Lower Level 4 Unit Standard 
Completion Times in Days 
 US 70 US 68 
 Days Re-sit 
Days 
Total 
Days 
Days Re-sit 
Days 
Total 
Days  
 8 0 8 6 1 7 
 143 97 240 4 76 80 
 31 30 61 67 3 70 
 39 0 39 84 90 174 
 10 5 15 10 1 11 
 16 4 20 9 1 10 
 21 0 21 26 3 29 
 22 5 27 70 2 72 
 5 6 11 14 1 15 
 5 0 5 14 0 14 
 15 0 15 66 30 96 
  31 0 31 33 0 33 
       23 0 23 
Mean 28.8 12.3 41.1 32.8 16.0 48.8 
Standard Dev 37.6 28.0 64.5 28.5 30.9 48.5 
Median 18.5 2.0 20.5 23.0 1 29.0 
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Table 6.16 Summary Statistics of Upper Level 5 Unit Standard 
Completion Times in Days 
 US 69 US 71 
 Days Re-sit 
Days 
Total 
Days 
Days Re-sit 
Days 
Total 
Days 
 7 1 8 15 1 16 
 144 6 150 28 1 29 
 130 0 130 32 1 33 
 20 1 21 18 1 19 
 11 1 12 166 1 167 
 40 1 41 10 0 10 
 21 0 21 4 0 4 
 26 8 34 108 0 108 
 133 0 133 20 0 20 
 93 0 93 44 8 52 
 71 1 72       
            
             
Mean 63.3 1.7 65.0 44.5 1.3 45.8 
Standard Dev 53.2 2.7 53.3 51.9 2.4 52.0 
Median 40.0 1.0 41.0 24.0 1.0 24.5 
 
 
There was one group that managed to complete each unit standard in time and 
keep up. Many asked for extensions from the stated three weeks, which was 
not rigidly enforced. There were, however, some long periods between re-sits 
and submissions. Tables 6.15 and 6.16 provide summaries of the statistics 
about the days taken to complete each assessment by each learner. From these 
summaries we note the following: 
1. The mean re-sit time was substantially higher for the two standards that had 
the lowest complexity rankings in terms of requirements. In fact, for US 68 
and US 70 approximately one third (32.8% and 29.9% respectively) of the 
total learner time spent working on these assessments was working on re-sit 
questions. Only 2.7% and 2.8% of total time was spent by learners working 
on re-sits to do with US 69 and US 71 respectively. 
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2. The proportion of re-sits was about the same for each standard with the 
maximum (0.77) and minimum (0.50) occurring with the two standards US 
68 and US 70 respectively of lowest complexity. 
3. The percentage of completions was highest for US 70 and lowest for US 69 
in all three categories; one month, two months and three months from 
delivery. 
4. The variability measured by the standard deviation of total times taken for 
US 70 is substantially higher at 64.5 days than for the other three standards, 
most likely due to the outlier at 240 days. 
5.  
Table 6.17 provides further summary statistics of completion times in days. 
Table 6.17 Summary Statistics for Unit Standard Assessments 
Completion Times (Days)  
Unit 
Standard 
Number 
of 
Learners 
Re-sit 
Times 
Re-sit 
Times 
Total 
Completion 
Time 
Total 
Completion 
Time 
Range of 
Completio
n Times 
    Skew   Co-
efficient 
of 
Variation 
Skew  Co-
efficient of 
Variation 
 
US 68 13 + 15 1.9 + 19.8 1.0 7 to 174 
US 69 11 + 0.7 1.5 + 23.6 0.9 8 to 150 
US 70 12 + 
10.3 
2.3 + 20.6 1.6 5 to 240 
US 71 10 + 0.3 1.8 + 21.3 1.1 4 to 167 
 
From Table 6.17 it was observed that the skew on the re-sit times was much 
greater for the two level four standards. The skews are very consistent for the 
completion times.  US 70 had the greatest value for the co-efficient of variation 
for both the re-sit and completion times whereas US 69 had the least values for 
both these times.  In a comparison of completion times using Friedman’s Test 
it was concluded that there was no significant difference in the medians for the 
total days over the four unit standards (p = 0.558 > 0.05) or in the medians of 
the re-sit days over the four unit standards (p = 0.221 > 0.05) at the 5% level of 
significance. 
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Help towards completion was provided by timely feedback on re-sit questions 
through conversations with learners regarding re-sits topics not understood. For 
example cyclical variation, index numbers and odds ratios were covered with a 
face to face session with learners.. Feedback in the form of emails was 
provided by myself, as the assessor, to the contact at Statistics NZ in order to 
assist in tutorial preparation.  A summary of the key barriers to completion are 
given in Table 6.18 below. 
 
 Table 6.18 Barriers to Completion 
Completion Barriers 
Design of Assessment 
  
  
  
Three weeks completion time 
Too short between presentations 
Fragmentation between the tools 
Absence of clear example 
Teacher Dependent 
  
  
Some concepts not taught fully 
Not enough teaching time 
Difficulties in making up an example 
Learner Motivation 
  
  
Reluctance to request help 
Learners left quantitative assessments till 
later 
Time management skills 
Outside Control 
  
Work commitments of learners 
Effect of instruction diminished over time 
 
Overall it was concluded from Table 6.18 that strategies directed at improving 
the assessment tools coupled with more learner support with additional 
teaching would help to overcome these barriers. At this point, in line with an 
action research methodology, these findings were reviewed by a group 
consisting of three presenters, two Statistics NZ staff and myself, as the 
assessor. This was reviewed with respect to a potential review of the design 
and implementation of these unit standard assessment tools for the next two 
2008 cohorts of workplace learners as outlined in the next section. 
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6.5 Review of Findings and Changes for the Next 
Cohort 
It was concluded that the statistical reasoning level and unit standard were 
significantly related. The lower level 4 unit standards displayed lower levels of 
statistical reasoning, as expected. Some work needed to be carried out on US 
69 to ensure a more appropriate ordering of questions and minimal work was 
required on US 70. Two key factors causing the need for re-sits were poor 
knowledge of concepts along with poorly designed questions. Answers 
requiring re-sits were largely only partially answered. In US 70 with questions 
having a statistical reasoning classification of 2 or 5, there were difficulties in 
explaining statistical concepts and relating them to the overall report objective. 
The main barrier to completion was caused by the absence of a report to use in 
an assessment that would form an appropriate tool in order  to assess all the 
statistical concepts. 
 
After the trial cohort in 2007, efforts were made to build on past experiences of 
using these assessment tools and to review them with the objective of 
improving them. This was supported by a conclusion made by Forbes, Moses, 
Pilhama, Bechervaise and Cullen (2008) that more analysis was needed on the 
levels of statistical thinking that were being demanded in the unit standard 
assessments. The following three subsections 6.5.1 to 6.5.3 outline the changes 
that were made to the design of the assessment questions, the seminar 
presentations and the support systems respectively. A further subsection 6.5.4 
outlines how the barriers to completion, as summarised in Table 6.18, were 
addressed for the next cohort of learners. 
 
6.5.1 Assessment Questions 
The questions in unit standard assessments US 69, US 70 and US 71 were 
modified to give fewer questions. Statistical reasoning concepts and levels 
were not used in modifying these assessment standards. They were 
redeveloped independently by presenters, reviewed by Statistics NZ and pre-
moderated by Learning State to ensure they examined all the elements of the 
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performance criteria pertaining to each standard. There were subsequently no 
overlaps in questions requiring similar answers between the four unit standard 
assessments. This meant that the number of questions was reduced and hence 
the “assessment burden” on the learners and the performance criteria were still 
satisfied. The aim was then to have linkages in assessing components of all 
four standards across one or two common over-arching reports. Other reports 
were to be provided on a minimal basis to cover assessed statistical concepts 
not covered by these over-arching reports. Questions were designed so some 
optional choice was provided in explaining concepts. For example, the 
question, ‘explain in context a confidence interval for either a mean or a 
proportion.’ Learners would need to determine whether the confidence interval 
being used in the report was for a mean or a proportion and then explain their 
choice in context. The need for learners to switch reports in order to answer all 
of the questions in the assessments was substantially reduced. 
 
6.5.2 Presentation of Statistical Content 
The order of presentation of the unit standards was changed so that the 
teaching sequence was US 71, then US 68. US 70 and US 69, which involved 
the policy questions, changed from the previous order US 70, US 68, US 69 
and US 71. This was so the learners could focus more on the overall objectives 
of a report along with legal and ethical constraints before being taught the 
various required statistical concepts. Fine tuning of the selection and use of the 
worked examples as part of the presentation took place. These exemplars 
showed what was required for a pass for a range of questions. New resource 
material was produced to assist in the presentations of the unit standard 
material where there was more emphasis on performance criteria along with 
their associated statistical concepts.  
6.5.3   Support System 
The backup and mentoring systems for learners were extended. There was the 
provision of pre-courses in relevant material, after a gaps analysis to ascertain 
entry knowledge of learners, so learners could be better prepared.  For 
example, a pre-course on confidence intervals was planned prior to the delivery 
of US 70.  
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6.5.4 Barriers to Completion 
A summary of how the identified key barriers to completion for the 2008 
cohorts were addressed, as outlined in Table 6.18,  are shown alongside each 
completion barrier in Table 6.19. 
 
Table 6.19 Barriers to Completion 
Completion Barriers 
Design of Assessment 
  
  
  
Three weeks completion time – now no time 
limit 
Too short between presentations – now two 
months apart 
Fragmentation between the tools – questions 
all link into a common report as much as able 
Absence of clear example – wider net of 
possibilities 
Teacher Dependent 
  
  
Some concepts not taught fully – more 
emphasis on less concepts 
Not enough teaching time – pre and post 
tutorials available 
Difficulties in making up an example – not 
required to invent anything to answer a 
question 
Learner Motivation 
  
  
Reluctance to request help – follow up 
contacts 
Learners left quantitative assessments till 
later – encouraged to get started  
Time management skills – tutorial help 
Outside Control 
  
Work commitments of learners – can stagger 
the block courses 
Effect of instruction diminished over time – 
tutorials panned to help 
  
6.6 Revised Analysis of Question Design and Learner 
Response 
The next three subsections provide the findings from the data pertaining to the 
2008 cohorts after changes to the assessments, delivery and support had been 
made. The cohort sizes that completed each unit standard assessment are 
shown in Table 6.20. 
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Table 6.20 Cohort Size 
Cohort US 23268 US 23269 US 23270 US 23271 
2007 13 11 12 10 
2008 16 17 17 18 
                         
6.6.1 Revised Types of Questions 
The revised unit standard questions, with an example of US 69, (outlined in 
Appendix Seven) were allocated with an appropriate statistical reasoning level 
category corresponding to those outlined in Table 2.3. US 68 was the only one 
unchanged. These revised allocations, carried out in similar fashion as outlined 
in section 8.1 along with the mean statistical reasoning level, are shown in 
Tables 6.21 and Table 6.22. 
Table 6.21 Statistical Reasoning Levels for revised Assessment 
Questions 
US 68 Level of 
Reasoning 
Category 
US 69 Level of Reasoning 
Category 
1 1 1 3 
2 1 2 4 
3 1 3 3 
4 1 4 5 
5 2 5 3 
6 3 6 4 
7 3 7 5 
8 3 8 5 
9 3 9 3 
10 3 10 4 
11 3 11 3 
12 2 12 5 
13 4   
14 4   
15 4   
16 2   
17 2   
18 2   
Mean 2.4 Mean 3.9 
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Table 6.22 Statistical Reasoning Levels for revised Assessment 
Questions 
US 70 Level of 
Reasoning 
Category 
US 71 Level of 
Reasoning 
Category 
1 1 1 3 
2 1 2 4 
3 3 3 4 
4 1 4 3 
5 3 5 4 
6 3 6 4 
7 3 7 5 
8 4 8 5 
9 1   
10 4   
11 4   
12 4   
Mean 2.9 Mean 4 
 
The mean of the reasoning levels are consistent with the level of the standard 
with the two upper level five standards having the highest mean values. If the 
reasoning levels are split in the first half and second half means for each of the 
three standards respectively, the following for US 69, US 70 and US 71 is 
obtained, respectively: 3.7, 6.4; 2.0, 3.3 and 3.5; 4.5. This provides evidence 
for the observation that the order of questions are aligned to an upwards trend 
of the statistical reasoning levels as the second value in each pair exceeds the 
first value for each unit standard. 
6.6.2 Revised Characteristics of Questions 
Table 6.23 gives a cross-tabulation between the required level of statistical 
reasoning to answer the particular question and each unit standard. The column 
total gives the total number of questions within each unit standard assessment 
tool. 
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Table 6.23 Revised Number of Questions in each Level Category by 
Unit Standard 
Level US 68 US 69 US 70 US 71 
1 4 0 4 0 
2 5 0 0 0 
3 6 5 4 2 
4 3 3 4 4 
5 0 4 0 2 
Total 18 12 12 8 
 
Table 6.24 shows the combined levels of 1 and 2 and levels 3 and 4, using 
percentages so that columns total 100%. 
Table 6.24 
Revised Percentages of the Questions of each Unit Standard 
Levels US 68 US 69 US 70 US 71 
1&2 50% 0% 33% 0% 
3 33% 42% 33% 25% 
4&5 17% 58% 34% 75% 
Total 100% 100% 100% 100% 
 
The distinct changes shown in Table 6.24 when compared to Table 6.5 are that 
there are no statistical reasoning level 1 and 2 type questions in US 69 and US 
71. There has been a shift in the number of questions in the lower level 
categories in US 70 to the higher levels. If a chisquare test is run using the 
frequencies of the percentage data tabulated in Table 6.24, and collapsed to a 
3x2 table, at the 5% level of significance we would conclude that reasoning  
level and unit standard level are significantly related (
2χ = 13.89 > 5.991).  
Irrespective of how the questions were redesigned there are still significant 
differences in the proportions of questions containing the various levels of 
reasoning over these four unit standards.  The next subsection provides a re-sit 
analysis of those in the 2008 cohort that needed a re-sit on some of their 
questions. 
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6.6.3 Revised Re-sit Analysis 
Table 6.25 provides details on the percentages of learners that required a re-sit 
before passing by unit standard. 
Table 6.25 Revised Re-sit Percentages 
Percentage of Learners requiring a Re-sit by US 
US 68 88% 
US 69 35% 
US 70 65% 
US 71 50% 
 
Both US 69 and US 71 had the highest percentages of learners that passed first 
time at 65% and 50% respectively.  Specific questions within each unit 
standard that required a re-sit are shown with the corresponding frequencies of 
the number of learners in Table 6.26. 
Table 6.26 Revised Frequencies of Questions needing to be Re-Sat by 
Unit Standard 
Question 
Number 
US 68 US 69 US 70 US 71 
1 0 2 0 1 
2 0 0 0 3 
3 0 3 1 2 
4 0 3 2 2 
5 0 1 3 5 
6 0 0 1 2 
7 0 0 2 3 
8 3 0 8 2 
9 0 0 1  
10 4 0 2  
11 1 2 1  
12 6 0 1  
13 12    
14 1    
15 6    
16 2    
17 4    
18 5    
TOTAL 44 11 22 20 
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Table 6.27 provides a comparison of the mean number of re-sit questions per 
learner over the 2007 and 2008 cohorts. 
Table 6.27 Mean Number of Re-sit Questions per Learner 
Unit 
Standard 
Mean Number of Re-sit Questions per Learner 
  2007 Cohort 2008 Cohort 
US 68 1.85 2.75 
US 69 1.82 0.65 
US 70 2.08 1.29 
US 71 0.90 1.11 
 
Both unit standards US 69 and US 70 showed substantial reductions in the 
mean number of re-sit questions required per learner. A marked increase in the 
mean was shown by unit standard US 68 that was unchanged. There was a 
small increase in the mean for unit standard US 71.  As an overall summary, 
the nature of the unsatisfactory responses described in three categories of error 
classification, made by the candidates within each unit standard requiring re-
sits, are shown in Table 6.28 below. 
Table 6.28 Error Frequency 
Error 
Classification 
US 68 US 69 US 70 US 271 
Incorrect /part not 
answered 
17 4 5 7 
Correct with no 
context 
16 5 11 7 
Partially correct 
with/without 
context 
11 2 6 6 
 
The major source of error over all of the standards was that questions were not 
answered fully enough, with either context not being provided or a full answer 
not being given.  Those questions involving at least three learners having to re-
sit had the following error characteristics as shown in Table 6.29. 
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Table 6.29 Characteristics of Re-sit Questions 
Unit Standard Topic Error Characteristic 
US 68 
  
  
  
  
  
  
  
  
Graphs and/or 
Summary Stats 
Not enough 
Conclusions 
Bi-Variate Analysis 
  
Not in Context 
Lack of Knowledge 
Residuals Lack of Knowledge 
Cyclical Variation Lack of Knowledge 
Random Component 
Time Series 
Lack of Knowledge 
Odds Ratio 
  
Poor Definitions 
Lack of Knowledge 
Index Number Lack of Knowledge 
US 70 
  
  
  
Confidence Intervals 
  
Not in Context 
Meaning of Interval 
Imputation Treatment 
  
Not in Context 
Impacts not Identified 
US 69 
  
  
Data Sources Lack of Knowledge 
Data Representation 
  
Lack of Knowledge 
Not in Context 
US 71 
  
  
  
Privacy Act Not in Context 
Confidentiality 
  
Not in Context 
Not enough details 
Impacts on 
Respondents 
Lack of Knowledge 
 
The major error occurring in 64% of the topics was a lack of knowledge being 
displayed by the learner and hence the answer to the question was unable to be 
completed. A lack of knowledge meant that the topic was not understood by 
the learner. This is turn meant that the learner would be unable to clearly 
articulate the statistical concept in context. There were substantially more 
errors made in the answering of questions associated with US 68.  A chisquare 
test was carried out on the data to see if error classification and level of unit 
standard were significantly related (Table 6.30). 
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Table 6.30 Error Frequencies by Level 
Error Level 4  Level 5 
Incorrect 22 11 
Partially Correct 44 20 
 
The question response has been recorded as “not complete” if no context had 
been provided so the frequencies are sufficiently high enough to validate this 
test.  We concluded that error classification and error were not significantly 
related as 
2χ  = 0.052 < 3.841 at the 5% level of significance.  
 
6.6.4 Links of Re-sit Questions to Statistical Reasoning Levels 
This subsection aligns statistical reasoning to the characteristics of the revised 
questions that needed to be re-sat. If the mean number of questions required to 
be re-sat per learner out of all learners is tabulated and these values are placed 
alongside the number of re-sit questions classified by statistical reasoning level 
by unit standard, we obtain the results shown in Table 6.31. 
 
Table 6.31 Mean Number and Frequency of Re-sit Questions 
Unit 
Standard 
Mean Statistical Reasoning Level 
    1 2 3 4 5 
US 68 2.75 0 17 8 19 0 
US 69 0.65 0 0 8 0 3 
US 70 1.29 3 0 7 12 0 
US 71 1.11 0 0 3 12 5 
 
Table 6.32 shows the mean ranked next to the mean of the reasoning levels, 
taken as a point estimate measure of the complexity of questions within a 
particular unit standard, from low to high over the four standards. 
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Table 6.32 Rank Orders of Unit Standards 
Rank 
Order 
Mean Number of Re-Sit 
Questions 
Mean Reasoning Level 
    Std (Mean)   
1 US 69 US 70 (2.19) 
2 US 71 US 68 (3.05) 
3 US 70 US 69 (3.55) 
4 US 68 US 71 (4.10) 
 
The main observation from Table 6.32 is that US 68 has the highest mean 
number of re-sit questions but the second to lowest mean of the statistical 
reasoning levels. In addition, there were two lower level 4 unit standards with 
the lowest mean reasoning levels, as expected, requiring a high mean number 
of re-sits by the learners. The next stage is to examine the pattern of the levels 
of statistical reasoning required in the 97 questions in total that needed to be re-
sat by the learners. This pattern was compared with the overall levels of 
statistical reasoning required to answer all of the questions and shown in Table 
6.33. 
 
Table 6.33 Number of Questions by Statistical Reasoning Level 
Statistical Reasoning 
Level 
1 2 3 4 5 
Total Number of Re-sit 
Questions 
3 17 26 43 8 
Percentage of all Re-sit 
Questions 
3% 18% 27% 44% 8% 
Total Number of 
Assessment Questions 
8 5 17 14 6 
Percentage of all 
Assessment Questions 
16% 10% 34% 28% 12% 
 
 
The main observation in Table 6.33 is that we have a higher percentage than 
expected of re-sit questions in the reasoning categories of 2 and 4. A chisquare 
test was carried out to see if there are any significant differences in the 
proportion of questions that needed to be re-sat requiring each statistical 
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reasoning category, compared to the overall proportion of questions requiring 
each statistical reasoning category to answer correctly using the data in Table 
6.31. We obtained: 
2χ = 12.27 > 9.488 atα = 0.05.  There are, therefore, 
significant differences in the proportions with higher proportions of the re-sit 
questions requiring levels 2 and 4 categories of statistical reasoning and lower 
proportions of re-sit questions in levels 1, 3 and 5 categories of statistical 
reasoning.   Over the re-sit questions a chisquare test was carried out to see if 
the level of the unit standard assessment tool and the required statistical 
reasoning level to answer the question pertaining to the unit standard were 
related. 
 
The four unit standards were collapsed into two categories in Table 6.34 
depending on whether they were at the lower level 4 or the upper level 5. This 
needed to be done as there were too many expected frequencies less than 5 and 
only a maximum of 10% of the cells can have expected frequencies less than 
five for the chisquare test to be valid. 
 
Table 6.34 Frequencies of Re-Sit Questions 
Statistical Reasoning 
Levels 
Lower Upper 
1 & 2 20 0 
3 15 11 
4& 5 31 20 
 
The outcome of this analysis was 
2χ = 11.94 > 5.991 at α = 0.05 therefore, the 
level of assessment tool and required statistical reasoning level of questions to 
be re-sat are significantly related. There was no change in the pattern we had 
established earlier that in the design of the questions, the statistical reasoning 
level required to answer these questions was significantly related to the level of 
the unit standard.  
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6.6.5   Revised Completion analysis 
This subsection provides a revised completion analysis of re-sit times and 
times to submission for each unit standard. The following data, representing 
revised total and re-sit completion times, in Tables 6.35 and 6.36 was deduced 
from the extant database. As before, summary statistics; mean, standard 
deviation and median are supplied for these times. 
Table 6.35 Revised Summary Statistics of Completion Times for Level 
4 Standards 
 US 70 US 68 
 Days Re-sit 
Days 
Total 
Days 
Days Re-sit 
Days 
Total 
Days  
 218 0 218 35 61 96 
 66 2 68 60 37 97 
 167 1 168 123 69 192 
 150 0 150 108 24 132 
 18 48 66 295 25 320 
 43 0 43 18 6 24 
 40 7 47 12 90 102 
 37 10 47 55 1 56 
 54 0 54 16 0 16 
 5 1 6 186 30 216 
 24 1 25 22 3 25 
 176 7 183 51 32 83 
 20 2 22 60 1 61 
 80 0 80 85 0 85 
 5 0 5 29 22 51 
 86 27 113 273 3 276 
 100 1 101       
Mean 75.8  6.3  82.1  89.3  25.2  114.5  
Standard Dev 65.4  12.7  64.1  89.0  27.6  90.9  
Median 54.0  1.0  66.0  57.5  23.0  90.5  
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Table 6.36 Revised Summary Statistics of Completion Times for Level 
5 Standards 
 US 69 US 71 
 Days 
Re-sit 
Days 
Total 
Days Days 
Re-sit 
Days 
Total 
Days 
 60 0 60 4 0 4 
 91 15 106 19 0 19 
 223 0 223 8 4 12 
 107 0 107 6 0 6 
 44 4 48 59 189 248 
 156 0 156 70 0 70 
 123 0 123 2 79 81 
 114 0 114 38 33 71 
 17 0 17 168 7 175 
 110 5 115 31 4 35 
 8 0 8 69 0 69 
 57 4 61 11 2 13 
 22 0 22 55 17 72 
 53 0 53 25 0 25 
 102 0 102 153 23 176 
 137 6 143 20 0 20 
 123 1 124 42 0 42 
       252 0 252 
Mean 91.0  2.0  93.0  57.3  19.9  77.2  
Standard Dev 55.9  3.9  56.1  68.4  47.7  80.9  
Median 102.0  0.0  106.0  34.5  1.0  55.5  
 
 
The lowest mean completion time was with US 71 followed closely by US 70. 
The mean completion time for US 68 was substantially higher than for the 
other unit standards. For time spent on re-sits, the means for US 69 and US 70 
were substantially lower than the others.  The variability in the times was 
substantially lower for both re-sits and total completion times for these two 
standards. As per the mean, the standard deviation for US 68 was substantially 
higher than the others. Table 6.37 provides a comparison of the mean of the 
total number of days taken to complete each unit standard between the two 
cohorts. These means have been adjusted taking into account the different time 
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spans between the seminars with a standardised seminar period corresponding 
to one month.  In 2008, the period between each seminar teaching presentation 
of the unit standards was doubled to two months.  
 
Table 6.37 Comparison of Adjusted Means of Completion Times for 
each Unit Standard 
Unit 
Standard  
2007 
Cohort 
Mean 
(days) 
Adjusted 
Mean in 
Seminar 
Periods 
2008 
Cohorts 
Mean 
(days) 
Adjusted 
Mean in 
Seminar 
Periods 
Decrease 
(%)  
US 68 48.8 1.60 114.5 1.88 -17.3 
US 69 65 2.14 93 1.53 28.5 
US 70 41.1 1.35 82.1 1.35 0.1 
US 71 45.8 1.51 77.2 1.27 15.7 
 
Both adjusted means for US 69 and US 71 showed the greatest percentage 
decrease. Unit standard US 68, where there was no change in the questions, 
showed increases in the value of the adjusted mean and there was virtually no 
change in the adjusted mean for US 70.  Table 6.38 provides some further 
summary statistics of completion times all in days. 
Table 6.38 Summary Statistics for Unit Standard Assessments 
Completion Times (Days)  
Unit 
Standard 
Number 
of 
Learners 
Re-sit 
Times 
Re-sit 
Times 
Total 
Completio
n Time 
Total 
Completion 
Time 
Range of 
Total 
Completio
n Times 
    Skew   Co-
efficient of 
Variation 
Skew  Co-efficient 
of Variation 
 
23268 16 + 2.2 1.1 + 14.0 0.8 5 to 218 
23269 17 + 2.0 1.9 -13.0 0.6 8 to 223 
23270 17 + 5.3 2.0 + 16.1 0.8 16 to 
320 
23271 18 + 18.9 2.4 + 21.7 1.1 4 to 248 
 
From Table 6.38 it was observed that the skew was highly positive for unit 
standard US 71. The same standard also exhibited the greatest variation. A 
negative skew for the total completion time for US 69 indicated that a 
C H A P T E R  S I X :  S T A T I S T I C A L  R E A S O N I N G  W I T H I N  U N I T  S T A N D A R D  
A S S E S S M E N T S  
219 
significant number of learners were able to complete this standard fairly 
quickly with few re-sits as the median of 0, indicated in Table 6.36. Out of the 
two level 4 standards, US 70 exhibited less variation in the re-sit times along 
with less positive skew for both re-sit and completion times. 
 
In a comparison of completion times shown in tables 6.35 and 6.36 using 
Friedman’s Test, it was concluded that there was no significant difference in 
the medians for the total days over the four unit standards (p = 0.457 > 0.05) at 
the 5% level of significance. However, when the medians of the re-sit days 
were compared over the four unit standards, a significant difference was 
established (p = 0.038 < 0.05) at the 5% level of significance. A conclusion 
from this would be that the median re-sit times for US 68, which was 
unchanged, is significantly greater than the median re-sit times for the other 
three unit standards. In a comparison of total days over the 2007 and 2008 
cohorts it was established using the Mann-Whitney Test that there were 
significant  differences in the median times at the 5% level of significance 
between the pairings shown in Table 6.39. 
 
Table 6.39 Significant Median Time Pairings between the Cohorts 
2007 Cohort 2008 Cohort P Value 
US 68 Days US 68 Days 0.018 
US 70 Days US 70 Days 0.008 
US Lower Level 4 US Lower Level 4 0.007 
US Upper Level 5 US Upper Level 5 0.010 
US 4 Credits US 4 Credits 0.007 
US 8 Credits US 8 Credits 0.010 
 
 
There were no significant differences in the median re-sit times for each unit 
standard individually. For all six pairings shown in Table 6.39 the median time 
was significantly higher (p < 0.05) for the 2008 cohort.   
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 6.7 Limitations of Analysis 
The limitations in this analysis are largely due to the characteristics of the 
population. Every learner on the extant database that made up the 2007 and 
2008 cohorts contributed data to this analysis.  These populations were small, 
given that they were enrolled in a National Certificate that had only just 
started. The first cohort, referred to as a pilot cohort, was largely made up of 
Statistics NZ employees, many of whom were working directly with 
applications of the statistical concepts. On the other hand, the 2008 cohorts 
were widely spread in vocations throughout the State Sector and would 
therefore be more representative of the State Sector employees. 
 
In the analysis there was a loss of data in having to collapse categories in order 
to perform the various chisquare tests. As the population was small, 
partitioning the population to allow for background would have made the 
resulting groups too small for meaningful analysis. Other variables depending 
on workplace assistance and manager’s support were hard to quantify in the 
analysis. 
 
The next section 6.8 summarises the key findings from this chapter. 
6.8 Summary of Key Findings 
The findings from this chapter are summarised in the next three subsections all 
focussing on statistical reasoning. Firstly, there is the design of the assessment 
tools, then the changes, followed by the effect of these changes to the 
assessment regime. 
 
6.8.1 Design of Assessment Tools 
• Generally, for all of the unit standard assessment tools, the levels of 
statistical reasoning required to answer a particular question increased as 
one worked through the assessment. The statistical reasoning level required 
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to answer the question was significantly related to the level of the unit 
standard assessment. 
• There were significant differences in the proportions of re-sit questions 
requiring level 2 and 3 categories of statistical reasoning to answer 
successfully, as opposed to the proportion of re-sit questions requiring 
statistical level categories 1, 4 and 5 to answer successfully across all the 
unit standard assessments. 
• There was no significant difference in either the median re-sit completion 
times or the median total completion times over all the unit standard 
assessments. 
 
6.8.2 Summary of Changes 
• Each unit standard assessment had its number of assessment questions 
reduced in number. The assessments were also based only on one or two 
common reports. 
• Operationally, the time between each teaching seminar was increased with 
the order of content presentation related to the unit standard changed, in 
order to reflect usage of statistics in the workplace.  
• For better learner support, more tutorial assistance was provided with 
feedback from the assessor being provided to both tutor and learner in the 
case of re-sit requirements. 
• The learner now had the option of basing their assessment answers on 
reports relevant to their workplace, as an alternative to using the supplied 
reports. 
 
6.8.3 Effects of the Changes to the Assessment Regime 
• There was a substantial reduction in the mean number of re-sit questions 
required per learner for both US 69 and US 70. 
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• As outlined in section 6.8.1 there were still significant differences in the 
proportions of re-sit questions requiring level 2 and 3 categories of 
statistical reasoning to answer successfully, as opposed to the proportion of 
re-sit questions requiring statistical level categories 1, 4 and 5 to answer 
successfully. 
• When the completion time means were compared over each unit standard 
and adjusted for seminar periods being further apart, unit standards 69 and 
71 showed the greatest percentage decreases. There was virtually no 
change for US 70. 
• In a comparison of total completion times, significant differences were 
established between the two cohorts for US 68 and US 70 but not between 
US 69 and US 71. Table 6.40 illustrates precisely where these particular 
significant differences occurred. 
• For the 2008 cohort, significant differences were established between the 
re-sit times but not for the total completion times. 
 
Overall learner responses to the design of questions resulted in a higher 
number of re-sit questions than expected that required concept and context to 
be linked. There was a reduction in the mean number of re-sits requiring 
concept and context to be linked. For the level 5 unit standards there was an 
overall decrease in completion times. The main difference between the two 
cohorts was in the mean completion times for the two level 4 unit standards; 
the main assessment characteristics were in testing a learner’s ability to explain 
how the statistical concept fitted into the context. 
 
The next Chapter Seven provides a discussion based on the findings from 
chapters 4, 5 and 6 with the themes student achievement in statistics, attitudes 
towards using statistics and the design and operation of unit standard 
assessment tools. 
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C H A P T E R  S E V E N  
Statistical Reasoning within Inquiry-Based 
Learning 
This chapter contains a discussion about learner achievement in statistics 
stemming from the findings relating to the analyses carried out in chapters 4, 5 
and 6. These chapters were concerned with a participant’s ability to reason 
statistically as the result of a statistics subject that uses inquiry-based teaching 
and assessment approaches. The first section compares three distinct learning 
and teaching environments with respect to the learner achievement in the topic 
“relationships between variables” which has the objective of creating a model 
to describe data. This is followed by two sections that examine learner 
achievement in statistics when co-operative projects and policy questions are 
used as tools both in the teaching and assessment of statistics. This final 
section examines the influence of attitudes towards using statistics on learner 
achievement in statistics. The four main sections have the connecting theme of 
statistical reasoning, as articulated in Table 2.1, being used as a measure of 
achievement in statistics within an inquiry. 
7.1 Relationships between Variables 
This section contains a discussion of what the findings tell us about learner 
achievement in statistics with respect to reasoning about relationships between 
two variables within the context of an inquiry. The relationships between two 
variables were examined in the answering of a single question inquiry 
involving the modelling of data that describes the relationship between two 
variables. The model, deduced from a school curriculum (as presented by 
Moritz (2004, p. 253), shown in Table 7.1, is in relation to the translation 
processes involved with reasoning about co-variation, that is the association 
between two variables. The arrows on the model indicate processes of 
translating among numerical data, graphs, and verbal statements reading from 
top to bottom via arrows. These translations are graph production, graph 
interpretation and speculative data generation.  
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Table 7.1 Translating processes involved with Reasoning about Co-
variation 
Raw Numerical Data Graph Production Graphical 
Representation 
↓ ↓ ↓ 
Verbal Data 
Interpretation 
Graph Interpretation Verbal Graph 
Interpretation 
 ↓  
Speculative Data Generation (Predictions) 
↓ 
Verbal Statement of Co variation (Correlation & Validity of 
Prediction) 
 
The evidence provided by a bi-variate analysis in the form of data is examined 
first, followed by graph production and interpretation.  A line is then calculated 
and fitted to the scatter plot. The process is completed by concluding about the 
variation between the two variables based on the amount of correlation and 
validity of calculated predictions using the line.  
Moore (1999) argued for “selective introduction” of the types of statistical 
thinking we introduce to beginning learners. In a bi-variate analysis the 
following selective structure presented as a sequence of steps for examining a 
set of data, provides guidance in statistical thinking. 
• begin by graphing the data and interpreting what you see,  
• look for overall patterns in the plotted points and for striking deviations 
from those patterns,  
• seek explanations in the context of the problem based on examination of 
the data e.g. positive correlation, and finally, 
• choose appropriate numerical descriptions of specific aspect like range of 
values, and if the overall pattern is sufficiently regular (points line up); seek 
a compact model (fitted line) for that pattern.  
Each of the achievement objectives requires a different level of statistical 
reasoning to answer. Critiquing causal-relationship claims involves describing 
features as they stand in the report and this links to level 2 on the reasoning 
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framework (refer Table 2.3). To be able to critique successfully requires one’s 
understanding of the various statistical concepts to be correct when the 
contextual links are missing.  At the higher level of the achievement objectives 
the statements “with justification” and “with statistical insight” are used (as 
shown in Table 7.2) to describe the level of analysis required in answering the 
assessment question and thus satisfying the achievement objective. Table 7.2 
also shows the correspondence of statistical reasoning level and achievement 
level reached, linked with the revised taxonomy (refer Table 2.1). 
 
Table 7.2 Linkages of Achievement Objectives 
Achievement 
Objective 
Statement 
Statistical 
Reasoning 
Level 
Revised 
Taxonomy 
Achievement 
Level 
With 
justification 
4 Analysing Merit 
With statistical 
insight 
5 Evaluating Excellence 
 
In reasoning about association at level 4 on the reasoning framework, 
statements denoted by comments about the scatter of points or the fit of line 
about the significance of the correlation would need to be supported with a p  
value at level 5. Statistical insight could entail introducing further variables 
that would impact on the dependent variable in reasoning about association. In 
particular with regards to the bi-variate numerical data, an investigation needs 
to proceed with a relationship question, a determination of appropriate 
variables and measures, managing sources of variation, gathering data, 
selection and use of appropriate displays, then communicate relationships in 
the data for a conclusion (Ministry of Education 2007).  Overall, in reasoning 
about bi-variate relationships, there was much more of a focus on reasoning 
about the scatter of points as opposed to the fitted model. This would suggest 
that statistical thinking is focussed more on the intermediate observations as 
opposed to the overall purposes of the regression analysis. By 2009, all the 
strength characteristics outlined in Table 4.1 had achieved a 70% rating. 
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There had been a leap from the justification stage as stated in Table 7.2 to a 
display of statistical insight where additional variables are considered and 
limitations of the two variable models are articulated. When learning 
competencies within an inquiry are considered, research by Hancock, Kaput 
and Goldsmith (1992) highlighted the challenges learners encountered in 
connecting their statistical questions to the data needed as evidence and then 
again linking their conclusions back to the questions under investigation. They 
argued that this part of the statistical process is largely ignored in school and 
needs greater attention.  
 
In an inquiry into business incubators in China, Zhang, and Sonobe (1999) 
examined the association between the outcome of business incubation and the 
resources used by incubators, by using a small panel of science and technology 
business incubators (STBIs) in China. They found that while the number of 
firms graduating from an STBI is closely correlated with the infrastructure, as 
well as the human and financial resources at the STBI's disposal, the graduates' 
firm sizes, in terms of employment and value added, as well as their labour 
productivity, were unrelated to such resource inputs. They also found that the 
educational levels of incubator managers and the financial support given to 
their clients had significant impacts on the number of graduates. However, the 
number of graduates did not increase with the scale and diversity of the cities 
in which their STBIs were located or with the presence of foreign ventures and 
universities in the locality.  All of the strength characteristics outlined in Table 
4.1 were present in this business inquiry. In the linkages of achievement 
objectives shown in Table 7.2, statistical insight would entail finding other 
variables that would influence the outcome of business incubation. All of the 
relevant variables were taken into account in order to achieve a complete 
inquiry. The weaknesses, as shown in Table 4.2, related to learners being 
unable to relate their answers to the context and losing sight of the overall 
purposes of correlation and regression, which is to fit a model that describes 
the relationship. Unlike the business incubation study, other variables that may 
influence the dependent variable in a learner’s answers were not identified. 
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The secondary school students were equally divided in their comments in and 
out of context.  There was too much focus, involving statistical reasoning at a 
lower level, on the scatter of the points that constituted the immediate 
observations. Not enough attention was paid at the higher level of statistical 
reasoning by focussing on the fitted line model which used the fitted points as 
justification. This is illustrated as level 4 of the achievement objectives in 
Table 7.2. The focus was immediate and not on the overall objective of the bi-
variate analysis. However there were more comments (23) on the contextual 
implications of fitting a line as opposed to the mathematical aspects of the 
equation and the coefficient of determination measure (16). When context was 
compared to type of observation, it was established that student achievement in 
statistics was similar across both categories of observation. The contextual link 
was stronger when the student looked at the line and how it related to the 
variables. There were more links made from scatter observations to the fitted 
model as opposed to the other direction as shown in Table 4.8. This amounted 
to looking at the evidence first then deducing the model. This was in agreement 
with the model shown in Figure 7.1 where the translation was from raw 
numerical data, graph production, and then graphical representation moving 
into a ‘B “fitted model” observation’. Significantly more observation 
connections started from B as opposed to a “scatter of points.” It was noted for 
the secondary school students that the bi-variate example was part of the exam 
paper context but not in the teaching of the subject. 
 
The tertiary students had a significantly higher number of comments in the 
non-contextual category that would indicate that basic content had been learnt 
but applied unsuccessfully in context to the bi-variate inquiry. This suggests a 
lack of statistical reasoning. The characteristics of the fitted model were not 
appreciated with a low number of comments being made linking the model to 
the evidence of the data. There was significantly lower number of observations 
pertaining to the fitted model as opposed to the scatter of points. The overall 
inquiry underpinning the teaching of this paper did not have a bi-variate 
application. In the area of contextual relationships between two variables 
within a university context Shield (2000) concluded: 
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Most learners never think of an association as being contextual. Perhaps their 
experience with arithmetic taught them to regard all numeric measures as absolute 
and unchanging in the absence of error. They can’t imagine that an arithmetic sum, 
difference, product or ratio might vary depending on what one takes into account. 
 Shield, (2000, p.,3)  
 
The characteristic of “variation in the data” as implied by this quote wasn’t 
appreciated by the tertiary students due to the lack of context in their answers. 
The workplace learners made a substantial number of comments at the L2 
level, where concept is related to context, which demonstrated statistical 
reasoning across both content areas pertaining to the scatter of points and the 
fit of the model. The model fit was given significantly more emphasis that 
demonstrated a higher level of reasoning compared to the tertiary students. The 
context of the bi-variate question was, however, contained within the analysis 
of an inquiry that was evident to these learners whereas the tertiary students 
were not presented with a link to a larger inquiry with this stand alone bi-
variate example. In both topic classifications of A and B there were 
significantly different patterns of observations over the three learning and 
teaching environments. The scope of the bi-variate inquiry presented to the 
three groups was different as shown by Table 7.3. 
Table 7.3 Scope of Bi-variate Inquiry 
Environment Scope of Inquiry 
Secondary School Exam Theme 
University Single Question 
Workplace Full Report 
 
Generally as the scope of the bi-variate inquiry became wider, moving from a 
single question, via an exam theme to a full report, the number of observations 
in the B topic category increased while the number of comments in the A topic 
category decreased. This suggests that the scope of an inquiry has an influence 
on learner achievement in statistics with respect to their observations, 
embracing the purposes of the bi-variate analyses and not just the immediate 
observations. These differences were confirmed by the significance of the log 
linear model (refer section 4.5).  The levels of statistical reasoning with respect 
to L1 (concept only) and L2 (concept plus context) across all three learning 
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environments were found to be significantly different, with the workplace 
learners having the majority of L2 comments and the university students 
having the least number of L2 comments (refer Figure 4.2). As demonstrated in 
Chapter Three, all other influencing differing factors that could possibly affect 
the outcome between the environments were controlled with the exception of 
the scope of the inquiry. This suggests that the broader the scope of the inquiry 
containing the bi-variate question, the more improved the achievement in 
statistics. Barron and Darling - Hammond (2008) support this suggestion when 
they concluded that the benefits of inquiry-based learning emerge when the 
assessments require application to solving the full inquiry and a measurement 
of the quality of reasoning associated with the application. The quality of 
reasoning associated with the application was defined as statistical reasoning in 
section 2.4. In the comparison of the connected comments, the workplace 
learners had a significantly higher number in the BA (Topic B followed by 
Topic A) category that demonstrated a higher level of achievement in statistics 
with the observation being linked to the evidence (scatter of points) that was 
based on the wider context of a full report. The majority of the tertiary learners 
were unable to make full connections between the observation and the 
evidence in the context of the single question despite sufficient detail being 
provided in the question.  A set of studies found positive effects on student 
learning of curricula where students needed to organise knowledge when 
Inquiry-Based Learning ( IBL) was being used (Spronken- Smith 2008). Out of 
the three environments, the workplace was the only one where the IBL was 
related to a bi-variate analysis. This supports the finding of the workplace 
learners showing the best organisation of their bi-variate knowledge. 
7.2 Co-operative Projects 
This section contains a discussion of what the findings tell us about learner 
achievement in statistics within a cooperative project inquiry. These project 
inquiries were used in both the teaching and assessment of the Industry 
Experience and Research (IER) subject. The word cooperative means that the 
project was carried out in conjunction with industry as a partnership. These 
projects involved the university students and started with a problem being 
posed, such as the movement therapy programme (refer Appendix Six). This 
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meant that several conceptual points were introduced related to the Appendix 
Six project in context within the framework of Table 2.1. As each concept was 
introduced, the appropriateness or inappropriateness to this problem was 
addressed as part of the teaching. For the topic of co-variation, this was 
demonstrated by presentation of the data and the choice of an appropriate 
model. This was in agreement with Snee (1993) who suggested that “the 
‘content side’ of statistics education should move away from the mathematical 
and probabilistic approach and place greater emphasis on data collection, 
understanding and modelling variation, graphical display of data, design of 
experiments, surveys, problem solving, and process improvement” (p. 151).   
 
A typical project would encompass all of the five steps of the Problem Plan 
Data Analysis Conclusion (PPDAC) cycle; a themed exam paper would focus 
on the analysis and conclusion steps; and a teaching project, posed at the start 
of teaching a paper, would involve all five steps as part of the learning and 
teaching. The following topics illustrate a project example involving 
“association between variables,” matching the five steps of the PPDAC cycle: 
1. State the objective – To model the stair climb times based on a movement 
therapy course for older adults. 
2. How do we get the sample and what do we measure? – The gym 
membership list was used with random selection and times were measured 
for an activity before and after the movement therapy course.  
3. The data is collected and variables are appropriately measured – Pre-test 
and Post-test times were measured for climbing 18 steps. 
4. Analyses are performed – A correlation t test was carried out.  
5. Conclusions are made to answer the objective – The correlation t test 
showed that there would be a significant fit to a straight line model. 
(Paper 516001 Descriptor AUT) 
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Use of the PPDAC cycle in teaching and assessment was further supported by 
Blumenfeld et al. (1991) who suggested that learners pursue solutions to 
nontrivial problems by: 
• asking and refining questions – pose a problem, 
• collecting and analysing data, 
• drawing conclusions, and 
• communicating their ideas and findings to others. 
 
For the teaching project there were significantly better results which pointed to 
a higher achievement in statistics for long answer questions that tested content 
in sizable chunks related to the project.  Spronken-Smith (2008) concluded that 
strong support for an IBL approach came from a learning cycle based 
presentation of the project analysis. The tertiary students were able to construct 
knowledge that resonated with the project at designated points of the learning 
cycle of content as shown by their answers to the long answer questions. A 
similar comparison was carried out with multi choice questions where a 
significant difference was established in favour of the non inquiry-based (NIB) 
category of question where the question was not related to the examination 
inquiry. The difference provided evidence that linkage of content was not 
maintained when single facts, some having contextual linkages, needed to be 
recalled. Table 7.4 provides a summary of percentage comparisons of learner 
achievement in “four figure” blocks giving both the mean and the standard 
deviation in each case, when measured across each type of question.   
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Table 7.4 Summary of Percentage Scores 
Type of Question Inquiry-Based 
IB 
Non Inquiry-Based 
NIB 
Multi choice       Mean               
49.80% 
Mean              
69.00% 
  Standard Deviation 
20.90% 
Standard Deviation 
25.00% 
Long Answer Mean               
57.35% 
Mean               
49.90% 
  Standard Deviation 
24.40% 
Standard Deviation 
24.60% 
 
The variability in scores was very consistent suggesting that the significant 
differences were attributed to the means. When the overall totals were 
calculated and weighted with the multi choice counting as one third of the total 
mark, there was little difference as shown by the box-plot in Figure 5.1.  
However the means in Table 7.4 show substantial differences in their values 
with the mean for long answer type questions being higher for IB questions. 
This finding is supported by Justin et al (2007b) who from five years of data 
found that students who took an inquiry course had statistically significant 
positive gains in passing the course.  Overall there was evidence that the 
inquiry-based (IB) type questions showed a higher level of student 
achievement than the inquiry-based examination (IBE) type questions overall, 
as shown by Figures 5.4.and 5.5, where the context had been introduced only 
as part of the examination. The means differed by 8.81% and the variability 
was greatest with the IB type question at 24.72% compared to 19.41%. When 
statistical reasoning was required at the highest level (R2 at 3+) the 
achievement in the IB type question was significantly higher than in the IBE 
type question. This shows that links were being made in an overall inquiry-
based setting much more effectively at a higher level, when the teaching 
emphasis is on learners working through all steps of the PPDAC cycle, 
involving the key step of communication of ideas and findings to others. This 
finding was supported by studies undertaken by Bransford, Brown and 
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Cocking (2000) where the contribution of timed direct instruction  with the 
results of inquiry (IB process) were found to be superior in terms of student 
achievement compared to either approach alone (IBE process).  When the 
focus was shifted to “reasoning by association” type questions, compared over 
2008 and 2009, the academic achievement score was again significantly higher 
for the IB type question compared to the IBE type question. It was established 
in section 5.1.5 that the learner cohorts in those two years were similar with 
respect to their range of ability. These IER learners had not studied maths 
beyond Year 12 at secondary school and the majority would only have the 
minimum university entrance maths requirement of 14 credits of numeracy at 
the National Certificate of Educational Achievement (NCEA) at Level 1.  
 
7.3 Policy Questions 
This section examines what the results tell us about the characteristics of the 
unit standard assessment tools which have been designed around policy 
questions involving official statistics. Policy questions are single questions that 
require, in most cases, more than one statistical concept to answer. Official 
statistics are produced to provide information for government, government 
departments, local authorities and businesses to inform policy decisions. They 
also provide a measure of New Zealand's economic, social and environmental 
situation for the general public, government, local authorities and businesses 
(http://www.statisphere.govt.nz/certificate-of-official-statistics/default.htm).  
Official Statistics are statistics derived by government departments from 
statistical surveys, administrative and registration records and other documents 
from which statistics are, or could be, derived and published (Statistics Act 
1975). The learning competencies of the unit standards, when standards 
provide context with a report, need to embrace both the purpose and uses of 
official statistics both in their design and operation. An objective in my 
research was to improve learner achievement in statistics by reviewing the 
design and operation of these unit standard assessment tools.  
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As a measure of improved learner performance, an examination of the 
completion times taken to do the assessments was undertaken. This was carried 
out before and after the changes to the design and operation of the unit 
standards. The unit standard related to answering a policy question, US 69, 
showed the greatest decrease in completion time of 28.5% when adjusted for 
the length of the time period between the seminars. In addition, the 
characteristics of the questions to be re-sat were examined both before and 
after the changes to the design and operation of the unit standards, carried out 
within an action research methodology.   When statistical reasoning measured 
by ability to link statistical concept to context (academic learning in statistics) 
is developed, one’s statistical literacy is broadened and increases ability and 
scope of statistical thinking.  An area necessary for knowledge and skill 
development of learners in the workplace is the acquisition of data analysis 
skills. These unit standards were designed in order to assess all of the steps 
involved in a data analysis that would typically involve a workplace context. 
Higgins (1999) argues the case for a data analysis specialist major to meet the 
demand of employers. This is what the Certificate in Official Statistics was 
aiming to achieve. Using such a context emphasises non-mathematical 
statistics with practical applications (Harraway & Barker 2003).  
 
7.3.1   Design of the Unit Standard Assessment Tools 
In a job competence model developed by Mansfield (1991), two key skills 
involved in competence were identified: 
1. Task or technical skills. For instance, knowing what an odds ratio and how 
to apply it and interpret it. In this research this was measured by the extent 
of errors. US 68 had an increase of errors where no change had occurred as 
opposed to US 70 where there was a decrease of 12% in the total error 
count. 
2. Task management skills. The types of skills would involve a range 
consisting of planning, statistical design, and decision making on what is 
the appropriate stats to use in order to answer a policy question. It would 
also involve prioritising and deciding between what is important as 
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opposed to the unimportant. After these changes, US 69 that were assessing 
these types of skills showed a 45% decrease in the error count. 
 
There are types of knowledge required for workplace tasks as proposed by Gott 
(1989). These are procedural knowledge, declarative (domain) knowledge, and 
strategic knowledge. All three types of knowledge are needed in order to use 
statistics effectively. As an application, the procedural knowledge illustrates 
how to use the toolbox of data analysis skills denoted by statistical literacy. 
The results then have to be interpreted in the context of the organisation, which 
illustrates declarative knowledge. According to Figure 2.1 this is represented 
by statistical reasoning. The strategic knowledge comes in when the manager 
has to decide what to do with the various conclusions drawn from the data 
analysis. With the design of the unit standard assessment tools, the levels of 
competence needed to match up with the skill requirements. A significant 
relationship was established between the levels of statistical reasoning required 
that corresponded to the skill requirements and the order of the unit standard 
assessment questions.  The overarching role is to evaluate and use reports 
based on statistical information to make policy recommendations in a state 
sector context.  When reports were chosen to cover the assessment of all the 
performance criteria in the various standards, learner performances were 
improved.  
 
Self-reflective refers to the identities of employees and their need for change 
within a changing workplace environment. One example of this is to describe 
issues relating to the impacts on respondents in the collection and use of data. 
Cullen (2008) concluded, with respect to the purpose of the National 
Certificate of Public Sector Services (Official Statistics) (NCPSS (OS)) that it 
was for people who want to better understand the information they are working 
on and helping people feel more confident about working with statistics, not 
about creating statisticians.  An increase in statistical knowledge coupled with 
more confidence may encourage learners to use statistics more and participate 
more in working relationships that would add to their role. The percentage of 
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those learners requiring a re-sit dropped in the two level 5 unit standards from 
67% to 35% for US 69 and from 60% to 50% for US 71, which provided 
evidence of learners gaining statistical knowledge coupled with their increasing 
confidence. The results are consistent with Mezirow’s (1991) distinction 
between instrumental and dialogic workplace learning. Instrumental learning 
involves the development of skills that would result in the learner being able to 
successfully reason statistically. This was shown by reductions in the re-sit 
times and percentages of re-sit questions involving linking statistical concept to 
context. The error rate percentage, measured by the percentage of re-sit 
questions at reasoning level 3, was 36% where the links between concept and 
context had not been made. After the changes to the design of the unit 
standards, to better align them with workplace practices, this percentage 
dropped to 27%.  Out of all the questions, 38% were classified at reasoning 
level 3 prior to the changes and 34% after the changes. This represented a shift 
of 95% (36 out of 38) down to 79% (27 out of 34). Dialogic learning, 
according to Mezirow (1991), is about the organisation and the various roles 
that workplace learners have within them. The changes to the operation of the 
unit standards entailed the timing of seminar block courses and the introduction 
of tutorials integrated into workplace organisational practices. These change 
enabled learners to work on their assessments in the course of their workplace 
employment with the requirements of ensuring security, privacy and 
confidentiality, while in the process of collecting and storing data being taught 
first in US 71.    
 
In the development of statistical reasoning resulting from the acquisition of 
new statistical expertise, statistical thinking must develop as well (refer 
Framework section 2.1). The Structure of Observed Learning Outcomes 
(SOLO) Taxonomy of Biggs and Collis (1982) as outlined in section 2.3.3 
were developed in order to differentiate among responses to academic tasks. 
Biggs and Collis’ theoretical perspective has been employed in describing 
levels of statistical thinking in several other studies (e.g., Watson, Collis, 
Callingham& Moritz, 1995; Watson & Moritz, 1999).   Each unit standard 
assessment tool contains learner competencies that have prescribed levels for a 
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pass in that particular standard.  It was shown that the statistical reasoning level 
and the level of the assessment tool were significantly related. One of the key 
objectives for the learners was for them to be able to work on the unit standard 
assessments in their workplace environments with the option of manager 
verification being passed on to the assessor that the standard had been 
achieved. A result of this would be that the manager would be aware of the 
learning that had taken place which could result in a change in the job role of 
the employee. The competencies contained within the unit standards 
(http://www.statisphere.govt.nz/certificate-of-official-statistics/default.htm), all 
having a state sector context, were designed to assess a candidate’s ability to 
achieve the following performance criteria in the statistics arena: 
• correctly interpret statistical information,   
• evaluate and use statistical information correctly  to inform policy 
recommendations,  
• correctly make and interpret evidence for statistical inferences, and 
• describe the best method to collect data in order to perform a statistical 
analysis. 
 
The reordering of the unit standards in their delivery and consequential 
assessment reflected the order of addressing a project inquiry. All of the unit 
standards required statistical reasoning skills in order to achieve these 
competencies to pass the unit standard.  
 
Capper (1996) suggested that the determinants of competence used in 
standards based assessment on the National Qualifications Framework (NQF), 
which consists of a collection of unit standards all competencies assessed over 
a wide range of statistical concepts, should be an amalgam of work, training 
and assessment. This would make maximum use of performance events that 
provide valid evidence across a number of competencies. If a learner wished to 
use evidence from their work or learning setting to answer some of the 
assessment questions then their ability to complete was enhanced. Relevant 
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application of learning that met the performance criteria was confirmed 
through verification by the learner’s manager. For the first cohort of learners in 
2007, one assessment question was verified by the course provider as having 
been successfully completed in the learning process. There was a 100% 
success rate for these learners with no re-sits required.   
 
7.3.2 Operation of the Unit Standard Assessment Tools 
Moses (2008) reported that motivation for learners to complete workplace 
based qualifications requires that: 
• Workplace learning models must be relevant for the business context and 
the learner, acknowledging prior learning and industry need.  
• Evaluation of workplace learning models and training programmes must 
ensure they meet the needs of industry and the learner. 
• Training programmes must use motivational training strategies 
acknowledging the different learning styles.   
 
These requirements were addressed in the redesign of the assessment regime 
with more appropriate selections of reports to use over all the assessments that 
reflected a business context. All stakeholders, including the Learning State 
Industry Training Organisation (ITO), were involved in the revision of the 
assessment tools. The motivational training strategies employed consisted of 
on-the-job training, use of workplace verification for the assessments and the 
provision of both on-line, email and face-to-face support for queries after the 
seminars. These changes supported the argument of Beck (1994) and Raelin & 
Schermerthorn (1994) who argued for a closer integration of knowledge and 
practice. 
 
Workplace training is provided by block courses being held on site and off-the-
job learning activities consist of tutorials and block courses that are hosted by 
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Statistics NZ.  The mean number of re-sit questions per learner dropped 
substantially for US 69 and US 70 being 1.17 and 0.79 respectively.  This was 
a measure of the use of statistics as part of evidence based decision making in 
the workplace, which is developed within training institutions being replicated 
in the workplace. As part of the development of the assessments using unit 
standards, there was a provision that workplace verifiers could be used to 
assess workplace learning by demonstration. This supports researchers Brown, 
Collins, and Duguid (1989), Lave and Wenger (1991), and Resnick (1987) who 
argued that learning should be situated within the context of practice. It has 
been acknowledged by Learning State in NZ, that workplace learning 
involving Official Statistics is a major contributor to the competitiveness of the 
state sector to the nation as a whole.  
 
According to Choy, Bowman, Billett, Wignall, and Haukka (2008) a learner’s 
continuation in study is generally conditional on the successful completion of 
previous courses of study. It is therefore important to assess whether the 
competency based assessment used in unit standards promotes successful 
completion of the unit standards. The evidence provided by this research 
showed decreases in mean completion times across all unit standards when 
adjusted for timing (refer Table 6.8), with the exception of US 68 that had no 
changes and hence had acted as a control. Many models of workplace based 
learning acknowledge that:  
“Different learners, with varying capabilities, will need different amounts of time to 
develop occupational knowledge and diverse pathways through entry level 
preparation to meet both their own needs and those of industry.”  
Choy et al (2008, p. 8) 
 
All of the unit standards registered on the Learning State Framework for the 
ITO are based on three key stages along the pathway of learning to meet their 
outcomes: training delivery; transfer of training to the workplace; and 
assessment of competency to the unit standard.  Learners can enter at any of 
the three stages where prior knowledge along with current competency is 
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recognised. Not only can learners enter at each of the three stages but some 
learners also exit at each stage.  For some workplace learners the prior 
unsuccessful experience of assessment through examinations in the formal 
education system has created a lack of motivation to complete the assessment 
stage (Moses, 2008). In addition, some learners use units as refresher courses 
and do not complete the assessments. 
 
Reports involving Official Statistics, for example, the ‘Innovation Report,’ 
were selected beforehand and used as an exemplar for the assessments. To 
obtain credit for each standard, the learner was required to answer correctly all 
of the questions pertaining to the selected report for the assessment. Learners 
were only requested to use examples from their own workplace in one of the 
possible optional units. In 2010 an umbrella unit standard; a statistical research 
project based in the learner’s own workplace replaced these optional units. 
Competency in the compulsory statistics unit standards in the certificate was 
measured on learners’ responses to a set of standard assessment questions. 
 
Major reports focusing on the key factors associated with successful 
completion of qualifications in workplace based learning in New Zealand, 
Australia and the United Kingdom have similar findings. In New Zealand, an 
Industry Training Federation report (Curson, 2004) to members on completion 
issues for effective workplace learning identified key barriers to effective 
learning in the workplace as: business structures and size; the nature of labour 
supply, having quality training models to meet skill needs; the need for 
employers to value the qualifications; training costs; lack of support and 
guidance to business and learners from ITOs.  Curson reported that training of 
low quality and low relevance to learners’ skill needs affects learners’ 
motivation and enthusiasm to complete through to assessment. The key 
influences for non-completions were trainees moving jobs to a different 
employer or different industry, and the need for structured time and support to 
be allocated to undertake learning in the workplace. There were three barriers 
to completion identified with respect to learner motivation as outlined in Table 
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6.19, which were their reluctance to seek help, leaving assessments too long 
after the seminars and poor time management skills. To address these barriers, 
those who required support were given it in terms of follow ups, mentoring, 
encouragement and tutorial assistance being readily available. The designs of 
assessments were altered so they were further apart and the questions of all of 
the assessments were linked to a common report. The courses were staggered 
and communication to the learners’ managers was improved in order to help 
them value the training programme. It has been hypothesised that: “the higher 
quality of learning support services provided, the higher percentage of learner 
completion rates” (Montague & Hopkins, 2002, p.8). This was shown by the 
results in Table 6.37 where US 69, 70 and 71 showed percentage decreases 
after changes. These calculations were adjusted for the changes in the length of 
time between seminars.  
 
When a collaborative approach to workplace learning is used, a training 
provider facilitates learner support from an educational perspective and the 
workplace provides informal support from a business perspective. In her recent 
overview of the research literature Moses (2008) reported that motivation for 
learners to complete workplace based qualifications requires as follows: 
1. The employer must provide an environment that fosters effective learning 
and show value for the qualifications, learning and assessment resources 
used.   
2. ITOs must facilitate collaborative partnerships to ensure all providers work 
together on the development and delivery of workplace learning. 
(Moses, 2008, p.33-34). 
 
Communication channels were reviewed between the Learning State ITO and 
Statistics NZ, as the training provider, in order to facilitate the design and 
operation of the unit standard assessments, which includes tutorial programmes 
that markedly, reduced the number of re-sits. Also (1) above was enhanced by 
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a manager’s ability to provide workplace verification to the assessor for some 
of the questions. 
 
7.4 Attitudes towards using Statistics 
This section contains a discussion on what the findings tell us about learner 
achievement in statistics with respect to attitudes towards using statistics. 
Learner achievement as a dependent variable is modelled to determine the 
significant influencing attitudes, treated as independent variables, to that 
model. The academic learning relationship model identified “value” and 
“difficulty” as the main contributors to a learner’s academic achievement in 
statistics. The “value” component findings are supported by Bransford, Brown 
and Cocking (2000) who concluded that learners are motivated when they can 
see the relevance and usefulness of what they are learning. Out of these two 
attitudes “difficulty” had the greatest gradient but in the opposite direction to 
“value”. These two attitudes have been addressed fully in this research. The 
component “process” within the “difficulty” attitude was shown to be 
significantly negative. This was addressed in the inquiry-based strategies 
adopted in the assessments. The “value” attitude connects with the use of the 
PPDAC cycle as it has to do with relevance (Gal, Ginsburg & Schau 1997), 
which, when based on a practical objective, infused value into all the statistical 
analysis. The “value” components of “professional training” and “employable” 
were found to be significantly positive. The feeling of having to do statistics 
and use statistical concepts did not feature greatly in the model of academic 
learning. No single subscale category correlated significantly with academic 
learning, however, all of the subscale components correlated with each other 
significantly as shown by Table 5.9. When the learners were divided into 
groups, the “value” attitude subscale was more highly correlated with academic 
learning out of the stronger group with respect to statistical background. The 
stronger group appeared to be better motivated to learn which resonated with 
Ciardello (2003) who argued that learners will be better stimulated and 
motivated to learn by sparking their curiosity. This was one of the major 
objectives of the IBL approach where the objective of the inquiry came first
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C H A P T E R  E I G H T  
Conclusions 
This chapter merges the present findings and discussion concerning research 
into statistical reasoning about association between variables in the study of 
regression and correlation. It summarises the use of inquiries to enhance 
statistical reasoning, the impact of one’s attitudes on their ability to reason 
statistically, and the design and implementation of unit standard assessment 
questions. The linking theme of the conclusions outlined in this chapter 
involves connected thinking about all the steps in an inquiry coupled with the 
utilisation of statistical reasoning. A definition of statistical reasoning, 
articulated in the framework of section 2.1 has been adopted in the conclusions 
resulting from the discussion of the findings. This chapter includes conclusions 
made in the light of new curriculum developments in NZ secondary schools 
involving statistics that will be fully implemented by the end of 2013. This 
includes the requirements of students having to use statistical analysis either in 
projects as part of the final undergraduate year at university, or learners in the 
workplace for the reading, composition or presentation of reports involving a 
statistical analysis. 
 
8.1 A Bi-variate Inquiry 
The conclusions in this section that address the questions in 1.4.1 relate to an 
analysis of strengths and weaknesses in statistical reasoning about association. 
Three distinct learning environments were compared with respect to statistical 
reasoning about association when learners were presented with a scatter-plot 
and a fitted line model and asked to make observations. In the examination of 
strengths across all three groups it was concluded that the learners were able to 
clearly describe the pattern of scatter of points along with related observation 
of any outliers. In addition learners were able to describe both the magnitude 
and direction of the correlation. This clear description extended to formulating 
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the model that fitted the data, predictions would then be made to answer the bi-
variate inquiry coupled with appropriate validity considerations. 
   
In the examination of weaknesses in statistical reasoning within a bi-variate 
inquiry across all three groups, it was concluded that few learners were able to 
describe the characteristics of the fitted line model due to the fact that the 
characteristics were given substantially less emphasis in their observations 
from the bi-variate data analysis.  In addition, many learners were unable to 
describe their observations in context and when attempted to do so their 
coverage of content in observations was incomplete. In a comparison of 
statistical reasoning about association between the three groups it was 
concluded that: 
1. There were significant differences in the proportions that articulated 
statistical concepts using context. 
2. There were significant differences in the proportion not linking statistical 
concepts in context. 
3. The proportion of workplace learners being able to reason statistically was 
significantly higher than the other two groups across both topic 
classifications. 
4. The proportion of tertiary students not reasoning statistically in context was 
significantly higher than the other two groups across both topic 
classifications. 
5. There were no significant differences in the proportions of secondary 
school students that were reasoning with and without context in both topic 
categories A and B. 
     
The main conclusion was that differing teaching and learning environments did 
have an influence on statistical reasoning about association in the area of 
content linkage to context. Those learners that were exposed to a workplace 
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environment using contextual applications of statistics to draw upon in their 
work displayed significantly higher achievement in statistical reasoning.  
Overall, there were significant differences in the proportions of learners across 
two of the learning environments reasoning statistically both with and without 
context. A significantly higher proportion of tertiary students were reasoning 
statistically without context in their observations whereas a significantly higher 
proportion of workplace learners were reasoning with context in their answers. 
Also, significant proportions of learners were reasoning with and without 
context for both topic category A “scatter of points” and topic category B “fit 
of line model.” These conclusions about statistical reasoning giving context 
applied to topic categories A and B for both the tertiary students and workplace 
learners.  
 
Using these main findings it was concluded that the impact of the learning, 
teaching and assessment environments had a variety of effects. In the 
workplace, more learner emphasis was placed on the overall objective of the 
report and the relevant context to “reasoning about association.” In the tertiary 
environment there was too much student emphasis on the immediate 
observations being used as building blocks to the overall content of the topic, 
and not enough thinking about how it related to the overall context. Student 
reasoning in the secondary school environment were a balance of the two other 
environments where student answers were equally divided between reasoning 
with context and linking to the overall objective and students making non-
contextual immediate observations. 
 
8.2 An Inquiry Approach to Teaching and Assessment 
When learning, teaching and assessments are positioned within an inquiry 
cycle, then this led to improved statistical reasoning. In addition, when unit 
standard assessments were aligned with statistical reasoning levels associated 
with the utilisation of a statistical enquiry cycle, there was an improved learner 
performance.    
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Overall, it is concluded that in assessment, learners performed significantly 
better in long answer questions that were linked by a common project as 
opposed to those questions that were not linked by a project. When the multi-
choice questions were connected by a project, the learners performed 
significantly better in the multi- choice questions that were not linked by a 
project. Overall, when multi-choice and long answer questions were combined, 
there was no significant difference in performance between the common 
project linked and non-project linked questions.  It can be concluded statistical 
reasoning in context is enhanced when more information is made available, 
which would be the case with a long answer question. In the multi-choice 
questions that examined specific concepts, there was fragmentation as the 
questions leapt between specific points on a statistical enquiry cycle with scant 
background material on the inquiry being provided. 
 
Student/learners did not perform significantly better overall in questions that 
were linked by a project used in teaching as opposed to those questions linked 
by a project used solely in the assessment. The mean total marks were higher 
for those questions linked by the project used in teaching as a comparison but 
not significantly so as opposed to those linked by the assessment project. These 
findings support the conclusion that basing learning, teaching and assessments 
on an inquiry cycle involving statistical analyses leads to improved learner 
performances. 
In order to distinguish between the three learning environments researched, 
Table 8.1 shows the project or report for each group. 
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Table 8.1 Examples of Types of Projects 
Learning 
Environment 
Type of Project 
Secondary School Based on a topic of current interest 
Tertiary Based on the main discipline of study 
Workplace Based on a state sector policy question 
 
Each type of inquiry involving a project would encompass a bi-variate analysis 
at some stage. Initially the learner would focus on the project objective then 
topics would be taught and/or examined in the order that they would need to be 
actioned to complete the project. Topics such as ethical considerations, data 
collection, data cleaning, privacy issues, sampling procedures and 
identification of variables would be taught before any data analysis methods 
were identified and taught. The outcomes of both an appropriate choice and an 
inappropriate choice of statistics would be demonstrated as part of the teaching 
and examined as well. Issues of context were then addressed since each new 
concept was linked to the project when it was introduced. 
 
8.3 Impact of Attitudes towards Statistical Reasoning  
The main conclusion in addressing the question in 1.4.3 about the impact of 
attitudes was that learner attitudes towards doing statistics pertaining to 
“value” and “difficulty” had a significant influence on their ability to reason 
statistically. The attitude of “cognitive competence” affecting a learner’s 
ability to think statistically, contributed the most to a student’s difficulty with 
reasoning statistically.  Based on earlier conclusions, it was judged that the use 
of projects and reports in the teaching and assessment of statistics would 
address the “value” attitude element to a significant extent and would be a 
significant contributor to a learner’s academic learning in statistics. Addressing 
learner difficulty will also enhance learner confidence in using statistics and 
thus influence their ability to reason statistically. 
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One of the purposes of the “pose the question” approach was to address the 
relevance issue. Evidence has been provided that suggests that the use of 
project relevant teaching examples enhances the learning and teaching of 
statistics. Table 8.2 outlines recommended relevant projects for each learning 
environment. 
Table 8.2 Examples of Relevant Projects 
Learning 
Environment 
Project Relevance 
Teaching Examples 
Secondary School Time Series Topic - Analysis of Global 
Warming 
Tertiary Sports - Evaluation of a Movement Therapy 
programme 
Workplace State Sector - Employment situation in New 
Zealand 
 
 
The recommended  teaching examples in Table 8.2 have the potential to 
maximise interdisciplinary links with other subjects in the curriculum. The 
secondary school example, which could be linked with science, would focus on 
a chosen project requiring analysis in the key topic area, and both the 
appropriateness and inappropriateness of statistical analysis would be 
demonstrated at the relevant point in the statistical enquiry cycle. In the tertiary 
learning environment, the choice of a project could be based on the major 
discipline of the students. Workplace learners could be using reports based on 
answering policy questions on topics such as employment, health, education 
and agriculture. This would simulate workplace behaviour as much as possible. 
Teaching strategies for each learning environment are given in Table 8.3, in 
order to address difficulty in identifying and using statistical concepts. 
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Table 8.3 Strategies to address Difficulties 
Learning 
Environment 
Strategies to address Difficulties with 
understanding of Statistical Concepts  
Secondary School Focus lessons in class 
Tertiary Extra Tutorials between lectures 
Workplace Tutorials run by Stats NZ 
 
The important connection between the strategies outlined in Table 8.3 is that 
difficulties can be addressed when they arise within the overall strategy of 
following a statistical enquiry cycle in addressing the overall project. 
8.4   Unit Standard Assessment Tools 
The main driver of the research in addressing the research questions in section 
1.4.4 was that the assessment tools had not been designed appropriately and 
consequently investigating various changes to them was warranted. The order 
of questions and defined levels of required reasoning were too mixed and did 
not allow for a long progression of statistical analyses that would be evident in 
a total report that was following a statistical enquiry cycle process.  Overall re-
sits occurred within the level 4 unit standards because learners were incorrectly 
explaining statistical concepts in answering questions whereas re-sits in the 
level 5 unit standards were largely due to incomplete answers to questions. Part 
of the reason for this was that the question was not clear to candidates what 
was required for a full answer. This highlights difficulties that learners have in 
the areas of explaining statistical concepts and giving their explanations in 
context to an objective of a report. It was concluded that the reasons for this 
were that: 
1. Assessment questions were not being aligned to statistical reasoning levels. 
2. There was insufficient provision of time for learners to grasp concepts. 
3. There were deficient examples that did not cover all of the statistical 
concepts provided in the presentations. 
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4. There was a lack of suitable reports for assessment purposes. 
 
This suggested that there were difficulties in describing some of the basic 
concepts having a quantitative nature, which were prevalent in US 70.   It was 
concluded that the following changes should be made to the unit standard 
assessment tools following the 2007 pilot cohort findings.  These changes 
involved a reorder of questions in order to align the assessment to the steps one 
would follow in addressing a report. A new teaching sequence of unit standards 
along with a new order of unit standard assessments would provide a better 
process. This would result in less questions overall in the assessments, 
assessments based on fewer reports, and assessment questions being better 
linked in an appropriate sequence as opposed to being fragmented. 
 
 Overall, this research has shown that having the design and operation of the 
unit standard assessments aligned with how a project would proceed leads to 
improved student/learner performance in the academic learning of statistics.  
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Appendix One 
  
US 23268 Assessment for 2007 & 2008 Cohorts 
 
Interpret statistical information to form conclusions for projects in a state sector context 
 
Level 4 
Credits 8 
 
Purpose This unit standard is designed for people employed in the State Sector in 
positions where they are required to interpret statistical data to make and/or report decisions. 
People credited with this unit standard are able to: describe the process for obtaining 
statistical information for a project; interpret results from categorical and numerical variables 
for a project; interpret results from time series variables for a project; and interpret results 
from demographic information for a project in a state sector context. 
 
Elements and Performance Criteria 
Element 1 
Describe the process for obtaining statistical information for a project in a state sector 
context. 
Performance criteria 
1.1 The requirements for statistical information are identified and described in terms of the 
project. 
1.2 Requirements for statistical information are identified and described in terms of the 
type of data collection, variables, application to the project questions and the context. 
 
Element 2 
Interpret results from categorical and numerical variables for a project in a state sector 
context. 
Performance criteria 
2.1 Tables of counts, percentages and proportions with their row and column marginal 
totals are interpreted to form responses to the project requirements. 
2.2 Graphs, numerical summaries and descriptions of distributions of numerical variables 
are interpreted to give responses to the project requirements. 
2.3 Scatter plots, regression models and residual plots of relationships between 
numerical variables are interpreted to give responses to the project requirements. 
2.4 Tables of magnitudes of categorical variables and numerical variables are interpreted 
to give responses to the project requirements. 
2.5 Graphs are interpreted and formed to support responses to the project requirements. 
2.6 Conclusions are drawn from the analysis of the categorical and numerical variables 
and recorded in accordance with organisational requirements. 
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The following questions were designed to examine all the performance criteria under each 
element: 
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Appendix Two 
Confidence in Statistics 
 
For each of the following statements, score from 1 to 7 using the scale: 
 
1 = Strongly Disagree                                     2 = Disagree Moderately 
3 = Disagree Slightly                                       4 = Neither Agree nor Disagree 
5 = Agree Slightly                                            6 = Agree Moderately 
7 = Strongly Agree 
 
1. I like statistics                                                                                                       
2. I feel insecure when I have to do statistics problems                                           
3. I have trouble understanding statistics because of how I think                            
4. Statistics formulas are easy to understand                                                            
5. Statistics is worthless                                                                                            
6. Statistics is a complicated subject                                                                                        
7. Statistics should be a required part of my professional training                           
8. Statistical skills will make me more employable                                                  
9. I have no idea of what’s going on in statistics                                                      
10. Statistics is not useful to the typical professional                                               
11. I get frustrated going over statistic tests in class                                                
12. Statistical thinking is not applicable in my life outside my job                         
13. I use statistics in my everyday life                                                                     
14. I am under stress during my statistics class                                                       
15. I enjoy taking statistics courses                                                                         
16. Statistics conclusions are rarely presented in everyday life                              
17. Statistics is a subject quickly learned by most people                                                          
18. Learning statistics requires a great deal of discipline                                       
19. I will have no applications of statistics in my profession                                 
20. I make lots of maths errors in statistics                                                             
21. I am scared by statistics                                                                                     
22. Statistics involves massive computations                                                                   
23. I can learn statistics                                                                                                     
24. I understand statistical equations                                                                                 
25. Statistics is irrelevant in my life                                                                                  
26. Statistics is highly technical                                                                                        
27. I find it difficult to understand statistical concepts                                                     
28. Most people have to learn a new way of thinking to do statistics   
 
Note: Scoring: Subscale scores are formed by summing the items listed below for each 
subscale. The scoring for the starred (*) items was reversed (1 becomes 7, 2 becomes 6, etc.). 
Higher total scale scores will then correspond to more positive attitudes. 
 
 Subscale   
Affect 1 2* 11* 14* 15 21*       
Cognitive 
Competence 3* 9* 20* 23 24 27*       
Value 5* 7 8 10* 12* 13 16* 19* 25* 
Difficulty 4 6* 17 18* 22* 26* 28*     
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Appendix Three 
 
Statistical Reasoning Questionnaire 
STATRES 
 
Please answer these questions from your perspective as fully as possible: 
 
1. Why draw scatter-plots? 
2. Why fit models to data like regression lines? 
3. Why calculate a standard deviation? 
4. Why draw box-plots? 
5. Why carry out hypothesis tests? 
6. Why take samples? 
7. What does the term “statistical significance” mean to you? 
8. Why calculate the probability of an event occurring? 
9. Why calculate the mean? 
10. Why calculate confidence intervals? 
11. Why calculate p values? 
12. Why calculate margin of errors? 
 
 
 
 
 
Appendix Four 
 
Background Questionnaire 
 
Please answer the following questions in the spaces provided: 
 
1. How confident are you that you can master introductory statistics material? 
2. How well did you do in your high school mathematics course? 
3. How good at mathematics are you? 
4. How much experience with statistics (e.g., courses, research studies) did you have 
before taking this paper/ unit standard course? 
5. In the field in which (you hope to be /are employed), how much do you (think you 
will) use statistics? 
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Appendix Five 
Letter of Invitation with Plain Language Statement 
 
Dear Student, 
 
My name is Murray Black and I am your lecturer/assessor in statistics. I am enrolled in a PhD 
(folio) programme at Deakin University. My supervisor is Associate Professor Peter Smith in 
the Faculty of Arts and Education. 
 
As part of my PhD I am carrying out a research project. The aim of my project is to evaluate 
the effectiveness of my statistics teaching and assessment. One of the main objectives of my 
research is the production of resource material that I hope will benefit the learning of 
statistics. 
 
I would like you to participate in my research. The ethics committees at both Deakin 
University and the Auckland University of Technology have given their approval for this 
research to take place. 
 
If you choose to participate please fill in the enclosed three questionnaires regarding your 
statistical reasoning skills (STATRES), confidence in using statistics and background in 
statistics. The filling in of these questionnaires is confidential and you will not be identified in 
any way in the presentation of the results.  The questionnaires can be returned to me via the 
stamped addressed envelope supplied with this letter. Data will be kept in a locked filing 
cabinet according to university guidelines for six years then disposed of.  
 
Participation in this research is entirely voluntary. You are free to withdraw anytime during 
the study in which event your participation in the research study will immediately case and 
any information obtained from you will not be used. If you have any further questions 
regarding this study please contact me on (09) 9219852. 
 
Should you have any concerns about the conduct of this research project please contact the 
Secretary. Ethics Committee, Research Services, Deakin University, 221 Burwood Highway, 
Burwood, Vic. 3125. Tel +61 03 9251 7123 
 
Yours faithfully 
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M. S, Black 
 
Note:  
1. These questionnaires were sent to the tertiary students with this letter of invitation before 
they sat the IER examinations. They were asked to tick a box on the exam paper if they 
approved of their marks being used in the research after their papers had been marked and 
their marks submitted. 
2. Permission was obtained from the secondary school students/ workplace learners to use 
their results after their marks/US achievement passes had been assigned and submitted. 
3. Permission was obtained from NZQA to use the Panel Reports composed by the teacher 
panel which included the author. 
4. Permission was obtained from the teacher panel to use their panel reports and outcomes 
from resulting discussions. 
5. Permission was obtained from Learning State to use the extant database pertaining to 
Workplace Learners as constructed by the author in the course of his appointment as the 
assessor. 
6. Permission was obtained from the participating NAOS members to use meeting minutes 
resulting from discussions regarding the operation and design of the unit standard 
assessment tools. 
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Appendix Six 
Outline of Project used in Teaching 
Evaluation of a Movement Therapy Programme at the YMCA 
 
Aim:  
To evaluate the significance of an eight- week movement therapy programme at the YMCA. 
We wish to see if there has been a significant improvement in the movement of these older 
adults as a result of this programme. 
 
Setting the Scene:  
We have small classes of adults with limited mobility on the programme available for 
selection in this project. All chosen participants are to be measured before and after the 
programme. There is the possibility of having a control group for comparative purposes as 
other alternative movement therapy programmes are in operation at the YMCA. 
 
Data Sources: 
The four exercises selected as data sources for this project evaluation are as follows: 
Stair Climb: Time taken to climb 18 steps. 
Left Balancing: Time taken to balance on left leg until other foot touches the ground.  
Right Balancing: Time taken to balance on right leg until the other foot touches the ground. 
Twenty metre Walk: Time taken to walk a distance of five metres, four times. 
 
Data Recording:  
All the times are recorded in seconds before and after the eight week programme over each 
exercise for each of the chosen participants in this evaluation. 
 
Note: Just a scant outline is provided as it enables all the teaching of the required statistical 
concepts to be applied. For instance, sampling methods, sample size, statistical analyses, 
observations and conclusions. The consequences of the use of graphs, measures and 
hypothesis tests can be taught along with their various limitations. 
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Appendix Seven 
Assessment for 2008 Cohort 
 
 US 69 Assessment 
 
Read the supplied articles and reports before answering these questions.  All questions are 
to be answered in the context of these articles and reports 
 
OR 
 
Supply articles and reports from your workplace, perhaps including some that you have 
written and answer these questions in the context of those articles and reports 
 
OR 
 
A combination of both of the above to answer all questions. 
 
The following materials have been supplied to you: 
 
o The Māori Language Survey 2006 (MLS06) 
 Summary Fact Sheet (TPK, July 2007) 
 Final Report (Research NZ, July 2007) 
[http://www.tetaurawhiri.govt.nz/english/press_e/stats.shtml] 
 The Health of the Māori Language in 2006 (TPK, July 2008) 
 Te Rautaki Reo Māori, The Māori language strategy (TPK, 2003) 
http://www.tpk.govt.nz/en/in-print/our-publications/fact-sheets/the-maori-language-survey-factsheet/  
http://www.tpk.govt.nz/en/in-print/our-publications/publications/survey-of-attitudes-values-and-beliefs-about-the-maori-language-
2003/ 
http://www.tetaurawhiri.govt.nz/english/press_e/stats.shtml 
o The Retail Trade Survey (RTS) 
 Hot off the Press (June 2008 Quarter) 
 Output Tables (June 2008 Quarter) 
 Technical information 
http://www.stats.govt.nz/datasets/business/retail-trade.htm 
o BMJ Article 
 ‘Effect of insulating existing houses on health inequality: cluster 
randomised study in the community’, Howden-Chapman et al. BMJ: 
10.1136/bmj.39070.573032.80 (10 February 2007) 
http://www.bmj.com/cgi/reprint/334/7591/460 
 
You may also access and quote from other relevant sources (including the material used in 
the teaching sessions) to support your answers to the questions below. 
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Policy Questions used in this assessment: 
 
1. The Minister for Maori Affairs has asked: 
1.1 What proportion of New Zealanders currently uses the Maori language?  How has this changed in 
recent times? 
1.2 Where is and how is the Maori language most commonly used? 
1.3 What proportion of retail businesses are involved in selling Maori cultural products? 
1.4 What barriers exist to the use of the Maori Language? 
 
2. The Minister of Economic Development has asked: 
2.1 How many people are employed in the retail trade sector? 
2.2 What is the total amount of retail sales, and how has it changed? 
2.3 What is the relationship between the unemployment rate and retail sales? 
 
3. The Minister of Health has asked: 
3.1 What proportion of New Zealanders live in homes that are not heated during winter, and what are 
the reasons for this? 
3.2 Is there evidence that a subsidy for home insulation would result in savings in the health budget? 
3.3 What is the relationship between overcrowding and respiratory disease? 
 
Element 1 – Assess and select data collections relevant to a policy question 
 
Using the set of reports on the Maori Language Survey 2006, answer the following question 
regarding each of Policy Questions 1.1, 1.2, 1.3 and 1.4 separately. 
 
1 How well do the objectives, target population and information collected in the supplied data 
collection(s) fit the policy question(s)?  
 
The objective(s), target population and information collected are clearly stated, their relationship (if 
any) to the policy question is clearly stated.  Limitations of the collection are noted (e.g. 
appropriateness of the target population, relevance of the information collected, and levels of non-
response). 
PQ1.1 What proportion of New Zealanders currently use the Maori language?  How has this 
changed in recent times? 
 
PQ1.2 Where is and how is the Maori language most commonly used? 
 
PQ1.3 What proportion of retail businesses are involved in selling Maori cultural products? 
 
PQ1.4 What barriers exist to the use of the Maori Language? 
 
 
2 What is one main result from this study (answer in the form of a possible headline for an 
article?)  
 
 
Considering any of the data collections described in the supplied materials, in the teaching 
materials, or any other data source you can identify, answer the following questions regarding 
each of Policy Questions 2.1, 2.2 and 2.3 separately.   
3 What data collections have you identified that could be used to answer a given policy 
question? 
 
PQ2.1 How many people are employed in the retail trade sector? 
PQ2.2 What is the total amount of retail sales, and how has it changed? 
PQ2.3 What is the relationship between the unemployment rate and retail sales?  
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Referring to the data source(s) you have selected in Question 3, answer the following question 
regarding Policy Question 2.3.  Use 100-200 words in your answer. 
4 Write an explanation to someone with less statistics knowledge than yourself how these data 
collections could be used to answer the policy question. 
 
PQ2.3 What is the relationship between the unemployment rate and retail sales? 
 
 
Element 2 – Describe a data collection that can be used to answer a specific policy 
question 
  
Considering Policy Question 3.1 answer the following questions. 
5 State the key requirements for a collection of statistical information that could be used to 
answer a given policy question. 
 
PQ3.1 What proportion New Zealand homes that are not heated during winter, and what are the 
reasons for this? 
 
 
6 Write a brief paragraph to describe one possible main result that might be found using the 
data collection described in Q5, and its connection to the policy question. 
 
Element 3 – Evaluate reports based on statistical information to make policy 
recommendations 
 
Consider the journal article ‘Effect of insulating existing houses on health inequality: cluster 
randomised study in the community’ when answering the following question. 
7 What are the main conclusions that are stated by the authors in the supplied articles(s) or 
report(s), and what constraints or limitations are there on these conclusions?  
 
Consider the journal article ‘Effect of insulating existing houses on health inequality: cluster 
randomised study in the community’ and the Policy Question 3.2 when answering the following 
question. 
8 Do the supplied report(s) or analyses use data that is appropriate to answer the given policy 
question?  Could the data collection be altered so it provides better information? Write your answer so 
that it could be understood by someone with less statistics knowledge than yourself. 
 
PQ3.2 Is there evidence that a subsidy for home insulation would result in savings in the health 
budget? 
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Element 4 – Use reports based on statistical information to make policy recommendations 
 
Consider the journal article ‘Effect of insulating existing houses on health inequality: cluster 
randomised study in the community’ and the Policy Question 3.2 when answering the following 
questions. 
9 What results, or statements made, in the supplied report(s) are relevant to the given policy 
question? 
 
PQ3.2 Is there evidence that a subsidy for home insulation would result in savings in the health 
budget? 
 
Compare the Housing insulation study with the description of the methodology of the 2006/07 
New Zealand Health Survey (NZHS) and the NZHS Adult Questionnaire when answering the 
following question. 
10 How does the supplied data collection(s) differ from the one you proposed in question 5? OR 
from another given data collection? 
  
 
A policy question or result not discussed in the report(s) is given. 
 
Consider the journal article ‘Effect of insulating existing houses on health inequality: cluster 
randomised study in the community’ and the Policy Question 3.3 when answering the following 
question. 
 
11 How could the data collection(s) have been used to answer this question? OR, How could the 
data collection be changed so that it could be used to answer this question? 
 
 
PQ3.3 What is the relationship between overcrowding and respiratory disease? 
 
Consider the journal article ‘Effect of insulating existing houses on health inequality: cluster 
randomised study in the community’ and the Policy Question 3.2 when answering the following 
question. 
12 Use the result(s) of the analyses described to make a policy recommendation or 
recommendations for your manager to consider. 
 
PQ3.2 Is there evidence that a subsidy for home insulation would result in savings in the health 
budget? 
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