ABSTRACT Spatial regression or interpolation is widely used for predictive soil pollution mapping, which aims to estimate all unobserved soil pollution based on a finite number of sample points. However, it may be unreasonable to use spatial regression or interpolation directly for an environmental soil dataset with outliers, because the mechanism generating outlier datasets is always different from that generating normal datasets, which necessitates handling outliers separately. Therefore, a hybrid approach for estimating unknown soil pollution concentrations is developed in this paper. The hybrid approach comprises three main steps: First, spatial outlier detection is used to uncover abnormal sample points and the study area is then divided into the normal and outlier areas. Second, spatial regression and interpolation are applied to analyze the normal and outlier datasets, respectively. Finally, the results of the predictive soil pollution mapping are derived from the prediction combination of spatial regression and interpolation. An environmental dataset recording heavy metal Cd and As concentrations at Huizhou, China was selected to verify the performance of the proposed approach. The numbers of identified outlier points of heavy metal Cd and As concentrations were 16 and 13. For the prediction result of Cd, the mean square error (MSE) and mean relative error (MRE) of the hybrid approach were about 0.028 and 0.332, respectively. For the prediction result of As, the MSE and MRE of the hybrid approach were about 3.834 and 0.366, respectively. All of these values were smaller than those of models used for comparison. The result of the comparative analysis demonstrates the feasibility and effectiveness of the proposed approach.
I. INTRODUCTION
Soil contamination by heavy metals around industrial premises has received considered attention in many countries because heavy metal pollutants may be absorbed by plants and hence threaten food safety in agricultural lands [1] , [2] . As a critical step in the development of an effective management strategy to mitigate the related health risks, one has to map the spatial variation of soil heavy metal concentrations by predictive soil pollution mapping [3] , [4] . Predictive soil pollution mapping is the process of estimating all unobserved soil pollution concentrations on the basis of a finite numThe associate editor coordinating the review of this manuscript and approving it for publication was Muhammad Asif.
ber of sample points [5] - [10] . In recent decades, the rapid advancement of geographical information science (GISc) has provided a new opportunity for predictive soil pollution mapping, and spatial regression or spatial interpolation has become widely used for predicting unobserved soil pollution concentrations [11] , [12] .
Spatial regression mainly deals with the specification, estimation, and diagnostic checking of regression models that incorporate spatial heterogeneity or dependence [13] , [14] . Spatial heterogeneity means that the relationships between pollution concentrations and their related factors are not consistent at all locations but change over space [15] . As effective technologies for handling spatial heterogeneity, geographically weighted generalized linear models (e.g. geographically weighted regression, geographically weighted Poisson regression, and geographically weighted logistic regression) are applied to describe spatially varying relationships by building a local regression model at each location [16] - [18] . Spatial dependence describes the autocorrelation structure of pollution concentrations in proximal locations tending to be more similar, which is also referred to as the ''first law of geography'' [19] . Spatial lag models and spatial error models have been proposed to address spatial dependence by generating a covariate based on pollution concentrations in proximal locations [20] , [21] . In addition, spatiotemporal regression models, e.g. geographically and temporally weighted regression [22] , spatiotemporal autocorrection, and moving average models [23] , can be employed to address dynamically changing pollution concentrations.
Spatial interpolation or geostatistics is based on the premise of the existence of spatial dependence [24] . It is always assumed that an unknown pollution concentration value at a given spatial location is likely to be similar to its neighboring, known values and that the unobserved pollution concentration can be estimated by the combination of its neighboring, known values. A variety of spatial interpolation methods have been developed to perform this task. For example, inverse distance weighting (IDW) is always used to predict unobserved pollution concentrations by weighting the values at neighboring sampling sites according to the inverse of the distances separating the locations [25] . Kriging is a group of geostatistical techniques used to obtain unbiased pollution concentration estimations with minimal variance on the basis of semi-covariance functions [26] - [28] . Moreover, there is also a series of spatiotemporal interpolation models that are able to predict unknown pollution concentrations at an unobserved spatiotemporal location [29] - [31] .
Although spatial regression or spatial interpolation is usually used alone for predictive soil pollution mapping and is also appropriate for most applications, it may be problematic for an environmental soil dataset with outliers. From the perspective of spatial data analysis, an environmental soil dataset can be roughly divided into two categories: a normal dataset and an abnormal/outlier dataset, which correspond to the normal pattern and the abnormal/outlier pattern, respectively [32] . In most cases, the normal pattern represents the evolution of the environmental process, which is derived from a domain general mechanism. The alternative pattern occurs with low frequency, and may result from unknown or novel mechanisms [33] , [34] . For example, illegal pollution emissions may lead to an abnormally high concentration that deviates significantly from the global and/or local distribution. Because of the relatively small number of outliers, spatial regression can only reveal the relationships of the normal pattern and cannot handle the abnormal pattern well. Additionally, due to pattern heterogeneity, it is not suitable to use spatial interpolation to estimate all unknown values.
Therefore, this paper proposes a hybrid approach for predicting soil pollutant concentrations for a dataset with outliers. An environmental soil dataset with outliers is first divided into two groups, a normal dataset and an abnormal dataset, or the normal area and abnormal area, by spatial outlier detection technology. Spatial regression and interpolation are then used to analyze the normal and abnormal datasets, respectively. The results from these two parts of the method are regarded as the final result of the predictive soil pollution mapping.
II. MATERIALS AND METHODS

A. STUDY AREA AND DATASETS
The study area, the city of Huizhou, is located in the southeastern part of Guangdong Province, northeast of the Pearl River Delta. It ranges from 22 • 24 N to 23 • 57 N latitude and from 113 • 51 W to 115 • 28 W longitude, with a south-north extent of 128 km and a west-east span of 152 km. As one of the large cities in Guangdong Province, its land area is 11,343 km 2 , its sea area within the territorial sea baseline is 4,519 km 2 , and its coastline is 281.4 km long. Huizhou lies in the subtropical zone and has a subtropical monsoon climate with four distinct seasons. The area receives a mean annual precipitation of 2,200 mm, the average temperature is 22 • C, and the average relative humidity is about 68%. It has complex landforms and diverse lithology. The relief is low in the western and central areas and high in the eastern and northern areas. The land area of the city includes tablelands (35.0%), plain terraces (31.3%), hills (26.0%), and low and medium mountains (7.7%).
According to the Huizhou Statistical Almanac of 2016, the gross domestic product (GDP) of the whole city exceeded 314.0 billion yuan. The output values of the primary industry, second industry, and tertiary industry were 15.1, 172.7, and 126.2 billion yuan, and the proportions of each industry were 4.8, 55.0, and 40.2%, respectively. The output value of secondary industry was higher than those of the other industries, and the electronics industry contributed the highest output value within the secondary industry. Previous studies have indicated that industrial waste gas and water emissions, especially those emissions from electronic equipment factories, are among the major sources of heavy metal pollutants.
There were 103 soil pollution sampling points, where the concentrations of soil heavy metals, including Cd and As, were recorded, as shown in Figure 1 . The soil data were collected from 0-20 cm from the soil surface mixed samples from December 2004 to February 2005. Each mixed sample was composed of a central point sample and four point samples located about 10 m from the central point. As was tested by reduction-gasification-atomic fluorescence spectrometry, and Cd was measured by graphite furnace atomic absorption spectrometry. In addition, digital elevation model (DEM) data and spatial location information about major rivers and factories were also collected.
B. METHOD 1) THE HYBRID APPROACH
The framework of the hybrid approach is shown in Figure 2 . First, an algorithm of spatial outlier detection is used to identify abnormal outlier points from all sampling points, and the environmental soil dataset with outliers is separated into two groups: a normal dataset and an outlier dataset. In this paper, the field-based theory spatial outlier detecting algorithm (abbreviated as FTSOD) was selected to analyze soil pollution outliers [35] .
Based on the result of the spatial outlier detection, the study area is divided into two subareas: the normal areas and the outlier areas. Specifically, a size of grid first needs to be selected according to the density of sampling points, and the study area is then divided into regular grids. In this paper, we assume that an outlier exhibits a spatial effect that can be explained by distance-decay theory, that is, an unobserved point near the abnormal point may also be an outlier, but the degree of abnormality decreases with increase of spatial distance between the outlier and unobserved points. Therefore, for each abnormal observation or outlier sample, an outlier buffer can be obtained and the set of spatial grids within all outlier buffers constitutes outlier areas. The other part of the study area is defined as normal areas.
As mentioned above, the normal and outlier datasets correspond to a domain-general mechanism and an unknown or novel mechanism, respectively, and there are always fewer outlier points than normal points in an environmental soil dataset. Hence, spatial regression is used for predicting unobserved values in the normal area, and spatial interpolation is used to estimate unobserved values in the outlier area. In this paper, geographically weighted extreme learning was selected to analyze the normal dataset [36] , because it can adaptively handle non-linear relationships among soil pollution concentrations and their related factors with the incorporation of spatial heterogeneity. The distance decay functions (DDF) method was selected to construct the abnormal distribution structure of the outlier area. The final prediction results of the whole study area are derived from the combination of these two parts.
2) FIELD-BASED THEORY SPATIAL OUTLIER DETECTING ALGORITHM
Spatial outlier detection from an environmental soil dataset aims to uncover spatial points or areas with soil pollution values significantly different from the values of their spatial neighbors. In general, this task can be performed using an algorithm of spatial outlier detection. Although a large variety of spatial outlier detection algorithms have been developed, the FTSOD was selected to analyze soil pollution outliers in this study [35] . The reason for the selection is that FTSOD can detect locally spatial outliers by taking local autocorrelation into consideration. In addition, a robust spatial outlier measure is constructed with the integration of thematic attributes (i.e. soil pollution concentration) and spatial attribution (i.e. spatial coordinates of pollution sampling points).
First, an adaptive spatial clustering algorithm based on Delaunay triangulation is utilized to extract local autocorrelation patterns from the distribution of pollution sampling points. This clustering algorithm can automatically uncover clusters with non-homogeneous densities and complex shapes in an environment database. Then, the stable and reasonable spatial neighbors for each cluster are identified by constraint Delaunay triangulation. That is, if there is an edge between two points or sites, then these two points are neighbors of each other.
Finally, soil pollution outliers are determined by a robust spatial outlier measure, which can be defined as follows:
where S denotes the set of all sampling points, S outlier denotes the set of outlier points, y i represents the soil pollution concentration at sampling site i, M AD (y i ) represents the degree of abnormality of y i , µ AD and σ AD are the mean and standard deviate of the degree of abnormality of all sampling points, and kis the outlier controlling parameter, where k = 1.645 has been proved to be an appropriate selection [37] . The degree of abnormality M AD (y i ) can be defined by
where N s (y i ) indicates the neighbors of sampling point i, |N s (y i )| is the number of these neighbors, and D attr (y i , y j ) and D geo (y i , y j ) represent the thematic and spatial distance between sampling points i and j, respectively. The thematic distance describes the difference of soil pollution concentrations, which is computed based on Minkowski distance functions, and the spatial distance is used to represent the spatial proximity of a pair of sample points, which can be obtained by Euclidean distance functions.
3) SPATIAL REGRESSION BASED ON GEOGRAPHICALLY WEIGHTED EXTREME LEARNING MACHINE
The geographically weighted extreme learning machine (GWELM) was developed by Deng et al. [36] by incorporating spatial heterogeneity into the extreme learning machine (ELM) [38] . The GWELM is essentially a series of single hidden feedforward neural networks, which allow parameters to be estimated locally by weighted extreme learning machine models. The architecture of a single hidden feedforward neural network is shown in Figure 3 . Assume that sample (x i , y i ) is observed at the spatial location i (i = 1, . . . , n) , where R m represents the input features and y i denotes the output features. The expression of a local model can be described as
where
is the connecting weight vector between the input units and the pth hidden unit, b p is the threshold of the pth hidden unit, and l is the number of hidden units. β p (i) represents the connecting weight between the pth hidden unit and the output unit at spatial location i, and o i denotes the output value corresponding to x i . For function approximation in a finite training set, it has been proved that a single hidden feedforward neural network with at most N sigmoidal hidden units and with input weights randomly generated but hidden biases appropriately tuned can exactly learn N distinct observations [39] - [41] .
Because the values of a p and b p are randomly assigned in the GWELM, it is only necessary to estimate the local parameters β p (i). The estimated values of β p (i) can be computed by minimizing the geographically weighted empirical risk function, which can be written as follows
where w ij (j = 1, . . . , n) is the geographical weight computed by spatial proximity between spatial locations i and j. Generally, a Gaussian kernel function is applied to define the geographical weight, which can be described as
where d ij denotes the spatial distance between spatial locations i and j, and the bandwidth parameter h is used to control the smoothing degree of the Gaussian kernel function.
4) SPATIAL INTERPOLATION BASED ON DISTANCE DECAY FUNCTIONS
In most cases of spatial interpolation, an unknown value is estimated on the basis of a number of adjacent known points. However, estimating an unobserved value within an VOLUME 7, 2019 outlier buffer requires different treatment because an outlier buffer (circle) is always generated by only one outlier point.
As mentioned above, we assume that an unobserved point near the abnormal point may also be an outlier point and that the degree of abnormality is characterized by distance decay. Therefore, the nearest normal point of an outlier point can be regarded as a boundary point of the outlier buffer. The radius of the outlier buffer or circle is defined as the distance between the outlier point and its nearest normal points. Further, DDF are applied to construct spatial interpolation models. Different types of functions, such as linear, exponential, and Gaussian functions, can be selected to describe the decay characteristics, as shown in Figure 4 . Assume that the number of detected spatial outliers in the environmental soil dataset is equal to m, and that for spatial outlier point i (i = 1, . . . , m) , three parameters d i , τ i , and γ i need to be defined, where d i represents the radius of the outlier buffer, which is equal to the distance between outlier point i and its nearest normal point; τ i is the observed value of the nearest normal point of outlier point i; and γ i is the observed value of outlier point i. It is worth noting that these parameters can be obtained directly from the original dataset. Only the parameters in some selected DDF need to be estimated. In this paper, Gaussian decay functions were selected to estimate the unobserved values within the outlier buffer i. The expression of the Gaussian decay functions can be described as follows:
where d ij indicates the distance between unobserved point j and outlier point i.
III. RESULTS
A. DETECTING SPATIAL OUTLIERS FROM THE ENVIRONMENTAL SOIL DATASET
According to the analysis process of FTSOD, an adaptive spatial clustering algorithm was first used to divide all soil pollution sampling points into several clusters. Because the clustering algorithm does not need to set any parameters, the clustering result can be obtained directly on the basis of the spatial coordinates of all sampling points. The clustering result of soil pollution sampling points is shown in Figure 5 (a), which shows that there are 11 clusters in the dataset. Then, the stable and reasonable spatial neighbors for each sampling point were identified by constraint Delaunay triangulation, as shown in Figure 5 (b). On the basis of Equations (1) and (2), outlier points of the heavy metals Cd and As were detected. The spatial distribution of these outliers is shown in Figure 5 (c) and 5(d), respectively. The identified numbers of outlier points of Cd and As are 16 and 13, respectively. The statistics of pollution concentrations measured according to the different types are listed in Table 1 . The ranges of Cd concentrations at the normal and outlier areas are [0.008, 0.214] mg/kg and [0.101, 1.121] mg/kg, and there is an overlap between these two ranges. The mean, median, and standard deviation values of Cd concentrations in the outlier area, 0.283, 0.148, and 0.332 mg/kg, are larger than those of the whole and normal areas, and those values in the normal area, 0.066, 0.063, and 0.033 mg/kg, are the smallest. Similarly, there is an overlap between the ranges of As concentrations in the normal and outlier areas. The largest values of the mean, median, and standard deviation appear in the outlier area, followed by the whole area.
B. PREDICTING THE UNKNOWN VALUES OF SOIL POLLUTION CONCENTRATION
Following the steps of the proposed approach, samples gridding needs be executed to determine the basic unit. Considering the number and density of sampling points in the approximately 12,400 km 2 study area, a 2 km ×2 km grid was selected. The result of the samples gridding is shown in Figure 6 . It is worth noting that the interior of the grid is implicitly assumed to be homogeneous. The smaller the size of the grid, the easier it is to satisfy this assumption. However, considering that only 103 sampling points were collected in the study area, if we had selected a smaller size of grid (assume 1 km), there would have been about 10,000 unknown grids that would have needed to be estimated. Compared with the number of known grids (103), this number of unknown grids (10,000) would be too large, possibly leading to redundant results (most of the adjacent points having almost the same result). In the opposite case, a large grid (such as 3 km) may violate the assumption of homogeneity. Therefore, we selected 2 km ×2 km grids in this research. Additionally, determining the size of the samplings gridding is a difficult issue in spatial analysis, and further discussion about the modifiable areal unit problem is required [42] . Here, we mainly focused on the approach for estimating the unknown values and do not discuss the optimal scale in detail.
For prediction of the unknown values in the normal area, GWELM was used to describe the mapping relationships between the heavy metal concentrations and covariates, namely the distance between the grid and the river, the distance between the grid and its nearest factory, and the elevation value. Among the modeling processes of GWELM, the optimal bandwidth parameter at each normal grid was determined by cross-validation. For example, when the hidden number of GWELM is set as 20, the evaluation results of candidate bandwidth at sampling points ID-6 and ID-78 ( Figure 6 ) are those in Figure 7 . It can be found that the sums of squares for error (SSE) are both smallest when the bandwidth parameters are equal to 23 ×NND (ID-6) and 30 ×NND (ID-78) (NND indicates the nearest neighbor distance), so these values are then selected as the optimal bandwidth parameters at the sample points ID-6 and ID-78. Gaussian decay functions were applied to estimate the unknown values within each outlier point on the basis of Equations (6) and (7). The final result was obtained by assigning each grid a predicted value, which was estimated by GWELM or Gaussian decay functions.
The regression models GWR and ELM were selected for comparative analysis. Twenty-five randomly selected sampling points or grids were regarded as unknown points, and the other sampling points were applied to construct the prediction model. The mean square error (MSE) and mean relative error (MRE) were used to evaluate the results of the different models. The statistical values are listed in Table 2 . It can be seen that the number of hidden layers does not have a significant effect on the results of ELM or the hybrid approach. For the prediction result of heavy metal Cd, the MSE and MRE of the hybrid approach are about 0.028 and 0.332, respectively, which are smaller than those of ELM and GWR. This indicates that the results of the hybrid approach are better than those of the other models. For the prediction result of heavy metal As, the MSE and MRE of the hybrid approach are about 3.834 and 0.366, which are also the smallest among those of all models. These results demonstrate that the hybrid approach is superior to the contrasted models for predicting soil pollution concentrations in the study area.
The final results based on spatial regression and interpolation are shown in Figure 8 , and the statistics of predicted values measured according to different areas are listed in Table 3 . It can be seen that the ranges of Cd and As concentrations of the normal and outlier areas are larger than those of the normal and outlier samples, respectively. It is possible that the covariates of the unknown grid are outside of the range of the covariate values of normal sample points and that the predicted values are then outside of the ranges of Cd and As concentrations of normal sample points. The mean, median, and standard deviation values of Cd and As concentrations of the normal area are larger than those of the whole or outlier samples, and this situation is almost the opposite for the whole and outlier areas.
Obviously, the predicted value generally is not exactly the same as the observation value, so it is significant to quantify the uncertainly of the prediction result. For each grid in the normal area, whose value was estimated by the GWELM model, in general, the better the fitting performance of the model is, the smaller the prediction uncertainty at the gird is. Hence, the square root of the geographically weighted empirical risk function (Equation (4)) was used to quantify the uncertainty at each grid. For each grid in the outlier area, whose value was estimated based on the outlier point and its nearest normal point, it is possible that a large value of the variance of those two points corresponds with a great uncertainty for the prediction value. The uncertainty of the prediction value, U j , in the outlier area was defined as follows:
where std() represents the standard deviation of the dataset, and the definitions of other parameters can be found in the previous part of this paper. Because the unknown point in the outlier area is estimated using spatial interpolation, the midpoint between the outlier point i and its nearest normal point usually has the greatest uncertainty, and a point near an endpoint (either the outlier point i or its nearest normal point) has less uncertainty. This is the major basis for defining Equation (8) . The results of the prediction uncertainty are shown in Figure 9 . The uncertainties of the Cd and As concentrations prediction both have strong spatial correlation. Meanwhile, compared with the uncertainty values in the normal area, those in the outlier area always have a larger value.
IV. CONCLUSION AND DISCUSSION
A hybrid approach for estimating unknown soil pollution concentrations for an environmental soil dataset with outliers was proposed in this paper. The proposed approach includes three main steps: First, spatial outlier detection is used to identify abnormal observation points of soil heavy metals and then the study area is divided into two parts, normal and outlier areas. Second, spatial regression and interpolation are applied to estimate the unknown values at the normal and outlier areas, respectively. Third, the final result is derived from the combination of these two areas. Although the proposed approach was developed to analyze an environmental soil dataset with outliers, it can also be used to analyze other spatial datasets with outliers. The significance of this approach is fourfold: First, unlike most approaches of predictive soil pollution mapping, which are either based on regression or interpolation, this approach applies a hybrid regression and interpolation strategy to handle the different processes or mechanisms generating an environmental soil dataset with outliers.
Second, the field-based theory spatial outlier detecting algorithm was selected to extract outliers from the environmental soil dataset. Compared with traditional outlier detection algorithms, this algorithm can effectively identify local spatial outliers of soil pollution concentrations with the integration of thematic attributes (i.e. soil pollution concentrations) and spatial attribution (i.e. the spatial location of sampling points).
Third, most of the machine learning methods make an assumption that data are independent identically distributed random samples. However, because the relationships between soil pollution concentrations and their related factors may change over space, this assumption in the machine learning methods is violated. For this reason, it is appropriate to apply GWELM to model these relationships, and the effectiveness of GWELM was proved in the study area.
Fourth, to estimate an unobserved value within an outlier buffer, we assume that an unobserved point near the abnormal point may also be an outlier point and that the degree of abnormality is characterized by distance decay, which accords with the ''first law of geography''.
The environmental dataset recording heavy metal Cd and As concentrations at Huizhou, China, was selected to verify the performance of the hybrid approach. The numbers of identified outlier points of heavy metal Cd and As concentrations were 16 and 13. For the prediction result of Cd, the MSE and MRE of the hybrid approach were about 0.028 and 0.332, respectively. For the prediction result of As, the MSE and MRE of the hybrid approach were about 3.834 and 0.366, respectively. The result of the comparative analysis demonstrates that the proposed approach can accurately estimate soil pollutant concentrations for a dataset with outliers, and the maps of the prediction result and uncertainty were given.
However, it is worth noting that the proposed approach mainly focuses on an environmental soil dataset with outliers and verifying outliers by a spatial outlier detection algorithm. However, there is also some research on soil geostatistics, including robust geostatistics [43] , [44] , but there are different viewpoints about outliers between their research and ours. In robust geostatistical or other approaches, outliers are regarded as noise that needs be removed or whose impact should be reduced or even eliminated. However, in this study, outliers are considered to result from unknown or novel mechanisms, such as illegal pollution emissions, and are not regarded as noise or incorrect data. In addition, most spatial outlier detection is based on general algorithms including FTSOD and lack the integration of domain knowledge; hence, it is difficult to explain some results, which is a universal issue in most data-driven approaches. Therefore, one of our future studies will concentrate on developing an effective algorithm for soil pollution outlier detection with incorporation of environmental knowledge. Moreover, only three covariates were collected at the study area to estimate the unknown values at the normal area, and the grid size also was not considered in the paper, which may be reasons leading to the not very high precision of the results. These topics also need to be studied in the future. VOLUME 7, 2019 
