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Kapitel 1
Einleitung
In der Zeitreihenanalyse tritt oft das Problem auf, nur eine einzige Datenreihe
zur Verfu¨gung zu haben, um einen unbekannten zeitlich-funktionalen Zusam-
menhang zur Beschreibung des Verlaufs der Beobachtungen der Datenreihe, bzw.
allgemeiner formuliert, eine geeignete Modellierung zu finden. Notwendig hierzu
ist, zumindest eine Vorstellung von einer geeigneten Modellklasse zu haben.
Eine grobe Unterscheidung von Modellklassen in solche fu¨r gut oder schlecht
pra¨dizierbare Systeme und eine Zuordnung der Datenreihe zu diesen stellt einen
wichtigen Schritt auf dem Weg zu einer angemessenen Modellierung dar. So
ko¨nnen fu¨r so genannte stabile Prozesse ha¨ufig gute Pra¨diktoren angegeben wer-
den, wohingegen bei instabilen Prozessen bereits eine Ein-Schritt-Prognose un-
zula¨nglich sein kann. Im Falle von chaotischen Datenreihen, einem Spezialfall von
instabilen Prozessen, kann z. B. die Pra¨diktionsgenauigkeit schon nach wenigen
Zeitschritten abnehmen.
Soll die Pra¨dizierbarkeit fu¨r eine Entscheidung u¨ber geeignete Modellklassen
genutzt werden, bedarf es eines geeigneten Kriteriums zur Scha¨tzung der Pra¨di-
zierbarkeit auf Grund einer Datenreihe. Dabei muss u¨ber die Pra¨dizierbarkeit
entschieden werden ko¨nnen, ohne auf irgendeine Kenntnis u¨ber den - eigentlich
gesuchten - zeitlich-funktionalen Zusammenhang zuru¨ckzugreifen, da ansonsten
eine Einteilung hinfa¨llig wa¨re. Eben die Entscheidung u¨ber die Pra¨dizierbarkeit
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soll ja gerade dazu dienen, eine geeignete Modellklasse fu¨r die Beschreibung eines
solchen Zusammenhangs zu finden.
Der Lyapunov-Exponent leistet eine solche Klassifikation in gut und schlecht
pra¨dizierbare bzw. in stabile und instabile Prozesse. Urspru¨nglich wurde der
Lyapunov-Exponent fu¨r deterministische Systeme hergeleitet. Gleichwohl wird
in dieser Arbeit eine U¨bertragung auf stochastische Zeitreihen geleistet.
Um empirische Aussagen u¨ber die Gu¨teeigenschaften des Lyapunov-Expo-
nenten als Klassifikationskriterium fu¨r gut oder schlecht pra¨dizierbare Systeme
zu machen, bedarf es einer Stichprobe von Datenreihen.
In dieser Arbeit werden Datenreihen mit festgelegter Pra¨dizierbarkeit ausge-
hend von einer gegebenen Datenreihe erzeugt, die so genannten Surrogate, ohne
dass dabei auf einen bekannten zeitlich-funktionalen Zusammenhang zuru¨ck ge-
griffen wird. Die Stichprobe sollte dabei die Eigenschaft besitzen, ein bestmo¨gli-
ches Abbild der Ausgangsreihe darzustellen. Diese Methode der Simulation wird
gewa¨hlt, weil sie es grundsa¨tzlich ermo¨glicht, maßgeschneiderte Berechnungen
durchzufu¨hren genau in den Anwendungsfa¨llen des Lyapunov-Exponenten, wenn
ganz wenig Vorkenntnis u¨ber diesen funktionellen Zusammenhang vorliegt, wohl
aber eine Datenreihe.
Ausgehend von solchen Simulationen wird in dieser Arbeit ein Test vorge-
legt, mit der die Gu¨te genau einer Entscheidung des Lyapunov-Exponenten als
Klassifikationskriterium fu¨r eine bestimmte Datenreihe u¨berpru¨ft werden kann.
So wird insgesamt eine Methodik bereitgestellt, eine Klassifikationsentscheidung
in die Klasse der gut bzw. schlecht pra¨dizierbaren Systeme durch ein statistisch
abgesichertes Verfahren zu treffen.
Im Folgenden werden in Kapitel 2 die grundlegenden Begriffe und Notatio-
nen erkla¨rt und festgelegt. Somit ist eine Grundlage geschaffen, den Lyapunov-
Exponenten sowohl deterministisch als auch stochastisch herzuleiten (vgl. Kapi-
3tel 3). Da keine Kenntnisse u¨ber den zeitlich-funktionalen Zusammenhang vor-
ausgesetzt werden, muss der Lyapunov-Exponent numerisch berechnet werden.
In Kapitel 4 wird ein Verfahren vorgestellt, das dieses ermo¨glicht. Hierzu wer-
den Simulationen mit stochastischen Prozessen und stabilen und instabilen For-
men einer Modulo-1-Abbildung durchgefu¨hrt, um das Verfahren experimentell
zu unterstu¨tzen (vgl. ebenfalls Kapitel 4). Die Grundlage fu¨r einen Test zur
U¨berpru¨fung der Klassifikationsentscheidung, d.h. die Erzeugung einer Stichpro-
be ausgehend von einer Datenreihe, wird in Kapitel 5 gelegt. Hier werden wie-
derum Simulationen mit den bereits bekannten Prozessen durchgefu¨hrt. Kapitel
6 beschreibt dann die Herleitung der Testprozedur, die u¨ber mo¨gliche Fehlklas-
sifikationen entscheidet. Experimentelle Unterstu¨tzung wird wieder anhand der
Prozesse aus den vorangegangenen Kapiteln geleistet. Um einen Eindruck zu
gewinnen, wie gut eine Klassifikation mit Hilfe des Lyapunov-Exponenten auf
einem realen Datensatz funktioniert, werden Beobachtungen aus dem so genann-
ten BTA-Tiefbohren verwendet. Hierbei ist das Ziel, das wa¨hrend eines Bohrvor-
gangs mo¨glicherweise auftretende, unerwu¨nschte Rattern rechtzeitig zu identifi-
zieren (vgl. Kapitel 7). Die Arbeit wird durch eine Zusammenfassung und einen
Ausblick in Kapitel 8 abgerundet.
Kapitel 2
Deterministische und Stochastische
Prozesse
In fast allen Feldern der empirischen Forschung, wie z. B. O¨konometrie, Techno-
metrie oder Biometrie, werden Pha¨nomene beobachtet, die zeitlich voneinander
abha¨ngige Komponenten aufweisen. Modelle fu¨r solche Pha¨nomene werden gerne
als
”
Prozesse“, die beobachteten Einheiten als
”
dynamische Systeme“ bezeich-
net. In den verschiedenen Disziplinen der Wissenschaft werden deterministische
von stochastischen Prozessen unterschieden. Eine intuitive Trennung zwischen de-
terministischen und stochastischen dynamischen Prozessen umfasst den Aspekt,
einen dem Pha¨nomen zu Grunde liegenden funktionalen Zusammenhang mit oder
ohne zufa¨lligem Fehler zu modellieren. Fu¨r beide Modellansa¨tze sind Eigenschaf-
ten, wie die Stabilita¨t oder die Ergodizita¨t, beschreibbar.
2.1 Deterministische Prozesse
In den technischen Disziplinen werden dynamische Systeme vorrangig determi-
nistisch modelliert, d. h. ohne die Annahme eines Zufallseinflusses. Es wird ver-
sucht, u¨ber das zeitliche Auftreten von funktional zusammenha¨ngenden System-
zusta¨nden zu einer Beschreibung der Dynamik zu gelangen. Ziel ist es, das zu
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Grunde liegende System so gut wie mo¨glich zu beschreiben. Die Basis der System-
beschreibung bilden die so genannten Beobachtungsreihen oder auch Flu¨sse.
Definition 2.1: Beobachtungsreihe
Die Folge von Zusta¨nden oder Beobachtungen (xt)t∈T , deren Dynamik durch
xt+1 = ft(x0) = f(xt) (2.1)
beschrieben wird, heißt Fluss oder auch Beobachtungsreihe. Der Anfangspunkt
wird mit x0 ∈ IR
k bezeichnet, xt beschreibt den Systemzustand zum Zeitpunkt t.
Der funktionale Zusammenhang wird mit f bezeichnet, wobei f u¨berall mindestens
einmal differenzierbar sei.
Soweit in dieser Arbeit nicht explizit darauf aufmerksam gemacht wird, wird
k = 1 gesetzt.
Mit Hilfe der deterministischen Beobachtungsreihe la¨sst sich ein deterministi-
scher Prozess definieren.
Definition 2.2: Deterministischer Prozess
Ein deterministischer Prozess (Xt)t∈T wird durch die Menge aller (xt)t∈T be-
schrieben, die einer funktionalen Beziehung, Gleichung (2.1), mit einem bestimm-
ten, aus der Menge aller differenzierbaren Funktionen stammenden f genu¨gen.
Der deterministische Prozess ist die u¨bergeordnete Form einer Beobachtungs-
reihe. Eine bestimmte Beobachtungsreihe (xt)t∈T eines deterministischen Prozes-
ses wird als Trajektorie oder Orbit bezeichnet.
Ist der funktionale Zusammenhang f des deterministischen Prozesses bekannt,
wird er i. d. R. durch Differentialgleichungen beschrieben. Da in dieser Arbeit
jedoch nur die Fa¨lle betrachtet werden, in denen keine Informationen u¨ber f
vorliegen, verweise ich fu¨r diesen Fall auf die bestehende Literatur, wie z. B. Ar-
rowsmith und Place (1990), Wiggings (1990).
Einen Spezialfall deterministischer Prozesse bilden die chaotischen Prozes-
se. In Kapitel 3.3.3 wird er noch genauer beschrieben. An dieser Stelle sei nur
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darauf hingewiesen, dass sich chaotische Prozesse dadurch auszeichnen, dass klei-
ne A¨nderungen im Anfangszustand x0 zu großen A¨nderungen u¨ber die Zeit, al-
so in xt, fu¨hren ko¨nnen. Dadurch sind chaotische Beobachtungsreihen schlecht
pra¨dizierbar. Der grundlegende funktionale Zusammenhang ist nichtlinear (siehe
z. B. Abarbanel (1996), Tong (1993) und Eckmann und Ruelle (1982)).
Eine oft untersuchte Eigenschaft von dynamischen Systemen ist ihre Stabi-
lita¨t. Anschaulich gesehen bedeutet Stabilita¨t, dass unabha¨ngig von dem Start-
punkt immer wieder das gleiche asymptotische Verhalten eintritt. Eine formale
Definition des in dieser Arbeit verwendeten Begriffs von Stabilita¨t basiert auf
stabilen Fixpunkten bzw. stabilen Orbits (Jetschke (1989), S. 59-60).
Definition 2.3: Stabiler Fixpunkt, stabiler Orbit
a) Ein Fixpunkt x0 = f(x0) heißt asymptotisch stabil, wenn gilt:
∃ δ > 0, sodass ∀x0 mit ‖ x0 − x
0 ‖< δ gilt :
lim
N→∞
‖ xN − x
0 ‖= 0.
(2.2)
b) Eine Trajektorie (xi)
N−1
i=0 eines Prozesses (Xt)t∈T heißt periodischer Orbit,
wenn fN(x0) = x0 und f
i(x0) 6= x0 fu¨r i = 1, . . . , (N − 1), wobei f
i =
f ◦ · · · ◦ f︸ ︷︷ ︸
i mal
, mit i = 1, . . . , N − 1.
Ein periodischer Orbit C heißt asymptotisch stabil, wenn ein Punkt x ∈ C
ein asymptotisch stabiler Fixpunkt von fN ist.
Ein Fixpunkt ist somit asymptotisch stabil, wenn der Abstand zwischen einem
spa¨teren Zustand xN und dem Fixpunkt beliebig klein ist, wenn der Abstand
zwischen Anfangszustand und Fixpunkt kleiner als δ war und die unendliche
Folge von Zusta¨nden in den Fixpunkt la¨uft.
Fu¨r die weitere Arbeit ist es wichtig, dass ab einem bestimmten Zeitpunkt
alle Beobachtungen der Trajektorie in einer ²-Umgebung vom Fixpunkt liegen
fu¨r beliebiges δ > ² > 0. Dieses ist eine direkte Folge aus der Folgerung, dass
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die Folge (xN)N∈T gegen den Fixpunkt konvergiert (vgl. Blatter (1980), Kapitel
6.62).
Mit dieser Defintion ist es nun mo¨glich, formale Definitionen fu¨r die Stabilita¨t
eines Prozesses und einer Beobachtungsreihe (xt)t∈T zu geben.
Definition 2.4: Stabilita¨t eines deterministischen Prozesses
Ein deterministischer Prozess (Xt)t∈T heißt stabil, wenn alle seine Fixpunkte und
periodischen Orbits asymptotisch stabil sind.
Ein deterministischer Prozess heißt instabil, wenn es einen Fixpunkt oder peri-
odischen Orbit gibt, der nicht asymptotisch stabil ist oder wenn u¨berhaupt kein
Fixpunkt existiert.
Definition 2.5: Stabilita¨t einer Beobachtungsreihe
Eine Beobachtungsreihe (xt)t∈T zu einem stabilen deterministischen Prozess (Xt)t∈T
heißt asymptotisch stabil, wenn sie gegen einen asymptotisch stabilen Fixpunkt
oder asymptotisch stabilen periodischen Orbit konvergiert.
Zur Verdeutlichung sind in Abbildung 2.1 die Mo¨glichkeiten bzgl. der Stabi-
lita¨t dargestellt (vgl. Jetschke (1989), S. 42).
In Abbildung 2.1 Teil a) ist der stabile Zustand dargestellt. Hier reicht es, dass
die einzelnen xt in einem Schlauch um den Fixpunkt bleiben. Teil b) beschreibt
das Verhalten bei asymptotischer Stabilita¨t, Gleichung (2.2). Die Beobachtun-
gen laufen asymptotisch auf den Fixpunkt zu. Die Instabilita¨t zeigt Teil c) der
Abbildung 2.1.
Eine weitere fu¨r diese Arbeit wichtige Eigenschaft deterministischer Prozes-
se ist die Ergodizita¨t. Hierbei wird gepru¨ft, wann Querschnittanalysen durch
La¨ngsschnittanalysen ersetzt werden ko¨nnen. Bei Querschnittanalysen (
”
quer zur
Trajektorie“) werden verschiedene Beobachtungsreihen eines Prozesses zu einem
Zeitpunkt (xt0)n, n ∈ 1, . . . , N ⊂ IN untersucht, im Gegensatz zu La¨ngsschnitt-
analysen (
”
la¨ngs der Trajektorie“). Hier wird eine Beobachtungsreihe zu jeweils
verschiedenen Zeitpunkten (xt)t∈T ∗ betrachtet (Schlittgen und Streitberg, 1994).
Deterministische Prozesse 9
Abbildung 2.1: Stabilita¨t eines Fixpunktes: Abstrakte Definition
Ein ergodischer Prozess soll genau dann gegeben sein, wenn die Mittel aus der
Querschnittanalyse fu¨r N → ∞ und der La¨ngsschnittanalyse fu¨r |T ∗| → ∞ ge-
geneinander konvergieren.
Definition 2.6: Langzeitmittel
Ein Mittel aus der La¨ngsschnittanalyse ist gegeben durch:
x¯n0 =
1
T ∗
T ∗−1∑
t=0
(xt)n0 . (2.3)
Definition 2.7: Ensemblemittel
Ein Mittel aus der Querschnittanalyse ist gegeben durch:
x¯t0 =
1
N
N∑
n=1
(xt0)n, (2.4)
wobei N die Anzahl der verschiedenen beobachteten Pfade eines deterministischen
Prozesses angibt.
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Definition 2.8: Ergodischer determinstischer Prozess
Ein deterministischer Prozess heißt ergodisch, wenn das zeitliche Mittel aus der
La¨ngsschnittanalyse und das Ensemblemittel aus der Querschnittanalyse gegen
einen gemeinsamen Wert, ihren
”
Erwartungswert“ konvergieren.
Bemerkung 2.1:
Im Falle der Stabilita¨t eines Prozesses existiert genau ein Wert, gegen den beide
Mittel konvergieren. Das bedeutet weiter, dass beide Mittel den Erwartungswert
scha¨tzen.
Eine genaue Beschreibung ergodischer Systeme und unter welchen Bedingun-
gen verschiedene deterministische Prozesse ergodisch sind, findet sich u. a. in Ar-
nold und Avez (1968) und Friedman (1970).
2.2 Stochastische Prozesse
In realen Systemen ist es jedoch oft von Vorteil, einen stochastischen Einfluss
in die Definition der modellierenden Prozesse einzubauen. So fu¨hren Sto¨rungen,
die durch Messfehler oder ungenaue Sensoren verursacht werden, zu verrauschten
Daten, so dass eine Beschreibung durch einen reinen Determinismus unzula¨nglich
wird. Im Gegensatz zu der Modellierung mit einem deterministischen Prozess wird
folglich dem funktionalen Zusammenhang des zu Grunde liegenden Systems in
der stochastischen Modellierung ein zufa¨lliger Fehler hinzugefu¨gt. Hierbei wird die
Definition eines stochastischen Prozesses in Anlehnung an die Definition determi-
nistischer Prozesse wieder mit Hilfe der Folge von Systemzusta¨nden geleistet. Das
Zulassen zufa¨lliger Einflu¨sse in dem funktionalen Zusammenhang der Zusta¨nde
macht jedoch das Einfu¨hren von Zufallsvariablen notwendig. Die stochastischen
Zeitreihen werden verbal von den deterministischen Beobachtungsreihen unter-
schieden.
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Definition 2.9: Zeitreihe, stochastischer Prozess
Eine Folge von Beobachtungen (xt)t∈T , die als Realisationen von Zufallsvariablen
(Xt)t∈T aufgefasst werden und deren Dynamik durch
xt+1 = ft(x0, ²) = f(xt, ²) (2.5)
beschrieben wird, heißt Zeitreihe. Dabei ist ² eine Zufallsvariable mit Verteilung
P².
Die Folge der Zufallsvariablen (Xt)t∈T heißt stochastischer Prozess. Dabei ist
die Indexmenge T ho¨chstens abza¨hlbar.
Bemerkung 2.2:
Anders als sonst u¨blich in der Statistik wird auch eine unendliche La¨nge, d. h. gar
nicht wirklich beobachtbare Zeitreihen als
”
Realisationen“ aufgefasst.
Bemerkung 2.3:
Ein stochastischer Prozess definiert sowohl Zufallsvariablen fu¨r La¨ngsschnitt-, als
auch fu¨r Querschnittanalysen (Rinne (1997), S. 437).
Ein stochastischer Prozess wird typischerweise durch eine Folge von Zufallsva-
riablen beschrieben.X0 bezeichnet die Zufallsvariable zum Startzeitpunkt, in dem
der Anfangspunkt x0 realisiert wird. Die Zufallsvariable Xt mit der Realisation
xt beschreibt den Zustand zur Zeit t, t ∈ T . Der funktionale Zusammenhang f ist
stochastisch gesto¨rt mit einem nicht notwendigerweise additiven Rauschen. Die
Annahme eines additiven Rauschens, d. h. ft(x0, ²) = f(xt)+²t, t ∈ T , ist in vielen
Fa¨llen sehr einschra¨nkend. Zwar ko¨nnen Messfehler damit gut modelliert werden,
in vielen Fa¨llen unterliegen jedoch die Systeme selbst einer zufa¨lligen Sto¨rung,
was wiederum zu einem nichtadditiven, mo¨glicherweise dynamischen Rauschen
fu¨hrt (Kreutz (2000), S. 9).
Eine bestimmte Zeitreihe (xt)t∈T eines stochastischen Prozesses (Xt)t∈T wird
genauso wie das deterministische Pendant als Trajektorie oder Orbit bezeichnet.
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Ko¨nnen in der weiter fu¨hrenden Arbeit sowohl die deterministischen Beob-
achtungsreihen als auch die stochastischen Zeitreihen gemeint sein, wird auch oft
zusammenfassend der Begriff der Datenreihe verwendet.
Wenn der zu Grunde liegende funktionale Zusammenhang, Gleichung (2.5),
bekannt ist, ko¨nnen stochastische Systeme durch stochastische Differentialglei-
chungen beschrieben werden. Diese Situation wird in dieser Arbeit jedoch nicht
behandelt. Eine gute Einfu¨hrung fu¨r eine Modellierung mit stochastischen Diffe-
rentialgleichungen leisten u. a. Ash und Doleans-Dade (2000) und Arnold (1998).
Insbesondere Arnold hat sich fu¨r bekanntes f mit Fragen des Lyapunov-Expo-
nenten auseinandergesetzt (Arnold, 1998), (Arnold, Gundlach und Demetrius,
1994), (Arnold und Scheutzow, 1995).
Die wichtige Eigenschaft der Stabilita¨t kann von den deterministischen auf
stochastische Prozesse u¨bertragen werden. Auch hier gilt, dass das asymptoti-
sche Verhalten idealerweise unabha¨ngig von kleinen Schwankungen im Anfangszu-
stand sein soll. Gema¨ß der stochastischen Modellierung wird jedoch keine 100%ige
asymptotische Stabilita¨t eines Fixpunktes oder periodischen Orbits gefordert,
sondern nur eine asymptotische stochastische Stabilita¨t. Ausgehend von Glei-
chung (2.2) wird die asymptotische stochastische Stabilita¨t mit Hilfe
”
stochastisch
stabiler“ Fixpunkte bzw. Orbits neu eingefu¨hrt.
Definition 2.10: Stochastisch stabiler Fixpunkt, stochastisch stabiler
Orbit
a) Ein Fixpunkt x0 = f(x0) heißt asymptotisch stochastisch stabil, wenn gilt:
∃ δ > 0, sodass ∀x0 mit ‖ x0 − x
0 ‖< δ gilt :
P
(
lim
N→∞
1
N
N−1∑
t=0
Xt − x
0 = 0
)
= 1.
(2.6)
b) Eine Trajektorie (xi)
N−1
i=0 eines stochastischen Prozesses (Xt)t∈T heißt peri-
odischer Orbit, wenn fN(x0) = x0 und f
i(x0) 6= x0 fu¨r i = 1, . . . , (N − 1),
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wobei f i = f ◦ · · · ◦ f︸ ︷︷ ︸
i mal
, mit i = 1, . . . , N − 1.
Ein periodischer Orbit C heißt asymptotisch stochastisch stabil, wenn ein
Punkt x ∈ C ein asymptotisch stochastisch stabiler Fixpunkt von fN ist.
Bemerkung 2.4:
Wird fu¨r x0 in Gleichung (2.6) der Erwartungswert des stochastischen Prozesses
E(Xt) = µ ∀t ∈ T eingesetzt, stimmt die Gleichung (2.6) mit dem ”
Starken
Gesetz der großen Zahlen von Borel und Cantelli“, Rinne (1997), S. 466, u¨ber-
ein. Dieses Gesetz besagt die fast sichere Konsistenz des Folgemittels gegen den
Erwartungswert des stochastischen Prozesses.
Die Definition von stochastisch stabilen Fixpunkten und Orbits (Gleichung
(2.6)) ist ein Spezialfall der deterministisch stabilen Fixpunkte (Gleichung (2.2)).
Bei stochastischer Stabilita¨t wird ein
”
Rauschen“ um den Fixpunkt zugelassen,
wohingegen der stabile Fixpunkt exakt getroffen werden muss.
Mit Hilfe der Definition stochastisch stabiler Fixpunkte und stochastisch sta-
biler Orbits ko¨nnen
”
stabile“ stochastische Prozesse und
”
stabile“ Zeitreihen fest-
gelegt werden.
Definition 2.11: Stabilita¨t eines stochastischen Prozesses
Ein stochastischer Prozess (Xt)t∈T heißt stabil, wenn alle seine Fixpunkte und
periodischen Orbits asymptotisch stabil sind.
Ein stochastischer Prozess heißt instabil, wenn es einen Fixpunkt oder periodi-
schen Orbit gibt, der nicht asymptotisch stochastisch stabil ist oder wenn u¨ber-
haupt kein Fixpunkt existiert.
Definition 2.12: Stabilita¨t einer Zeitreihe
Eine Zeitreihe (xt)t∈T zu einem stochastisch stabilen Prozess (Xt)t∈T heißt asymp-
totisch stabil, wenn sie gegen ihren Fixpunkt oder periodischen Orbit konvergiert.
Bemerkung 2.5:
Im Gegensatz zur gewo¨hnlichen Stabilita¨tsaussage, bei der es sich um eine Vertei-
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lungskonvergenz handelt (vgl. Brockwell und Davis (1996), S. 535), wird in dieser
Arbeit eine fast-sichere Punktkonvergenz betrachtet.
Die Stabilita¨t stochastischer Prozesse unterscheidet sich von der deterministi-
scher Prozesse in dieser Arbeit nur durch die Bedingung, dass der Fixpunkt nicht
exakt, sondern mit Wahrscheinlichkeit eins im Mittel erreicht werden muss.
Die Eigenschaft der Ergodizita¨t spielt fu¨r stochastische Prozesse eine ebenso
große Rolle wie fu¨r deterministische Systeme. Auch wenn der Ursprung der Ergo-
dizita¨t in der Mechanik liegt, so wurde doch dieser Begriff bereits 1931/1932 in
die Stochastik u¨bertragen (Schlittgen und Streitberg (1994), S. 230). Hier stellt
sich die Frage, wann stochastische Prozesse hinsichtlich ihres Mittelwertes asymp-
totisch ihre Zeitabha¨ngigkeit verlieren. Wie bei deterministischen Systemen soll
das zeitliche Mittel gegen das Ensemblemittel konvergieren. Zusa¨tzlich wird fu¨r
die Definition von ergodischen stochastischen Prozessen die Mittelwertstationa-
rita¨t gefordert.
Definition 2.13: Stationarita¨t
Ein stochastischer Prozess (Xt)t∈T heißt (mittelwert-)stationa¨r, wenn der Erwar-
tungswert invariant bleibt gegenu¨ber Verschiebungen entlang der Zeitachse. Das
bedeutet, dass
E(Xt) = E(Xt′) =: EP (X) ∀t, t
′ ∈ T, (2.7)
wobei EP (X) den Erwartungswert des stochastischen Prozesses bezeichnet.
Definition 2.14: Ergodischer stochastischer Prozess
Ein mittelwertstationa¨rer stochastischer Prozess (Xt)t∈T mit Erwartungswert
EP (X) heißt ergodisch (Schlittgen und Streitberg (1994), S. 230), wenn
P
(
lim
N→∞
1
N
N−1∑
t=0
Xt = EP (X)
)
= 1. (2.8)
Die Definition ergodischer stochastischer Prozesse stimmt mit der Definition
der ergodischen deterministischen Systeme u¨berein, wenn fu¨r das Ensemblemittel
(vgl. Gleichung (2.4)) das Prozessmittel EP (X) eingesetzt wird.
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Ergodische Prozesse besitzen die Eigenschaft, unabha¨ngig vom Startwert im-
mer wieder das gleiche asymptotische Verhalten aufzuweisen (Arnold und Avez
(1968), S. 17).
Ein fu¨r die Arbeit nu¨tzlicher Satz ergodischer Prozesse ist, dass bei einer
Transformation mit einer messbaren Funktion g die Ergodizita¨teigenschaft ei-
nes (dann transformierten) Prozesses weiter bestehen bleibt (vgl. Stout (1974),
S. 167ff, S. 182).
Satz 2.1:
Gegeben sei ein ergodischer stochastischer Prozess (Xt)t∈T . Fu¨r alle messbaren
Funktionen g gilt:
P
(
lim
N→∞
1
N
N−1∑
t=0
g(Xt) = E(g(X))
)
= 1. (2.9)
Der Beweis findet sich bei Stout (1974), S. 183.
2.3 Einbettung deterministischer Prozesse in
die Stochastik
In realen Systemen ist es oft nicht mo¨glich zu unterscheiden, ob es sich eher
um einen deterministischen oder um einen stochastischen Prozess handelt. So ist
es von Vorteil, deterministische Beobachtungsreihen als stochastische Zeitreihen
ausdru¨cken zu ko¨nnen. Es ist natu¨rlich klar, dass dieses konzeptuelle U¨berfu¨hren
auch eine philosophische Frage ist. So lehnen es die einen ab, beide Arten von
Prozessen in einen
”
stochastischen Topf“ zu werfen. Die anderen vertreten den
Standpunkt, dass in der Realita¨t niemals reine deterministische Prozesse auftre-
ten ko¨nnen, weil kein absolut exaktes - so genanntes optimales Messen - mo¨glich
sei. Fu¨r diese Arbeit ist es nicht wichtig, diese Frage zu beantworten. Es werden
beide Standpunkte zugelassen.
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Die konzeptuelle Einbettung von Beobachtungsreihen in den stochastischen
Rahmen wird bewerkstelligt durch die Darstellung des funktionalen Zusammen-
hangs mit einem Fehler ², der einer Einpunktverteilung folgt.
Satz 2.2:
Die Beobachtungsreihe (xt)t∈T eines deterministischen Prozesses mit Funktion g
kann durch
xdetermt+1 = g
t(x0) = g(xt) = f(xt, e) = f
t(x0, e) = f
t(x0, ²) = x
stoch
t+1 , (2.10)
als Zeitreihe eines stochastischen Prozesses mit einer Funktion f dargestellt wer-
den, wobei ² einer Einpunktverteilung, Ep(e), mit Parameter e folgt.
Beweis:
Ein stochastischen Prozess (Xt)t∈T mit
xstocht+1 = f
t(x0, ²) funktionaler Zusammenhang (siehe Gleichung (2.5))
= f(xt, e) mit ² einpunktverteilt (Ep(e)), Ep(e) beschreibt
”
eigentlich“ ein deterministisches Geschehen
Denn: Definiere g(x) = f(x, e) ∀x ∈ X. Beachte, dass kein stochastischer Anteil
vorhanden ist. Definiere weiter, (Xt)t∈T ist eine Beobachtungsreihe eines deter-
ministischen Prozesses mit Funktionsgleichung g(x).
Also folgt weiter:
f(xt, e) = g(xt) wegen der obigen Definition
= gt(x0) (siehe Gleichung (2.1))
= xdetermt+1 .
q.e.d
Um also vom deterministischen Prozess zur stochastischen Darstellung u¨ber-
zugehen, bedarf es nur einer geschickten Wahl von e.
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2.4 Spezielle Prozesse
Zwei in der Statistik ha¨ufig verwendete Zeitreihenmodelle sind lineare Modelle
(wie z. B. die ARMA-Modelle) und Schwingungsmodelle. Da zur experimentellen
Unterstu¨tzung in dieser Arbeit diese speziellen stochastischen Prozesse verwen-
det werden, sollen sie im Folgenden kurz mit den hier wichtigen Eigenschaften
vorgestellt werden.
AR-Prozesse
Zuerst einmal soll ein Prozess vorgestellt werden, dessen Definitionsgleichung
einer formalen multiplen Regression entspricht, jedoch die erkla¨renden Variablen
nicht wie dort unabha¨ngige Variablen sind, sondern die Vergangenheitswerte des
Prozesses selbst (Schlittgen und Streitberg, 1994).
Definition 2.15: AR(p)-Prozess
Ein stochastischer Prozess (Xt)t∈T heißt Autoregressiver Prozess der Ordnung p,
kurz AR(p)-Prozess, wenn er der Beziehung
Xt = φ1Xt−1 + . . .+ φpXt−p + ²t (2.11)
genu¨gt. Dabei ist ²t Weißes Rauschen
1.
Damit dieser Prozess stationa¨r ist, muss eine Stationarita¨tsbedingung, dass
alle Lo¨sungen der charakteristischen Gleichung außerhalb des Einheitskreises lie-
gen, erfu¨llt sein (vgl. Schlittgen und Streitberg (1994), S. 122, 124). Die Eigen-
schaft der Ergodizita¨t von AR-Prozessen, einschließlich der Verallgemeinerung zu
nichtlinearen AR-Prozessen, werden in Schlittgen und Streitberg (1994), S. 232,
437 dargestellt. Eine fu¨r diese Arbeit wichtige Frage nach der Stabilita¨t von AR-
Prozessen beantworten Schlittgen und Streitberg (1994), S. 437. Fu¨r den spezi-
ellen AR(1)-Prozess ist bekannt, dass er explosiv ist, wenn der Parameter |φ1|
1Weißes Rauschen zeichnet sich dadurch aus, dass die Zufallsvariablen ²t alle den gleichen
Erwartungswert und die gleiche Varianz besitzen (Schlittgen und Streitberg (1994) S. 96).
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gro¨ßer als eins ist. Der Prozess la¨uft dann gegen ±∞. Somit ist der Prozess in-
stabil. Ist hingegen |φ1| echt kleiner als eins, so ist der Startwert auf lange Sicht
irrelevant. Der Prozess ist normalverteilt. Die Stabilita¨t ist in diesem Falle gege-
ben.
MA-Prozesse
Ein linearer Prozess, der im Grunde nichts anderes ist als ein gewogenes Mittel
aus unkorrelierten Zufallszahlen, wobei die Summe der Gewichte im Allgemeinen
nicht gleich eins ist, ist durch den MA(q)-Prozess gegeben (Stier (2001), S. 52).
Definition 2.16: MA(q)-Prozess
Ein stochastischer Prozess (Xt)t∈T heißt Moving-Average Prozess der Ordnung q,
kurz MA(q)-Prozess, wenn er der Beziehung
Xt = θ1²t−1 + . . .+ θq²t−q + ²t (2.12)
genu¨gt. Dabei ist ²t Weißes Rauschen.
Offensichtlich sind MA(q)-Prozesse stationa¨r (Stier (2001), S. 52, Schlittgen
und Streitberg (1994)), S. 116. Die Ergodizita¨t zeigt sich in Schlittgen und Streit-
berg (1994), S. 235.
ARMA-Prozesse
Eine Kombination der beiden in diesem Kapitel eingefu¨hrten Prozesse wird durch
einen ARMA(p,q)-Prozess beschrieben.
Definition 2.17: ARMA(p,q)-Prozess
Ein stochastischer Prozess (Xt)t∈T heißt Autoregressiver-Moving-Average Prozess
der Ordnung p, q, kurz ARMA(p, q)-Prozess, wenn er der Beziehung
Xt = φ1Xt−1 + . . .+ φpXt−p + θ1²t−1 + . . .+ θq²t−q + ²t (2.13)
genu¨gt. Dabei ist ²t Weißes Rauschen.
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ARMA-Prozesse sind genau dann stationa¨r, wenn alle Wurzeln der charakte-
ristischen Gleichung des AR-Teils, 1−φ1z−φ2z
2− . . .−φpz
p = 0, außerhalb des
Einheitskreises liegen (Rinne (1997), S. 454, Stier (2001), S. 55). Das ist gleichbe-
deutend, dass der AR-Teil als Potenzschreibweise mit absolut summierbarer Ko-
effizientenfolge beschreibbar ist (Schlittgen und Streitberg (1994), S. 134). Unter
geeigneten Bedingungen kann ein ARMA-Prozess durch einen AR- bzw. MA-
Prozess mit jeweils genu¨gend großer Ordnung approximiert werden (Schlittgen
und Streitberg (1994), S. 135). Weiter wird gezeigt, dass stationa¨re ARMA(p,q)-
Prozesse ergodisch sind (Schlittgen und Streitberg (1994), S. 231). In diesem Falle
sind unter weiteren Bedingungen (vgl. Brockwell und Davis (1996), S. 535, 536)
ARMA-Prozesse auch stabil.
Random Walk
Ein in der O¨konometrie ha¨ufig verwendeter Prozesstyp ist der Random Walk. Er
wird z. B. zur Modellierung von Aktienkursen verwendet.
Definition 2.18: Random Walk
Ein Random Walk Prozess (Xt)t∈T ist definiert durch die Rekursion:
Xt =

 ²t , t = 1Xt−1 + ²t , t = 2, 3, . . . , (2.14)
wobei ²t Weißes Rauschen ist.
Brockwell und Davis (1996), S. 14, zeigen, dass ein Random Walk nicht va-
rianzstationa¨r ist. Die Mittelwertfunktion ist nur fu¨r E[Xt] = 0 konstant. Ist
der Erwartungswert gro¨ßer als null, ist sie linear steigend, andernfalls linear fal-
lend. Die Varianzfunktion ist in jedem Fall eine wachsende Funktion der Zeit
(Schlittgen und Streitberg (1994), S. 96). Das bedeutet anschaulich, dass sich
die einzelnen Realisationen des Prozesses im Mittel immer weiter voneinander
entfernen.
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Schwingungsmodelle
Schwingungsmodelle eignen sich besonders gut zur Beschreibung von zyklischen
Einflu¨ssen. Vor allem die U¨berlagerung harmonischer Schwingungen (Sinus- und
Kosinuswellen) spielen bei der Analyse zyklischer Schwankungen in Zeitreihen
eine besondere Rolle. Dieses ist darauf zuru¨ck zu fu¨hren, dass sich auch sehr
komplizierte und keineswegs
”
sinusfo¨rmige“ periodische Funktionen durch U¨ber-
lagerung harmonischer Schwingungen verschiedener Frequenzen darstellen lassen
(Schlittgen und Streitberg (1994), S. 51, 52). Ein Hauptanwendungsgebiet solcher
Prozesse findet sich zudem bei der Fourieranalyse. Die Grundperiode oder auch
Frequenz des Schwingungsmodells liegt bei 2pi (Schlittgen und Streitberg (1994),
S. 50-52). In dieser Arbeit wird nur ein Spezialfall der Schwingungsmodelle be-
trachtet:
Definition 2.19: sin-Prozess
Ein stochastischer Prozess (Xt)t∈T heißt sin-Prozess, wenn er der Beziehung
Xt = α sinxt−1 + ²t (2.15)
genu¨gt. Dabei ist ²t Weißes Rauschen.
Fu¨r den so definierten sin-Prozess, ist fu¨r alle Parametereinstellungen Statio-
narita¨t gegeben. Die allgemeinen Bedingungen fu¨r die Ergodizita¨t dieses Prozes-
ses finden sich in Schlittgen und Streitberg (1994), S. 231. Weil die Werte der
Sinusfunktion absolut beschra¨nkt sind auf dem Intervall [−1, 1], sind insgesamt
die Voraussetzungen fu¨r die Stabilita¨t sehr gu¨nstig. Die Bedingungen an den Pa-
rameter α mu¨ssen jedoch dabei garantieren, dass die Schwankungen im Bereich
[−e− α, α + e] bleiben und nicht u¨ber die Zeit
”
explodieren“.
Kapitel 3
Lyapunov-Exponent
Zur Modellierung realer Systeme steht dem Anwender im Allgemeinen nur eine
Datenreihe zur Verfu¨gung. Selten sind Informationen u¨ber den zu Grunde lie-
genden Prozess und somit u¨ber die Modellklasse zur Beschreibung des Systems
vorhanden. Eine Vorauswahl der vielen mo¨glichen Modellklassen, die alleine durch
die Zeit- bzw. Beobachtungsreihe getroffen werden kann, ist ein gutes Hilfsmittel
fu¨r eine weitere detaillierte Analyse des Prozesses. Eine Mo¨glichkeit zur Einteilung
von Datenreihen bietet der gro¨ßte Lyapunov-Exponent. Dieser unterscheidet zwi-
schen stabilen, d. h. gut pra¨dizierbaren, und instabilen Prozessen, also schlecht
pra¨dizierbaren. Da in dieser Arbeit nicht das Lyapunov-Spektrum (Abarbanel,
Brown, Sidorowich und Tsimring, 1993) sondern nur der gro¨ßte Exponent be-
trachtet wird, wird im Folgenden nur noch kurz vom Lyapunov-Exponenten oder
auch nur Exponenten gesprochen.
Im Folgenden wird dieser zuerst fu¨r deterministische Beobachtungsreihen vor-
gestellt. Gleichwohl wird in Kapitel 3.2 gezeigt, dass eine direkte U¨bertragung der
Definition des Lyapunov-Exponenten unter Annahme von additivem Rauschen
oder unter der Annahme der Ergodizita¨t des Prozesses in einem statistischen Kon-
text gewa¨hrleistet werden kann. Eine U¨bertragung des Lyapunov-Exponenten fu¨r
Zeitreihen, wobei der funktionale Zusammenhang nicht eingeschra¨nkt ist, wird
in Kapitel 3.2.2 geleistet. Die Unterscheidung zwischen stabilen und instabilen
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Datenreihen und die daraus resultierenden Modellklassen werden in Kapitel 3.3
beschrieben. Welche Bedeutung diese Einteilung auf die Pra¨dizierbarkeit und auf
den Informationsverlust u¨ber die Zeit hat, zeigt Kapitel 3.3.1.
3.1 Deterministische Herleitung
Seien x0 ∈ IR
k der Anfangspunkt oder Anfangszustand und xt der Systemzustand
zum Zeitpunkt t. Weiter sei ein deterministisches dynamisches System gegeben,
dessen Dynamik definiert ist als (vgl. Gleichung 2.1)
xt+1 = ft(x0) = f(xt) .
Der Lyapunov Exponent λ(x0) eines Flusses (xt)t∈T wurde formal durch Eck-
mann und Ruelle (1982) definiert.
Definition 3.1: Lyapunov-Exponent
Der Lyapunov-Exponent eines Prozesses mit Startwert x0 ist gegeben durch:
λ(x0) := lim
N→∞
1
N
N−1∑
i=0
ln |f ′(xi)| . (3.1)
Das Langzeitverhalten der durchschnittlichen logarithmischen Ableitung des
potenziellen funktionalen Zusammenhangs eines Flusses wird durch diese cha-
rakteristische Gro¨ße beschrieben. Es untersucht das Konvergenz- bzw. Diver-
genzverhalten zweier benachbarter Trajektorien. Somit erfolgt die Herleitung des
Lyapunov-Exponenten u¨ber diese benachbarten Trajektorien, die zu einem zu
Grunde liegenden Prozess geho¨ren. Abbildung 3.1 zeigt, wenn N unendlich wird,
schematisch das Auseinanderlaufen zweier benachbarter Pfade eines Flusses, wo-
bei die Anfangszusta¨nde durch einen kleinen Abstand voneinander entfernt liegen.
Bezeichnen x0 and x
∗
0 die zwei unterschiedlichen Anfangspunkte eines Flusses.
Beide Pfade folgen dem gleichen funktionalen Zusammenhang, da sie aus dem
gleichen Prozess mit unterschiedlichen Anfangszusta¨nden kommen. Der Start-
punkt x∗0 sei in der Na¨he von x0.
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Abbildung 3.1: U¨ber die Zeit werden zwei Trajektorien betrachtet, um das
Divergenz- bzw. Konvergenzverhalten eines Prozesses zu beobachten.
Der Abstand zwischen x0 und x
∗
0 sei gegeben durch:
∆0 = |x
∗
0 − x0|. (3.2)
Nach einer Iteration betra¨gt die Distanz zwischen den Pfaden ∆1. Diese
na¨chste Distanz ∆1 la¨sst sich durch Anwendung der ersten Taylorentwicklung
in folgender Form approximieren:
∆1 = |x
∗
1 − x1|
= |f(x∗0)− f(x0)|
≈ |f(x0) + f
′(x0) ·∆0 − f(x0)|
= |f ′(x0)| ·∆0
= |f ′(x0)| · |x
∗
0 − x0| .
Fu¨r die weitere Analyse des Langzeitverhaltens einer Beobachtungsreihe ist
die Berechnung der Distanz zweier Trajektorien nach N Iterationen notwendig.
Mit Hilfe der Gleichungen (2.1) und (3.2) und der Kettenregel folgt fu¨r die N -te
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Distanz:
∆N = |x
∗
N − xN |
≈
∣∣∣∣ ddxfN(x0)
∣∣∣∣ · |x∗0 − x0|
=
∣∣∣∣ ddxfN(x0)
∣∣∣∣ ·∆0
= |f ′(x0)| · |f
′(x1)| . . . |f
′(xN−1)| ·∆0
=
N−1∏
i=0
|f ′(xi)| ·∆0 ,
wobei fN = f ◦ · · · ◦ f︸ ︷︷ ︸
N Mal
ist.
Unter der Annahme eines exponentiellen Zuwachses kann die Expansionsrate
der Pfade durch:
∆N
∆0
≈
N−1∏
i=0
|f ′(xi)| (3.3)
=: eN ·λN (x0) (3.4)
beschrieben werden.
Die charakteristische Gro¨ße λN ha¨ngt sowohl von den Iterationen N als auch
von dem Startwert x0 ab. Die Expansionsrate beschreibt das Verhalten der be-
nachbarten Pfade nach N Iterationen in Abha¨ngigkeit von ∆0 und x0.
Durch Umformung von Gleichung (3.4) und bei Betrachtung des asymptoti-
schen Verhaltens fu¨r N → ∞ ist es nun mo¨glich, den Lyapunov-Exponenten zu
definieren:
λ(x0) := lim
N→∞
1
N
N−1∑
i=0
ln |f ′(xi)| (3.5)
≈ lim
N→∞
1
N
ln
(
∆N
∆0
)
. (3.6)
Der Lyapunov-Exponent misst die asymptotische, durchschnittliche logarith-
mische Ausdehnung infinitesimal kleiner Intervalle entlang zweier Trajektorien.
Jedoch ha¨ngt λ(x0) von dem Anfangszustand x0 ab. Ist λ kleiner als null, lau-
fen die Pfade zusammen. Der zu Grunde liegende Prozess konvergiert. Auch die
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Abha¨ngigkeit vom Startwert ist nicht mehr gegeben. Ist hingegen λ gro¨ßer als
null, divergiert der Prozess mit einer Rate von eλN .
Die Ableitung f ′ des funktionalen Zusammenhangs f aus Gleichung (3.5) ist
in realen Systemen jedoch oft nicht bekannt. Es muss anhand der gegebenen Be-
obachtungsreihe berechnet werden. Hierzu werden in der Literatur verschiedene
Mo¨glichkeiten bereit gestellt (vgl. Kapitel 4). An dieser Stelle sei schon einmal
darauf hingewiesen, dass sich die Beobachtungsreihe noch in einem transienten,
d. h. sich noch a¨ndernden Zustand befinden kann. Der Lyapunov-Exponent ist
jedoch eine Gro¨ße des Attraktors, d. h. des Grenzverhaltens eines Prozesses. Der
Attraktor ist zeitunabha¨ngig, so dass fu¨r die Berechnung von λ nur Beobachtun-
gen in einem sich nicht mehr a¨ndernden Zustand benutzt werden du¨rften. Bei zu
kurzen Datenreihen kann das zu fehlerhaften Berechnungen fu¨hren (vgl. Kapi-
tel 4). Bestenfalls sollte sich die Beobachtungsreihe zur Berechnung im asympto-
tischen Zustand befinden.
3.2 Stochastische Herleitung
Auch wenn der Lyapunov-Exponent urspru¨nglich fu¨r deterministische Systeme
beschrieben wurde, ist es gleichwohl mo¨glich, diesen auf stochastische Systeme
zu u¨bertragen. Wird ein additives Rauschen im funktionalen Zusammenhang an-
genommen, ist eine direkte U¨bertragung dieser Kenngro¨ße gegeben (vgl. Kapi-
tel 3.2.1). Sollen keine Einschra¨nkungen im funktionalen Zusammenhang ange-
nommen werden, zeigt sich der Lyapunov-Exponent unter gewissen Annahmen
als asymptotischer Erwartungswert einer Transformation des gegebenen stocha-
stischen Prozesses (vgl. Kapitel 3.2.2).
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3.2.1 Additives Rauschen
Im Gegensatz zu den deterministischen Prozessen besitzt der funktionale Zusam-
menhang eines stochastischen Prozesses einen zufa¨lligen Einfluss (vgl. Gleichung
(3.7)). Sei hier der zufa¨llige Einfluss durch additives Rauschen in der Dynamik
gegeben, d. h.
Xt+1 = ft(X0) + ² = f(Xt) + ². (3.7)
Fu¨r stochastische Prozesse mit additivem Rauschen ist es auf die gleiche Wei-
se wie bei deterministischen Systemen mo¨glich, den Lyapunov-Exponenten zu
erkla¨ren.
Hierzu muss eine einfache Transformation g(x) = f(x) + ² vorgenommen
werden, so dass:
Xt+1 = g(Xt), mit g(Xt) = f(Xt) + ² und g
′(x) = f ′(x). (3.8)
Durch eine Verallgemeinerung der Gleichung (3.1) auf bekannte Weise ist der
Lyapunov-Exponent fu¨r stochastische Prozesse mit additivem Rauschen gegeben
durch:
λ(X0) := lim
N→∞
1
N
N−1∑
i=0
ln |g′(Xi)| (3.9)
= lim
N→∞
1
N
N−1∑
i=0
ln |f ′(Xi)|. (3.10)
Der additive Fehler verschwindet durch den Gebrauch der Ableitung, so dass
die U¨bertragung ohne weitere Annahmen vollzogen werden kann. Die Defini-
tion des Lyapunov-Exponenten fu¨r stochastische Prozesse mit additivem Rau-
schen stimmt also formal mit der Definition fu¨r deterministische Prozesse u¨berein
(vgl. Gleichungen (3.1), (3.9) und (3.10)).
3.2.2 Ergodische Prozesse
Im Gegensatz zu Kapitel 3.2.1 muss nun der stochastische Einfluss nicht notwen-
digerweise durch additives Rauschen in den funktionalen Zusammenhang einge-
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hen. Ganz allgemein wird hier von einer Dynamik, wie sie in der Definition von
Zeitreihen (vgl. Gleichung (2.5)) beschrieben wurde, ausgegangen.
Auf natu¨rliche Weise kann der Lyapunov-Exponent als asymptotischer Erwar-
tungswert, sofern er existiert, einer Transformation des gegebenen stochastischen
Prozesses verallgemeinert werden. Die Eigenschaft, dass der Lyapunov-Exponent
ein Charakteristikum des Attraktors ist, d. h. des asymptotischen Verhaltens, ist
direkt an der Verallgemeinerung ablesbar.
Definition 3.2: Stochastische Interpretation
Fu¨r einen transformierten stochastischen Prozess spiegelt der Lyapunov-Exponent
den asymptotischen Erwartungswert wider in der Form:
λ˜(x0) := lim
t→∞
E[ln |f ′(Xt(x0))|]. (3.11)
Jedoch ist dieser Erwartungswert in den meisten Fa¨llen unbekannt und mu¨sste
daher gescha¨tzt werden. Eine offensichtliche Mo¨glichkeit ist die Berechnung des
Langzeitmittels, welches fu¨r diskrete Prozesse in folgender Form definiert ist:
g¯(x0) := lim
N→∞
1
N
N−1∑
t=0
g(Xt(x0)). (3.12)
Hierbei ist g eine willku¨rliche, messbare Funktion. In dem Fall der Scha¨tzung
des Lyapunov-Exponenten wird g(x) = ln |f ′(x)| gesetzt. Es sei darauf hingewie-
sen, dass g¯(x0) (vgl. Gleichung (3.12)) der Definition des Lyapunov-Exponenten
fu¨r stochastische Prozesse mit additivem Rauschen entspricht (vgl. Gleichung
(3.10)).
Das Langzeitmittel kann vom Anfangszustand x0 des Prozesses abha¨ngig sein.
Bei der Annahme der Ergodizita¨t ist aus Kapitel 2 bekannt, dass das Langzeit-
mittel gegen das Ensemblemittel konvergiert. Mit Hilfe der Gleichung (2.9) folgt
unter der Annahme der Ergodizita¨t (Stout (1974), S. 181), dass das Langzeit-
mittel fast sicher gegen das Ensemblemittel konvergiert (Birkhoff (1931), Arnold
und Avez (1968), S. 16).
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Satz 3.1: Ergodensatz von Birkhoff
Fu¨r einen ergodischen Prozess gilt:
g¯(x0)
a.s.
= E(g(x)). (3.13)
Der Beweis findet sich u. a. in Jetschke (1989), S. 142.
Nun kann das Langzeitmittel durch das Ensemblemittel ersetzt werden. Somit
wird eine Unabha¨ngigkeit vom Anfangszustand x0 geschaffen.
Fu¨r ergodische Prozesse ist der Lyapunov-Exponent λ˜(x0) aus der Gleichung
(3.11) unabha¨ngig vom Anfangszustand. Zusa¨tzlich entspricht er der Definition
des Lyapunov-Exponenten fu¨r den stochastischen Fall mit additivem Rauschen
in der Dynamik. Formal la¨sst er sich schreiben als:
λ˜ =
∫
ln |f ′(x)|p(x)dx, (3.14)
wobei g(x) = ln |f ′(x)| und p(x) eine Dichte des zu Grunde liegenden Prozesses
beschreibt.
Da das Ensemblemittel offensichtlich durch:
λˆ =
1
N
N−1∑
i=0
ln |f ′(xi)|, (3.15)
gescha¨tzt werden kann, stellt dieses ebenfalls einen Scha¨tzer fu¨r den Lyapunov-
Exponenten aus der Gleichung (3.1) dar.
Da in dieser Arbeit, bis auf die explizit erwa¨hnten Experimente, die Dichte des
zu Grunde liegenden Prozesses nicht bekannt ist, somit auch der wahre Lyapunov-
Exponent nicht angegeben werden kann, wird der Einfachheit halber immer, wenn
vom Lyapunov-Exponenten fu¨r stochastische Prozesse die Rede ist, implizit der
Scha¨tzer des Lyapunov-Exponenten betrachtet.
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3.3 Lyapunov-Exponent als
Klassifikationskriterium
Um eine erste grobe Einteilung von sowohl deterministischen als auch stocha-
stischen Beobachtungs- bzw. Zeitreihen oder Prozessen machen zu ko¨nnen, ist
ein geeignetes Klassifikationskriterium gesucht. Hierbei eignet sich die Gu¨te der
Pra¨dizierbarkeit eines Prozesses gut als ein solches Kriterium. Da der Lyapunov-
Exponent das Langzeitverhalten beschreibt und zu den Invarianten eines zu Grun-
de liegenden Systems geho¨rt, d. h. er bleibt bei vera¨nderten Initialbedingungen
sowie unter einem Diffeomorphismus unvera¨ndert (Abarbanel, Brown, Sidoro-
wich und Tsimring, 1993), bietet sich dieser als Kriterium sehr gut an. Mit Hil-
fe des Lyapunov-Exponenten ist es somit mo¨glich, zwischen gut und schlecht
pra¨dizierbaren Zeitreihen zu unterscheiden (vgl. Kapitel 3.3.2). Durch Annahmen
gewisser Eigenschaften an den Prozess, wie z. B. die Ergodizita¨t, ist es ebenfalls
mo¨glich, stabile von instabilen Systemen zu unterscheiden (vgl. Kapitel 3.3.3).
Wie in Kapitel 2 dargestellt, la¨sst sich der Lyapunov-Exponent als Expan-
sionsrate zweier Trajektorien auffassen. Hierbei wird das Auseinanderlaufen die-
ser Pfade, die zu einem Prozess geho¨ren, von xt auf xt+1 beobachtet. Wie sich zei-
gen wird, ha¨ngt die hier untersuchte Expansionsrate und der Informationsverlust
u¨ber die Zeit zusammen. Ist die Expansionsrate positiv, d. h. ist der Lyapunov-
Exponent positiv, wird der Wechsel von xt auf xt+1 mit einem Informationsverlust
durch das mit der Zeit immer gro¨ßer werdende Unsicherheitsintervall einhergehen
(vgl. Kapitel 3.3.1).
3.3.1 Informationsverlust
Das Wissen u¨ber die Gu¨te der Pra¨dizierbarkeit von Zeitreihen bzw. Prozessen
ist eine wichtige Eigenschaft fu¨r die Interpretierbarkeit der prognostizierten Er-
gebnisse. Je gro¨ßer der Informationsverlust bei einer Mehrschrittprognose sein
30 Lyapunov-Exponent
wird, desto sta¨rker wird auch die Gu¨te der Pra¨dizierbarkeit abnehmen. So ist
es von Interesse, ein Maß des Informationsverlustes zu kennen, um mo¨gliche
U¨berinterpretationen bzw. Fehleinscha¨tzungen zu vermeiden.
Der Lyapunov-Exponent kann als Expansionsrate aufgefasst werden, die in
einem direkten Zusammenhang zum Informationsverlust u¨ber die Zeit betrachtet
werden kann.
Nehmen wir o. B. d.A. an, der Startwert der gegebenen Beobachtungs- bzw.
Zeitreihe x0 (vgl. Gleichung (2.1) und Gleichung (2.5)) sei in einem Informa-
tionsgebiet I0. Hierbei sei weiter angenommen, dass der Startwert x0 um ein
bestimmtes ² verschoben sein kann, was durch den Informationsball ausgedru¨ckt
wird. Das bedeutet, dass der exakte Startwert nicht bekannt ist, sondern nur
seine Umgebung.
Durch die Annahme, dass sich der Startwert irgendwo in dem Informations-
gebiet I0 befindet, wird sich zur Zeit t die Datenreihe im Informationsgebiet It
und zur Zeit t+ 1 im Informationsgebiet It+1 befinden (vgl. Abbildung 3.2).
tI
0I
xt
x0
Abbildung 3.2: Informationszuwachs bzw. -verlust vom Informationsgebiet I0 zum
Informationsgebiet It
Je kleiner das Informationsgebiet ist, desto mehr Informationen liegen u¨ber
die wahre Position des jeweiligen Iterationspunktes vor (Beck und Schlo¨gl, 1993).
Als ein geeignetes Maß von Information bieten sowohl die Informationstheorie
(Rohling und May, 1999) als auch die Thermodynamik (Beck und Schlo¨gl, 1993)
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die Bitzahl an. Sie beschreibt die Anzahl an Stellen, die zur Bearbeitung eines
Problems beno¨tigt werden. Durch die Stellenangabe wird die Bitzahl in log 2 als
Einheit beschrieben (Rohling und May, 1999); in dieser Arbeit wird die normierte
Form ln 2, wie sie in der Thermodynamik vorkommt, verwendet (Ballard, 1997).
In dem hier beno¨tigten Zusammenhang sei der Informationsgehalt bn in fol-
gender Form definiert (Beck und Schlo¨gl, 1993):
Definition 3.3: Informationsgehalt
Der Informationsgehalt bn, gemessen in einer Bitzahl, einer wahren Position ei-
nes Datenpunktes in einem Informationsgebiet In des Volumens ∆n sei gegeben
durch:
bn := ln
1
∆n
= − ln(∆n). (3.16)
Die Bitzahl ist genau dann positiv, wenn die Gro¨ße des Informationsgebie-
tes kleiner als eins ist. Zudem spiegelt die Bitzahl offensichtlich das Verha¨ltnis
zwischen Gro¨ße und Informationsgehalt wider, da je gro¨ßer das Gebiet ist, desto
weniger Information vorhanden ist.
Die Gro¨ße ∆n la¨sst sich durch |x
∗
n − xn| charakterisieren und entspricht dem
Abstand ∆n, der zwischen zwei Trajektorien eines Prozesses zum Zeitpunkt n
vorherrscht (vgl. Kapitel 3.1).
Die La¨nge bzw. Gro¨ße ∆n des Informationsintervalls bzw. Informationsgebie-
tes In la¨sst sich durch Umformung der Definitionsgleichung (3.16) ausrechnen.
Satz 3.2:
Die Gro¨ße eines Informationsgebietes, die die wahre Position eines Datenpunktes
angibt, sei gegeben durch:
∆n = exp(−bn). (3.17)
Beweis:
Umformung der Gleichung (3.16)
q.e.d
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Zur Berechnung der Pra¨diktionsgu¨te stellt sich nun die Frage, wie groß der
Informationsverlust von einem Zeitpunkt zum na¨chsten Zeitpunkt ist. Hierzu wird
die Differenz zweier Bitzahlen vor und nach einem Iterationsschritt bestimmt.
Satz 3.3:
Der Informationsverlust IV u¨ber die wahre Position eines Datenpunktes bei ei-
nem Iterationsschritt ist gegeben durch:
IV = bn − bn+1 = ln∆n+1 − ln∆n ≈ ln |f
′(xn)|. (3.18)
Beweis:
bn − bn+1 = − ln∆n + ln∆n+1
= ln
(
∆n+1
∆n
)
≈ ln
(
|f ′(xn)| ·∆n
∆n
)
= ln |f ′(xn)|,
wobei fu¨r ∆1 und ∆n+1 gilt (vgl. Kapitel 3.1):
∆1 ≈ |f
′(x0)| ·∆0
∆n+1 ≈ |f
′(xn)| ·∆n.
q.e.d
Ist die Differenz aus Gleichung (3.18) positiv, so beschreibt die Gro¨ße IV einen
Informationszuwachs. Dies ist genau dann der Fall, wenn die La¨nge bzw. Gro¨ße
∆n des Informationsintervalls bzw. -gebietes In gro¨ßer ist als die La¨nge bzw. Gro¨ße
von In+1. Ein Informationsverlust ist hingegen dann gegeben, wenn In kleiner ist
als In+1.
Da der Informationsverlust die logarithmische erste Ableitung des funktio-
nalen Zusammenhangs eines Prozesses an einer Stelle xn darstellt, kann der
Lyapunov-Exponent als Gro¨ße zur Beschreibung des durchschnittlichen Infor-
mationsverlusts bzw. auch Informationsgewinns aufgefasst werden.
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Bemerkung 3.1:
Der Lyapunov-Exponenten beschreibt den durchschnittlichen Informationsverlust
in folgender Form:
λ(X0) = lim
N→∞
1
N
N−1∑
i=0
ln |f ′(Xi)| (3.19)
≈ lim
N→∞
1
N
N−1∑
i=0
(bi − bi+1). (3.20)
3.3.2 Unterscheidung zwischen pra¨dizierbaren und nicht
pra¨dizierbaren Prozessen
Zur Analyse von Prozessen ist es oft hilfreich, ein geeignetes Kriterium zu finden,
die gegebenen Beobachtungs- bzw. Zeitreihen sinnvoll zu klassifizieren. Durch die
Gu¨te der Pra¨dizierbarkeit ist ein solches Kriterium gegeben.
Durch die Interpretation des Lyapunov-Exponenten als durchschnittlicher In-
formationsverlust (vgl. Kapitel 3.3.1) ergibt sich auf natu¨rliche Weise eine Gro¨ße
zur Klassifizierung zwischen gut pra¨dizierbaren und schlecht pra¨dizierbaren Zeit-
und Beobachtungsreihen.
Im Gegensatz zu dem u¨blichen Vorgehen bei der Klassifizierung von gege-
benen Datenreihen (Hastie, Tibshirani und Friedman, 2001) werden hier nicht
die Datenpunkte selber, sondern ihre mo¨glichen Positionsgebiete wie bei gewo¨hn-
lichem k-means-Clustering (Steinhausen und Langer, 1977), (Hastie, Tibshirani
und Friedman, 2001) zur Analyse herangezogen.
Ausgehend von Kapitel 3.3.1 stellt die positive oder negative Ausdehnung der
auseinander laufenden Trajektorien eine gute oder schlechte Pra¨dizierbarkeit dar.
Da der Lyapunov-Exponent als Gro¨ße zur Beschreibung des durchschnittlichen
Informationsverlusts bzw. -gewinns aufgefasst werden kann, erfolgt die natu¨rliche
Klassifikation u¨ber die Betrachtung der Trajektorien. Laufen zwei benachbarte
Trajektorien eines zu Grunde liegenden Prozesses zusammen, so ist der Lyapunov-
Exponent kleiner als null und der Informationsgehalt nimmt in der Langzeitbe-
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trachtung zu. Dehnt sich hingegen der Abstand zwischen den Trajektorien aus,
liegt eine Divergenz der Pfade vor, so ist der Lyapunov-Exponent kleiner als null.
In diesem Falle nimmt der Informationsgehalt, langzeitlich gesehen, durchschnitt-
lich ab, da das Informationsgebiet, in dem der wahre Datenpunkt liegt, immer
gro¨ßer wird.
Zusammengefasst la¨sst sich die Klassifikation in gut und schlecht pra¨dizierbare
Datenreihen in folgender Form darstellen.
Definition 3.4: Gut versus schlecht pra¨dizierbare Datenreihen
• Sei λ(x0) < 0⇔ ∆N < ∆0 ⇒ Gute Pra¨dizierbarkeit
Die Informationen u¨ber die wahre Positionen der Datenpunkte wachsen so-
mit durch die Verkleinerung der Informationsgebiete. Folglich ist eine gu-
te langzeitliche Pra¨diktion mo¨glich und die Zeit- bzw. Beobachtungsreihe
wird als gut pra¨dizierbare Reihe klassifiziert. Die Trajektorien einer gegebe-
nen Datenreihe mit unterschiedlichen Startwerten erreichen einen stabilen
Grenzpunkt oder stabilen Grenzzyklus. In diesem Falle ist eine Konvergenz
bzw. Konsistenz gegeben (vgl. Satz 3.4).
• Sei λ(x0) ≈ 0 ⇔ ∆N ≈ ∆0 ⇒ Pra¨dizierbarkeit wie ein Random Walk
(vgl. Kapitel 2.4)
Der Informationsgehalt bleibt langzeitlich wie am Anfang des Prozesses.
Da fu¨r einen Prozess wie dem Random Walk gilt: ∆1 ≈ 1 · ∆0 und somit
∆N ≈ ∆0, tritt weder ein Informationsverlust, noch ein Informationsgewinn
ein. Folglich liegt eine langzeitliche Pra¨diktion wie bei einem Random Walk
vor (vgl. Kapitel 3.4).
• Sei λ(x0) > 0⇔ ∆N > ∆0 ⇒ Schlechte Pra¨dizierbarkeit
Die Trajektorien zweier unterschiedlicher, benachbarter Trajektorien diver-
gieren exponentiell im Mittel mit einem Faktor eNλ nach N Iterationen. In
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diesem Fall ist das Grenzverhalten nicht gleichfo¨rmig und der Informations-
verlust u¨ber die wahre Position des Datenpunktes nimmt langfristig immer
mehr zu. Folglich ist keine gute langzeitliche Pra¨diktion mo¨glich und die
Zeit- bzw. Beobachtungsreihe wird als schlecht pra¨dizierbar klassifiziert.
Dieses Klassifikationskriterium kann ohne weitere Annahmen u¨ber die Model-
lierung des Prozesses benutzt werden. Es ist mo¨glich, zwischen gut und schlecht
pra¨dizierbaren Prozessen zu unterscheiden, auch wenn nur die Beobachtungs-
bzw. Zeitreihe gegeben ist (Busse, Steuer und Weihs, 2001).
Daher eignet sich der Lyapunov-Exponent als Klassifikationskriterium sehr
gut, da dadurch eine grobe Einteilung in pra¨dizierbar oder nicht pra¨dizierbar
gemacht werden kann, so dass z. B. fu¨r eine weiterfu¨hrende Modellierung des
Prozesses die Klasse der mo¨glichen Modelle eingeschra¨nkt werden kann.
3.3.3 Unterscheidung zwischen stabilen und instabilen
Prozessen
Ohne Einschra¨nkung bzgl. des zu Grunde liegenden Prozesses bzw. des funk-
tionalen Zusammenhangs ist eine Einteilung in gut und schlecht pra¨dizierbare
Datenreihen mo¨glich. Nimmt man gewisse Einschra¨nkungen des Prozesses in
Kauf, d. h. werden bestimmte Eigenschaften vorausgesetzt, so ist es mit Hilfe
des Lyapunov-Exponenten ebenfalls mo¨glich, zwischen stabilen und instabilen
Prozessen zu unterscheiden.
Da der Lyapunov-Exponent als Konvergenz oder Divergenzkriterium ange-
sehen werden kann, deutet ein negativer Lyapunov-Exponent auf einen stabilen
Prozess hin, da egal, bei welchem Startwert begonnen wird, immer das gleiche
Grenzverhalten auftritt. Ist hingegen der Lyapunov-Exponent positiv, so ha¨ngt
das Langzeitverhalten stark von dem Anfangspunkt ab. In diesem Fall liegt ein
instabiler Prozess vor. Genauer gilt:
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Satz 3.4: Stabile versus instabile Datenreihen
• Gegeben sei ein stabiler Prozess ⇒ λ(x0) < 0
• Gegeben sei ein Prozess wie ein Random Walk ⇒ λ(x0) ≈ 0.
• Gegeben sei ein instabiler Prozess ⇒ λ(x0) > 0
Beweis:
Im Beweis, dass der Lyapunov-Exponent eines stabilen Prozesses kleiner als
null ist, wird zwischen vier Fa¨llen unterschieden, deterministischen und stocha-
stischen und Fixpunkt und periodischem Orbit.
1. Deterministischer Prozess, Fixpunkt:
Gegeben sei ein deterministischer Prozess xt+1 = ft(x0) = f(xt) (vgl. Glei-
chung (2.1)). Der Startwert x0 geho¨re zum Anziehungsbereich eines asymp-
totisch stabilen Fixpunktes x0. Somit wird impliziert:
λ(x0) = λ(x
0). Also gilt:
λ(x0) = lim
N→∞
1
N
N−1∑
i=0
ln |f ′(x0)| (Lyapunov-Exponent,
gestartet im Fixpunkt)
= lim
N→∞
1
N
N ln |f ′(x0)| (Summe ist unabha¨ngig von i)
= lim
N→∞
ln |f ′(x0)|
= ln |f ′(x0)| (Unabha¨ngigkeit von N)
= ln
∣∣∣∣ limx→x0 f(x)− f(x
0)
x− x0
∣∣∣∣
< ln
²
δ
(vgl. Gleichung (2.2) und anschließende Bemerkung)
≤ ln 1 (o. B. d.A. ² ist kleiner als δ, vgl. Gleichung (2.2))
= 0
(3.21)
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Hierzu sei noch einmal auf Kapitel 2 und auf Jetschke (1989), S. 117, hin-
gewiesen.
2. Stochastischer Prozess, Fixpunkt:
Gegeben sei ein stochastischer ProzessXt+1 = ft(X0, ²) = f(Xt, ²) (vgl. Glei-
chung (2.5)). Der Startwert x0 geho¨re zum ²-Anziehungsbereich eines asymp-
totisch stochastisch stabilen Fixpunktes x0.
Zuerst einmal ist zu zeigen, dass λ(x0) ≤ λ(x
0).
λ(x0) = lim
N→∞
1
N
N−1∑
i=0
ln |f ′(xi)| (Lyapunov-Exponent,
gestartet im Anfangspunkt)
= lim
N→∞
1
N
N−1∑
i=0
g(xi) (mit einer Transformation g(x) = ln |f
′(x)|)
= E[g(X)] (vgl. Gleichung (2.9))
≤ g[E(X)] (Jensensche Ungleichung
mit der konkaven Funktion ln)
= g(x0) (Der Erwartungswert von X ist auf x0 gesetzt,
E(X) = x0).
= ln |f ′(x0)| (Ru¨cktransformation)
= λ(x0) (vgl. deterministischer Fall).
(3.22)
Der weitere Beweis ist analog zum deterministischen Fall. Der Lyapunov-
Exponent, wobei die Berechnung im Anfangszustand begann, ist kleiner als
null.
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3. Deterministischer Prozess, periodischer Orbit:
Gegeben sei ein deterministischer Prozess xt+1 = ft(x0) = f(xt) (vgl. Glei-
chung (2.1)). Der Anfangspunkt x0 geho¨re zum Anziehungsbereich eines
periodischen Orbits mit einer Periode K, x1, ..., xK . Fu¨r einen periodischen
Orbit gilt dann:
xk = x(k+K) und x(k+1) = x(k+1+K)
und x(k+2) = x(k+2+K) u. s. w.
Definiere also: xK+k = xk, k = 1, . . . , K.
Weiter gilt: xk = fK(xk), k = 1, . . . , K.
Diese Gleichungen implizieren somit auch, dass:
f ′(xk) = (fK+1)′(xk) und fK+1(xk) = fK(xk+1), weil f(xk) = x(k+1).
Abbildung 3.3: Darstellung der Zeitzusta¨nde und funktionalen Zusammenha¨nge
in einem periodischen Orbit
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Die Abbildung 3.3 verdeutlicht noch einmal die Zusammenha¨nge zwischen
den unterschiedlichen Zeitpunkten und ihren funktionalen Zusammenha¨n-
gen.
Somit gilt dann mit K Fixpunkten, wobei k = 1, . . . , K:
|(fK)′(xk+1)| =
∣∣∣∣∣ lim∆x→0 f
K(xk+1 +∆x)− fK(xk+1)
∆x
∣∣∣∣∣ < 1 (wg. Definition,
vgl. determ. Prozess mit Fixpunkt)
|(fK+1)′(xk)| < 1 (wegen fK+1(xk) = fK(xk+1))
|f ′(xk)| < 1 (wegen f ′(xk) = (fK+1)′(xk)).
(3.23)
Fu¨r den Lyapunov-Exponenten folgt nun:
λ(x0) =
1
K
K∑
k=1
ln |f ′(xk)| (Anziehungsbereich eines period. Orbits)
<
1
K
·K · ln 1 (vgl. deterministischer Fall, Fixpunkt)
< 0.
(3.24)
4. Stochastischer Prozess, periodischer Orbit:
Gegeben sei ein stochastischer ProzessXt+1 = ft(X0, ²) = f(Xt, ²) (vgl. Glei-
chung (2.5)). Der Anfangszustand x0 geho¨re zu dem Anziehungsbereich ei-
nes periodischen Orbits der La¨nge K, (x1), ...(xK) .
Ohne Beschra¨nkung der Allgemeinheit gilt:
λ(x0) ≤ λ(xk) (vgl. stochastischer Fall, Fixpunkt im ²-Anziehungsbereich).
Somit gilt fu¨r den Lyapunov-Exponent eines stochastischen Prozesses mit
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einem periodischen Orbit:
λ(x0) ≤
1
K
K∑
i=1
ln |f ′(xi)| (vgl. determ. Fall, periodischer Orbit)
<
1
K
·K · ln 1 (vgl. deterministischer Fall, Fixpunkt)
< 0.
(3.25)
q.e.d
Bemerkung 3.2:
Modellierungsvorschla¨ge:
• Ist der Lyapunov-Exponent kleiner als null, ist also die Zeit- bzw. Beobach-
tungsreihe als stabil klassifiziert worden, so gibt es z. B. die Mo¨glichkeit, eine
Modellierung des Prozesses mit Hilfe von ARMA-Prozessen zu versuchen.
Hierbei muss eine zum ARMA-Prozess beno¨tigte Parametereinstellung ver-
wendet werden, die einen ergodischen und mittelwertstationa¨ren und stabi-
len Prozess erzeugt (vgl. Kapitel 2.4 und 3.4).
• Ist der Lyapunov-Exponent null, ist eine erste Modellierung mit Hilfe eines
Random Walk sicherlich eine gute Wahl (vgl. Kapitel 2.4 und 3.4).
• Ist der Lyapunov-Exponent gro¨ßer als null, somit als ein instabiler Prozess
klassifiziert worden, bieten sich chaotische Prozesse an. Hierzu sei auf die
nachfolgende Definition verwiesen.
Bleibt zu der Klassifikation zwischen stabilen und instabilen Prozessen also
noch zu zeigen, dass chaotische Systeme einen Lyapunov-Exponenten gro¨ßer als
null haben. Dieses ist jedoch schon durch die Definition von Chaos festgesetzt
(Tong (1993), S. 59).
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Definition 3.5: Chaotische Datenreihe
Eine chaotische Datenreihe liegt genau dann vor, wenn der Lyapunov-Exponent
λ(x0) > 0 ist.
Hierbei ist festzuhalten, dass somit das asymptotische Verhalten lokal instabil
ist.
In der Physik werden Datenreihen als chaotisch bezeichnet, wenn sie einen
strange attractor aufweisen. Instabilita¨t im Grenzverhalten und der Begriff der
Strange Attraktoren fallen hierbei zusammen (Eckmann und Ruelle, 1982), (Grass-
berger und Procaccia, 1983a), (Grassberger und Procaccia, 1983b), so dass auch
hier Chaos u¨ber den Lyapunov-Exponenten definiert wird. Fu¨r weiterfu¨hrende
Literatur verweise ich jedoch auf Jetschke (1989), Abarbanel (1996), Kantz und
Schreiber (1997) und Buzug (1994).
Eine erste Mo¨glichkeit, chaotische Systeme zu modellieren, kann mit Hilfe von
rekurrenten neuronalen Netzen (Stagge, 2000) oder durch Mischdichtemodellen
(Reimetz, 1998), (Kreutz, 2000) realisiert werden. Ist also eine Datenreihe als in-
stabil, also chaotisch, identifiziert worden, bieten sich diese beiden nichtlinearen
und nichtparametrischen Modellierungsansa¨tze an. Beide Verfahren lassen Struk-
turoptimierung zu, so dass eine gewisse Flexibilita¨t gegeben ist (Tsoi und Back,
1997), (Reimetz, 1998), (Kreutz, 2000).
Zusammenfassend kann gesagt werden, dass nach einer groben Einteilung mit
Hilfe der gegebenen Datenreihen in stabile und instabile Prozesse Modelle fu¨r
eine weitere Analyse zur Verfu¨gung stehen. Der Lyapunov-Exponent ist somit ein
nu¨tzliches Werkzeug fu¨r detailliertere Analysen der zu Grunde liegenden Systeme.
3.4 Spezielle Prozesse
In Kapitel 3.3.3 zeigte sich bereits, dass aufgrund der Definition chaotische und
instabile Datenreihen einen Lyapunov-Exponenten gro¨ßer als null haben. Weiter
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zeigte sich, dass die stabilen Prozesse hingegen einen Exponenten kleiner als null
haben.
In dieser Arbeit werden spezielle Prozesse zur experimentellen Unterstu¨tzung
heran gezogen (vgl. Kapitel 4.2, 5.2 und 6.2). Somit ist es hilfreich, die Lyapunov-
Exponenten dieser Prozesse anzugeben, um eine Einordnung der Ergebnisse zu
ermo¨glichen. Hierzu ist die Definition auf die speziellen Prozesse anzuwenden.
AR-Prozesse
Der Lyapunov-Exponent fu¨r einen AR(1)-Prozess ha¨ngt vom Parameter φ1 ab,
der ebenfalls u¨ber die Stationarita¨t dieses Prozesses entscheidet. Ist |φ1| kleiner
als eins, so ergibt sich ein Lyapunov-Exponent kleiner als null.
Gegeben sei also die folgende Prozessgleichung (vgl. Gleichung (4.1)):
AR(1) : Xt = φ1Xt−1 + ²t, (3.26)
Fu¨r den Lyapunov-Exponenten ergibt sich dann nach Einsetzen des funktio-
nalen Zusammenhangs in die Definition:
λ(x0)AR(1) = lim
N→∞
1
N
N−1∑
i=0
ln |f ′(xi)| = lim
N→∞
1
N
N−1∑
i=0
ln |φ1|. (3.27)
Ist also der Parameter φ1 vom Betrag her kleiner als eins, ist der Lyapunov-
Exponent kleiner als null. Ist er hingegen gro¨ßer als eins gewa¨hlt, so ist λ(x0)AR(1)
gro¨ßer als null.
Fu¨r den in den folgenden Kapiteln speziellen AR(1)-Prozess mit φ1 = 0.9
ergibt sich ein Lyapunov-Exponent von −0.105.
MA-Prozesse
Fu¨r den MA(1)-Prozess, der in folgender Form definiert ist (vgl. Gleichung (4.2)):
MA(1) : Xt = θ1²t−1 + θ0, θ1 6= 0, θ0 = 1 (3.28)
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ist aufgrund der Theorie zu vermuten, dass der Lyapunov-Exponent sich als
stabil erweist. Um dieses jedoch zeigen zu ko¨nnen, muss der Prozess in Form einer
autoregressiven Darstellung gewa¨hlt werden, da ansonsten kein von x abha¨ngen-
des Signal in der Funktionsgleichung erscheint. Aus der Theorie ist bekannt, das
ein MA(1)-Prozess als AR(∞)-Prozess darstellbar ist. Es ko¨nnen also folgende
Umformungen vorgenommen werden:
Xt−2 = θ1²t−3 + ²t−2 ⇒ ²t−2 = Xt−2 − θ1²t−3,
Xt−1 = θ1²t−2 + ²t−1 ⇒ ²t−1 = Xt−1 − θ1²t−2,
Xt = θ1²t−1 + ²t ⇒ θ1(Xt−1 − θ1²t−2) + ²t
= θ1Xt−1 − θ
2
1²t−2 + ²t
= θ1Xt−1 − θ
2
1(Xt−2 − θ1²t−3) + ²t
= θ1Xt−1 − θ
2
1Xt−2 + θ
3
1²t−3 + ²t u. s. w.
Hierbei tritt nun zum ersten Mal das Problem auf, mehrere Signale zu un-
terschiedlichen Zeitpunkten nutzen zu mu¨ssen. Da jedoch in dieser Arbeit nur
der gro¨ßte Lyapunov-Exponent und nicht das Lyapunov-Spektrum (Abarbanel,
Brown, Sidorowich und Tsimring, 1993) betrachtet wird, ist die interessierende
Gro¨ße nur die, wo der Vorfaktor der sich ergebenen Xi am gro¨ßten ist. Nehmen
wir an, 0 < θ1 < 1, dann ist θ1 und nicht (z. B. ) die quadrierte Form ausschlagge-
bend. Fu¨r einen stabilen Prozess muss |θ1|, wie bei einem AR(1)-Prozess, kleiner
als eins gewa¨hlt werden (vgl. AR-Prozesse).
ARMA-Prozesse
Ein ARMA(1,1)-Prozess (vgl. Gleichung (4.3)):
ARMA(1, 1) : Xt = φ1Xt−1 + θ1²t−1 (3.29)
sollte sich bzgl. des Lyapunov-Exponenten wegen des autoregressiven Anteils a¨hn-
lich wie ein AR(1)-Prozess verhalten.
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Das Berechnen des Lyapunov-Exponenten besta¨tigt dieses:
λ(x0)ARMA(1,1) = lim
N→∞
1
N
N−1∑
i=0
ln |f ′(xi)| = lim
N→∞
1
N
N−1∑
i=0
ln |φ1|. (3.30)
Wird also der Parameter, der zum autoregressiven Anteil geho¨rt, vom Betrag
her kleiner als eins gewa¨hlt, so zeigt sich ein stabiler Zustand. Andernfalls wird
der Prozess im Sinne des Lyapunov-Exponenten als instabil charakterisiert.
Fu¨r den in den nachfolgenden Kapiteln gewa¨hlten speziellen ARMA(1,1)-
Prozess mit φ1 = 0.9 und θ1 = 0.1983 ergibt sich ein Lyapunov-Exponent von
−0.105.
Random Walk
Ein na¨chster wichtiger Prozess ist durch den Random Walk gegeben, der wie folgt
definiert ist:
Xt =

 ²t , t = 1Xt−1 + ²t , t = 2, 3, . . . , (3.31)
wobei ²t Weißes Rauschen ist.
Von Park und Whang (1999) wurde bereits bewiesen, dass der Lyapunov-
Exponent gleich Null ist. Der Vollsta¨ndigkeit halber sei es noch einmal aufgezeigt.
λ(x0)RandomWalk = lim
N→∞
1
N
N−1∑
i=0
ln |1| = 0. (3.32)
Schwingungsmodelle
Sei zum Schluss noch das spezielle Schwingungsmodell (vgl. Gleichung (2.15))
Xt = α sinxt−1 + ²t (3.33)
bezu¨glich seines Lyapunov-Exponenten untersucht.
λ(x0)sin = lim
N→∞
1
N
N−1∑
i=0
ln |f ′(xi)| = lim
N→∞
1
N
N−1∑
i=0
ln |α · cos(xi)|. (3.34)
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Da der Kosinus vom Betrag her immer kleiner oder gleich eins ist, muss
der Gewichtungsparameter α fu¨r einen stabilen Prozess so gewa¨hlt werden, dass
|α · cos x| < 1 ist.
In den folgenden Kapiteln wird der Spezialfall α = 0.699 gewa¨hlt, so dass ein
stabiler Prozess generiert wird.
Kapitel 4
Untersuchungen zum
Lyapunov-Exponenten
Ist der funktionale Zusammenhang des zu Grunde liegenden Prozesses bekannt, so
ist es analytisch mo¨glich, den Lyapunov-Exponenten direkt zu berechnen (Bouge-
rol und Picard, 1992). Jedoch eru¨brigt sich dann eine Klassifikation, da ein direk-
tes Modell vorhanden ist. In dieser Arbeit werden nur Fa¨lle betrachtet, in denen
der funktionale Zusammenhang nicht bekannt und nur eine gegebene Datenrei-
he zur Analyse zur Verfu¨gung steht. Hieraus entsteht das Problem der Berech-
nung des Lyapunov-Exponenten. Anstatt sich den funktionalen Zusammenhang
zu Nutze machen zu ko¨nnen, muss das Klassifikationskriterium aus der gegebenen
Datenreihe gescha¨tzt werden. Hierzu stehen in der Literatur einige Verfahren zur
Verfu¨gung, die in Kapitel 4.1 kurz dargestellt werden. Auch wird hier auf das in
dieser Arbeit zur Berechnung des Lyapunov-Exponenten verwendete Verfahren
eingegangen.
Zur U¨berpru¨fung des Klassifikationskriteriums werden einige Simulationen
durchgefu¨hrt. Zum einen werden aus der Statistik bekannte Modelle verwendet
(vgl. Kapitel 4.2.1), zum anderen wird die Modulo-1-Abbildung benutzt, da sie
sowohl stabiles als auch instabiles Verhalten je nach Parameterwahl aufweisen
kann. Somit ist es mo¨glich, zuerst Simulationen fu¨r eine gewo¨hnliche Klassi-
fikation zu machen (vgl. Kapitel 4.2.2), anschließend das Startwertproblem zu
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untersuchen (vgl. Kapitel 4.2.3), mo¨gliche Fehlklassifikationen im kritischen Be-
reich, d. h. im Bereich vom stabilen zum instabilen Zustand, zu identifizieren
(vgl. Kapitel 4.2.4) und Experimente mit kurzen Datenreihen auf ihre Klassifika-
tionsfa¨higkeit zu u¨berpru¨fen (vgl. Kapitel 4.2.5).
4.1 Berechnung des Lyapunov-Exponenten
Ist nur die Datenreihe fu¨r eine Analyse des Prozesses mit Hilfe des Lyapunov-
Exponenten gegeben, so steht der funktionale Zusammenhang zur analytischen
Berechnung nicht zur Verfu¨gung. Die Ableitung f ′ (vgl. Gleichungen (2.1) und
(2.5)), die zur Berechnung des Lyapunov-Exponenten bekannt sein muss, ist so-
mit ebenfalls nicht gegeben. Folglich muss versucht werden, mit Hilfe der zur
Verfu¨gung stehenden Datenreihe das Klassifikationskriterium auf anderem Wege
zu scha¨tzen.
Auf der einen Seite kann die Ableitung f ′ numerisch berechnet werden, auf
der anderen Seite wird das Divergenz- bzw. Konvergenzverhalten von zwei be-
nachbarten Trajektorien graphisch analysiert.
In der Literatur sind bereits Verfahren aus der nichtlinearen Dynamik be-
kannt, den Lyapunov-Exponenten alleine durch die gegebene Zeit- bzw. Beobach-
tungsreihe zu berechnen, ohne dabei den zu Grunde liegenden Prozess explizit zu
kennen.
Wird die Repra¨sentation einer Datenreihe als Trajektorie betrachtet, wie in
Kapitel 3.1 bereits erla¨utert wurde, dann ist der Lyapunov-Exponent darstellbar
als eine Anfangsdistanz zwischen den Startwerten x0 und x
∗
0, also ∆0, multipliziert
mit dem exponentiellen Wachstum der beiden benachbarten Trajektorien.
Diese Beziehung wird auch fu¨r viele numerische Verfahren zur Berechnung
des Lyapunov-Exponenten genutzt. Das in dieser Arbeit verwendete Verfahren
basiert ebenfalls auf der anschaulichen Darstellung und hat zudem den Vorteil,
bereits in dem Programmpaket TISEAN (Hegger, Kantz und Schreiber, 1999),
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das sich mit der Analyse von nichtlinearen Dynamiken befasst, implementiert zu
sein. Hierbei ko¨nnen natu¨rlich nicht zwei Trajektorien des zu Grunde liegenden
Prozesses verwendet werden. Hingegen werden in einer kleinen Umgebung (ei-
nem kleinen Zeitfenster) ² der Beobachtungs- bzw. Zeitreihe die Daten in einem
Raum eingebettet und durch die entstehende Punktewolke eine Gerade angepasst.
Die Steigungen der entstehenden Geraden u¨ber alle mo¨glichen Umgebungen der
Datenreihen geben dann als arithmetisches Mittel einen guten Scha¨tzer fu¨r den
Lyapunov-Exponenten wieder (Hegger, Kantz und Schreiber, 1999). Es kann je-
doch passieren, dass bei einer zu starken Varianz des Rauschlevels die Steigungen
der lokal entstandenen Geraden gro¨ßer als eins werden. Die Folge davon ist eine
falsche Scha¨tzung des Lyapunov-Exponenten.
Weitere in der Literatur zur Verfu¨gung stehenden Verfahren basieren eben-
falls auf dieser Vorgehensweise, jedoch wird z. B. keine Umgebung, sondern die
direkt aufeinander folgenden Referenzpunkte betrachtet (Rosenstein, Collins und
DeLuca, 1993).
Sano und Sawada (1985) liefern ein Verfahren, was nicht nur den in dieser
Arbeit betrachteten (gro¨ßten) Lyapunov-Exponenten, sondern das so genannte
Lyapunov-Spektrum berechnet (Sano und Sawada, 1985), (Eckmann, Kamphorst,
Ruelle und Ciliberto, 1986).
Ein anderer Weg, den Lyapunov-Exponenten zu scha¨tzen, ist die Ableitung
f ′ des zu Grunde liegenden, unbekannten funktionalen Zusammenhangs f nu-
merisch zu bestimmen. Hierzu wurden mehrere Methoden vorgeschlagen. Fu¨r
eine genauere Beschreibung sei z. B. auf Abarbanel (1996), Eckmann und Ruelle
(1982), Gencay (1996) und Wolf, Swinney und Vastan (1985) verwiesen.
Es sei noch einmal angemerkt, dass der Lyapunov-Exponent ein Attribut des
Attraktors, des Grenzverhaltens, des zu Grunde liegenden Systems ist. Dieser
ha¨ngt somit nicht von der Zeit ab. Dieses wiederum impliziert, dass sich die Beob-
achtungen fu¨r die Berechnung des Lyapunov-Exponenten λ nicht mehr im transi-
enten, d. h. sich a¨ndernden Zustand befinden. Die Datenreihe sollte im gu¨nstigsten
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Fall also den
”
asymptotischen Zustand“ erreicht haben. Ist die gegebene Reihe
lang genug, so sind in der Regel die gescha¨tzten Lyapunov-Exponenten, die mit
Hilfe der in der Literatur vorgeschlagenen Verfahren berechnet werden, gute Ver-
treter, um die gewu¨nschte Klassifikation richtig zu treffen.
4.2 Experimentelle Ergebnisse
In dieser Arbeit wird fu¨r alle Berechnungen des Lyapunov-Exponenten das von
Kantz und Schreiber (1997) vorgeschlagene und in dem Programmpaket TISEAN
implementierte Verfahren verwendet. Anhand von in der Statistik ha¨ufig benut-
zen und viel untersuchten linearen Prozessen, die hier durch einen AR(1), einen
MA(1) und einen ARMA(1,1) repra¨sentiert werden, soll zuna¨chst exemplarisch
gezeigt werden, wie Zeitreihen - und nicht nur Beobachtungsreihen - klassifiziert
werden (vgl. Kapitel 4.2.1). Dem anschließen sollen sich Untersuchungen mit Hilfe
der Modulo-Abbildung. Durch die Wahl der Parameter ist es mo¨glich, sowohl sta-
bile als auch instabile Prozesse zu erzeugen (vgl. Kapitel 4.2.2). Zudem hat es den
Vorteil, dass der wahre Lyapunov-Exponent analytisch berechenbar ist. Durch die
Berechnung ist es dann weiter mo¨glich, alle interessierenden Prozesse durch Va-
riation der Parameter zu erreichen und auch im kritischen Bereich, d. h. an der
Klassifikationsgrenze um null herum, Untersuchungen anzustellen (vgl. Kapitel
4.2.4). Da durch die Berechnung im gu¨nstigen Fall der asymptotische Zustand er-
reicht sein sollte, werden in Kapitel 4.2.5 Untersuchungen mit kurzen Zeitreihen
von ausgewa¨hlten Modulo-Abbildungen vorgenommen. Hierdurch werden exem-
plarisch Fehlklassifikationen durch zu kurze Zeitreihen vorgestellt. Sowohl Kapitel
4.2.4 als auch Kapitel 4.2.5 bescha¨ftigen sich mit der Frage, ob bei Verwendung
des Lyapunov-Exponenten zur Klassifikation durch die numerischen Verfahren
Fehlklassifikationen denkbar sein ko¨nnen.
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4.2.1 Untersuchungen mit stochastischen Prozessen
In der Statistik sind die wohl bekanntesten linearen Prozesse die Autoregressiven
Prozesse, kurz AR-Prozesse, die Moving-Average-Prozesse, kurz MA-Prozesse,
und die Autoregressiven-Moving-Average-Prozesse, kurz ARMA-Prozesse. Eben-
falls oft in der Statistik in Erscheinung tretende Prozesse sind die Schwingungsmo-
delle (vgl. Kapitel 2.4). Da urspru¨nglich die Verwendung des Lyapunov-Exponenten
nur fu¨r deterministische Beobachtungsreihen vorgesehen war, werden hier stell-
vertretend fu¨r bekannte Zeitreihen ein AR(1), ein MA(1), ein ARMA(1,1) und
ein sin-Prozess untersucht.
Ein AR(1)-Prozess zeichnet sich dadurch aus, nur vom vorangehenden Wert
abzuha¨ngen und mit einem Weißen Rauschen gesto¨rt zu werden. Die hier ver-
wendete Form ist gegeben durch:
AR(1) : Xt = φ1Xt−1 + ²t, (4.1)
wobei ²t Weißes Rauschen ist mit Varianz Eins (vgl. z. B. Fahrmeir, Kaufmann
und Ost (1981), S. 215 und Kapitel 2.4).
Je nach Parameterwahl besitzt der AR(1)-Prozess die Eigenschaft, konvergen-
tes bzw. divergentes Grenzverhalten aufzuweisen. Wird der Parameter |φ1| kleiner
als eins gewa¨hlt, so konvergiert die Zeitreihe. Wird hingegen der Parameter |φ1|
gro¨ßer als eins gewa¨hlt, so tritt eine Divergenz in der asymptotischen Betrach-
tung auf. In dieser Simulation soll das Augenmerk auf einen AR(1)-Prozess gelegt
werden, wo das asymptotische Verhalten stabil ist. Jedoch finden sich im Anhang
ebenfalls Versuchsergebnisse zu der instabilen Form (Anhang A.1).
Es ist also der Parameter φ1 so zu wa¨hlen, dass |φ1| < 1 ist. Hierzu wurden im
Vorfeld Voruntersuchungen durchgefu¨hrt, um eine geeignete Wahl fu¨r φ1 treffen
zu ko¨nnen. Die Ergebnisse der Voruntersuchungen finden sich in Anhang A.1.
Ausgehend von diesen Untersuchungen wird der Parameter φ1 auf φ1 = 0.9
gesetzt. Somit wird zum einen dem Anspruch genu¨gt, ein stabiles asymptoti-
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sches Verhalten zu erzeugen, zum anderen liegt der Parameter nicht zu weit vom
kritischen Bereich (φ1 ≈ 1) entfernt.
Nun sollen 1024 Datenpunkte aus einem AR(1) mit φ1 = 0.9 erzeugt werden,
um zu u¨berpru¨fen, ob durch die Berechnung des Lyapunov-Exponenten die simu-
lierte Zeitreihe richtig klassifiziert wird. Ist also der durch TISEAN berechnete
Lyapunov-Exponent kleiner als null, so konnte der Prozess richtig klassifiziert
werden. Wird hingegen der Lyapunov-Exponent gro¨ßer als null sein, so wu¨rde es
auf einen instabilen Prozess hindeuten und es la¨ge eine Fehlklassifikation vor.
Voruntersuchungen zum Startwert ergaben, dass mit einem Erfolgsprozentsatz
von 96% bei unterschiedlich gewa¨hlten Startwerten die richtige Klassifikations-
entscheidung getroffen wurde. Als geeigneter Startwert erwies sich x0 = 0.699, so
dass dieser festgelegt wird. Zur Veranschaulichung der erzeugten Zeitreihe diene
deren graphische Darstellung in Abbildung 4.1.
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Abbildung 4.1: Reihendarstellung des durch Gleichung (4.1) erzeugten AR-
Prozesses.
Um schon einmal einen Eindruck zu gewinnen, wie sich die Zusta¨nde xt gegen
xt−1 verhalten, wird ein Phasenbild erstellt. Ist dieses ”
regelma¨ßig“, deutet es auf
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einen eher konvergenten Prozess hin. Ein solches Phasenbild wird in Abbildung
4.2 dargestellt.
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Abbildung 4.2: Phasendarstellung von xt und xt−1 des durch Gleichung (4.1)
erzeugten AR-Prozesses.
Es deutet wegen der regelma¨ßigen Struktur auf einen stabilen Prozess hin.
Jedoch sind Phasenbilder nur veranschaulichend und sehr subjektiv, so dass die
Berechnung des Lyapunov-Exponenten als Klassifikationskriterium mehr Objek-
tivita¨t leistet.
Einen Wert von λˆ = −0.0683 ergab die Berechnung des Lyapunov-Exponen-
ten, also einen Wert kleiner als null, so dass die Zeitreihe richtig klassifiziert
wurde.
Eine weitere bedeutende Prozessklasse in der linearen Zeitreihenanalyse stellt
der MA-Prozess dar (vgl. Stier (2001), S. 52):
MA(1) : Xt = θ1²t−1 + ²t. (4.2)
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Ihre Haupteigenschaft liegt darin, nur vom Fehler des voran gegangenen Zeit-
punktes abzuha¨ngen und somit den Wert selbst nicht zu beru¨cksichtigen.
Dieser Prozess ist also im Hinblick auf eine Klassifikation sehr schwierig, da
nur die zufa¨lligen Sto¨rungen in die Berechnungen eingehen. Da hier wiederum
ein Parameter θ1 frei wa¨hlbar ist, wurden Voruntersuchungen hierzu durchgefu¨hrt
(vgl. Anhang A.2). Die Wahl fiel auf θ1 = 0.1983. So sollte aus der Theorie heraus
ein stabiler Attraktor erzeugt werden.
Wie schon bei dem simulierten AR(1)-Prozess werden zur U¨berpru¨fung der
Klassifikation in einen stabilen oder instabilen Prozess bzw. zur U¨berpru¨fung der
Klassifikation in einen gut oder schlecht pra¨dizierbaren Prozess 1024 Datenpunkte
aus einem MA(1)-Prozess mit θ1 = 0.1983 erzeugt. Ist der berechnete Lyapunov-
Exponent wieder kleiner als null, so ist der Prozess richtig klassifiziert. Andernfalls
la¨ge eine Fehlklassifikation vor.
Voruntersuchungen zum Startwert ergaben, dass mit einem Erfolgsprozent-
satz von 95% bei unterschiedlich gewa¨hlten Startwerten die richtige, der Theorie
entsprechenden Klassifikationsentscheidung getroffen wurde. In dieser Simulation
wird damit der Startwert auf x0 = 2.4 festgesetzt. Die erzeugte Zeitreihe aus dem
MA(1)-Prozess ist in Abbildung 4.3 dargestellt.
Das Phasenbild von xt auf xt−1 deutet auf ein ”
gleichfo¨rmiges“ asymptotisches
Verhalten hin (vgl. Abbildung 4.4).
Durch die Berechnung des Lyapunov-Exponenten soll nun eine weniger sub-
jektive Klassifikation vorgenommen werden.
Der Lyapunov-Exponent wurde auf λˆ = −0.0475 berechnet, also kleiner als
null. Da die richtige Entscheidung bei einem Wert kleiner als null la¨ge, ist eine
Aussage bzgl. einer richtigen Klassifikation anzunehmen.
Zum Schluss der als Stellvertreter der linearen Prozesse untersuchten Zeitreihe
werden Datenpunkte aus einem ARMA(1,1)-Prozess erzeugt (vgl. z. B. Fahrmeir,
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Abbildung 4.3: Reihendarstellung des durch Gleichung (4.2) erzeugten MA-
Prozesses.
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Abbildung 4.4: Phasendarstellung von xt und xt−1 des durch Gleichung (4.2)
erzeugten MA-Prozesses.
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Kaufmann und Ost (1981), S. 215), d. h.:
ARMA(1, 1) : Xt = φ1Xt−1 + θ1²t−1. (4.3)
Die Prozesszusta¨nde ha¨ngen zum einen vom Wert des vorangegangenen Zeit-
punktes xt−1 ab und werden zusa¨tzlich noch durch einen Fehlerterm zum ebenfalls
letzten Zeitpunkt mit beeinflusst. Um theoretisch ein konvergentes Verhalten im
asymptotischen Zustand zu sichern, werden die Parameter φ1 und θ1 aus den Un-
tersuchungen des AR(1)- und des MA(1)-Prozesses u¨bernommen. Der Parameter
φ1 wird wieder auf φ1 = 0.9 gesetzt, da der AR-Anteil somit sicher zur Konver-
genz beitra¨gt. Der Parameter θ1 wird auf θ1 = 0.1983 festgelegt, so dass insgesamt
ein stabiler Attraktor klassifiziert werden sollte. Mit diesen Gro¨ßen werden wieder
1024 Datenpunkte generiert, wobei der Startwert, wie bei dem MA(1)-Prozess,
auf x0 = 2.4 gesetzt wird. Auch hier gingen der Festsetzung Voruntersuchungen
voraus, die mit unterschiedlichen Startwerten eine Erfolgsprozentzahl von 99%
aufwiesen. Die erzeugte Zeitreihe aus diesem ARMA(1,1)-Prozess ist in Abbil-
dung 4.5 wiedergegeben.
Das Phasenbild des jeweiligen und vorangegangenen Zustandes xt und xt−1
weist graphisch eine mo¨gliche Konvergenz auf (vgl. Abbildung 4.6).
Mit Hilfe der Simulationsreihe soll nun rechnerisch eine Einteilung in einen
stabilen oder instabilen Prozess und somit auch in ein gut pra¨dizierbares oder
schlecht pra¨dizierbares System durch die Berechnung des Lyapunov-Exponenten
vorgenommen werden. Ist der berechnete Lyapunov-Exponent gro¨ßer als null,
la¨ge eine Fehlklassifikation vor.
Das Ergebnis der Simulation jedoch ergab eine richtige Klassifikation in einen
stabilen und gut pra¨dizierbaren Prozess, da λˆ = −0.0331, also λˆ < 0 ist.
Als letzter stochastischer Prozess sei ein spezielles Schwingungsmodell be-
trachtet. Diese zeichnen sich dadurch aus, besonders gut zyklische Schwankungen
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Abbildung 4.5: Reihendarstellung des durch Gleichung (4.3) erzeugten ARMA-
Prozesses.
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Abbildung 4.6: Phasendarstellung von xt und xt−1 des durch Gleichung (4.3)
erzeugten ARMA-Prozesses.
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modellieren zu ko¨nnen. Die hier benutzte Form sei gegeben durch:
Xt = α sin xt−1 + ²t. (4.4)
Die einzelnen Prozesszusta¨nde ha¨ngen mit einer harmonischen Schwingung
zusammen, wobei eine natu¨rliche Periode von 2pi gegeben ist. Der Parameter α
dient als Gewicht und kann u¨ber stabiles und instabiles Verhalten entscheiden.
Ausgehend von diesen U¨berlegungen wird der Parmeter auf α = 0.699 fest-
gelegt. Somit wird die Voraussetzung fu¨r ein stabiles asymptotisches Verhalten
erfu¨llt.
Wie bereits in den anderen Untersuchungen werden wiederum 1024 Daten-
punkte aus dem sin-Prozess erzeugt, um zu u¨berpru¨fen, ob die simulierte Zeitreihe
durch den berechneten Lyapunov-Exponenten richtig klassifiziert wird.
Voruntersuchungen mit 100 zufa¨llig ausgewa¨hlten Startwerten ergaben eine
richtige Klassifikationsentscheidung von 100%. Somit wird x0 auf x0 = 2.4 fest-
gesetzt.
Die simulierten Daten sind in Abbildung 4.7 dargestellt. Es zeigt sich zuerst
einmal, dass die Schwingungen durch den Gewichtsparameter in dieser Darstel-
lung nicht sofort deutlich sichtbar sind.
Um einen Eindruck u¨ber das Verhalten von xt zu xt−1 zu gewinnen, wird
wiederum ein Phasenbild erstellt (vgl. Abbildung 4.8).
Es zeigt sich eine noch
”
regelma¨ßige“ Struktur, obwohl eine graphische Ein-
bettung in zwei Dimensionen keine optimale Wahl darstellt. Somit ist nur mit
Vorsicht die Behauptung aufzustellen, dass schon anhand des Phasenbildes ein
stabiler Prozess erkennbar ist.
Die Berechnung des Lyapunov-Exponenten hingegen bietet ein objektiveres
Kriterium zur Entscheidung u¨ber einen stabilen oder instabilen Prozess. Sie ergab
einen Wert kleiner als null, genauer λˆ = −0.0568131, so dass die Zeitreihe richtig
klassifiziert wurde.
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Abbildung 4.7: Reihendarstellung des durch Gleichung (2.15) erzeugten sin-
Prozesses.
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Abbildung 4.8: Phasendarstellung von xt und xt−1 des durch Gleichung (2.15)
erzeugten sin-Prozesses.
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4.2.2 Untersuchungen mit stabilen und instabilen
Prozessen
Um Aussagen u¨ber die Unterscheidung zwischen stabilen und instabilen Prozes-
sen mit Hilfe des Lyapunov-Exonenten machen zu ko¨nnen, wa¨re es sinnvoll, eine
Abbildung zu finden, die sowohl stabile als auch instabile Prozesse durch die
Wahl der in der Abbildung vorhandenen Parameter erzeugen ko¨nnte. So wa¨re es
in einem zweiten Schritt dann auch mo¨glich, sich den kritischen Bereich, d. h. λ
um null herum, von der stabilen als auch von der instabilen Parametrisierung
zu na¨hern, um zu u¨berpru¨fen, ob der Lyapunov-Exponent richtig klassifiziert. In
einem dritten Schritt ko¨nnten dann ebenfalls Untersuchungen u¨ber die La¨nge der
Datenreihen mit den gleichen Abbildungen vorgenommen werden. Das wa¨re wich-
tig, da der Lyapunov-Exponent eine Kenngro¨ße des asymptotischen Verhaltens
ist, so dass zu kurze Reihen zu Fehlklassifikationen fu¨hren ko¨nnten.
Eine solche Abbildung, die sowohl stabile als auch instabile Prozesse durch
die Wahl des Parameters erzeugen kann, ist durch die Modulo-1-Abbildung, kurz
mod1, gegeben. Sie bietet sich fu¨r die Untersuchungen zum einen deswegen so
gut an, weil sie chaotisches Verhalten erzeugt, was mit einem klassischen instabi-
len Prozess gleichgesetzt wird. Zum anderen ist - zumindest im deterministischen
Fall - der exakte Lyapunov-Exponent berechenbar, was fu¨r die Simulationen von
Vorteil sein wird. Bei den stochastischen Zeitreihen ist die numerische Berech-
nung durch den Einfluss des Zufalls nicht immer exakt. Obwohl in dieser Arbeit
nicht der wahre Wert des Lyapunov-Exponenten interessiert, sondern fu¨r eine
Klassifikation nur seine Einteilung in kleiner oder gro¨ßer als null, ist es mo¨glich,
den Grad an Instabilita¨t durch den exakten Wert des Lyapunov-Exponenten der
Modulo-Abbildung zu nutzen.
Allgemein bildet eine Modulo-Abbildung, kurz mod m, eine Zahl x auf den
Rest ihrer Divisionen durch m ab. Sie la¨uft von den natu¨rlichen Zahlen IN (oder
wahlweise auch von den ganzen Zahlen Z) auf die Menge {0, . . . ,m−1}. Hierbei
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gilt (Padberg, 1996):
x→ i mit x ≥ rm, wobei r ∈ N0 und x < (r + 1)m.
Formal ist die Modulo-1-Abbildung die Abbildung, die nur die Nachkomma-
stellen zuru¨ck gibt, wenn der Wertebereich zwischen null und eins liegt.
Fu¨r die Simulationen werden Iterationen der Modulo-1-Abbildung betrachtet,
d. h. allgemein:
xt = (λ
∗ · xt−1) mod (1). (4.5)
Fu¨r diese Datenreihe ist der Lyapunov-Exponent λ direkt ausrechenbar, da der
funktionale Zusammenhang bekannt ist. So ist λ = lnλ∗. In Anhang A.3 ist eine
spezielle Modulo-1-Abbildung, die sogenannte Bernoulli-Verschiebung, beschrie-
ben, in der auch die Herleitung des Lyapunov-Exponenten fu¨r die Iterationen
dieser Abbildung dargestellt ist.
Bei den stochastischen Zeitreihen wird eine kleine Sto¨rung zu der Abbildung
hinzu addiert. Somit wird die Gleichung (4.5) modifiziert in:
xt = (λ
∗ · xt−1 + z · ²t) mod (1), (4.6)
mit ² ∼ V tlg[µ, σ2], z=Gewichtungsparameter und λ = lnλ∗.
Dieses widerspricht nicht dem Simulationsziel, da der einzustellende Parame-
ter der Modulo-1-Abbildung weiterhin stabile und instabile Prozesse bestimmt.
An der Eigenschaft des Attraktors wird nichts vera¨ndert, wenn eine kleine Sto¨rung
hinzu addiert wird (vgl. Kapitel 3.2.1). Was passieren kann, ist, dass der exakte
Wert des Lyapunov-Exponenten nicht mehr u¨bereinstimmt mit den Ergebnissen
in den Simulationen. Jedoch gilt das Interesse in dieser Arbeit wegen der durch-
zufu¨hrenden Klassifikation auch nur dem Vorzeichen.
Nun soll anhand von simulierten Datenreihen aus einer gegebenen Modulo-1-
Abbildung gepru¨ft werden, ob der berechnete Lyapunov-Exponent die zu Grunde
62 Untersuchungen zum Lyapunov-Exponenten
liegenden Prozesse richtig in stabile und instabile, also in gut pra¨dizierbare und
nicht gut pra¨dizierbare Systeme klassifiziert.
Hierzu wird das gut pra¨dizierbare System durch eine Modulo-1-Abbildung mit
den Parametern λ∗ = 0.9, z = 0.05 und ² gleichverteilt auf dem Intervall [0, 1]
simuliert, d. h.:
xt = (0.9xt−1 + 0.05²t) mod 1, mit ²t ∼ U [0, 1]. (4.7)
Die schlecht pra¨dizierbaren Beobachtungsreihen werden ebenfalls durch die
Modulo-1-Abbildung erzeugt. Jedoch kann hier, wie oben beschrieben, auf den
stochastischen Einfluss durch einen kleinen hinzu addierten Fehler verzichtet wer-
den. Der einzustellende Parameter ist auf λ∗ = 2.5 festgesetzt, d. h.:
xt = (2.5xt−1) mod 1. (4.8)
In beiden Fa¨llen werden die Startwerte auf x0 = 0.699 gesetzt (vgl. Kapitel
4.2.3) und durch Iteration der funktionalen Zusammenha¨nge Datenreihen der
La¨nge 1024 erzeugt.
Hierbei ist die Wahl der frei wa¨hlbaren Parameter aus folgenden Gru¨nden
gesetzt: Fu¨r einen stabilen Prozess - im Sinne des Lyapunov-Exponenten λ, der
kleiner als null sein soll - muss der Parameter λ∗ kleiner als eins gewa¨hlt werden,
da lnλ∗ = λ ist. Mit einem λ∗ = 0.9 zeigten sich schon in den Untersuchun-
gen des AR(1)-Prozesses stabile Ergebnisse. Hingegen wird ein instabiler Prozess
- generiert aus der Modulo-1-Abbildung - mit einem λ∗ = 2.5, somit also gro¨ßer
als eins, sicher erzeugt. Die Wahl des Gewichtungsparameters z und der Gleich-
verteilung als Verteilung des hinzu addierten Fehlers sind aus Voruntersuchungen
hervorgegangen (vgl. Anhang A.4).
Zur Veranschaulichung seien die Trajektorien der generierten Datenreihen in
den Abbildungen 4.9 und 4.10 dargestellt.
In den Abbildungen sind keine Zyklen und Trends zu erkennen. Ebenfalls ist
es nicht mo¨glich, durch einfaches Hinschauen eine Unterscheidung zwischen den
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Abbildung 4.9: Die Modulo-1-Abbildung aus Gleichung (4.7) erzeugt eine stocha-
stische Zeitreihe, ein Beispiel fu¨r eine gut pra¨dizierbare, stabile Datenreihe.
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Abbildung 4.10: Die Modulo-1-Abbildung aus Gleichung (4.8) erzeugt eine chao-
tische Beobachtungsreihe, ein Beispiel fu¨r eine nicht gut pra¨dizierbare, instabile
Datenreihe.
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gut pra¨dizierbaren und nicht gut pra¨dizierbaren Prozessen zu treffen. So wird der
Lyapunov-Exponent numerisch berechnet bzw. gescha¨tzt, um eine Klassifikation
vorzunehmen.
Fu¨r den gut pra¨dizierbaren, stabilen Prozess wurde λˆ = −0.0945 gescha¨tzt,
wobei der wahre Lyapunov-Exponent bei λ = −0.11 liegt. Da in dieser Arbeit fu¨r
die Klassifikation der exakte Wert des gescha¨tzten Lyapunov-Exponenten keine
Beachtung findet, ist nur wichtig festzuhalten, dass λˆ < 0 ist und somit der
Prozess richtig klassifiziert wurde.
Die Scha¨tzung des Lyapunov-Exponenten fu¨hrte in dem nicht gut pra¨dizier-
baren, instabilen, chaotischen Fall zu λˆ = 0.92, wobei der wahre Lyapunov-
Exponent mit λ = 0.92 exakt getroffen wurde. Jedoch auch hier ist nur wichtig
festzuhalten, dass λˆ > 0 berechnet wurde, somit auch bei dieser Simulation keine
Fehlklassifikation auftrat.
Im Gegensatz zur reinen Betrachtung der Trajektorien der gegebenen Da-
tenreihen ist es mo¨glich, mit Hilfe der berechneten Lyapunov-Exponenten die
simulierten Prozesse richtig zu klassifizieren.
4.2.3 Untersuchungen zum Startwert
Die Theorie zu stabilen und instabilen, hier also chaotischen, Prozessen besagt,
dass die stabilen Systeme unempfindlich gegenu¨ber dem Startwert sind, wohin-
gegen sich eine Abha¨ngigkeit von den Anfangswerten bei chaotischen, instabilen
Prozessen herausgestellt hat (Jetschke, 1989). Jedoch ist der Lyapunov-Exponent
eine Kenngro¨ße des Attraktors, der diese Abha¨ngigkeit mit beru¨cksichtigt. Somit
du¨rften bei den Berechnungen des Lyapunov-Exponenten keine Startwertproble-
me auftauchen.
Um diese Frage zu kla¨ren, werden die beiden Modulo-1-Abbildungen aus Ka-
pitel 4.2.2 verwendet, um mit unterschiedlichen Startwerten Datenreihen zu er-
zeugen. Fu¨r diese werden die Lyapunov-Exponenten berechnet und auf Fehlklas-
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Tabelle 4.1: Klassifikationsergebnisse des stabilen und instabilen Prozesses in
Abha¨ngigkeit der Startwerte
Prozess Startwert x0 berechn. Lyap-Exp. Klass.-entscheidung
0.299 -0.09003 richtig
stabiler Bereich 0.699 -0.09450 richtig
0.899 -0.11409 richtig
0.299 0.9106 richtig
instabiler Bereich 0.699 0.9200 richtig
0.899 0.9084 richtig
sifikationen untersucht. Fu¨r den stabilen Prozess werden mit Hilfe der Gleichung
(4.7) und fu¨r den instabilen Prozess mit Hilfe der Gleichung (4.8) jeweils 1024
Datenpunkte mit unterschiedlichen Startwerten erzeugt. Da keine genauen Infor-
mationen u¨ber sinnvolle Startwerte zur Verfu¨gung stehen, jedoch der Wertebe-
reich der stabilen Abbildung (mit diesen Parametereinstellungen) nicht gro¨ßer als
|1| wird, werden in einer ersten Voruntersuchung 100 Startwerte zufa¨llig aus dem
Intervall (0, 1) gezogen. Hier zeigten sich bis auf natu¨rliche Schwankungen keine
Fehlklassifikationen. In einer zweiten Untersuchung werden aus diesem Intervall
nochmals in 0.1-er Schritten, angefangen bei 0.099 und endend bei 0.999, zur
mo¨glichen Erkennung von
”
Struktur“ Simulationen fu¨r die stabile und instabile
Form durchgefu¨hrt. Tabelle 4.1 zeigt exemplarisch unterschiedliche Startwerte,
die berechneten Lyapunov-Exponenten und die richtigen und falschen Klassifika-
tionen.
Es zeigt sich, dass alle Klassifikationen richtig waren und keine Struktur
zu erkennen ist. Die berechneten Lyapunov-Exponenten schwanken lediglich auf
natu¨rliche Weise in ihren Werten. Da in dieser Arbeit jedoch nur die Unterschei-
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dung zwischen stabilen und instabilen Prozessen und nicht das Maß an Chaos
oder an Konvergenz von Interesse ist, bleibt fu¨r weitere Untersuchungen festzu-
halten, dass das Startwertproblem hier keine große Rolle spielt.
4.2.4 Untersuchungen im kritischen Bereich
Nachdem in Kapitel 4.2.2 exemplarisch sowohl ein stabiler als auch ein instabiler
Prozess mit Hilfe der Modulo-1-Abbildung simuliert und durch den Lyapunov-
Exponenten richtig klassifiziert wurde, stellt sich die Frage, wie gut die Klassifi-
kationen im kritischen Bereich funktionieren.
Zur Erinnerung sei noch einmal kurz erla¨utert, dass der kritische Bereich bei
der Klassifikation mit dem Lyapunov-Exponenten um null herum liegt, da diese
den Trennwert zwischen stabilen und instabilen Prozessen darstellt.
Um nun die Frage nach mo¨glichen Fehlklassifikationen im kritischen Bereich
beantworten zu ko¨nnen, werden die Parameter der Modulo-1-Abbildung in auf-
einander folgenden Simulationen so variiert, dass sie sich von oben und un-
ten, also vom instabilen und stabilen Zustand anna¨hern. Fu¨r die Parameter der
Modulo-1-Abbildung λ∗ bedeutet das wegen des Zusammenhangs zum Lyapunov-
Exponenten λ, d. h. lnλ∗ = λ, dass λ∗ fu¨r stabile Prozesse immer na¨her von unten
an eins, fu¨r instabile Prozesse immer na¨her von oben an eins gewa¨hlt wird.
Um keine Einstellungsa¨nderungen zu den in Kapitel 4.2.3 zu den Startwerten
zu den in Kapitel 4.2.2 gefundenen Ergebnissen in den nun folgenden Simula-
tionen vorzunehmen, werden die Startwerte auf x0 = 0.699 gesetzt. Da die Vor-
untersuchungen in Kapitel 4.2.2 und dem Anhang A.4 zeigten, dass eine gute
Wahl des Gewichtungsparameters bei dem hinzu addierten Fehler im stochasti-
schen Fall bei z = 0.05 liegt und die Gleichverteilung auf [0, 1] keinen großen
Einfluss auf die Berechnungen hat, werden diese beiden Einstellungen ebenfalls
u¨bernommen.
In jeder Simulation werden 1024 Datenpunkte mit jeweils den oben beschrie-
Experimentelle Ergebnisse 67
Tabelle 4.2: Klassifikationsergebnisse des stabilen und instabilen Prozesses im
kritischen Bereich
λ∗ berechn. Lyap-Exp. Klass.-entscheidung
0.9 -0.0945 richtig
0.95 -0.0907 richtig
0.97 -0.0939 richtig
0.99 -0.0676 richtig
0.99999 -0.0620 richtig
1.01 0.009 richtig
1.03 0.026 richtig
1.05 0.024 richtig
1.1 0.092 richtig
benen Parametereinstellungen und unterschiedlichem Stabilita¨tsparameter λ∗ ge-
neriert. Tabelle 4.2 zeigt die unterschiedlichen λ∗, die berechneten Lyapunov-
Exponenten und die richtigen und falschen Entscheidungen bzgl. der Frage, ob
der Prozess stabil oder instabil, d. h. gut oder nicht gut pra¨dizierbar ist.
Es zeigt sich, dass keine Fehlklassifikation auftritt. Wenn der kritische Be-
reich den U¨bergang vom stabilen zum instabilen ausdru¨ckt, kann festgehalten
werden, dass auch wenn sich eine Parametereinstellung zum stabilen Prozess den
instabilen Parametereinstellungen na¨hert, trotzdem nur richtige Klassifikationen
auftreten. Ebenso gilt das auch bei den Parametern zu instabilen, hier chaoti-
schen Prozessen. Auch wenn das System immer weniger im Sinne des Lyapunov-
Exponenten chaotisch ist, treten auch hier keine Fehlklassifikationen auf.
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4.2.5 Untersuchungen mit kurzen Datenreihen
Obwohl der Lyapunov-Exponent eine Gro¨ße des asymptotischen Verhaltens ei-
nes Prozesses darstellt, muss diese aus der gegebenen Datenreihe gescha¨tzt wer-
den. Hierbei sind Fehlklassifikationen mo¨glich, da sich die Reihen noch im tran-
sienten Zustand befinden ko¨nnten. Um also den Einfluss unterschiedlicher Da-
tenreihenla¨ngen zu untersuchen, werden wiederum die Modulo-1-Abbildung aus
Kapitel 4.2.2 verwendet, um die Unterscheidung zwischen stabilen und instabi-
len Prozessen in Abha¨ngigkeit der La¨ngen zu verifizieren. Die Berechnung der
Lyapunov-Exponenten kann schlechte Scha¨tzer liefern und somit zu Fehlklassi-
fikationen fu¨hren, wenn die Datenreihen zu kurz sind. In diesem Falle la¨gen die
Datenreihen noch im transienten Zustand vor. Fu¨r kurze Reihen bleibt also zu
entscheiden, ob eine Klassifikation u¨berhaupt mo¨glich ist.
Zur Kla¨rung dieser Frage werden Zeitreihen mit unterschiedlichen La¨ngen
fu¨r den stabilen Prozess aus der schon bereits verwendeten Modulo-1-Abbildung
(vgl. Gleichung (4.7)) erzeugt. Die Beobachtungsreihen unterschiedlicher La¨nge
fu¨r den instabilen Bereich werden aus der ebenfalls schon verwendeten Modulo-1-
Abbildung (vgl. Gleichung (4.8)) gewonnen. Die Startwerte werden wiederum auf
x0 = 0.699 festgesetzt, um keine weiteren frei wa¨hlbaren Parameter umzustellen.
Die Klassifikation in stabile, gut pra¨dizierbare und instabile, schlecht pra¨di-
zierbare Prozesse mit Hilfe des Lyapunov-Exponenten werden auf die Daten-
reihenla¨ngen 10, 20, 30, 40, 50, 100, 150, 200, . . . , 900 angewendet. Abbildung 4.11
zeigt die berechneten Lyapunov-Exponenten in Abha¨ngigkeit der Reihenla¨ngen.
Die gestrichelte Linie zeigt die durch den Lyapunov-Exponenten bestimmte
Grenze zwischen den stabilen und instabilen Systemen. Scha¨tzungen, die oberhalb
dieser Linie liegen, fu¨hren in diesem Fall zu Fehlklassifikationen, wohingegen die
unterhalb Liegenden richtig klassifizieren. Die durchgezogene Linie bezeichnet
den hier wahren Lyapunov-Exponenten, um einen Referenzbezug zu haben.
Es zeigt sich, dass jede Zeitreihenla¨nge zu einer korrekten Klassifikation fu¨hrt,
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Abbildung 4.11: Die berechneten Lyapunov-Exponenten fu¨r die aus der Gleichung
(4.7) generierten Zeitreihen in Abha¨ngigkeit der Reihenla¨ngen
auch wenn die Werte der berechneten Lyapunov-Exponenten vom wahren Lya-
punov-Exponenten differieren. Jedoch sind die La¨ngen von 10, 20 und 30 zu klein
fu¨r eine ernstzunehmende Klassifikation, da die Berechnungen wegen numerischer
Schwierigkeiten nur unzureichend ausgefu¨hrt wurden.
Fu¨r den instabilen Prozess werden nun die gleichen La¨ngen angewendet, wie
in Abbildung 4.12 dargestellt.
Die gestrichelte Linie beschreibt wiederum die Klassifikationslinie. In diesem
Fall weisen jedoch die Scha¨tzungen, die unterhalb dieser Grenze liegen, auf die
Fehlklassifikationen hin. Die oberhalb Liegenden zeigen die richtigen Entschei-
dung an. Die durchgezogene Linie indiziert den wahren Lyapunov-Exponenten
des zu Grunde liegenden instabilen Systems.
Zuerst einmal bleibt festzuhalten, dass auch in diesem Fall die Beobachtungs-
reihenla¨ngen von 10, 20 und 30 schon bei den Berechnungen Schwierigkeiten auf-
wiesen, so dass sie fu¨r eine Klassifikation nicht genommen werden sollten. Es
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Abbildung 4.12: Die berechneten Lyapunov-Exponenten fu¨r die aus der Gleichung
(4.8) generierten Beobachtungsreihen in Abha¨ngigkeit der Reihenla¨ngen
zeigt sich in Abbildung 4.12, dass kurze Beobachtungsreihen zu Fehlklassifikatio-
nen fu¨hren. Die Beobachtungsreihenla¨ngen von 10 bis 200 liefern keine korrekten
Klassifikationen. Jedoch Datenreihen mit den La¨ngen zwischen 250 und 500 cha-
rakterisieren die Prozesse richtig. Gute bis hin zu fast exakten Scha¨tzern werden
durch Reihen der La¨nge 500 und mehr generiert.
Insgesamt zeigt sich, dass das aus der Theorie erwartete Ergebnis, zu kurze
Datenreihen ko¨nnen zu Fehlklassifikationen fu¨hren, hier besta¨tigt wird.
Kapitel 5
Surrogate
Um empirische Aussagen u¨ber den Lyapunov-Exponenten einer Datenreihe ma-
chen zu ko¨nnen, ist es notwendig, eine Stichprobe ausgehend von der gegebenen
Beobachtungs- bzw. Zeitreihe zu erzeugen. Wa¨re der funktionale Zusammenhang
des zu Grunde liegenden Systems bekannt, ko¨nnten durch einfaches Ausfu¨hren
der Prozessgleichung weitere Datenreihen generiert werden. Jedoch wird in dieser
Arbeit nur der Fall betrachtet, in dem kein Wissen u¨ber das Zusammenwirken der
einzelnen Beobachtungen bekannt ist. Somit muss ein Verfahren benutzt werden,
das eine Stichprobe ohne das Wissen u¨ber den funktionalen Zusammenhang er-
zeugt (vgl. Kapitel 5.1). Um das Verfahren experimentell zu unterstu¨tzen, werden
Untersuchungen mit den bereits verwendeten stochastischen Prozessen und den
stabilen und instabilen Formen der Modulo-1-Abbildung durchgefu¨hrt (vgl. Ka-
pitel 5.2).
5.1 Erzeugung von Surrogaten
Instabile von stabilen Prozessen zu trennen, ist eine nu¨tzliche Aufgabe zur Ein-
schra¨nkung der mo¨glichen Modellklassen in der Datenreihenanalyse. Wie in Ka-
pitel 4 gezeigt, ist es mo¨glich, nur an der gegebenen Datenreihe mit Hilfe des
Lyapunov-Exponenten den zu Grunde liegenden Prozess zu klassifizieren.
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Um jedoch empirische Eigenschaften des berechneten Lyapunov-Exponenten
bestimmen zu ko¨nnen und einen Test u¨ber die mo¨glichen Fehlklassifikationen
zu erzeugen, muss eine Stichprobe der Zeit- bzw. Beobachtungsreihe, hier als
Surrogate bezeichnet, erzeugt werden. Hierbei ist wieder die Nebenbedingung,
dass der funktionale Zusammenhang des Systems bzw. der wohldefinierte Prozess
nicht bekannt sind. Somit ist es notwendig, ein Verfahren zu verwenden, das unter
gemachten Annahmen eine Stichprobe der gegebenen Datenreihe erzeugt.
In der Literatur werden in Verbindung mit Hypothesen, die einem statisti-
schen Test zu Grunde liegen, Surrogatsa¨tze erzeugt. Wu¨rde z. B. die Aufgabe
sein zu testen, ob ein bestimmter Datensatz aus einem spezifizierten ARMA-
Prozess stamme oder nicht, so wu¨rden zur Erzeugung einer Stichprobe aus diesem
ARMA-Modell ku¨nstlich mehrere Zeitreihen generiert. Diese Zeitreihen ko¨nnen
dann als Surrogate verwendet werden und die gewu¨nschten empirischen Eigen-
schaften berechnet werden (Theiler, Galdrikian, Longtin, Eubank und Farmer,
1992). Schmitz und Schreiber (2000) versuchen, fu¨r nichtstationa¨re Prozesse Sur-
rogate so zu erzeugen, indem sie Originaldatenreihen geschickt splitten, fu¨r jeden
Teil einzeln Surrogate erzeugen, um sie anschließend wieder zusammen zu set-
zen. Fu¨r Daten aus linearen, korrelierten Gaußprozessen schlagen Prichard und
Theiler (1994) einen modifizierten Algorithmus vor, der nicht, wie u¨blich, auf die
Autokorrelationsfunktion, sondern ebenfalls auf die Kreuzkorrelation eingeht.
Als Ausgangssituation zur Erzeugung der Surrogate in dieser Arbeit dient das
erstmals von Theiler, Galdrikian, Longtin, Eubank und Farmer (1992) bzw. Thei-
ler, Eubank, Longtin, Galdrikian und Farmer (1992) vorgeschlagene amplitude
adjusted Fourier transform (AAFT)-Verfahren, das spa¨ter noch na¨her beschrie-
ben wird (vgl. Anhang B). Erweitert wurde dieser Algorithmus von Schreiber und
Schmitz (1996). Diese Version zur Erzeugung von Surrogaten ist im Programm-
paket TISEAN (Hegger, Kantz und Schreiber, 1999) implementiert.
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Um nun empirische Aussagen des zu berechnenden Lyapunov-Exponenten
machen zu ko¨nnen, sollen Surrogate geschaffen werden. Die erzeugten Surrogate
sollten ein bestmo¨gliches Abbild der Originaldatenreihe sein. Da jedoch der wah-
re funktionale Zusammenhang des Prozesses unbekannt ist, ko¨nnen nicht einfach
weitere Datenreihen aus dem zu Grunde liegenden System geschaffen werden.
Die Surrogate mu¨ssen aus der gegebenen Zeit- bzw. Beobachtungsreihe erzeugt
werden. Ohne weitere Annahmen ist das natu¨rlich nicht mo¨glich, so dass Krite-
rien festgesetzt werden mu¨ssen. Im Hinblick auf die Untersuchung bezu¨glich der
Klassifikation zwischen stabilen, pra¨dizierbaren und instabilen, schlecht pra¨dizier-
baren Prozessen ist es sinnvoll, die Kriterien an diesem Ziel zu orientieren. Da
in Kapitel 3.2 vorgeschlagen wird, eine als stabilen Prozess klassifizierte Zeitrei-
he z. B. zuerst einmal mit einem gewo¨hnlichen linearen stochastischen Ansatz zu
modellieren, ist eine Mo¨glichkeit, fu¨r die Erzeugung der Surrogate die Autokorre-
lationsfunktion als Kriterium heranzuziehen. Die Eigenschaft der Autokorrelation
wird bei durchgefu¨hrter Fouriertransformation auf Grund des Wiener-Khintchin-
Wold Theorems (vgl. Schlittgen und Streitberg (1994), S. 161) beibehalten. Fu¨r
die Erzeugung der Surrogate wird somit kein spezieller Prozess angenommen, je-
doch wird gefordert, dass die Surrogate und die Originaldatenreihe die gleiche
Autokorrelationsfunktion besitzen.
Der von Theiler, Eubank, Longtin, Galdrikian und Farmer (1992) vorgeschla-
gene AAFT-Algorithmus ko¨nnte fu¨r die Erzeugung der Surrogate genutzt wer-
den. Schreiber und Schmitz (1996) zeigten, dass asymptotisch gute Ergebnisse
mit diesem Verfahren erzielt werden. Jedoch fu¨r endliche Reihenla¨ngen haben die
Surrogate und die Originaldatenreihen zwar die gleiche Autokorrelationsfunkti-
on, aber mo¨glicherweise nicht die gleiche Verteilungsfunktion. Ein Grund hierfu¨r
liegt in der Phasenrandomisierung, die in der AAFT durchgefu¨hrt wird, so dass
nur im Mittel die gleiche Verteilung erzeugt wird. Ein anderer Grund ist in den
fu¨r das Verfahren notwendigen Transformationsfunktionen zu finden, die sowohl
eine beno¨tigte Funktion als auch ihre Inverse beschreiben sollten. Jedoch in der
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Praxis sind diese nicht immer ganz exakt, so dass dieses zu kleineren Fehlern
fu¨hren ko¨nnte (Schreiber und Schmitz, 1996).
Somit wird fu¨r die Surrogate gefordert, dass sie nicht nur die gleiche Autokor-
relationsfunktion wie die Originaldatenreihe aufweisen, sondern zusa¨tzlich auch
der gleichen Verteilung folgen. Hierzu bieten Schreiber und Schmitz (1996) eine
alternative Methode zur Erzeugung der Surrogate an, die in dieser Arbeit ihre
Anwendung findet.
Der Algorithmus basiert auf einem zweigeteilten Iterationsschema. In einem
ersten Schritt wird die Datenreihe so bearbeitet, dass die entstehenden Surroga-
te die gleiche Autokorrelationsfunktion aufweisen. In dem zweiten Schritt wird
die Anpassung der Verteilung der Surrogate an die der Originaldatenreihe vor-
genommen. Da jedoch durch den zweiten Schritt unglu¨cklicherweise die U¨ber-
einstimmung der Autokorrelationsfunktion aufgehoben sein ko¨nnte, werden die
beiden Schritte wiederholt, bis eine vorgegebene Genauigkeit erreicht ist. Somit
wird zwar auch fu¨r endliche Datenreihenla¨ngen keine exakte Konvergenz im stren-
gen Sinne erreicht, aber zumindest eine bestimmbare Genauigkeit (Schreiber und
Schmitz (1996), Schreiber und Schmitz (2000)). Im Folgenden werden zuerst die
beiden Schritte einzeln erkla¨rt, um dann das Zusammenfu¨gen in den Iterations-
stufen zu beschreiben.
Um das Kriterium der gleichen Autokorrelationsfunktion der Originaldaten-
reihe und der Surrogate zu erfu¨llen, werden zuerst die Werte der Originalda-
tenreihe so zuru¨ckskaliert, dass sie einem linearen stochastischen Prozess folgen.
Hierzu weisen Theiler, Galdrikian, Longtin, Eubank und Farmer (1992) darauf
hin, dass die Annahme getroffen werden muss, die beobachtbare Zeitreihe stam-
me mindestens aus einer nichtlinearen, monotonen Transformation eines linearen,
stochastischen Prozesses. Danach wird mit der zuru¨ckskalierten Reihe eine Fou-
riertransformation durchgefu¨hrt, wobei die Amplitude erhalten bleibt, jedoch die
Phase zufa¨llig variiert wird. So wird erreicht, dass die Surrogate die gleiche Auto-
korrelationsfunktion beibehalten, jedoch durch eine kleine Zufallsa¨nderung neue
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Datenreihen entstehen ko¨nnen. Diese so entstandenen Surrogate mu¨ssen dann
noch einmal zuru¨ckskaliert werden, damit sie auch Surrogate der Originaldaten-
reihe und nicht der in einem linearen stochastischen Prozess skalierten Reihe
werden (Theiler, Galdrikian, Longtin, Eubank und Farmer (1992), S. 183).
Genauer beschrieben bedeutet das Folgendes: Zuerst muss die gegebene Da-
tenreihe in einem Array abgespeichert und hierzu Ra¨nge vergeben werden. Der
na¨chste Schritt ist, einen linearen, stochastischen Prozess zu erzeugen, in dem je-
des Element unabha¨ngig durch einen normalverteilten Zufallsgenerator generiert
wird. Danach wird diese Reihe ebenfalls so sortiert, dass die Ra¨nge der beiden
Zeitreihen u¨bereinstimmen. Das ist genau dann gegeben, wenn der Wert des n-
ten kleinsten Elements aller Werte aus der Datenreihe zum Zeitpunkt t ist, so
muss dies auch fu¨r den Wert zum Zeitpunkt t der anderen Reihe gelten. So ist
gewa¨hrleistet, dass die in Reihenfolge gebrachte ku¨nstlich erzeugte Datenreihe der
gegebenen Originaldatenreihe
”
folgt“ und eine Amplitude eines linearen, stocha-
stischen Prozesses besitzt. Nun werden hieraus die Surrogate erzeugt, indem eine
Fouriertransformation so durchgefu¨hrt wird, dass die Datenreihe in einer kom-
plexwertigen Darstellung erscheint. Das bedeutet, sie kann in Amplitude und
Phase aufgesplittet werden. Danach wird die Phase randomisiert, indem zu je-
der komplexen Amplitude eiφ multipliziert wird, wobei φ jedes Mal unabha¨ngig
aus dem Intervall [0, 2pi] gezogen wird. Anschließend werden die Phasen sym-
metrisch gemacht, damit die nun folgende inverse Fouriertransformation wieder
real ist. Diese inverse Fouriertransformation bildet ein Surrogat. Damit diese nun
ein Surrogat der Originaldatenreihe wird, mu¨ssen wieder die Reihenfolgen der
Surrogate und der Originaldatenreihe u¨bereinstimmen. Das wird in dem letzten
Schritt durchgefu¨hrt (Theiler, Galdrikian, Longtin, Eubank und Farmer (1992),
S. 183 und Theiler, Eubank, Longtin, Galdrikian und Farmer (1992), S. 84-85).
Nachdem nun die Surrogate mit gleicher Autokorrelationsfunktion geschaffen
wurden, soll das Kriterium der gleichen Verteilung in einem zweiten großen Schritt
erfu¨llt werden. Hierzu wird das Surrogat in der Form in Ra¨nge sortiert, dass sie
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die Werte der Originalreihenfolge exakt annehmen (Schreiber und Schmitz (1996),
S. 636). Eine genaue Beschreibung des Algorithmus findet sich im Anhang B.
Dieser Schritt jedoch verschiebt das Spektrum wieder, so dass sowohl der erste
als auch der zweite Schritt so oft wiederholt werden, bis das am Ende entstehende
Spektrum eine vorgegebene Genauigkeit erreicht (Schreiber und Schmitz (2000),
Kapitel 4.3).
5.2 Experimentelle Ergebnisse
Um das Verfahren experimentell zu unterstu¨tzen, ist es sinnvoll, fu¨r Prozesse,
dessen zu Grunde liegender funktionaler Zusammenhang bekannt ist, Stichproben
zu den gegebenen Datenreihen zu erzeugen und sie dann daraufhin zu pru¨fen, ob
sie die Originaldatenreihe wirklich repra¨sentieren.
Als erste Versuche bieten sich die bereits in Kapitel 4.2.1 verwendeten sto-
chastischen Prozesse an. Sie erfu¨llen die Kriterien, die fu¨r die Erzeugung der
Surrogate festgelegt werden (vgl. Kapitel 5.2.1). In weiteren Simulationen sollen
wiederum die stabilen und instabilen Formen der Modulo-1-Abbildung Anwen-
dung finden, um auch hier das numerische Verfahren experimentell zu stu¨tzen.
5.2.1 Untersuchungen mit stochastischen Prozessen
Die aus der Statistik bekannten und in Kapitel 4.2.1 bereits fu¨r Simulationen
verwendeten linearen Pozesse sollen hier ebenfalls zur Anwendung kommen. Die
AR-, MA- und ARMA-Prozesse sind linear und besitzen als
”
Fehlerquelle“ jeweils
gewo¨hnliches Weißes Rauschen bzw. sind direkt dadurch gekennzeichnet. Fu¨r
solche Prozesse sollte das numerische Verfahren zur Erzeugung der Surrogaten
sehr gut funktionieren, da der funktionale Zusammenhang alle Voraussetzungen
erfu¨llt.
Um dieses auch in Simulationen experimentell zu unterstu¨tzen, werden je-
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weils aus einem AR(1), einem MA(1) und einem ARMA(1,1)-Prozess die Ori-
ginaldatenreihen erzeugt. Diese dienen dann als Grundlage zur Erzeugung der
Stichproben. Das im statistischen Programmpaket R (vgl. Ihaka und Gentleman
(1996)) implementierte Verfahren arima, das auf Grundlage von Gardner, Harvey
und Phillips (1980) eine Anpassung der Parameter an gegebene AR, MA, ARMA
oder ARIMA-Zeitreihen vornimmt, dient hierzu als Pru¨fgro¨ße.
Fu¨r jedes berechnete Surrogat wird mit Hilfe der R-Funktion eine Parame-
terscha¨tzung vorgenommen. Die gescha¨tzten Parameter werden dann mit denen
in der simulierten Zeitreihe verglichen. Stimmen diese - mit einer zugelassenen
numerischen Ungenauigkeit - u¨berein, so bedeutet es, dass die berechneten Sur-
rogate gute Repra¨sentanten der Originaldatenreihe darstellen.
Angefangen wird mit einem AR(1)-Prozess. Es werden, um mo¨gliche Ver-
gleichbarkeiten zu erhalten, wieder die Einstellungen aus Kapitel 4.2.1 verwen-
det. Somit werden 1024 Datenpunkte aus einem AR(1)-Prozess mit φ = 0.9
erzeugt. Als Startwert dient x0 = 0.699. Von dieser simulierten Ausgangsreihe
werden dann mit Hilfe des in Kapitel 5.1 beschriebenen numerischen Verfahrens
20 Surrogate erzeugt. Tabelle 5.1 zeigt die gescha¨tzten Parameter der berechne-
ten Surrogate, den zugeho¨rigen (in diesem Fall immer gleichen) Parameterwert
der simulierten Originaldatenreihe und die Einteilung in gut oder schlechte Re-
pra¨sentation der Ausgangsreihe. Hierbei sei als Kriterium eine Abweichung des
Parameters aus der Originalzeitreihe und aus dem Surrogat kleiner als 0.025.
Es zeigt sich, dass kein schlechter Repra¨sentant fu¨r die Originaldatenreihe
auftritt. Die durch das numerische Verfahren erzeugten Surrogate ko¨nnten also
gut fu¨r weitere empirische Untersuchungen verwendet werden. Jedoch ist auffa¨llig,
dass alle gescha¨tzten Parameter kleiner als 0.9 sind.
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Tabelle 5.1: Repra¨sentationsergebnisse der erzeugten Surrogate bzgl. der Origi-
nalzeitreihe eines AR(1)-Prozesses
Surrogat φ1 aus Original φˆ1 aus Surrogat Repra¨sentation
1 0.9 0.8805 gut
2 0.9 0.8808 gut
3 0.9 0.8816 gut
4 0.9 0.8824 gut
5 0.9 0.8812 gut
6 0.9 0.8802 gut
7 0.9 0.8834 gut
8 0.9 0.8801 gut
9 0.9 0.8808 gut
10 0.9 0.8810 gut
11 0.9 0.8805 gut
12 0.9 0.8817 gut
13 0.9 0.8808 gut
14 0.9 0.8878 gut
15 0.9 0.8808 gut
16 0.9 0.8811 gut
17 0.9 0.8818 gut
18 0.9 0.8805 gut
19 0.9 0.8807 gut
20 0.9 0.8808 gut
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Der na¨chste betrachtete Prozess aus der linearen Zeitreihenanalyse ist ein
MA(1)-Prozess. Auch wenn im Hinblick auf eine Modellierung mit Hilfe von li-
nearen Prozessen bei einer Klassifikation in einen stabilen Prozess es sicher nicht
sinnvoll wa¨re, einen MA-Prozess zu verwenden, so soll er dennoch auf das nu-
merische Verfahren zur Erzeugung der Surrogate untersucht werden. Die Eigen-
schaft, dass nur der vorangegangene Fehler, nicht aber der eigentliche Wert in dem
funktionalen Zusammenhang steckt, ko¨nnte bei den gescha¨tzten Parametern aus
den zu erzeugenden Surrogaten zu numerischen Ungenauigkeiten fu¨hren. Jedoch
bietet dieser Prozess eine Mo¨glichkeit, einen Eindruck u¨ber das Umgehen mit
”
Messfehlern“ im numerischen Verfahren zu gewinnen.
Aus einem MA(1)-Prozess mit θ1 = 0.1983 werden zuerst einmal 1024 Da-
tenpunkte erzeugt, die als Originaldatenreihe dienen. Der Startwert wird auf
x0 = 2.4 festgesetzt (vgl. Einstellungen in Kapitel 4.2.1). Wie bereits fu¨r den
AR(1)-Prozess werden nun 20 Surrogate erzeugt, die auf Repra¨sentationsfa¨hig-
keit u¨berpru¨ft werden.
In Tabelle 5.2 sind wiederum der Parameter des simulierten MA(1)-Prozesses,
die gescha¨tzten Parameter der einzelnen Surrogate und die Entscheidung, ob das
Surrogat als Stellvertreter der Originalreihe angesehen werden kann. Hierbei sei
das Kriterium |θOrig1 − θ
Surr
1 | < 0.025 festgelegt.
Wie in Tabelle 5.2 zu sehen ist, sind bis auf eins alle Surrogate gute Re-
pra¨sentanten der simulierten Originalzeitreihe. Die mit R gescha¨tzten Parameter
der Surrogate stimmen - bis auf numerische Ungenauigkeiten - sehr gut mit dem
Parameter des zu Grunde liegenden Prozesses u¨berein. Jedoch fa¨llt auch hier auf,
dass die gescha¨tzten Parameter alle kleiner als 0.1983 sind.
Als letzter aus der Statistik bekannter linearer Prozess soll ein ARMA(1,1)-
Prozess verwendet werden, der ebenfalls in Kapitel 4.2.1 Anwendung gefunden
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Tabelle 5.2: Repra¨sentationsergebnisse der erzeugten Surrogate bzgl. der Origi-
nalzeitreihe eines MA(1)-Prozesses
Surrogat θ1 aus Original θˆ1 aus Surrogat Repra¨sentation
1 0.1983 0.1902 gut
2 0.1983 0.1909 gut
3 0.1983 0.1910 gut
4 0.1983 0.1706 schlecht
5 0.1983 0.1900 gut
6 0.1983 0.1919 gut
7 0.1983 0.1916 gut
8 0.1983 0.1950 gut
9 0.1983 0.1913 gut
10 0.1983 0.1912 gut
11 0.1983 0.1920 gut
12 0.1983 0.1911 gut
13 0.1983 0.1910 gut
14 0.1983 0.1919 gut
15 0.1983 0.1909 gut
16 0.1983 0.1920 gut
17 0.1983 0.1911 gut
18 0.1983 0.1923 gut
19 0.1983 0.1912 gut
20 0.1983 0.1918 gut
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hat. Wa¨re eine Datenreihe mit Hilfe des Lyapunov-Exponenten als stabil klassi-
fiziert worden, so wa¨re ein einfacher Modellierungsversuch sicherlich der ARMA-
Ansatz. So ist es durchaus interessant zu wissen, wie gut es mo¨glich ist, eine aus
diesem zu Grunde liegenden Prozess generierten Datenreihe so zu guten Stich-
proben zu variieren, dass weiterfu¨hrende empirische Aussagen gemacht werden
ko¨nnen. Ein spezieller ARMA(1,1)-Prozess soll hierzu als Beispiel dienen.
Als Ausgangssituation wird aus einem ARMA(1,1)-Prozess mit φ1 = 0.9,
θ1 = 0.1983 und Startwert x0 = 2.4 wie in Kapitel 4.2.1 eine Zeitreihe generiert.
Die als Originaldatenreihe dienenden 1024 Datenpunkte werden mit Hilfe des
numerischen Verfahrens so vera¨ndert, dass 20 Surrogate entstehen.
Die Ergebnisse dieser Simulation werden wieder in tabellarischer Form (vgl. Ta-
belle 5.3) dargestellt. Die Spalten bestehen aus den Parametern der simulierten
Datenreihe, aus den gescha¨tzten Parametern der Surrogate und aus der Entschei-
dung u¨ber die Repra¨sentationsfa¨higkeit der Surrogate bzgl. der Originalzeitreihe.
Hierbei stellen die Surrogate genau dann einen guten Stellvertreter dar, wenn
|φOrig1 − φ
Surr
1 | < 0.025 und |θ
Orig
1 − θ
Surr
1 | < 0.025 ist.
Aus Tabelle 5.3 geht eindeutig hervor, dass die gescha¨tzten Parameter der Sur-
rogate in der Na¨he der Parameter der Originalzeitreihe liegen. Bei den gescha¨tz-
ten Parametern des AR-Anteils sind wieder alle kleiner als 0.9, wohingegen die
gescha¨tzten Parameter des MA-Teils um den wahren Parameter streuen. Eine
Mo¨glichkeit, warum sowohl bei den AR-Simulationen, als auch bei den MA-
Simulationen die Parameter immer unterscha¨tzt wurden, hier jedoch nicht, ko¨nnte
daran liegen, dass sowohl fu¨r den autoregressiven Teil, als auch fu¨r den Fehlerteil
ein eigener Prozess zu Grunde liegt, somit sich dieses auf die Surrogate auswirkt.
Dieses ist allerdings nicht an den Simulationen nachweisbar.
Zusammenfassend kann aber gesagt werden, dass sich die Surrogate als gute
Repra¨sentanten herausstellen, so dass auch - wie schon bei dem AR(1)- und dem
MA(1)-Prozess - weitere empirische Untersuchungen oder weiterfu¨hrende Tests
mo¨glich sind.
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Tabelle 5.3: Repra¨sentationsergebnisse der erzeugten Surrogate bzgl. der Origi-
nalzeitreihe eines ARMA(1,1)-Prozesses
Surrogat φ1 φˆ1 θ1 θˆ1 Repra¨sentation
1 0.9 0.8888 0.1983 0.1981 gut
2 0.9 0.8862 0.1983 0.1972 gut
3 0.9 0.8865 0.1983 0.1994 gut
4 0.9 0.8897 0.1983 0.1992 gut
5 0.9 0.8893 0.1983 0.1970 gut
6 0.9 0.8861 0.1983 0.1993 gut
7 0.9 0.8869 0.1983 0.2003 gut
8 0.9 0.8861 0.1983 0.1999 gut
9 0.9 0.8861 0.1983 0.1999 gut
10 0.9 0.8873 0.1983 0.2007 gut
11 0.9 0.8862 0.1983 0.2014 gut
12 0.9 0.8859 0.1983 0.1997 gut
13 0.9 0.8864 0.1983 0.1994 gut
14 0.9 0.8864 0.1983 0.1983 gut
15 0.9 0.8863 0.1983 0.1987 gut
16 0.9 0.8869 0.1983 0.1997 gut
17 0.9 0.8869 0.1983 0.2007 gut
18 0.9 0.8872 0.1983 0.1977 gut
19 0.9 0.8865 0.1983 0.1990 gut
20 0.9 0.8860 0.1983 0.1980 gut
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Zum Schluss der Untersuchungen stochastischer Prozesse sei wieder das Schwin-
gungsmodell, das bereits in Kapitel 4.2.1 Anwendung gefunden hat, verwendet.
Die frei wa¨hlbaren Einstellungen seien wieder auf α = 0.699 als Gewichtungspara-
meter und der Startwert auf x0 = 2.4 festgesetzt. Die 20 Surrogate werden wieder
mit Hilfe des numerischen Verfahrens erzeugt, indem die 1024 Datenpunkte als
Originaldatenreihe dienen.
Da fu¨r das Schwingungsmodell nicht die in R implementierte Funktion genutzt
werden kann, muss auf eine andere U¨berpru¨fung zuru¨ck gegriffen werden. Hierzu
eignet sich die Berechnung der Konfidenzbereiche, Mittelwerte etc. fu¨r jede Reihe.
Stimmen die Kenngro¨ßen u¨berein, so ko¨nnen die Surrogate als Stellvertreter der
Originaldatenreihe verwendet werden.
Konkret wurden das Minimum, das 1. Quartil, der Median, das 3. Quartil
und das Maximum einer jeden Reihe berechnet. Bis auf minimale numerische
Ungenauigkeiten stimmen die Kenngro¨ßen der Originalreihe und der einzelnen
Surrgate u¨berein, so dass auf eine tabellarische Auffu¨hrung der Ergebnisse ver-
zichtet wird. Die Surrogate ko¨nnen mit diesem Resultat als gute Repra¨sentanten
angesehen werden, so dass eine Grundlage fu¨r weitere empirische Untersuchungen
geschaffen ist.
5.2.2 Untersuchungen mit stabilen und instabilen
Prozessen
Da das Hauptziel der Arbeit ist, eine Klassifikation von gegebenen Datenrei-
hen in stabile und instabile Prozesse vorzunehmen, bietet sich fu¨r experimentelle
Untersuchungen die schon in Kapitel 4.2.2 vorgestellte Modulo-1-Abbildung an.
Durch die Wahl der Parameter ko¨nnen sowohl stabile als auch instabile Systeme
generiert werden.
Um nun zu pru¨fen, ob die Surrogate, die aus einer generierten Modulo-1-
Abbildung erzeugt wurden, gute Repra¨sentanten des zu Grunde liegenden Pro-
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zesses sind, kann leider auch hier nicht auf ein Verfahren wie bei den linearen
Prozessen in Kapitel 5.2.1 zuru¨ckgegriffen werden. So wird bei der U¨berpru¨fung
der Repra¨sentationsfa¨higkeit der Surrogate die Verteilung mit ihren Konfidenz-
bereichen, Mittelwerten, Medianen etc. fu¨r jede Reihe berechnet, wie es bei dem
sin-Prozess Anwendung fand. Stimmen diese Kenngro¨ßen u¨berein, so wird der
Schluss gezogen, dass die Surrogate als Stellvertreter der Originaldatenreihe ver-
wendet werden du¨rfen.
Die U¨berpru¨fung wird mit Hilfe der in Kapitel 4.2.2 beschriebenen stabilen
und instabilen Form der Modulo-1-Abbildung exemplarisch durchgefu¨hrt. Die Pa-
rametereinstellungen bleiben zu Kapitel 4.2.2 unvera¨ndert. Es werden somit aus
den Gleichungen (4.7) und (4.8) jeweils 1024 Datenpunkte als Originaldatenrei-
hen erzeugt. Anschließend werden sowohl fu¨r die stabilen Zeitreihen als auch fu¨r
die instabilen Beobachtungsreihen jeweils 20 Surrogate erzeugt und anhand der
verschiedenen Kenngro¨ßen verglichen.
Es stellt sich heraus, dass die Ergebnisse, bis auf numerische Instabilita¨ten
in der 5. Nachkommastelle, exakt u¨bereinstimmen, so dass auf eine tabellarische
Darstellung der Ergebnisse verzichtete wird.
Wie schon fu¨r den stabilen Prozess zeigen sich fu¨r den instabilen Prozess
ebenfalls deutliche U¨bereinstimmungen in den Kenngro¨ßen. Auch hier wird we-
gen der Exaktheit auf eine tabellarische Darstellung verzichtet. In beiden Fa¨llen
sind die Surrogate hinsichtlich ihrer Verteilung sehr gute Repra¨sentanten fu¨r ihre
Originaldatenreihe. Dieses Ergebnis verwundert jedoch nicht. Da das numerische
Verfahren so aufgebaut ist, dass die Autokorrelationsfunktion und die Verteilung
der Originaldatenreihen und der Surrogate gleich sein sollen, musste ein vergleich-
bares Ergebnis gefunden werden.
Kapitel 6
Test zur Unsicherheit der
Klassifikationsentscheidung
Wie Kapitel 5 zeigt, ist es mo¨glich, mit der Annahme von bestimmten funktiona-
len Eigenschaften Surrogate nur mit Hilfe einer gegebenen Datenreihe zu erzeu-
gen. Hier schließt sich jedoch die Frage an, ob auch ein Test konstruiert werden
kann, der auf Basis dieser Stichprobe Aussagen u¨ber die Wahrscheinlichkeit ge-
machter Fehlklassifikationen trifft. So ist es durchaus denkbar, dass z. B. durch
Zufallseinflu¨sse eine Entscheidung u¨ber stabile und instabile Prozesse getroffen
wurde, obwohl bei einer na¨chsten Datenreihe aus dem gleichen zu Grunde liegen-
den Prozess eine andere Entscheidung fallen wu¨rde. In dieser Arbeit ist es jedoch
nicht mo¨glich, auf das zu Grunde liegende System zuru¨ck zu greifen, so dass der
zu konstruierende Test diesen Sachverhalt beru¨cksichtigen muss. Wie sich zeigen
wird, sind in der Literatur schon mo¨gliche Testprozeduren bekannt, die aber eini-
ge Ma¨ngel aufweisen. Daher wird eine Alternative aufgestellt, die zum einen eine
Testentscheidung hinsichtlich des Lyapunov-Exponenten als Klassifikationskrite-
riums erfu¨llt, zum anderen jedoch auch die Grundlagen des statistischen Testens
beru¨cksichtigt (vgl. Kapitel 6.1). Die bereits in den Kapiteln 4.2 und 5.2 ver-
wendeten Prozesse sollen wiederum der experimentellen Unterstu¨tzung dienen
(vgl. Kapitel 6.2).
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6.1 Testverfahren
Um empirische Eigenschaften des berechneten Lyapunov-Exponenten bestimmen
und einen Test u¨ber die Unsicherheit der Klassifikationsentscheidung erzeugen zu
ko¨nnen, muss auf eine Stichprobe der gegebenen Datenreihe zuru¨ck gegriffen wer-
den, da der funktionale Zusammenhang der Daten u¨ber die Zeit nicht bekannt ist.
Damit die direkte Verbindung der Klassifikationsentscheidung zum Test gegeben
ist, ist es sinnvoll, den Lyapunov-Exponenten in die Teststatistik einzubauen.
Anfangen mo¨chte ich mit einer kurzen Literaturzusammenfassung (vgl. Ka-
pitel 6.1.1). Anschließend werde ich den Ausgangstest zu dem in dieser Arbeit
entwickelten Test na¨her beschreiben, um am Ende die neue Testprozedur vorzu-
stellen (vgl. Kapitel 6.1.2).
6.1.1 Darstellung bestehender Testprozeduren
In der Literatur sind einige Verfahren bekannt, die auf Grund von Hypothesen-
tests Klassifikationen von gegebenen Datenreihen mit Hilfe geeigneter Teststa-
tistiken und Testgro¨ßen vornehmen. An dieser Stelle werden exemplarisch ei-
nige Arbeiten vorgestellt. Park und Whang (1999) entwickelten auf Basis ei-
nes Nadaraya-Watson-Regressionsscha¨tzers einen formalen Test, mit Hilfe des
Lyapunov-Exponenten eine Testentscheidung zwischen einem Random Walk und
Chaos zu treffen. Ihre experimentellen Anwendungen basierten hierbei auf typi-
sche Makro- und Finanzdatenreihen. Sie beschreiben ein Verfahren, bei dem nur
alleine mit der gegebenen Datenreihe, also ohne Surrogate, gearbeitet wird.
Eine ebenfalls nicht auf der Basis von Surrogaten entstandene Untersuchung
zur Unterscheidung zwischen chaotisch deterministischer und stochastisch nicht-
linearer Modellierung ist erstmals von Casdagli (1991) eingefu¨hrt worden. Hierbei
handelt es sich nicht um einen formal exakten statistischen Test, sondern viel-
mehr um einen Algorithmusvorschlag, Datenreihen an stu¨ckweise lineare Reihen
anzupassen und zu entscheiden, ob Chaos oder stochastische Nichtlinearita¨t in
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den Daten vorliegt. Der Hauptgedanke ist dabei, dass Modelle, die nur richtige
Kurzzeitprognosen zeigen, eher dem deterministischen Chaos als den nichtlinea-
ren, stochastischen Systemen zuzuschreiben sind. Der Lyapunov-Exponent findet
hierbei keine Anwendung.
Fu¨r das Hypothesentesten auf Basis von Surrogaten kann die Arbeit von
Theiler, Galdrikian, Longtin, Eubank und Farmer (1992), die in Theiler, Eu-
bank, Longtin, Galdrikian und Farmer (1992) nochmals abgedruckt wurde, als
Ausgangssituation angesehen werden. Sie behandelt die Identifikation von Nichtli-
nearita¨ten in Datenreihen. In dem Paper werden verschiedene Teststatistiken vor-
geschlagen, wie z. B. die Korrelationsdimension, der Vorhersagefehler oder auch
der Lyapunov-Exponent. Zu den einzelnen Testprozeduren, die jedoch formal un-
benannt bleiben, werden je nach Teststatistik die verschiedenen Nullhypothesen
formuliert. Den Schwerpunkt legen die Autoren hauptsa¨chlich auf die Erzeugung
der Surrogate, die grundlegend fu¨r die sich anschließenden Tests sind. In Kapitel
5.1 wurde dieses Verfahren bereits vorgestellt.
Seitdem wurde an dem Verfahren zur Erzeugung der Stichprobe gearbei-
tet (vgl. ebenfalls Kapitel 5.1) und weitere Teststatistiken vorgeschlagen. Palusˇ
(1994) schla¨gt das informationstheoretische Funktional der Redundanz als Test-
statistik vor, um auf Nichtlinearita¨ten in den Daten zu testen. Er verbindet ein
sogenanntes qualitatives Testen mit einem quantitativen Testen. Hierbei beruht
das qualitative Testen auf einer Berechnung der informationstheoretischen Maße
an nur einer Datenreihe, wohingegen das quantitative Testen auf der Basis von
Surrogaten erfolgt.
Auch Schreiber und Schmitz (1996) versuchen, Nichtlinearita¨ten in den Daten-
reihen zu identifizieren, indem sie die von Theiler, Galdrikian, Longtin, Eubank
und Farmer (1992) vorgeschlagene Surrogatmethode weiter entwickeln (vgl. Ka-
pitel 5.1). Bei der Formulierung der Hypothesen und Teststatistiken wird an der
Ausgangsform, wie sie Theiler, Galdrikian, Longtin, Eubank und Farmer (1992)
vorschlugen, festgehalten.
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Jedoch fu¨hren Schmitz und Schreiber (1998) in einem nachfolgenden Paper
Untersuchungen durch bzgl. anderer Teststatistiken, die auf dem so genannten
Lomb-Periodogramm 1 beruhen. Es wird dabei versucht, ungleich gesampelte Da-
tenreihen auf Nichtlinearita¨ten zu u¨berpru¨fen.
Eine Unterscheidung zwischen nichtlinearen und nichtstationa¨ren Systemen
wurde von Schmitz und Schreiber (2000) ebenfalls auf Basis von Surrogaten ge-
troffen.
6.1.2 Herleitung der Testprozedur
Die in der Literatur beschriebenen Testverfahren eignen sich aus verschiedenen
Gru¨nden nicht zur direkten Anwendung auf das hier beschriebene Klassifikations-
problem, zwischen stabilen, gut pra¨dizierbaren und instabilen, nicht gut pra¨di-
zierbaren Zeit- und Beobachtungsreihen zu unterscheiden. Daher wird ein modi-
fiziertes Testverfahren vorgestellt, das diese Aufgabe lo¨st. In Anlehnung an die
Testmethoden, die auf der Basis von Surrogaten getroffen werden, wird eine Ver-
bindung zu einem Test aus der nichtparametrischen Statistik gezogen.
Zuerst wird eine Arbeit vorgestellt, die fu¨r den hier neu erzeugten Test als
Ausgangssituation dient, da er auf Basis von Surrogaten arbeitet. Dem anschlie-
ßen wird sich eine Darstellung u¨ber eine Verbesserung der Testsituation in der
Ausgangsarbeit. Im Laufe des Kapitels wird dann eine Testprozedur entwickelt,
die das oben beschriebene Klassifikationsproblem testet.
Theiler und Prichard (1996) schlagen u. a. eine Methode vor, auf der Basis
von Surrogaten die Datenreihen auf die Nullhypothese zu testen, ob sie aus einem
Gaußprozess stammen oder nicht. Hierbei nutzen sie das Mittel u¨ber das vierte
Moment als Teststatistik, verweisen jedoch direkt auch auf andere denkbare Test-
statistiken. Der Trick in dieser Testprozedur ist, auf Basis von Rangstatistiken
1Das Lomb-Periodogramm wird in der Astrophysik zur Scha¨tzung des Powerspektrums ver-
wendet.
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zu einer Entscheidung zu kommen.
Die Testprozedur in dem von Theiler und Prichard (1996) vorgeschlagenen
Verfahren beginnt mit der Erzeugung von Surrogaten und der Berechnung der
Teststatistik zu jedem Surrogat und zur Originalreihe. Anschließend werden die
berechneten Teststatistiken der Gro¨ße nach sortiert. Der Rang der Teststatistik,
die zur Originalreihe geho¨rt, entscheidet u¨ber Annahme oder Ablehnung der Null-
hypothese. Das folgende Schaubild gibt kurz das Schema der Testprozedur wider.
Testprozedur nach Theiler und Prichard (1996)
1. Berechne Teststatistik T fu¨r Originalreihe: T0,
2. Berechne NS Surrogate auf Basis der Originaldatenreihe,
3. Berechne Teststatistiken zu den Surrogaten T1, . . . , TNS ,
4. Bilde Ra¨nge u¨ber die Menge T0, T1, . . . , TNS mit kleinstem Rang 1 (ri = 1)
und gro¨ßtem Rang (NS + 1), d. h. rj = NS + 1 mit i, j ∈ 0, 1, . . . , NS,
5. U¨berpru¨fe Rang r0 der Originalreihe,
6. Lehne H0 ab, wenn r0 gro¨ßer als (NS + 1)− (NS + 1) ·
α
2
oder kleiner als
(NS + 1) ·
α
2
in der geordneten Liste ist.
Wie der Ablehnbereich berechnet wurde, wird in dem Artikel nicht erla¨utert.
In dem Fall von NS = 19 Surrogaten und einem Signifikanzniveau von α = 0.05
wird die Hypothese H0 immer dann verworfen, wenn die Originaldatenreihe eine
Teststatistik T0 hat, die entweder kleiner oder gro¨ßer ist als alle Teststatistiken
der Surrogate. Die Hypothese auf diese Weise zu verwerfen, scheint natu¨rlich
willku¨rlich, so dass hinsichtlich einer Testprozedur, die auf das hier verwende-
te Klassifikationsproblem zugeschnitten sein soll, dieses noch u¨berpru¨ft werden
muss.
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Da die Testentscheidung auf Basis von Rangstatistiken getroffen wird, ist es
sinnvoll, die Berechnung von Toleranzgrenzen vorzunehmen. Denn egal welche
Nullhypothese durch die Teststatistik u¨berpru¨ft wird, bei einer Testprozedur mit
U¨berpru¨fung des Rangs der Originaldatenreihe zu den Ra¨ngen der Surrogate
wird immer die Frage verfolgt, ob die Originaldatenreihe einen Ausreißer bzgl. der
Surrogate darstellt. Die Frage anders herum formuliert bedeutet, ob die Surrogate
gute Stellvertreter fu¨r die Originaldatenreihe sind hinsichtlich der Pru¨fgro¨ße, die
in die Teststatistik eingeht.
Zu suchen ist also der Bereich [TG1, TG2], in dem sich die Zufallsvariable
T0 befinden sollte, die auf Grund der Originaldatenreihe berechnet wurde. TG1
und TG2 sind ebenfalls Zufallsvariablen und werden Toleranzgrenzen genannt.
Gesucht ist also die Wahrscheinlichkeit dafu¨r, dass zwischen TG1 und TG2 der
Anteil der Grundgesamtheitsverteilung gro¨ßer oder gleich einem vorgegebenen β
ist, 1− α betra¨gt, d. h.:
Q(P (TG1 < T0 < TG2) ≥ β) = 1− α. (6.1)
Hierbei sei Q das zu der Zufallsvariablen P (TG1 < T0 < TG2) geho¨rende
Wahrscheinlichkeitsmaß. Gesucht sind also die Statistiken TG1 und TG2, die die
Gleichung (6.1) erfu¨llen. Nun wird das Problem so transformiert (vgl. Bu¨ning
und Trenkler (1978), S. 80-81), dass zu gegebenen β und 1− α die Rangzahlen k
und l mit k < l so bestimmt werden, dass
Q(Y(l) − Y(k) ≥ β) = 1− α (6.2)
ist. Nach Umformungen und weiteren Transformationen (vgl. Bu¨ning und Trenk-
ler (1978), S. 80-81) zeigt sich, dass
Q(Y(l) − Y(k) ≥ β) = F (l − k − 1) (6.3)
betra¨gt, wobei F die Verteilungsfunktion einer binomialverteilten Zufallsvariablen
mit Parametern n und β ist. Es muss nun nur noch
F (l − k − 1) = 1− α (6.4)
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bzgl. l und k gelo¨st werden (vgl. geeignetes Tabellenwerk wie z. B. in Bu¨ning und
Trenkler (1978), S. 342).
Mit Hilfe dieser Herleitung kann nun die Testprozedur von Theiler und Pri-
chard (1996) auf eine statistische Grundlage gestellt werden.
Nehmen wir die Einstellungen zu den gemachten Experimenten aus dem Ar-
tikel von Schreiber und Schmitz (2000), d. h. NS = 19 und α = 0.05, an, so wu¨rde
die berechnete Ablehngrenze zu einer Power des Tests von 0.2 fu¨hren. Dass die-
ses nicht akzeptiert werden kann, liegt auf der Hand. Schon um mindestens eine
Power von 0.5 zu erreichen, mu¨ßte H0 abgelehnt werden, wenn TG1 = T(3) und
TG2 = T(17) bzw. TG1 = T(3) und TG1 = T(16) oder TG1 = T(2) und TG1 = T(17).
Natu¨rlich ist auch eine Power von 0.5 nicht das Ziel eines guten Tests, da es
gleichbedeutend mit gutem Raten oder einer zufa¨lligen Entscheidung wa¨re. Vor-
geschlagen wird daher, die Power des Tests auf 0.8 anzuheben. Durch Erho¨hung
der Stichprobe oder durch Verkleinerung des Toleranzbereichs ist dieses in je-
dem Fall zu erreichen. Fu¨r das in dem Artikel von Schreiber und Schmitz (2000)
verwendete Beispiel von NS = 19 und α = 0.05 wu¨rde ein Toleranzbereich von
[T(7), T(14)] bzw. [T(7), T(15)] oder [T(6), T(14)] eine Power von 0.8 erreichen.
Angewendet auf das Klassifikationsproblem, einen stabilen von einem insta-
bilen Prozess mit Hilfe des Lyapunov-Exponenten, in der Teststatistik kurz mit
LE abgeku¨rzt, unterscheiden zu ko¨nnen, ko¨nnte folgende Prozedur vorgeschlagen
werden: Das Testverfahren ist ein zweigeteilter Test. Zuerst wird auf gute Stell-
vertreter getestet und anschließend die Klassifikationsentscheidung u¨berpru¨ft. Als
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erstes la¨ge ein Entscheidungsproblem der folgenden Art vor:
H01 : LE0 = LEs ∀s ∈ 1, . . . , NS
vs.
H11 : LE0 6= LEs fu¨r mindestens ein s ∈ 1, . . . , NS.
Die Hypothese, die auch als H0 : λ0 = λs geschrieben werden ko¨nnte, wu¨rde
bedeuten, dass alle erzeugten Surrogate gute Stellvertreter der Originalreihe hin-
sichtlich ihres Lyapunov-Exponenten darstellen. Im na¨chsten Schaubild ist die
dazu geho¨rige Testprozedur abgebildet.
Testprozedur 1 (auf gute Stellvertreter):
1. Berechne Teststatistik LE fu¨r Originalreihe: λ0,
2. Berechne NS Surrogate auf Basis der Originaldatenreihe,
3. Berechne Teststatistiken zu den Surrogaten λ1, . . . , λNS ,
4. Bilde Ra¨nge u¨ber die Menge λ0, λ1, . . . , λNS mit kleinstem Rang 1 (ri = 1)
und gro¨ßtem Rang (NS + 1), d. h. rj = NS + 1 mit i, j ∈ 0, 1, . . . , NS,
5. U¨berpru¨fe Rang r0 der Originalreihe,
6. Lehne H01 ab, wenn r0 nicht im Toleranzbereich liegt (hierbei wird der
Toleranzbereich durch das oben beschriebene Verfahren berechnet (wobei das
Signifikanzniveau mit α1 bezeichnet sei)).
Um nun nicht nur auf gute Stellvertreter zu testen, sondern ebenfalls die Klas-
sifikationsentscheidung zu treffen, wird eine zweite Testprozedur durchgefu¨hrt.
Diese beru¨cksichtigt die Wahrscheinlichkeit p fu¨r eine Fehlklassifikation bzw. be-
schreibt die Unsicherheit der Klassifikationsentscheidung:
H02 : p ≤ 0.05 vs. H12 : p > 0.05.
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Hinter diesem Testproblem steckt also die einfache Frage, ob wirklich ho¨chs-
tens 5% der Surrogate falsch klassifiziert haben. Als Testprozedur wird das Vor-
zeichen der berechneten Lyapunov-Exponenten der Surrogate in einer Tabelle
abgetragen und ein Binomialtest (Bu¨ning und Trenkler, 1978) darauf angewen-
det. Die dazugeho¨rige Teststatistik ist die Anzahl B der Beobachtungen, die zu
Klasse 1 geho¨ren. Sie ist binomialverteilt mit den Parametern n und p. H02 wird
abgelehnt, wenn die Teststatistik gro¨ßer ist als das (1− α)-Fraktil der Binomial-
verteilung mit den Parametern n und p. Fu¨r das Klassifikationsproblem sa¨he die
zweite Testprozedur so aus, wie sie im nachfolgenden Schaubild dargestellt ist.
Testprozedur 2 (auf Klassifikation):
1. Schreibe Vorzeichen der berechneten Lyapunov-Exponenten aus der Test-
prozedur 1 in eine Tabelle,
2. Berechne Anzahl, die zur Klasse 1 geho¨rt (z. B. alle negativen Vorzeichen),
3. Lehne H02 ab, wenn P (B ≥ t1−α2) = α2 mit dem Signifikanzniveau α2.
Die allgemeine Hypothese, dass die Originalreihe hinsichtlich der Surrogate
und des Lyapunov-Exponenten richtig klassifiziert ist, wird genau dann abgelehnt,
wenn entweder Testprozedur 1 oder Testprozedur 2 zur Ablehnung fu¨hrten. Die-
ses ist ein multipler Test, so dass das Signifikanzniveau beachtet werden muss.
Unter der Annahme, dass α1 = α2 = α sein soll, folgt, dass das allgemeine Signi-
fikanzniveau bei c = Min[1, α · n
k
] = Min[1, α · 2
1
] liegt. Hierzu sei auf Ru¨ger (1978)
verwiesen, der als Erster das maximale Signifikanzniveau berechnete zu der Art
”
Lehne H0 ab, wenn k von n gegebenen Tests zur Ablehnung fu¨hren.“ Anschlie-
ßend kam Morgenstern (1980) zu dem gleichen Ergebnis durch Verwendung der
Markov’schen Ungleichung.
Bei diesem Test fa¨llt jedoch auf, dass fu¨r das hier gestellte Klassifikationspro-
blem zu viel gefordert ist: Das Verfahren zur Erzeugung der Surrogate nimmt die
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gleiche Autokorrelationsfunktion und die gleiche Verteilung an, fordert jedoch in
keinem Fall, dass die erzeugten Surrogate hinsichtlich des Lyapunov-Exponenten
”
gleichma¨ßig“ um die Originaldatenreihe streut. So scheitert der Test zur Klas-
sifikationsentscheidung u¨ber stabile und instabile Prozesse bereits an der ersten
Hypothesenu¨berpru¨fung, wenn nicht die Zusatzannahme bei der Erstellung der
Surrogate gemacht wird, dass diese bzgl. des Lyapunov-Exponenten um die Ori-
ginaldatenreihe streuen sollen.
Auf Grund dieser Erkenntnisse wird ein neuer Test vorgeschlagen, der zum
einen auf das hier gestellte Klassifikationsproblem der Entscheidung u¨ber stabile
und instabile Systeme mit Hilfe des Lyapunov-Exponenten eingeht, zum ande-
ren jedoch auch keine weiteren Annahmen bei der Generierung der Surrogate
beno¨tigt.
Dieser Test beruht auf einer Teststatistik, die die Vorzeichen der berechneten
Lyapunov-Exponenten beru¨cksichtigt und an einen nichtparametrischen Binomi-
altest angelehnt ist.
Gegeben sei nun die Hypothese:
H0 : p ≤ vorgegebene Wahrscheinlichkeit fu¨r Fehlklassifikationen
vs. H1 : p > vorgegebene Wahrscheinlichkeit fu¨r Fehlklassifikationen
(6.5)
Dieses ist gleichbedeutend, dass ho¨chstens eine vorgegebene Prozentzahl der
Surrogate die falsche Klassifikationsentscheidung getroffen hat. Hierbei ist auch
jede wu¨nschenswerte Prozentzahl einsetzbar, vorzugsweise bietet sich eine 5%-
ige Fehlerrate an. Nun werden, statt einfach das Vorzeichen der berechneten
Lyapunov-Exponenten zu betrachten und die Anzahl der zu einer Klasse Geho¨ren-
den zu messen, wie es bei dem vorangegangenen Test der Fall war, die Lyapunov-
Exponenten der Originaldatenreihe und jeweils eines Surrogats miteinander mul-
tipliziert. Als Teststatistik dient dann die Anzahl aller λ0 ·λi, mit i = 1, . . . NS, die
Testverfahren 95
gro¨ßer als null sind. So bedeutet eine gleiche Klassifikation der Originaldatenreihe
und des Surrogats, dass die Gro¨ße λ0 · λi, mit i = 1, . . . NS, immer positiv ist.
Unterscheiden sich hingegen die beiden Lyapunov-Exponenten, so wird λ0 ·λi < 0
sein. Das Vorzeichen wird negativ. Die Teststatistik ist binomialverteilt mit dem
Parameter p =Wahrscheinlichkeit der Fehlentscheidungen (bei einer 5% Fehlklas-
sifikationsrate, z. B. p = 0.05) und n = NS (Anzahl der Surrogate). Auch dieser
Test ist wieder im folgenden Schaubild dargestellt.
Testprozedur zur Unsicherheit der Klassifikationsentscheidung:
1. Berechne Lyapunov-Exponent fu¨r Originaldatenreihe: λ0,
2. Berechne NS Surrogate auf Basis der Originaldatenreihe,
3. Berechne Lyapunov-Exponenten der Surrogate λ1, . . . , λNS
4. Bestimme λ0 · λi mit i = 1, . . . , NS fu¨r jedes Surrogat,
5. Berechne LE = #[(λ0 · λi) < 0],
6. Lehne H0 ab, wenn P (LE ≥ bin1−α) = α mit einem Signifikanzniveau
α, wobei LE binomialverteilt ist mit n = NS und p =
Fehlerrate (in %)
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(z. B. p = 0.05).
Zur Lo¨sung der Probleme, dass das Signifikanzniveau bei einer diskreten Test-
statistik nicht ganz ausgescho¨pft wird, dem Auftreten von Bindungen sowie der
Beschreibung, was bei großen Stichproben zu tun ist, sei auf Bu¨ning und Trenkler
(1978) verwiesen.
Sei nun konkret eine Fehlklassifikationsrate von 5% zugelassen, das Signifi-
kanzniveau auf α = 0.1 festgelegt und werden NS = 20 Surrogate erzeugt, so
wird die Hypothese abgelehnt, wenn LE ≥ 3 ist. Das bedeutet, dass maximal 2
unterschiedliche Klassifikationen auftreten du¨rfen.
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Mit Hilfe dieses Tests ist es also mo¨glich, mit einem vorgegebenen Signifikanz-
niveau eine Aussage daru¨ber zu machen, ob einer Klassifikationsentscheidung zu
einer originalen Datenreihe zu trauen ist oder nicht.
6.2 Experimentelle Ergebnisse
Um eine getroffene Klassifikationsentscheidung statistisch abzusichern, wurde in
Kapitel 6.1.2 ein Test entwickelt, der Aussagen u¨ber eine mo¨gliche Fehlentschei-
dung macht. In diesem Kapitel soll nun der Test mit den bereits aus den Kapiteln
4.2 und 5.2 bekannten Prozessen experimentell unterstu¨tzt werden. Hierzu werden
mit Hilfe der Surrogate jeweils Tests durchgefu¨hrt und mit einem vorgegebenen
Signifikanzniveau u¨berpru¨ft, ob die Hypothese, dass wirklich ho¨chstens eine 5%
Fehlerrate aufgetreten ist, angenommen oder abgelehnt werden muss.
Neben dem Test werden zusa¨tzlich Dichtefunktionen, die u¨ber die Lyapunov-
Exponenten zu der Originaldatenreihe und zu den Surrogaten berechnet werden,
erstellt. Hierzu wird die bereits im Programmpaket R implementierte Funktion
density verwendet, die auf einer Kerndichtescha¨tzung beruht (Ihaka und Gentle-
man, 1996), (Silverman, 1986).
Die Dichtefunktionen sollen die Verteilung graphisch verdeutlichen, so dass
auch ein Eindruck u¨ber das Streuen der Surrogate um den originalen Lyapunov-
Exponenten vermittelt werden kann. Zudem ergibt sich zusa¨tzlich eine Mo¨glich-
keit, die Testentscheidung anschaulich nachzuvollziehen.
6.2.1 Untersuchungen mit stochastischen Prozessen
Die aus den Kapiteln 4.2.1 und 5.2.1 bekannten stochastischen Prozessen sol-
len den aus Kapitel 6.1.2 entwickelten Test experimentell unterstu¨tzen. Fu¨r den
AR(1)-, den MA(1)- und den ARMA(1,1)-Prozess werden die Lyapunov-Exponenten
der Originalzeitreihen und der erstellten Surrogate berechnet. Mit Hilfe der neu
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entwickelten Teststatistik wird dann entschieden, ob der Klassifikationsentschei-
dung bzgl. der Originalzeitreihe zu einem vorgegebenen Signifikanzniveau von
α = 0.01 und bei einer Fehlerrate von ho¨chstens 5% zu trauen ist.
Sei nun konkret das Testproblem der folgenden Art gegeben:
H02 : p ≤ 0.05 vs. H12 : p > 0.05. (6.6)
Dieses ist gleichbedeutend, dass ho¨chstens 5% der Surrogate anders entschei-
den als bei der Originaldatenreihe.
Zuerst werden nun fu¨r den AR(1)-Prozess aus Gleichung (4.1), fu¨r den MA(1)-
Prozess aus Gleichung (4.2) und fu¨r den ARMA(1,1)-Prozess aus Gleichung (4.3)
Originalzeitreihen generiert. Hierbei bleiben die weiteren Einstellungen wie in
den Kapiteln 4.2.1 und 5.2.1 unvera¨ndert. Fu¨r diese Zeitreihen werden die ori-
ginalen Lyapunov-Exponenten mit Hilfe des in Kapitel 4 dargestellten Verfah-
rens berechnet. Anschließend werden mit Hilfe des Verfahrens aus Kapitel 5 je-
weils NS = 20 Surrogate zu den einzelnen Prozessen erstellt und die zugeho¨rigen
Lyapunov-Exponenten ebenfalls berechnet. Hieraus ergeben sich dann die Werte
der Teststatistiken, die u¨ber die Annahme oder u¨ber das Ablehnen der Hypothese
entscheiden.
Da die Pru¨fgro¨ße binomialverteilt ist mit den Parametern n = NS = 20 und
p = 0.05 ergibt sich (vgl. Bu¨ning und Trenkler (1978), S. 352, 353):
P (LE ≥ 2) = 0.2642 d. h. 1− P (LE ≤ 1) = 1− 0.7358 = 0.2642, (6.7)
P (LE ≥ 3) = 0.0755 d. h. 1− P (LE ≤ 2) = 1− 0.9245 = 0.0755. (6.8)
Somit wird die Nullhypothese abgelehnt, sobald mehr als zwei Surrogate an-
ders entschieden haben als die Originaldatenreihe.
Fu¨r den AR(1)-Prozess zeigt Tabelle 6.1 die berechneten Lyapunov-Exponen-
ten der Originaldatenreihe und der Surrogate und die Werte der Multiplikation
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Tabelle 6.1: Bestimmung der Werte der Teststatistik fu¨r den AR(1)-Prozess
Surrogat λ0 λi λ0 · λi
1 -0.0684 -0.0170 > 0
2 -0.0684 -0.0420 > 0
3 -0.0684 -0.0626 > 0
4 -0.0684 -0.0315 > 0
5 -0.0684 -0.0343 > 0
6 -0.0684 -0.0030 > 0
7 -0.0684 -0.0530 > 0
8 -0.0684 -0.0060 > 0
9 -0.0684 -0.0816 > 0
10 -0.0684 -0.0364 > 0
11 -0.0684 -0.0290 > 0
12 -0.0684 -0.0176 > 0
13 -0.0684 -0.0814 > 0
14 -0.0684 -0.0033 > 0
15 -0.0684 0.0109 < 0
16 -0.0684 -0.0317 > 0
17 -0.0684 -0.0742 > 0
18 -0.0684 -0.0297 > 0
19 -0.0684 0.0088 < 0
20 -0.0684 -0.0287 > 0
der verschiedenen Exponenten, die die Grundlage der Teststatistik bilden.
Da zwei Surrogate einen negativen Wert aufweisen, somit die Pru¨fgro¨ße
LE = 2 betra¨gt, wird H0 auf dem Testniveau α = 0.1 nicht abgelehnt. Der gene-
rierte Prozess ist also als stabil anzusehen. Dieses stimmt mit der Ausgangssitua-
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tion u¨berein, so dass der Test in diesem Fall eine gute, statistische Unterstu¨tzung
darstellt. Es bleibt aber noch festzuhalten, dass bei der U¨berpru¨fung der Surro-
gate (vgl. Tabelle 5.1) keine Auffa¨lligkeiten festzustellen waren, die einen Hinweis
auf eine Fehlklassifikation gaben.
Eine graphische Unterstu¨tzung, die mit Hilfe der empirischen Dichtefunktion
u¨ber die berechneten Lyapunov-Exponenten erstellt wurde, ist in Abbildung 6.1
wiedergegeben.
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Abbildung 6.1: Gescha¨tzte Dichtefunktion der Lyapunov-Exponenten zu dem AR-
Prozess
In Abbildung 6.1 liegt viel Wahrscheinlichkeitsmasse im Bereich unter der
kritischen Klassifikationsgrenze von null. Die Lyapunov-Exponenten streuen um
den Lyapunov-Exponenten der Originalzeitreihe, auch wenn dieser nicht mit dem
Median zusammenfa¨llt.
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Tabelle 6.2: Bestimmung der Werte der Teststatistik fu¨r den MA(1)-Prozess
Surrogat λ0 λi λ0 · λi
1 -0.047 -0.067 > 0
2 -0.047 -0.048 > 0
3 -0.047 0.010 < 0
4 -0.047 0.053 < 0
5 -0.047 -0.022 > 0
6 -0.047 -0.013 > 0
7 -0.047 -0.011 > 0
8 -0.047 0.012 < 0
9 -0.047 0.050 < 0
10 -0.047 0.081 < 0
11 -0.047 0.018 < 0
12 -0.047 -0.049 > 0
13 -0.047 0.003 < 0
14 -0.047 -0.042 > 0
15 -0.047 0.028 < 0
16 -0.047 0.016 < 0
17 -0.047 -0.009 > 0
18 -0.047 0.037 < 0
19 -0.047 0.072 < 0
20 -0.047 0.026 < 0
Die Ergebnisse bzgl. des Tests fu¨r den MA(1)-Prozess sind in Tabelle 6.2
zusammengestellt.
Es zeigt sich deutlich (vgl. Tabelle 6.2), dass die Hypothese zu einem Signi-
fikanzniveau von α = 0.1 abgelehnt wird, da die Teststatistik deutlich gro¨ßer als
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zwei ist (LE = 12). Es ist also nicht ratsam, der Klassifikationsentscheidung,
die auf Basis des Lyapunov-Exponenten der Originalzeitreihe getroffen wurde, zu
diesem Testniveau zu trauen. Dieses stimmt mit der Theorie nicht u¨berein, da der
wahre Lyapunov-Exponent kleiner als null sein sollte. So ist zu vermuten, dass
das numerische Verfahren an dieser Stelle versagt. Eine Erkla¨rung wa¨re, dass
die Varianz des in dem MA(1)-Prozess einhergehenden Weißen Rauschens mit
σ2 = 1 zu groß gewa¨hlt ist, so dass ein stabiles Verhalten u¨berdeckt wird (vgl.
hierzu auch Anhang A.4). Um dieses zu u¨berpru¨fen, wurden nochmals Simulatio-
nen mit einer kleinen Varianz (σ2 = 1/16) mit anschließender Testentscheidung
durchgefu¨hrt. Es zeigte sich, dass nur zwei Fehlklassifikationen auftraten, so dass
der Prozess als stabil anzusehen ist. An dieser Stelle wird also zum ersten Mal
richtig sichtbar, dass das Verha¨ltnis vom Rauschen zum eigentlichen Signal bei
der numerischen Berechnung eine große Rolle spielt. U¨berlagert das Rauschen
mit großer Variabilita¨t das Signal, kommt es vermehrt zu Fehlklassifikationen.
Wie schon bei dem AR-Prozess waren bei der U¨berpru¨fung der Surrogate zum
MA-Prozess in Tabelle 5.2 keine Auffa¨lligkeiten zu finden, die eine Fehlklassifika-
tion, wie sie in Tabelle 6.2 sichtbar wird, vermuten lassen.
Verdeutlicht wird das Ergebnis durch die Betrachtung der empirischen Dich-
tefunktion u¨ber die Lyapunov-Exponenten.
Hier zeigt sich viel Wahrscheinlichkeitsmasse auch u¨ber den kritischen Klas-
sifikationswert hinaus. Zudem zeigt sich in Abbildung 6.2, dass der Original-
Lyapunov-Exponent am Rande der Verteilung liegt, so dass vermutet werden
kann, dass die Surrogate hinsichtlich der Verteilung des Lyapunov-Exponenten
in diesem Falle keine guten Stellvertreter abgeben.
Der letzte Test im Bereich der linearen Prozesse wird fu¨r den ARMA(1,1)-
Prozess durchgefu¨hrt. Die Ergebnisse finden sich in Tabelle 6.3.
Da aus Tabelle 6.3 hervorgeht, dass die Pru¨fgro¨ße LE = 2 betra¨gt, somit
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Tabelle 6.3: Bestimmung der Werte der Teststatistik fu¨r den ARMA(1,1)-Prozess
Surrogat λ0 λi λ0 · λi
1 -0.033 -0.047 > 0
2 -0.033 -0.004 > 0
3 -0.033 -0.014 > 0
4 -0.033 -0.037 > 0
5 -0.033 -0.016 > 0
6 -0.033 0.005 < 0
7 -0.033 -0.035 > 0
8 -0.033 -0.066 > 0
9 -0.033 -0.010 > 0
10 -0.033 -0.038 > 0
11 -0.033 -0.012 > 0
12 -0.033 -0.030 > 0
13 -0.033 -0.083 > 0
14 -0.033 0.052 < 0
15 -0.033 -0.014 > 0
16 -0.033 -0.048 > 0
17 -0.033 -0.068 > 0
18 -0.033 -0.062 > 0
19 -0.033 -0.013 > 0
20 -0.033 -0.066 > 0
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Abbildung 6.2: Gescha¨tzte Dichtefunktion der Lyapunov-Exponenten zu dem
MA-Prozess
also kleiner als drei ist, wird H0 nicht abgelehnt. Die Klassifikationsentscheidung
wird zu diesem Signifikanzniveau als richtig angesehen. Auch hier waren in den
Simulationen zu den Surrogaten (vgl. Tabelle 5.3) keine Auffa¨lligkeiten, die eine
Fehlklassifikation anku¨ndigen, zu vermerken.
Die grafische Darstellung der empirischen Verteilungsfunktion belegt dieses
Testergebnis (vgl. Abbildung 6.3), da viel Wahrscheinlichkeitsmasse unterhalb
der Null liegt, so dass wenig auf mo¨gliche Fehlklassifikationen durch die Surroga-
te hinweist. Auch liegt der Lyapunov-Exponent, der zur Originalzeitreihe geho¨rt,
in der Na¨he des Medians, so dass vieles darauf hinweist, dass die Surrogate hin-
sichtlich des Lyapunov-Exponeten gute Stellvertreter der Originalreihe darstellen.
Zum Schluss der Untersuchungen stochastischer Prozesse sei wieder das Schwin-
gungsmodell, das bereits in Kapitel 4.2.1 Anwendung gefunden hat, verwendet.
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Abbildung 6.3: Gescha¨tzte Dichtefunktion der Lyapunov-Exponenten zu dem
ARMA-Prozess
Da fu¨r den MA-Prozess keine Testentscheidung getroffen werden konnte, dass we-
niger als 5% Fehlklassifikationen auftreten, ko¨nnte der Eindruck entstehen, dass
die Berechnungen nur Prozesse mit einem autoregressiven Anteil richtig klassifi-
zieren. So ist es interessant zu wissen, ob Fehlklassifikationen bei dem sin-Prozess
auftreten (Tabelle 6.4).
Da kein Surrogat einen negativen Wert aufweist, somit die Pru¨fgro¨ße LE = 0
betra¨gt, wird die Hypothese auf dem Testniveau α = 0.1 nicht abgelehnt. Der
erzeugte Prozess ist als stabil anzusehen.
Eine graphische Unterstu¨tzung, die mit Hilfe der Kerndichtescha¨tzung u¨ber
die berechneten Lyapunov-Exponenten erstellt wurde, ist in Abbildung 6.4 wie-
dergegeben.
Es zeigt sich, dass der Lyapunov-Exponent in der Na¨he des Mittelwertes liegt
und die gesamte Wahrscheinlichkeitsmasse unter der kritischen Klassifikations-
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Tabelle 6.4: Bestimmung der Werte der Teststatistik fu¨r den sin-Prozess
Surrogat λ0 λi λ0 · λi
1 -0.057 -0.05993 > 0
2 -0.057 -0.05591 > 0
3 -0.057 -0.05374 > 0
4 -0.057 -0.06148 > 0
5 -0.057 -0.05899 > 0
6 -0.057 -0.06447 > 0
7 -0.057 -0.05431 > 0
8 -0.057 -0.05335 > 0
9 -0.057 -0.06643 > 0
10 -0.057 -0.05596 > 0
11 -0.057 -0.05354 > 0
12 -0.057 -0.06866 > 0
13 -0.057 -0.04917 > 0
14 -0.057 -0.05195 > 0
15 -0.057 -0.05899 > 0
16 -0.057 -0.06498 > 0
17 -0.057 -0.04542 > 0
18 -0.057 -0.05405 > 0
19 -0.057 -0.05837 > 0
20 -0.057 -0.06264 > 0
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Abbildung 6.4: Gescha¨tzte Dichtefunktion der Lyapunov-Exponenten zu dem sin-
Prozess
grenze von null liegt. Die Lyapunov-Exponenten der Surrogate streuen um den
Lyapunov-Exponenten der Originalreihe.
6.2.2 Untersuchungen mit stabilen und instabilen
Prozessen
Da die in dieser Arbeit behandelte Klassifikation zwischen stabilen und instabi-
len Prozessen entscheidet, bieten sich wieder die beiden Modulo-1-Abbildungen
aus dem Kapitel 5.2.2 an, um die neu entwickelte Testprozedur experimentell zu
unterstu¨tzen.
Wie schon bei den Untersuchungen zu den linearen Prozessen, werden wie-
der die Lyapunov-Exponenten der Originaldatenreihen und der zugeho¨rigen n =
NS = 20 Surrogate berechnet und eine Testprozedur zu der Hypothese:
H02 : p ≤ 0.05 vs. H12 : p > 0.05 (6.9)
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durchgefu¨hrt. Hierbei sei das Signifikanzniveau wieder auf α = 0.1 festgesetzt.
Die Fehlerrate der Klassifikationsentscheidungen soll nochmals bei ho¨chstens 5%
liegen.
Die Hypothese wird abgelehnt, wenn die Pru¨fgro¨ße abermals mehr als zwei
betra¨gt (vgl. Kapitel 6.2.1).
In Tabelle 6.5 sind die Ergebnisse des durchgefu¨hrten Tests zusammen getra-
gen.
Nur ein von 20 Surrogaten klassifizierte anders als die Originalzeitreihe. So-
mit liegt auch die Pru¨fgro¨ße mit LE = 1 so, dass H0 zu dem vorgegebenen
Signifikanzniveau nicht abgelehnt wird. Der Entscheidung, die auf Grund der
Originaldatenreihe getroffen wurde, kann getraut werden.
Wie schon in Kapitel 6.2.1 soll auch hier wieder die empirische Dichtefunktion
anschaulich das Testergebnis besta¨tigen (vgl. Abbildung 6.5).
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Abbildung 6.5: Gescha¨tzte Dichtefunktion der Lyapunov-Exponenten zum stabi-
len Prozess
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Tabelle 6.5: Bestimmung der Werte der Teststatistik fu¨r die stabile Form der
Modulo-1-Abbildung
Surrogat λ0 λi λ0 · λi
1 -0.094 -0.0848 > 0
2 -0.094 -0.0587 > 0
3 -0.094 -0.006 > 0
4 -0.094 -0.059 > 0
5 -0.094 -0.071 > 0
6 -0.094 -0.085 > 0
7 -0.094 -0.046 > 0
8 -0.094 -0.075 > 0
9 -0.094 -0.047 > 0
10 -0.094 -0.104 > 0
11 -0.094 -0.056 > 0
12 -0.094 -0.08 > 0
13 -0.094 -0.063 > 0
14 -0.094 -0.033 > 0
15 -0.094 -0.037 > 0
16 -0.094 -0.034 > 0
17 -0.094 -0.02 > 0
18 -0.094 -0.056 > 0
19 -0.094 0.018 < 0
20 -0.094 -0.014 > 0
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Es fa¨llt auf, dass viel Wahrscheinlichkeitsmasse in dem Bereich liegt, wo die
Zeitreihe richtig klassifiziert wu¨rde. So untermauert die Darstellung der empi-
rischen Dichtefunktion bzgl. der Lyapunov-Exponenten auch das Testergebnis.
Jedoch wird ebenfalls deutlich, dass der Lyapunov-Exponent, der zur generierten
Originaldatenreihe geho¨rt, nicht in der Na¨he des Medians liegt. Die Lyapunov-
Exponenten der Surrogate streuen nicht gleichma¨ßig um den der Originalzeitreihe
herum.
Die Ergebnisse der Testuntersuchungen eines instabilen Prozesses werden er-
neut in tabellarischer Form dargestellt (vgl. Tabelle 6.6).
Die Teststatistik betra¨gt LE = 1, so dass die Nullhypothese zu diesem Si-
gnifikanzniveau nicht abgelehnt wird. Die Klassifikationsentscheidung u¨ber einen
instabilen Prozess auf Basis der Originalbeobachtungsreihe wird somit statistisch
abgesichert.
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Abbildung 6.6: Gescha¨tzte Dichtefunktion der Lyapunov-Exponenten zum insta-
bilen Prozess
110 Test zur Unsicherheit der Klassifikationsentscheidung
Tabelle 6.6: Bestimmung der Werte der Teststatistik fu¨r die instabile Form der
Modulo-1-Abbildung
Surrogat λ0 λi λ0 · λi
1 0.922 0.843 > 0
2 0.922 0.886 > 0
3 0.922 0.875 > 0
4 0.922 0.061 > 0
5 0.922 0.084 > 0
6 0.922 0.077 > 0
7 0.922 0.105 > 0
8 0.922 0.081 > 0
9 0.922 0.053 > 0
10 0.922 -0.072 < 0
11 0.922 0.109 > 0
12 0.922 0.118 > 0
13 0.922 0.102 > 0
14 0.922 0.064 > 0
15 0.922 0.024 > 0
16 0.922 0.032 > 0
17 0.922 0.081 > 0
18 0.922 0.063 > 0
19 0.922 0.083 > 0
20 0.922 0.075 > 0
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Wie bereits in den Beispielen zuvor unterstu¨tzt die empirische Dichtefunkti-
on das Testergebnis (vgl. Abbildung 6.6). Jedoch fa¨llt auf, dass der Lyapunov-
Exponent der Originaldatenreihe immer zu klein durch die Surrogate gescha¨tzt
wird. Hinsichtlich der Testprozedur ist dies nicht von Bedeutung. Es kann aber die
Aussage getroffen werden, dass die Verteilung der Surrogate bzgl. des Lyapunov-
Exponenten nicht mit der Originalbeobachtungsreihe u¨bereinstimmen wird. Das
ist allerdings auch an keiner Stelle gefordert.
Kapitel 7
Identifikation von Rattern
Die Klassifikation von stabilen und instabilen Datenreihen mit Hilfe des Lyapunov-
Exponenten wird nun auf ein reales Datenbeispiel angewendet. Hierbei stammen
die Reihen aus einem sogenannten BTA-Tiefbohren. Die Charakterisierung dieses
Prozesses ist von besonderer Relevanz, da vereinzelt unerwu¨nschte Zusta¨nde, wie
z. B. Rattern, auftreten ko¨nnen. Ziel ist es, den U¨bergang vom nichtratternden
in den ratternden Zustand zu identifizieren. Dies wird mit Hilfe der in dieser Ar-
beit vorgestellten Klassifikation versucht, indem die gegebene Datenreihe in Zeit-
fenstern untersucht wird. Zum Vergleich werden andere Methoden, wie z. B. die
Berechnung der Autokorrelationsfunktionen, diesem Verfahren gegenu¨bergestellt.
7.1 Darstellung des Tiefbohrproblems
Um lange Metallbohrungen mit hoher Oberfla¨chengu¨te herstellen zu ko¨nnen, wur-
de im Maschinenbau das so genannte Boring and Trespaning Association (BTA)-
Tiefbohren entwickelt (VDI-Richtlinie 3210, 1974). Die hierzu verwendeten Werk-
zeuge sind sehr schlank, so dass es aufgrund geringer Steifigkeit zu Rattern fu¨hrt.
Dieser Zustand verursacht Oberfla¨chenfehler am Werkstu¨ck, den so genannten
Rattermarken. Diese Rattermarken fu¨hren zu hohem Qualita¨tsverlust am Werk-
stu¨ck. Neben den Riefen im Werkstu¨ck geht Rattern mit einer starken La¨rm-
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bela¨stigung einher. Als weitere Ratterfolge ist ein hoher Verschleiß an Schneiden
und Fu¨hrungsleisten, die sich in der Tiefbohrmaschine befinden, zu nennen. Auch
eine Gefa¨hrdung des Werkstu¨cks bis hin zum Werkzeugbruch ist nicht selten ei-
ne Folge von Rattern. Zum anderen wird die Ausnutzung der Antriebsleistung
der Tiefbohrmaschine durch ein ansteigendes Bohrmoment reduziert (Weinert,
Webber, Busse, Hu¨sken, Mehnen und Stagge, 2001). Um diesen unerwu¨nschten
Zustand vermeiden zu ko¨nnen, sind Kenntnisse u¨ber den Bohrprozess und u¨ber
die Ursachen des Ratterns notwendig.
7.2 Beschreibung der Tiefbohrdaten
Die Daten, die der Analyse zu Grunde liegen, werden in zwei unterschiedliche
Bereiche unterteilt (Busse, Hu¨sken und Stagge, 2001). Einem nichtratternden Zu-
stand folgt ein hochfrequenter Ratterzustand. Bei einer reinen Betrachtung der
Zeitreihe lassen sich einige Charakteristiken ausmachen. Zuerst lassen sich zwei
Abschnitte mit stark unterschiedlicher Amplitude identifizieren. Die Amplitude
des Beschleunigungssensors ist in der ersten Phase um etwa zwei Gro¨ßenordnun-
gen geringer als in einer zweiten Phase. Mit Hilfe der unterschiedlichen Gro¨ßen-
ordnungen der Amplituden wird eine Unterteilung des Prozesses in zwei Zusta¨nde
vorgenommen, einen ratterfreien Zustand und einen Zustand des Ratterns.
Der Mittelwert der Beschleunigungszeitreihe liegt in den Abschnitten nahe
bei null. Das passt zu der Tatsache, dass mit der Beschleunigung ein differenti-
eller Wert aufgetragen wird. In der ersten Phase des Bohrprozesses erscheint die
Zeitreihe des Beschleunigungssensors als stark verrauscht mit einem sehr gerin-
gen periodischen Anteil, wohingegen die Phase des Ratterns ein stark periodisches
Verhalten aufweisen. Wird der U¨bergang vom Nichtrattern zum Rattern genauer
betrachtet, so wirkt dieser
”
wohlgeordnet“ und bezu¨glich der Amplitudenzunah-
me
”
trichterfo¨rmig“ (vgl. Abbildung 7.1).
Da etwa 1700 Messdaten eine Bohrkopfumdrehung entsprechen, setzt Rattern
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Abbildung 7.1: Beschleunigung des Bohrkopfs im ratterfreien (links) und rattern-
den (rechts) Zustand.
innerhalb von drei Bohrkopfumdrehungen ein. Wa¨hrend des Ratterns herrscht
eine einzige Frequenz der Beschleunigung eindeutig vor, wa¨hrend im ratterfreien
Fall keine dominante Schwingung sichtbar ist.
Abbildung 7.2 stellt das Leistungsdichtespektrum in der ratterfreien Phase
dar. Schwach erkennbar ergibt sich eine charakteristische Frequenz, die bei et-
wa 1.2 kHz liegt. Aus Voruntersuchungen (Webber, 1999) ist bekannt, dass diese
Frequenz eine der ersten sieben Torsionseigenfrequenzen der Bohrstange ist. Ei-
ne niederfrequentere Grundschwingung ist im ratterfreien Bereich nicht zu ent-
decken.
In dieser Zeitreihe gibt es einen Bereich des Ratterns, fu¨r diesen Bereich ist das
Leistungsspektrum in Abbildung 7.3 gezeigt. Die Abbildung zeigt hochfrequentes
Rattern und bezieht sich auf den zweiten charakteristischen Bereich der Messrei-
he. Die Grundfrequenz der Abbildung spiegelt deutlich die Torsionseigenfrequenz
(1.26 kHz) der Bohrstange wider, wie sie ebenfalls in Abbildung 7.2 sichtbar ist.
Zusa¨tzlich sind Oberschwingungen deutlich erkennbar. Mit dem Anstieg der Fre-
quenzen fa¨llt die Sta¨rke der Oberschwingungen ab.
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Abbildung 7.2: Frequenzspektrum u¨ber den Beschleunigungssensor u¨ber 16384
Daten aus dem ratterfreien Bereich (Datenpunkte 100001-116384).
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Abbildung 7.3: Frequenzspektrum der Beschleunigung beim hochfrequente Rat-
tern (Datenpunkte 700001-716384)
Aus der Frequenzanalyse des Bohrprozesses la¨sst sich der Schluss ziehen, dass
die hier aufgetretenen charakteristischen Frequenzen die unterschiedlichen Pha-
sen, d. h. Nichtrattern und hochfrequentes Rattern, kennzeichnen. Diese charak-
teristischen Frequenzen entsprechen den Eigenfrequenzen der Bohrstange.
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7.3 Datenanalyse
Die deskriptive Analyse des Bohrprozesses identifizierte zwei unterschiedliche
Phasen. Da jedoch das Ziel die fru¨hzeitige Identifikation von Rattern ist, wird
der U¨bergang vom nichtratternden zum ratternden Zustand genauer betrachtet.
Hierzu wird in Zeitfenstern die in dieser Arbeit behandelte Klassifikation von
stabilen und nichtstabilen Prozessen mit Hilfe des Lyapunov-Exponenten durch-
gefu¨hrt. In Busse, Hu¨sken und Stagge (2001) wurde bereits eine Identifikation des
U¨bergangs mit Hilfe der Berechnung von Spektren, von Autokorrelationsfunktio-
nen und von Dichten, jeweils auch u¨ber gleitende Zeitfenster im U¨bergangsbe-
reich, versucht. Diese Ergebnisse werden der Analyse der Klassifikationsergebnisse
gegenu¨bergestellt (vgl. Kapitel 7.3.2).
7.3.1 Identifikation des U¨bergangs
Da anhand der Fourieranalyse eine Unterscheidung der charakteristischen Pha-
sen des Bohrprozesses mo¨glich ist, schließt sich die Frage an, wie der U¨bergangs-
bereich vom Nichtrattern zum Rattern (vgl. Abbildung 7.1) fru¨hzeitig erkannt
werden kann. Hier wird zuerst eine Fourieranalyse in gleitenden Fenstern be-
nutzt (1. Abschnitt). Dem anschließen wird sich eine ebenfalls in gleitenden Fen-
stern betrachtete Analyse mit der Autokorrelationsfunktion (2. Abschnitt). Dich-
tescha¨tzungen in den gleitenden Zeitfenstern aus dem U¨bergangsbereich werden
die Analyse zur Beschreibung des Wechsels vom Nichtrattern zum Rattern fort-
setzen (3. Abschnitt). Die Berechnung der empirischen Dichtefunktion zu den
Lyapunov-Exponenten wird die Charakterisierung des Wechsels der beiden un-
terschiedlichen Bohrzusta¨nde abrunden (4. Abschnitt).
Fouriertransformationen in Fenstern
Um die zeitliche Vera¨nderungen der Fundamentalfrequenzen im U¨bergangsbe-
reich vom Nichtrattern zum Rattern bestimmen zu ko¨nnen, werden Spektren zu
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gegebenen Zeitfenstern im U¨bergangsbereich gebildet. Mit diesem Vorgehen wer-
den zusa¨tzliche Informationen geliefert, wie z. B. die Analyse der Frequenz, die
hauptsa¨chlich fu¨r das Erregen zum Rattern verantwortlich ist.
Es werden Spektren u¨ber jeweils 1024 Messpunkte ausgehend von Messpunkt
550096 berechnet (siehe Abbildung 7.4). Deutlich sind die Vera¨nderungen der
Spektren im U¨bergang zum Rattern zu erkennen. In der noch ratterfreien Pha-
se ist kaum eine charakteristische Frequenz zu erkennen, a¨hnlich zu Abbildung
7.2. Nach einiger Zeit (spa¨testens ab dem Fenster mit den Datenpunkten 558288-
559312) wird das Aufschwingen einer Frequenz deutlicher, die sich zum Ende,
also im ratternden Zustand, wesentlich heraushebt. Offenbar stellt sich Resonanz
zwischen Bohrer und Anregung ein. In den letzten Bildern zeigt sich das Erschei-
nungsbild des Ratterns (vgl. Abbildung 7.3). Diese Fundamentalfrequenz ist die
typische Torsionseigenfrequenz, die bei etwa 1.2 kHz liegt. Es ist somit mo¨glich,
die Spektren zur Charakterisierung des U¨bergangs zum Rattern heran zu ziehen.
Autokorrelationsfunktionen in Fenstern
Um weitere Einsichten u¨ber die Charakterisierung des U¨bergangsbereichs zu ge-
winnen, werden die empirischen Autokorrelationsfunktionen, kurz ACF, im Zeit-
fenster herangezogen. Hierbei beschreibt die ACF die Korrelation zwischen je
zwei Zeitpunkten eines stochastischen Prozesses, jeweils in Abha¨ngigkeit von un-
terschiedlichen zeitlichen Absta¨nden (Kendall und Ord, 1990), (Brockwell und
Davis, 1996).
Um denWechsel vom nichtratternden zum ratternden Zustand mo¨glicherweise
mit Hilfe der ACF beschreiben zu ko¨nnen, werden die verschiedenen ACFs wie bei
der Fourieranalyse im Zeitfenster wieder u¨ber jeweils 1024 Messpunkte ausgehend
von Messpunkt 550096 berechnet (siehe Abbildung 7.5). Sowohl im ratterfreien
als auch im ratternden Zustand klingen die ACF nicht ab. Eine Vera¨nderung
in der Abfolge der verschiedenen Autokorrelationsfunktionen ist sehr schnell zu
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Abbildung 7.4: Spektren u¨ber je 1024 Datenpunkten im Bereich des U¨bergangs
zum Rattern.
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Abbildung 7.5: Autokorrelationsfunktionen u¨ber je 1024 Datenpunkten im Be-
reich des U¨bergangs zum Rattern.
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erkennen. Klare Schwingungen werden deutlich sichtbar. Im Gegensatz zu den
vorher untersuchten Spektren (vgl. Kapitel 7.3.1) ist das Rattern anhand der
ACF fru¨her erkennbar (Datenfenster 556240-557263).
Dichtefunktionen in Fenstern
Wird der zeitliche Aspekt vernachla¨ssigt, ist eine weitere Untersuchungsmethode
des U¨bergangs vom ratterfreien zum ratternden Zustand in dem untersuchten
Bohrprozess die Dichtescha¨tzung. Wieder wird der U¨bergang ins Rattern in der
Zeitreihe des Beschleunigungssensors betrachtet, wie in Abbildung 7.1 gezeigt.
Die durch Kerndichtescha¨tzung (Silverman, 1986) ermittelten Dichten wurden
aus jeweils 1024 Messpunkten gebildet, ausgehend von Messpunkt 550096 (siehe
Abbildung 7.6). Es sei noch darauf hingewiesen, dass die Achsenskalierung aus
Betrachtungsgru¨nden unterschiedlich gewa¨hlt ist.
Es zeigt sich im U¨bergang vom Nichtrattern zum Rattern, dass sich die Ver-
teilungen von eingipfligen, symmetrischen Funktionen zu zweigipfligen Dichten
vera¨ndern. Eine mo¨gliche Ursache ist, dass die Zweigipfligkeit durch eine sinusar-
tige Schwingung zustande kommt. Die Eingipfligkeit ist ein Hinweis darauf, dass
eine spa¨tere Modellierung mit linearen Modellen im ratterfreien Zustand mo¨glich
sein kann. Eine Art
”
Bauchigkeit“ zwischen den Modi ist in den letzten Bildern
der Abbildung 7.6 zu erkennen. Eine Symmetrie bleibt in allen Bildern erhalten.
Auch mit Hilfe von Dichten in einem Zeitfenster ist der U¨bergang also charak-
terisierbar (Datenfenster 560336-561359). Es bleibt festzuhalten, dass die Dich-
tefunktion im Gegensatz zur Spektrenbetrachtung und zur Betrachtung der ACF
erst spa¨ter zur Identifikation von Rattern neigt.
Lyapunov-Exponenten in Fenstern
Zum Schluss nun soll der Wechsel vom nichtratternden zum ratternden Zustand
mit Hilfe des in dieser Arbeit vorgestellten Klassifikationsverfahrens identifiziert
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Abbildung 7.6: Gescha¨tzte Dichtefunktionen u¨ber je 1024 Datenpunkten im Be-
reich des U¨bergangs zum Rattern.
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Abbildung 7.7: Empirische Dichtefunktion der Lyapunov-Exponenten u¨ber je
1024 Datenpunkten im Bereich des U¨bergangs zum Rattern.
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werden. Hierzu werden wieder Zeitfenster u¨ber jeweils 1024 Messpunkten aus-
gehend vom Messpunkt 550096 zur Analyse herangezogen. Von diesen 1024 Da-
tenpunkten wird zuerst der Lyapunov-Exponent bzgl. der Originalreihe berech-
net. Anschließend werden jeweils 20 Surrogate erstellt und die dazu geho¨rigen
Lyapunov-Exponenten berechnet (vgl. Kapitel 6.1). Zur Veranschaulichung wird
danach die empirische Dichtefunktion der berechneten Lyapunov-Exponenten fu¨r
jedes Zeitfenster abgetragen. Die Entscheidung wird dann durch den Original-
Lyapunov-Exponenten getroffen, der entweder gro¨ßer oder kleiner als die Klassi-
fikationsentscheidungsgrenze, d. h. also gro¨ßer oder kleiner als null, ist.
Es zeigt sich in Abbildung 7.7, dass ab dem Fenster mit den Datenpunkten
557264-558287 der Prozess als stabil, d. h. λ < 0, klassifiziert wird. Zuvor weisen
die Fensterbetrachtungen alle auf jeweils einen instabilen Prozess hin. Lediglich
in dem Fenster der Datenpunkte 563408-554431, welches einen instabilen Prozess
zeigt, scheint eine Fehlklassifikation aufzutreten, da die umliegenden Fensterpro-
zesse immer als stabil eingestuft werden. Auch wenn die Entscheidung nahe der
Klassifikationsgrenze getroffen wurde, muss dieses als falsche Klassifikation ange-
sehen werden.
Es scheint logisch, dass die Prozesse in den Anfangsfenstern als instabil cha-
rakterisiert werden, da ein Wechsel der Prozessart zwischen den Zusta¨nden des
Nichtratterns und des Ratterns auftritt. Somit ist ebenfalls erkla¨rbar, dass nach
dem als Zustanda¨nderung interpretierten Wechsel stabile Prozesse klassifiziert
werden. Abbildung 7.1 besta¨tigt diese Entscheidung, da der ratternde Zustand
wie harmonische Schwingungen wirkt.
Es bleibt festzuhalten, dass der U¨bergang vom Nichtrattern zum Rattern auch
durch die in dieser Arbeit vorgestellten Klassifikation zwischen stabilen und insta-
bilen Prozessen identifiziert werden kann. Das Erkennen des Strukturbruchs ist
mehr als eine Bohrumdrehung vor dem eigentlichen Amplitudenanstieg sichtbar.
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7.3.2 Vergleich der Ergebnisse
Die in den vorhergehenden Kapiteln dargestellten Analysen geben einen U¨ber-
blick u¨ber die Vera¨nderungen beim U¨bergang zum Rattern. Die durchaus unter-
schiedlichen Methoden zeigen im Wesentlichen ein einheitliches Bild bezu¨glich
des Zeitpunktes erster Ratteranzeichen. Alle Verfahren weisen den U¨bergang
durch signifikante Vera¨nderungen aus. Besonders bemerkenswert ist, dass die-
se Modifikationen schon deutlich vor dem eigentlichen Amplitudenanstieg (etwa
ab Datenpunkt 560000, vgl. Abbildung 7.1) sichtbar werden. Die ACF ku¨ndigt
den U¨bergang etwa 4000 Datenpunkte eher, also mehr als zwei Bohrumdrehun-
gen vor dem eigentlichen Amplitudenanstieg an (vgl. Abbildung 7.5, 7. Bild).
Das entspricht einer Eingriffszeit von etwa 0.21 Sekunden. Die Identifikation des
Wechsels vom nichtratternden zum ratternden Zustand mit Hilfe des Lyapunov-
Exponenten erfolgt ein Zeitfenster spa¨ter (vgl. Abbildung 7.7, 8. Bild). Das sind
etwa eineinhalb Bohrumdrehungen und etwa 0.15 Sekunden eher als der eigent-
liche Amplitudenanstieg. Diese Identifikation ist ein Zeitfenster schneller als die
Fourierspektren (vgl. Abbildung 7.4, 9. Bild). Etwas spa¨ter sind dann auch die
ersten Anzeichen fu¨r einen Strukturwechsel den Dichten zu entnehmen (vgl. Ab-
bildung 7.6, 11. Bild). Der Lyapunov-Exponent im Zeitfenster ist also durchaus
in der Lage, den U¨bergang der verschiedenen Bohrzusta¨nde zu identifizieren.
Kapitel 8
Zusammenfassung und Ausblick
In der Zeitreihenanalyse tritt oft das Problem auf, nur eine einzige Datenreihe zur
Verfu¨gung zu haben, um einen unbekannten zeitlich-funktionalen Zusammenhang
zur Beschreibung des Verlaufs der Beobachtungen der Datenreihe, bzw. allgemei-
ner formuliert, eine geeignete Modellierung zu finden. Notwendig ist, zumindest
eine Vorstellung von einer geeigneten Modellklasse zu haben. So ist eine grobe
Unterscheidung von Modellklassen in solche fu¨r gut oder schlecht pra¨dizierbare
Systeme und eine Zuordnung der Datenreihe zu diesen ein wichtiger Schritt auf
dem Weg zu einer angemessenen Modellierung.
Es zeigte sich, dass fu¨r eine solche Zuordnung bzw. Klassifikation der Lyapunov-
Exponent herangezogen werden kann. Urspru¨nglich war dieser nur fu¨r determi-
nistische Beobachtungsreihen definiert. Hier misst der Lyapunov-Exponent die
asymptotische, durchschnittliche logarithmische Ausdehnung infinitesimal kleiner
Intervalle entlang zweier Trajektorien. Anschaulich bedeutet das, dass zwei Pfa-
de eines Prozesses zusammen laufen, wenn der Lyapunov-Exponent einen Wert
kleiner als null hat. Hingegen divergiert der Prozess, wenn dieser gro¨ßer als null
ist.
Nun war ein weiteres Ziel, den Lyapunov-Exponenten auch auf stochastische
Zeitreihen zu u¨bertragen. Es konnte gezeigt werden, dass wenn ein additiver Feh-
ler als Zufallseinfluss in der Prozessgleichung angenommen werden kann, ein di-
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rektes U¨berfu¨hren der deterministischen Herleitung in die Stochastik mo¨glich
ist. Jedoch ist die Annahme des additiven Fehlers nicht immer gerechtfertigt, da
sie zu einschra¨nkend bzgl. mo¨glicher Modellklassen ist. So wurde in dieser Ar-
beit zusa¨tzlich der allgemeinere Fall betrachtet, keine Annahmen zu treffen, wie
der Zufall einen funktionalen Zusammenhang zwischen den Beobachtungen sto¨rt.
Auch hier war es mo¨glich, den Lyapunov-Exponenten fu¨r Zeitreihen zu definieren.
Der Lyapunov-Exponent konnte auf natu¨rliche Weise als asymptotischer Erwar-
tungswert einer Transformation des gegebenen stochastischen Prozesses verallge-
meinert werden. Die zusa¨tzliche Annahme der Ergodizita¨t des Prozesses diente
als Grundlage fu¨r die spa¨tere Klassifikation und zur Herleitung eines weiteren
Scha¨tzers fu¨r den Lyapunov-Exponenten.
Mit dieser Grundlage und mit der in dieser Arbeit ebenfalls entwickelten und
begru¨ndeten Interpretation des Lyapunov-Exponenten als durchschnittlichen In-
formationsverlust, konnte nun gezeigt werden, dass der Lyapunov-Exponent als
Klassifikationskriterium fu¨r die Pra¨dizierbarkeit eines Prozesses, der eine gegebe-
ne Datenreihe angemessen modelliert, geeignet ist. Ist der Lyapunov-Exponent
kleiner als null, verkleinert sich das Informationsgebiet, wo die wahre Position
eines zuku¨nftigen Datenpunktes liegt, so dass eine gute Pra¨diktion mo¨glich ist.
Ist der Lyapunov-Exponent hingegen gro¨ßer als null, geht dieses mit einem Infor-
mationsverlust einher und der Prozess ist schlecht zu pra¨dizieren.
Um einen Schritt weiter zu gehen und den Lyapunov-Exponenten als Klassifi-
kationskriterium zwischen stabilen und instabilen Prozessen zu verwenden, war es
im Vorfeld notwendig, die Stabilita¨t eines deterministischen Prozesses auf stocha-
stiche Prozesse zu u¨bertragen. Dieses wurde mit der Definition einer asymptotisch
stochastischen Stabilita¨t umgesetzt. Hiermit konnte sowohl fu¨r deterministische
als auch fu¨r stochastische Zeitreihen gezeigt werden, dass der Lyapunov-Exponent
kleiner als null ist, wenn ein stabiler Prozess vorliegt, wohingegen er gro¨ßer als
null ist, wenn ein instabiler Prozess zu Grunde liegt. So ist es mo¨glich, eine Klas-
sifikation zwischen stabilen und instabilen Prozessen vorzunehmen.
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Da bei der Anwendung des Lyapunov-Exponenten der funktionale Zusam-
menhang der Beobachtungen unbekannt ist, muss der Lyapunov-Exponent aus
der gegebenen Datenreihe gescha¨tzt werden, ohne einen solchen Zusammenhang
zu modellieren. Hierzu wurde auf ein bereits frei verfu¨gbares Programmpaket
zuru¨ck gegriffen. Somit war es mo¨glich, durch gezielte Simulationen zum einen
spezielle stochastische Prozesse zu klassifizieren, zum anderen Untersuchungen
an stabilen und instabilen Prozessen vorzunehmen. Die U¨berlegungen aus der
Theorie wurden in den Simulationen besta¨tigt. So wurden Prozesse mit auto-
regressivem Anteil und mit stabilem Grenzverhalten auch als stabile Prozesse
identifiziert. Auch die Untersuchungen im kritischen Bereich, d. h. an der Klassi-
fikationsgrenze zwischen stabilem und instabilem Verhalten, zeigten keine Fehl-
klassifikationen. Hierzu wurde eine Prozessklasse gewa¨hlt, die zum einen stabiles
als auch instabiles Verhalten je nach Parameterwahl zeigt.
Die Annahme, dass der Lyapunov-Exponent als eine Kenngro¨ße des asympto-
tischen Verhaltens keine Startwertprobleme bei den numerischen Berechnungen
aufweist, wurde ebenfalls in Simulationen besta¨tigt. Es traten keine zusa¨tzlichen
Fehlklassifikationen bei unterschiedlich gewa¨hlten Startwerten auf. Auch Unter-
suchungen mit kurzen Zeitreihen, bei denen sich die Datenreihe mo¨glicherweise
noch nicht im asymptotischen Bereich befinden ko¨nnte, wurden durchgefu¨hrt.
Hier zeigte sich, dass bei zu kurzen Datenreihen falsche Einteilungen mo¨glich
sind.
Da bei der Verwendung des Lyapunov-Exponenten durchaus Fehlklassifikatio-
nen, wie z. B. bei den kurzen Datenreihen, auftreten ko¨nnen, war es ein weiteres
Ziel dieser Arbeit, die Klassifikationsentscheidung statistisch abzusichern. Hierzu
wurde ein statistischer Test entwickelt, der auf Surrogatreihen beruht. Surrogat-
reihen sind simulierte Datenreihen, die ein bestmo¨gliches Abbild der Ausgangs-
reihe darstellen. Hierzu wurde ein bereits implementiertes auf Fouriertransfor-
mation beruhendes Verfahren anhand der bereits verwendeten Prozesse mit Hilfe
von Simulationen untersucht. Es zeigte sich, dass die erzeugten Surrogate gute
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Stellvertreter fu¨r die Ursprungsreihen darstellten.
Nun wurde ein nichtparametrischer Test konstruiert, der Aussagen u¨ber die
Unsicherheit der Klassifikationsentscheidung zwischen gut und schlecht pa¨dizier-
baren bzw. stabilen und instabilen Prozessen macht. Er sollte beru¨cksichtigen,
dass die Entscheidung mit Hilfe des Lyapunov-Exponenten getroffen wird. Somit
gehen die Vorzeichen der berechneten Lyapunov-Exponenten zu der Originalda-
tenreihe und zu den Surrogaten in die Teststatistik ein. Die Nullhypothese besteht
darin, unterhalb einer maximalen Wahrscheinlichkeit von Fehlklassifikationen zu
liegen. Der Test wurde mit Hilfe der bereits verwendeten Prozesse experimentell
unterstu¨tzt. Hierbei zeigte sich, dass der Test auch numerische Ma¨ngel aufdeckt.
So stellte sich heraus, dass bei zu starkem Rauschen das eigentliche Signal u¨ber-
deckt wird und vermehrt Fehlklassifikationen auftraten.
Neben der Konstruktion eines Tests ist es mit den Surrogaten auch mo¨glich,
weiter gehende empirische Aussagen u¨ber den berechneten Lyapunov-Exponenten
zu machen.
Zum Schluss der Arbeit wurde die Klassifikation mit Hilfe des Lyapunov-
Exponenten auf einen realen Datensatz angewendet. Die Beobachtungen stam-
men aus dem sogenannten BTA-Tiefbohren. Das Ziel war es, das wa¨hrend eines
Bohrvorgangs auftretende unerwu¨nschte Rattern, das wie ein chaotisches, insta-
biles Pha¨nomen erscheint, rechtzeitig zu identifizieren. Hierzu wurden die Klas-
sifikationsentscheidungen durch Lyapunov-Exponenten in Zeitfenstern, die einen
Bereich vom Nichtrattern zum Rattern abdecken, betrachtet. Es zeigte sich, dass
eine Identifikation durch den Lyapunov-Exponenten ebenso gut funktioniert wie
eine Identifikation mit Hilfe von Fourierspektren oder Autokorrelationsbetrach-
tungen in den Zeitfenstern, die zum Vergleich herangezogen wurden.
Da in dieser Arbeit Simulationen nur zur experimentellen Unterstu¨tzung an-
gewendet wurden, ist es durchaus lohnenswert, eine groß angelegte Sim
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studie fu¨r unterschiedliche Prozesstypen durchzufu¨hren. So wa¨re es auch mo¨glich,
nicht nur die weite Klasse der chaotischen Prozesse, die typischerweise instabiles
Verhalten zeigen, unter dem Gesichtspunkt des Lyapunov-Exponenten zu charak-
terisieren, sondern auch die speziellen stochastischen Verfahren. Mit einer einher-
gehenden Verbesserung der numerischen Verfahren wa¨re es dann mo¨glich, nicht
nur eine grobe Klassifikation durchzufu¨hren, sondern Modellklassen anhand des
Lyapunov-Exponenten einzuteilen.
Anhang A
Simulationsprozesse
A.1 Voruntersuchungen zum AR(1)-Prozess
Wird bei einem AR(1)-Prozess der Parameter φ1, der den Zusammenhang zwi-
schen dem zuru¨ck liegenden und dem gegenwa¨rtigen Zeitpunkt gewichtet, kleiner
oder gro¨ßer als eins gewa¨hlt, so tritt entweder stabiles oder instabiles Verhalten
des Prozesses auf.
Um zu u¨berpru¨fen, ob durch die Berechnung des Lyapunov-Exponenten der
Prozess richtig klassifiziert wird, werden aus einem AR(1)-Prozess mit unter-
schiedlichem φ1 jeweils 1024 Datenpunkte erzeugt. Hierbei liegt der Startwert
immer bei x0 = 0.699. In Tabelle A.1 sind die unterschiedlichen φ1 und die dazu
geho¨rigen gescha¨tzten Lyapunov-Exponenten abgetragen.
Bei einer Parameterwahl von |φ1| < 1 wird aus der Theorie heraus ein stabiler
Prozess erzeugt. Damit dieser auch durch den Lyapunov-Exponenten richtig klas-
sifiziert wird, mu¨sste der durch TISEAN berechnete Lyapunov-Exponent kleiner
als null sein. Wird hingegen das |φ1| > 1 gewa¨hlt, so werden instabile Systeme
generiert. Tabelle A.1 zeigt hinsichtlich der Klassifikation von stabilen und insta-
bilen Prozessen durch den Lyapunov-Exponenten nur richtige Ergebnisse. Zudem
la¨sst sich hier eine Systematik vermuten. Je gro¨ßer der Parameter φ1, der u¨ber
Stabilita¨t und Instabilita¨t entscheidet, ist, desto gro¨ßer wird auch der berechnete
Lyapunov-Exponent. Der Einfluss des additiven Zufallsfehlers wird also, wie es
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Tabelle A.1: Gescha¨tzte Lyapunov-Exponenten zu ausgewa¨hlten AR(1)-
Prozessen
φ1 Lyap.-Exp.
0.75 -0.0065
0.8 -0.0222
0.9 -0.0683
1.2 0.1987
1.3 0.2622
1.5 0.4052
1.7 0.5321
in Kapitel 3.3 beschrieben ist, durch die Berechnung des Lyapunov-Exponenten
als Klassifikationskriteriums heraus gerechnet.
A.2 Voruntersuchungen zum MA(1)-Prozess
Der MA(1)-Prozess wird durch die Wahl seines freien Parameters θ1 bestimmt, so
dass je nach Festlegung unterschiedliche Prozesse generiert werden ko¨nnen. Aus
der Theorie heraus sollten die hier untersuchten Parameter immer einen stabilen
Prozess erzeugen. Um dieses mit Hilfe des Lyapunov-Exponenten zu u¨berpru¨fen,
werden zu unterschiedlicher Parameterwahl jeweils 1024 Datenpunkte erzeugt,
wobei der Startwert jeweils bei x0 = 2.4 liegt. Werden die Prozesse richtig klas-
sifiziert, mu¨ssten die berechneten Lyapunov-Exponenten kleiner als null sein. In
Tabelle A.2 sind die Lyapunov-Exponenten zu den unterschiedlichen Parametern
dargestellt.
Es zeigt sich, dass alle Systeme richtig klassifiziert wurden, da alle Lyapunov-
Exponenten auf einen Wert kleiner als null berechnet wurden. Zudem zeigt sich
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Tabelle A.2: Gescha¨tzte Lyapunov-Exponenten zu ausgewa¨hlten MA(1)-
Prozessen
φ1 Lyap.-Exp.
0.09983 -0.0119
0.099983 -0.0060
0.1011 -0.0393
0.1983 -0.0475
0.249 -0.0232
0.301 -0.0376
0.349 -0.0265
im Gegensatz zu den AR-Ergebnissen aus A.1 keine Systematik. Diese liegt ver-
mutlich daran, dass sich ein MA-Prozess hauptsa¨chlich dadurch auszeichnet, dass
der voran gegangene zufa¨llige Fehler in den Prozess eingeht.
A.3 Bernoulli-Shift-Abbildung
Ein Beispiel fu¨r eine besondere Modulo-1-Abbildung stellt die so genannte Ber-
noulli-Shift-Abbildung dar (vgl. Jetschke (1989), S. 113, 114 und 117). Sie geho¨rt
zu den Prozessen, die den zu deterministischem Chaos fu¨hrenden Mechanismus
beschreiben. Somit weist diese Abbildung instabiles Verhalten auf.
Gegeben sei also die Iteration der Modulo-1-Abbildung:
xt+1 = f(xk) mit f(x) =

 2x , x ∈ [0,
1
2
)
2x− 1 , x ∈ [1
2
, 1].
(A.1)
Die Wirkung der Abbildung la¨sst sich besser verstehen, wenn x in Dualdar-
stellung geschrieben wird,
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x0 = 0.a1a2a3 . . . :=
∞∑
i=1
ai2
−i, ai ∈ {0, 1}. (A.2)
Die Iterationen der Gleichung (A.1) bewirkt dann wegen
f(x0) = 0.a2a3a4 (A.3)
ein Streichen der ersten Ziffer und anschließende Linksverschiebung um eine
Stelle (Bernoulli-Verschiebung). Anschaulich wird bei der Iteration das Intervall
[0, 1] um den Faktor 2 gestreckt, zerschnitten und u¨bereinander gelegt. Daraus
resultiert eine sensitive Abha¨ngigkeit der Trajektorien von den Anfangswerten:
Sind also zwei Startwerte x01 und x02 nach der (n − 1)-ten dualen Ziffer ver-
schieden, so wird der Unterschied durch die Iteration vergro¨ßert. Die na¨chsten
Zusta¨nde fn(x01) und f
n(x02) haben nichts mehr gemeinsam. Da reale Messun-
gen mit nur endlicher Genauigkeit durchgefu¨hrt werden, wird eine Langzeitpro-
gnose unmo¨glich, was eine Eigenschaft von Chaos darstellt. Dieses spiegelt sich
auch in der Berechnung des Lyapunov-Exponenten wider. Der Betrag der ersten
Ableitung dieser Modulo-1-Abbildung (vgl. Gleichung (A.1)) ist gegeben durch
f ′(x) = 2 fu¨r alle x ∈ [0, 1] (fu¨r x = 1
2
nur links- bzw. rechtsseitig). Daher betra¨gt
der Lyapunov-Exponent (vgl. Gleichung (3.1)):
λ(x) = ln 2 ∀x ∈ [0, 1]. (A.4)
A.4 Bestimmung der Parameter fu¨r die
Modulo-1-Abbildung
Die Modulo-1-Abbildung eignet sich als Simulationsbeispiel von stabilen und in-
stabilen Prozessen sehr gut (vgl. Kapitel 4.2.2). Bei der Untersuchung der stabilen
Varianten, die durch die Modulo-1-Abbildung generiert werden, wird ein kleiner
Zufallsfehler zur Modellgleichung hinzu addiert. Somit kommen zwei weitere frei
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Tabelle A.3: Gescha¨tzte Lyapunov-Exponenten zu unterschiedlichen Gewich-
tungsparametern des Zufallseinflusses bei der Modulo-1-Abbildung
z berechneter Lyap.-Exp. wahrer Lyap.-Exp.
0.03 -0.04042 -0.11
0.04 -0.03060 -0.11
0.05 -0.09450 -0.11
0.1 -0.03770 -0.11
0.5 -0.02024 -0.11
0.9 -0.00220 -0.11
wa¨hlbare Parameter hinzu, zum einen der Gewichtsparameter, der den Einfluss
der Zufallszahl bestimmt, zum anderen die Verteilung, aus der die Zufallszahl
stammt.
Um fu¨r das weitere Vorgehen diese Parameter festzusetzen, werden Vorunter-
suchungen bezu¨glich ihres Einflusses auf das Klassifikationsergebnis durchgefu¨hrt.
Hierzu werden jeweils zu unterschiedlichen Parametereinstellungen immer 1024
Datenpunkte aus der Modulo-1-Abbildung generiert. Exemplarisch seien in Ta-
belle A.3 einige Ergebnisse bei der Variation des Gewichtsparameters z des Zu-
fallseinflusses in der Modulo-1-Abbildung dargestellt.
Es zeigt sich, dass z = 0.05 in diesem Beispiel eine gute Wahl darstellt.
Bei der Wahl der Verteilung der hinzu addierten Zufallszahl erscheint zuna¨chst
die Gleichverteilung auf [0, 1] ein guter Vertreter zu sein, da die in dieser Arbeit
gewa¨hlte Modulo-1-Abbildung eine Abbildung des Einheitsintervalls [0, 1] auf sich
selbst ist. Jedoch werden noch weitere Verteilungen aus der Gleichverteilungsfa-
milie und aus der Familie der Normalverteilung ausprobiert. Einige Ergebnisse
sind in Tabelle A.4 dargestellt.
Der erste Eindruck, die Gleichverteilung auf [0, 1] zu verwenden, wird in den
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Tabelle A.4: Gescha¨tzte Lyapunov-Exponenten zu unterschiedlichen Verteilungen
des Zufallseinflusses bei der Modulo-1-Abbildung
Verteilung berechneter Lyap.-Exp. wahrer Lyap.-Exp.
U[0,1] -0.0945 -0.11
U[-1,1] -1.2764 -0.11
N(0.5,0.5) -0.8473 -0.11
N(0,1) -1.1152 -0.11
N(0,10) -0.0013 -0.11
Experimenten besta¨tigt. Somit wird fu¨r die in dieser Arbeit verwendeten Zufalls-
zahlen bei der Modulo-1-Abbildung diese Verteilung verwendet. Zudem wird aus
Tabelle A.4 deutlich, dass wenn die Varianz des Fehlers zu hoch gewa¨hlt wird,
das numerische Verfahren zur Berechnung des Lyapunov-Exponenten diesen nicht
mehr gut scha¨tzt.
Anhang B
AAFT-Algorithmus
Bei der Erzeugung der in dieser Arbeit verwendeten Surrogate sollen die Kriterien
erfu¨llt sein, dass die Originaldatenreihe und die Ersatzdatenreihen zum einen eine
gleiche Autokorrelationsfunktion besitzen, zum anderen der gleichen Verteilung
folgen. Die Erzeugung von Surrogaten mit gleicher Autokorrelationsfunktion wie
die Originaldatenreihe wird mit Hilfe des von Theiler, Galdrikian, Longtin, Eu-
bank und Farmer (1992) vorgestellten AAFT-Algorithmus durchgefu¨hrt, der im
Folgenden na¨her beschrieben wird. Vergleiche hierzu Theiler, Galdrikian, Longtin,
Eubank und Farmer (1992), S. 183, 184 und Theiler, Eubank, Longtin, Galdrikian
und Farmer (1992).
Beschreibung zur Generierung von Surrogaten mit gleicher Autokorrelations-
funktion:
1. Eingabe der Datenpunkte in ein Array, x[t], mit t = 1, . . . , N .
2. Sortierung des Arrays der Reihe nach, Sx[k], mit k = 0, . . . , N − 1.
3. Bilde Ra¨nge u¨ber die Datenreihen, Rx[t], so dass sie der Anforderung
Sx[Rx[t]] = x[t] genu¨gt.
Bemerke, dass Sx[k] eine monotone Funktion mit einer wohldefinierten In-
versen ist. Somit ist Rx[t] = S
−1
x [t] eine statische Zuru¨ckskalierung von x[t].
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4. Erzeuge einen zufa¨llig gaußverteilten Datensatz, g[t], mit t = 1, . . . , N .
5. Sortiere die gaußverteilten Zufallszahlen Sg[k], mit k = 1, . . . , N .
6. Definiere ein neue Zeitreihe: y[t] = Sg[Rx[t]].
Die neue Zeitreihe ist eine statische Zuru¨ckskalierung von x[t] mit der Ei-
genschaft, dass die Amplitudenverteilung gaußverteilt ist.
7. Berechne die diskrete Fouriertransformation (DFT): z[t] = DFTy[t].
Bemerke, dass z[t] eine komplexwertige Darstellung mit Real- und Ima-
gina¨rteilen ist. Die komplexwertige Fouriertransformation splittet Ampli-
tude und Phase auf.
8. Randomisiere die Phase: z˜[t] = z[t]eiφ[t], mit φ[t] ∼ U [0, 2pi]. Hierbei wird
die Phase zufa¨llig verschoben, wobei die Amplitude beibehalten wird (um
die gleiche Autokorrelationsfunktion zu behalten).
9. Symmetrisiere die Phase, damit die inverse Fouriertransformation wieder
real ist:
Re ˜˜z[t] = Re (z˜[t] + z˜[N + 1− t])/2,
Im ˜˜z[t] = Im (z˜[t]− z˜[N + 1− t])/2.
10. Invertiere die diskrete Fouriertransformation: y˜ = DFT−1 ˜˜z[t].
11. Erstelle eine Rangzeitreihe fu¨r y˜[t], Ry˜[t].
12. Die Ersatzdatenreihe, Surrogat, ist dann gegeben durch:
x˜[t] = Sx[Ry˜[t]].
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