Consider a dataset of n(d) points generated independently from R d according to a com-
Introduction
Nearest neighbor search on high-dimensional data is a difficult (and well-studied) problem, in part, because many commonly used distance functions can exhibit greatly different behavior in low versus high-dimensional spaces -a phenomenon often referred to as the "curse of dimensionality". In an effort to rigorously analyze this phenomenon, Beyer et al. [3] defined a nearest neighbor query with respect to a reference query point
as unstable if all of the points in the dataset are nearly the same distance from q d . In this event, the query can be thought meaningless since there is little reason to return any one point over another (see figure 2 in [3] ). Beyer et al. (then later others [4] , [11] ) established sufficient conditions on the data generation distributions and dataset sizes under which the probability of query instability approaches one as d → ∞. Such conditions provide useful insight into how the curse can be mitigated or must be tolerated as unavoidable. We develop a new set of sufficient conditions which improve upon the current ones -see sub-sections 1.2 and 1.3 for a description of our contributions and their relationship to the literature.
Notations and Definitions
Given n(.) :
Given posative real number p, the distance between a pair of points z, w ∈ R d is defined as:
. Given ǫ > 0, the probability of a nearest neighbor query
The space of all possible query point sequences is
We say that data distribution sequence {f d : d = 1, 2, · · ·} and dataset size function n(.) admit nearest neighbor instability if for any ǫ > 0 and any query point sequence
, it is the case that lim d→∞ P d,n(.), q d = 1. We say that {f d } and n(.) strongly fail to admit nearest neighbor instability if there exists ζ < 1 and a "large"
, such that for any ǫ > 0 and for any { q d } ∈ Q, it is the case
We say that Q is "large" if for any 0 ≤ ω < 1, it is the case that, lim d→∞
. ., is said to be bounded above sub- to the "concentration of measure" phenomena. Francois et al. [4] proved that instability
Our Contributions
attributes with mean and variance not dependent on d. Aggarwal et al. [2] considered distance functions with p a positive integer and proved that, for constant n(.) = N and data distributions with i.i.d. attributes supported on
They argued that high-dimensional nearest neighbor behavior is sharply different for each of the following three types of distance functions: p = 1, p = 2, and p ≥ 3. However, unlike our contributions, they do not provide sufficient conditions on instability and they make the restrictive i.i.d. data attribute assumption. Hsu and Chen [7] proved 3 that, for constant n(.), the relative variance condition of Beyer is a necessary 1 They considered any non-negative distance function and did not restrict query points to reside in
2 He considered any metric distance function. 3 They consider any non-negative distance function.
as well as a sufficient condition for instability admission. They go on to develop a basis for empirically testing whether instability is exhibited.
Shaft and Ramakrishnan [12] A vast literature exists on the development of data structures and algorithms for nearest neighbor search, for brevity, see the discussion and citations in [7] .
Instability Results
First we develop a lower-bound on P d,n(.), q d making no assumptions on {f d } or n(.).
Using this and the fact that
Our results are reduced to upper-bounding the probability that a sum of random variables, 
The first equality and inequality follow from the fact that support(f d ) = [0, 1] d and f d is bounded above sub-exponentially, respectively. The second inequality follows from Theorem 2 of Hoeffding [6] . 4 Plugging this bound into the r.h.s. of inequality (1) yields an expression which goes to one as d → ∞, due to the sub-exponential growth assumptions on n(.) and β(.).
Dataset Size Assumption
Now we relax the assumption that n(.) grows sub-exponentially while still assuming that {f d } is bounded above sub-exponentially and support(
We further assume that p ≥ 1. Our goal in this section is to show that {f d } and n(.) strongly fail to admit instability.
Fix 99/100 < ζ < 1 and define
Hence, all that remains is to show that Q is large, i.e. for any
Let Y be distributed as f d and be independent of Y 1 , . . . , Y n(d) . Define random vari-
Such random variables (or related ones) have received considerable study in the stochastic geometry literature.
Using one such study [9] , we prove, in Appendix A, the following two inequalities with Z
For any 0 ≤ ω < 1, inequalities (2) as well as the assumptions that 99/100 < ζ < 1 and
Multi-Variate Gaussian Distributions -Preliminary Results
We provide preliminary results concerning instability admission over an important class of distributions that do not satisfy our assumptions above:
The following simple strategy yields a sufficient condition in the case that:
, and the number of eigenvalues of Σ d which do not go to zero grows faster than n(.). Using the eigenvalue decomposition of Σ d , it can be shown that
where the W ′ s are independent and distributed as N (0, λ Extending the above strategy to q d , µ d = 0 and larger growth rates for n(.) seems possible utilizing more complex properties of weighted, non-central chi-square distributions. However, extending beyond p = 2 seems difficult as only the 2-norm is preserved by orthogonal transformations. Also, extending beyond multi-variate Gaussian data distributions seems difficult owing to the fact that independence of the W ′ s depends upon the Gaussian assumption.
A. Appendix: Some Proofs
First we prove the left inequality in (2): lim d→∞ 
From [8] (using the fact that p ≥ 1) and Stirling's approximation 7 of Γ(.) (6.1.3.7 in [1] ),
1/p . Hence, the above limit is bounded below by (1/100), as desired. 
