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We study the Riemann problem for a system of conservation laws with a strongly 
convex entropy. In arbitrary dimensions we show that the resolution of this 
problem can be reduced to solving an infinite number of entropy inequalities. After 
this transformation, we consider various applications: maximum principles, 
uniqueness of the solution of the trivial Riemann problem, etc. These inequalities 
are also used for a study of the wave curves in connection with the IBVP as 
considered in [A. Benabdallah et D. Serre, Probltmes aux limites pour des systimes 
hyperboliques non lineaires de deux equations B une dimension d’espace, C. R. 
Acad. Sci. Paris Ser. I Math. 305 (1987), 677-680; F. Dubois and P. Le Floch, 
Boundary conditions for nonlinear hyperbolic system of conservation laws, 
J. Differential Equations 71 (1988), 933122.1 At last, we propose a numerical 
scheme based on the discretization of the entropy inequalities for the solution of the 
monodimensional Riemann problem. Wave curves are not involved, thus multi- 
dimensional extensions can be expected. 0 1992 Academic Press, Inc. 
On etudie le probleme de Riemann pour un systime de lois de conservations 
muni dune entropie fortement convexe. En dimension quelconque, on montre que 
la resolution de ce probleme se ramtne a celle dune infinite d’inegalitis d’entropie. 
Apres cette transformation, divers exemples d’application sont envisages: principe 
du maximum, unicitt de la solution du probleme de Riemann trivial, etc. Dans une 
deuxieme partie, l’etude des courbes d’onde est abordie a l’aide des inegalites 
prectdentes. Cette partie, etroitement lice au probltme des conditions aux limites, 
s’inscrit de faGon naturelle dans le cadre envisage par [A. Benabdallah et D. Serre, 
Problemes aux limites pour des systdmes hyperboliques non lintaires de dcux 
equations a une dimension d’espace, C. R. Acad. Sci. Paris Ser. I Math. 305 (1987), 
677-680; F. Dubois and P. Le Floch, Boundary conditions for nonlinear hyperbolic 
system of conservation laws, J. Differenriaf Equations 71 (1988), 93-122.1 Une 
derniere partie concerne l’aspect numtrique de la resolution du probltme de 
Riemann monodimensionnel. Un schema, reposant sur la discretisation des 
inegalites d’entropie, est propose. 11 ne necessite pas l’intervention de courbes 
d’onde, ce qui laisse esptrer des extensions dans le cas de problemes multi- 
dimensionnels. CZ 1992 Academic Press, Inc. 
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INTRODUCTION 
Soit f: Iw” + M,,,([W) une application de classe %‘* pour laquelle il existe 
un couple entropie-flux i.e deux fonctions E: KY + [w et F Iw” + IW de classe 
%T* tgalement, telles que 
(ou encore: Vue ET, F’(u) = E’(u)f’(u)). 
On suppose de plus que E est fortement convexe, c’est a dire que DiE(u) 
est definie positive pour tout u appartenant a W. Le systbme de lois de 
conservation, de fonction inconnue u 
est alors hyperbolique dans la direction du temps. On considere le 
probleme de Cauchy associe au systeme (I) et de condition initiale u,,, c’est 
a dire le problbme (I) et (II), od (II) est donnt par 
u(x, 0) = UC)(X). (11) 
11 est connu depuis les premieres etudes sur la dynamique des gaz, que 
le probleme (I), (II) est ma1 post. 11s n’admet pas, en general, de solution 
reguliere. Si l’on considere le systeme n un sens moins restrictif--celui des 
distributionsd’est la propriete d’unicitt qui est perdue. On espere cepen- 
dant retrouver cette unicite en precisant (I), (II) a l’aide dune inequation 
d’entropie (cf. [ll, 12, 131): 
mu) 4 amu) ;t+ag, ax”O. OL (III) 
Cette inegalite doit &tre comprise au sens des distributions. Elle a pour but 
de selectionner une solution respectant, quand il y en a une, la physique 
sous-jacente au probleme. Aussi peut-elle etre considerte comme l’analogue 
mathematique du second principle de la thermodynamique. L’inequation 
(III) est satisfaite par les solutions classiques de (I). 
Dans cet article, on s’interesse au probleme de Riemann qui est le 
probleme de Cauchy correspondant a une condition initiale ~(0, x) = 
U(x/llxli) ou U: S+ Iw” est donne (S est la sphere unite de Iwq). Ce probleme 
est dune importance theorique et pratique considerable. 11 est a la base de 
nombreux schemas numeriques, en tout cas les plus p&is. Pourtant des 
etudes completes ne sont connues qu’en dimension 1 (q = 1) pour certains 
systemes, ou en dimension 2 pour certaines equations scalaires (n = 1). 
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Notant cr = x/t et en conservant, par abus de langage, la notation u pour 
la fonction inconnue, le sysdme s’ecrit (les optrateurs differentiels ttant 
pris au sens des distributions): 
(1) divfi(u)=a.gradui, l<i<n (encorenotCdivf(u)=a.gradu). 
(2) Lb+ +m ub) = 4alll4 1. 
(3) div F(u) <(T .grad E(u). 
Dans (1) et (3) les operateurs differentiels sont relatifs a la variable 
rr E [wq. Pour des systemes a une dimension d’espace (q = 1 ), les equations 
(l), (2), (3) deviennent: 
f(u)’ = cm’ (1’) 
u(-03)=ug, u(+co)=u, (2’) 
F(u)’ < oE( u)‘. (3’) 
Dans certains cas, l’intgalite (3) est insuftisante t il faut la remplacer par 
une collection d’inegalites relatives A une fumilk d de couples entropie-flux, 
dans le but d’avoir un probleme bien pose; c’est le cas en general pour 
n = 1, q > 2 (cas scalaire multidimensionnel). Cependant, le fait de devoir 
traiter un ensemble d’entropies ne moditiant pas la plupart des principes 
developpes dans cette article, nous nous placerons souvent dans le cas 
dune seule entropie (partie I). 
L’approche adopt&e dans ce travail est de dtduire des inegalitts algebri- 
ques de (1) et (3). 11 est remarquable que l’ensemble de ces inegalites soit 
equivalent a (1) et (3), ce qui permet de se passer d’optrateurs differentiels 
(partie I). Dans une seconde partie on aborde le probleme des conditions 
aux limites. Cette etude, qui repose sur les inegalitts demontrees preddem- 
ment, s’inscrit naturellement dans le cadre envisage dans [2, 31. Enfin, 
dans une troisibme partie, on dtcrit un algorithme de resolution approchee 
du probleme de Riemann qui nest pas base sur la connaissance des cour- 
bes d’onde mais sur la discretisation d’inegalites d’entropie. Cette approche 
est robuste, c’est a dire qu’elle est sende fonctionner pour toutes valeurs de 
n et de q, pour des champs caracteristiques dont la non-linearite admet des 
inflexions etc. Cependant le coQt encore Cleve des calculs numeriques n’a 
pas encore permis de tester cette robustesse. 
I. INBGALITBS D'ENTROPIE POUR LE PROBL~ME DE RIEMANN 
1.0. Introduction 
Le but de cette partie est de caracteriser les solutions du problime de 
Riemann (1, 2, 3) a l’aide dune infinite d’intgalitts d’entropie generalisant 
de man&e naturelle les relations de saut (cf. 1.2). Le risultat obtenu est 
particulierement interessant dans le cas monodimensionnel (q = 1) (cf. 1.3) 
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car on obtient alors une caracterisation algebrique, i.e ne faisant pas inter- 
venir d’optrateurs differentiels ou integraux. Des applications simples (cas 
lineaire, principes du maximum, unicite de la solution du probleme de 
Riemann trivial) sont ensuite trait& (cf. 1.4). 
1.1. Notations et hypotheses generales 
Soit u un point de R”. On designera par Al(u), n,(u), . . . . J,(u) les valeurs 
propres de f’(u). Lorsque ces valeurs propres sont distinctes et reelles, i.e 
lorsque le systeme est hyperbolique strict, on les indexe dans l’ordre 
naturel: 
/l,(U)<~~(U)< ... <A,(u). 
Des vecteurs propres associes ont alors notes rl(u), rz(u), . . . . r,(u). Lorsque 
le systbme (1) est veritablement non lineaire (cf. [ 111) i.e. lorsque, 
VUER”, V’pE (1, . ..) n}, AL(u) . rp(u) Z 0, 
on impose aux vecteurs propres de verifier une condition supplementaire de 
normalisation, 
VJUE R”, VpE { 1, . ..) n}, AL(u) .rJu) = 1. 
Dans cet article, la notation d/da represente l’optrateur classique de deriva- 
tion par rapport a la variable 0. La notation ’ represente soit la differentia- 
tion classique, soit la derivee faible par rapport a la variable CJ. 
On supposera dans cet article que l’entropie E est strictement positive. 
Cette hypothese nest pas restrictive: la fonction E &ant convexe forte, il 
suffit en effet de lui rajouter une fonction afline correctement choisie, et de 
modifier F en consequence. 
1.2. Regularit& des solutions du probleme de Riemann 
Le lemme suivant prouve que les quantites f(u) - c 60 u et F(u) - oE(u) 
ont, a priori, plus de regularitt que u: 
LEMME 1. Soit UE LcC une solution de (1) et (3). Alors: 
(A) div(f(u) -a@~) est de ciasse LzC et div(F(u)-aE(u)) est une 
mesure Bortlienne localement bornee et negative. 
(B) Si q= 1, f(u)-au est absolument continue et F(u)-aE(u) est 
decroisante strictement (done h variation born&e). 
Demonstration. (A) div(f(u) - 0 0 u) = -qu E LzC d’apres (1). D’aprb 
(3), div(F(u) - aE(u)) < -qE(u) < 0 i.e. div(F(u) - aE(u)) est une distribu- 
tion de signe constant, done une mesure Borelienne localement bornee. 
(B) Est une consequence immediate de (A). 1 
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Remarques. (a) Sous des hypotheses d’hyperbolicite stricte et de veri- 
table non linearitt, il est possible d’ “inverser” la propriete (B): les solutions 
(q = 1) de classe Lc= de (1’) et (3’) sont, en general, de classe q2 par 
morceaux (cf. [7, 83). 
(b) La propriete (B) entraine en particulier la relation de saut de 
Rankine-Hugoniot et l’inegalite d’entropie. 
1.3. Caracthisation des solutions du problt?me de Riemann 
11 est remarquable que les solutions de (1) et (3) sont en fait caractCrisPes 
par des inegalites generalisant de facon naturelle les relations de saut, et ne 
faisant intervenir que les quantitts f(u) - (T @ 24 et F(u) - GE(U). 
L’entier q est a nouveau quelconque. Soit (0, u, 1) E lRq x [w” x D(E*), ou 
D(E*) dtsigne le domaine de la fonction convexe conjuguee de E. On pose: 
G,(u, a) = F(u) - GE(U) - n[f(u) - u@ CT] - E*(l)a. Le resultat essentiel de 
cet article est le suivant: 
TH~OR~ME 1. (A) Si u est solution de classe Lzc de (1) et (3) alors: 
(a) V1 E D(E*), div(G,(u(a), a)) < 0, au sens des distributions. 
(/I) VTc Iwq, T compact, on a: 
1 
- s qlTI T 
RN(div[F(u) - E(u)a]) do 
div[f(u)-u@a] do 
Nota: RN(div[F(u) - E(u)a] ) dhigne la d&i&e de Radon-Nikodym de 
div[F(u) - E(u)o] par rapport ci la mesure de Lebesgue, et 1 Tj la mesure de 
Lebesgue de T. 
(B) On suppose que D(E*)= (W”)* (dual de IF!?) et que u est une 
,fonction Li variation bornee uPrifiant les inPgalit&s (a) du (A). Alors u est 
solution de (1) et (3). 
DPmonstration. (A)(a) Soit 2.~ D(E*). Par combinaison lineaire de 
(1) et (3) on obtient 
div[F(u)-E(u)a-A(f(u)-u@o)] 
< -q[E(u) - II. u] 
< qE*(A) (d’apres l’intgalite de Fenchel) 
= div(E*(J)a), 
ce qui prouve le (A)(a). 
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(8) On se restreint g un compact T. La mesure div(F( u) - oE(u)) 
ttant localement bornCe (Lemme l), la dCcomposition de Lebesgue- 
Nikodym assure l’existence d’une mesure de Bore1 v telle que: 
(i) div(F(u) - E(u)a) = RN(div[F(u) - E(u)c]) do + v. 
(ii) v est ttrangkre $ la mesure de Lebesgue. 
La fonction div(j’(u) - u @ a) &ant de classe Lzc (Lemme I), les inCgalit& 
(A)(a) s’intkgrent done en: 
(iii) SrRN(div[F(u)-E(u)~])d~+v(T) 
div[f(u)-u@a] da +E*(i) . ) 1 
v Ctant Ctranghe ?I la mesure de Lebesgue, on peut trouver un ensemble F
inclus dans T tel que 
(iv) 1 T\37 = 0. 
(v) v(F) = 0. 
En remplaqant T par F (iii), 
s RN(div[F(u) - E(u)a]) do 2T 
div[f(u) - u@ a] do 1 1 + E*(l) . 
Soit, d’aprh (iv): 
s RN(div[F(u) - E(u)a]) da T 
div[f(u) - u@o] da 
> 1 
+ E*(A) . 
D’oii: 
I RN(div[F(u) - E(u)o]) da T 
6--qlT[ max 
AeD [ -’ ($JT 
divCf(u)-u@a] do -E*(A) ) 1. 
Le (A)(P) r&ulte alors de E** = E. 
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(B) La fonction u etant a variation bornee, ses derivees partielles 
existent, au sens classique pour presque tout cO. Pour T= B ((r,,, R) (boule 
de centre (TV et de rayon R), en faisant tendre R vers 0 dans (A)(P), on 
obtient (d&iv&es au sens classique): 
E’(u(a)) f (div[f(u)] -c .grad U) (a,) 
- i{div[f(u)l-o-gradu}+u )I (go). 
Cette inegalite est l’opposee dune inegalite de convexite. Done, E &ant 
strictement convexe: 
(vi) div[f(u)] - cr .grad ZJ = 0 (P. P en 4. 
On remarque ensuite que, au sens des distributions, 
(vii) div(G1(u(a), a))=A,dcr-Iop+v (AEWE*)), 
oti A, est une fonction localement integrable, et oti p et v sont les parties 
singulieres de div(f(u) - u@a) et div(F(u) - E(u)a). Si l’on se restreint a 
des Boreliens B inclus dans le support de p, (vii) et (A)(a) assurent que 
-,I[p(E)] 6 -v(B). Puisque 1 parcourt D(E*) = (IX”)*, on a: p(B) = 0 i.e. 
p = 0. Cela signifie que div(f(u) - u @ a) est de classe L&,, done, d’apres 
(vi), 
div(f( u) - u @ 0) = --u da, au sens des distributions, 
qui est exactement (1). 
De meme, en multipliant (vi) par E’(u(a)) on obtient 
div(F(u) - oE(u)) = -E(u), p . p au sens classique. 
Done, au sens des distributions, 
div(F(u) - DE(U)) = -E(u) da + v. 
En appliquant (vii) a des Boreliens inclus dans le support de v on vtrifie 
facilement que v est negative. L’tquation (3) est done vtrifiee, ce qui acheve 
la preuve du theoreme. a 
Remarques. (a) Les intgalites (A) du theoreme 1 sont etablies sous 
des hypotheses g&&ales. En particulier, le systtme (1) n’est pas suppose 
hyperbolique strict, veritablement non lineaire, etc. 
(b) En utilisant la formule de Stokes, on peut faire disparaitre 
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(formellement) l’operateur divergence de la formule du (A)(P). On obtient, 
en notant n(o) la normale exterieure unitaire a aT en (T: 
1 
- l qlTI PT 
[mu) I n) - E(u). (0 I n)l A 
[(f(u) I n) - 4~ I n)l ds 1 d 0. 
Si q = 1 (cas monodimensionnel), il est possible de justifier un tel calcul. 
1.4. Cas Monodimensionnel 
On suppose, dans ce paragraphe, que q = 1. On se propose de formuler 
le theoreme 1 sans faire intervenir d’integration ni de derivation. 
Pour toute fonction U: [w -+ W, et pour tout couple (0, z) E Iw2 vtriliant 
g<r, on introduit, 
M(u; CJ, 7) = (I;(u(z)) - @u(r))) - (Hu(a)) - oE(u(a))) 
+ (z-o) E 
C4z) -f(4~))1- CfJ4a)-f(u(a))l 
t-0 
Notation. Pour simplifier, on bcrira souvent: u(a) = a,, F(u(a)) = Fob, 
etc. 
Entin, on dira que le systeme vtrilie la propriete (SLl) (de sur linearite 
a l’inlini) si: 
(SLl) Vx~:lW’\{0}, 3(a,),..E[[W”]” telle que: E’(a,).x+ --co. 
Par exemple, E(u) = u2/2 verifie (SLl). Evidemment, les proprietts (SLl) et 
D(E*) = ([w”)* sont voisines. 
Dans le cas du p-sysdme, le resultat qui suit doit &tre interpret& comme 
un thtoreme d’energie cinetique dont on ne connaitrait pas tous les termes 
de dissipation: 
THI?OR&ME 2 (Caracterisation discrete des solutions du probleme de 
Riemann). (A)(n) Si UEL~J[W, W) est solution de (1’) et (3’), alors: 
‘41 E D(E*), u H G,(u(o), a) est dkcroissante. 
(A)(/?) Si u E L,zc(Iw, KY’) est solution de (1’) et (3’), alors: 
M(u; 0, z) < 0 pour presque tout couple (0, z) E Iw2 vtrifiant 0 < 5. 
(B) On suppose que (SLl ) est vPrifiPe, que u est ri variation bornee, et 
que M(u; 0, z) < 0 pour presque tout couple (a, T) E [w* vkrifiant o < 7. Alors 
u est solution de (1 ‘), (3’). 
Remarque. Dans la partie (B) du theoreme, il est possible de remplacer 
505/96/l-5 
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l’hypothbse: “a est a variation bornee” par une hypothbse de veritable non 
linearite du systeme (l’), (3’) (cf. [7, 83). 
DPmonstration. (A)(a) Si q= 1, pour tout AE D(E*), o~G~(u(c~), a) 
admet une dtrivte (au sens des distributions) negative (cf. theorbme 1). 
C’est done une fonction decroissante. 
(A)(/?) Soit A E D(E*). D’aprb (A)(a), CT w G,(u(o), a) est decrois- 
Sante, done: 
V(a, 7) E R2, 0 < T, G,(u(T), 7) - G,(u(a), 0) < 0. 
En prenant le maximum (pour 1 E D(E*)) de la quantitt de gauche, et en 
utilisant E** = E, on obtient (A). 
(B) En developpant les inegalitts M(u; (r, z) < 0, E etant convexe: 
(i) Vader”, (F,-rE,)-(F,-aE,)+(z-o)E(a)+E’(a) 
.((z~,-f~)-(~~,--~)-((~--)a)~o. 
Puisque f(u) - cw et F(U) - aE(u) sont a variation born&e, on peut 
introduire leurs mesures de Stieljes. On les dtsigne par d(f(u) - au) et 
d(F(u) - aE(u)). D’apres (i), 
Va E R”, d(F(u) - aE(u)) + (E(a) -E’(a) .a) da 
+E’(a).d(au-f(u))<O, 
inegalitts analogues a celles du (A)(a), theoreme 1, dont on peut alors 
paraphraser la preuve. 1 
1.5. Exemples, Cas monodimensionnel 
On suppose toujours que q = 1. On se propose de retrouver des pro- 
prietes classiques a l’aide du theorbme 2. 
1.5.a. Cas lintaire. On prend ici f(u) = A . U, avec M,(R). Quitte 
a symetriser le systbme, on peut supposer que A est une matrice 
symetrique reelle de valeurs propres simple% que E(u) = llull*/2, et que 
F(U) = (Au ) u)/2. On calcule: M(u; 6,~) = ((A - crZ)(A - zZ)(u, - u,) I 
(u, - u,))/[2(t - a)] et on vtrifie directement que: 
(M(u; CT, z) Q 0 pour tout CJ < t) o (U est solution de (1’) et (3’)). 
Ici, l’hypothbe “ZJ est a variation born&e” est superflue. 
1.5.b. Majorations a priori. Les intgalitts M(u; 0, z) ~0 permettent 
d’obtenir aisement des majorations a priori sous des conditions de regula- 
rite minimales. On peut par exemple retrouver des principes du maximum 
dans le cas scalaire ou pour la dynamique des gaz. 
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Le couple (a, b)~ R2 etant fix& on considere la subdivision (TV = a < 
CJ~ < . . < G,,, = b et on pose ui = u,,, fi = f,, etc. On suppose par exemple 
que n = 1 (cas scalaire). Soit u une solution entropique (pour la condition 
d’entropie d’oleinik) du probleme (I’), (2’) associe aux conditions initiales 
(a,, ad). On sait que u est solution entropique pour le couple entropie-flux: 
E,(x) = xp/p et pp ‘f’(t) dt (p > 0 pair). 
En passant a la limite dans les inegalites xi M(u; cri, oi+ 1) < 0, on estime 
une norme dans LP(]a, b[) par, 
Posons, 
IIf’llw=SUP If’(x)l (pour x E Cuov ~1) 
~0,N=Max(luo19 lu,l). 
On peut tcrire, 
Et pour p+ +co, 
Si l’on fait tendre o. vers - 00 et nN vers + co, 
II $ [f(u) - au1 jl G MWb,l, Id. co 
Puisque (f( 2.4) - 024)’ = - U, on trouve: lluljm = Max(lu,l, 1~~1) (principe du 
maximum). 
Dans le cas du systeme de la dynamique des gaz en coordonnees 
Euleriennes, on laisse au lecteur le soin de prouver par le meme moyen un 
principle du minimum relatif a l’entropie physique S. Pour une preuve 
directe, on pourra consulter [19]. 
1.5.~. Unicitk de la solution du problt?me de Riemann trivial. Soit u une 
solution du probleme (l’), (2’) associe aux conditions initiales ug = ud. 
Supposons de plus que 
3A > 0 tel que Va < -A, u(a) = ug et Vo>A, u(0) = Ud. 
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Prouvons brievement l’unicitt dun tel u. En effet, pour (T < A et r > A 
on a: M(u; 0, z)=O. Cela signitie encore que G,(u(a), a)= G,(u(z), T), 
pour I = E’(u,). La fontion: s H G,(u(s), S) etant decroissante 
(thtorbme 2(A)(a)), on en deduit qu’elle est constante sur [a, r]. Done, en 
reprenant la preuve du theoreme l(A)( M ) , on voit que E(u(s)) - sl. u(s) + 
E*(A) est nulle sur [a, T]. Cela prouve (tgalite dans l’inegalite de Fenchel) 
que u(s) = ug, ce qu’on voulait. 
II. INhGALITh D’ENTROPIE POUR LES COURBES D’ONDES 
11.0. ZntrodzKtion 
L’ttude du problbme de Cauchy mixte (par exemple dans le demi espace 
gauche x < 0) repose de facon essentielle sur la determination de conditions 
au limites conduisant a un probleme bien pose. La methode la plus cou- 
ramment utilisee (cf. [2, 3, 51) consiste a imposer en x = 0 une valeur u0 de 
u like a la trace u- de u en 0 par la relation: u0 E @(u- ), @(u- ) ttant 
dtfini par: 
@(u- ) = {u E Iw” ( u est valeur en O+ dune solution de Lax 
(entropique pour E) 
dun probleme de Riemann d’etat gauche u- }. 
Dune autre facon, on peut dire que, seules les valeurs de u- ne differant 
de u0 que par des quantitts relatives aux caractPristiques rentrantes en 
x = 0, peuvent conduire a des problemes bien poses. Un probleme nature1 
est alors de determiner les inegalites d’entropie reliant u- a u,,. On est 
amen& a essayer de caracteriser l’ensemble WE(u- ) par des inegalites 
voisines des inegalitts du (I). 
Le plan de cette partie est le suivant. Dans un premier temps, apres avoir 
rappel6 l’inegalite d’entropie obtenue dans [2] (cf. 11.2), on demontre un 
lemme (cf. 11.3) permettant de conjecturer des extensions possibles de cette 
inegalite (cf. 11.4). L’exemple du systeme antigradient est ensuite envisage 
(cf. 11.5): sous certaines hypotheses, on caracterise la premiere courbe 
d’onde a l’aide d’inegalites d’entropie. Entin, on aborde le cas de systemes 
2 x 2 quelconques. Une extension partielle des resultats precedents est 
obtenue. 
11.1. Notations et hypothPses &&ales 
Dans ce II, on se bornera au cas q = 1. Le systeme (1) sera suppose 
hyperbolique strict et veritablement non lintaire, sauf mention explicite du 
contraire. 
Soit u0 tixt appartenant a W. 
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Les k-“courbes” de choc entropiques (relativement a une entropie 
convene forte E) sont nottes: Yf(u,,). On suppose que ce sont des varibtes 
connexes. 
Les k-courbes de detente sont notees 9,Ju0). Elles sont supposees 
connexes. 
Les k-“courbes” d’onde entropiques (relativement a une entropie convexe 
E) sont notees O,E(uO). Par definition: cO,“(u,) = Y:(Q) u Qk(uO). 
On introduit la fonction 
aE: R”xlR”-+R 
1 (u, v) l-b F(u) - F(u) -E’(v). [f(u) -f(o)1 ’ 
ainsi que les ensembles, 
%F(u,,) = {U E 58” 1 u est la valeur en 0 + dune solution de Lax (entropique 
pour E) d’un probleme de Riemann d’ttat gauche z+,} 
et 
WL(u,) = {U E lR” ) u est la valeur en O+ dune solution de Lax (entropique 
pour les conditions de choc) dun probleme de Riemann 
d’ttat gauche Us}. 
Remarque. Le sysdme (1) ttant suppose veritablement lintaire, les 
conditions de choc de Lax sont, au voisinage de z+,, Cquivalentes a la 
condition d’entropie relative a E. Cependant, en l’absence de renseigne- 
ments globaux, il n’est pas possible d’ahirmer l’tgalite de @(Us) et WL(u,,). 
11.2. Obtention de l’int!galite fondamentale 
Le resultat suivant, qui sera partiellement generalist au tours de cette 
deuxieme partie, est du a [2]. On en donne ici une demonstration faisant 
intervenir les fonctions G, du I. 
THI?OR~ME 3 [2]. Soit (ug, ud) E Iw” x KY’. On suppose que le probkme 
(1 ‘), (2’), (3’) possgde une solution u ne faisan t intervenir que des ondes de 
vitesses nkgatives. Alors ctE(u,, ug) est negative. 
Remarque. Le theoreme 3 peut aussi s’tnoncer ME c BE(uO) 
(cf. PI)- 
LXmonstration. D’apres le theoreme 2(A)(a), pour tout IED( 
V(a, T) E BP, cr < T, G,(u(z), 7)) G GAda), a), P. P en (0,~). 
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Soit 
F; - zE, - n(f, - zu,) - zE*(A) <F, - aE, - ,I(f, - (TU,) - aE*(l). 
Si (T + ---CO et r + 0 + alors U(Q) + ug et u(r) -+ ud. D’autre part, pour 
A= E’(u,) on sait que E(u,) + E*(A) - 2. ug = 0. Done 
F(Q) - J’(u,) - E’(u,) . U(Q) -f&J) G 0. 
Les lemmes 4 et 5, dune importance moindre, precisent le thtorbme 3. 11 
seront utilists dans l’ttude du systeme antigradient. 
LEMME 4 (Cas d’bgalite dans le theorbme 3). Soit u une solution de (l’), 
(2’), (3’), continue en 0. Alors: (#(u(O), ug) = 0) * (u(0) = ug). 
Remarque. L’hypothese de continuite sert a Cviter les problbmes de 
trace en 0. 
Dt!monstration. Si aE(u(0), ug) = 0, il y a CgalitC a toutes les etapes de la 
demonstration du theortme 3. En particulier: 4n(u(o)) = 0 pour presque 
tout c ntgatif et pour i = E’(u,). On en deduit que u(a) = ug pour presque 
tout 0 negatif. 1 
Une preuve complete du lemme suivant est don&e dans [6]: 
LEMME 5 (Faibles variations autour de uO). Soit u0 E Iw”. Supposons 
qu’il existe un indice p tel que 
Alors, il existe un voisinage V de u,, vhifiant: 
Vi, j) E CL p12, Vu,, u2) E (@E(b) n V) x (of(h) n W, 
u,#u,*aE(u,, u&O. 
Demonstration (Indications). 11 sullit de developper 8 au voisinage 
de (u,, uO) et iventuellement (pour i# j) d’utiliser le fait que 
(r,(u), r2(u), . . . . r,(u)) est orthogonale pour E”(u). ! 
11.3. Description de dE(u,,) 
Rtciproquemenf l’intgalitt rxE(ud, ug) G 0 ne suffit pas a caracteriser 
les solutions u de (1’) et (2’), constantes pour o>O. Avant de preciser 
l’inclusion $P(u,) c tpE(u,), il est ntcessaire de decrire P(u,,). 
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En variable u =f(u), on veritie immediatement que les deux premiers 
termes du dtveloppement de Taylor de aE en f(uO) sont nuls. De facon 
precise, supposons que f soit un diffeomorphisme global. Ceci est par 
exemple vrai si: 
(a) 3k <n tel que pour tout u E R”: n,(u) < J,(u) < . . . < n,(u) 
< 0 < 1, + i(u) < . . . d A,( U) (condition ntcessaire). 
(b) f est une application propre. 
On pose alors: u = f(u), W(u) = F(u), HE(V) = ME(u) -ME(uo) - 
iP’(u,) . (u - uO) (avec u0 = f(uO)). L’exposant E sera en general omis dans 
l’kriture de HE et ME. 
Le (i) du lemme 6 implique,en particulier que aE(u, u,,) = H(f(u)): 
LEMME 6. Si f est un dtffeomorphisme global, les assertions suiuantes 
sont uraies: 
(i) Vu E R”, M’[f(u)] = E’(u). 
(ii) On utrtj?e que: H’ = M’ - M’(u,). La fonction M’ &ant injectiue, 
on en deduit que H’ n’est nulle qu’en u = u,,. 
(iii) VUE R”, H”(u) = E”(u)f’(u)-I. De plus, H”(u) a k ualeurs 
propres negatives strictes et n - k positives strictes. 
Avant de donner la demonstration du Lemme 6, donnons deux corol- 
laires. Le premier donne la description de HP ‘( { 0} ): 
COROLLAIRE 1. Si f est un dtffeomorphisme global, les assertions sui- 
uantes sont uraies: 
(i) VUE R”, 8(u, uO) = H(f (u)). 
(ii) L’ensemble H-‘( (0)) t es we varidtt!, sauf en v. oti sa structure est 
don&e par (iii) et le lemme de Morse. En particulier, pour u variant dans un 
voisinage de uO, a(u, u,,) est equivalent a E”(u,) f’(u,). [u- uO]*. 
Le second corollaire est interessant dans la theorie des conditions aux 
limites (cf. [2, 31): si les valeurs propres du systeme sont negatives, cF( ., .) 
ne prend que des valeurs negatives, de sorte que 6E(~,) est Cgal a KY. 
Autrement dit, aucune condition aux limites ne doit &tre imposee dans 
ce cas. Inversement, si les valeurs propres du systbme sont positives, a? 
est positif et 6E(~,) = {uO}. Cela signitie que la seule valeur a la limite 
acceptable st u,,: 
COROLLAIRE 2. Soit ug E R” fix& On suppose que le systeme n’a que des 
ualeurs propres negatives (resp. positives), et que le changement de variable 
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v = f(u) est un diffPomorphisme global d’image convexe. Alors, uE( ., ug) est 
une fonction negative (resp. positive). 
Dtmonstration (Du corollaire 2). On suppose par exemple que les 
valeurs propres du systkme sont toutes rkgatives. En appliquant le (iii) du 
lemme 6, on voit que H est fortement concave. On en dkduit que H atteint 
son minimum global en un seul point v, qui vtrilie H’(v) = 0. Done v = v0 
(cf. (ii), lemme 6) et H< H(v,) = 0, ce qu’on voulait. 1 
Demonstration (Du lemme 6). (i) L’Cgalitt5 M’(f(u)) f ‘(u) = F’(u) est 
immtdiate. On en dkduit que: M’(f(u))=F’(u)f’(u)-‘=E’(u). 
(ii) D’aprb le (i), M’ = E’ 0 f -‘, oti f est bijectif et E’ est injectif, par 
convexiti: forte de E. Done M’ est injectif. Le reste est Cvident. 
(iii) La relation: H” = M” est immtdiate. Or, d’aprb (i), 
M”( f (u)) f’(u) = F’(u). La forme quadratique E”(u) Ctant dkfinie positive, 
on introduit E”(u) “*, 
E”(u)-1/2M”(f(u))E”(u)-1~2=E”(u)1/2 f’(u)-‘E”(u)-‘/2. 
11 suflit alors de remarquer que (iii) est vraie pour f’(u)-‘. 1 
EXEMPLE. n = 2 et k = 1, i.e.: Vu E R”, A,(u) < 0 <A,(u). 
L’allure de H-‘((0)) est dans la figure 1. 
_.__.__.._.......................................... , 
IL0 r’ 
0. 0 0. 7 17. 3 26. 
1 
0 
FIG. 1. equation de Burgers. - - -: solution exacte et solution approchte; N (points) = 35. 
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Remarquons que H-‘( (0)) ne peut pas faire de boucle (sinon il existe- 
rait un extremum o a l’interieur de la boucle, contredisant le fait que H’ est 
non nulle en dehors de u,, E H-‘( (0))) (Fig. 2). 
Enfin, aucune des deux branches ne peut Ctre bornee, comme on le voit 
facilement en se servant de la classification des varittes %?:’ connexes de 
dimension 1 (cf. [14]). 
D’apres la figure 1, on constate que @(u,) est d’interieur non vide, alors 
que les inegalites: A,(U) < 0 < A,(u), laissent a penser qu’en general, 
,B?(u,) = 0 f(u,) et done que l’inclusion @(u,) c a”( uO) est stricte. 
11.4. Position du probkme 
On peut essayer d’etendre le theoreme 3 dans plusieurs directions. La 
premiere, envisagee par [2, 33, consiste a utiliser l’ensemble de toutes les 
inegalites obtenues en faisant varier E. Par exemple: 
THBOR~ME 4 [2]. On suppose que: 
(Hl ) II existe un domaine A convexe, positivement invariant, born6 
(H2) VUIS [w”, &(u) #O. 
(H3) Les courbes de dktente sont des droites (dans I’espace des u). 
0. 0 3. 7 7. 3 11. 0 
51 erno 
FIG. 2. equation de Burgers. -: solution exacte; - - -: solution approchize; N (points) = 35. 
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Alors 
vu, E R”, .9TE(uo) n A = n BE(u,) n A. 
E 
(L’intersection &ant prise sur l’ensemble des entropies convexes). 
Cependant, la propriete d&rite dans le thtoreme 4 nest pas gtntrale. 
Elle tombe en defaut pour des sysdmes 2 x 2 quelconques: 
THBORI~ME 5 [2]. Quelque soit n > 1, il existe f~ V*(R”, R”) tel que Ze 
systeme (1’) soit hyperboh’que strict et tel que 
pour toute entropie convexe [E associie au systPme (/‘intersection &ant prise 
sue l’ensemble des entropies convexes). 
Une seconde approche consiste a laisser E tixe, et a faire varier u,,. Elle 
est plus raisonnable que la precedente, dbs que l’on envisage des systemes 
n’ayant qu’une seule entropie convexe non triviale. Envisageons le cas 
particulier du p-sysdme, 
u,-uv,=o 
u, + p(u), = 0 
(avec p’ < 0 et p” > 0). On v&tie facilement que: A,(u) = -( -p’(u))“’ < 
0 <A,(u) = (-p’(u))“* et 
@(u,,) = Of(u,) = n a”(u), E &ant l’tnergie physique (cf. [4]). 
UE of(ud 
Pour un systeme 2 x 2 quelconque (mais vtrifiant A,(u)<O<A,(u)) on 
peut essayer de caracteriser la premiere courbe d’onde a l’aide de telles 
intgalites: 
Probkme 1. On suppose que n= 2, que E est une entropie convexe 
fixe, et que: Vu E R2, A,(u) < 0 < A.,(u). Sous quelles hypotheses l’assertion 
suivante: 
vu, E R2, wd= n m) 
ue+d 
est elle vraie? 
(E etant une entropie convexe tixe), 
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Une diffrculte essentielle reside dans l’obtention d’inegalites d’entropie 
independantes du point base uO. Le passage d’intgalitis du type 
crqu, ug) < 0 pour 2.4 E Ye, 
a celui de 
cF(z4, 24’) d 0 pour (24, u’)E Yap, 
est en general impossible, uE &ant pas lineaire. En se reportant a la 
figure 1, on voit qu’il est diflicile de repondre de facon triviale au 
probleme 1. I1 existe un argument (global) negatif, et un argument (local) 
positif: 
(i) On ne dispose “a priori” d’aucun resultat global. 
(ii) Si l’on fait varier u sur Of(u,), alors, au premier ordre au 
voisinage de u,,, u dtcrit une droite et BE(u) decrit l’interieur d’un cone 
(Fig. 3) i.e. Of(u,,) est d&rite correctement, au voisinage de uO, par les 
intersections prtcedentes. 
Dans le m&me ordre d’idee, on voit pourquoi le theoreme 4 est 
I 
7. 2 
6.4; ..___._ e ._.............___._.. . ‘t 
\ r.. . . . .._...._..._e............ -.. .., 
5. 
6 - 
_..... 
4. 8 
I 
I 
I (],,,( 
I 
I,, 
-5. 0 -1. 7 1. 7 5. 0 
51 qma 
FIG. 3. Systkme lintaire 2 x 2, ltre composante. -: solution exacte; - --: solution 
approchke; N (points) = 25. 
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inexact pour des systemes quelconques. L’ensemble nE dE(u,) ne dilinit 
correctement que la tangente a Ok en uO. 
11.5. Exemple du systbme antigradient 
L’entropie E Ctant dtsormais fix&e, l’exposant E sera omis dans l’ecriture 
de CF. Ce paragraphe est calculatoire et ne sera pas utilise par la suite. 
Soit 4: R2 --) R une fonction fortement convexe et de classe %T3. On se 
propose de discuter le Probleme 1 (cf. 11.3) sur l’exemple du systeme de flux 
(d”> 4th: 
(sysdme “antigradient”). 
Cet exemple gentralise celui du p-systeme. Les proprietes generales du 
systbme antigradient sont rappel&es dans l’appendice I.
On suppose que le systbme st vtritablement non lintaire, que Y”f(wO) 
est une variete connexe et que 9i( w,,) est connexe. Le couple (E, F) = 
(#,4,4,) est pris comme couple entropie flux. La lettre w = (u, u) designe 
FIG. 4. Systkme lintaire 2 x 2, Z&me composante. -: solution exacte; - --: solution 
approchte; N (points) = 25. 
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maintenant la variable de l’espace des phases precedemment notee u. On 
veritie que 
V(W,) w*) E [w* x w, 
= (du, - A,) . (4”, - d”, 1 
= 4WI 3 w2). 
Pour prouver que l’inegalite: tl(wl, w2) < 0 est vraie pour tout couple de 
points (wl, w2) distincts appartenant a la premiere courbe d’onde, il suftit 
de prouver que 4, et 4, sont monotones strictes sur Of(wO). Pour cela, on 
ttudie separtment les demi courbes 9’f(w0) et @(w,), puis on recolle en w0 
les inegalitb obtenues. 
Envisageons d’abord le cas de 9,(w,,). Remarquons qu’une variett V 
reguliere connexe de dimension 1 &ant soit diffeomorphe a un cercle, soit 
diffeomorphe a un intervalle, une telle courbe est diffeomorphe a un inter- 
valle d&s qu’elle est domaine de definition dune fonction reguliere dtnuee 
de points critiques ou injective. Dans ce cas, l’expression: ‘f est une fonc- 
tion monotone sur V,” a un sens. Ainsi, on peut tnoncer: 
LEMME 7. On suppose que le systsme (1’) est &itablement non lineaire 
et que la courbe Sl( wO) est connexe. Alors, 4, et 4, sont monotones strictes 
sur C2$(w0). 
DPmonstration. Si w1 et w2 appartiennent a gI(w,), alors, par exemple, 
w1 appartient a 9$(w,). Pour w, # w2, on deduit du theorbme 3 et du 
lemme 4, 
MA, - CL, 1 . (d”, - 4”, 1-c 0. 
Le femme en resulte. 1 
On peut donner une demonstration du lemme 6 saris se servir de la 
fonction ~1. 
Etablissons un tnonct analogue relatif a la premiere courbe de choc. 
Pour cela, on remarque que si w1 est un point de Yspfl(wJ, il n’y a en 
general aucune raison pour que la vitesse a( wl, w,,) d’un choc reliant w0 a 
w, soit negative (ce qui rend hasardeuse l’utilisation du theoreme 3). Une 
hypothbe pour que c(wl, wO) soit negative est que: ~(w,, wO) <I,(w,). 
Cette inegalite est en particulier realike db que l’hypothbse (i) (“demi 
conditions de choc de Lax”) est vraie: 
HYPOTHJ~SE (i). VW,,E[W*, VW,E~‘~(W~)\(W,> on a: ~,(w,)<cT(w,, wO) 
< ~,(wJ- 
%X/96/1-6 
76 HEIBIG ET SERRE 
On a alors: 
LEMME 8. On suppose que le systPme (1’) est vtritablement non lintaire 
et que les demi conditions de choc de Lax sont vraies SW 9’“p(w,)\{w,}. 
Alors: 4, et 1+3, n’ont pas de points critiques sur Yf(w,)\{w,}. 
Dkmonstration. Pour la definition de II/, on renvoie a l’appendice I. 
Traitons le cas de #U. 11 suflit de verifier que 
4UUti” - bU”1cI” = hu((~” - ti”,) + 4”“. (v - vo) - 4,“. (u - uo)) 
+ 4,“(($, - du,) + 4,, . (u - uo) - dU”(V - vo)). 
11 s’agit done de prouver que 
~,,(4” - 4”JAV - 00) + ((4tA”” - 42,) + h”(4” - bJlb - 00)) f 0. 
(Les quotients existent d’aprb le lemme de l’appendice I). 
Montrons que b,,(b, - $,)/(v - vo) est toujours positif strict. En effet, 
4 est positif strict par convexite forte de 4. D’autre part, puisque 
w”: ~p(wo)\{wo)~ on a $(u, v) = 0, i.e., 
(4, - 4,) * (u - uo) = (4” - 4,). (v - vol. 
On en deduit que 
(4, - 4,) . (0 - 00) = (l/2). (4’(w) - #‘(wo)) .(w - wo) > 07 
soit encore, 
(4” - 4,Mv - vo) ’ 0. 
Done, ~$,,(d, - 4,)/(v - vo) est toujours positif strict. 
Montrons que (4~5,~ - &,) + c$,,($, - 4,)/(v - vo) est toujours positif 
strict. On distingue deux cas: 
1” cas. On suppose que 4,” est negatif. 
Les demi conditions de choc &ant vtrilites le long de Yf(w,)\( w,}, 
on a: a(w, wo) < I,(w,) < 0. 
Done, 
hd”(dU - 4U”MV - 00) = 9LlJdW~ wo) > 0. 
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Enlin 4,,#,, - 42, &ant positif strict (convexite forte de 4) on en deduit 
we 
((4”d”” - 43”) + b”“($U - h!,Y(~ - &I)) > 0. 
2 eme CUS. On suppose que 4,” est positif. 
Les demi conditions de choc Ctant vraies le long de Yp(w,)\(w,), on a: 
A,(w) < o(w, w,,). Done, 
(4”,4”” - 42”) + 4,“(4L - A4Mu - %) 
2 (hA”” - 4:“) + &4”(h” - cim~““11’2) 
2 kkub,“)“2 kL4”Y2 - hi”) > 0. 
Dans tous les cas, l’egalite bU,$, - 4,,tiU = 0 est impossible. Le lemme est 
ttabli. 1 
On peut recoiler les inegalites prtcidentes en wO: 
PROPOSITION 1. Le systeme (1’) est supposP vkritablement non lintaire. 
On suppose de plus que ses courbes de choc et de d&ente sont des variktts 
connexes, et que les demi conditions de Lax sont vraies. Alors: 
DPmonstration. D’apres les lemmes 7 et 8, 4, et 4, sont monotones 
strictes sur Of;(wO)\wO. Pour prouver que 4, et 4, sont monotones strictes 
sur tout Of(w,), il suffit d’btablir que ~(wr, w2) = (d,,--dU,). (d,,-d,,) ne 
s’annule jamais pour (w,, w2) E Bf;(w,) x Of(wO) (w2 # wl) variant sur un 
voisinage de (w,, w,,). Cela resulte du lemme 5. 1 
On a done montre, sous les hypotheses de la proposition 1, que 
c%%) = n WE 0F,S,, &F”(w). Reciproquement, si le probkme de Riemann 
(entropique pour 4) admet toujours une solution (cf. [12]), on demontre 
que l’inclusion inverse est vraie (cf. [6]). 
11.6. Approche locale de Z’inclusion: CJf( w,,) c (7 WE @fCw,,) 8’“(w) 
On revient au cas general 2 x 2, et on suppose toujours que 
VW E R”, i,(w)<O<A,(w). 
On desire generaliser I’etude (locale) faite pour le systeme antigradient. 
L’objectif de ce paragraphe est de trouver des conditions suflisantes pour 
que la propriete (IL) suivante soit vraie: 
PropriPtk (IL). VW E Of(w,), 39’-(w) voisinage de w tel que: w’ E 
~~(w,)n~(w)~a(w',w)~O. 
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Par la suite, cette propritte sera designee sous le nom de propritte 
d’inegalitb locale. 
La methode employee consiste a developper a(~,, w,)(w,, w2 E Oar) 
au second ordre, et a statuer sur le signe de l’expression obtenue en utilisant 
une expression analogue au voisinage de (w,, wO). Pour des raisons de 
calcul, on fait maintenant l’hypothese que les conditions de choc de Lax 
sont vtriliees, i.e. que (ii) est vraie: 
HYPOTH~SE (ii). VW, E R2, VW, E 9’~(w0)\{w,,} on a: Ai < 
4w1 y WJ < &two) et 4w1 y wd < 12(w1 1. 
Un systeme veritiant la propritte (ii) sera designt sous le nom de systeme 
globalement vhitablement non lintaire (relativement a E). Un sysdme 
veritablement non lineaire et globalement vtritablement non lineaire sera 
designe sous le nom de systeme fortement veritablement non lineaire. Pour 
les notions de veritable non lintarite forte et globale, on pourra consulter 
c71. 
11.6.a. Conditions suffisantes. Soit w E R”. On note: Q(w) = E”(w) f’(w). 
Un developpement limite de a(w’, w) donne une condition suflisante pour 
que la propriete d’inegalite locale soit veritiee: 
PROPOSITION 2. On suppose que le systtme (1’) est vkitablement non 
lin&ire, et que YPf(wO)\{ wO} es une vari&& admettant un champ de t 
tangentes t tel que 
VW~~4Pf(%)\hJ~ Q(w). (t(w), t(w)) < 0. 
Alors la proprikte d’in&galitt! locale est vraie. 
DPmonstration. Envisageons d’abord le cas od w E~~(w~)\{w~}. On 
sait que (cf. corollaire 1 du 11.3): 
~w’~~3Wo)\b%l> a(w’, w)=iQ(w).(w’-w)‘+o(~~w’-w\~~). 
Or 
Q(w). (w’ - WI’ ~ Q(w). t(w)’ <o 
2 (Iw’-wl12 2 Ile4112 
quand w’ + w. 
ce qui assure la propriete d’idgalite locale dans ce cas la. 
Pour w E 9i( w,), on prodde de facon analogue. La preuve est immediate 
car on peut choisir t(w) = rl(w), et utiliser les intgalitts: Q(w) .ri(w) = 
k(w) E”(w) kl(w), rl(w)) < 0. I 
Definissons maintenant la base: a(w) = {rl(w), r,(w)} et son produit 
scalaire associe, note ( 1 )BcWj, i.e., (ri(w) ) rj(w)),CW, = 6,. 
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On va transposer en w0 la condition sufhsante: VW E Yf(w,,)\{ w,}, 
Q(w).t(w)*<O. 
11.6.b. Introduction d’une propriPtP de convexit6. L’objectif de ce 11.6.b 
est de prouver que la propritte: VW E Yff(wO)\( wO>, Q(w) . t(w)* < 0, est 
vraie pour une classe assez large de systemes (lemme 9). Ces sysdmes 
verilient alors (cf. proposition 2) la propritte d’inegalite locale. 
Auparavant, on introduit I’hypothese de convexite: 
HYPOTH~SE DE CONVEXITY L’ensemble YF( wO)\ { wO} est une variktt 
connexe dont aucune tangente ne passe par wO. 
On peut verifier que l’hypothese de convexitt est realike dans le cas des 
systemes admettant des courbes de choc connexes non borntes et de cour- 
bure toujours non nulle (cf. 163). Pour des hypotheses pour que les 
courbes de choc ne soient pas borntes et soient saris inflexions, on renvoie 
A [9]. 
On peut maintenant Cnoncer: 
LEMME 9. On suppose que le systeme v.Gr$ie les hypothkses de vtritable 
lint!aritt! forte et de convexit6. Alors: 
(a) Vwo~Rn, Vw~~~f(wo)\{wo~~ .( ) r, w n’est pas tangent ci Y”f(wo) en 
w (i= 1, 2). 
(b) VW, E KY, VW E Yf(w,), Q(w). t(w)2 < 0, t(w) dksignant un uecteur 
tangent ci Yf(w,) en w. 
Ddmonstration. Soit w E Yf-(w,)\{ wO}. La vitesse a(w, wO) du choc 
reliant w0 a w sera aussi notee cr. Le (a) sera etabli au tours de la preuve 
du (b). Pour montrer (b), on constate que 
Q(d .rl(wd* = h(+J E”(wd(rl(wd rl(wo)) < 0. 
11 suffit done de montrer que 
Vw~~Ph)\hl~ Q(w). t(w)* # 0. 
La preuve sera don&e en quatre &apes. Les arguments essentiels ont ceux 
du (1) et du (3): 
(1) En utilisant la veritable non linearite globale du systbme, on 
vtrifie que 0 peut Ctre pris comme parametre sur Y”f(wO)\{ wO} et qu’une 
tangente en w est donnte par 
t(w)=(f’(w)-a(w, wo))-l.(w-wwg). (1) 
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Cette relation assure que t(w) nest jamais proportionnel a ri(w) (i = 1, 2): 
sinon w - w0 serait proportionnel a ri(w), done a t(w), contrairement a 
l’hypothbse de convexite. Le (a) est prouve. En decomposant r(w) sur 
a(w): t(w)=Cf=, ai ri(w), on traduit le (a) en disant qu’il existe un 
reel E tel que 
vwe mwo)\{wo)? E=sipne(fi, d-J). 
(2) Calculons Q(w) . t(w)*. Puisque B(w) est E”(w) orthogonale: 
3x,(w), x*(w)) E R*,’ I ~-cq,,Ww) = 
( 
Xl(W) 0 
o 
1 x2(w) . 
D’ou: 
Q(w) .t(~)~ = i q(w)* &(w) xi(w). 
i= I 
(3) On raisonne par l’absurde. Supposons qu’il existe o appartenant 
A YF(w,)\{ wo} tel que Q(w). t(o)* = 0. 
Le (2) prouve que 
ctl(w) = Id,(o) x~(w)~/~ et rx*(u) = &k( -I, xl(u))l’*, 
avec k = EN~(w)/( -A,(w) x1(w))“’ #O. 
D’apres (1 ), 
dCt (0 - w. I rI(~))ac,j (A(o) - fJ((w %))(~,(W) x2kw2 
(w - w. I r2(u))ac,j &(A,(W) - 40, wg))( -A,(w) x1(w))“’ =O* 
Done, 
d&(o) - 4m wo)l [n,(o) - ato, wo)l 
x (0 - w. I rl(w))9c,J (0 - wo I r2W)co~o~ 2 0. 
Mais d’une part, d’aprds les conditions de choc de Lax, 
C&(w) - 4% wo)lC~,(~) - ato, wo)l < 0, 
et d’autre part, 
(0 - Wo I ri(QJ))9qwj + 0 (i = 1, 2). 
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Sinon w - w0 serait proportionnel a ri+ 1(w), ce qui est absurde par un 
raisonnement analogue a celui du (1). Les inegalitts precedentes montrent 
we 
4m - wo I rl(~)ho) (0 - wo I r2(~))iwL) < 0, 
(4) 11 suffit enfin de prouver que I’intgalite prectdente est absurde. 
Au voisinage de wo, on parambtre Yf(wo) par une fonction rtguliere w, 
valant w. en 0, 
w: [O, a[ -+ 9y(wo). 
Puisque r,(wo) est tangent a 9f(wo) en wO, on a, 
pour s positif strict assez petit. 
Ensuite, 
3 0, pour s positif strict assez petit, 
Cette derniere inegalite est stricte (argument du (1)). Done, pour s positif 
strict assez petit, 
x ($1 r2iI~~~,1),,H,,s,, (w(s) - w. I r2Cw(s)l)ac++.csjj > 0. 
On constate enlin que l’inegalite prectdente est vraie non seulement pour 
w(s) (s petit), mais pour tout w appartenant a Y”p(wo)\{ wo} (argument du 
(1)). Le lemme est prouve. 1 
On peut rtsumer ce paragraphe par la: 
PROPOSITION (Inegalites locales sur Of(w,)). On suppose que le systtme 
(1’) est fortement vCritablement non linkaire, de valeurs propres de signes 
strictement opposth, et que la propri&P de convexitk est vraie. Alors, la 
propriitd d’inPgalitP locale l’est aussi. 
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III. DISCRBTISATION DES INBGALITBS D'ENTROPIE 
111.0. Introduction 
Le theoreme 2 (Partie I) suggere l’utilisation d’inegalitts d’entropie pour 
rboudre de manilre approchee le probleme de Riemann. Le but de cette 
partie est de trouver un procede discretisant et resolvant les inegalites 
M(u; 0, r) < 0. Cette approche, qui ne ntcessite pas l’intervention des 
courbes d’onde, est adapt&e au traitement des systemes ne verifiant pas de 
proprietes particulieres (hyperbolicite stricte, veritable non linearite etc.). 
De plus, le theoreme 1 laisse esperer l’extension dun tel procede aux cas 
des dimensions d’espace suptrieures a 1. 
Une contrepartie a une telle gtntralitt est inevitable: le manque de linea- 
rite ou de convexite de la fonction M(u; ., . ) rend la mise en oeuvre effec- 
tive d’algorithmes de resolution delicate. Dans le cas monodimensionnel 
(q = 1 ), une fonctionnelle, dont un minimum est solution du probleme de 
Riemann, est cependant minimiste grace a un procede de gradient. Dans 
les cas testes (equation de Burgers, cas lintaire 2 x 2, p-systbme), le mini- 
mum obtenu donne une valeur approchee acceptable de la solution. 
Dans cette troisieme partie, on se place dans le cas q = 1 (cas mono- 
dimensionnel). 
III. 1. Notations 
Soit [a, b] un intervalle lixe. Un maillage a la NP experience est note 
w3cl<k$N> 
N avec c+=a<a, < ... <a: = b. On suppose que la grille 
d’ordre N+ 1 est plus line que la grille d’ordre N (a chaque fois, on rajoute 
un point A la grille prectdente). L’ensemble de tous les a” (i < N, N decri- 
vant N) est note 9. On le suppose dense dans [a, b]. Pour tout entier N, 
on note: ~4~ = (u,“, . . . . uz) E (Rn)N. Les vecteurs 24: et uz seront toujours 
tgaux a deux vecteurs fixes ug et ud. L’expression Myj designe la quantite 
deduite de M(u; a, r) en remplacant a, r, u(a), u(r) par a?, a,?, u”, u,?. 
Enfin, on introduit les ensembles S, et S,, 
S,= ((i,j)~N* 1 i<Netj=i+ l}, s,= {(i,j)EW i<j<N}. 
111.2. Convergence des mbthodes numkriques 
Pour a” # a,?, MC est continue par rapport a (a;, a,?, UN, 24,y). Les 
inegalitts MTjdO passent A la limite des que l’on dispose dune propriete 
de compacite sur (UN, ur)N,N,,Gi,jsN. Introduisons la condition (X2) 
suivante: 
($52): 3k > 0, 3p > 1 tels que: Vu E R”, E(u) > k (IuI( p. 
Un resultat non trivial de convergence st la: 
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PROPOSITION 3. On considere un systeme hyperbofique strict, fortement 
veritablement non lintaire, et vertfiant les hypotheses (SLl) et (SL2). On 
suppose que pour tout N, il existe une solution approchte uN, que les uN sont 
uniformement born&, et que les MT1 sont tous negattfs. L’ensemble 9 est 
suppose dense dans [a, b]. 
Alors, il existe une solution u du probkme de Riemann associe a (u,, ud) 
et une application croissante *: kJ + N, telles que 
V’aE#, UC”’ + u(a) quand N-t +oo, 
i, designant I’indice tel que at!“’ = a. 
Remarque. On rappelle que la veritable non linearite forte d’un systeme 
Cquivaut a sa veritable non linearitt et au fait que tout choc E entropique 
verifie des conditions de choc de Lax. 
La preuve de la proposition 3 emploie une methode analogue a celle 
developpee dans [7]. 
111.3. Construction d’une methode numerique 
L’indice superieur N est en general omis dans les notations. 
On desire rtsoudre le probleme de Riemann par discrttisation et rbolu- 
tion iterative des inegalitts: M(u; 0, r) < 0 (0 < 7). La consideration du cas 
lintaire conduit a esayer de gtneraliser des algorithmes de calcul d’eltments 
propres de matrices. On peut utiliser la construction suivante: 
Soit S un sous ensemble de (0, 1, . . . . N}* forme 
de couples (i, j) tels que i < j. 
Rappelons que u = (u,, = ug, . . . . uN = ud) et considerons par exemple la 
fonctionnelle ds dtlinie par 
d,(u)= 1 My. 
(i.j)E S 
On suppose que S, c S. On vtrilie facilement que [V(i, j) E S*, i < j, 
M, j < 0] o [bs(u) = 01. Une methode numerique consiste done a tvaluer 
lie (lR”)N tel que #,(ri) = Min, d,(u), le minimum &ant cherche dans 
l’ensemble des u tels que u0 = u, et u N = ud. Remarquons que ce probleme 
admet en general une infinite de solutions. 
111.4. Description de I’algorithme 
Ce paragraphe decrit la mise en oeuvre dun algorithme de minimisation 
de fonctionnelles. On envisage le cas scalaire (equation de Burgers), le cas 
lintaire 2 x 2, et le cas du p-systbme n variables Euleriennes. 
84 HEIBIG ET SERRE 
111.4.a. hquation de Burgers. La fonctionnelle utilisee est: ps(u) = 
CieSB Mi$. La methode de minimisation est la methode de gradient a pas 
tixe: uk+’ = uk- p .V~,(U~), le pas p &ant pris assez petit. On ne connait 
pas de critke permettant d’effectuer de facon systematique le choix de p. 
L’existence dun pas permettant de faire converger la methode est toujours 
assurte en pratique. 
Numtriquement, m&me pour N faible, la methode est precise mais la 
convergence est lente. Enlin, si l’on diminue S, la mtthode perd en 
precision. Dans les cas vectoriels, on se borne A S = S,. 
111.4.b. Cas 1inPaire 2 x 2, p-systtme EulPrien. On choisit S= S, et l’on 
desire minimiser $Ju) = &, jJ E s Mfj. Les mtthodes de gradient a pas fixe 
explosent. On considbre done une methode de gradient a pas variable: 
Uk + ’ = Uk - pk V$,(Uk) 
Ilpk W,(uk)ll G K. 
Le reel lixe K est a tvaluer au mieux. L’algorithme convergeant vets des 
valeurs de ZJ telles que Mj, Jo Cte > 0, on est amene A utiliser plusieurs 
grilles. Le choix de la grille la plus grossiere se fait en considerant la grille 
la moins line pour laquelle l’algorithme de gradient ne conduit pas a une 
Ii qmo 
FIG. 5. Dynamique des gaz 2 x 2 (Euler), densit& -: solution exacte; - - -: soktlon appro- 
chire; N (points) = 21. 
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solution numerique u telle que I,+~(v) = 0. Le passage d’une grille grossiere 
vers une grille plus line s’effectue db que l’on stationne sur un point criti- 
que de +,. L’initialisation des points rajoutes-les milieus des points de la 
grille prectdente+st effect& a l’aide de tests portant sur les valeurs prises 
w-M ;., .). Cette procedure est necessaire si l’on ne veut pas perdre trop 
de precision au niveau de la localisation des chocs. 
Les essais numeriques correspondent aux figures 3, 4, 5, 6. 11s restituent 
assez bien la solution cherchte. En particulier, dans le cas lineaire, les dis- 
continuites de contact sont localisees de facon correcte. La convergence de 
l’algorithme est neanmoins trop lente pour que celui puisse Ctre implemente 
dans les schemas de Glimm ou de Godunov. 
111.5. Conclusion 
L’algorithme precedent donne des resultats interessants, mais il est lent. 
Des techniques permettant l’acceleration de la vitesse de convergence 
doivent etre cherchees (par exemple, une methode de Newton conduisant 
a inverser des matrices tridiagonales). On peut aussi envisager le passage 
au cas q > 1. Ce serait un progres essentiel dans le traitement numtrique 
des problemes a plusieurs dimensions d’espace. En effet, bien que la theorie 
pour le probleme de Cauchy scalaire soit tout a fait satisfaisante (cf. [lo]), 
..-.... _ .+.J 
-0. 2 I I I I I I I I 1 I I I I 
-3. 9 -1. 1 1. 7 4. 5 
51 gmo 
FIG. 6. Dynamique des 2 x gaz 2 (Euler), quantite de mouvement sptcifique. -: solution 
exacte; ~ - -: solution approchie; N (points) = 21. 
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trb peu de problemes de Riemann ont pu &tre resolus, et ce au prix de 
complications extremes (cf. [20]). La raison essentielle st que les rtsolu- 
tions ont jusqu’d present fait appel a une description exacte des ondes 
mises en jeu. Notre approche, moins precise (on ne cherche qu’a approcher 
la solution), pourrait s’adresser a tous les systemes hyperboliques aris dis- 
tinction, pourvu qu’ils soient munis dune entropie fortement convexe; ceci 
a lieu dans la plupart des problemes physiques. Cependant, une complica- 
tion suppltmentaire apparait dans le cas scalaire puisque la plupart des 
equations perdent la non-lintarite en certains points dans certaines direc- 
tions. 11 faut done mettre en jeu une infinite d’inegalites d’entropies pour 
recouvrer l’unicite de la solution, par exemple celles relatives aux entropies 
l&(u)= lu-kl. 
APPENDICE I 
On rappelle ici les proprietts gtnerales du systeme antigradient: 
La fonction f$ est supposte fortement convexe, et le couple (E, F) = 
(4, d,d,) est pris comme couple entropie - flux. La variable de l’espace des 
phases est notee w = (u, a). On verilie que A,(w) = $,,- (#,,d,,)“2 <O et 
22(w) = A” + (~uu4”“P2 > 0. 
1. Courbes de choc du systtme 
On pose: $,&u, u) = (4, - 4,) . (U - uO) - (4, - 4,). (u - uO). L’indice w. 
sera omis dans l’ecriture de $. On montre aisement que 
VW, E R2, Yf(w,) c {w E R2 1 w = (u, u) et 
(~,-~,,)~(u-uo)=(~“-~“,)~(~-~o)~~ 
Et que: 
LEMME. (a) VwOe IF!*, VwEl/-‘{0} on a: (u=u())o(w=wo)~ 
(u = 00). 
(b) VW, E R2, VW E I) -‘{O}\{ w,}, d$(w) # 0. 
2. Courbes de dktente du systPme 
Les courbes de detente d’origine w. verifient l’equation 
qi;[2du+~&fdu=0 (E = 1: 1-courbe .E = - 1: 2-courbe). 
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En general, ces courbes ne peuvent pas &tre &rites de facon explicite. 
Cependant, comme dL/,’ > 0 et dk/, > 0, on peut parametrer globalement ces 
courbes par l’une ou l’autre variable de l’espace des phases. 
APPENDICE II 
Les solutions exactes sont tracees en -, les solutions approchtes sont 
tractes en - - -. On initialise de facon lintaire. 
1. hquation de Burgers 
L’tquation de Burgers correspond au cas n = 1, et aux fonctions 
f(u) = u2/2, E(u) = u2/2 et F(u) = u3/3. La fonctionnelle utilisee est: Pi = 
LSB MI:. 
Valeurs numtriques. Figure 1. go= 1, a,=25, u,= 15, u,=9, p (pas 
de la methode de gradient) = 10-3, nombre de points de discrttisation = 35. 
Figure 2. e0 = 1, o,,, = 10, ug = 3, ud= 8, p (pas de la methode de 
gradient) = 8 x 10e4, nombre de points de discrttisation = 35. 
2. SystPme linkaire 
Le systeme nvisage correspond au cas n = 2 et aux fonctions j(u) = A . u 
avec A = (t f), E(u) = Il~/1~/2 et F(u) = (Au 1 u)/2. La fonctionnelle utiliste 
est 9st”) =C(;,j)~s M,l',' 
Vafeurs numtriques. Figures 3 et 4. e0 = -4, e,,, = 4, ug = (7, -O.l), 
ud = (5, - 0.1). On utilise trois grilles de 7, 13 et 25 points. Les pas sont 
tgaux a 0.01, 8 x 1O-3 et 9 x 10-4. 
3. P-Systeme 
Le systeme envisage correspond au cas n = 2 et aux fonctions f(p, q) = 
(4, q2/p + P(P)) avec P(P) = p2, J% 4) = p2 + q2/(2 -P) et &, 4) = 2~ .4 + 
q3/(2 . p’). La fonctionnelle utilisee est ijQS(u) =Cci, jjE S M,Tj. 
Valeurs numkriques. Figures 5 et 6. e0 = -3.6, cN = 4.2, ug = 
(37/24+ 512.3 , , ‘P 0) ud = (5/24,0). On utilise deux grilles de 11 et 21 points. 
Les pas sont egaux a 0.04 et 4 x 10P3. 
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