Parikh's theorem states that every context-free language has the same Parikh image as some regular language. We present a very simple construction that, given a context-free grammar, produces a finite automaton recognizing such a regular language.
The Parikh image of a word w over an alphabet {a 1 , . . . , a n } is the vector v = (v 1 , . . . , v n ) ∈ N n such that v i is the number of occurrences of a i in w. For example, the Parikh image of a 1 a 1 a 2 a 2 over the alphabet {a 1 , a 2 , a 3 } is (2, 2, 0). The Parikh image of a language is the set of Parikh images of its words. Parikh images are named after Rohit Parikh, who in 1966 proved the classical theorem of formal language theory that also carries his name. Parikh's theorem states that every context-free language has the same Parikh image as some regular language [1] . For instance, the language {a n b n | n ≥ 0} has the same Parikh image as (ab) * . Intuitively, the theorem shows that if the order of the letters in a word is disregarded, retaining only the number of their occurrences, then context-free languages are indistinguishable from regular languages. Parikh's proof of the theorem, as many other subsequent proofs [6, 10, 9, 7, 8, 2] , is constructive: given a context-free grammar G, the proof produces (at least implicitly) an automaton or regular expression whose language has the same Parikh image as L(G). However, these constructions are relatively complicated, not given explicitly, or yield crude upper bounds: automata of size O(n n ) for grammars in Chomsky normal form with n variables (see Section 3 for a detailed discussion). In this note we present an explicit and very simple construction yielding an automaton with O(4 n ) states, for a lower bound of 2 n .
The Construction
We follow the notation of [3, Chapter 5] . Let G = (V, T, P, S) be a contextfree grammar of variables and axiom S = A 1 . We assume that G is in Chomsky
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We need to introduce a few notions. For α ∈ (V ∪ T ) * we denote by Π V (α) (resp. Π T (α)) the Parikh image of α where the components not in V (resp. T ) have been projected away. Moreover, let α /V (resp. α /T ) denote the projection of α onto V (resp. T ). For instance, if V = {A 1 , A 2 }, T = {a 1 , a 2 , a 3 }, and
* and a production A → γ such that α = α 1 Aα 2 and β = α 1 γα 2 ; notice that if α ⇒ β, then the string γ is unique and γ /T ∈ T ∪ {ε} since the grammar is in Chomsky normal form. The transition associated to a step α ⇒ β is the triple
Definition 1.1. Let G = (V, T, P, S) be a context-free grammar in Chomsky normal form, and let n = |V |.
• q 0 = Π V (S) = (1, 0, . . . , 0); and 
In the rest of the note we prove: has O(4 n ) states. On the other hand, let n ≥ 1 and define the grammar G given by (1) productions
, hence that the smallest Parikhequivalent NFA for the grammar has 2 n−1 + 1 states. So our construction is close to optimal.
The Proof
, to denote that the Parikh image of L 1 is included in, respectively equal to, the Parikh image of L 2 . Also, given w, w ∈ T * , we abbreviate {w} = Π {w } to w = Π w . We fix a context-free grammar G = (V, P, T, S) in Chomsky normal form with n variables. In terms of the notation we have just introduced, we have to prove
Proof. Let k ≥ 1 arbitrary, and let q 0 σ −→ x be a run of M k G on the word σ ∈ T * . We first claim that there exists a step sequence S ⇒ * α satisfying Π V (α) = x and Π T (α) = Π T (σ). The proof is by induction on the length of q 0 σ −→ x. If = 0, then σ = ε, and we choose α = S, which satis-
, α contains at least one occurrence of A, i.e, α = α 1 Aα 2 for some α 1 , α 2 . We choose α = α 1 γ α 2 , and get
Then there is a run q 0 σ −→ Π V (ε) on some word σ ∈ T * such that w = σ. By the claim there exists a step sequence S ⇒ * α satisfying Π V (α) = (0, . . . , 0) and Π T (α) = Π T (σ). So α ∈ T * , and so α ∈ L(G). Since Π T (α) = Π T (σ) = Π T (w) we have α = Π w, and we are done.
, where n is the number of variables V , is more involved. To explain its structure we need a definition.
The Collapse Lemma has already been proved in [5] with different notation and in a different context. We reformulate its proof here for the reader interested in a self-contained proof.
The Collapse Lemma. We need a few preliminaries. We assume the reader is familiar with the fact that every derivation can be parsed into a parse tree [3, Chapter 5], whose yield is the word produced by the derivation. We denote the yield of a parse tree t by Y (t), and the set of yields of a set T of trees by Y (T ). Figure 2 shows the parse tree of the derivation
We introduce the notion of dimension of a parse tree.
Definition 2.2. The dimension d(t) of a parse tree t is inductively defined as follows. If t is of the form A → a, then d(t) = 0. Otherwise,
where t 1 and t 2 are the left and right subtrees of t, respectively. The set of parse trees of G of dimension k is denoted by T k G , and the set of all parse trees of G by T G .
The parse tree of Figure 2 has dimension 1 and height 3. Notice that the definition assumes that G is in Chomsky normal form; in general parse trees may have more than two subtrees. Observe also the following fact, which can be easily proved by induction. 
Actually, this lemma proves the stronger result that parse trees of dimension k ≥ 0 have derivations of index k + 1, i.e.,
Figure 3: A decomposition t 1 , t 2 such that t = t 1 · t 2 is the derivation tree of Fig. 2 .
Proof. In this proof we write t = t 1 · t 2 to denote that t is a parse tree except that exactly one leaf is labelled by a variable, say A, instead of a terminal; the tree t 2 is a parse tree with root A; and the tree t is obtained from t 1 and t 2 by replacing the leaf of t 1 by the tree t 2 . Figure 3 shows an example. We have to prove that for every parse tree t ∈ T G , there exists a parse tree t such that Y (t) = Π Y (t ) and d(t ) ≤ n. Let a tree t be compact if
, where L(t) denotes the number of distinct variables occurring in t. Since L(t) ≤ n for every t, it suffices to show that for every t, there exists a compact t such that
The proof is by induction on the number of nodes of t. In the base case, t is of the form A → a and has two nodes. We have d(t) = 0 ≤ L(t), and so, since t is compact, we can choose t = t.
Consider now the case that t has more than two nodes. If d(t) ≤ L(t) then we can choose t = t. So assume d(t) > L(t).
If t has more than two nodes, then it has two subtrees. We assume w.
. Finally, by the induction hypothesis, we can further assume that t 1 and t 2 are compact,
By the definition of dimension we have
So d(t) = d(t 1 ) + 1 which, by definition of dimension and compactness, implies
by Fact 2.1, we find a path in t 2 from the root to a leaf which passes through at least two nodes with the same variable, say A. So t 2 can be factored into t 
. By induction, t 1 and t 2 can be made compact, so
. Consider the tree t obtained from t by replacing t 1 by t 1 and t 2 by t 2 . Clearly,
by definition of dimension, and we are done because t is compact. Otherwise,
. So we can iterate the above procedure and insert a part of t 2 into t 1 . This procedure terminates, because the transfer of nodes from the second child to the first cannot proceed forever.
Proof. Let t be a parse tree of dimension k. The proof is by induction on the structure of t.
Base. t is of the form S → a. Then k = 0 and S ⇒ a is a derivation of index 1.
Step. W.l.o.g. t has two children t 1 and
. By the definition of dimension we have d(t 2 ) ≤ k −1. Let A, A 1 and A 2 be the roots of t, t 1 and t 2 , respectively. Then A → A 1 A 2 is a production of the grammar. By induction hypothesis, there are derivations A 1 ⇒ * w 1 of index k + 1 and
Putting Lemma 2.2 and Lemma 2.1 together we obtain:
Proof. We show that if S ⇒ * α is a prefix of a derivation of index k then M We now have all we need to prove the other inclusion.
Conclusions and Related Work
Given a context-free grammar G = (V, P, T, S) in Chomsky normal form with n = |V | variables, we have shown how to construct an NFA A with O(4 n ) states such that L(G) and L(A) have the same Parikh image. We compare this result with previous proofs of Parikh's theorem.
Parikh's proof [1] (essentially the same proof is given in [11] ) shows how to obtain a Parikh-equivalent regular expression from a finite set of parse trees of G. The complexity of the resulting construction is not studied. By its definition, the regular expression basically consists of the sum of words obtained from the parse trees of height at most n 2 . This leads to the admittedly rough bound that the regular expression consists of at most O(2 2 n 2 −1 ) words each of length at most O(2 n 2 ). Greibach [6] shows that a particular substitution operator on language classes preserves semilinearity of the languages. This result implies Parikh's theorem, if the substitution operator is applied to the class of regular languages. It is hard to extract a construction from this proof, as it relies on previously proved closure properties of language classes.
Pilling's proof [10] (also given in [4] ) of Parikh's theorem uses algebraic properties of commutative regular languages. From a constructive point of view, his proof leads to a procedure that iteratively replaces a variable of the grammar G by a regular expression over the terminals and the other variables. This procedure finally generates a regular expression which is Parikh-equivalent to L(G). Van Leeuwen [9] extends Parikh's theorem to other language classes, but, while using very different concepts and terminology, his proof leads to the same construction as Pilling's. Neither [10] nor [9] study the size of the resulting regular expression, and it seems hard to give a bound.
Goldstine [7] simplifies Parikh's original proof. An explicit construction can be derived from the proof, but it is involved: for instance, it requires to compute for each subset of variables, the computation of all derivations with these variables up to a certain size depending on a pumping constant.
Hopkins and Kozen [8] generalize Parikh's theorem to commutative Kleene algebra. Like in Pilling [10] their procedure to compute a Parikh-equivalent regular expression is iterative; but rather than eliminating one variable in each step, they treat all variables in a symmetric way. Their construction can be adapted to compute a Parikh-equivalent finite automaton. Hopkins and Kozen show (by algebraic means) that their iterative procedure terminates after O(3 n ) iterations for a grammar with n variables. In [5] we reduce this bound (by combinatorial means) to n iterations. The construction yields an automaton of size O(n n ). In [2] Parikh's theorem is derived from a small set of purely equational axioms involving fixed points. It is hard to derive a construction from this proof.
