Stochastic ("Monte Carlo") inversion methods, which do not involve the calculation of misfit function gradients, are now gaining interest. One such approach is via the Neighbourhood Algorithm (Sambridge, 1999a) allows to replace forward modeling for some of the examined models by the construction of an approximate error surface. This is accomplished with the use of Voronoi cells, whose dimension equals the number of parameters describing a given forward model. A brief description of the theory and its underlying assumptions is then illustrated with two examples. The first is a 2-layer gas reservoir overlain by water, while the second is based on a single depth profile from the SEG SEAM model, which intersects a reservoir partially filled with oil.
Introduction
Joint inversions of different geophysical data sets are particularly useful for reservoir characterization. A single type of measurement is usually not sensitive to all the parameters of interest. Seismic data provide a high resolution view of the subsurface and are sensitive to rock porosity, but they are usually insensitive to the different fluids in a reservoir. Controlled-source electromagnetic (CSEM) data, on the other hand, suffer from low resolution, but are very sensitive to changes in saturation due to the high resistivity of hydrocarbons compared to brine . Through appropriate rock physics transforms, CSEM data can help to constrain the low-frequency trend of the seismic properties (Mukerji et al., 2009 ).
Stochastic ("Monte Carlo") methods like the Genetic Algorithm (GA) and Simulated Annealing (SA) are popular for inverting geophysical data where gradient-descent methods cannot be used because there is no practical way to calculate the error surface gradients, or a good starting model is not available. Monte-Carlo methods can sample the entire model space and require only forward modeling to evaluate the objective function. Prior knowledge can be incorporated into the objective function. In addition, some stochastic methods estimate confidence in the resulting "best" model or the range of "acceptable" models. Slow convergence as well as the computational expense of forward-modeling a large ensemble of trial models are major drawbacks of stochastic inversion. The latter problem is addressed by the Neighbourhood Algorithm (Sambridge, 1999a) , which replaces forward modeling for some of the examined models by inspection of an approximate error surface (Fig. 1, bottom ). An alternative approach to (CSEM) model appraisal is presented by Tompkins et al. (2011) . Stochastic joint seismic and CSEM inversion has been used on field data case studies in the past (e.g., Du and MacGregor, 2010) ; the NA method presented here is currently being applied to several North Sea cases.
Method
The Neighbourhood Algorithm (NA), makes use of Voronoi cells (V-cells), which allow the multi-dimensional model space to be divided uniquely into regions based on the distance to the nearest evaluated model. Sambridge (1999a) describes the NA as follows, and we quote: (1) Generate an initial set of n s models uniformly (or otherwise) in parameter space; (2) Calculate the misfit function for the most recently generated set of n s models and determine the n r models with the lowest misfit of all models generated so far: (3) Generate n s new models by performing a uniform random walk in the V-cell of each of the n r chosen models (i.e., n s /n r samples in each cell); (4) Go to step (2) Figure 1 : Joint CSEM and full waveform inversion for a 1D reservoir model (modified from Hoversten et al., 2006, and Pickup et al., 2006) : top -model parameterization scheme; bottom -NA workflow, problem-specific forward modeling steps shaded.
NA inversion of CSEM and seismic data
As this calculation evolves, certain V-cells will accumulate models with lower misfit functions; the algorithm leads to progressively denser sampling of such cells, with the result that model space is divided into V-cells of lower misfit, which are of interest, and of higher misfit, which are not. Within each cell, misfit is assumed to be constant (nearest neighbor approximation). A crucial feature of the NA sampler is that the compute-intensive forward problem is not solved for every model examined, since the random walk is performed among all models falling within a given V-cell. As V-cells with higher concentrations of low misfit models are obtained, the random walk halts and the forward problem for these low misfit models is solved; then the iteration resumes from that point. The iteration stops when a sufficiently dense sampling of model space becomes apparent.
The random walks in step (3) can be implemented with methods such as SA and GA, among others.
Separately from finding a best-fitting model, the NA is also used to appraise the confidence in the result by evaluating Bayesian integrals (Sambridge, 1999b; Pickup et al, 2006 , Bodin et al, 2009 ): an ensemble of random "walkers" select points that will contribute to the integral. This evaluation is very fast because only the V-cell approximated log posterior probability density function (PPD) is examined. Forward modeling is not required to produce unbiased Bayesian measures such as marginal integrals or resolution matrices.
The solution of the inverse problem for a Bayesian appraisal is the PPD. It depends not only on the observed data, but also any prior information and the noise statistics:
where the PPD at any point m in model space, given observed data d 0 , is proportional to the prior probability distribution ρ(m) and the likelihood function L, which is related to the misfit between observed data d 0 and model response g(m). For Gaussian error statistics, the likelihood function is directly related to the least-squares misfit function where the data covariance matrix C D describes the noise statistics (for a more comprehensive treatment, see Sambridge, 1999b , from where equations 1 and 2 are taken). The noise level determines the level of "acceptable" data misfits, which should include errors due to imperfect modeling of the observed data. From equation (2) it follows that the negative log PPD, which is evaluated to generate the random walk in the NA appraisal, is essentially half the misfit function (in this paper we always assume a prior probability distribution that is constant between given bounds).
Our joint inversion of seismic and CSEM data to estimate reservoir parameters (workflow in Fig. 1 ) is based on previous work by Hou et al. (2006) , Hoversten et al. (2006) and Du and MacGregor (2010) . The challenge of joint inversion is to deal with the different resolutions of the data sets as well as with coupling the different physical properties in formulating a joint objective function. Different approaches have been taken to couple elastic and electromagnetic properties: Moorkamp et al. (2011) investigate direct coupling through empirical relationships, inverting for one of the physical properties, and then coupling the different properties through cross-gradient functionals. We chose to use rock physics relationships to relate elastic and electric properties to a set of reservoir properties such as porosity, fluid saturation, or shale volume. Although this approach has a better physical grounding than the use of purely empirical relationships, the non-linear nature of these equations has the potential to introduce additional ambiguities into the inversion. We use the SEG SEAM model, constructed from documented rock physics equations mostly based on the geology of the Gulf of Mexico (GOM), so that inversion results can be checked against the true model (Fehler and Larner, 2008) .
Rock physics relationships can be introduced into inversion in different ways. The most straightforward is to use the reservoir properties (porosity, fluid saturations, shale volume, etc.) as independent variables. Then one computes EM and seismic data misfits for each set of randomly generated reservoir model responses determined with given elastic and EM transforms. Alternatively, one can use direct cross-property transforms relating elastic and EM parameters (see Carcione et al., 2007 , for an overview). V p -resistivity transforms eliminate porosity as an independent variable, but not saturation (in the form of fluid velocity or resistivity).
Seismic forward-modeling was carried out with Kennett's reflectivity code (Kennett, 1983) .
For EM forward modeling we used the method by Andréis and MacGregor (2008) .
Examples
We present a simple synthetic reservoir model case as well as a more realistic synthetic 1D case extracted from the SEG SEAM model (Stefani et al., 2010) .
In order to avoid the problem of saturation in NA sampling (Sambridge, 2001; Sambridge 1999a ) when inverting a small number of at least partially correlated parameters, we use large ensembles (n s at least 10 times the number of unknowns) and a small number of iterations (10-20) resulting in hundreds to thousands of forward modeling evaluations. The resampling number n r was kept at n s /2.
NA inversion of CSEM and seismic data
Our first example is a simple two-layer gas reservoir model (Z. Du, personal communication, 2010) of 100 m thickness (80 ms two-way transit time or one wavelength of the 25 Hz Ricker wavelet used to generate the elastic full waveform model response). The reservoir is overlain by 1000 m of sea water and 1000 m of sedimentary overburden. The upper 75 m of the reservoir are 80% saturated with gas, the lower 25 m contain 20% gas (Figure 2, lower left) . Bulk properties (average V p , average resistivity, and reservoir thickness) can be resolved both by CSEM and seismic inversion, but whereas the trade-off between thickness and resistivity (CSEM being sensitive to transverse resistance, the product of resistivity and thickness) is clear and narrowly defined, the seismic response is quite complicated, with an error surface having a corrugated shape with multiple minima of similar misfit value. These are potential traps for local gradient-descent inversion methods. In order to resolve the two layers separately with any confidence, we try joint inversion, once for reservoir parameters (in this case saturation and porosity) and then for V p , which we link to resistivity with a cross-property transform. The rock model for V p in the reservoir is a cemented sandstone described by Dvorkin and Nur (1996) , and resistivity is calculated by Archie's law (Archie, 1950) . A suitable cross-property transform is a combination of Archie's law and the familiar Wyllie time-average relation (eq. (43) in Carcione et al., 2007) . The porosity-saturation inversion gives good results for saturation in the gas-rich layer (dominated by the EM response) and for porosity in the gas-poor layer (dominated by the seismic response), whereas the other two parameters are at best ambiguous. Best resolved, however, is the product of saturation and porosity φS w , a measure of fluid volume. In a cross-property joint inversion for V p , the resolution (confidence in the inverted parameter value) is greatly improved in the gas-rich layer, where inclusion of CSEM makes a positive contribution (Fig. 2, middle row) . This, however is an ideal-case scenario for CSEM, as the infinite horizontal extent implied by the 1D approximation maximizes the EM response; furthermore, the over-and underburden are assumed to be isotropic and known exactly. Adding a high degree of overburden anisotropy weakens the reservoir signal (due to reduced contrast in vertical resistivity) even when taken correctly into account by anisotropic forward modeling.
To generate a more realistic 1D case, we extracted a single depth profile from the SEG SEAM earth model at map location N 20 km and E 28 km. It is located about 5 km away from the central salt body in an area with subhorizontal stratigraphy below 1650 m of water. The profile intersects several reservoirs, but only one (SEAM geoindex 9.7, oil-water contact at 3000 m depth) is partially filled with oil. In the experiments shown here, we synthesized true 1D acoustic responses for this model, but 3D acoustic data are available from the SEAM consortium. The model is seismically isotropic, but anisotropic in resistivity. The simulated seismic data have 5% noise added (i.e., a signal-to-noise ratio S/N=20), while the simulated CSEM response includes range-dependent noise typical for marine acquisition. One (single-threaded) evaluation of the 1D SEAM model took 12 s for the acoustic and 7 s for the EM forward modeling on an Intel Xeon 2.8 GHz processor.
The simple acoustic inversion of the oil-bearing SEAM reservoir is significantly better resolved than our earlier two-layer gas reservoir case; adding the CSEM data through a cross-property transform (an adaptation of Faust's, 1953 , relation works well here) adds therefore little value. For reservoir-property inversion, the appropriate unknowns in this case were saturation and shale volume. Porosity can be predicted a priori fairly accurately from the regional (GOM-style) porosity trends used in the SEAM model construction. Both saturation and shale volume are 
well resolved above the oil-water contact, but below the oil-water contact saturation is clearly ambiguous (Fig. 3a) . Shale volume is overestimated at the peak of the PPD (the "best" model) but the true value still falls within the 60% confidence interval. Using results for the oil layer, we can run a second inversion with tighter bounds on the parameters above the oil-water contact as indicated by the widths of their 1D marginal integrals (Fig. 3b) . We can now unambiguously resolve the saturation below the oilwater contact. We attribute the persistent overestimation of shale volume with joint inversion to a discrepancy between the saturation as "seen" by CSEM (by resistivity) and seismic (by density) built into the model. By tweaking the original SEAM model, we investigate the question of reservoir resolution further: Our test profile intersects another Pleistocene reservoir (geo-index 9.4) 250 m above reservoir 9.7, but it does not show a resistivity anomaly because the formation is intersected below the oilwater contact. We used the SEAM model parameters to recalculate the model as if reservoir 9.4 were all oil bearing and invert the entire interval to see whether CSEM inversion can separate the two oil-bearing layers. The original depth parameterization of 10-m layers is appropriate for seismic waveform inversion, but it introduces too many degrees of freedom for a useful CSEM inversion (Gunning et al., 2010) . By reducing the number of inverted layers to about 10, we can resolve the two reservoir layers by CSEM inversion without additional seismic constraints. The limit for CSEM inversion without seismic constraints is reached at a reservoir layer separation of about 50 m, but seismic is needed to determine the correct locations.
Conclusions
CSEM and seismic provide complementary information about reservoir properties at different resolution scales. Monte-Carlo inversion methods such as the NA provide not only a single "best" model, but also estimates of the confidence in the result and the range of acceptable models. Because of the different resolution of CSEM and seismic reflection data, care must be taken with the depth (layer) parameterization, especially. Our tests indicate that by relating elastic and EM properties through appropriate rock physics models with reservoir properties, joint inversion can deliver better estimates of the reservoir structure. The high computational cost of stochastic inversion suggests a hybrid approach for larger problems: using Monte Carlo sampling and Bayesian appraisal to identify (possibly more than one) regions of acceptably low misfit, and use the resulting small ensemble as starting models for faster local gradient-descent methods to converge rapidly to the desired global minimum. This study is ongoing.
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