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Abstract
We define a new inhomogeneous mean-field algorithm to study the magnetic
alloy LiHo1−xYxF4. The phase diagrams in the Hx-T , x-T and x-Hx planes
are computed. The calculated critical temperature is overestimated by 27%
and the critical field is underestimated by 29%. The later discrepancy is due
to the hyperfine coupling which has been neglected in our model. The reasons
for the temperature discrepancy are discussed. The critical exponents for the
magnetic susceptibility are found to be mean-field (γ = γ′ = 1) for small dilution
and seems to decrease at high dilution, although a more systematic work is
required to establish it. Signs of a spin glass phase taking place for dilutions
greater than x = 0.84 has been found and extensively discussed. Finally, an
history dependant ordering is observed for x = 0.9 accordingly to recent neutron
scattering experiments.
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1 INTRODUCTION
1 Introduction
The challenging diversity and yet the resemblance of the glassy behaviours in a still
not clearly delimited wide variety of microscopic systems is one of the most intrigu-
ing problems of today’s condensed matter physics. While diversity could be an asset
when trying to identify an essential cause independent of the specific microscopic re-
alizations, it becomes confusing when reaching the range it has in the case of spin
glasses. In that context, finding a physical realization of a spin glass which has as
many or all the features of ”canonical” glasses would be a most desirable benefit.
In that intent, the insulating material LiHo1−xYxF4 has brought a lot of interest
due to the wide range of phenomena it displays and to its well known microscopical
model. It adopts a Scheelite lattice (a = b = 5.175A˚, c = 10.75A˚, fig. 1.1 ) where
the crystal field ground state of each Ho ion is a doublet for which the only non zero
magnetic moment points in the c-axis direction. The lowest crystal field excited state
lies 11K above the ground state doublet and is therefore unpopulated at low temper-
atures. For that reason, the pure LiHoF4 is used as a realization of an Ising magnet
in a transverse field, allowing to study phase transitions both driven by thermal and
quantum fluctuations.
When diluted with non-magnetic Ytrium ions, LiHo1−xYxF4 shows a spin glass
transition for high dilutions. Spin glass transitions has been reported for x = 0.833
but no freezing of the spin glass were observed at x = 0.955 [1], suggesting the phase
diagram of figure 1.2.
The microscopic model describing LiHo1−xYxF4 is well known. The Hamiltonian
includes a nearest-neighbour anti-ferromagnetic exchange with a J12 = 0.1µeV . The
dominant coupling is the inherently frustrated and long range dipole-dipole interac-
tion. The random distribution of the magnetic Ho ions, along with the frustration of
the dipole-dipole interaction is believed to cause the spin glass phase to occur. The
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Figure 1.1: LiHoF4 lattice. a = b = 5.175A˚, c = 10.75A˚. The Ho ions sits on
(0, 0, 0), (0, 12 ,
1
4 ), (
1
2 ,
1
2 ,
1
2 ) and (
1
2 , 0,
3
4 ). Each Ho ion has four nearest neighbours
with an anti-ferromagnetic exchange energy very small in front of the dipole-dipole
interaction which is the dominant interaction.
Figure 1.2: Experimental phase diagram
from D. H. Reich et al. [1]. Blue points
are from susceptibility measurements, red
one for neutron scattering. Open circles
denote spin glass (SG) behaviour. For a
dilution of x = 0.955, no freezing of the
spins were observed, suggesting a spin liq-
uid (SG).
Figure 1.3: Hx-T phase diagram from
Chakraborty et al.. The experimental line
is from the paper of Bitko et al. [2]. The
circles line is without the hyperfine cou-
pling and the triangle line with it. For
small fields, the hyperfine coupling can be
safely neglected. The computed critical
temperature decreases faster with increas-
ing transverse fields than in the experi-
ments.
crystal field parameters have been determined by several studies [3, 4, 5, 6] and causes
LiHoF4 to be Ising-like, the transverse g-factor being about 20 times smaller than the
longitudinal g-factor.
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The good knowledge of the microscopic model along with the possibility to reduce it
to an Ising dipolar magnet in a transverse field allowed extensive numerical works on
both the pure [7, 8, 9] and diluted LiHo1−xYxF4 [10, 11].
For pure LiHoF4, there are still unexplained discrepancies with experiments, theHx-T
plane phase diagram remaining incompatible with experiments. Namely, the critical
temperature Tc decreases faster in the calculation as a function of Hx than in the
experimental results. The Hx-T phase diagram of fig. 1.3 is from first study by P.
B. Chakraborty et al., using a Quantum Monte Carlo method. They conclude that
the discrepancy is due to the mapping to the Ising model. A more recent work of S.
M. B. Tabei et al., using Perturbative Quantum Monte Carlo, gets the same result,
concluding that the discrepancy does not originates from computational reasons.
For diluted LiHo1−xYxF4, a finite dilution from which one there is no ferromagnetic
order was found by A. Biltmo et al. [11] by quantum Monte Carlo simulation, but not
the freezing of the spin glass. The random fields generated by the dilution were left
out. It is argued that the crystalline symmetry breaking effect should be to lower the
critical temperature. An other work claims that a spin glass transition at finite tem-
perature has been observed [12] doing Monte Carlo simulation. They used an Ising
Hamiltonian with only the dipole-dipole coupling and the calculations are repeated
for several disorder realizations.
The present study uses mean-field theory to model the dilute dipolar system LiHo1−xYxF4.
While not quantitatively accurate, the fast convergence of the used mean-field al-
gorithm allows to perform extensive calculations and give a wide overview of the
LiHo1−xYxF4 phase diagram in the Hx-T , x-T and x-Hx planes. It also gives a
simple numerical counterpart to recent neutron scattering experiments showing the
history dependence of the magnetic ordering in LiHo1−xYxF4, even at dilutions where
no spin glass phases takes place.
Compared to previous numerical works, our study differentiates by: (i): The use of
the full Rare Earth Hamiltonian. No mapping to an Ising model is used. This is
possible due to Mean-Field calculations being computationally inexpensive. (ii): The
hyperfine coupling is left out, so high fields critical temperatures will be underesti-
mated. (iii): The crystalline symmetry breaking is accounted by randomly populating
the calculated lattice. Random fields effects hopefully will bring spin glass behaviour
as it has been found by Ka-Ming Tam et al. [12]. (iv): Finally, this study focus on
calculating large lattices in order to be able to compute the moments autocorrelation
function Fourier transform with a sufficient q-resolution, allowing to compare with
recent neutron scattering experiments on the diluted LiHo1−xYxF4.
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2 LiHo1−xYxF4 Hamiltonian
Extensive research has been carried out on the magnetic insulator LiHoF4. The reason
is that it is a well known example of a physical realization of the transverse field Ising
model [2, 13, 6]. The Hamiltonian describing the system is the following:
H = Hz +Hcf +HD +Hex (2.1)
where Hz is the Zeeman term, Hcf is the crystal field, HD the magnetic dipole-dipole
interaction term and Hex the nearest neighbours Heisenberg exchange term. Let us
review all these contributions.
2.1 Single ion interactions.
These terms only involve a single sum over the lattice sites. They are therefore block-
diagonal in the states of each sites, meaning that the basis of the lattice states can
be restricted to the basis of a single site. If involving only such terms, diagonalizing
the Hamiltonian is therefore straight forward. This is the primary motivation of
the mean-field approximation to reduce the full Hamiltonian to such a single ion
Hamiltonian.
2.1.1 The Zeeman term.
The simplest single ion term is the Zeeman term, describing the interaction of a
magnetic moment gLande´µBJ with an applied magnetic field H:
Hz = −gLande´µBJ ·H, (2.2)
Where J is the usual vector of operators (Jˆx, Jˆy, Jˆz).
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2.1.2 The crystal field.
The charge distribution around an ion creates an electric field which acts on the 4f
electrons and gives rise to large magnetic anisotropies. This crystal field may be
simply written as
vcf (r) =
∫
eρ(R)
|r −R|dR (2.3)
where ρ(R) is the charge density of the surrounding charges. If these do not penetrate
the 4f charge cloud, vcf (r) is a solution of Laplace’s equation and can be expanded
in spherical harmonics:
vcf (r) =
∑
l,m
Aml r
lYlm(rˆ) (2.4)
It has been shown [14] that, using the Wigner-Eckart theorem, the matrix elements
of vcf (r) are proportional to those of operators equivalents, written in terms of the
J operators. The crystal field can thus be written as:
Hcf =
∑
i
∑
ml
Aml αl〈rl〉
(
2l+ 1
4π
) 1
2
O˜lm(J i) (2.5)
with the summation over the ions. αl are the Stevens factors, the expectation value
〈rl〉 is an average over the 4f states and O˜lm(J i) are the Racah operators, obtained
from the spherical harmonics, multiplied by (4π/2l+1)1/2, by writing them in terms
of the Cartesian coordinates and replacing (x, y, z) by (Jx, Jy, Jz). It is customary to
not use the Racah operators, but the Stevens operators which are retrieved from the
real tesseral harmonics Tlm. The crystal field is thus expressed as:
Hcf =
∑
i
∑
lm
Bml O
m
l (J i). (2.6)
The coefficients Bml are energy amplitudes which could be in principle derived from
the surrounding charge distribution. However this distribution is not precisely known
and attempts to derive the Bml coefficients have met limited success [15]. An other
possibility is to treat them as free parameters to be fitted from experimental data.
Fortunately, the S4 point symmetry of the Ho-ion surroundings in the Scheelite lattice
of LiHoF4 restricts the number of finite B
m
l coefficients to a few:
Hcf =
∑
l=2,4,6
B0l O
0
l +
∑
l=4,6
B4l (c)O
4
l (c) +B
4
6(s)O
4
6(s). (2.7)
Table 2.1.2 shows the coefficients found in [6]. With these coefficients, the crystal
field ground state is a doublet whose states correspond to 〈f |Jz|f〉 =+− 5.515. The
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B02 10
3B04 10
3B44 10
5B06 10
5B46(c) 10
5B46(s)
−0.06 0.35 3.6 0.04 7.0 +−0.98
Figure 2.1: LiHoF4 coefficients from [6].
first excited state lies about 10K above. This characteristic is the reason LiHoF4
is considered as a physical realization of an Ising model at low temperature. Even
though it is not the chosen approach in this work, it is possible to map the full
rare-earth LiHoF4 Hamiltonian to a spin-
1
2 Ising with transverse field Hamiltonian:
H =
∑
i,j
Jijσ
z
i σ
z
j +
∑
i
σxi Hx (2.8)
This property has brought a lot of interest from the community and many computa-
tional [7, 11, 9] and experimental [1, 2, 6] works have been carried out.
2.2 Two ions interactions.
The two ions interactions imply the Hamiltonian to be in the framework of N-body
physics. In such case one has always to accept a trade-off between accuracy and
system size. Simply taking a spin- 12 system and the lattice basis of states – and
therefore the Hamiltonian size – goes like N !, N being the system size. Conserved
quantities allows to rewrite the Hamiltonian as block-diagonal but, even though, the
maximum full system one can hope to completely diagonalize is of the order of a few
times ten sites.
Drastic and, sometimes, not completely justified or controlled approximations have
to be done for larger systems among which is the mean-field approximation treated
later in this work.
2.2.1 Heisenberg exchange term.
It is very instructive to see how, from electrons only interacting through the Coulomb
potential, magnetic interactions arise. There is apparently nothing in the Coulomb
interaction between two electrons about their magnetic state. It is the collective
interactions which make magnetic interactions arise.
Starting from the Hubbard model
H = −t
∑
〈i,j〉
(
c†i cj + h.c.
)
+ U
∑
i
ni↑ni↓ (2.9)
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where the electrons are constrained to be on the lattice sites. 〈〉 denotes first neigh-
bours and t is the hopping energy. The potential energy is restricted to the interaction
of two electrons when they are on the same site (thus of opposite spin), with an energy
U .
Doing second order degenerated perturbation theory, one can show that, in the strong
interacting limit tU → 0, an effective Hamiltonian can be derived which is the Heisen-
berg Hamiltonian:
Heff = −4t
2
U
∑
〈i,j〉
J i · J j (2.10)
If performing higher order perturbation theory on (2.9), second, third neighbours
exchange and ring exchange terms can be derived. However, the interaction energy
scaling with powers of tU , these higher order terms are often neglected, especially for
the interaction between Ho3+ ions where the exchange energy is small.
2.2.2 Magnetic dipole-dipole term.
General two-ions interactions may be written as
HD =
∑
i
∑
j
J
†
iL(ij)J j (2.11)
where L(ij) is a 3 × 3 tensor. For example, L(ij)αβ = Jexδαβ for the Heisenberg
exchange term which is isotropic. An example of an anisotropic two-ions interaction
is the dipole coupling:
L(ij) = µ0
4π
(glande´µB)
2N
V
D(ij) (2.12)
where D(ij) is the dimensionless tensor:
Dαβ(ij) = V
N
3(Rj −Ri)α(Rj −Ri)β − δαβ |Rj −Ri|2
|Rj −Ri|5 . (2.13)
While being a week coupling in most rare earth compounds [15], it turns out that
this is the dominant interaction term in LiHoF4 because of the very small exchange
term. If one recalls the derivation of the exchange term (2.10), one can see that the
exchange is small when t/U is small, thus in the insulator limit. Therefore the bottom
line is that the dipole-dipole interaction being the dominant coupling originates from
the fact LiHoF4 is an extremely good insulator.
The dipole-dipole interaction is long-range and falls like 1r3 . It is extremely anisotropic,
bringing frustration in the system. One must therefore be cautious when applying
such an interaction on a finite size lattice as it is carried out in the next section.
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The spacial Fourier transform is:
Dαβ(q) = 1
N
∑
i
∑
j
Dαβ(ij)e−iq(Ri−Rj). (2.14)
Let us consider the q = 0 limit. Taking r = Ri −Rj and considering the summation
over j, one can split it in a discrete and continuous part, for large r:
∑
j
· · · =
∑
j∈sphere
· · ·+ N
V
∫ sample
sphere
· · ·dr (2.15)
By symmetry, the integrals with α 6= β
Dαβ(0) = N
V
∫ sample
sphere
3rαrβ
r5
dr (2.16)
will vanish, while the diagonal ones
Dξξ(0) = N
V
∫ sample
sphere
1
r3
(
3rξ
2
r2
− 1
)
dr (2.17)
= −N
V
∫ sample
sphere
∇ ·
(eξ
r3
)
dr (2.18)
=
N
V
∫
sphere
eξ · dS
r3
− N
V
∫
sample
eξ · dS
r3
(2.19)
=
4π
3
−Nξ (2.20)
show a contribution both of the sphere surface (4π/3, the Lorentz term) and of the
sample surface (Nξ, the demagnetisation factor).
These two factors originate from the long range nature of the dipole-dipole coupling.
The Lorentz term turns out to be the dominant term and is responsible for bringing
long range ferromagnetic order.
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3 Mean-Field approximation
As shown in chapter 2.2, the difficulty on diagonalizing the Hamiltonian arises when
considering a N-body problem, i.e. as soon as there are interactions. The Mean-Field
approximation allows to rewrite the Hamiltonian as a single ion Hamiltonian. The
general two-ion coupling is:
HD =
∑
i
∑
j
J
†
iL(ij)J j . (3.1)
Substituting J i ← (J i − 〈J i〉) + 〈J i〉 leads to
HD =
∑
i
∑
j
(〈J i〉+∆J†i )L(ij)(〈J j〉+∆J j) (3.2)
where ∆J i = J i − 〈J i〉 is the fluctuation. If those are small, one can neglect the
second order term in ∆J i, leading to the general mean-field two-ion interaction:
HDMF =
∑
i
∑
j
J
†
iL(ij)〈J j〉 (3.3)
which really is a single ion operator since 〈J j〉 is a number.
The mean-field approximation, if described only by the fact we neglect second order
fluctuation terms, looks better that it really is. A small development shows that it
implies neglecting the two ions correlation, leading to
〈J iJ j〉 = 〈J i〉〈J j〉. (3.4)
The variables J i and J j are thus taken to be independent, which is indeed not the
case. This has important consequences when the correlation length is big, i.e. at the
12
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phase transition where it goes to infinity in the thermodynamic limit. It is a well
known fact that mean-field theory generally overestimate the transition temperature
and transverse field, which will be shown later in this work.
3.1 Mean-Field Heisenberg exchange
The mean-field expression of the Heisenberg exchange is:
HMFex =
∑
i,j
JijJ i · 〈J j〉 (3.5)
which becomes, if taking only the closest neighbours interaction:
HMFex =
∑
〈i,j〉
J12J i · 〈J j〉 (3.6)
as shown in chapter 2.2.1. The operator HMFex is not diagonal in the Jz eigenvector
basis. It has the effect that the eigenstates will be a superposition of the Jz eigenstates.
3.2 Mean-Field dipole-dipole coupling
It has been shown in section 2.2.2 that the dimensionless dipolar matrix Dαβ(ij),
can be expressed in a short range anisotropic part and a long range isotropic part.
But if summing on a finite size lattice, this long range term will not appear and
therefore the calculation will not reflect the bulk behaviour. We circumvent that by
artificially introduce the Lorentz term in the Hamiltonian. The mean-field dipole-
dipole interaction thus become:
HD = µ0
4π
(glµB)
2
∑
i
J i

4π
3
1
N
∑
j
〈J j〉+
∑
j
D〈J j〉

 (3.7)
This treatment corresponds to calculate the mean-field exerted on a site in the center
of a sphere embedded in a long needle-shaped domain [8, 7] (fig. 3.1). As in a dielectric
material, only the dipoles situated at the surface of the embedded sphere and of the
needle-shaped domain contribute. The first brings the Lorentz term 4pi3
1
N
∑
j〈J j〉
and the second is the demagnetization factor, which effect is to lower the effective
intensity of an applied field in the bulk of the crystal. In the following, since the only
applied fields are transverse and that the transverse magnetization is very small in
LiHo1−xYxF4 because of the crystal field, the demagnetization factor is omitted in
the calculations.
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Figure 3.1: Calculated sphere embedded in a domain. The external field is Bext but
the effective field applied on the inside of the sphere is Bext + 4π/3〈M〉.
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4 Inhomogeneous Mean-Field
We present here the mean-field algorithm used in this work. First we present the
motivation for doing mean-field calculations for modeling the alloy LiHo1−xYxF4.
Secondly, as a comparison basis, the popular virtual crystal approximation is dis-
cussed. Finally the Inhomogeneous Mean-Field (IMF) algorithm is described along
with a discussion on the convergence criterion.
4.1 Motivation
Extensive numerical research, mostly based on Monte Carlo simulation, has been
carried out on LiHo1−xYxF4 [7, 11, 9] in order to address the question whether a spin
glass phase could be predicted. One of the biggest benefit of studying LiHo1−xYxF4
is that one can reduce the full rare earth Hamiltonian (2.1) to a transverse field Ising
model:
HIsing = −1
2
∑
i,j
Jijσ
z
i σ
z
j − Γ
∑
i
σzi . (4.1)
In this study we restrict ourselves to a mean-field approach while keeping the full rare
earth Hamiltonian. This approach aims at producing a qualitative understanding of
the LiHo1−xYxF4 phase diagram while keeping numerical effort modest. Specifically,
the initial motivation is to give a numerical counterpart to recent neutron scattering
experiments on LiHo0.44Y0.56F4 showing a (T,Hx) path dependant ordering. This
result is shown on fig. 4.1.
The most important feature is that the Zero Field Cooled (ZFC) annealing leads
to a ferromagnetic resolution-limited Bragg peak at (200), thus denoting long range
order, while the Field Cooled (FC) annealing brings a broader peak better fitting to
a Lorentzian, denoting short range order.
15
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Figure 4.1: Ferromagnetic Bragg peak for Field Cooled (FC) and Zero Field Cooled
(ZFC) annealing on LiHo0.44Y0.56F4. The ZFC Bragg peak is sharper and better fits
to a Gaussian, denoting long range order, while the in the FC case, it better fits to a
Lorentzian denoting short range order.
While most of the effort has been spent on characterizing the method validity and
scope, a first attempt has been done to address that question and did bring a signifi-
cant result (see section 5.2).
4.2 Virtual Crystal Mean-Field
The Virtual Crystal Mean-Field (VCMF) approximation is a widely used method to
get a mean-field Hamiltonian for a composite system. Recalling the general form of
a mean-field Hamiltonian
Hmf =
∑
i

O(J i) +∑
j
J
†
iL(ij)〈J j〉

 , (4.2)
one can expand it for the case of two kind of ions A and B, forming a virtual crystal
moment of the form:
JV Ci = niJ
A
i
⊕
(1 − ni)JBi , (4.3)
where ni = 1 if the i ion is of type A and ni = 0 is it is of type B. In order to get the
mean moment 〈JA〉 and 〈JB〉, the composite mean-field Hamiltonian
HV Cmf =
∑
i

Oni(JV Ci ) + JV Ci †∑
j
LTiTj (ij)〈JV Cj 〉

 (4.4)
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needs to be decoupled in a pure A and a pure B Hamiltonians. Here, Ti specify
whether an A or B ion sits in i. It is straight forward to do it with the single
ion term Oni(JV Ci ) which just splits in OA(JAi ) and OB(JBi ). For the two ions
term, one should account for the different interaction tensors LAA(ij), LBB(ij) and
LAB(ij). The virtual crystal approximation does it by superposing only homogeneous
interactions. The mean-field
hmf =
∑
j
LTiTj (ij)〈JV Cj 〉 (4.5)
is then written as
hi =
∑
j
njLATj (ij)〈JAj 〉+ (1− nj)LBTj (ij)〈JBj 〉, (4.6)
which is still equivalent to the mean-field in (4.4) if ni ∈ 0, 1. One can now make the
approximation nj ≃ xA, the doping ratio, saying that the ion kinds are homogeneously
distributed within the lattice. Note that this step induces that the virtual crystal
approximation does not account for disorder.
it is now easy to diagonalize separately the two pure Hamiltonians
HAmf =
∑
i
OA(JAi ) + JAi · hi (4.7)
and
HBmf =
∑
i
OB(JBi ) + JBi · hi. (4.8)
The numerical algorithm takes a unit cell and goes as follows:
1. First the two mean moments 〈JAi 〉 and 〈JAi 〉 within the unit cell are initialized
to a given value.
2. The algorithm picks each site one after the other doing:
2.1 From the configuration of the mean moments, the mean-field hi is com-
puted. The boundaries are taken periodic and the long range interactions
are summed for a fixed radius threshold.
2.2 The two Hamiltonians HAmf and HBmf are diagonalized and the mean mo-
ments 〈JAi 〉 and 〈JAi 〉 are updated.
3. The system is then going through several loops from 2 until the change between
the old mean moments and the updated ones goes under a given threshold.
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4. The system is then said to be in its equilibrium state and measurements can be
performed on it.
This last procedure will be similar for the IMF algorithm, so it will be explained in
further details in section 4.3.
4.2.1 Some results
The critical temperature for pure LiHoF4 is of 1.53K. Taken without the anti-
ferromagnetic exchange term, the Hamiltonian (2.1) gives a mean-field critical tem-
perature of 2.1K overestimating Tc by 37%. The critical field, however, is underesti-
mated by 28%, finding 3.5T instead of 4.9T . The reason for this discrepancy is that
we neglected the hyperfine coupling in (2.1), which at low temperature eventually
mixes the 4f electron magnetic moment with the nuclear magnetic moment. This
can be seen on fig. 4.2, an experimental phase diagram from D. Bitko et al. [2]. The
dashed line corresponds to a mean-field theory omitting, as in our case, the hyperfine
coupling. Still, the value on the figure is about 3.9T . Despite the fact D. Bitko et
al. used a different approach, defining different g⊥ and g‖ in the Hamiltonian, an
other reason for finding a too low critical transverse field is that we omit in (2.1)
the demagnetization factor, which should be small in the transverse direction because
of the very small transverse magnetization (g‖ ∼ 19 · g⊥). The anti-ferromagnetic
Figure 4.2: Experimental phase diagram from D. Bitko et al. [2]. The dashed line is
a mean-field theory including only the electronic spin degrees on freedom. The solid
line is a full mean-field theory including the hyperfine coupling.
exchange coupling has often been used as a free parameter to tune the calculated Tc
in order to get 1.53K [11, 7]. However, doing so naturally also decrease the critical
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field. As stated above, D. Bitko et al. get a reasonable fit by inputing g⊥ in the
Hamiltonian. In a more recent work, H. M. Rønnow et al. argued that doing so is
no more acceptable because of the better knowledge of the crystal field parameters
[6]. A value for the anti-ferromagnetic exchange coupling has been fitted by H. M.
Rønnow et al., finding a value of Jex = −0.1µeV [16]. With this parameter, the
critical temperature is Tc = 2K and the critical transverse field Hc = 3.4T . This is
indeed a large discrepancy with experiments and no satisfactory explanation has been
found yet. The question to know if the Hamiltonian (2.1) truly describe the system
is still open.
4.2.2 Limitations
The virtual crystal approximation in mean-field theory treats the interaction part of
the composite system Hamiltonian as a superposition of mean-fields containing both
a homogeneous and composite term. Let us recall (4.6) written with nj = xA:
hi =
∑
j
xALAA(ij)〈JAj 〉+ (1− xA)LBA(ij)〈JBj 〉. (4.9)
So the A and B ions do interact together. The mean limitation of this model is the
approximation nj = xA. In a true composite system, nj = 1 if ion j is a A ion or
nj = 0 if ion j is a B ion. Replacing by the doping ratio removes the inhomoge-
neousity of the system.
So the main limitation of the virtual crystal approximation is that the system disorder
is not taken in account. Random frustration is believed to be an essential feature of
the spin glass phase. For that reason, theoretical studies often address the spin glass
problematic with Edwards-Anderson models. For that purpose, since it is treating
the composite systems in a homogeneous way, the virtual crystal approximation is
of no help. The motivation of this study is to find a numerical counterpart of the
experimentally found (T,Hx)-path dependant ordering of LiHo1−xYxF4. History de-
pendant ordering is a common feature of spin glass, so it is likely that one need to
account for random frustration in order to study it.
4.3 Algorithm description
The choice of the IMF algorithm simply comes out of the virtual crystal main lim-
itation, the imposed homogeneousity. The idea is simply to randomly populate the
lattice sites with the two kinds of alloys according to the doping ratio. An arbitrary
initial mean moments configuration is chosen. This can be done randomly, or from
a guess of the magnetic order. Ultimately the result must indeed be independent of
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this choice, choosing for instance a ferromagnetic initial configuration only speeding
up the system convergence to the fixed point. Then, for each site, and accordingly
to the ion sitting on it, the corresponding mean-field Hamiltonian is computed and
diagonalized. The mean moments of the surrounding sites will be used to evaluate the
mean-field. The boundary conditions are taken periodic. The approach to account
for the long range nature of the dipole-dipole interaction is the so-called reaction field
method [17] where a threshold radius for the coupling is chosen (see section 4.4). An
other tool to address long range interactions is the Ewald summation method, but
since it requires performing a part of the interaction summation in Fourier space, it
cannot be used in the case of a non-periodic lattice as in our case. Doing so, quanti-
ties as the mean moment, the mean energy and entropy are directly extracted using
thermal average:
〈Jαi 〉 =
1
Z(β)
∑
l
〈ξl|Jˆαi |ξl〉exp(−βEl), (4.10)
〈E〉 = 1
Z(β)
∑
l
Elexp(−βEl), (4.11)
〈S〉 = kB (ln(Z(β)) + β〈E〉) . (4.12)
Once calculated, the mean moment of the picked site is updated and a new site is
chosen to perform again the preceding steps. The order in which one the sites are
picked should also not matter (see section 4.4) except for the algorithm convergence
speed.
The algorithm runs until the system meets the convergence criterion. It evaluates the
mean change of individual moments between the states before and after the update.
Once this change goes under a given threshold, the system is said to be in a fixed
point.
The algorithm can be summarize as follow:
1. A lattice is allocated by randomly populate the sites according to the doping
ratio in LiHo1−xYxF4.
{Ti|P (Ti is a Ho site) = 1− x} (4.13)
with Ti representing the element on site i.
2. Initialise the 〈J i〉0 mean moments in some configuration.
3. Iterate the following calculation until convergence is reached. For the nth step:
3.1 For each site i:
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3.1.1 Compute the mean-field Hamiltonian accordingly to the site element
type Ti:
HˆnTi = HˆcfTi − glTiµBJˆTi ·H + JˆTi ·
∑
j
L(ij)〈J j〉n (4.14)
where
∑
j L(ij)〈J j〉n is the mean-field evaluated with the mean mo-
ments 〈J j〉n of step n.
3.1.2 Diagonalize the Hamiltonian and compute the thermal average of the
mean moment 〈J i〉n+1:
〈Jαi 〉n+1 =
1
Z(β)
∑
l
〈ξnl |JˆαTi |ξnl 〉exp(−βEnl ) (4.15)
with |ξnl 〉 and Enl respectively the eigenstates and eigen-energies of the
Hamiltonian HnTi .
3.1.3 Evaluate the change cni =
∣∣〈J i〉n+1 − 〈J i〉n∣∣.
3.2 Evaluate the mean individual change in the mean moment and compare it
to a given threshold ǫ:
If 1N
∑
i c
n
i < ǫ, break the loop and go to 4 (4.16)
else, return to 3 for iteration n+ 1. (4.17)
4. From the equilibrated lattice, perform some measurements (see section 4.5).
Indeed, in the case of Ytrium doping, the algorithm will only update the sites pop-
ulated with Holmium since the Hamiltonian of an Ytrium ion is a scalar, with only
one state being 〈y|Jz |y〉 = 0. Nevertheless, the above procedure can be used for any
kind of doping. For instance, Erbium doping will also be studied with this method in
further work.
4.4 Calculation validity
The calculation validity relies on several assumptions one has to worry about. These
are treated here. First of all, there are some arbitrary choices one has to make sure
the result do not depend on. Among them is the specific randomly chosen lattice
realization, the initial mean moments configuration and the order in which the sites
are updated. Secondly, the choice of the calculated box size may introduce finite size
effects those qualification is always a difficult task. Finally, the reaction field method
imposes to choose a radius threshold up to where the dipole-dipole interaction must
be calculated.
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4.4.1 Arbitrary choices
In the algorithm description in section 4.3, there are three choices which should not
influence the calculation result. The first one is the specific lattice realization.
The lattice is populated randomly in order to get the overall probability of finding
the element A on site i such as:
P (Ti is an A site) = x (4.18)
where x is the doping ratio NA/N . To realize a specific lattice, one could simply
use the probability (4.18) and decide for each site if it is populated by an A or B
ion. However, doing so will make the actual doping fluctuate according to the normal
distribution with a variance decreasing as 1/
√
N . We circumvent that by explicitly
choosing a subset of NA sites from N sites such as xN = NA, rounding xN if neces-
sary. Doing so, there is indeed the possibility to pick up a lattice realization which is
very special compared to the average realization, and therefore not representative of
the general situation. The total number of realizations is given by the binomial factor
NCNA . A common used lattice size is 10 by 10 by 10 unit cells, thus 4000 sites. For
constant doping, NCNA scales as N !, thus becoming very rapidly an extremely large
number, supporting the fact that it is very unlikely that a special realization may be
picked up. Except in the case of high dilution, the results did not show a significant
variability between different realizations. The variability found for high dilution is to
be related with spin glass behaviour as it is treated in section 5.1.2.
The initial choice of the mean moments configuration is also an arbitrary one which
should not influence the results. This rely on the assumption that the configuration
space is easily covered, without deep meta-stable minimums. In the case of a fer-
romagnetic to paramagnetic phase transition, this assumption holds. An heuristic
argument is to say that, in the paramagnetic phase, the energy change while tilting a
magnetic moment is small compared to the thermal energy, thus making this change
easily achievable. For the ferromagnetic phase, it is possible to end up with different
domain configurations with large energy barriers in between. However these configu-
rations are still representative of the physics of a ferromagnetic crystal. In the case
of a spin glass phase, the configuration space is likely to be difficult to cover with lots
of meta stable states. In this case, different initial mean moments configurations may
lead to completely different converged configurations. But this is rather an advantage
since it is a mean to determine whether a spin glass phase is taking place. Also, this
is an annealing difficulty which has a counterpart in experiments, tuning a actual spin
glass system in its ground state being difficult.
Finally, the order in which one the site moments are updated is also an arbitrary
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choice. The question is to know whether choosing to update the moment 〈Jni 〉 should
or not use already updated moments 〈J j〉n+1. One could be tempted to avoid that
since it looks completely unphysical. On the other hand, arbitrarily choosing an
initial configuration and updating the sites in the described manner is indeed also
completely unphysical. The algorithm does not try to mimic the dynamics of the lat-
tice relaxation, it is just a tool to find a fixed point. The validity of this fixed point as
a physical state can then be evaluated comparing with experiments. In the course of
this study, it has been experimented that a simple systematic iterative update brings
faster convergence. It can be understood saying that, when updating the ith ion, it
benefits of all the previously updated j < i ions. Also no difference in the obtained
results were found when changing the order in which one the moments where updated.
4.4.2 Calculated box size
As stated above, the number of possible lattice realizations scales as N !. Calculating
a lattice as large as possible is therefore needed. When fixed points for several tem-
peratures and fields had to be computed, a lattice of 10 by 10 by 10 unit cells had
been found to be a good compromise. A more systematic study on the size effect had
been performed and the result is plotted on fig. 4.3. Several lattices of different sizes
are equilibrated 50 times at x = 0.5, Hx = 0T and T = 0K. It can be seen that,
although the standard deviation over 50 samples decreases slowly with the chosen box
size, it is a rather small number, being in worst case 10−5 smaller than the calculated
mean momentum 〈|Jz |〉 = 5.515.
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Figure 4.3: Relative standard deviation of 〈|Jz |〉 over 50 samples, for different box
sizes. Although the standard deviation does decrease slowly, it is a rather small
number.
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4.4.3 Reaction field method
The reaction field method consist of treating the long range dipole-dipole interaction
with a radius threshold. With the periodic boundaries, one can choose any radius in-
teraction r and, if it exceeds, even several times, the lattice size, it is simply remapped
into the lattice. One has therefore to stop the calculation of the dipole-dipole inter-
action at some point.
The interaction falls as 1r3 , but the number of interacting sites at a given distance
scales like the surface of the sphere, thus as r2. It is therefore tricky to correctly choose
a threshold. The approach in this work is empirical, testing the effect of changing the
threshold. On fig. 4.4 is plotted different magnetization curves versus temperature
for pure LiHoF4 for different thresholds. One can see that for r > 10a, a = 5.175A˚
being the lattice transverse parameter, the magnetization curves do not change much
anymore. The safe value of r = 15a has been used. With that threshold, and for a
single unit cell lattice at Hx = 0, T goes from 0K to 2K in 50 steps, the calculation
takes a bit longer than a minute.
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Figure 4.4: Magnetization curves for several dipole cutoff. The radius is given in units
of the unit cell a = 5.175A˚ parameter. While quite different up to r = 7a, the curves
do not change much for r > 10a. The safe value of r = 15a has been used.
4.5 Subsequent measurements
Once the system reached a fixed point several measurements can be performed on top
of the already known mean momentum and mean internal energy computed in the
course of the simulation.
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4.5.1 Magnetic susceptibility and specific heat
The magnetic susceptibility and the specific heat are of great interest since they are
experimentally more accessible than the magnetization, using Superconducting Quan-
tum Interference Device (SQUID) for susceptibility, or than internal energy which can
basically not be directly measured. Although the single site susceptibility and spe-
cific heat could be computed from the thermal average, we chose to evaluate them
by applying respectively a small change in the external field and a small temperature
increase. Doing so allows to get the whole interacting system response.
The DC susceptibility is measured as the change in magnetization in response of a
small increase in applied field, thus the tensor:
χαβ =
Mα(H +∆Heˆβ)−Mα(H)
∆H
(4.19)
In the same way, the specific heat can be measured as the change in internal energy
in response to a small increase of the temperature:
Cv =
E(T +∆T )− E(T )
∆T
. (4.20)
4.5.2 Moments autocorrelation function Fourier transform
The motivation of this work comes from neutron scattering experiments. The neutron
scattering cross-section is directly related to the magnetic moments autocorrelation
function Fourier transform. The neutron cross-section for the scattering by identical
magnetic ions situated at the sites Rld of a crystal is [18]:
d2σ
dΩdE′
= r20
k′
k
{1
2
gF (κ)}2
∑
α,β
N
2πh¯
∫ ∞
−∞
dt
∫
dr exp(iκ · r − iωt)Γαβ(r, t) (4.21)
where k and k′ are respectively the initial and final neutron wave vector, κ their
difference, g the gyromagnetic ratio, F (κ) the form factor and Γαβ(r, t):
Γαβ(r, t) =
1
N
∑
l,d
∑
l′,d′
∫
dr′〈δ{r + Rˆld − r′}Sˆαldδ{r′ + Rˆl′d′(t)}Sˆβl′d′ . (4.22)
Neglecting phonons and assuming the crystal is at its equilibrium, Γαβ is time inde-
pendent:
Γαβ(r) =
1
N
∑
l,d
∑
l′,d′
〈SˆαldSˆβl′d′〉
∫
dr′δ{r + Rˆld − r′}δ{r′ + Rˆl′d′}. (4.23)
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The integral in (4.23) now just selects those r which separate two sites so one can
rewrite Γαβ(r) as:
Γαβ(r = R
′ −R) =
∑
R
∑
R′
〈SˆαRSˆβR′〉 (4.24)
which is the moments autocorrelation function. So to compare with neutron scattering
experiments, a valuable measurement would be to compute the Fourier transform of
the moments autocorrelation function:
Γαβ(q) =
∫
dr exp(iqr)Γαβ(r). (4.25)
One can avoid the double summation in Γαβ(r) using the “Correlation theorem”
stating that:
Corr(g, h)(r) ⇐⇒ g˜(q)h˜∗(q) (4.26)
so one only needs to compute the Fourier transform of the moments:
Sα(q) =
∑
R
exp(iqR)〈SαR〉 (4.27)
to get the autocorrelation Fourier transform:
Γαβ(q) = S
α(q)Sβ
∗
(q). (4.28)
Note that we replaced the mean:
〈SαRSβR′〉 −→ 〈SαR〉〈SβR′〉 (4.29)
as it is unavoidable in mean-field theory, the different moments taken as independent
variables (see section 3).
We experienced some problems to actually compute these Fourier transform so we
want to detail here the maybe naive way we used. To turn (4.27) into a discrete
Fourier transform, one writes:
q ·R =
∑
a=1,2,3
2π
qana
Na
(4.30)
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with
q =
∑
a=1,2,3
2πqa
Nada
eˆa qa ∈ {0, 1, . . . , Na} (4.31)
R =
∑
a=1,2,4
Radaeˆa Ra ∈ {0, 1, . . . , Na} (4.32)
where d1 = d2 = 5.175A˚ and d3 = 10.75A˚ are the lattice parameters. Here, if
calculating a N ×N ×N lattice, then Na is given by:
N1 = N2 = 2N (4.33)
N3 = 4N (4.34)
since the Ho ions sites sits, in unit cell units, at:
(0, 0, 0) (4.35)
(0,
1
2
,
1
4
) (4.36)
(
1
2
,
1
2
,
1
2
) (4.37)
(
1
2
, 0,
1
4
). (4.38)
This corresponds to zero-padding the unit cell with null moments in the emplacements
of half integers in the a − b plane and quarter integers in the c direction which are
not lattice sites.
Doing so, the discrete Fourier transform of the lattice is:
Sαq1,q2,q3 =
2N∑
n1
2N∑
n2
4N∑
n3
exp
[
2πi
(q1n1
2N
+
q2n2
2N
+
q3n3
4N
)]
Sαn1,n2,n3 . (4.39)
It will be seen that, while quite valuable, the measured autocorrelation Fourier trans-
forms are noisy. This is unfortunate since fitting the Bragg peak could bring very
important information about the correlation length, especially when looking for a
spin glass phase.
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5 Calculation results
We present here the results obtained with the algorithm presented in chapter 4. Most
of the results are part of “Dilution series LiHo1−xYxF4” section, characterizing the
scope the calculation method allows. In the section “Annealing procedures” we also
present some annealing procedures results, as this was the primary motivation for the
present work.
5.1 Dilution series LiHo1−xYxF4
There remain considerable discrepancies between numerical and experimental results
as it has been emphasized in the introduction. These are not addressed here since the
used method should be less accurate than the Monte Carlo approaches. This section
shows which are the gains of using the IMF algorithm instead of the homogeneous
approach.
5.1.1 Disorder relieved frustration
The most important feature of the IMF is its ability to actually dilute a system ac-
counting for the disorder. The calculation is performed on a specific realization of a
doped lattice, i.e. a randomly populated lattice, according to the doping ratio. The
question of knowing whether this realization is a good representation or not of the
average realization has been seen in section 4.4. The number of possible realizations
for a given doping grows as the factorial of the total number of sites. It is there-
fore reasonable to assume that any realization above a certain number of sites will
be a quite general one. The number of realizations for a given doping is given by
the binomial coefficient NCxN (fig, 5.1) where x is the ratio of occupied sites over
the unoccupied ones. The ”amount” of disorder must be related to the number of
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realizations NCxN .
The effect of disorder on the phase diagram is not trivial. One can get a hint by
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comparing the phase diagrams computed with the VCMF and with the IMF, since
the VCMF does not account for disorder. On fig. 5.3 is shown 〈|Jz|〉 averaged on the
lattice for both VCMF and IMF calculations for the classical phase transition. The
doping is of 50% Ho and 50% Y. The same but for the quantum phase transition is
shown on fig 5.4.
One can see that the disorder effect is not lowering the critical temperature. The
most direct reason is that doping is depleting the number of first neighbours (fig 5.2).
The LiHo1−xYxF4 Hamiltonian (2.1) has an anti-ferromagnetic Heisenberg exchange
term which effectively reduce the ordering temperature. Its effect gets lowered by the
first-neighbours depletion, thus increasing the critical temperature.
There is therefore a competition between this first neighbours depletion effect with
the disorder effect, which should decrease the transition temperature. While the
homogeneous mean-field transition temperature decrease linearly when doping with
Ytrium, the Tc from the IMF algorithm should be a curve bended above the straight
line. The question of knowing whether the curve will cross or not the homogeneous
mean-field straight line is of importance: A crossing would imply a finite doping from
which one there is no ferromagnetic phase anymore. Recalling the experimental phase
diagram 5.5, one can see that a crossing would be consistent with the spin glass phase.
Looking at fig. 5.3, it is not completely obvious to state what Tc is exactly. The
magnetic susceptibility is much better for that. On fig. 5.6 is shown the susceptibility
peaks for doping ranging from 0% to 90% for the classical transition. On fig 5.8 is
shown the same but for the quantum phase transition. On fig. 5.7 and fig 5.9 are
respectively shown Tc and Hc versus doping. Of course, the quantum transition
found here is very far from the experimental results, since the hyperfine coupling is
29
5.1 Dilution series LiHo1−xYxF4 5 CALCULATION RESULTS
 0
 1
 2
 3
 4
 5
 6
 0  0.2  0.4  0.6  0.8  1  1.2
<
|J z
|>
T [K]
LiHo0.5Y0.5F4 classical phase transition
RSAMF
Virtual crystal
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Figure 5.5: Experimental phase diagram from D. H. Reich et al. [1]. Blue points
are from susceptibility measurements, red one for neutron scattering. Open circles
denote spin glass (SP) behaviour.
neglected. It has been shown [19] and measured [1] that at low temperature and high
fields, it is a determinant coupling. The interesting fact is that, in the high dilution
part, while the number of first neighbours is very small, the difference between the
IMF critical temperature with the homogeneous mean-field keeps increasing! This
indicates that the first neighbours depletion is not the only cause of the frustration
decrease, thus of the critical temperature or field being larger than in the homoge-
neous case. Indeed, the dipole-dipole interaction is also a very important source of
frustration, even though it brings long range order below the critical temperature.
The populated site depletion also relaxes the dipolar frustration, even when there are
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very few first neighbours remaining, the dipole-dipole interaction being long range.
On fig. 5.10 is shown what the moments direction must be for the four first neigh-
bours of a site to minimize their interaction with it. Note that the crystal field is
omitted on that figure since the purpose is to illustrate the dipole-dipole interaction
anisotropy. One can see that dipole-dipole interaction is complicated. If one adds a
second unit cell on one side, it is easy to see that minimizing the interaction of the
site in the plane in between with the two central sites cannot be done, thus implying
frustration. Adding the long range nature to that shows how frustrated the system
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is.
It is clear from fig. 5.7 that the dominant effect of the disorder compared the ho-
Figure 5.10: Orientation of the first neighbours moments in order to minimize the
interaction with the central one. In this figure, the central site moment is set vertical
and the neighbouring sites do not interact with each others, only with the center site.
One can see that dipolar interaction is complicated and is inherently frustrated. Of
course, in the full model, the moments can not point significantly in the transverse
direction because of the crystal field.
mogeneous case is the frustration relieving, at least for Ytrium doping up to 80%,
bringing a higher Tc. There is indeed a big discrepancy with experimental results
as summarized on fig. 5.5: A spin glass phase may arise starting from 50% Ytrium
doping. It has been seen in section 4.2.2 that the mean-field calculations yield to an
overestimate of the critical temperature. It is not the purpose of the IMF algorithm
to address this, since it is also a mean-field approach. The discrepancy can not be
caused by disorder since it appears also in the pure Holmium case, and disorder is
the only improvement of the IMF compared to the virtual crystal algorithm. Also,
the phase diagrams on fig. 5.7 and 5.9 are in strong contrast with the assumption A.
Bitmo et al. did on the effect of crystalline symmetry breaking. Rather than reduc-
ing the critical temperature and field, the frustration relieving dominates, implying a
growing difference with the Mean-Field theory.
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The next section addresses this discrepancy, showing that a spin glass phase may arise
in the LiHo1−xYxF4 model (2.1) using the IMF algorithm.
5.1.2 High dilution: spin glass
As stated above, the IMF algorithm shows a simple paramagnetic to ferromagnetic
phase transition even with a doping of 80% of Ytrium. This seems in discrepancy
with experiments which show a spin glass phase for high dilution. As for the critical
temperature, the purpose of the mean-field approach is to see if one can predict a spin
glass phase rather than stating quantitatively where it happens. In that prospect, a
more careful study of the highly diluted systems has been attempted.
It has been observed that the convergence was difficult to reach near the transition for
any doping. For the highly diluted systems, at low temperature, the number of steps
needed to reach convergence are very irregular. On fig. 5.11 is plotted 〈|Jz|〉 versus
temperature for a dilution of 80% of Ytrium along with the number of calculation
steps which has been required to reach convergence. On fig. 5.12 is plotted the same
but for 90% Ytrium. A peak is located just at the transition temperature for the case
of 80% Ytrium. There is not such a clear peak in the case of 90% Ytrium. Looking
at the trajectories of 〈|Jz |〉 during the calculation on fig. 5.13, one can see that,
while in the case of 80% Ytrium 〈|Jz |〉 is evolving simply down to its final value, the
case of 90% Ytrium shows some plateaus. In this last case, it is very questionable
that the system did reach equilibrium. The convergence criterion is based on the
difference of each moments at one step with their previous value. When it goes under
a given threshold, the system is assumed to be in equilibrium. It is therefore very
questionable to know if the system did reach its true fixed point in the case of the red
line on fig. 5.13, since it can by trapped in a local minimum. These considerations
are the principal difficulty for both this study and general Monte Carlo works. While
all these developments are very dependent on the convergence criterion, it still gives
the hint that there may be a large degeneracy in the low energy levels, suggesting a
spin glass phase.
On fig. 5.14 is plotted several susceptibility curves for different doping ranging from
82% to 90%. One can see that the shape of the peaks changes dramatically between
82% and 84% in which case there is only a remnant indicating that this is not any
more a paramagnetic to ferromagnetic transition. At low temperatures, the behaviour
is quite erratic with very sudden peaks. These points where all separately calculated
starting from a infinite temperature (the moments are initialized in a random manner)
and converged to the corresponding temperature. The fact that a small applied field
brings such a large response could be well understood by the fact the lattice was
not at its true minimum and that the small applied field was sufficient to allow it
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Figure 5.11: Evolution of 〈|Jz|〉 and con-
vergence speed versus temperature for
80% Ytrium
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Figure 5.12: Evolution of 〈|Jz |〉 and con-
vergence speed versus temperature for
90% Ytrium
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Figure 5.13: Trajectories of two lattice realizations during the calculation. The green
line is for 80% Ytrium at the critical temperature of 0.5K. The red one is for 90%
Ytrium. The plateaus indicate meta-stable states while the final state may also be
meta-stable. This behaviour could indicate a spin glass phase.
to relax to a more stable state. Contrasting with that is the coming figures 5.19
and 5.25 where the lattices are firstly equilibrated at a finite temperature (0.5K)
and then continuously cooled down in several steps. These figures do not show low
temperatures peaks due to their more controlled annealing. An other approach to
address the spin glass phase question is by redoing several times the IMF calculation,
but for different lattice realizations. A spin glass phase should imply the fixed points
to be different. This has been attempted for a doping of 90% Ytrium. The simulated
box size is 10 by 10 by 10 unit cells. The number of possible lattice realizations is(
4000
400
) ∼ e 134000, so it is assumed that the source of variability is not that the lattice is
too small. The process is the following: Different lattice realizations are equilibrated
at a temperature of 0.5K. Then the temperature is lowered in several steps. At
each step, the starting lattice state is the one found in the preceding step. The
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Figure 5.14: Susceptibility versus temperature for several high dilutions. For 82%
Ytrium, there are two peaks. The highest temperature one is the paramagnetic to
ferromagnetic phase transition. The second one could be interpreted as the re-entrant
spin-glass phase. For the other dilutions, there is only a remnant of the paramagnetic
to ferromagnetic peak and a still a second peak at low temperature which could also
be interpreted as a spin-glass transition.
mean magnetization, 〈|Jz |〉, the internal interaction energy, the entropy, the magnetic
susceptibility and the specific heat are recorded. Some trajectories are respectively
shown on fig. 5.15 - 5.20.
One can see that there is a big variation between the different samples in the
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Figure 5.15: Mean magnetization ver-
sus temperature for several lattice realiza-
tions.
 0
 1
 2
 3
 4
 5
 6
 0  0.1  0.2  0.3  0.4  0.5
<
|J z
|>
T [K]
LiHo0.1Y0.9F4, Hx=0T, trajectories of different lattice realizations
Figure 5.16: 〈|Jz |〉 versus temperature for
several lattice realizations.
temperature from which one the system seems to order. Some trajectories of specific
heat have negative values. This indicate that the small applied temperature change
destabilized the system and allowed it to find a lower minimum of the energy. This
emphasize the fact the system may be in a meta-stable state. On fig. 5.21 - 5.26 are
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Figure 5.17: Internal energy versus tem-
perature for several lattice realizations.
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Figure 5.18: System entropy versus tem-
perature for several lattice realizations.
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Figure 5.19: Magnetic susceptibility ver-
sus temperature for several lattice realiza-
tions.
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Figure 5.20: Specific heat versus temper-
ature for several lattice realizations. The
negative specific heat indicate that the
small applied temperature change desta-
bilized the system and allowed it to relax
to a lower minimum of the energy.
respectively plotted the mean magnetization, the mean 〈|Jz|〉, the mean energy, the
mean per site entropy, the mean magnetic susceptibility and the mean specific heat,
where the mean is taken over 50 lattice realizations. The mean magnetization is of
interest. Looking at the mean 〈|Jz|〉, one can see that every site has a moment of
〈|Jz|〉 =+− 5.5 at T = 0K, which is the saturated value. If the mean lattice state was a
mono-domain at T = 0K, the mean magnetization would be of |Mz| = x〈|Jz |〉 = 0.55
rather than |Mz| = 0.45. The lower value of the mean magnetization indicate that
the mean lattice state at 0K has magnetized clusters which do not point in the same
direction, although most of them does. The formation of such clusters does not
happen at lower dilution and it is a feature of a spin glass phase.
An other feature one could expect from a spin glass is variability. One can already
36
5 CALCULATION RESULTS 5.1 Dilution series LiHo1−xYxF4
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0.3
 0.35
 0.4
 0.45
 0.5
 0  0.1  0.2  0.3  0.4  0.5
m
e
a
n
 |M
z|
T [K]
LiHo0.1Y0.9F4, Hx=0T, mean magnetization over 50 lattice realizations
Figure 5.21: Mean magnetization versus
temperature averaged over 50 lattice real-
izations.
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Figure 5.22: 〈|Jz |〉 versus temperature av-
eraged over 50 lattice realizations.
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Figure 5.23: Internal energy versus tem-
perature averaged over 50 lattice realiza-
tions.
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Figure 5.24: System entropy versus tem-
perature averaged over 50 lattice realiza-
tions.
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Figure 5.25: Magnetic susceptibility ver-
sus temperature averaged over 50 lattice
realizations.
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ture averaged over 50 lattice realizations.
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see a bit of it on fig. 5.17. The trajectories of the internal energy versus temperature,
while similar in shape, are shifted. The standard deviation of magnetization, 〈|Jz|〉,
energy, entropy magnetic susceptibility and specific heat are respectively shown on
fig. 5.27 - 5.32. One can see a systematic bump near 0.2K, accounting for the fact
that the different samples have a variable transition temperature. For energy and
magnetization, the standard deviation stays finite even at 0K indicating a freezing of
non-equivalent configurations, which is also a feature of a spin glass phase.
Finally a definitive proof of a spin glass phase would be to establish that there is
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Figure 5.27: Relative standard deviation
of the magnetization versus temperature
over 50 lattice realizations.
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Figure 5.28: Relative standard deviation
of 〈|Jz |〉 versus temperature over 50 lattice
realizations.
 0
 5e-05
 0.0001
 0.00015
 0.0002
 0.00025
 0.0003
 0.00035
 0.0004
 0.00045
 0  0.1  0.2  0.3  0.4  0.5
st
an
da
rd
 d
ev
ia
tio
n 
of
 th
e 
en
er
gy
T [K]
LiHo0.1Y0.9F4, Hx=0T, standard deviation of energy, 50 samples
Figure 5.29: Absolute standard deviation
of the internal energy versus temperature
over 50 lattice realizations.
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Figure 5.30: Absolute standard deviation
of the system entropy versus temperature
over 50 lattice realizations.
short range order by fitting the Fourier transform of the moments auto-correlation
function. However, getting a sufficient q-resolution requires large lattices. Lattices up
to 100 by 100 by 100 unit cells (4 ·106 sites) have been calculated. A good compromise
between calculation duration and q-resolution is a 50 by 50 by 50 unit cells lattice.
On fig. 5.33, fig. 5.34, fig. 5.35 and fig. 5.36 are respectively shown the Fourier
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Figure 5.31: Relative standard deviation
of the magnetic susceptibility versus tem-
perature over 50 lattice realizations.
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Figure 5.32: Relative standard deviation
of the specific heat versus temperature
over 50 lattice realizations.
transform of the moments auto-correlation function on the (100) and (001) directions
for 20%, 50%, 60% and 90% Ytrium. While for fig. 5.33 and fig. 5.34 one can only
see a very sharp Bragg peak (∼ 105 greater intensity than background) and a white
noise background, fig. 5.35 and fig. 5.36 show a clear pattern with a Bragg peak
of an amplitude of the same order of magnitude than the rest of the pattern. This
”Butterfly” shaped pattern is characteristic of magnetic dipolar materials and has
been measured experimentally on LiHo1−xYxF4 with x = 0.833 by D. H. Reich et
al. [1]. The patterns appear from 60% Ytrium, where the susceptibility plots seem
to show a simple paramagnetic to ferromagnetic transition. The ”Butterfly” shaped
pattern corresponds in real space to elongated ferromagnetic clusters in the (001)
direction and pinched in their middle in the transverse directions [1], so the pattern
appearing may only mean that the magnetic domains typical size falls under the size
of the calculated box. The pattern for 90% and 80% Ytrium are qualitatively very
different. The 90% shows a large dispersion and a Bragg peak blended in the pattern.
This is a strong argument for a spin glass state.
While the picture seems rather clear on the color plots, the data is not very nice
when looking at it quantitatively. On fig. 5.37 and fig. 5.38 are respectively shown
the Fourier transform of the moments autocorrelation function along the (100) and
(001) directions. One can see that the curves are very noisy. The cause of this noise is
still unclear. It is most likely related to the maybe naive way the Fourier transform is
computed. The issue is discussed more in depth in section 4.5.2. To conclude. There
is a strong presumption that the model Hamiltonian for LiHo1−xYxF4 (2.1) along
with the IMF algorithm reproduces the spin glass behaviour observed in experiments
[1]. The spin glass phase appears in the calculation above 80% of Ytrium doping. This
is rather consistent with recent Monte Carlo studies which find a critical dilution of
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Figure 5.33: Moments autocorrelation
function Fourier transform. 20% Ytrium.
The ferromagnetic Bragg peak amplitude
is about 105 times greater than the uni-
form white noise.
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Figure 5.34: 50% Ytrium. The ferro-
magnetic Bragg peak amplitude is about
105 times greater than the uniform white
noise.
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Figure 5.35: 60% Ytrium. A ”Butter-
fly” shaped pattern arises corresponding
in real space to elongated ferromagnetic
clusters in the (001) direction and pinched
in their middle in the transverse direc-
tion.The ferromagnetic Bragg peak ampli-
tude is comparable in amplitude to rest of
the pattern.
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Figure 5.36: 90%Y trium. The same ”but-
terfly” shaped pattern shows up, but with
a greater dispersion. The ferromagnetic
Bragg peak is undistinguishable from the
surroundings.
xc = 0.76
+
−0.03 [11, 10]. The inclusion of the crystalline symmetry breaking seems
to be determinant to produce the spin glass phase, as it has been emphasized by
Ka-Ming Tam et al. [12]. However, a definitive proof is lacking because of the still
unexplained noisiness of the moments autocorrelation function Fourier transform.
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Figure 5.37: Scan along the (100) direc-
tion. Red line: For 50% Ytrium, the
Fourier transform of the moments auto-
correlation function shows a sharp Bragg
peak indicating ferromagnetic order. The
peak amplitude is about 105 times greater
than the rest of the spectrum. Green line:
For 90% Ytrium, there is no Bragg peak.
Despite the noise, one can see a broad
bump around the (000) which could be in-
terpreted as short range order.
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Figure 5.38: Scan along the (001) direc-
tion. Red line: For 50% Ytrium. Green
line: by comparing to fig. 5.37, one can
see that the Fourier transform of the mo-
ments autocorrelation function is pinched
in the (001) direction.
5.1.3 Quantum and classical phase transition
A reason why the mean-field approach is a good tool in the case of LiHo1−xYxF4
is that the classical and quantum phase transition critical exponents have been ex-
perimentally determined to be mean-field critical exponents [2]. This however stands
for the case of pure Holmium. For the case of x = 0.955, a lower critical exponent
of χ ∼ T−0.75 has been reported [20] and a recent study found an unconventional
exponential divergence of the susceptibility χ = exp(−T/T0) [21].
We present here the susceptibility and specific heat curves for both classical and
quantum phase transition. On fig. 5.39 and fig. 5.40 are respectively shown the
susceptibility peaks for classical and quantum phase transition. All peaks are very
clear and provide a simple way to define Tc and Hc, even though the binning limits
the accuracy. Their actual value has already been discussed in section 5.1.1.
For the classical phase transition, the specific heat is of interest. The results are
shown on fig. 5.41. The specific heat curves are immediately rounded even with a
small doping. This is in strong contrast with the susceptibility measurements which
keeps showing very sharp peaks. The reason for that is that the specific heat indicates
the local behaviour of the system, the energy being dominated by the neighbouring
small range interactions. This measurement is therefore very sensitive to the local
disorder caused by doping. On the other hand, the susceptibility reflects the long
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Figure 5.39: Susceptibility peaks for clas-
sical phase transition
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Figure 5.40: Susceptibility peaks for
quantum phase transition
range behaviour of the system, being a uniform response to a uniform applied field,
and is not sensitive to local disorder, except in the limit where the disorder affects
the long range ordering, as in a spin glass phase. The maximum of the specific heat is
also shifted to lower temperature compared to the susceptibility critical temperature.
This also reflects a greater sensitiveness to local disorder.
The clean susceptibility peaks allows to get the critical exponents. Results are shown
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Figure 5.41: Specific heat for several dopings. The specific heat is plotted versus the
reduced temperature, the critical temperature being determined from the suscepti-
bility measurements. The immediate rounding of the specific heat curves indicate
the local disorder caused by doping. The shift of the maximum away of the critical
temperature also reflects the local behaviour of the system, opposed to the long range
nature of the susceptibility measurements.
on fig. 5.42 and fig. 5.43. One can see the picture is much cleaner when fitting the
critical exponents from above, due to a wider critical region. The fit is very sensi-
tive to the determination of Tc and Hc. Since the binning of the data is quite large
and not reduced near the transition, there is a quite big uncertainty for the critical
exponents fitted value. For high concentration of Holmium, it fluctuates around the
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critical mean-field exponent of χ ∼ T−1.
Recalling fig. 5.14, It has been seen that the susceptibility does not diverge for
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Figure 5.42: Critical exponents for 0%, 50% and 90% Ytrium, T > Tc, H > Hc.
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Figure 5.43: Critical exponents for 0%, 50% and 80% Ytrium, T < Tc, H < Hc.
doping greater than 82%. One can nevertheless try to fit the susceptibility with a Tc
determined simply by considering that it keeps decreasing linearly. This gives rather
clean pictures as the 90% dilution case on fig. 5.42. This means that even tough
there is no divergence, the susceptibility still obeys a power law near the expected
Tc. The divergence of χ reflects essentially the correlation length divergence, which is
limited by the size of the calculated box. The fact the susceptibility peaks become a
broadening bump with increasing dilution may also reflect that the correlation length
does not diverge and become finite and smaller than the calculated box size. This
again may be a sign of a spin glass phase.
On fig 5.44 are plotted the fitted critical exponents for the classical phase transi-
tion. There is a large uncertainty on their value because of the inaccuracy in the Tc
values. Nevertheless it significantly decrease for high dilution. This would be rather
consistent with the result found by S. Ghosh et al. [20] even though this paper is
controversial. A decreasing critical exponent is consistent with the idea that the sys-
tem correlation length should diverge more and more slowly approaching a spin glass
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Figure 5.44: Critical exponents for the classical transition versus dilution. The critical
exponent fit is very sensitive to the determination of Tc. The noise in the curve can
be attributed to the calculation binning, making inaccurate the determination of Tc.
In the high dilution part, the Tc’s are linearly extrapolated from the low dilution
ones. The relatively good fits show that χ follows a power law even though it does
not diverge. This can also be related to the presence of a spin glass phase.
phase. The fact it does not diverge and only shows a bump tells that the correlation
length divergence may be damped by the system disorder.
In summary, the susceptibility diverges as a power law T ∼ T−1. While not being
very reliable, there are insights of a decreasing critical exponent for high dilutions
x > 0.8.
5.1.4 T/Hx-phase diagram
The relative velocity of the IMF algorithm allows to perform full T/Hx scans on rea-
sonably large lattices. The calculated lattices are of 10 by 10 by 10 unit cells, i.e.
4000 sites. All the following results are for a doping of x = 56% of Ytrium. On fig.
5.45 and fig. 5.46 are respectively shown 〈|Jz |〉(Hx, T ) and χzz(Hx, T ). A very clear
ferromagnetic phase appears in both figures. On fig. 5.45, there is still a finite 〈|Jz|〉
outside of the ferromagnetic region, for high fields. Also, the longitudinal magnetic
susceptibility on fig. 5.46 shows a discontinuity in the vicinity of (1.8T, 0.45K). These
two features could be related, making the assumption that (1.8T, 0.45K) is a triple
point. In that case the remnant 〈|Jz |〉 for high fields would be a characteristic of a
third phase taking place at high fields and low temperature.
The other physical measurements can give a hint of what the third phase could
be. First, one can see on fig. 5.47 and fig. 5.48, the magnetic susceptibility χxz and
the specific heat, that (1.8T, 0.45K) is indeed a special point. Particularly, it is the
extreme point where the specific heat does not diverge anymore. The specific heat
rises under the effect of the thermal fluctuations. There is a competition with the
quantum fluctuations. When these are dominant, raising the temperature does not
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Figure 5.45: LiHo0.44Y0.56F4,
〈Jz〉(Hx, T ). The diagram shows a
very clear ferromagnetic region. For high
Hx fields, there is surprisingly a remnant
Jz magnetization.
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Figure 5.46: LiHo0.44Y0.56F4, χ
zz(Hx, T ).
Again, the diagram shows a very clear
ferromagnetic region with a regular tran-
sition line, except in the vicinity of the
(1.8T, 0.45K) point where a discontinu-
ity is visible. This could indicate a triple
point, thus a third phase which has to be
characterized.
induce a great response in the internal energy. This tells us that (1.8T, 0.45K) is a
special point of the competition between thermal and quantum fluctuations.
In a perfect Ising system, applying a transverse field should only bring quantum
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Figure 5.47: LiHo0.44Y0.56F4, χ
xz(Hx, T ).
χxz is negative all along the region where
it is the quantum fluctuations which are
the dominant phase transition cause. It
simply means that increasing the field
along x, i.e. increasing the quantum fluc-
tuations, reduces 〈|Jz |〉 as the system goes
through the transition. The minimum of
χxz is also in the vicinity of (1.8T, 0.45K).
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Figure 5.48: LiHo0.44Y0.56F4, Cv(Hx, T ).
As expected, the specific heat does di-
verge only in the region where the ther-
mal fluctuations are the dominant cause of
the phase transition. The tip of the spe-
cific heat rising region is also located in
the vicinity of (1.8T, 0.45K). This tells us
that (1.8T, 0.45K) is the point where the
competition between thermal and quan-
tum fluctuations is balancing in one or the
other side.
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fluctuations. However the model Hamiltonian (2.1) allows to have a transverse mag-
netization. This is indeed the case when the transverse field is large enough to coun-
terbalance the crystal field effect. On fig. 5.49 is plotted χxx(Hx, T ), the transverse
magnetic susceptibility. One can see it is visually very consistent with the hypothesis
of a third phase taking place for high fields and low temperature. The decreasing
value of χxx at high fields indicate a saturation of the transverse moments, thus char-
acterizing the third phase as a transverse polarized phase.
Even though fig. 5.49 gives a quite clear picture of what the third phase could be, it is
still mysterious why the transverse magnetization should lead to a finite longitudinal
magnetization as it is visible on fig. 5.45. The overall dipolar interaction effect is to
align the moments along the c-axis. It is possible that, in the case of a transverse
magnetization, the magnetic moments find a smaller energy by being slightly tilted
in the direction of the c-axis.
The final picture is a phase diagram with a ferromagnetic phase for low transverse
fields and temperatures, a paramagnetic phase for high temperatures and low fields,
and a transverse polarized phase for high fields and low temperatures.
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Figure 5.49: LiHo0.44Y0.56F4, χ
xx. The transverse susceptibility gives a very consis-
tent picture with the assumption of a third phase taking place for high fields and low
temperatures. The high field region shows a decreasing susceptibility. This means
that in this region the transverse magnetization is saturating and increasing the field
does not bring a change. On the other hand, in the intermediate region between high
fields and high temperature, the susceptibility keeps increasing. The third phase aside
the paramagnetic and ferromagnetic phase is thus a transverse polarized phase.
5.2 Annealing procedures
The initial motivation for this work was to address recent neutron scattering experi-
ments which show a dependence of the correlation length on the annealing procedure.
There are strong insights that the state of the studied mono-crystal of LiHo1−xYxF4
at a given field and temperature is path dependant.
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We emphasize here that the possibility of calculating the moments autocorrelation
function Fourier transform is the major gain of our method over other numerical
works on LiHo1−xYxF4.
We present here a very promising preliminary result. The annealing is simulated
by calculating the fixed point of the system for a given (Hx, T ), starting from ran-
domly initialized moments, and then calculate an other (Hx, T ) point but starting
from the previously calculated system state. The calculation has been performed for
LiHo0.1Y0.9F4 following two annealing procedures which try to mimic those used in
the experimentation.
The first one, the Field Cooled annealing (FC), first brings the system at the (3T, 20K)
point, then goes to (3T, 0.04K) and finally finishes at (0.1T, 0.04K). In the exper-
iments, the FC procedure brought a short range order. There are three mean-field
fixed points to compute. Since the Fourier transform of the autocorrelation function
is of great interest in this case, a relatively large box of 50 by 50 by 50 unit cells is
calculated.
In the second annealing procedure, the Zero Field Cooled annealing (ZFC), the sys-
tem is firstly brought to (0T, 20K), then cooled down to (0T, 0.04K) and finally the
field is increased until (0.1T, 0.04K). In the experiments, the ZFC brought long range
order.
The results are shown on fig. 5.50, fig. 5.51, fig. 5.52 and fig. 5.53. While we get
the butterfly shape for both annealing procedures, the FC procedure does not bring
a Bragg peak, consistently with the experiments.
However, the discussion on spin glass of section 5.1.2 showed that there where vari-
ability between different realizations of the lattice doping. A proper analysis needs
therefore a repetition of the previous procedures for several lattice realizations in order
to be sure to get a realization-independent result. Also the still not resolved noisiness
of the moments autocorrelation function Fourier transform must be understood in
order to be able to fit the obtained data.
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Figure 5.50: Field Cooled annealing pro-
cedure
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Figure 5.51: Zero Field Cooled annealing
procedure
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Figure 5.52: FC and ZFC annealings.
Szz(q), q along the (100) axis.
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6 Conclusion
The achievements of this study are three-folds.
First we characterized the full Hx-T phase diagram for LiHo0.44Y0.56F4 accounting
for the disorder in a very simple way, using mean-field theory. We show that, along
with the expected paramagnetic and ferromagnetic phases stands a transverse polar-
ized state for high fields and low temperatures. This phase can only be observed when
dealing with the full Rare Earth Hamiltonian (2.1) and with disorder, since the virtual
crystal mean-field approximation did not bring that result. This result also differenti-
ate our approach from other computational works where the Rare Earth Hamiltonian
is mapped on an Ising Hamiltonian, making it impossible to observe transverse mag-
netization. However, since this phase appears at high fields and low temperatures,
the hyperfine coupling should be included in order to get a more realistic model.
Secondly, many hints of a spin glass phase have been gathered, although a definitive
proof is still lacking. A more precise picture of the shape of the susceptibility around
the expected transition is needed, as well as a statistical study on many more lattice
realizations than those computed, and for different dopings. The irregularities in the
moments autocorrelation function Fourier transform still must be understood, mak-
ing it possible to fit the Bragg peak and therefore allows a direct measurement of the
moments correlation length.
Third, the effect of breaking the crystalline symmetry by randomly populating the
lattice has been found to increase the stability of the ferromagnetic phase, thus in-
creasing Tc and Hc. This is explained by the frustration relieving from depleting the
populated sites. Moreover, the first neighbours depletion is not enough to account for
that increase, so the dipole-dipole frustration relieving dominates over the frustration
relieving due to the missing anti-ferromagnetic exchanges. This allows to get a hint
of the “amount” of dipolar frustration compared to the exchange one.
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Finally, a numerical counterpart to experimental results showing a history-dependant
ordering of LiHo1−xYxF4 was found, cooling with or without an applied field did
respectively bring no order or ferromagnetic order.
Probably the most interesting result is this last one, since for phase diagrams it is
known that mean-field usually overestimate the transition temperature and lacks a
proper way of accounting for correlations. But being able to calculate the equilibrium
for large lattices and to characterize their state by computing their moments auto-
correlation function is a brand new possibility. In further work, a systematic study of
the history-dependant lattice ordering will be performed. More specifically, a proper
analysis of how to tune the system in its lowest minimum using field and temperature
variations will be attempted, as it has been seen in section 5.1.2 that the small applied
fields for measuring the DC susceptibility were already sufficient to drive the system
in a different state (fig. 5.14).
The genuine contribution of this work lies in the possibility to directly compare neu-
tron scattering data with the inhomogeneous mean-field model. While reproducing
the experimental difficulties to equilibrate a system, it likely that we will be able to
go beyond and possibly get an original picture of what the ground state of a spin
glass is in term of its moments autocorrelation function Fourier transform.
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A Implementation notes
We would like to gather here some technical computational details for further use.
These details, while not having any kind of scientific interest, still needs to be under-
stood in order to produce a work such as this one, and the information for doing so
is scattered in many places on internet. This is our hope that the few tricks shown
here will be of some help for a further reader.
Most of numerical works include being able to deal with matrices, vectors, eigenvalues
problem and Fourier transform. While a lot of libraries providing these functionali-
ties exists, most of them are coded in the aging Fortran language. On the other hand
there is no need to reimplement these libraries in more modern languages like C and
C++ since those can interface with the already existing Fortran libraries. However,
a few tricks need to be known for doing so.
The Lapack (Linear Algebra Package) package [22] provides a lot of linear algebra
routines such as full diagonalization routines for both real and complex matrices. We
show here an example for the use of Lapack to diagonalize an hermitian matrix in
C++.
 
1 int main(int argc, char** argv)
2 {
3 int MatSize; /* Matrix size */
4 int i,j; /* increments for loops */
5 double* Mat; /* Matrix */
6 double* EigVals; /* Array to store the eigenvalues. */
7 double mem; /* Dummy memory */
8
9 /* Here we allocate the matrix memory.
10 * For Fortran routines to be able to
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11 * handle it, the matrix must be stored
12 * in a contiguous memory block, so using
13 * the C or C++ way to allocate a two-
14 * dimensional matrix will not work
15 * since it is allowed to have the different
16 * rows (or column depending on your convention)
17 * in different places in the memory.
18 */
19
20 MatSize=10;
21 Mat = new double[MatSize*MatSize*2];
22 EigVals = new double[MatSize*2];
23
24 /* The factor of two comes from the fact we want
25 * to allocate a complex matrix. The eigenvalues
26 * are real in this example since we diagonalize
27 * an hermitian matrix.
28 */
29
30 /* Filling the matrix with numbers. We show
31 * here how to access Mat(i,j) when allocated
32 * the way it was (Mat[i][j] will not work!).
33 */
34
35 for( i = 0; i < MatSize; ++i){
36 for( j = 0; j < MatSize; ++ j){
37 /* initializing real part to 0: */
38 Mat[i * MatSize * 2 + j * 2]=0;
39 /* initializing imaginary part to 0: */
40 Mat[i * MatSize * 2 + j * 2 + 1]=0;
41 }
42 }
43
44 /* ... any code to fill the matrix... */
45
46 /* Pay attention that we stored our matrix in
47 * row major format, so:
48 * Re(Mat(i,j))=Mat[i*MatSize*2+j*2]
49 * and not:
50 * Re(Mat(i,j))=Mat[i*2+j*MatSize*2]
51 * which would be the column major format.
52 * This is usual in almost all programming
52
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53 * languages **except** Fortran and Matlab
54 * which stores it in column major format.
55 * Therefore, before feeding it to the
56 * diagonalization routine, one has to
57 * transpose the row-major matrix to
58 * get it in the column-major order: */
59
60 for( i = 0; i < MatSize; ++i){
61 for( j = 0; j < MatSize; ++ j){
62 /* swap real part */
63 mem= Mat[i * MatSize * 2 + j * 2];
64 Mat[i * MatSize * 2 + j * 2] = Mat[j * MatSize * 2 + i * 2];
65 Mat[j * MatSize * 2 + i * 2] = mem;
66 /* swap imaginary part */
67 mem= Mat[i * MatSize * 2 + j * 2 + 1];
68 Mat[i * MatSize * 2 + j * 2 + 1] = Mat[j * MatSize * 2 + i * 2 + 1];
69 Mat[j * MatSize * 2 + i * 2 + 1] = mem;
70 }
71 }
72
73 /* Feed the matrix to the diagonalization routine.
74 * The matrix will be overwritten during the
75 * process. If you want to prevent that, you
76 * just need to copy the matrix before. The
77 * eigen-vectors will be the columns of the
78 * matrix therefore... The rows :p! Since it is
79 * transposed between Fortran and C. */
80
81 zheev(Mat, MatSize, EigVals);
82
83 /* The function "zheev" is explained later.
84 * Now one need to do whatever he wants with
85 * the eigenvalues and eigenvectors and free
86 * the memory: */
87
88 delete [] Mat;
89 delete [] EigVals;
90
91 return 0;
92 }

 
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One has to prototype before the above code the two function “zheev” which we will
define below and “zheev ” which is the actual name the Fortran routine has in the
compiled shared library (Do not miss the underscore). The declarations are:
 
1 void zheev(double *H, int n, double *E);
2
3 extern "C" void zheev_(char *jobz, char *uplo, int *n, double *a,
4 int *lda, double *w, double *work, int *lwork,
5 double *rwork, int *info);

 
With the special syntax for declaring “zheev ” to tell the compiler not to find a actual
definition of the function in the source code. Not doing so would result in an compiling
error. Fortran passes all the variables to a routine by reference, so by pointers in the
C world. All the given parameters in the declaration of “zheev ” are therefore given
by their memory address. The prototype of “zheev ” being a bit tedious, we provide
a simpler interface to it “zheev” which definition is:
 
1 void zheev(double *H, int n, double *E)
2 {
3 /* This function is an nicer interface to
4 * the fortran routine "zheev_" with less
5 * parameters. */
6 char jobz, uplo;
7 int lda, lwork, info, i;
8 double *work,*rwork;
9 jobz = ’V’; /* V/N indicates that eigenvectors should/should not
10 be calculated. */
11
12 uplo = ’U’; /* U/L indicated that the upper/lower triangle of the
13 symmetric matrix is stored (Both in this simple example).
*/
14
15 lda = n; /* The leading dimension of the matrix to be solved.*/
16
17 lwork = 3*n-1;
18 work = new double[2*lwork]; /* The work array to be used by zheev and
19 its size. */
20 rwork = new double[lwork];
21
22 zheev_(&jobz, &uplo, &n, H, &lda, E, work, &lwork, rwork, &info);
23
24 delete [] work;
25 delete [] rwork;
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26 }

 
where all the tedious work of calling the actual routine “zheev ” is encapsulated. To
compile it on a Linux machine (or maybe also using Cygwin on Windows but I can
not tell) use:
g++ -o diag example diag example.cpp -llapack
and it should work assuming you have installed the Lapack shared library.
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