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を求める問題(Shortest Vector Problem. 以下 SVP) の困難性などを利用した暗号である。本研
究で用いた Learning with Errors 問題をもとにした暗号(以下 LWE暗号) も格子暗号の 1 つ
である。LWE 暗号は、2005 年に Regev によって発表され、現在はこの暗号をもとに多くの
対量子暗号方式が開発されている。 
LWE 暗号の欠点として鍵の長さがかなり長くないと安全性を保障できないという点が挙げら
れる。2017 年、Liu らに提案された Compact-LWEは、LWE暗号より鍵の長さを短くしても
安全性が保障できると予測された暗号方式である。しかし、2018 年に Bootleらによって攻撃
手法が提案された。 
本論文では、平文 1 ビットにおける IND-CPA安全性と等価性を持つより単純な安全性定義を
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第 1 章
はじめに












について最短ベクトルを求める問題 (Shortest Vector Problem. 以下 SVP)の困難性など
を利用した暗号である。本研究で用いた Learning with Errors問題をもとにした暗号 (以











攻撃法の計算量は O(223) × T になることが判明した。また文献 [5]を参考に具体的な T
3



















· y ← A(x): yは、アルゴリズムAにxとランダムテープを入力して生成された値である。
· y ← $S: yは、集合 Sから一様分布に従って生成された値である。
· y ← D: yは、分布Dに従って生成された値である。
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2.攻撃者は同じ長さで違う値の平文 (v0, v1)を用意し、挑戦者にわたす。
3.挑戦者はビット d ∈ {0, 1}をランダムに選び、暗号文 c = Enc(pk, vd)を攻撃者にわ
たす。
4.攻撃者は cから dを予想し d′として出力する。
定義 2.3.2 (IND-CPA安全)












pp = {n, q,m, σ}がパラメータである。ただし、n, q,mは正の整数、σは正の実数で
ある。
2.4.2 鍵生成
パラメータ ppから秘密鍵 sk,公開鍵 pkを生成する。
(sk, pk)← KeyGen(pp):
·秘密鍵 sk = s⃗
s⃗← $Znq (2.2)
·公開鍵 pk = {a⃗i, bi}1≤i≤m
a⃗i ← $Znq , e1, · · · , em ← χ, bi = ⟨a⃗i, s⃗⟩+ ei mod q (2.3)
ここで χは平均 0、標準偏差 σの離散ガウス分布。
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2.4.3 暗号化
pk、平文 v ∈ {0, 1}から暗号文 cを生成。
c← Enc(pk, v):





















より 0に近い値をとれば v = 0。






パラメータ pp = {q, n,m, t, w, b}は以下の条件を満たす。ただし、q, n,m, t, w, bは正の
整数である。
n+ 1 < m < n2, 2b(b log2 b+ 1) < q, 2 log2 b < n (2.5)
2.5.2 鍵生成
パラメータ ppから秘密鍵 sk、公開鍵 pkを生成する。
(sk, pk)← KeyGen(pp):
·秘密鍵 sk = (s⃗, r, p, h)
s⃗, r, p, hを以下のように選ぶ。
s⃗← $Zn×1q , r ∈ Zq, p ∈ Zq, h ∈ Zq (2.6)
第 2 章 準備 8
ただし、以下の条件を満たす。
b < r, t ≤ p, h(t− 1) + wrp < q. (2.7)
但し、
gcd (h, q) = 1, gcd (h, p) = 1, gcd (p, q) = 1. (2.8)
·公開鍵 pk = {a⃗i, βi}1≤i≤m
a⃗i, e1, · · · , emを以下のように選ぶ。
a⃗i ← $Zn×1b , e1, · · · , em ← $Zr (2.9)
h−1q を以下のように定義し、
h−1q = (−h)−1 mod q (∵ (2.8)) (2.10)
βiを生成する。
βi = ⟨a⃗i, s⃗⟩+ h−1q pei mod q (2.11)
2.5.3 暗号化
pk、平文 v ∈ Ztから暗号文 cを生成。
c← Enc(pk, v) :




a⃗ik , β =
w∑
k=1
βik , c = (⃗a, v − β mod q) (2.13)
2.5.4 復号
sk, cから vを生成。
v ← Dec(sk, c):
(c⃗0, c1) = c = (⃗a, v − β mod q) (2.14)
v = −h−1p (h(⟨c⃗0, s⃗⟩+ c1) mod q) mod p (2.15)










2.挑戦者は平文 v ∈ {0, 1}をランダムに選び、暗号文 c = Enc(pk, v)を攻撃者にわたす。
3.攻撃者は cから vを予想し v′として出力する。
定義 3.1.2 (IND-1bit安全)
































∣∣∣∣∣ > ϵ(k) (3.3)
定理 3.2.1の対偶をとると、以下の系が成り立つ。
系 3.2.1
平文が 1bitの暗号方式 E が IND-CPA安全を満たすとき IND-1bit安全が成り立つ。
3.2.2 IND-1bit安全⇒IND-CPA安全
定理 3.2.2
















∣∣∣∣∣ > ϵ(k) (3.2)
定理 3.2.2の対偶をとると、以下の系が成り立つ。
系 3.2.2
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2.攻撃者A0は同じ長さで違う値の平文 v0 = 0, v1 = 1を用意し、挑戦者 Cにわたす。
また、 内部情報 stを攻撃者A1にわたす。
3.挑戦者 Cはビット d ∈ {0, 1}をランダムに選び、暗号文 c = Enc(pk, vd)を攻撃者A1
にわたし、攻撃者A1はそれと pkを攻撃者Dにわたす。
4.攻撃者Dが v′を出力する。
5.攻撃者A1は v′ = v0のときは d′ = 0を, v′ = v1のときは d′ = 1を出力する。
上記の構成方法に基づいて、式 (3.3)の左辺を式変形していく。 dは手順 (2)で vd = d
と決め、 d← ${0, 1}と v ← ${0, 1}から v = vd = dと変換できる。また、 d′も手順 (5)






























攻撃者DをD = (D0,D1)と作り、 入出力をそれぞれ st ← D0(pk), v′ ← D1(st, c)と
する。
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図 4.2: 定理 3.2.2の証明
以下では IND-CPAの攻撃者Aから IND-1bitの攻撃者Dの構成方法を説明する。
1.攻撃者D0は挑戦者 Cから pkを受け取り、攻撃者A0にわたす。
2.攻撃者A0が同じ長さで違う値の平文 v0, v1 ∈ {0, 1}と内部情報 stを出力する。
3.攻撃者D0は内部情報 stを攻撃者D1にわたす。
4.挑戦者 Cは平文 v ∈ {0, 1}をランダムに選び、暗号文 c = Enc(pk, v)を攻撃者D1に
わたし、攻撃者D1はそれと stを攻撃者A1にわたす。
5.攻撃者A1が d′を出力する。
6.攻撃者D1は v′ = vd′となる v′を出力する。
式 (3.2)の左辺を式変形していく。D = (D0,D1)としたので変形して、∣∣∣∣∣Pr
[
v′ = v
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ここで、(4.2)の式変形をA0の出力が vd = dの場合と vd = 1 − dの場合に分けて考
える。
A0の出力が vd = dの場合、d← ${0, 1}, v ← ${0, 1}はともに Cが決めるので v = dと































となりA0の出力が vd = dの場合は証明できた。
A0の出力が vd = 1−dの場合、d← ${0, 1}, v ← ${0, 1}はともに Cが決めるので v = d














1− d′ = d










1− d′ = d










d′ = 1− d
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となり、これは式 (3.3)の左辺と同じ形であるので、
(4.9) > ϵ(k)
となり、A0の出力が vd = 1− dの場合も証明できた。 2









2.挑戦者は平文 v = 1とし、暗号文 c = Enc(pk, 1)を攻撃者にわたす。
3.攻撃者は cから vを予想し v′として出力する。
4.平文 v = 0のときも同様に (2)-(3)を行う。
また、簡単のため確率変数 Succを定義する。
定義 5.0.2 (確率変数 Succ)
補題 5.0.1におけるゲームにおいて、平文 vと攻撃者F の出力によって確率変数 Succを
以下のように定義する。{
Succ(v) = 1 : F が vを出力する
Succ(v) = 0 : F が 1− vを出力する
(5.1)
補題 5.0.1
ある暗号方式 E の攻撃アルゴリズムをF とする。あるF が以下を満たすとき、








∣∣∣∣∣ > ϵ(k) (3.2)
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証明 5.0.1
式 (3.2)の左辺を変形する。v ← ${0, 1}より、 v′ = vは v′ = 1と v′ = 0の 2つの場合
に場合分けできる。また、v = 0と v = 1の場合をランダムにとるので、 Pr[v′ = v] =
1
2
























































































暗号文 c = (c0, c1)と公開鍵 pk = {α⃗i, βi}1≤i≤mから以下のようなM をつくる。ただし
A = (α⃗1
⊤, . . . , α⃗m
⊤)⊤, β⃗ = (β1, . . . , βm)とする。
M(pp, pk, c0, c1) =
 1 O1×m κc0 c1Om×1 tIm −κA β⃗⊤
0 O1×m O1×n q
 (6.1)
ここで qはCompact-LWEのパラメータ、Imはm×mの単位行列、 κは適当に大きな定
数で今回は κ = qとする。
6.1.2 アルゴリズム
pp,pk,cを入力し、vを出力する。
1. κ = qとし、M = M(pp, pk, c0, c1)を求める。
2. M の行ベクトルがつくる格子の簡約化基底 { ⃗̃µi}1≤i≤mを求める。ここで簡約化基底
は小さい順に並んでいる。
3. 1 ≤ i ≤ mで ⃗̃µiの最初の項を ui、最終の項を viとし、はじめて ui ̸= 0のときの iを
jとする。
4. 1 < i < jまでの viの最大公約数 gを求める。
5.もし g ≥ tなら, vj mod gを出力。それ以外なら vjを出力。
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式 (6.1)を以下のように変更した。ただしA = (a⃗1
⊤, . . . , a⃗m
⊤)⊤, β⃗ = (b1, . . . , bm)とする。
MLWE(pp, pk, c0, c1) =
(
1 O1×m κc0 c1





1. κ = qとし、MLWE = MLWE(pp, pk, c0, c1)を求める。
2. MLWEの行ベクトルがつくる格子の簡約化基底 { ⃗̃µi}1≤i≤mを求める。 ここで簡約化
基底は小さい順に並んでいる。
3. 1 ≤ i ≤ mで ⃗̃µiの最初の項を ui、最終の項を viとし、はじめて ui ̸= 0のときの iを
jとする。










2.平文 v = 1として, Enc(pk, v)を実行し、暗号文 cを得る。
3. 6.2章のアルゴリズムF を実行し、v′を得る。
4. (2)-(3)を 1000回繰り返し、確率 Pr[Succ(1) = 1]を得る。
5.平文 v = 0に対しても (2)-(4)を同様に行い確率 Pr[Succ(0) = 1]を得る。






n q m σ
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ソースコード 7.1: アルゴリズムF に基づいたプログラム
1 # Make the experiment reproducible
2 # ( at least on given platform / Sage version )
3 from time import time
4 set_random_seed (time ())
5
6 # cputime
7 timecpu = cputime ()
8
9 # LWE parameters
10 n = 20
11 m = 10
12 t = 2
13 q = 401
14 l = 1
15 r = 1
16
17 sigma = q * 0.01197
18 from sage.stats.distributions.discrete_gaussian_integer import
DiscreteGaussianDistributionIntegerSampler
19 D = DiscreteGaussianDistributionIntegerSampler(sigma=sigma)
20
21 ppro = [0.5, 0.5]
22 U = GeneralDiscreteDistribution(ppro)
23 # ========================
24
25 def keygen ():
26 s = random_matrix ( ZZ ,n ,l , x =0 , y = q )
27 return s
28
29 def samplegen ( s ):
30 A = random_matrix ( ZZ ,m ,n , x =0 , y = q )
31 e = matrix ([ vector ([ D() for _ in range ( l )]) for _ in range ( m )])
32 v = (A*s)%q +e
33 return A , v%q
34
35 def encrypt (A ,v , mu ):
36 u = vector ([ U.get_random_element () for _ in range ( m )])
37
38 a = A.transpose () * u
39 x = v.transpose () * u + vector ([ mu * floor(q / t) for _ in range ( l ) ])
40 return a%q , x%q
41
42 def decrypy ( s ,a ,x ):
43 ifcand = 0
44 for j in range ( l ):
45 candx = x[j] - ((s.transpose ()[j] * a)%q)
46 if (candx % q) >= round(q / 4) and (candx % q) <= round (3*q / 4):
47 ifcand = 1
48 return ifcand
49
50 # # ========================
51
52 def subsetsumdecrypt (A ,v ,a , x ):
53 kappa = q
54 ifcand = 0
55 cand = vector ( ZZ , l )
56 for j in range ( l ):
57 L = block_matrix ( ZZ , \
58 [[1 , 0 , kappa * a.row () , x [ j ] ] , \
59 [0 , t*identity_matrix ( m ) , - kappa * A ,-v.column (j). column ()]])
60 L = L.LLL ()
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61
62 # index of first non - zero entry in the first column of L
63 idx = next (( i for i , x [ j ] in enumerate ( L.column (0). list ()) if x [ j ]
!=0))
64 candx = L [ idx , -1]/ L [ idx ,0]
65 if (candx % q) >= round(q / 4) and (candx % q) <= round (3*q / 4):
66 ifcand = 1
67 return ifcand
68
69 # # ========================
70
71 def testsubsetsumdecrypt ( trials ):
72
73 # key product
74 s = keygen ()
75 A ,v = samplegen ( s )
76
77 # Plaintext = 1
78 succmucand = 0
79 succdec = 0
80 for _ in range ( trials ):
81 mu = 1
82 a , x = encrypt (A ,v , mu )
83
84 # Decryption
85 mudec = decrypy ( s ,a ,x )
86 if mu == mudec:
87 succdec += 1
88 # Attack
89 mucand = subsetsumdecrypt (A ,v ,a , x )
90 if mu == mucand:
91 succmucand += 1
92
93 attack1 = float( 100 * succmucand / trials )
94 decpro1 = float( 100 * succdec / trials )
95
96 # Plaintext = 0
97 succdec = 0
98 succmucand = 0
99 for _ in range ( trials ):
100 mu = 0
101 a , x = encrypt (A ,v , mu )
102
103 # Decryption
104 mudec = decrypy ( s ,a ,x )
105 if mu == mudec:
106 succdec += 1
107 # Attack
108 mucand = subsetsumdecrypt (A ,v ,a , x )
109 if mu == mucand:
110 succmucand += 1
111
112 attack0 = float( 100 * succmucand / trials )
113 decpro0 = float( 100 * succdec / trials )
114
115 return attack1 , attack0 ,decpro1 , decpro0
116
117 attack1 , attack0 ,decpro1 , decpro0 = testsubsetsumdecrypt ( trials = 1000 )
118 #output
119 print attack1 , attack0 , attack1 - (100 - attack0 ), decpro1 , decpro0 , cputime(timecpu)
また、SageMathをターミナル上で実行するためのプログラム (シェルスクリプト)と、プ




2 # s a g eファイルを n u m回実行 , フ ァ イ ル に 回 数 と と も に 書 き 込 み
3 i=1
4 while [ $i -le $num ]
5 do
6 echo -n ‘expr␣$numsum␣+␣$i␣‘ "">> $file.dat | sage ${file %-*}. sage >> $file.dat
7 # エ ラ ー 処 理
8 if [ $? != 0 ]; then












8 read -p " s a g eファイル名 :␣" -e filename # -e t a b補完 -p メ ッ セ ー ジ
9
10 if [[ -e $filename ]]; then # -e 存 在 す る か
11 if [[ ${filename##*.} = "sage" ]]; then
12 break
13 fi
14 echo error: s a g eファイルではありません .
15 else




20 # 繰 り 返 し 回数 , 分 割 数 入 力
21 while :
22 do
23 # 繰 り 返 し 回 数
24 read -p "繰り返し回数:␣" nums
25 # 分 割 数
26 read -p "並列数:␣" div
27 # 繰 り 返 し 回数 <分 割 数
28 if [ $nums -ge $div ]; then
29 break
30 fi
31 echo error: 並 列 数 が 繰 り 返 し 回 数 よ り 多 い で す.
32 done
33
34 # パ ラ メ ー タ の 有 無
35 read -p "パラメータの有無(y/n):␣" paramater
36 # 要 素 名 の 有 無
37 read -p "要素名の有無(y/n):␣" element
38 # c s vを出力するか
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48 # フ ァ イ ル が 存 在 す る か 確 認
49 RES=‘find␣$filecom *.dat␣2>/dev/null‘
50 if [[ -z "$RES" ]]; then















66 # 余 り が あ る 時 の 処 理
67 while [ $numi -le $numr ]
68 do
69 file=$filecom"_"$numi
70 # 繰 り 返 し 回 数 を+1
71 num=‘expr␣$numq␣+␣1‘




76 # シ ェ ル ス ク リ プ ト を 実 行
77 sagerepeat.sh &
78 sleep 1





84 # 余 り が な い o r余り以外の処理
















101 # 処 理 が 終 わ る ま で wait
102 wait
103
104 # 並 列 で の 結 果 を1 つ の フ ァ イ ル に ま と め る
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105
106 # ヘ ッ ダ ー
107 # 回 数
108 echo "全体の繰り返し回数:␣$nums" >> $filecom.dat
109 echo -n "プログラムの繰り返し回数:␣" >> $filecom.dat
110 grep "trials␣=␣" $filename | tail -n 1 | sed -e ’s/.* trials =//g’| sed -e ’s/)//g’ |
sed -e ’s/ //g’>> $filecom.dat
111 echo >> $filecom.dat
112 # パ ラ メ ー タ
113 if [ $paramater = "y" ]; then
114 echo "#"--LWE parameters -- >> $filecom.dat
115 grep -m1 "n␣=" $filename >> $filecom.dat
116 grep -m1 "m␣=" $filename >> $filecom.dat
117 grep -m1 "q␣=" $filename >> $filecom.dat
118 grep -m1 "sigma␣=" $filename >> $filecom.dat
119 grep -m1 "t␣=" $filename >> $filecom.dat
120 echo "#"---- >> $filecom.dat
121 echo >> $filecom.dat
122 fi
123 # 実 行 結 果
124 # 要 素 名
125 if [ $element = "y" ]; then
126 echo -n "num␣" >> $filecom.dat
127 grep "print" $filename | tail -n 1 | sed -e ’s/print //g’| sed -e ’s/,//g’ >>
$filecom.dat
128 fi
129 # 結 合
130 i=1
131 while [ $i -le $div ]
132 do







140 #-- c s vファイルを出力する --
141 if [ $csv = "y" ]; then








1回目 2回目 3回目 4回目 5回目
|Pr[Succ(1) = 1]− Pr[Succ(0) = 0]|
3.2862 3.3864 3.2866 3.1351 3.4309
の平均 (×10−2)









5.0.1より、実験結果は |Pr[Succ(1) = 1]− Pr[Succ(0) = 0]|> 2ϵ(k) (式 (5.2))の 2ϵ(k)の
平均を表している。実験結果は 3.1351× 10−2 ∼ 3.4309× 10−2であるので, 計算の簡単の








× T ≈ O
(















また、N = 1 +m = 11, B =
√
M × q2 =
√











































n q m σ
32 1031 21 7.29027
表 8.2: 32ビット安全性を想定したパラメータの値
n q m σ
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表 8.3: 31ビット安全性を想定したパラメータの実験結果
1回目 2回目 3回目 4回目 5回目
|Pr[Succ(1) = 1]− Pr[Succ(0) = 0]|
1.7313 1.7830 1.7885 1.7648 1.7676
の平均 (×10−2)
表 8.4: 32ビット安全性を想定したパラメータの実験結果
1回目 2回目 3回目 4回目 5回目
|Pr[Succ(1) = 1]− Pr[Succ(0) = 0]|
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