In this paper, we present an online approach for joint initiation/termination and tracking for multiple targets with multiple sensors using sequential Monte Carlo (SMC) methods. There are several main contributions in the paper. The first contribution is the extension of the deterministic initiation and termination method proposed by the authors' previous publications to a full SMC context in which track initiation/termination are executed with sampling methods. In effect, the dimensions of the particles are variable. In addition, we also integrate a Markov random field (MRF) motion model with the framework to enable efficient and accurate tracking for interacting targets and to avoid potential track coalescence problems. With the employment of multiple sensors, a centralized tracking strategy is adopted, where the observations from all active sensors are fused together for target initiation/termination and tracking and a set of global tracks is maintained. Intra-and inter-sensor clusters are constructed, comprised of closely spaced observations either in time for single sensors or from distinct sensors at a single time, that can increase the reliability when proposing new tracks for initiation. Computer simulations demonstrate that the proposed approach is robust in joint initiation/termination and tracking of multiple manoeuvring targets even when the environment is hostile with high-clutter rates and low target detection probabilities. The integration of the MRF framework into the proposed methods improves robustness in handling close target interactions when the observation noise is high.
INTRODUCTION
Multitarget tracking (MTT) [1] [2] [3] is an important element of surveillance and monitoring systems that require the determination of the number as well as the dynamics of targets. Applications include radar and sonar-based tracking of objects for navigation and air traffic control. In practice, a tracking system, which relies on a single sensor for target detection and tracking, is vulnerable to errors and noise problems. The shortcomings single-sensor systems suffer can be mitigated to a large extent when additional sensors are deployed. For instance, when multiple sensors are distributed at widely separated locations, the system is capable of providing a clearer and more reliable view of activities within the surveillance region than a single-sensor system. As a result, more accurate and reliable target detection and tracking can be achieved from multiplesensor (multisensor) systems. More detailed discussions on the features and the types of multiplesensor tracking systems can be found in [4] [5] [6] .
In reality, multisensor tracking applications face some significant challenges. First, the number of targets is unknown and must automatically be determined for successful operation. Second, the state-space models are often nonlinear and nonGaussian so that no closed-form analytic solution can be obtained. As a result, methods relying on the linear and Gaussian assumptions are susceptible to failure. Third, a real-world target often moves in straight lines with constant velocity and occasionally manoeuvres abruptly during its motion. A single dynamical model for modelling the target motions is not typically enough to represent this behaviour. To address this issue, interactive multiple models (IMMs) are proposed [7] [8] [9] [10] dynamics, is run in parallel, and the output of the algorithm is a weighted sum of the individual model filters. As an alternative, variable rate models attempt to model random manoeuvres of different types as piecewise deterministic functions with unknown parameters [11] . Although these approaches are intuitively reasonable, they perhaps unnecessarily complicate the model and increase the computational complexity. Fourthly, in most tracking algorithms, explicit data association between the active targets and the observations is needed prior to estimating the target estimates, since the observers usually yield unlabelled observations. Unfortunately, it is well known that even a moderate number of active targets and observations require intensive and complex computations to perform the data association. Finally, the tracking problem is further compounded when multiple sensors are deployed, because one needs to resolve the increased costs and complexity of data fusion and transformation as well as communications among the sensors. Attention has recently focused on the role of simulation-based approaches, including sequential Monte Carlo (SMC) methods, in solving the MTT problem, as these methods are able to perform well for nonlinear and non-Gaussian data models. Also known as Particle Filtering [12] [13] [14] [15] , SMC methods are based on sequential importance sampling to generate a set of samples, or particles, and their associated importance weights, which are then propagated through time to give predictions of the target posterior distribution function at future time steps. Various particle filtering strategies for dealing with an unknown and variable number of targets have been developed.
Modelling the unknown number of targets as a random set, the Probability Hypothesis Density (PHD) filter [16 -18] can jointly estimate the number of targets and their positions. Nevertheless, estimates of the target states are generally less accurate than those obtained by more conventional techniques, since target identity is not preserved. Furthermore, these methods suffer from performance degradation when the environment is characterized by higher clutter rate and low target detection probability [19, 20] . Other SMC-based alternatives are proposed in [20, 21] , which jointly estimate a track existence variable to handle track initiation and termination and the multitarget state.
Other methods based on particle filters for joint multiple target detection and tracking include [22 -24] . A Jump Markov System [22] , a very general framework for multiple target detection and tracking and sensor management, is proposed, but details on how new targets may be proposed are not given. In [23] , while the authors propose to conduct hypothesis testing for target detection, they also acknowledge that the proposed methods do not perform automated detection and have not provided a complete solution to this problem. In [24] , a joint multitarget probability density is proposed in which a single entity simultaneously captures the uncertainty about target number, target state and target identification. This proposed method, based on a track-before-detect strategy, divides the surveillance region into a number of cells and proposes new track initiation when activities are detected in these cells.
Whereas the above SMC-based approaches have not explicitly dealt with the model-switching problem, other SMC-based IMM methods are proposed in [25 -28] , but only the method in [26] performs automatic target detection. While providing new approaches to deal with data association problems, the method in [26] , however, relies on the assumption that nearly linear models are available such that the weighted posterior mean and covariance are propagated over time to track the targets.
In this paper, we propose a solution to the problem of joint initiation/termination and tracking for manoeuvrable targets using multiple sensors in the SMC framework. We extend the SMC methods in [29 -32] with a single sensor to multiple sensors for automatic initiation/termination and tracking for multiple targets. We adopt a central-level tracking strategy [6] to collect and fuse all observations from the different sensors and perform a centralized target initiation/ termination and maintenance. The proposed strategy for target initiation/ termination uses a stochastic sampling method to propose either a birth move for track initiation, a death move for track termination or an update move for track maintenance for every particle, according to the persistence of the activities being detected. As a result, the particles have time-varying and different dimensions. Introducing inter-sensor measurement clusters which are composed of measurements from all active sensors at a given time, we can raise the confidence level at which detected activities originate from targets. It follows that the likelihood of initiating tracks for spurious objects is significantly reduced.
With an estimated number of active targets in every particle, the proposed algorithm utilizes a data-dependent importance sampling method [29] [30] [31] [32] to generate target state particles using latest observations grouped in intra-sensor measurement clusters. Unlike an inter-sensor cluster, every intra-sensor cluster comprises measurements from the same sensor that are grouped together according to some distance metrics over time.
In addition, we integrate a Markov random field (MRF) motion model [33, 34] to model the interactions between the targets. The inclusion of the MRF in [33, 34] was originally used for modelling interactions between insects, where it was assumed that no two individuals were likely to occupy the same location at any given time. As the MRF has widely been used in image processing, we apply this concept in [35] to model target interactions where an MRF is constructed on the fly that penalizes those targets that are closely spaced with each other to avoid any track coalescence.
Finally, to deal with the data association between the active targets and the available observations from the observers, we adopt the M-best 2-D assignment algorithm [6, [29] [30] [31] [32] , where the top M-best assignments are used to approximate the marginal likelihood required in each particle weight calculation.
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The rest of the paper is organized as follows. Section 2 presents the state-space model and the derivation of the required distributions, followed by a description of the MRF motion model for target interactions in Section 3. Section 4 presents the formulation of the sequential update for the target posterior distribution and the birth, death and update moves, respectively. Section 5 presents simulation results and performance evaluation, followed by the conclusions in Section 6. Finally, Appendix 3 introduces the necessary measures of performance (MoPs) for algorithm evaluation. Notations: Bold upper case symbols denote matrices, and bold lower case symbols denote vectors. The superscript T denotes the transpose operation, and the symbol ' $ ' means 'distributed as'. The quantity p( . j . ) denotes a posterior distribution, whereas q a ( . j . ) denotes a proposal distribution function of parameter a. The notation ( . ) 1:t indicates all the elements from time 1 to t. The quantity N(m, S) indicates a real normal distribution with mean m and covariance matrix S. The quantity U(a, b) indicates a uniform distribution over the interval [a, b] , and U V indicates a uniform distribution within the volume V.
DATA MODEL

Formulation of the problem and the data model
The generalized state-space system for target tracking is given in this section. Denoting the combined state for K t unknown and time-varying targets by x t ¼ fx 1,t , . . ., x k,t , . . ., x K t , tg, we have the state evolution equation for
, where k [f1,. . .,K t g and n x is the number of elements in x k,t , as follows
where f( . ), a linear or nonlinear state transition function, models the manoeuvring of the target. The quantities v k,t [ R n x are assumed to be zero-mean Gaussian random variables with fixed and known covariance matrix
For simplicity, we assume that only one target can appear and disappear at a given time and that K t can be modelled by the following stochastic relationship
where [ K t is a discrete iid random variable such that the prior distribution function of K t is
, respectively, the probabilities of incrementing and decrementing the number of targets. In general, we set
. This is present owing to the fact that the deletion of a target implicitly requires a random choice of which target from the current set of K t21 should be terminated. Note also that this is a fairly crude model of target birth/death that does not include lifetime probabilities for individual targets. A more sophisticated model involving birth/death of individuals and explicit duration modelling of targets can be incorporated within our framework using fairly routine modifications to the dynamic prior (3) . Tracking a variable number of targets requires either a variable dimensional state-space as in [16 -19, 36] , or a fixed dimensional state-space, say K max , in conjunction with a set of existence variables indicating which components of the state-space correspond to active targets [20] . While the second approach is easier to conceptualize as the dimension of the space is always fixed, in this paper we opt for the first approach of having a variable dimensional state-space which is more flexible in real-life applications. We do not impose a limit on the number of targets the proposed method can handle. Instead the proposed method allows the dimension of the state vector to adaptively change as the detected number of targets changes. In order to identify which components in x t belong to which tracks, a unique track label will be assigned to each track and the state vector, and will be discarded if the track to which it is assigned vanishes.
Here, we define our parameters of interest as u t ¼ fx t , K t g. Assuming that all targets evolve independently and according to Markovian dynamics [1, 37] , we may express the prior distribution of u t as follows
where the first term in the above equation (4) is the dynamic prior function of x t , and the other term is the prior function of K t . We can further expand p(x t jx t21 , K t , K t21 )
where k* [ f1,. . ., K t21 g is the target that has vanished at time t and p 0 (x k,t ) denotes the density of an initiated target which is often set to be uniform over the state-space, i.e. t ,t g denotes a set of M t n measurements collected from the nth sensor. All observations in y t are the output of some sensor detection processes and assumed to be conditionally independent given the target state.
Each measurement of y t n may originate from a true target or clutter. As in [37] , if the mth measurement of y t n , i.e. y m,t n , originates from the kth target, it follows the model
where n y is the number of elements in y m,t n , g( . ) [ R n y may be a nonlinear function, and w m,t n [ R n y is a zero-mean Gaussian random variable with covariance S w n [ R n y Ân y . We can thus write the likelihood for a measurement due to a target as On the other hand, if the measurement is due to clutter, we will assume it to be uniformly distributed over R y , i.e.
where V is the volume of R y . However, given a set of measurements, it is not known which measurements are associated with which of the active targets and which are associated with clutter. Thus we need to properly deal with this data association uncertainty problem, i.e. measurement-to-target assignment, prior to target tracking. Two assumptions are made here for solving the data association problem. One is that each measurement can originate from either a true target or from clutter, and the other is that a target can produce at most one measurement at a given time. The first assumption means that the association is exclusive and exhaustive, whereas the second assumption implies that true targets may go undetected. For a discussion of cases where a target may generate more than one measurement at a time, see [39] .
Let A t be the space occupied by all feasible measurement-to-target assignments, and let l t ¼ fl t 1 , . . ., l t N o g [ A t be a set of measurement-to-target association stochastic hypotheses for N o sensors, where the hypothesis with respect to the nth sensor is given by l t n ¼ fa t n , N C t n, N D t ng [40, 41] . It is further assumed that all hypotheses are mutually independent of one other. and N C t n and N D t n are the number of clutter measurements and detected targets, respectively. We further denote an indicator of data association between track k and a measurement from sensor n at time t by k k,t n , given as follows
tract k is associated with a measurement; 0; otherwise ð12Þ with k k,t being the average value taken over all sensors, given by
It will be seen later that this indicator is useful in proposing track removal. Finally, we define a set of observation indices corresponding to the N D t n detected targets by
Given the association hypotheses l t , the total likelihood function for the observation set y t can be expressed as [40, 42] 
Note that in practice, the number of feasible hypotheses in A t increases exponentially with an increase in the number of measurements and targets. As a result, the computational complexity required to deal with the data association uncertainty problem using classical methods, i.e. hypothesis enumeration and target-to-measurement assignment, becomes formidable with many targets and high-clutter rates.
Association prior
We now present a prior function of l t ¼ (a t , N C t , N D t ), given the knowledge of K t , which follows that described in [40, 43] . It is assumed that this prior function has the following hierarchical structure
where
The prior of the association vector, conditional on the number of targets K t and the number of clutter N C t and declared target measurements N D t , is assumed to be uniform over all the valid hypotheses as in (16), where the number of valid hypotheses is given by
That is, all association vectors a t are equally likely. It is assumed that the number of clutter measurements N C t follows a Poisson distribution (17) with expected value L C , which is assumed fixed and known. Finally, the binomial prior in (18) represents the number of target-originating measurements out of the total number of targets K t , with a fixed and known P D , the target detection probability, shared by all targets.
Data fusion for multisensor tracking
In this paper, we adopt a centralized tracking strategy [5, 44] , in which all active N o sensors in the network operate independently and send all information to a CPU to perform all necessary processing-global target initiation/termination, tracking and data association. In this case, all sensors essentially play the role of data collectors and do not perform local processing of any kind, other than any thresholding required to obtain the target detections at each time. It is the central node's responsibility to initiate, maintain and terminate all tracks. While wide communication bandwidth is required as the observations from all sensors must be passed via the communication link to the central unit, the system is simple as there is only a single set of tracks to be maintained without any interaction among the sensors, and no risk of issues relating to data-reuse.
MRF MOTION MODEL
Here, we present a brief description of the MRF models employed, see [45] for further details. The idea is quite general and may be used to model many types of interaction betweeen targets, including both attraction forces for coordinated groups of targets and repulsive forces to prevent or discourage target collision. Here we adopt the latter mode, using the MRF in a simple repulsive mode, as in [33, 34] , although current work is exploring much more sophisticated structures that encapsulate behavioural properties of group objects.
An MRF is a graph with undirected edges E between nodes V, where the edges E specify a neighbourhood system and the nodes V represent random variables. The joint probability over the random variables is then factored as a product of local potential functions f at each node, and interaction potentials c defined on neighbourhood cliques. A commonly used form is a pairwise MRF, where the cliques are restricted to the pairs of nodes that are directly connected in the graph. Denoting the pairwise interaction potentials for targets i and j with states x i,t and x j,t by c(x i,t , x j,t ), we modify the dynamic prior model as follows
where c t is the overall interaction potential for all targets, given byc
The resulting dynamic prior function in (20) is essentially composed of two parts: the product of the predictive motion models in (5) and the MRF interaction potentials c(x i,t , x j,t ) for all targets. It is the addition of the MRF interaction potentials that allows one to specify domain knowledge governing the joint behaviour of interacting targets. While other more complex formulations are possible to define the interaction potentials, pairwise potentials are here preferred because they are simple to specify and implement.
678
W. NG et al.
We express the pairwise potentials c(x i,t , x j,t ) by means of negative exponential functions (unnormalized Gibbs distributions [46] ) cðx i;t ; x j;t Þ ¼ expðÀfðx i;t ; x j;t ÞÞ; ð22Þ
where f(x i,t , x j,t ) is a penalty function that here penalizes those targets that are 'close' to each other. In other words, f(x i,t , x j,t ) is maximal when two targets coincide and rapidly falls to zero as targets move apart. As a result not only can the target interactions be modelled, but also track coalescence problems can significantly be reduced. In short, to integrate the MRF dynamic prior with the framework, one simply needs to multiply the overall interaction potentials in (21) by the independent dynamic prior of (5) . One important point is that now the dynamic prior is known only up to a constant of proportionality, see (20) . This impinges on its use in SMC frameworks, where the dynamic prior may need to be evaluated pointwise in order to calculate weights. Here, however, we side-step this problem, making the assumption that the overall potential function is close to unity for very nearly all of the probability mass in the original dynamic prior p(x t jx t21 , K t , K t21 ). This has been found acceptable in practice. Other schemes however could attempt to approximate the normalizing constants, or alternatively avoid the computation of the dynamic prior by drawing samples directly from the combined dynamical model itself (20) ; this could be achieved, e.g. using rejection sampling, with the unmodified dynamical model p(x t jx t21 , K t , K t21 ) as envelope function, or by Markov chain Monte Carlo (MCMC) in more challenging cases where rejection sampling has low-acceptance rate.
SMC METHODS
In the context of tracking, our goal is to estimate the posterior distribution of the parameters p(u t jy 1:t ), which can recursively be obtained from two steps-prediction and update-according to the Bayesian Sequential Estimation framework in (23) and (24) where the term p(u t21 jy 1:t21 ) in (23) is the posterior distribution function at t 2 1, and the term p u (y t ju t ) in (24) is referred to as the marginalized likelihood function, given by
where all feasible association hypotheses are considered. The recursion is initialized with some distribution, say p(u 0 ). It is well known that the update expression in (24) is analytically intractable for many models of practical interest. We therefore turn to SMC methods [12-15, 47, 48] , also known as particle filters, to provide an efficient numerical approximation strategy for recursive estimation of complex models. These methods have gained popularity in recent years, owing to their simplicity, flexibility, ease of implementation and modelling success over a wide range of challenging applications. In this section, we briefly describe the particle filter tracking framework for our state-space model.
Sequential importance sampling
The basic idea behind particle filters is very simple: the target distribution is represented by a weighted set of Monte Carlo samples. These samples are propagated and updated using a sequential version of importance sampling as new measurements become available. Hence statistical inferences, such as expectation, maximum a posteriori estimates and minimum mean square error, etc., can be computed from these samples.
With a set of large N particles fu t21 (i) g i¼1 N with their associated importance weights fw t21 (i) g i¼1 N , we approximate the posterior distribution function p (u t21 j y 1:t21 ) at time t 2 1 as follows 
, . . ., k K t21 (i) , t2 1 g, and q x ( . ) and q k ( . ) are the importance sampling functions of x t (i) and K t
, respectively. On the basis of the Markovian and independence assumptions, we may further expand q x ( . ), as given in (28) 
, we may propose a death move based on k t21 (i) for track removal, a birth move based on detected activities using y 1:t for track initiation, or an update move for track maintenance. We will present the detailed formulation of these proposal functions in subsequent sections.
With the set of particles fu t
g obtained from (27) , we may then update the associated importance weights w t (i)
. We note that this form of particle filter explicitly propagates a set of particles having variable dimensionality (number of targets). Other work where variable dimension particle filtering occurs is found in [22, 36] .
As the particle filter operates through time, only a few particles contribute significant importance weights in (29) , leading to the well-known problem of degeneracy [14, 47] . To avoid this, one needs to resample the particles according to their importance weights. That is, those particles with more significant weights will be selected more frequently than those with less significant weights. More detailed discussion of degeneracy and resampling may be found in [14] .
Proposal mechanism for particle filter
In any particle filtering setup, and in particular for this variable dimension setting, the proposal function q u (u t ju t21 (i) , y 1:t ) in (27) forms a crucial part of the design. In particular, we here have to design proposals for initiation of new targets (when K t ¼ K t21 þ 1) and maintenance of existing target tracks. The proposal function will need to be data dependent if we are to avoid the need for huge numbers of wasted Monte Carlo samples, generated in unlikely parts of the state-space. There are many ways to construct such data-dependent proposals. For example, see [36] for data-dependent proposals in a track-before-detect setting. Here, within a detection-based setting, we perform clustering of observations over time ('intra-sensor ROIs') and over space ('inter-sensor ROIs') in order to locate likely regions for target motion and initiation. Conversely, termination moves are proposed for targets that are not associated with observation clusters. The motivation here is that observations will tend to cluster around places where targets exist, either spatially or temporally, while clutter is on average less likely to form such clusters. Such a procedure is of course not 100% reliable, and we will resort to the particle weights accumulated over time to resolve which clusters are indeed target-originating, and which are not. Appendix 1 gives details of how ROIs are formed from the multiple sensor data; we note that for the single sensor case, the temporal clustering methods used for intra-sensor ROIs have already been described in [19, 29, 31] , whereas the inter-sensor ROI method is similar in concept to that in [49, 50] .
Target initiation, termination and track maintenance
Here we extend the target initiation and deletion method proposed in [19, 29, 31] , in which the number of targets are deterministically computed based on ROIs, to an approach where for each particle we decide randomly whether to initiate a new track, terminate an existing track or keep K t unchanged from the previous time. For each particle, these three types of move are selected with probabilities h b , h d and 1 2 h b 2 h d , respectively, in accordance with the dynamical model for K t , see (3) . As in [19, 29, 31] , measures of persistence in ROIs are used as a means to decide where initiation of a target should occur.
Initiation move
Once a birth move has been decided upon for a particular particle, all available ROIs computed at that time are examined and a persistence measure is computed for each, based upon the number of observations that have been placed in that ROI over several time frames (intra-frame) and over all sensors at the current time (inter-frame). The inclusion of a term involving inter-sensor clusters helps to guard against false alarms in detection, but can cause a delay in the detection of a true track. In the results section, we compare the use of intra-frame clusters alone to determine persistence ('Condition 2') against the combination of inter-and intra-frame clusters ('Condition 1'). ROIs that have already been associated with a target in that particular particle are not considered to be available for initiation purposes. One particular ROI is now selected randomly from the available set of ROIs for initiation of the new target, with probability proportional to its persistence measure.
Termination move
In a similar fashion, when a termination move has been selected the past history for each existing target in a particular particle is examined and a persistence metric is calculated which measures how infrequently each target has been associated with a ROI over recent time slots. The target for termination is then selected randomly with probability proportional to this persistence metric.
Update move for surviving targets
Once all births and deaths have been decided upon for all particles as described above, the particles fK t A key element in generating a set of weighted particles to suitably approximate the posterior distribution function in (24) is the selection of the proposal importance sampling function to generate samples, i.e.
, K t21 (i) , y 1:t ) in (28) . Here, we propose a data-dependent importance sampling strategy for individual targets k ¼ f1, . . ., K t (i) g that involves the recent observation information contained in ROIs S t [31, 51] . Many choices would be workable within our framework. Here, we adopt a simple mixture of the prior dynamics and a data-dependent proposal based on ROI information: 
where X k,t21
collects a buffer of t x past states of track k up to time t 2 1. Details of construction of the selected proposal function can be found in Appendix 2.
Target state estimation
We now have N particles fu t (i) g with associated weights fw t (i) g, representing the variable dimension target posterior distribution. In principle, we can now estimate the target state x t for all active targets. In practice, this is not so straightforward, since there could be labelling ambiguities and track-swapping issues between different particles in the representation. In PHD filtering approaches, it is suggested [16] [17] [18] that spatial clustering methods can be used to group closely spaced state samples to compute the target state estimates. See [52] for further duscussion concerning the labelling ambiguity problem. Here, we adopt a simple and workable sub-optimal scheme that associates a unique label with each track in each particle, obtained from the identity of the ROI which generated that track. For all particles, we extract all track components which have a given track label, and then compute a weighted sum of this group of particles for the track. For example, consider an active track with label tr a . Denote by I tr a a set of particle indices that contain the state components of track tr a . Then we have, , tr a ] [ R n x Â1 extracts the state component of track tr a in particle i.
Approximate likelihood calculations via M-best data association
The marginalized likelihood of (25) is required in weight computation for the particle filter [see (29) ]. This calculation requires a full enumeration over all possible hypotheses, which becomes infeasible for large numbers of targets and clutter points. One attractive option is a soft-gating approach, in which the particle state vector is augmented to include a randomly sampled association vector in addition to target state variables [53, 54] . An alternative is to approximate the summation by computing only the most probable components, an approach we adopt here, based on auction algorithm solutions to the 2-D assignment problem. The 2-D assignment algorithm [5, 6] is an intuitive method for solving classical assignment problems, which includes the data association problem for MTT applications, given that the assignment is always on a one-to-one basis. In every iteration, this approach globally searches for the best feasible solution that minimizes a 2-D cost function, subject to a set of constraints. Methods such as the auction algorithm [55 -58] , Munkres algorithm [59] , Jonker, Volgenant and Castanon algorithm [60] and signature methods [61] may be used to compute the best feasible assignment. In this paper, we choose to use the auction algorithm because of its favourable computational requirements and optimality of solutions [6] .
To mitigate the drawback inherited from the hard irrevocable decisions provided by the best-solution approaches, it is suggested [5, 6] that the M-best assignment algorithm be used that provides a set of feasible solutions with their own probabilities. These feasible solutions will subsequently be used to approximate the full marginalized likelihood function in (25) [29, 30, 62] in which these assignments are taken into account to appropriately weight the posterior distribution function.
Given a set of particles fu t (i) g i¼1 N and the current observations y t , we need to compute a set of assignments for every observation vector y t n for n [ f1, . . ., N o g. These assignments and the associated probabilities for observation y t n are denoted by a t n (ij) and U(a t
) for p , q and p,q ¼ f1,
g. Accordingly, we may obtain a set of data association hypotheses l t
g for observer n, where the jth hypothesis particle is given as follows
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The number of hypotheses M t n (i) to be retained is different for every particle i and sensor n and is determined as follows
where the Mth hypothesis is retained if and only if it is significant (say 1%) when compared with the culmulative probability. After all M hypotheses are obtained, their weights will be normalized to one.
Once we have obtained all N o sets of data association and then update the importance weight according to (29) .
COMPUTER SIMULATIONS
In this section, we examine the performance of the proposed algorithm in initiation and tracking three targets appearing and disappearing at different times during the experiment. In particular, the trajectory of each target is synthesized by the following model [63] 
where DT is the sampling instant and v k,t $ (2p, p] is the turnrate parameter.
In the experiments, the sensors are assumed to be stationary with known positions. Moreover, the observation model for mth measurement of y t n from the nth observer is a nonlinear model with bearing and range measurements, given as follows
with u k,t n and r k,t n being the true bearing, 2 and (x k,t , y k,t ) and (x t n , y t n ) are the xy coordinates of target k and observer n, respectively.
The state and observation noises n k,t and w m,t n are white Gaussian with zero mean and covariances S n and S w n , respectively, defined as
where 0 2Â2 is a matrix of zeros, and s x ¼ 0.1 and s y ¼ 0.1 are the state noise standard deviations. For simplicity, it is further assumed that all sensors share identical maximum range r max ¼ 2000 and number of expected clutter, i.e. L n ¼ L C 8n, and that all measurements collected at different sensors share identical noise.
To evaluate the performance of the proposed algorithm, we introduce MoPs (see Acknowledgements section) suitable for a data fusion environment. These MoPs are completeness (MoP 1 ), continuity (MoP 2 ) and kinematic accuracy(MoP 3 ), which are defined in Appendix 3. In addition to these MoPs, we also compute P det and e K , which are the probability of true targets that are correctly detected and the average target detection error out of L independent trials in a variety of environments, respectively. To obtain P det , we essentially count the number of times every true target can be estimated and maintained by a track with its completeness larger than 80% (see the definition of MoP 1 ) over L runs. Therefore, if five out of six true targets in a scenario satisfied the above conditions, then P det would be 83%. To obtain e K , which is essentially the Root Mean Square Error (RMSE) of estimating K t , we use
where K t 0 is the number of true targets and K t l is the number of established tracks in the lth trial, respectively.
Experiment 1: Joint target initiation/deletion and tracking manoeuvrable targets
In this experiment, we demonstrate the performance of the proposed method for joint target initiation and tracking for three synthesized targets. These targets appear and disappear at different times. Table 1 gives a description of these synthesized targets whose trajectories are synthesized according 2 The true bearing angle is measured from the north (N) or south (S) ends of the reference meridian [38] .
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to the dynamical model in (36) with DT ¼ 1 s. We randomly generate the turnrates v k,t governing the manoeuvres of each target as piecewise constant whose durations and switching times are also randomly synthesized. Figures 1 and 2 depict the synthesized turnrates and trajectories of these targets, respectively. Not only are these targets highly manoeuvrable, but they also make crossings with each other at various times. Three stationary sensors are deployed at w 1 ¼ (400, 400), w 2 ¼ (0, 400) and w 3 ¼ (0, 2400). In this experiment, we compare the performance of the proposed method under different scenarios summarized in Table 2 . In these scenarios, the number of expected clutter points per sensor, L C , varies, while maintaining fixed standard deviations for the observation noise (s u ¼ 1.58, s r ¼ 15) and target detection probability P D ¼ 0.5. A total of T ¼ 300 observations is generated according to (37) . An example of the synthesized observations for Scenario 2 is shown in Fig. 3 . In addition, in every scenario, we also evaluate the performance of target initiation when using different versions of the birth persistence measure: Condition 1 uses a persistence measure based solely upon intra-frame clustering, whereas Condition 2 incorporates also a term involving inter-frame clusters (see discussion in Section 4.3.1.). For each scenario, L ¼ 30 independent trials are conducted in which in every trial, the observations are re-generated while the target trajectories remain intact. Figures 4 -6 and Table 3 exhibit the results of this experiment. The number of particles used in every trial is N ¼ 500. Figure 4 shows the results of target initiation and deletion for different scenarios and conditions. It can be seen that when L C is small the results from both conditions are comparable as the likelihood of initiating spurious tracks is small, but the delays taken for track initiation under Condition 2 are generally shorter than those under Condition 1 (see Figs. 4a and b  and Table 3 ). Nevertheless, it is not difficult to see that the proposed method under Condition 2 is more susceptible to false track initiation (see those times at which no true targets exist). On the other hand when L C increases so do the number of false tracks from the proposed method and the estimation error under both conditions. It is clear that the proposed method under Condition 1 outperforms Condition 2 in reducing the initiation of false tracks as evident in Fig. 4c and the RMSE in Table 3 .
In summary, the proposed method with the inclusion of inter-frame clusters in the birth persistence measure (Condition 1) performs more consistently and is less sensitive to the number of clutter measurements in target initiation for all scenarios (Fig. 5) . The reduction of the number of spurious tracks is, however, achieved at the expense of relatively longer delays in track initiation. Figure 6 shows a comparison between the true and the mean estimated target trajectories over L trials in this experiment for the scenarios. It can be found that the proposed method performs well in tracking these manoeuvrable targets for all scenarios in the absence of multiple dynamical models. Furthermore, almost all the estimation error ellipses with 95% CI encapsulate the true target trajectories. In general, the tracking performance improves when more sensors are deployed. For example, in Fig. 6d -f , one can see that a faster response to the turn made by target 2 at about (2200, 0) is achieved when three sensors are deployed (Scenarios 2 and 3), whereas the tracker with two sensors in Fig. 6d needs to take a more time steps to adapt to the change after the target has made the turn. Table 3 gives a quantitative evaluation on tracking performance MoP 3 of the proposed method.
Under the same scenarios, we also compare the proposed method with the Existence Joint Probabilistic Data Association Filter (EJPDAF) [20] in terms of joint target initiation/ deletion and estimation. EJPDAF, an extension of JPDAF [1, 64] , offers a full joint treatment of the state and target existence variables using particle filters, enabling a practical strategy for target initiation, maintainence and termination. The comparison results are summarized in Table 4 . According to Table 4 , the performance between these two methods is comparable in Scenario 1, which is characterized with smaller levels of noise and clutter points. When these levels go up in Scenarios 2 and 3, the proposed method outperforms EJPDAF. Since the EJPDAF does not have an explicit procedure to handle the time-varying state transition model in (36) and uses a fixed NCV dynamical model throughout the target estimation, its performance may be degraded due to the mismatch between the NCV model and the one used in the simulation. As a result, the performance in target initiation/deletion and estimation is adversely affected. Although all true targets are detected, the number of false (spurious) tracks initiated is larger than that by the proposed method, probably due to the large number of clutter measurements per scan. This finding is consistent with that in [20] . In addition, as the target dynamical prior functions are chosen as the target state proposal functions, the samples so-generated are inefficient and have insignificant weights, further degrading the tracking performance.
Experiment 2: Evaluation of MRF in dealing with target interactions
In this experiment, we focus on the evaluation of the performance of MRF motion model in dealing with the interaction between targets, especially when they are closely spaced. Table 5 gives a description of these synthesized targets whose trajectories are once again synthesized according to (36) with randomly generated turn rates as in the last experiment (see Fig. 7 ). The target trajectories are designed such that these targets are widely separated inititally and approach each other until point A and then separate again. These targets will then get very close to each other at points B and C, and eventually separate. Table 6 lists the distances between these two targets at these points. Depending on the noise level, the points A, B and C can lead to severe ambiguities in target tracking such as track swapping and merging. Table 7 lists the parameters used in two scenarios, each of which is characterized with different noise levels with expected number of clutter L C ¼ 10 and target detection probability P D ¼ 0.5. A total of two stationary sensors are deployed at (400.0, +400.0) in this experiment. Table 7 . It can be seen that when the noise level is low the ambiguites at A -C are low (Fig. 8a) . On the other hand, when the noise level becomes higher the ambiguites become severe (Fig. 8b ) and it appears that the targets had crossed at point A, leading to track swapping and possibly track coalescence in the remaining portion of tracking.
Here, we examine the performance of the MRF model in track maintainence where targets interact with N ¼ 500 particles. A total of L ¼ 30 independent trials are conducted for each scenario. The figures in Fig. 9 exhibit the evaluation results using the proposed method with and without MRF. Figure 9a and b shows a comparison between the true tracks and their mean estimates over L ¼ 30 trials for Scenario 1. While both methods are able to perform well without suffering from any track swap or coalescence problem, one can see that the tracks estimated without MRF appear to attract to each other at point A (Fig. 9b) . When the observation noise becomes higher as in Scenario 2, the track swap and coalescence problems become more severe that degrade the tracking performance of the method without MRF as evident in Fig. 9d . On the other hand, the method with MRF demonstrates its robustness in handling close target interactions under the same noise conditions and clearly outperforms the other method as evident in Fig. 9c . Table 8 summarizes the quantitative evaluations in this experiment. 
CONCLUSIONS
In this paper, we presented a simulation-based approach of online joint detection and tracking for multiple targets using multiple sensors. We also integrated an MRF-based motion model in the framework to model the close target interactions. A central-level data fusion strategy was used to collect all observations from the active sensors, followed by the maintenance of a set of global tracks using SMC methods. Computer simulations demonstrated that the proposed approach performed well in jointly detecting and tracking time-varying number of manoeuverable targets in a highly cluttered environment with low target detection rate.
Moreover with the integration of MRF, the proposed method gained significant improvement in track maintenance when targets moved in close proximity to one another. We also evaluated the performance of the proposed method under various conditions in terms of appropriately chosen MoPs.
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APPENDIX 1: DETAILS OF INTRA-SENSOR AND INTER-SENSORS CLUSTERS
Suppose an activity has appeared in the surveillance region, and the observations originating from this activity may be grouped over time by the deployed sensors. Two types of observation clusters can be formed: intra-sensor clusters and inter-sensor clusters. The former are constructed from nearby observations from a sensor over time, whereas the latter are from nearby observations from all deployed sensors at a given time. Denote a set of intra-sensor clusters by S t for all available sensors, and denote the jth intra-sensor cluster by S j n #S t , containing observations collected from sensor n [ f1, . . ., N o g. On the other hand, denote a set of inter-sensor clusters at time t by y C t , consisting of a subset of observations from all sensors that are closely spaced. In the following example, N o ¼ 4 sensors are used. Figure A1 is an illustration of a set of inter-sensor clusters y t C . In this particular example for N o ¼ 4 sensors, three clusters y t C l for l ¼ fA, B, Cg are located. Note that no two measurements from the same sensor will be grouped in an inter-sensor cluster. Other things being equal it can be said that cluster C is more likely to have originated from a true target than clusters A and B in terms of the number of sensors that are included in a cluster. Figure A2 is an illustration of the presence of both intersensor and intra-sensor cluters. An activity is captured by a set of S j n for n ¼ f1, 2, . . ., 4g from t 2 3 to t. These intrasensor clusters are represented by the lines in the figure, and each line connects different number of measurements within this short window of time. For example, the cluster from sensor 4 has only two points, whereas that from sensor 1 has four points. Accordingly, cluster 1 will have a higher chance to be selected for track initiation than the other clusters since it has more consecutive measurements. In general, if a given ROI, say S j n , has never been used for track initiation, or if it has not been associated with any active track particle 
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i at time t, this ROI is a potential candidate to propose a new track. However, the activity represented by this ROI may originate from either a true target or a spurious object, and it may be premature to initiate a new track solely based on this ROI from a single sensor.
Where N o sensors are simultaneously operating, we may raise the confidence level when a track is initiated using a persistence measure as follows
where N cm (S j n ) is the number of links connecting consecutive measurements included in S j n and N C (S j n > y t C ) is the number of measurements included in the inter-sensor cluster in y t C that overlaps with the ROI S j n . The quantity n b in (A.1) is a constant related to the expected number of consecutive measurements required for establishment of a new target. In short, a new track is only initiated iff an activity has demonstrated persistence over a window of time within an individual sensor as well as among the majority of deployed sensors at a given time. A numerical example of how to obtain p j n is given in Appendix 1. In practice, we first compute the persistence measures for all unassociated ROIs fp j n g and then sample one most likely ROI for track initiation for every particle i 8i.
According to the definition of p j n in (A.1), we need to obtain N cm (S j n )/n b and N C (S j n > y t C ). In this example for each sensor n, we need to first count how many links connecting consecutive points up to time t in each line as shown in Fig. A2 . For instance, sensor n ¼ 1 has four consecutive measurements connected, whereas sensor n ¼ 2 has only two from t 2 3 to t. We then count how many points in y t C overlapping with the available fS j n g. This involves answering two questions: (1) does an intra-sensor cluster overlap with an inter-sensor cluster by sharing a common measurement at the same time? and (2) if they do share a common measurement how many measurements are included in that inter-sensor cluster? For instance, the inter-sensor cluster at time t overlaps with the intra-sensor clusters from all sensors except n ¼ 3, and has three points or sensors included within. Accordingly, we have N o birth probabilities of the available intra-sensor clusters as shown in Table 9 . As a result in this example, intrasensor clusters from sensor n ¼ 1 and n ¼ 2 are more likely to be selected for target initiation at time t. . The steps are described as follows.
(i) Let ROI S j n be chosen for target initiation, (a) We first map the measurements fz l , t l g with their time points (t l . t lþ1 ) enclosed in S j n onto the corresponding xy position according to the inverse mapping i.e. f l ¼ g
21
(z l , w t n ), where g( . ) is defined in (7) . (b) Assume that L j recent observations in S j n are chosen for initialization, we can express the linear regression model using ff l g and ft l g for l ¼ f1, . . .,L j g as follows
where the error e l is assumed to be a zero-mean, Gaussian random variable with covariance matrix S e l . (c) Using the standard least-squares estimation, we may then obtainx ¼ fŝ;_ sg, as well as the covariance matrix of the estimation error S e l . (ii) Sample x (i) $ N(xjx, S e l ) for target state parameter initialization. We may find an association between target k and some available ROIs in S t and then use the observation information in these associated ROIs to generate state particles. Since it is seldom that measurements contain velocity information of targets, we first propose to generate velocity samples of a target from its past positions. To generate samples
, S t ) in (30) , where X k,t21
is a buffer of t x past states of target k, we adopt a proposal procedure based upon approximate linearization and the Extended Kalman Filter [14, 47] , where the point at which a first-order Taylor series expansion,
, is approximated from the past state trajectories. Let S j n #S t be one of the associated ROIs with target k. The steps to generate the particles using the information in X k,t where the error e t 0 is assumed to be a zero-mean, Gaussian random variable with covariance matrix S e t 0 . (c) Compute the least-squares estimatex ¼ fŝ;_ sg, as well as S e t 0 , and ultimately generate a sample x o (i) $ N(x o jx, S e t 0 . (ii) We then take the most recent measurement in S j n , say z, to generate x k,t (i) as follows.
(a) Perform a first-order Taylor series expansion of the observation function g( . ) in (7) around the particle
) with the Jacobian function G of g( . ) evaluated at f o 
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In the case when more than one ROI is associated with target k because of the deployment of multiple sensors, one may take an average of these individual samples.
APPENDIX 3: DEFINITIONS OF MOPS
Here we give the definitions of four MoPs provided by the authors' sponsors (see Acknowledgements section) that are used to provide a quantative evaluation on a given target tracking algorithm. These MoPs are completeness, continuity, kinematic accuracy and clarity, and their definitions are given as follows.
(i) MoP 1 completeness: The measure of the portion of true objects that are included in the estimated tracks. Let T k o ¼ ft k 0 , t k 1 g be the times at which true target k appears and disappears, and T k e ¼ ft k 0 , t k 1 g be the times at which the estimated track for target k is initiated and terminated. Completeness for target k is then
ðA:9Þ
That is, the closer Completeness k l to 100%, the better is the performance of the tracker. For all tracks and runs, we define completeness as follows
Completeness l k : ðA:10Þ
(ii) MoP 2 continuity: The measure of how accurately the estimated tracks maintains track numbers over time.
For example, the estimated track is continuous when the track number assigned to an object does not change. That is, when a true target is associated with more than one track, track 'loss' problem may have occured and almost all these associated tracks will have termination times smaller than the true time t k 1 . Therefore, to evaluate this metric, we may count the number of tracks with which a true object is associated, n k l ! 1, over all targets in a given scenario, as follows
where K max is the maximum number of true tracks in a scenario and n K is
ðA:12Þ
(iii) MoP 3 kinematic accuracy: The measure of how accurately a system reports track position and velocity. The estimated track is kinematically accurate when the position and velocity of each assigned track agree with the position and velocity of the associated object. An example of this measure is the RMSE. To evaluate kinematic accuracy, we adopt the RMSE for L independent runs, defined by 
