We present a multienergy partial-wave analysis of all NN scattering data below T lab = 350 MeV, published in a regular physics journal between 1955 and 1992. After careful examination, our final database consists of 1787 pp and 2514 np scattering data. Our fit to these data results in χ 2 /N df = 1.08, with N df = 3945 the total number of degrees of freedom. All phase shifts and mixing parameters can be determined accurately.
I. INTRODUCTION
In this paper we present the results of our partial-wave analyses of all NN scattering data below T lab = 350 MeV, where we mainly focus on the analysis of the np scattering data. The analysis of the pp data alone has already been published some time ago [1] . Preliminary results of a combined pp + np analysis, including the pp as well as the np scattering data, have also been published [2, 3] .
The abundance of accurate pp data below 350 MeV is such that a multienergy (m.e.) pp partial-wave analysis can be done successfully. Keeping the model input to a minimum, an excellent fit with χ 2 /N data ≈ 1 is feasible. Here N data denotes the number of scattering data. The m.e. phase shifts can be determined very accurately in such an energy-dependent analysis.
On the other hand, an analysis of only the np scattering data is much more difficult. The reason is that in case of pp scattering only the isovector partial waves contribute, whereas in case of np scattering also the isoscalar partial waves have to be taken into account. Moreover, the numerous np data are by far not as accurate as the pp data. In doing a partial-wave analysis of the np data it has therefore been customary to parametrize only the isoscalar lower partial waves, and to substitute for the isovector phase shifts the results from an analysis of the pp data. An exception is made for the 1 S 0 phase shift which is usually also parametrized independently. The np isovector phase shifts can furthermore be modified to account for charge-independence breaking effects (e.g., Coulomb distortion and mass difference effects). The differences between the pp and np isovector phase shifts are then calculated via a theoretical model, where one assumes that one fully understands the breaking of charge independence and that one knows how to account for what one thinks to be the most important contributions to this breaking. Several different approaches have appeared in the literature, each leading to different results for the amount of chargeindependence breaking. Therefore, an analysis of the np data is more model dependent than an analysis of only the pp data.
In the np analysis reported here we assume that charge independence is broken by the electromagnetic interaction, by the neutral-pion and charged-pion mass difference, and by the neutron and proton mass difference. The pion-nucleon coupling constants are taken to be charge independent. We refer to these charge-independence breaking corrections in the isovector partial waves as pion Coulomb corrections. For the 1 S 0 partial waves we make an exception: the pp and np 1 S 0 partial waves are parametrized independent of one another. Our way of analyzing the pp scattering data has been explained in detail elsewhere [1, 4] . A similar procedure is applied to the analysis of the np data where the special treatment of the lower partial-wave np isovector phase shifts will be discussed in Sec. III B. In general our method fully exploits the fact that the long-range (electromagnetic and one-pion-exchange) part of the NN interaction is well known, whereas the short-range part of the interaction is sufficiently short ranged for the higher partial waves to be screened by the centrifugal barrier. This means that all partial waves with high angular momentum J are supposed to be well known, and only a relatively small number of lower partial waves need to be parametrized. The short-range part of the interaction in these lower partial waves is represented by an energy-dependent boundary condition (in our earlier papers referred to as the P matrix [5] ), where the boundary-condition radius is chosen to be b = 1.4 fm. The boundary condition is parametrized via a square-well potential of range r = b. The depth of this potential is independent of r, but is allowed to be energy dependent and different in each of the different partial waves. It can be shown that the depth of this potential is an analytic function of k 2 , the c.m. three-momentum squared.
This analytic parametrization, together with the fact that we include the correct electromagnetic and one-pion-exchange potential tails, causes the energy dependence of the phase shifts in our m.e. partial-wave analysis to be described very well. As a consequence, we end up with an energy-dependent partial-wave solution which gives an excellent fit to all NN scattering data below T lab = 350 MeV. We find that for all lower partial waves the phase shifts are pretty well constrained by the NN scattering data as a whole. This means that our m.e. solution can also successfully be used to give fairly accurate predictions of NN scattering observables at any scattering angle and at any laboratory kinetic energy up to about 350 MeV.
Let us next compare our energy-dependent (or multienergy) analysis with an energyindependent (or single-energy) analysis. In such a single-energy (s.e.) analysis, the data in some particular energy interval are used to determine the phase shifts at one energy. This energy usually corresponds to the central value of that energy interval; however, this is not strictly necessary. Several of such energy-independent analyses at different energies provide at each of these energies a set of phase shifts with their errors. A shortcoming of energy-independent analyses is that the information about the overall energy dependence of the phase shifts cannot be incorporated. Also, the intermediate partial waves which are hard or impossible to determine (J equals 3 or 4, depending on the energy range) have to be fixed one way or another. We are in the fortunate position to be able to fix them at their values as provided by our energy-dependent m.e. solution, whereas in most s.e. analyses one has to resort to inaccurate potential-model predictions or to try to fit these phase shifts anyway. This means that the set of s.e. analyses covering, say, the 0-350 MeV region requires many more fit parameters than the m.e. analysis of the same energy region. Hence, the s.e. analyses are overparametrized and are much more sensitive to noise. This will be demonstrated in Sec. VI.
We want to stress that results from energy-independent analyses can only be properly judged by comparing them to the results of a corresponding energy-dependent analysis. The s.e. values for the phase shifts should scatter statistically around the curve representing the phase shifts as determined in the m.e. analysis. Of course, this is only true when the m.e. analysis one compares to is of good quality. We think that this is the case for the Nijmegen analyses, so we believe that for our analyses the "best" value for a particular phase shift is its value as obtained in the m.e. analysis, rather than the value as obtained in the s.e. analysis. However, since we do not include any constraints for energies larger than 350 MeV, our results for the phase shifts at the end of our energy range may be slightly off.
The outline of the paper is as follows. In Sec. II the model-independent long-range potential is given. Our method of parametrizing the lower partial-wave phase shifts using an energy-dependent boundary condition is briefly reviewed in Sec. III A. The treatment of the np isovector phase parameters is explained in Sec. III B. The construction of the total scattering amplitude including the various electromagnetic and one-pion-exchange contributions is briefly discussed in Sec. IV. Section V includes some details regarding our np database. The pp database was already discussed in our previous report [1] . The results of the energy-dependent and energy-independent analyses are presented in Sec. VI.
II. THE POTENTIAL TAIL
In the Nijmegen partial-wave analyses we divide the NN interaction into two parts: a long-range part V L which is well known and essentially model independent, and a shortrange part V S which is treated phenomenologically. The latter is represented by an energydependent boundary condition at r = b = 1.4 fm and will be discussed in the next section. Using the long-range potential V L , the radial Schrödinger equation
is solved for r > b. Here ∆ denotes the Laplacian and M r is the reduced mass. Given the boundary condition and the solutions of the Schrödinger equation for each partial wave, it is easy to construct the partial-wave scattering amplitudes [4] . Relativistic effects are taken into account via the potential and by using the relativistic relation between the c.m. three-momentum squared k 2 and the laboratory kinetic energy T lab . For np scattering this relation is given by
whereas for pp scattering it simply reads
For coupled channels Eq. (1) becomes a 2×2 matrix equation. The presence of the centrifugal barrier means that the Schrödinger equation needs only to be solved for a small number of lower partial waves (J ≤ 4). Still, the equation has to be solved for each energy at which experimental data have been measured. The long-range potential V L consists of an electromagnetic part V EM and a nuclear part V N . The electromagnetic interaction for pp scattering is the same as in our 0-350 MeV pp partial-wave analysis [1] and consists of the modified Coulomb potential V C [6] , the magneticmoment interaction V MM [7] , and the vacuum polarization potential V VP [8] . In the case of np scattering the electromagnetic interaction only consists of the magnetic-moment interaction. Explicitly, we can write the electromagnetic interaction as
with
Here α = 2kη/M p with η = α/v lab the standard Coulomb parameter [9] , µ p = 2.793 and µ n = −1.913 the proton and neutron magnetic moments, and κ p = µ p − 1 and κ n = µ n their anomalous magnetic moments. Here we also introduced A = 1 2
(σ 1 − σ 2 ). The vacuum polarization potential [8] can be written as
where m e is the electron mass. Obviously, the expressions above are only valid for r > 0. The longest range of the nuclear interaction V N is given by one-pion exchange (OPE). We make use of the fact that in NN scattering we encounter four different pseudovector coupling constants at the nucleon-nucleon-pion vertices: f ppπ 0 , f nnπ 0 , f npπ − , and f pnπ + . For the combinations that actually occur in the OPE potential, we use the following definitions:
In case of charge symmetry, one has f 
and for np scattering it reads
where I denotes the total isospin, and where we introduced V (m), which for large values of r is given by
A scaling mass m s is introduced in order to make the pseudovector coupling constant f dimensionless. It is conventionally chosen to be the charged-pion mass. When we solve the Schrödinger equation for r > b the potential tail of Eq. (9) is multiplied with an energydependent factor M/E, where M is the nucleon mass and E is the c.m. energy. Leaving out this M/E factor in the potential tail results in a small rise in χ 2 min . In view of the well-known expression for the OPE scattering amplitude in Born approximation (which is simply related to the OPE potential), we believe it is better to include this M/E factor.
The nuclear interaction also contains contributions of intermediate range due to the exchange of heavier mesons (like ρ, ω, η). For these heavier-boson-exchange (HBE) contributions we use the HBE contributions from the Nijmegen potential [10] denoted by V N HBE . For r > ∼ 1.5 fm, the various realistic potential models that have appeared in the literature are very much alike. This allows us to make a choice for the boundary-condition radius b such that the tail of the nuclear potential used for r > b does not introduce too much model dependence. We choose b = 1.4 fm.
Although the inclusion of the HBE contributions gives an improved fit over the analysis where we only include the OPE potential, there are still indications that this nuclear potential tail is not perfect. As discussed in our report on the pp analysis [1] , an improvement can be obtained by multiplying the HBE contributions for the singlet partial waves with a factor f s med . In the present analysis we extend this procedure to the np partial waves as well, i.e., for all singlet partial waves up to J = 4 the HBE contributions are multiplied with f s med = 1.8. So the nuclear part of the potential tail is given by
III. PARAMETRIZATION OF THE LOWER PARTIAL WAVES
A. Boundary-condition parametrization
The phenomenology necessary to describe the short-range interaction enters our method via a boundary condition at r = b = 1.4 fm,
where β denotes the quantum numbers (l, s, J) of the particular partial wave to be parametrized. The radial wave function χ(r) which enters this expression can also be represented by the solution of the Schrödinger equation for r < b in the presence of the short-range potential V S . In the trivial case that V S (r) = 0 for r < b, this equation can be solved exactly and the radial wave function is a spherical Bessel function, χ l (r) = krj l (kr). The resulting logarithmic derivative P free,l (b; k 2 ) we refer to as the free boundary condition. When V S (r) is a constant, independent of r, its contribution can be absorbed into the parameter k 2 and we have
Obviously, this substitution still remains valid when V S is an analytic function of the energy, and in our analyses the short-range interaction is parametrized by such an energydependent, but r-independent square-well potential of range r = b. Its depth V S (k 2 ) is allowed to be different for each different partial wave. It is parametrized as
When all a n,β are equal to zero, P β = P free,l .
In the case of two coupled channels, we start with two single-channel parametrizations P a for l = J − 1 and P b for l = J + 1, which form the diagonal elements of a 2 × 2 matrix. The off-diagonal elements are then parametrized as a power series in k 2 . A convenient parametrization is given by
where the angle θ is some smooth function of k 2 . Due to the fact that for r > b we include the correct long-range potential V L (see Sec. II), the parametrization of the short-range potential V S,β only requires very few parameters. Even for the lowest partial waves with 0 ≤ J ≤ 2, only one parameter (i.e., an energy-independent short-range potential) already gives a very reasonable description of the corresponding phase shifts. This is demonstrated in Fig. 1 . Here the solid curve represents the pp 3 P 0 phase shift as a function of the energy, as obtained in our m.e. analysis (see Sec. VI). The dashed line represents this phase shift using V S = 0, i.e., P ( 3 P 0 ) = P free,1 . The disagreement with the m.e. result is rather large, although the general characteristics are already there. Introducing only one parameter, i.e., an energy-independent short-range potential, the resulting phase shift (represented by the dotted curve) is already very close to the m.e. result. Similar results are obtained for the other lower partial waves. In general, the introduction of a second or third parameter in the parametrization of the short-range potential in the lowest partial waves is in a sense only necessary to fine-tune the corresponding phase shift.
B. Treatment isovector np phase parameters
Contrary to the analysis of the pp scattering data, in the analysis of the np scattering data isoscalar partial waves also contribute. This means that one has to determine almost twice as many partial waves. A problem arises due to the fact that the np scattering data are by far not as accurate as the pp scattering data; so they cannot accurately pin down all these lower partial waves simultaneously. In doing a partial-wave analysis of np scattering data it has therefore been customary to parametrize the isoscalar lower partial waves, and to substitute for the isovector phase shifts the results from an analysis of the pp scattering data, whether or not adjusted for Coulomb distortion and mass difference effects. Several ways for making such pp-to-np corrections have appeared in the literature.
For example, in the Virginia Polytechnic Institute and State University (VPI-SU) partialwave analyses by Arndt and co-workers [11, 12, 13] , the np shifts are represented by series expansions which are based on a plane-wave Born approximation calculation to a combination of a t-channel (m π 0 ) and a u-channel (m π ± ) pole. The corresponding pp phase shifts are then obtained from this parametrization by only including the t-channel pole, and multiplying the result with a Coulomb penetration factor. A problem with this representation of the charge-independence breaking in the VPI-SU analyses is that in these analyses the pion-mass difference not only appears in the OPE contribution to the phase shifts, but also in the phenomenological parametrization of the short-range interaction. This introduces an additional charge-independence breaking. A more serious shortcoming is that the Coulomb penetration factor overestimates the effect of the Coulomb distortion. The pp phase shifts should be calculated in Coulomb distorted-wave Born approximation, rather than in plane-wave Born approximation multiplied by the Coulomb penetration factor. The latter calculation requires a substantially higher pion-nucleon coupling constant if one wants to arrive at the same numerical value for the pp phase shift as obtained with the proper Coulomb distortedwave calculation using a low coupling constant [14, 15] . This explains the fact that in the VPI-SU analysis of only the pp data, the "best" fit is obtained with f 2 p ≈ 0.080. However, the most recent VPI-SU analyses include the Coulomb distorted-wave calculation for the pp phase shifts using the low value f 2 = 0.075 for both the neutral and charged pion-nucleon coupling constants with good results [16] .
Another way for taking into account the Coulomb effects is the Graz prescription [17, 18, 19] , which is used in the TRIUMF analyses by Bugg and co-workers [20, 21, 22, 23] . In the Graz prescription the pp phase shift is written as the sum of a purely nuclear phase shift δ N and a residual phase shift δ R which represents the contribution due to the Coulomb interaction. It is then possible [17] to derive an expression for δ R in terms of δ N , which can serve in two ways. Either isovector np phase shifts are known and the corresponding pp phase shifts can be calculated, or pp phase shifts are available which can then be used to solve for the corresponding isovector np phase shifts in an iterative way. Either way can be used in a partial-wave analysis. A serious shortcoming of the Graz method is that one only corrects for the Coulomb interaction, whereas the neutral-to-charged pion mass difference is not accounted for. As will be demonstrated below, the effects on the phase shifts due to the pion-mass difference are equally important as the effects due to the Coulomb interaction, so they should not be neglected.
In the Nijmegen analyses we include the effects due to the Coulomb interaction, but we also explicitly account for the neutral-to-charged pion mass difference. First we calculate pp phase shifts by solving the Schrödinger equation for some realistic nuclear potential V N in the presence of the Coulomb potential V C1 = α /r. In order to obtain the corresponding np phase shifts, the pp OPE part of the nuclear potential is replaced by the np OPE potential. So the corresponding potentials for these two cases are given by
where the OPE potentials, properly modified by a form factor to account for the spatial extension of the nucleons and pions, are given in Eqs. (7) and (8) . In our calculations we use an exponential form factor [10] 
with k 2 the momentum transfer squared and Λ a cutoff mass. At the pion pole F (k 2 = −m 2 π ) = 1. Substituting these OPE potentials into Eq. (14) the pp-np phase-shift differences can in principle be calculated for several values of the pion-nucleon coupling constants. In that way we can also allow for a possible breaking of charge independence in the coupling constants and the pion Coulomb corrections are essentially parametrized via these coupling constants. The dependence of our analyses on the pion-nucleon coupling constants is investigated elsewhere [2, 24] . In this paper we assume a common charge-independent value f 2 = 0.075 for all pion-nucleon coupling constants, which is consistent with the result of [24] .
For the nuclear potential V N we use an updated version of the Nijmegen soft-core potential [10] . The parameters of this Nijm92pp potential [25] have been fitted to the pp scattering data below 350 MeV with a χ 2 per datum of 1.4. The dependence on the particular nuclear potential model that is used is rather small. For instance, when we use the original Nijmegen potential [10] for V N , the m.e. np analysis with the corresponding pion Coulomb corrections results in a χ 2 which is 7.4 higher than the analysis where we use the pion Coulomb corrections calculated via the Nijm92pp potential. Similarly, for the parametrized Paris potential [26] the difference in χ 2 is only 2.5. In Table I we demonstrate the effect on some of the phase shifts when we include the difference between the OPE potentials for pp and np scattering. We first give the pp phase shifts of the Nijm92pp potential including the Coulomb interaction, then the phase shifts after the Coulomb interaction is removed, while in the last column we list the np phase shifts as obtained after also correcting for the pion-mass difference. The significance of the inclusion of this modification in the OPE potential is also apparent from the analysis of the np scattering data. When we only correct for the absence of the Coulomb interaction in the np isovector partial waves (which essentially corresponds to applying the Graz prescription), the m.e. analysis of the np data gives a χ 2 which is 22 higher than the analysis where we also include the modification in the OPE potential due to the pion-mass difference in these partial waves.
The np 1 S 0 partial wave is parametrized independently of the pp data (as is also customary in other analyses). The reason is that there is clear evidence for breaking of charge independence in the 1 S 0 scattering lengths which carries over into an approximately 2
• phase-shift difference of the 1 S 0 phase shifts for the pp and np systems at higher energies (see Sec. VI). These differences cannot be explained as being only due to the difference between the pp and np OPE potentials.
Before concluding this section we summarize the way the lower partial waves are parametrized in our analyses. The pp lower partial waves up to J = 4 are parametrized via an energy-dependent, but r-independent square-well potential. The same type of parametrization is used for the np isoscalar partial waves up to J = 4 and for the np 1 S 0 partial wave. The np isovector phase shifts (except the 1 S 0 phase shift) are obtained from the corresponding pp phase shifts by including the pion Coulomb corrections described above. (A possible difference between the neutral-pion and charged-pion coupling constants can also be accounted for and has been discussed elsewhere [2, 24] .) For the intermediate partial waves (5 ≤ J ≤ 8) we use the phase shifts calculated via the OPE plus HBE contributions of the Nijmegen potential [10] . All higher partial waves are given by the OPE phase shifts, adjusted for electromagnetic effects (Coulomb, magnetic moment, vacuum polarization) where necessary.
IV. THE SCATTERING AMPLITUDE
In this section we briefly summarize the expressions for the various parts of the scattering amplitude for reasons of completeness. The wave function for the NN scattering process can asymptotically be written as scattering amplitude with θ and φ the polar angles. All NN scattering observables can be expressed in terms of the M -matrix elements [27, 28] . The partial-wave decomposition is given by
where
is a spherical harmonic. Using the familiar nuclear-bar phase shifts and mixing parameters, the spin-triplet coupled S matrix with total angular momentum J is parametrized as
with δ 1 = δ J−1,J and δ 2 = δ J+1,J . For the spin-singlet spin-triplet S matrix with l = J we have
where γ l is the nuclear-bar spin-flip mixing angle as introduced by Gersten [29] . For identical particle scattering (i.e., for pp scattering) it is identically zero, and the S matrix for l = J decouples. In our analyses we do not (yet) parametrize the spin-flip mixing angles. We only include the contributions due to the neutron-proton mass difference in the np magneticmoment and OPE scattering amplitudes. This implies, for example, that we explicitly distinguish between scattered and recoil analyzing power data in np scattering. The phase shifts which parametrize the partial-wave S matrix can conveniently be written as a sum of two parts: the purely electromagnetic phase shifts, and the phase shifts of the nuclear plus electromagnetic interaction with respect to electromagnetic wave functions. Because of the short range of the nuclear interaction the latter phase shifts rapidly approach their OPE values for increasing orbital angular momentum J, so only a limited number need to be parametrized explicitly. Moreover, the electromagnetic part of the scattering amplitude is known explicitly.
The total scattering amplitude M tot can now symbolically be written as
where l max denotes the highest orbital angular momentum of the partial wave that is explicitly parametrized (in our analysis by means of a boundary condition or via the phase shifts of the OPE plus HBE contributions of the Nijmegen potential). The expressions for the partial-wave OPE amplitudes in plane-wave Born approximation can easily be derived.
For np the mass differences between neutron and proton and between neutral and charged pions can explicitly be accounted for (see, e.g., Refs. [15, 28] ). The pp OPE amplitude has to be calculated in Coulomb distorted-wave Born approximation to account for the Coulomb distortion effects. The evaluation has to be done numerically, because it involves the evaluation of integrals of Coulomb functions with Yukawa potentials. The expressions for the M -matrix elements can be found in Ref. [15] . The various parts of the electromagnetic amplitude M EM correspond to the various parts of the electromagnetic potentials as given in Eq. (4). In evaluating these parts one has to correct for the fact that each contribution is included separately. The details of these modifications are extensively discussed in Ref. [7] and will not be repeated here. Here we merely list the various amplitudes.
For pp scattering we have
The point-charge Coulomb potential V C1 gives rise to the well-known scattering amplitude
with P l (θ) the Legendre polynomials, and the Coulomb phase shifts defined as σ l = arg Γ(l + 1 + iη). The properly antisymmetrized M -matrix elements are now given by
For the relativistic correction V C2 to the Coulomb potential we use the 1/r 2 approximation of Eq. (5). The advantage of using this approximation is that it can be absorbed into the centrifugal barrier, and the radial Schrödinger equation with V C1 + V C2 can be solved exactly in terms of Coulomb functions with non-integer l. The phase shifts of V C2 are then given by
where λ satisfies λ(λ + 1) = l(l + 1) − αα . The corresponding amplitude reads
and again the corresponding M -matrix elements are obtained via antisymmetrization.
Expressions for the vacuum polarization amplitude and for the vacuum polarization phase shifts τ l were derived by Durand [8] . In our calculations we use modifications to these expressions [30] to be able to extend the energy range to energies below T lab < ∼ 1 MeV. For the expressions for the magnetic-moment amplitudes in both pp and np scattering we again refer to Ref. [7] .
V. THE DATA
Our data set consists of all pp and np data below T lab = 350 MeV published in a regular physics journal between January 1955 and December 1992. We therefore do not include preliminary data that have only appeared in conference proceedings. We regard it more appropriate to wait with the inclusion of these data into our database until the experimentalists have published their final results in a regular physics journal. In most cases, however, we do have their preliminary data and we have investigated how they fit in with the other data in our database. Examples of such data are pp differential cross sections σ(θ), analyzing powers A y , and depolarizations D (all at 12.0 MeV), and analyzing powers A y at 25.68 MeV by the Erlangen group [31, 32] . For np we mention the spin correlation coefficients A yy between 18 and 50 MeV by the Karlsruhe group [33] . We find that these data have no major consequences for the conclusions drawn in this paper using the present database.
Most of the data can be found in the nucleon-nucleon scattering data tables of Bystricky and Lehar [34, 35] . We have consulted all original papers while building our database. This implies that we have corrected for some minor printing errors in the Scattering data tables. We have also included data that are not contained in these tables. These groups are denoted by a dagger in Table II . Our database was composed in close collaboration with the VPI-SU group. Data that are not included in the data set NN931 of the VPI-SU partial-wave analysis SAID [36] (mainly because they do not live up to our rejection criteria anyway) are denoted by an asterisk.
Dispersion relation predictions [37] and data obtained through quasielastic scattering are not included as experimental data. We also exclude pp total cross-section data (σ tot , ∆σ L , ∆σ T ), because of ambiguities in their definition and because it is not always clear how the Coulomb-nuclear interference term has been treated by the experimentalists.
A. pp data
The pp scattering data can be found in Table I of a previous report [1] . In the meantime we have added three groups of polarization data [38, 39, 40] , which were published after we finished our pp analysis. The very accurate 10 pp polarization data by the Zürich group [38] at 50.04 MeV were analyzed and discussed in detail in Ref. [41] . There it is shown that the magnetic-moment interaction has to be included in order to describe these data properly. A recent absolute calibration measurement of the transverse analyzing power in proton-carbon elastic scattering [42] implied that these 50.04 MeV A y data should be renormalized by a factor 1.0069, where the previous overall scale uncertainty of 2% should be reduced to 0.39%. We use the renormalized data.
The other new experiments comprise 1 A y datum at 183. Including these data, our pp database now comprises 215 groups with a total of 1656 scattering observables or, counting the 131 normalization data, 1787 scattering data. Of these groups, 22 have a floated normalization, which means that we keep their normalization free.
We have taken the opportunity to reinvestigate the parametrization of the lower partial waves. The reason is that the seven-parameter energy dependence of the 1 S 0 phase shift in our original pp analysis [1] showed noise. Also, we had to include δ(
MeV as an extra datum to ensure a proper energy dependence at the end of our energy range, near 350 MeV. This should be compared with the np analysis where we find that the boundary condition for the 1 S 0 phase shift can be parametrized with three parameters and where we do not have to include an extra datum at 425 MeV. We have reparametrized the boundary condition for the pp 1 S 0 phase shift where we now need four parameters and where we can drop the constraint at 425 MeV. Although the χ 2 min with this parametrization is about 12 higher than the χ 2 min with the former parametrization, the smoothness of the energy dependence of the m.e. phase shifts strengthens our belief that the new parametrization is to be preferred over the old one. Moreover, when we start with four parameters for the 1 S 0 and successively add one parameter at a time, the χ 2 only showed a significant drop after we added the seventh parameter. This is an indication that with seven parameters the 1 S 0 was overparametrized. In our present energy-dependent pp analysis we need 21 parameters to parametrize the lower partial-wave boundary conditions, which makes the number of degrees of freedom N df = 1613.
B. np data
All np data are listed in Table II . We give them explicitly, because with the pp database as given in Table I of Ref. [1] we have provided a self-contained and complete database. In Table II all analyzing powers (scattered or recoil) and polarizations (beam or target) are denoted by the same symbol P , although in our actual calculations an explicit distinction has been made whenever this was applicable.
Starting with the complete np database of 3298 scattering observables, the boundarycondition parameters were adjusted to obtain χ 2 min . As a criterion for the total number of boundary-condition parameters to be fitted we apply the rule that we only include an additional parameter if this really improves the quality of the fit. All data which were more than three standard deviations off were rejected and the parameters were adjusted again. Some groups have an experimental normalization error that contributes more than nine to χ 2 , probably due to an underestimation of systematic errors by the experimentalists. These groups are floated by us and in Table II we have put their original experimental normalization error between parentheses in the column labeled "% error". Groups that have an improbably low or high χ 2 are also rejected. These groups are indicated by "f" and "m" in the column labeled "Comment," respectively. We explicitly checked that for our final solution these adjustments to our database are still justified. Making all these adjustments results in the rejection of 932 data, which gives us our final data set of 211 groups with a total of 2366 np scattering observables. The number of groups with an experimental normalization error is 148, so we have 2514 scattering data. The number of groups that are floated is 16. To parametrize the lower partial waves we need 18 boundary-condition parameters. The total number of degrees of freedom is N df = 2332.
Our total database including the pp as well as the np data now comprises 4301 scattering data and the number of degrees of freedom is 3945. We need 39 parameters for the boundary conditions of the lower partial waves. The multiplication parameter for the HBE contributions of the singlet waves, f s med = 1.8, and the boundary-condition radius b = 1.4 fm were not fitted but fixed at these values. They are therefore not included in N df .
A large number of np total cross-section data are not explicitly included in our database. These total cross-section data were measured to search for a possible fluctuation in the energy dependence of the np total cross section. The reason was that in their measurement of the cross section at low energies, Hrehuss and Czibók [52] found a small but statistically significant periodical fluctuation in the energy dependence of the cross section. Shortly after their publication, total cross-section measurements were reported by several other groups [49, 153, 154, 155] , who did not find such a structure. We do not find any evidence for a periodical fluctuation in the cross section either. From Fig. 3 of Ref. [52] , the oscillatory behavior is seen to be largest at θ c.m. = 170
• . And it is just these σ(170 • ) data that do not fit in with our analysis. Three of the groups of total cross-section measurements contain very many data: 1652 data in Ref. [153] , 800 data in Ref. [154] , and 425 data in Ref. [155] . This number of 2877 total cross-section data in the 0-30 MeV energy range should be compared with our set of 2514 much more diverse data (cross sections, analyzing powers, spin correlations, rotation parameters, etc.) in the 0-350 MeV energy range. To analyze these 2514 scattering data we have to solve the Schrödinger equation for the lowest partial waves at approximately 375 different energies. When we also want to include the 2877 total cross-section measurements we have to solve the Schrödinger equation for an additional ∼2850 energies. In our point of view, the very small amount of new information these data possibly contain does not justify the enormous increase in computer storage and time, which would be needed if we were to include them in our final database. Since there are only 17 data in the Harwell measurement by Clements and Langsford [49] , we decided to keep this small group in our database, and to study the other three groups separately.
First, we compared the total cross sections as predicted by our analysis with the experimental values given by these three groups. For the 1652 Washington data [153] the prediction is excellent and we find χ 2 = 1411.9. For the 425 LINAC data [155] we find that there are nine data points which are more than three standard deviations off. Leaving out these nine data points we find the reasonable value of χ 2 = 558.3 for the remaining 416 data. At the low end of the energy range the Karlsruhe data [154] are too low when compared with the prediction of our m.e. analysis, whereas at the high end of the energy range they are too high. A similar observation is made by these authors themselves [154] when they compare their results with other measurements. Our χ 2 prediction for these data is χ 2 = 4474, which is much too high for 800 data. This group of data will therefore no longer be included in any of our analyses.
In our next step the data in the remaining two groups were clustered at a number of central energies and then included in the database of the analysis. For the data of the LINAC group each successive set of three energies was in that way represented by one (properly weighted) datum at the central energy. This resulted in a group of 142 data. A similar procedure was used for the Washington data, where now each successive group of seven data was lumped into a datum at one energy, resulting in a group of 236 data. Including these two groups in our database, one of the adjusted LINAC data and two of the adjusted Washington data are found to be more than three standard deviations off. Performing the m.e. np analysis after removing these three data, we find χ 2 = 147.6 for the 141 adjusted LINAC data and χ 2 = 233.9 for the 234 adjusted Washington data. The χ 2 on the other 2514 data of our database rises with 8.3. However, we still decided not to include these data in our database. As already stated above, their inclusion requires an enormous increase in computer storage and time, whereas their influence is relatively small. The only conclusion we want to make here is that the LINAC and Washington data are in agreement with the other data in our database and with the predictions of our partial-wave solution. The Karlsruhe total cross-section data, on the other hand, are very much off.
Next we discuss some of the groups of data we found had to be rejected. All 282 Harwell differential cross-section data by Scanlon et al. [85] at 14 energies between 22.5 and 108.5 MeV are rejected by us. The reason is that most of these groups have a large χ 2 and the phase shifts determined in a single-group analysis differ very much from their m.e. values. From this we conclude that there is something systematically wrong with these data. We therefore decided to reject the entire experiment, including the groups at 22.5 and 27.5 MeV which appear not to be in conflict with the other data. Our rejection of these data is in agreement with earlier analyses by other groups who also find them to be erroneous (see, e.g., [156] ). On the other hand, the Harwell total cross-section data [69] can be described very well in our analysis. Of the 17 Harwell polarization data at 77.0 MeV [113] , three data are more than three standard deviations off. After removing these data the remaining group of 14 data still has a χ 2 which is improbably high. The group of 32 differential cross-section data at 96.0 MeV by the Uppsala group [119] has a large χ 2 which is mainly due to the backward-angle data. These backward-angle data are much higher than the prediction of our m.e. analysis. The Uppsala data were obtained by taking the weighted mean of five measurements in different (but overlapping) angle regions. We have tried to include these original measurements [157] in our m.e. analysis, but we found that only the group which does not contain any backward-angle data is in good agreement with the other data in our database. Also, single-group analyses of these data result in phase shifts which are very much in disagreement with our m.e. results. For example, in some of these single-group analyses the resulting ε 1 mixing parameter is larger than 10
• . In view of our m.e. result for ε 1 , we believe that such a solution is totally unacceptable. The Uppsala group [119] states that the slope of their backward-angle data indicates a larger importance of L ≥ 3 phase shifts than previously assumed. However, in our experience 96.0 MeV is too low an energy for L ≥ 3 phase shifts to be accurately determined in a single-group or s.e. analysis. On the other hand, these phase shifts are already fixed pretty well in the m.e. partial-wave analysis (i.e., by the data at higher energies), so there is not too much room for varying these phase shifts. We therefore believe that these data are in error and hence we do not include them in our final database.
The group of 13 Harvard cross-section data at 152.0 MeV [132] does not contain a normalization error. As such it gives a very high χ 2 . Floating this group reveals that the slope is in error, and the resulting χ 2 is still much too high. One of the groups of Los Alamos cross-section measurements by Bonner et al. [133] (at 194.5 MeV) has a χ 2 which is somewhat higher than allowed according to our three standard deviation criterion, so it is removed from our database. The same applies to the 21 crosssection data at 200.0 MeV by Kazarinov and Simonov [138] . These latter data were also rejected in the partial-wave analysis by Dubois et al. [21] .
All nine groups of Princeton differential cross-section data by Shepard et al. [136] had to be floated by us, because their normalization errors gave an improbably high contribution to χ 2 . Even then each group has a χ 2 which is improbably high. Therefore, all 158 data are rejected by us. Also the four Princeton total cross-section data [145] give a χ 2 which is much too high.
Finally, we also reject the eight groups of SIN cross-section data by Hürster et al. [139] , which were measured in steps of 20 MeV starting at 200 MeV. The reason is the following. For each group the first few data with c.m. angles of about 140
• -150
• are more than three standard deviations off. When we remove these data and refit our model parameters, again the next one or two angles are more than three standard deviations off, so we have to reject these as well. Refitting again yields other angles which have to be rejected. We therefore believe there is something systematically wrong with the shape of these crosssection measurements. It is in disagreement with the shape resulting from the other data in this energy region, so all 276 data are rejected by us.
This explains the bulk of data rejected by us. The remaining 87 np data are rejected because of similar reasons: Some groups have a χ 2 which is improbably low, some individual data are more than three standard deviations off, etc. The number of 932 np data that we reject appears to be large. One can argue that it could be possible that these rejected data contain important physics, which our present approach cannot handle. However, we explicitly checked that the m.e. values for the phase shifts almost do not change when we ease our rejection criteria in that we also keep data that are within four standard deviations with respect to the other data. In that case we still have to reject more than 400 data, which are very much in disagreement with the other data in our database. The result of this analysis strengthens our belief that the 932 np data we reject are indeed statistically bad data and therefore that their rejection is valid.
We conclude this section with a remark regarding the very low-energy np data. The value for the np scattering cross section at "zero energy" σ 0 , and the (n, p) coherent scattering length a p can be expressed in terms of the singlet scattering length a s and the triplet scattering length a t according to
Here (14) b. Because these accurate values are within two standard deviations from each other, we cannot use our statistical criteria to decide which of these two measurements best fits in with the other np scattering data of our database (i.e., we predict a value for σ 0 which lies somewhere in between these two experimental values). For that reason both measurements are included in the database. A more careful analysis of these two experiments will be deferred to the near future.
VI. RESULTS
If our model is correct and if the database constitutes a correct statistical ensemble, one expects for N df degrees of freedom a χ
For all analyses presented in this paper, we find that χ 2 min is about three standard deviations higher than the corresponding expectation value. This result implies that there is still room for improvements in our model and that the difference is at least partially due to small shortcomings in this model. We also determined the second and higher moments of the χ 2 distribution of our database and we find that they compare very favorably with their theoretical expectations. For more details regarding these statistical considerations, we refer to Ref. [4] .
Before discussing some of the salient features of having such a good m.e. partial-wave solution, we will first present the detailed results of our energy-dependent (m.e.) and energyindependent (s.e.) pp and np analyses.
A. Energy-dependent analyses
Our first step in analyzing the NN scattering data was to redo the m.e. pp partialwave analysis, now including the new analyzing-power data [38, 39, 40] . For the 1787 scattering data with 1613 degrees of freedom, we expect χ 2 min /N df = 1.000 ± 0.035. We find χ 2 min (pp) = 1787.0, or χ 2 /N df = 1.108. The boundary-condition parameters which parametrize the lower partial waves are given in the upper half of Table III . These parameters c n have dimension (MeV fm 2n ) and are related to the coefficients a n of Eq. (12) according to c n = a n /2M r , with k 2 in units of fm −2 . For coupled channels we use the parametrization of Eq. (13), with θ in rad. The m.e. results for each group of data are practically the same as those from our previous pp analysis [1] , so we will not reproduce Table I of that paper again. The χ 2 results for the three groups of new analyzing power data have been given in the previous section.
The pp phase shifts and mixing parameters of the lower partial waves with their statistical m.e. errors are listed in Table IV . Here and in the other tables, all pp phase shifts are the phase shifts of the electromagnetic plus nuclear interaction with respect to electromagnetic wave functions (δ EM EM +N , following the notation of Ref. [4] ). They can easily be converted to phase shifts of the Coulomb plus nuclear interaction with respect to Coulomb wave functions (δ C1 C1+N ), which are the phase shifts one usually calculates, e.g., using potential models. For l = 0 we simply have δ EM EM +N ≈ δ C1 C1+N , whereas for the 1 S 0 we have to use
where for details we refer to Ref. [4] . The errors given for the m.e. phase shifts are purely statistical, and are directly related to the uncertainty in the fitted boundary-condition parameters parametrizing these partial waves. They are rather small which can be understood from the fact that we need only 21 boundary-condition parameters to describe 1787 data. For the analysis of the np scattering data the values for these m.e. pp phase shifts up to J = 4 (except for the 1 S 0 phase shift) are used as input for the pion Coulomb corrections as described at the end of Sec. III B. These provide the m.e. values for the isovector np phase shifts. For the 2514 scattering data with 2332 degrees of freedom we expect χ 2 min /N df = 1.000 ± 0.029. We find χ 2 min (np) = 2489.2, or χ 2 /N df = 1.067. The boundary-condition parameters are listed in the lower half of Table III . The m.e. results for each group of data are given in Table II . There we give the χ 2 values, the predicted normalization with which the experimental data should be multiplied before comparing them with the theoretical values, which data were rejected, and why they were rejected. The np 1 S 0 and isoscalar phase shifts and mixing parameters which are parametrized by a boundary condition are listed in Table V . We do not give a m.e. error on the 3 G 4 phase shift, because for this partial wave the boundary-condition does not contain any free adjustable parameters. The np isovector phase shifts (except the 1 S 0 ) are given in Table VI . The values for the pion Coulomb corrections can be read off the tables by taking the difference between the pp phase shifts of Table IV and the corresponding np phase shifts of Table VI . These pion Coulomb corrections are very different from the corrections given by the VPI-SU analyses [11, 12] or the Graz prescription [17] . For example, in contrast with these latter two methods, in our analysis the 3 P np phase shifts are smaller than the corresponding pp phase shifts. The charge dependence in the 1 S 0 partial wave is not due to a theoretically calculated pion Coulomb correction, but arises from the independent parametrizations used for the pp and np systems, respectively.
We have also performed a combined partial-wave analysis. In this analysis we simultaneously fit the pp as well as the np data, so the pp phase shifts will then change in such a way that the corresponding np phase shifts (as obtained via the pion Coulomb corrections) give rise to a drop in the total χ 2 . To be specific, in the combined analysis the pp boundary-condition parameters are changed with the result that χ 2 on the pp data rises with ∆χ 2 = 7.7 from 1787.0 to 1794.7, but χ 2 on the np data drops with ∆χ 2 = 20.1 from 2489.2 to 2469.1. So the total χ 2 drops with ∆χ 2 = 12.4 from 4276.2 to 4263.8, and χ 2 /N df = 1.081. However, the rise in χ 2 on the pp data in the combined analysis, together with the fact that in our present approach the analysis of the pp data alone is less model dependent than the combined analysis, we believe that the phase shifts as obtained in the analysis of the pp data alone are closer to the "true" pp phase shifts. The differences between the phase shifts of the combined analysis and the two separate analyses are very small, but increase with increasing energies. To demonstrate the magnitude of these differences Tables IV-VI also contain the results from the combined analysis at 100, 200, and 300 MeV.
B. Energy-independent analyses
Although the energy-dependent analysis is far more superior than a set of energyindependent analyses (see the next section), we still decided to present the results of these analyses for reasons of comparison and to illustrate the situation.
Our s.e. analyses are performed by only fitting the a 0 constant of Eq. (12) for each partial wave. The other boundary-condition parameters are held fixed at their m.e. values in order to ensure the proper local energy behavior. It is important to note that in that way we explicitly include the constraints provided by the m.e. solution: all phase shifts that are not fitted (i.e., the intermediate and higher partial waves) are kept at their m.e. values. In our s.e. analyses the data are clustered around ten energies from 382.54 keV (the interference minimum) up to 320 MeV. These analyses provide us with ten error matrices. The error matrix is the inverse of half the second-derivative matrix of the χ 2 hypersurface with respect to the phase shifts which are varied within that particular energy bin. These error matrices for the pp, the np, and the combined pp + np analyses are available upon request. They can conveniently be used, for example, to make a quick comparison of the predictions of a potential model with the NN scattering data [158] .
The energy-dependence in our m.e. solution of V S (k 2 ) for the pp 3 P 0 partial wave is shown in Fig. 2(a) . The black bullets with their error bars are the short-range potentials as obtained in the s.e. analyses. The large error bar at, e.g., T lab = 25 MeV reflects the fact that in a s.e. analysis at 25 MeV the pp 3 P 0 phase shift cannot be determined very accurately. The s.e. result at 10 MeV is clearly off with respect to the m.e. curve. A similar discrepancy occurs in the 3 P 1 partial wave (not shown). Apparently, some of the pp data around 10 MeV are not completely consistent with the other data in our database. This was already inferred from the results of one of our earlier, preliminary analyses [2] . This figure also nicely demonstrates that all s.e. results are statistically scattered around the m.e. solution (as they should). In Fig. 2(b) we show what the total potential for the 3 P 0 partial wave looks like. The solid line is the value for the short-range potential corresponding to its value at T lab = 200 MeV and the dashed curve is the OPE potential, including the HBE contributions of the Nijmegen soft-core potential [10] .
A similar picture for the np 1 P 1 partial wave is shown in Fig 3. The s.e. short-range potentials for this partial wave at 25 and 100 MeV reflect the fact that the np data cannot pin down the 1 P 1 partial wave at these energies, due to a lack of accurate differential crosssection data.
The lower partial-wave phase shifts are plotted in Figs. 4 and 5. The solid curves represent the results from the energy-dependent analyses, and the black dots denote the results form the energy-independent analyses with their errors. In Fig. 4 the isovector np phase shifts as given via the pion Coulomb corrections are represented by the dashed line. The np 1 S 0 is parametrized independently of the pp 1 S 0 and hence is shown separately in Fig. 5 . The s.e. errors are the square roots of the diagonal elements of the error matrices.
Our s.e. values are statistically scattered around the curve representing the m.e. result, as they should. We also give the s.e. results from the 1992 VPI-SU solution VL40 which can be found in SAID [36] , and from the 1992 analysis by Bugg and Bryan [23] .
For most pp phase shifts the agreement is very good. A peculiar exception is the 3 P 0 phase shift from the VPI-SU analysis at 75 MeV. The difference with our m.e. solution amounts to almost 6 standard deviations. For the isoscalar np phase shifts the spread in the results of the three different s.e. solutions (Nijmegen, VPI-SU, and Bugg) is larger, where the Nijmegen s.e. results are still close to the Nijmegen m.e. solution. The differences are at least partially due to the different treatments of fixing the np isovector phase shifts (see Sec. III B). Other differences between these three analyses are in the treatment of the electromagnetic interaction and in the treatment of the higher partial waves.
Although for some phase shifts there appears to be a large difference between the three s.e. solutions, this does not truly reflect the uncertainty in these phase shifts. As already stressed before, the m.e. result provides the "best" value for the phase shift, and it can be determined very accurately.
The large values for the ε 1 mixing parameter of the VPI-SU solution at 50, 75, and 100 MeV are probably due to the fact that they do not remove the erroneous Harwell [85] and Uppsala [119] data. These data have a large influence on ε 1 as determined in an energy-independent analysis, whereas their influence in an energy-dependent analysis is much smaller. We do not find any evidence for a large ε 1 in our energy-dependent analysis. This is in disagreement with a recent claim based on the results of a set of s.e. analyses below 160 MeV [159] . But then this set of s.e. analyses is to a certain extent a kind of VPI-SU analysis: it uses the same computer code [36] and the same database (including some recent new data). It is not understandable that the results of these s.e. analyses were not compared with the results of a m.e. analysis, because this would have revealed that such large values for ε 1 can easily be ruled out.
C. Multi energy versus single energy
As already mentioned in the Introduction, the set of s.e. analyses requires many more fit parameters than the m.e. analysis covering the same energy region. As a representative example we here compare our m.e. and s.e. analyses of the NN data below 350 MeV. In our m.e. analysis of these data we need a total of 39 parameters to adequately describe the energy dependence of the phase shifts. Each additional parameter is superfluous in the sense that the statistical error on such a parameter turns out to be larger than the value of the parameter itself. Also the resulting drop in χ 2 min is negligible. On the other hand, for the set of ten s.e. analyses covering the same energy range we have a total of 116 parameters. The difference of 77 additional parameters indicates that the set of s.e. analyses is strongly overparametrized and hence contains noise. Although the total χ 2 reached in the ten s.e. analyses is 180 less than the χ 2 min reached in the m.e. analysis, this drop is only obtained at the expense of introducing 77 extra parameters (compared to the 39 parameters needed in the m.e. analysis).
Another shortcoming of doing s.e. analyses is that the data in the energy interval where the s.e. analysis is done can be such that they are very insensitive to variations in the value of one particular phase shift (e.g., the absence of np spin correlation data often implies that the ε 1 mixing parameter is ill determined). In that case that particular phase shift cannot reliably be determined in the s.e. analysis, whereas its value can be determined very accurately in the m.e. analysis (see below).
Similarly, it is possible that the energy interval we want to investigate in the s.e. partialwave analysis contains an erroneous set of data, which can be described reasonably well by adjusting one of the phase shifts without affecting the description of the other data too much. That particular phase shift will then differ very much from its m.e. value, which makes this solution unacceptable. Not comparing with the results of the energy-dependent analysis (and therefore, with the constraints imposed by all the other data) will not show the incorrectness of this solution. This can give rise to incorrect conclusions.
Because the χ 2 min obtained in our energy-dependent analysis is so close to the theoretical expectation value, we believe that we have a unique solution, which is then also rather stable. The values for the phase shifts and for the theoretically calculated scattering observables as well as the statistical m.e. errors on these quantities are then essentially correct. When we include new data in the m.e. partial-wave analysis, the phase shifts are not expected to change by more than one or two m.e. standard deviations. So the values and errors determined in the m.e. analysis are much more stable than those determined in the s.e. analysis. In two cases we will demonstrate this.
Recently, very accurate pp analyzing-power data at 50.04 MeV [38, 42] have become available, as well as an np longitudinal total cross section [110] and a set of np spin-correlation data at 67.5 MeV [112] . These experiments were expected to pin down the NN phase shifts around 50 MeV much more accurately. Let us see, what influence these experiments had on our m.e. solution. The 50.04 MeV pp A y data mainly affect the tensor (T) and spin-orbit (LS) combinations of the 3 P phase shifts. Without the new 50.04 MeV data our m.e. values for these phase shifts at 50 MeV are
• (22) and ∆ LS = 2.601
whereas with these data included they read
In the s.e. analysis covering the 50 MeV region these phase shifts change from whereas with these data included we get
The influence of these data in the s.e. analysis of the np data covering the 50 MeV region is much more pronounced. Without these new data there are no np data around 50 MeV that pin down the ε 1 mixing parameter. As a consequence, it has the unrealistic high value of ε 1 = 5.69
• (64) and rules of statistics do not apply anymore. The statistical errors on the s.e. phase parameters are much too small and the actual errors should be amended with large (unknown) systematic errors. Inclusion of the 67.5 MeV data improves the s.e. analysis considerably and we find ε 1 = 2.57
• (36) , in good agreement with the m.e. analysis. From these examples we see that our m.e. solution is very stable when we add these accurate new data, whereas the same is not necessarily true for the phase shifts as determined in a s.e. analysis.
Similarly, we investigated that the inclusion of the still unpublished data by the Erlangen [31, 32] and Karlsruhe [33] groups does not change the m.e. values for the phase shifts by more than one or two standard deviations.
D. Normalizations
The fact that the m.e. phase shifts can be determined very accurately also implies that angular dependences of cross sections, analyzing powers, spin correlation parameters, etc., are fixed rather well. As a consequence, the normalization on a particular group of such data can be determined very accurately in the m.e. analysis. In almost all cases our determination of the normalization is (much) more accurate than the uncertainty quoted by the experimentalists. An illustrative exception once again involves the 50.04 MeV pp analyzing-power data. Originally these ten A y data were presented with a 2% normalization uncertainty [38] . When we assume that the normalization for these data is unknown (i.e., we leave the normalization as a free parameter), we find in the m.e. analysis N fl,1 = 1.0150 (71) , which is consistent with, but more accurate than, the experimental determination of N ex,1 = 1.00 (2) . Including this latter experimental value we find N th,1 = 1.0133 (67) . Later in a separate experiment [42] there was a new determination of the normalization, yielding N ex,2 = 1.0069 (39) . When we compare this with our determination N fl,1 we see again the consistency, but now the error in N ex,2 is smaller than our error in N fl,1 . Renormalizing the original A y data with this factor 1.0069 and including the new scale uncertainty of 0.39%, we determine our new normalization to be N th,2 = 1.0019 (34) , which is in excellent agreement with the determination by the experimentalists.
One should realize, however, that this very accurate experimental determination of the normalization is only applicable at a small selected set of energies (for details, see Refs. [39, 42] ). At any other energy, it is extremely difficult or even impossible to achieve this high accuracy, whereas our m.e. analysis provides an accurate determination of the normalization of any group of data at any arbitrary energy below 350 MeV. This has important consequences. For instance, in case of differential cross-section measurements it is only the shape that is really of importance, and it is not necessary to go through the experimentally very difficult procedure of determining the absolute normalization to a high accuracy. This was already demonstrated in an earlier paper by our group [24] , where we discussed the 11 sets of differential cross sections by Bonner et al. [133] , where the measurements below 300 MeV have a free normalization, whereas the measurements above 300 MeV have a finite normalization uncertainty of 4%. There we showed that in our m.e. analysis the normalization for each set can be determined with an accuracy of 0.7%. There is almost no difference between the sets with a free normalization and the sets with the 4% normalization uncertainty.
Even in the extreme case where all groups of data are given a free normalization, we can still determine the normalizations very accurately, where the errors are only slightly larger.
VII. SUMMARY
We have performed m.e. partial-wave analyses on the pp data, on the np data, and on the combined database including the pp as well as the np data. For the pp analysis we find χ 2 /N data ≈ 1, which is significantly lower than any other m.e. partial-wave analysis we know of.
In these m.e. analyses all lower partial-wave phase shifts are accurately known. Hence, the results of any s.e. analysis should always be compared with this (or any other highquality) m.e. analysis in order to judge whether or not the resulting s.e. phase shifts are realistic. Our energy-dependent solution is expected to be very stable under the inclusion of new experiments. Consequently, we can give very accurate predictions of all NN scattering data at any angle and at any energy below 350 MeV. We have to make a proviso, however. Since we do not include any constraints on the energy behavior of the phase shifts beyond 350 MeV, the results at the high end of our energy range (T lab > ∼ 325 MeV) may be somewhat less reliable. A first indication for this shows up in the preliminary results of a pp analysis of all data up to 500 MeV, which includes inelasticities [160] . The χ 2 on the 300-350 MeV data in this latter analysis is somewhat higher than in the analysis presented in this paper. We believe that the results for the phase shifts obtained in the 0-500 MeV analysis are closer to the "true" values, because now the energy dependence near 350 MeV is not only dictated by the data below 350 MeV.
An advantage of having an accurate m.e. solution is that the normalization on a group of differential cross sections, analyzing powers, or spin correlation parameters can be determined very accurately. There is no impediment in only measuring the angular distribution of, e.g., the differential cross section and to forgo the experimentally much more difficult determination of the absolute normalization. However, we are still in need of more accurate data. For instance, around 10 MeV there are inconsistencies between the pp scattering data, whereas in the 100 MeV region the quality and variety of both pp and np data is very poor. Moreover, in order to be able to do an analysis of the np data, we had to resort to some particular assumptions to provide us with the isovector phase shifts. An independent analysis of the np data, parametrizing the isoscalar as well as the isovector partial waves, is under investigation. However, because of the large number of partial waves to be parametrized, it is still rather difficult to perform such an analysis and it would be very helpful to have more high-accuracy np experiments at our disposal.
Finally, we mention that for the 3 S 1 -3 D 1 coupled channel, we can also easily extrapolate the energy dependence to the deuteron pole. In that way we are able to extract some of the deuteron parameters from the scattering data. Preliminary results using this method have been published some years ago, when we analyzed the np scattering data below 30 MeV [161] . A detailed account of the determination of the deuteron parameters and the other low-energy parameters using the energy dependence as given by our present m.e. analysis will be left to a future paper. Here we only quote the result of this extrapolation which yields B = 2.2247 (35) MeV for the deuteron binding energy. This is in excellent agreement with the experimental determination [162] of B = 2.224 575(9) MeV. [34, 35] ). An asterisk denotes data not included in the data set NN931 of SAID (Ref. [36] 
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