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Abstract. In 2008, Ben-Amram, Jones and Kristiansen showed that for
a simple programming language—representing non-deterministic imper-
ative programs with bounded loops, and arithmetics limited to addition
and multiplication—it is possible to decide precisely whether a program
has certain growth-rate properties, in particular whether a computed
value, or the program’s running time, has a polynomial growth rate.
A natural and intriguing problem was to improve the precision of the
information obtained. This paper shows how to obtain asymptotically-
tight multivariate polynomial bounds for this class of programs. This is a
complete solution: whenever a polynomial bound exists it will be found.
1 Introduction
One of the most important properties we would like to know about programs is
their resource usage, i.e., the amount of resources (such as time, memory and en-
ergy) required for their execution. This information is useful during development,
when performance bugs and security vulnerabilities exploiting performance is-
sues can be avoided. It is also particularly relevant for mobile applications, where
resources are limited, and for cloud services, where resource usage is a major cost
factor.
In the literature, a lot of different “cost analysis” problems (also called “re-
source bound analysis,” etc.) have been studied (e.g. [27, 24, 18, 1, 13, 19, 11, 26]);
several of them may be grouped under the following general definition. The
countable resource problem asks about the maximum usage of a “resource” that
accumulates during execution, and which one can explicitly count, by instru-
menting the program with an accumulator variable and instructions to incre-
ment it where necessary. For example, we can estimate the execution time of
a program by counting certain “basic steps”. Another example is counting the
number of visits to designated program locations. Realistic problems of this type
include bounding the number of calls to specific functions, perhaps to system
services; the number of I/O operations; number of accesses to memory, etc. The
consumption of resources such as energy suits our problem formulation as long
as such explicit bookkeeping is possible (we have to assume that the increments,
if not constant, are given by a monotone polynomial expression).
In this paper we solve the bound analysis problem for a particular class of
programs, defined in [7]. The bound analysis problem is to find symbolic bounds
on the maximal possible value of an integer variable at the end of the program,
in terms of some integer-valued variables that appear in the initial state of a
computation. Thus, a solution to this problem might be used for any of the
resource-bound analyses above. In this work we focus on values that grow poly-
nomially (in the sense of being bounded by a polynomial), and our goal is to find
polynomial bounds that are tight, in the sense of being precise up to a constant
factor.
The programs we study are expressed by the so-called core language. It is
imperative, including bounded loops, non-deterministic branches and restricted
arithmetic expressions; the syntax is shown in Fig. 1. Semantics is explained
and motivated below, but is largely intuitive; see also the illustrative example in
Fig. 2. In 2008, it was proved [7] that for this language it is decidable whether
a computed result is polynomially bounded or not. This makes the language an
attractive target for work on the problem of computing tight bounds. However,
for the past ten years there has been no improvement on [7]. We now present an
algorithm to compute, for every program in the language, and every variable in
the program which has a polynomial upper bound (in terms of input values), a
tight polynomial bound on its largest attainable value (informally, “the worst-
case value”) as a function of the input values. The bound is guaranteed to be tight
up to a multiplicative constant factor but constants are left implicit (for example
a bound quadratic in n will always be represented as n2). The algorithm could
be extended to compute upper and lower bounds with explicit constant factors,
but choosing to ignore coefficients simplifies the algorithm considerably. In fact,
we have striven for a simple, comprehensible algorithm, and we believe that the
algorithm we present is sufficiently simple that, beyond being comprehensible,
offers insight into the structure of computations in this model.
1.1 The core language
X ∈ Variable ::= X1 | X2 | X3 | . . . | Xn
E ∈ Expression ::= X | E + E | E * E
C ∈ Command ::= skip | X:=E | C1;C2 | loop E {C}
| choose C1 or C2
Fig. 1. Syntax of the core language.
Data. It is convenient to assume (without loss of generality) that the only type
of data is non-negative integers. Note that a realistic (not “core”) program may
include many statements that manipulate non-integer data that are not rele-
vant to loop control—so in a complexity analysis, we may be able to abstract
these parts away and still analyze the variables of interest. In other cases, it is
possible to preprocess a program to replace complex data values with their size
(or “norm”), which is the quantity of importance for loop control. Methods for
this process have been widely studied in conjunction with termination and cost
analysis.
Command semantics. The core language is inherently non-deterministic. The
choose command represents a non-deterministic choice, and can be used to ab-
stract any concrete conditional command by simply ignoring the condition; this
is necessary to ensure that our analysis problem is decidable. Note that what
we ignore is branches within a loop body and not branches that implement the
loop control, which we represent by a dedicated loop command. The command
loop E {C} repeats C a (non-deterministic) number of times bounded by the
value of E, which is evaluated just before the loop is entered. Thus, as a conser-
vative abstraction, it may be used to model different forms of loops (for-loops,
while-loops) as long as a bound on the number of iterations, as a function of
the program state on loop initiation, can be determined and expressed in the
language. There is an ample body of research on analysing programs to find such
bounds where they are not explicitly given by the programmer; in particular,
bounds can be obtained from a ranking function for the loop[23, 3, 2, 5, 6]. Note
that the arithmetic in our language is too restricted to allow for the maintenance
of counters and the creation of while loops, as there is no subtraction, no explicit
constants and no tests. Thus, for realistic “concrete” programs which use such
devices, loop-bound analysis is supposed to be performed on the concrete pro-
gram as part of the process of abstracting it to the core language. This process
is illustrated in [9, Sect. 2].
From a computability viewpoint, the use of bounded loops restricts the pro-
grams that can be represented to such that compute primitive recursive func-
tions; this is a rich enough class to cover a lot of useful algorithms and make the
analysis problem challenging. In fact, our language resembles a weakened version
of Meyer and Ritchie’s LOOP language [20], which computes all the primitive
recursive functions, and where behavioral questions like “is the result linearly
bounded” are undecidable.
loop X1 {
loop X2 + X3 { choose { X3:= X1; X2:= X4 } or { X3:= X4; X2:= X1 } };
X4:= X2 + X3
};
loop X4 { choose { X3:= X1 + X2 + X3 } or { X3:= X2; X2:= X1 } }
Fig. 2. A core-language program. loop n C means “do C at most n times.”
1.2 The algorithm
Consider the program in Fig. 2. Suppose that it is started with the values of
the variables X1, X2, . . . being x1, x2, . . . . Our purpose is to bound the values of
all variables at the conclusion of the program in terms of those initial values.
Indeed, they are all polynomially bounded, and our algorithm provides tight
bounds. For instance, it establishes that the final value of X3 is tightly bounded
(up to a constant factor) by max(x4(x4 + x
2
1), x4(x2 + x3 + x
2
1)).
In fact, it produces information in a more precise form, as a disjunction
of simultaneous bounds. This means that it generates vectors, called multi-
polynomials, that give simultaneous bounds on all variables; for example, with
the program in Fig. 2, one such multi-polynomial is 〈x1, x2, x3, x4〉 (this is the
result of all loops taking a very early exit). This form is important in the con-
text of a compositional analysis. To see why, suppose that we provide, for a
command with variables X, Y, the bounds 〈x, y〉 and 〈y, x〉. Then we know that
the sum of their values is always bounded by x+y, a result that would have not
been deduced had we given the bound max(x, y) on each of the variables. The
difference may be critical for the success of analyzing an enclosing or subsequent
command.
Multivariate bounds are often of interest, and perhaps require no justification,
but let us point out that multivariate polynomials are necessary even if we’re
ultimately interested in a univariate bound, in terms of some single initial value,
say n. This is, again, due to the analysis being compositional. When we analyze
an internal command that uses variables X, Y, . . . we do not know in what possible
contexts the command will be executed and how the values of these variables
will be related to n.
Some highlights of our solution are as follows.
– We reduce the problem of analyzing any core-language program to the prob-
lem of analyzing a single loop, whose body is already processed, and therefore
presented as a collection of multi-polynomials. This is typical of algorithms
that analyze a structured imperative language and do so compositionally.
– Since we are computing bounds only up to a constant factor, we work with
abstract polynomials, that have no numeric coefficients.
– We further introduce τ -polynomials, to describe the evolution of values in
a loop. These have an additional parameter τ (for “time”; more precisely,
number of iterations). Introducing τ -polynomials was a key step in the so-
lution.
– The analysis of a loop is simply a closure computation under two operations:
ordinary composition, and generalization which is the operation that predicts
the evolution of values by judiciously adding τ ’s to idempotent abstract
multi-polynomials.
The remainder of this paper is structured as follows. In Section 2 we give
some definitions and state our main result. In Sections 3—5 we present our
algorithm. In Section 6, we outline the correctness proofs. Section 7 considers
related work, and Section 8 concludes and discusses ideas for further work.
2 Preliminaries
In this section, we give some basic definitions, complete the presentation of our
programming language and precisely state the main result.
2.1 Some notation and terminology
The language We remark that in our language syntax there is no special form
for a “program unit”; in the text we sometimes use “program” for the subject
of our analysis, yet syntactically it’s just a command.
Polynomials and multi-polynomials We work throughout this article with multi-
variate polynomials in x1, . . . , xn that have non-negative integer coefficients and
no variables other than x1, . . . , xn; when we speak of a polynomial we always
mean one of this kind. Note that over the non-negative integers, such polynomials
are monotonically (weakly) increasing in all variables.
The post-fix substitution operator [a/b] may be applied to any sort of expres-
sion containing a variable b, to substitute a instead; e.g., (x2 + yx+ y)[2z/y] =
x2 + 2zx+ 2z.
When discussing a command, state-transition, or program trace, with a vari-
able Xi, xi will denote, as a rule, the initial value of this variable, and x
′
i its
final value. Thus we distinguish the syntactic entity by the typewriter font. We
write the polynomials manipulated by our algorithms using the variable names
xi. We presume that an implementation of the algorithm represents polynomials
concretely so that ordinary operations such as composition can be applied, but
otherwise we do not concern ourselves much with representation.
The parameter n always refers to the number of variables in the subject
program. The set [n] is {1, . . . , n}. For a set S an n-tuple over S is a mapping
from [n] to S. The set of these tuples is denoted by Sn. Throughout the paper,
various natural liftings of operators to collections of objects is tacitly assumed,
e.g., if S is a set of integers then S + 1 is the set {s + 1 | s ∈ S} and S + S is
{s + t | s, t ∈ S}. We use such lifting with sets as well as with tuples. If S is
ordered, we extend the ordering to Sn by comparing tuples element-wise (this
leads to a partial order, in general, e.g., with natural numbers, 〈1, 3〉 and 〈2, 2〉
are incomparable).
Definition 1. A polynomial transition (PT) represents a mapping of an “in-
put” state x = 〈x1, . . . , xn〉 to a “result” state x′ = 〈x′1, . . . , x′n〉 = p(x) where
p = 〈p[1], . . . ,p[n]〉 is an n-tuple of polynomials. Such a p is called a a multi-
polynomial (MP); we denote by MPol the set of multi-polynomials, where the
number of variables n is fixed by context.
Multi-polynomials are used in this work to represent the effect of a command.
Various operations will be applied to MPs, mostly obvious—in particular, com-
position (which corresponds to sequential application of the transitions). Note
that composition of multi-polynomials, q◦p, is naturally defined since p supplies
n values for the n variables of q (in other words, they are composed as functions
in Nn → Nn). We define Id to be the identity transformation, x′ = x (in MP
notation: p[i] = xi for i = 1, . . . , n).
2.2 Formal semantics of the core language
The semantics associates with every command C over variables X1, . . . , Xn a re-
lation [[C]] ⊆ Nn × Nn. In the expression x[[C]]y, vector x (respectively y) is the
store before (after) the execution of C.
The semantics of skip is the identity. The semantics of an assignment Xi:=E
associates to each store x a new store y obtained by replacing the component xi
by the value of the expression E when evaluated over store x. This is defined in
the natural way (details omitted), and is denoted by [[E]]x. Composite commands
are described by the straight-forward equations:
[[C1; C2]] = [[C2]] ◦ [[C1]]
[[choose C1 or C2]] = [[C1]] ∪ [[C2]]
[[loop E {C}]] = {(x,y) | ∃i ≤ [[E]]x : x[[C]]iy}
where [[C]]
i
represents [[C]] ◦ · · · ◦ [[C]] (i occurrences of [[C]]); and [[C]]0 = Id .
Remarks The following two changes may enhance the applicability of the core
language for simulating certain concrete programs; we include them as “options”
because they do not affect the validity of our proofs.
1. The semantics of an assignment operation may be non-deterministic: X:=E
assigns to X some non-negative value bounded by E. This is useful to abstract
expressions which are not in the core language, and also to use the results
of size analysis of subprograms. Such an analysis may determine invariants
such as “the value of f(X,Y) is at most the sum of X and Y.”
2. The domain of the integer variables may be extended to Z. In this case the
bounds that we seek are on the absolute value of the output in terms of
absolute values of the inputs. This change does not affect our conclusions
because of the facts |xy| = |x| · |y| and |x+ y| ≤ |x|+ |y|. The semantics of
the loop command may be defined either as doing nothing if the loop bound
is not positive, or using the absolute value as a bound.
2.3 Detailed statement of the main result
The polynomial-bound analysis problem is to find, for any given command, which
output variables are bounded by a polynomial in the input values (which are
simply the values of all variables upon commencement of the program), and
to bound these output values tightly (up to constant factors). The problem of
identifying the polynomially-bounded variables is completely solved by [7]. We
rely on that algorithm, which is polynomial-time, to do this for us (as further
explained below).
Our main result is thus stated as follows.
Theorem 1. There is an algorithm which, for a command C, over variables X1
through Xn, outputs a set B of multi-polynomials, such that the following hold,
where PB is the set of indices i of variables Xi which are polynomially bounded
under [[C]].
1. (Bounding) There is a constant cp associated with each p ∈ B, such that
∀x,y . x[[C]]y =⇒ ∃p ∈ B .∀i ∈ PB . yi ≤ cpp[i](x)
2. (Tightness) For every p ∈ B there are constants dp > 0, x0 such that for all
x ≥ x0 there is a y such that
x[[C]]y and ∀i ∈ PB . yi ≥ dpp[i](x).
3 Analysis Algorithm: First Concepts
The following sections describe our analysis algorithm. Naturally, the most in-
tricate part of the analysis concerns loops. In fact we break the description into
stages: first we reduce the problem of analyzing any program to that of analyzing
simple disjunctive loops, defined next. Then, we approach the analysis of such
loops, which is the main effort in this work.
Definition 2. A simple disjunctive loop (SDL) is a finite set of PTs.
The loop is “disjunctive” because its meaning is that in every iteration, any
of the given transitions may be applied. The semantics is formalized by traces
(Definition 4). A SDL does not specify the number of iterations; our analysis
generates polynomials which depend on the number of iterations as well as the
initial state. For this purpose, we now introduce τ -polynomials where τ repre-
sents the number of iterations.
Definition 3. τ -polynomials are polynomials in x1, . . . , xn and τ .
τ has a special status and does not have a separate component in the polyno-
mial giving its value. If p is a τ -polynomial, then p(v1, . . . , vn) is the result of
substituting each vi for the respective xi; and we also write p(v1, . . . , vn, t) for
the result of substituting t for τ as well. The set of τ -polynomials in n variables
(n known from context) is denoted τPol.
Multi-polynomials and polynomial transitions are formed from τ -polynomials
just as previously defined and are used to represent the effect of a variable number
of iterations. For example, the τ -polynomial transition 〈x′1, x′2〉 = 〈x1, x2 + τx1〉
represents the effect of repeating (τ times) the assignment X2:= X2 + X1. The
effect of iterating the composite command: X2:= X2 + X1; X3:= X3 + X2 has an
effect described by x′ = 〈x1, x2 + τx1, x3 + τx2 + τ2x1〉 (here we already have
an upper bound which is not reached precisely, but is correct up to a constant
factor). We denote the set of τ -polynomial transitions by τMPol. We should
note that composition q ◦ p over τMPol is performed by substituting p[i] for
each occurrence of xi in q. Occurrences of τ are unaffected (since τ is not part
of the state). We make a couple of preliminary definitions before reaching our
goal which is the definition of the simple disjunctive loop problem (Definition 6).
Definition 4. Let S be a set of polynomial transitions. An (abstract) trace over
S is a finite sequence p1; . . . ; p|σ| of elements of S. Thus |σ| denotes the length
of the trace. The set of all traces is denoted S∗. We write [[σ]] for the composed
relation p|σ| ◦ · · · ◦ p1 (for the empty trace, ε, we have [[ε]] = Id).
Definition 5. Let p(x) be a (concrete or abstract) τ -polynomial. We write p˙ for
the sum of linear monomials of p, namely any one of the form axi with constant
coefficient a. We write p¨ for the rest. Thus p = p˙+ p¨.
Definition 6 (Simple disjunctive loop problem). The simple disjunctive
loop problem is: given the set S, find (if possible) a finite set B of τ -polynomial
transitions which tightly bound all traces over S. More precisely, we require:
1. (Bounding) There is a constant cp > 0 associated with each p ∈ B, such that
∀x,y, σ . x[[σ]]y =⇒ ∃p ∈ B .y ≤ cpp(x, |σ|)
2. (Tightness) For every p ∈ B there are constants dp > 0, x0 such that for all
x ≥ x0 there are a trace σ and a state vector y such that
x[[σ]]y ∧ y ≥ p˙(x, |σ|) + dpp¨(x, |σ|) .
Note that in the lower-bound clause (2), the linear monomials of p are not
multiplied, in the left-hand side, by the coefficient dp; this sets, in a sense, a
stricter requirement for them: if the trace maps x to x2 then the bound 2x2 is
acceptable, but if it maps x to x, the bound 2x is not accepted. The reader may
understand this technicality by considering the effect of iteration: it is important
to distinguish the transition x′1 = x1, which can be iterated ad libitum, from
the transition x′1 = 2x1, which produces exponential growth on iteration. Dis-






1 is not as important. The result set B above is
sometimes called a loop summary. We remark that Definition 6 implies that the
max of all these polynomials provides a “big Theta” bound for the worst-case
(namely biggest) results of the loop’s computation. We prefer, however, to work
with sets of polynomials. Another technical remark is that cp, dp range over real
numbers. However, our data and the coefficients of polynomials remain integers,
it is only such comparisons that are performed with real numbers (specifically,
to allow cp to be smaller than one).
4 Reduction to Simple Disjunctive Loops
We show how to reduce the problem of analysing core-language programs to the
analysis of polynomially-bounded simple disjunctive loops.
4.1 Symbolic evaluation of straight-line code
Straight-line code consists of atomic commands—namely assignments (or skip,
equivalent to X1:= X1), composed sequentially. It is obvious that symbolic eval-
uation of such code leads to polynomial transitions.
Example 1. X2:= X1; X4:= X2 + X3; X1:= X2 * X3
is precisely represented by the transition 〈x1, x2, x3〉′ = 〈x1x3, x1, x3, x1 + x3〉.
4.2 Evaluation of non-deterministic choice
Evaluation of the command choose C1 or C2 yields a set of possible outcomes.
Hence, the result of analyzing a command will be a set of multi-polynomial
transitions. We express this in the common notation of abstract semantics:
[[C]]
S ∈ ℘(MPol) .
For uniformity, we consider [[C]]
S
for an atomic command to be a singleton in
℘(MPol) (this means that we represent a transition x′ = p(x) by {p}). Compo-
sition is naturally extended to sets, and the semantics of a choice command is









Example 2. X2:= X1; choose { X4:= X2 + X3 } or { X1:= X2 * X3 }
is represented by the set {〈x1, x1, x3, x1 + x3〉, 〈x1x3, x1, x3, x4〉}.
4.3 Handling loops
The above shows that any loop-free command in our language can be precisely
represented by a finite set of PTs. Consequently, the problem of analyzing any
command is reduced to the analysis of simple disjunctive loops.
Suppose that we have an algorithm Solve that takes a simple disjunctive
loop and computes tight bounds for it (see Definition 6). We use it to complete






Thus, the whole solution is constructed as an ordinary abstract interpre-
tation, following the semantics of the language, except for procedure Solve,
described below.
Example 3. X4:= X1; loop X4 { X2:= X1 + X2; X3:= X2 }.
The loop includes just one PT. Solving the loop yields a set L = {〈x1, x2, x3, x4〉,
〈x1, x2 + τx1, x2 + τx1, x4〉} (the first MP accounts for zero iterations, the sec-
ond covers any positive number of iterations). We can now compute the effect
of the given command as
L[x4/τ ] ◦ [[X4 := X1]]S = L[x4/τ ] ◦ {〈x1, x2, x3, x1〉}
= {〈x1, x2, x3, x1〉, 〈x1, x2 + x21, x2 + x21, x1〉}.
The next section describes procedure Solve, and operates under the assump-
tion that all variables are polynomially bounded in the loop. However, a loop
can generate exponential growth. To cover this eventuality, we first apply the
algorithm of [7] which identifies which variables are polynomially bounded. If
some Xi is not polynomially bounded we replace the ith component of all the
loop transitions with xn (recall that we assume xn to be a dedicated, unmodi-
fied variable). Clearly, after this change, all variables are polynomially bounded;
moreover, variables which are genuinely polynomial are unaffected, because they
cannot depend on a super-exponential quantity (given the restricted arithmetics
in our language). In reporting the results of the algorithm, we should display
“super-polynomial” instead of all bounds that depend on xn.
5 Simple Disjunctive Loop Analysis Algorithm
Intuitively, evaluating loop E {C} abstractly consists of simulating any finite
number of iterations, i.e., computing
Qi = {Id} ∪ P ∪ (P ◦ P ) ∪ · · · ∪ P (i) (1)
where P = [[C]]
S ∈ ℘(MPol). The question now is whether the sequence (1)
reaches a fixed point. In fact, it often doesn’t. However, it is quite easy to see
that in the multiplicative fragment of the language, that is, where the addition
operator is not used, such non-convergence is associated with exponential growth.
Indeed, since there is no addition, all our polynomials are monomials with a
leading coefficient of 1 (monic monomials)—this is easy to verify. It follows that
if the sequence (1) does not converge, higher and higher exponents must appear,
which indicates that some variable cannot be bounded polynomially. Taking the
contrapositive, we conclude that if all variables are known to be polynomially
bounded the sequence will converge. Thus we have the following easy (and not
so satisfying) result:
Observation 2 For a SDL that does not use addition, the sequence Qi as in
(1) reaches a fixed point, and the fixed point provides tight bounds for all the
polynomially-bounded variables.
When we have addition, we find that knowing that all variables are polyno-
mially bounded does not imply convergence of the sequence (1). An example is:
loop X3 { X1:= X1 + X2 } yielding the infinite sequence of MPs 〈x1, x2, x3〉,
〈x1 + x2, x2, x3〉, 〈x1 + 2x2, x2, x3〉, . . . Our solution employs two means. One
is the introduction of τ -polynomials, already presented. The other is a kind of
abstraction—intuitively, ignoring the concrete values of (non-zero) coefficients.
Let us first define this abstraction:
Definition 7. APol, the set of abstract polynomials, consists of formal sums of
distinct monomials over x1, . . . , xn, where the coefficient of every monomial in-
cluded is 1. We extend the definition to an abstraction of τ -polynomials, denoted
τAPol.
The meaning of abstract polynomials is given by the following rules:
1. The abstraction of a polynomial p, α(p), is obtained by modifying all (non-
zero) coefficients to 1.
2. Addition and multiplication in τAPol is defined in a natural way so that
α(p) + α(q) = α(p+ q) and α(p) · α(q) = α(p · q) (to carry these operations
out, you just go through the motions of adding or multiplying ordinary
polynomials, ignoring the coeffcient values).
3. The canonical concretization of an abstract polynomial, γ(p) is obtained by
simply regarding it as an ordinary polynomial.
4. These definitions extend naturally to tuples of (abstract) polynomials.
5. The set of abstract multi-polynomials AMPol and their extension with τ
(τAMPol) are defined as n-tuples over APol (respectively, τAPol). We use
AMP as an abbreviation for abstract multi-polynomial.
6. Composition p •q, for p,q ∈ AMPol (or τAMPol) is defined as α(γ(p)◦γ(q));
it is easy to see that one can perform the calculation without the detour
through polynomials with coefficients. The different operator symbol (“•”
versus “◦”) helps in disambiguating expressions.
Analysing a SDL. To analyse a SDL specified by a set of MPs S, we start
by computing α(S). The rest of the algorithm computes within τAMPol. We
define two operations that are combined in the analysis of loops. The first, which
we call closure, is simply the fixed point of accumulated iterations as in the
multiplicative case. It is introduced by the following two definitions.
Definition 8 (iterated composition). Let t be any abstract τ -MP. We define
t•(n), for n ≥ 0, by:
t•(0) = Id
t•(n+1) = t • t•(n).
For a set T of abstract τ -MPs, we define, for n ≥ 0:
T •(0) = {Id}
T •(n+1) = T •(n) ∪
⋃
q∈T , p∈T •(n)
q •p .
Note that t•(n) = α(γ(t)(n)), where p(n) is defined using ordinary composition.





In the correctness proof, we argue that when all variables are polynomially
bounded in a loop S, the closure of α(S) can be computed in finite time; equiva-
lently, it equals
⋃k
i=0(α(S))•(i) for some k. The argument is essentially the same
as in the multiplicative case.
The second operation is called generalization and its role is to capture the
behaviour of accumulator variables, meaning variables that grow by accumulat-
ing increments in the loop, and make explicit the dependence on the number of
iterations. The identification of which additive terms in a MP should be consid-
ered as increments that accumulate is at the heart of our problem, and is greatly
simplified by concentrating on idempotent AMPs.
Definition 10. p ∈ τAMPol is called idempotent if p •p = p.
Note that this is composition in the abstract domain. So, for instance, 〈x1, x2〉
is idempotent, and so is 〈x1 + x2, x2〉, while 〈x1x2, x2〉 and 〈x1 + x2, x1〉 are not.
Definition 11. For p an (abstract) multi-polynomial, we say that xi is self-
dependent in p if p[i] depends on xi. We call a monomial self-dependent if all
the variables appearing in it are.
Definition 12. We define a notational convention for τ -MPs. Assuming that
p[i] depends on xi, we write
p[i] = xi + τp[i]
′ + p[i]′′ + p[i]′′′ ,
where p[i]′′′ includes all the non-self-dependent monomials of p[i], while the self-
dependent monomials (other than xi) are grouped into two sums: τp[i]
′, including
all monomials with a positive degree of τ , and p[i]′′ which includes all the τ -free
monomials.
Example 4. Let p = 〈x1 + τx2 + τx3 + x3x4, x3, x3, x4〉. The self-dependent
variables are all but x2. Since x1 is self-dependent, we will apply the above
definition to p[1], so that p[1]′ = x3, p[1]′′ = x3x4 and p[1]′′′ = τx2. Note that
a factor of τ is stripped in p[1]′. Had the monomial been τ2x3, we would have
p[1]′ = τx3.




′ + τp[i]′′ + p[i]′′′ if p[i] depends on xi
p[i] otherwise.
Note that the arithmetic here is abstract (see examples below). Note also that
in the term τp[i]′ the τ is already present in p, while in τp[i]′′ it is added to
existing monomials. In this definition, the monomials of p[i]′′′ are treated like
those of τp[i]′; however, in certain steps of the proofs we treat them differently,
which is why the notation separates them.
Example 5. Let p = 〈x1 + x3, x2 + x3 + x4, x3, x3〉
Note that p •p = p. We have pτ = 〈x1 + τx3, x2 + τx3 + x4, x3, x3〉.
Example 6. Let p = 〈x1 + τx2 + τx3 + τx3x4, x3, x3, x4〉
Note that p •p = p. The self-dependent variables are all but x2.
We have pτ = 〈x1 + τx2 + τx3 + τx3x4, x3, x3, x4〉 = p.
Finally we can present the analysis of the loop command.
Algorithm Solve(S)
Input: S, a polynomially-bounded disjunctive simple loop
Output: a set of τ -MPs which tightly approximates the effect of all S-traces.
1. Set T = α(S).
2. Repeat the following steps until T remains fixed:
(a) Closure: Set T to Cl(T ).
(b) Generalization: For all p ∈ T such that p •p = p, add pτ to T .
Example 7. loop X3 { X1:= X1 + X2; X2:= X2 + X3; X4:= X3 }
The body of the loop is evaluated symbolically and yields the multi-polynomial:
p = 〈x1 + x2, x2 + x3, x3, x3〉
Now, computing within AMPol,
α(p)
•(2)






Here the closure computation stops. Since α(p•(2)) is idempotent, we compute
q = (α(p)
•(2)
)τ = 〈x1 + τx2 + τx3, x2 + τx3, x3, x3〉
and applying closure again, we obtain some additional results:
q •α(p) = 〈x1 + x2 + x3 + τx2 + τx3, x2 + x3 + τx3, x3, x3〉
(q)•(2) = 〈x1 + τx2 + τx3 + τ2x3, x2 + τx3, x3, x3〉
(q)•(2) •α(p) = 〈x1 + x2 + x3 + τx2 + τx3 + τ2x3, x2 + x3 + τx3, x3, x3〉
The last element is idempotent but applying generalization does not generate
anything new. Thus the algorithm ends. The reader may reconsider the source
code to verify that we have indeed obtained tight bounds for the loop.
6 Correctness
We claim that our algorithm obtains a description of the worst-case results of
the program that is precise up to constant factors. That is, we claim that the set
of MPs returned provides an upper bound (on all executions) which is also tight;
tightness means that every MP returned is also a lower bound (up to a constant
factor) on an infinite sequence of possible executions. Unfortunately, due to space
constraints, we are not able to give full details of the proofs here; however, we
give the main highlights. Intuitively, what we want to prove is that the multi-
polynomials we compute cover all “behaviors” of the loop. More precisely, in the
upper-bound part of the proof we want to cover all behaviors: upper-bounding
is a universal statement. To prove that bounds are tight, we show that each such
bound constitutes a lower bound on a certain “worst-case behavior”: tightness
is an existential statement. The main aspects of these proofs are as follows:
– A key notion in our proofs is that of realizability. Intuitively, when we come
up with a bound, we want to show that there are traces that achieve (realize)
this bound for arbitrarily large input values.
– In the lower-bound proof, we describe a “behavior” by a pattern. A pattern
is constructed like a regular expression with concatenation and Kleene-star.
However, they allow no nested iteration constructs, and the starred sub-
expressions have to be repeated the same number of times; for example, the
pattern p∗q∗ generates the traces {ptqt, t ≥ 0}. The proof constructs a
pattern for every multi-polynomial computed, showing it is realizable. It is
interesting that such simple patterns suffice to establish tight lower bounds
for all our programs.
– In the upper-bound proof, we describe all “behaviors” by a finite set of well-
typed regular expressions [10]. This elegant tool channels the power of the
Factorization Forest Theorem [25]; this brings out the role of idempotent
elements, which is key in our algorithm.
– Interestingly, the lower-bound proof not only justifies the tightness of our up-
per bounds, it also justifies the termination of the algorithm and the applica-
tion of the Factorization Forest Theorem in the upper-bound proof, because
it shows that our abstract multi-polynomials generate a finite monoid.
7 Related Work
Bound analysis, in the sense of finding symbolic bounds for data values, itera-
tion bounds and related quantities, is a classic field of program analysis [27, 24,
18]. It is also an area of active research, with tools being currently (or recently)
developed including COSTA [1], AProVE [13], CiaoPP [19] , C4B [11], Loo-
pus [26]—all for imperative programs. There is also work on functional and logic
programs, term rewriting systems, recurrence relations, etc. which we cannot at-
tempt to survey here. In the rest of this section we survey work which is more
directly related to ours, and has even inspired it.
The LOOP language is due to Meyer and Ritchie [20], who note that it
computes only primitive recursive functions, but complexity can rise very fast,
even for programs with nesting-depth 2. Subsequent work [16, 17, 22, 15] con-
cerning similar languages attempted to analyze such programs more precisely;
most of them proposed syntactic criteria, or analysis algorithms, that are suffi-
cient for ensuring that the program lies in a desired class (often, polynomial-time
programs), but are not both necessary and sufficient: thus, they do not prove de-
cidability (the exception is [17] which has a decidability result for a weak “core”
language). The core language we use in this paper is from Ben-Amram et al. [7],
who observed that by introducing weak bounded loops instead of concrete loop
commands and non-deterministic branching instead of “if”, we have weakened
the semantics just enough to obtain decidability of polynomial growth-rate. Jus-
tifying the necessity of these relaxations, [8] showed undecidability for a language
that can only do addition and definite loops (that cannot exit early).
In the vast literature on bound analysis in various forms, there are a few
other works that give a complete solution for a weak language. Size-change pro-
grams are considered by [12, 28]. Size-change programs abstract away nearly
everything in the program, leaving a control-flow graph annotated with asser-
tions about variables which decrease (or do not increase) in a transition. Thus, it
does not assume structured and explicit loops, and it cannot express information
about values which increase. Both works yield tight bounds on the number of
transitions until termination.
Dealing with a somewhat different problem, [21, 14] both check, or find, in-
variants in the form of polynomial equations. We find it remarkable that they
give complete solutions for weak languages, where the weakness lies in the non-
deterministic control-flow, as in our language. If one could give a complete so-
lution for polynomial inequalities, this would have implied a solution to our
problem as well.
8 Conclusion and Further Work
We have solved an open problem in the area of analyzing programs in a simple
language with bounded loops. For our language, it has been previously shown
that it is possible to decide whether a variable’s value, number of steps in the
program, etc. are polynomially bounded or not. Now, we have an algorithm that
computes tight polynomial bounds on the final values of variables in terms of
initial values. The bounds are tight up to constant factors (suitable constants are
also computable). This result improves our understanding of what is computable
by, and about, programs of this form. An interesting corollary of our algorithm
is that as long as variables are polynomially bounded, their worst-case bounds are
described tightly by (multivariate) polynomials. This is, of course, not true for
common Turing-complete languages. Another interesting corollary of the proofs
is the definition of a simple class of patterns that suffice to realize the worst-case
behaviors. This will appear in a planned extended version of this paper.
There are a number of possible directions for further work. We would like to
look for decidability results for richer (yet, obviously, sub-recursive) languages.
Some possible language extensions include deterministic loops, variable resets
(cf. [4]), explicit constants, and procedures. The inclusion of explicit constants
is a particularly challenging open problem.
Rather than extending the language, we could extend the range of bounds
that we can compute. In light of the results in [17], it seems plausible that
the approach can be extended to classify the Grzegorczyk-degree of the growth
rate of variables when they are super-polynomial. There may also be room for
progress regarding precise bounds of the form 2poly.
In terms of time complexity, our algorithm is polynomial in the size of the
program times nnd, where d is the highest degree of any MP computed. Such
exponential behavior is to be expected, since a program can be easily written
to compute a multivariate polynomial that is exponentially long to write. But
there is still room for finer investigation of this issue.
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