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Re´sume´
Les te´le´communications par satellite ont connu ces dernie`res anne´es un regain d’inte´reˆt
important, du fait de leur capacite´ a` permettre la re´duction de la fracture nume´rique. En
effet, un satellite en orbite ge´ostationnaire peut s’appuyer sur une tre`s grande couverture
et une capacite´ importante pour atteindre des zones ou` le de´ploiement des re´seaux
terrestres n’est pas envisageable, comme les transports (bateau, avion), ou bien les zones
blanches, ou` il serait difficilement rentable. Traditionnellement concentre´s sur la diffusion
de te´le´vision nume´rique, les dernie`res ge´ne´rations de standards refle`tent cet engouement
en faisant une place de choix a` la transmission de donne´es bidirectionnelle, notamment
en permettant une prise en charge simple des protocoles de l’Internet. Le proble`me de
l’ordonnancement dans ces syste`mes devient alors particulie`rement important, puisqu’il
doit prendre en compte deux processus e´voluant de manie`re totalement de´corre´le´e. D’un
coˆte´, l’e´volution de la demande des utilisateurs, de´pendante des applications (vide´o, voix,
donne´es). De l’autre, l’e´volution de la capacite´ du syste`me, celle-ci e´tant tributaire des
conditions de transmission : les fre´quences utilise´es dans ces syste`mes sont particulie`rement
sensibles a` l’atte´nuation due a` l’eau dans l’atmosphe`re.
Cette the`se s’inte´resse au proble`me de l’ordonnancement et de l’allocation de res-
sources, dans le but de fournir un service comparable aux re´seaux terrestres en termes
de services, en pre´sentant les meilleures performances possibles. Si un certain nombre
de propositions ont e´te´ faites sur le sujet, aucune ne prend en compte l’ensemble des
contraintes d’un tel syste`me. Outre le caracte`re variable de la capacite´, la variabilite´ de
la demande, conjugue´e avec les contraintes de qualite´ de service constitue une difficulte´
supple´mentaire. Enfin, il nous faut conside´rer la faisabilite´ de notre solution dans un
contexte temps re´el, ne´cessaire dans l’optique d’une implantation dans un syste`me re´el.
Nous avons ainsi de´veloppe´ une architecture d’ordonnanceur pour la voie Aller,
reposant sur des fonctions d’utilite´, permettant ainsi une formulation simple du compromis
entre demande et capacite´. Nous montrons comment cet algorithme pourrait eˆtre utilisable
dans un syste`me complet, a` travers une implantation de´taille´e, de faible complexite´, ainsi
que des simulations de cas re´els. Nous portons ensuite notre attention sur la voie Retour,
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ou` nous proposons une me´thode d’allocation de ressources prenant en compte de manie`re
conjointe la qualite´ de service et la qualite´ du support pour de´livrer une allocation a` la
fois conforme et performante. Les simulations montrent que notre algorithme obtient une
efficacite´ et une meilleure gestion du trafic que des solutions de re´fe´rence pre´sente´es dans
la litte´rature.
Abstract
Satellite telecommunications have seen a tremendous increase in interest, due to its
ability to reduce the digital divide. In fact, a geostationary satellite can take advantage of
its very wide coverage and high capacity to reach areas where deployment of a terrestrial
network would not be possible, such as transports, or too expensive to be profitable,
as in remote areas. Traditionally focused on digital television broadcasting, the latest
generation of standards have evolved to reflect those new needs, dealing extensively
with the transmission of interactive data, particularly by natively supporting Internet
protocols. Scheduling has arisen as a major issue of those modern systems, since it has
to deal with to highly uncorrelated processes : demand and capacity. Demand, on one
side, evolves with user’s needs, and therefore with the applications they are using : video,
voice or data. Capacity, on the other side, depends on meteorological conditions over
the satellite’s cover, as the frequencies used in such systems are very sensitive to wet
atmosphere attenuation.
This thesis aims to study the problem of scheduling and resource allocation, hoping
to achieve a service that can match with terrestrial networks in terms of services, while
showing the best possible performances. If numerous solutions were proposed on this
topic, none is taking into account all of the current system’s constraints. In addition to
the variable nature of system’s capacity, the conjunction of variable demand and quality
of service constraints constitutes an additional issue. Furthermore, we have to consider
the practicability of our solution in a real-time context, necessary if we aim for industrial
use.
We have first developed a scheduler architecture for the Forward link, based on utility
functions, thus allowing a simple formulation of the capacity versus demand compromise.
We show, through a detailed low-complexity implementation and accurate simulations,
how our algorithm could be used efficiently in an industrial context. We then focus on
the Return link, where we propose a resource allocation method, taking into account
quality of service and quality of transmission jointly to deliver an efficient yet consistent
resource allocation. Simulations show that our algorithm achieves a better efficiency and
xtraffic handling than reference solutions presented in the literature.
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Introduction
Peu de technologies peuvent se targuer d’eˆtre aussi populaires et universelles qu’Inter-
net. Il est aujourd’hui un instrument ne´cessaire, sinon indispensable, pour un bon nombre
d’utilisateurs, qu’ils soient particuliers, entreprises ou institutions. L’un de ses notables
succe`s est son apparente ubiquite´ : Internet dispose a` pre´sent d’une tre`s large couverture,
bien au-dela` du re´seau te´le´phonique historique, graˆce a` l’utilisation des Radiofre´quences,
et plus particulie`rement les technologiesWiFi et mobiles. Elles permettent non seulement
de diminuer largement les couˆts de de´ploiement en comparaison d’un re´seau filaire, mais
offrent e´galement une grande liberte´ d’utilisation, de de´placement, ce qui explique leur
succe`s. Cependant, ce de´ploiement expansif se heurte parfois aux re´alite´s du terrain, soit
du fait d’un couˆt prohibitif par rapport au revenu attendu, comme dans les zones blanches,
soit par l’impossibilite´ pure et simple d’utiliser les technologies terrestres, comme dans
les transports ae´riens ou maritimes.
L’une des re´ponses a` ce proble`me re´side dans l’utilisation de satellites de te´le´com-
munications en orbite ge´ostationnaire, qui e´taient traditionnellement re´serve´s a` la diffusion
de te´le´vision nume´rique. L’orbite ge´ostationnaire permet aux satellites d’offrir une tre`s
large couverture, du fait de leur position privile´gie´e, puisqu’il suffit de trois satellites,
dispose´s a` 120° d’e´cart chacun, pour couvrir 70% de la surface de la Terre, ce qui est
conside´rable. De plus, la propagation du signal se fait en espace libre, permettant, malgre´
la distance, de tre`s bonnes performances, et offrant un de´bit comparable – voire supe´rieur
– aux acce`s terrestres. L’ide´e d’utiliser ces syste`mes de diffusion pour des communications
bidirectionnelles, tel l’acce`s a` internet en zone blanche, semble donc particulie`rement
pertinente.
Cependant, les de´fis a` relever avant d’offrir une solution cre´dible, tant en termes de
performances que de couˆt et de complexite´, sont nombreux. Les te´le´communications
par satellite ont longtemps profite´ de la popularite´ de la te´le´vision nume´rique, qui s’est
montre´e remarquablement rentable. Aussi, les syste`mes satellites ont ils e´te´ conc¸us sur
mesure pour la te´le´vision, tel le Digital Video Broadcasting - Satellite (dvb-s) [1](1994),
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et bien souvent sans prendre en compte la possibilite´ d’effectuer des communications
bidirectionnelles, sinon de manie`re tre`s marginale. Dans cette premie`re ge´ne´ration de
syste`mes entie`rement nume´riques 1, l’introduction a posteriori de la transmission de
donne´es interactive a e´te´ progressive, ne´cessitant de lourdes adaptations des standards
existants, Digital Video Broadcasting - Return Channel via Satellite (dvb-rcs) [2](1999),
et une complexite´ accrue en comparaison des syste`mes terrestres. Afin de rendre les
syste`mes satellites compe´titifs pour la transmission de donne´es, la seconde ge´ne´ration de
syste`mes, Digital Video Broadcasting - Satellite - Second Generation (dvb-s2) [3](2003),
a introduit de nombreuses ame´liorations et simplifications, permettant une prise en charge
native et efficace des protocoles de l’Internet.
Pourtant, cette ame´lioration cache une re´alite´ bien plus contraste´e : si les standards
modernes de te´le´communications par satellite mettent a` la disposition des inge´nieurs des
outils performants, leur utilisation se re´ve`le parfois tre`s complexe, et la re´utilisation des
architectures terrestres existantes n’est pas toujours possible.
Un effort de recherche a donc e´te´ entrepris afin de comprendre l’impact des nouveaux
standards sur la performance et la complexite´ des syste`mes de te´le´communication. Cet
effort s’est particulie`rement manifeste´ en ce qui concerne l’ordonnancement et l’allocation
de ressources, du fait des profonds changements de la couche acce`s d’une ge´ne´ration a`
l’autre [4–9].
Ordonnancement et allocation de ressources : du statique
au dynamique
Deux processus de´finissent majoritairement l’ordonnancement et l’allocation de
ressources des syste`mes de te´le´communications par satellite. D’abord, intervient la
de´pendance de la qualite´ de la transmission vis-a`-vis des conditions me´te´orologiques,
puisque les fre´quences utilise´es sont tre`s sensibles a` l’atte´nuation due a` la vapeur d’eau. Le
canal de propagation satellite est, de plus, bien diffe´rent des canaux mobiles, d’une part du
fait qu’il ne pre´sente que peu de multitrajet (vue directe), d’autre part par son e´volution
temporelle bien plus lente, essentiellement tributaire des phe´nome`nes me´te´orologiques.
Cette de´pendance influence directement le de´bit maximal dont un utilisateur peut dispo-
ser, et sa dynamique temporelle. Ensuite, le de´bit requis par le syste`me afin d’acheminer
les informations jusqu’aux utilisateurs, en d’autres termes la charge entrante du syste`me,
varie en fonction des applications et du nombre d’utilisateur actifs. Ce processus n’est
pas, a priori, corre´le´ avec la variation des conditions me´te´orologiques.
1. Des syste`mes de diffusion analogique-nume´rique ont pre´ce´demment existe´
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traite´e de fac¸on statistique : on peut en effet calculer, a` l’aide de l’analyse des donne´es
me´te´orologiques, un seuil de disponibilite´ pour le syste`me. Ce seuil se de´finit comme
la proportion du temps pendant laquelle un utilisateur peut recevoir un certain de´bit.
Le dimensionnement du syste`me se fait donc sur une me´trique statistique pire cas, qui
ne prend pas en compte le caracte`re dynamique des conditions de transmission. De
plus, la diffusion de te´le´vision engendre un de´bit constant, facilement pre´dictible. La
vide´o utilise des trames Moving Picture Expert Group (mpeg-2), dont la longueur est
fixe´e a` 188 octets, ce qui permet de calculer, en fonction du codec vide´o utilise´, le de´bit
ne´cessaire. Une fois le nombre de chaˆınes et les codecs de´finis, il est possible de calculer
explicitement le de´bit demande´ pour acheminer l’ensemble de ces chaˆınes. Ainsi, les
syste`mes de te´le´communications de premie`re ge´ne´ration se caracte´risent par leur nature
statique, voire pe´riodique, puisque le syste`me posse`de une capacite´ et une demande qui
n’e´voluent pas avec le temps.
Lors de l’introduction de la transmission de donne´es, les algorithmes d’ordonnancement
ont e´te´ adapte´s a` ce contexte, et ont conserve´ l’architecture des syste`mes de premie`re
ge´ne´ration. S’appuyant sur des algorithmes pre´ce´demment de´veloppe´s sur des syste`mes
terrestres disposant de caracte´ristiques similaires, comme Asynchronous Transfer Mode
(atm), les ordonnanceurs de premie`re ge´ne´ration se caracte´risent par un comportement
tre`s statique, ou` le parame´trage s’effectue en fonction d’hypothe`ses connues sur la nature
du trafic, comme le de´bit, la tole´rance a` la gigue ou aux pertes. Des algorithmes simples,
de´rive´s du Round Robin (rr), ont e´te´ largement utilise´s dans ce contexte [10].
Mais l’introduction de la seconde ge´ne´ration de syste`mes, re´solument tourne´e vers le
monde ip (comme dvb-s2 [3]) a rendu ces conside´rations en partie obsole`tes. La gestion
du trafic de type Internet suppose un traitement asynchrone, des paquets de longueur
variable, et une demande e´voluant en permanence. Dans la couche physique, l’utilisation
de me´thodes d’adaptation dynamique a` la qualite´ de la transmission a rendu les syste`mes
certes plus performants, mais suppose une capacite´ dynamique, elle aussi e´voluant en
permanence. Par conse´quent, il est crucial pour les algorithmes d’ordonnancement de
prendre en compte de`s la conception ce caracte`re dynamique. L’introduction d’une voie
Retour plus performante suppose e´galement des algorithmes d’allocation de ressources
efficaces, qui sont, pour la voie Retour, le pendant des algorithmes d’ordonnancement
sur la voie Aller.
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Contributions et Plan
Dans cette the`se, nous montrons en quoi les propositions actuelles d’ordonnanceurs
pour les syste`mes de te´le´communications par satellite ne permettent pas d’utiliser au
mieux les ressources importantes des syste`mes modernes de te´le´communications par
satellite. L’inte´gration de trafic tre`s diffe´rents, conjugue´e au besoin de flexibilite´ des
algorithmes rend la conception d’algorithmes particulie`rement complexe. Aussi, avons-
nous choisi de nous concentrer sur la conception d’outils mathe´matiques, permettant
d’analyser clairement les e´tapes de cette conception, afin d’en e´tudier la pertinence et
l’influence.
Au regard des re´sultats obtenus en appliquant la me´thode de´veloppe´e, nous pouvons
re´sumer nos contributions de la manie`re suivante :
— Nous avons propose´ une classification exhaustive des algorithmes d’allocation de
ressources et d’ordonnancement, en insistant sur l’ensemble de la conception de
l’algorithme : du choix de la me´thode d’e´valuation, a` l’implantation effective. Nous
avons releve´ ainsi un manque de cohe´rence quant a` l’implantation dans nombre
de travaux, et proposons une conception couvrant l’ensemble de la conception de
l’algorithme.
— Prenant appui sur la me´thode de´crite, nous avons propose´ un ordonnanceur per-
formant et flexible, qui re´ponde aux attentes d’un syste`me de dernie`re ge´ne´ration.
Nous avons, a` l’aide d’outils d’optimisation convexe, caracte´rise´ un type d’or-
donnancement optimal et de´duit une me´thode de re´solution rapide. Nous avons
se´lectionne´ la the´orie de l’utilite´, dont John Von Neumann fit usage dans ses
travaux de re´fe´rence sur la the´orie des jeux [11]. Les fonctions d’utilite´ fournissent
des outils de mode´lisation et d’optimisation, et nous justifierons leur utilisation
dans les chapitres suivants. De part ses performances, cet ordonnanceur pre´sente
une utilisation efficace et dynamique des ressources du syste`me, tout en offrant
les garanties ne´cessaires a` des trafics fortement contraints. De plus, l’implantation
re´alise´e posse`de une complexite´ suffisamment faible pour qu’un de´veloppement
puisse de´sormais eˆtre envisage´ sur des syste`mes re´els.
— En ce qui concerne l’allocation de ressources sur la voie Retour satellite, nous
avons applique´ notre me´thode de conception afin d’obtenir un algorithme offrant
des performances supe´rieures a` l’e´tat de l’art actuel dans le domaine. Les outils
que nous avons de´veloppe´ pour le satellite nous permettent une analyse rigoureuse
du processus d’allocation de ressources. Nous avons e´galement pu observer de
fac¸on claire les points-cle´s qui re´gissent la performance de ces algorithmes. Nous
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Notre analyse de l’ordonnancement et de l’allocation de ressources sera compose´e de
quatre parties, dont le de´tail est donne´ ci-apre`s.
Chapitre 1 : Ce chapitre pre´sente l’architecture des Syste`mes de Te´le´communications
par Satellite de dernie`re ge´ne´ration. Apre`s une pre´sentation des diffe´rents e´le´ments
constitutifs du syste`me, nous abordons successivement la voie Aller et la voie Retour,
sous leurs aspects fonctionnels et protocolaires. Nous montrons dans quelle mesure les
protocoles utilise´s, ainsi que le syste`me lui-meˆme, peuvent influencer l’ordonnancement
sur la voie Aller, et l’allocation de ressources sur la voie Retour. Enfin, une description
des processus de demande et de capacite´ est propose´e, permettant l’introduction aux
proble`mes d’ordonnancement et d’allocation de ressources.
Chapitre 2 : Dans ce chapitre, nous examinons d’abord les outils analytiques a`
notre disposition permettant de mode´liser notre proble`me. Cette e´tude nous permet
d’e´tablir les fondements mathe´matiques utilise´s dans nombre de travaux dans le domaine.
Nous proposons ensuite une analyse des me´thodes propose´es spe´cifiquement pour les
te´le´communications par satellite, pour la voie Aller puis pour la voie Retour, et montrons
en quoi elles ne permettent pas de re´pondre de manie`re efficace a` notre proble`me.
Chapitre 3 : Dans ce chapitre, nous e´tudions les ordonnanceurs sur la voie Aller des
syste`mes satellites. Nous pre´sentons un ordonnanceur, permettant une prise en compte du
caracte`re dynamique du syste`me, et fonde´ sur les fonctions d’utilite´. Outre les avantages
inhe´rents a` cette me´thode, nous pre´sentons e´galement une implantation de cet algorithme
a` l’aide d’un ordonnanceur classique de type Deficit Round Robin (drr).
Chapitre 4 : La voie Retour est traite´e dans ce dernier chapitre, en faisant usage
de la me´thode de conception mise en place au Chapitre 3. Une attention particulie`re
est porte´e sur les parame`tres ayant la plus forte influence sur la performance globale du
syste`me, particulie`rement le traitement de la Quality of Service (QoS), ainsi que l’e´quite´.
Reposant sur un proble`me d’optimisation, nous de´crivons e´galement une me´thode de
re´solution, ainsi qu’une e´valuation de ses performances.

Chapitre 1
E´tude des syste`mes de
Te´le´communications par Satellite
Dans cette premie`re partie, nous cherchons a` comprendre les contraintes et les
besoins des Syste`mes de Te´le´communication par Satellite, concernant l’ordonnancement
et l’allocation de ressources. Apre`s une de´finition du cadre fonctionnel et protocolaire
dans lequel nous allons travailler, deux analyses sont successivement conduites, l’une sur
les services offerts, et la demande des utilisateurs, l’autre sur la capacite´ offerte par de
tels syste`mes. Il ressort de cette e´tude un proble`me majeur pour l’ordonnancement et
l’allocation de ressources, duˆ au caracte`re dynamique et de´correle´ de la demande et de la
capacite´ du syste`me.
1.1 Pre´sentation du syste`me
Bien que semblables d’un point du vue fonctionnel a` leurs e´quivalents terrestres,
les Syste`mes de Te´le´communications par Satellite pre´sentent des caracte´ristiques tre`s
disparates selon les applications, bien loin de la relative homoge´ne´ite´ des re´seaux sans fil
terrestres. En effet, le terme de Te´le´communications par Satellite regroupe aussi bien
les re´seaux de collecte de donne´es (tel argos) que la navigation (gps, galileo), ou
encore ceux re´serve´s principalement a` la te´le´phonie (Inmarsat, Iridium). L’application
principale, que nous conside´rons dans cette e´tude, est l’acce`s broadband, qui permet un
acce`s a` Internet et a` d’autres services ip par satellite. On peut encore citer les syste`mes de
backhaul ou` l’objectif est de relier deux sites distants, appartenant au cœur du re´seau. Ces
liens pre´sentent ge´ne´ralement un de´bit e´leve´, et justifient donc l’utilisation de ressources
de´die´es, ou` l’ordonnancement est absent – sinon e´le´mentaire.
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Figure 1.1 Syste`me de re´fe´rence
Notre objectif ici est de proposer un syste`me broadband permettant d’offrir un
comple´ment aux syste`mes sans fil terrestres d’acce`s a` Internet, ainsi qu’une gamme
similaire de services, dans les zones ou` le de´ploiement d’un re´seau terrestre entraˆıne des
couˆts prohibitifs, voire n’est tout simplement pas envisageable. Un tel syste`me pourrait
jouer un roˆle important dans la re´duction de la fracture nume´rique, en proposant un
service adapte´ a` des utilisateurs re´sidentiels dans les zones blanches, ainsi que dans les
transports. Il n’exclut pas pour autant d’autres applications cite´es plus haut, notamment
le backhauling, mais nous conside´rons ces dernie`res comme marginales comparativement
au service d’acce`s broadband, et ayant par conse´quent une influence limite´e sur le syste`me.
Nous pre´sentons ici un syste`me de re´fe´rence re´pondant a` ce besoin, afin de clarifier le
cadre dans lequel notre e´tude va se de´rouler.
1.1.1 Composition du syste`me
Le syste`me d’acce`s broadband de re´fe´rence, pre´sente´ sur la figure 1.1, consiste en un
certain nombre de Terminaux Satellites (st), interconnecte´s, via un satellite en orbite
ge´ostationnaire, a` une Passerelle (Gateway). Les terminaux sont situe´s chez les abonne´s
et permettent d’interconnecter un re´seau domestique, constitue´ ge´ne´ralement de quelques
machines (ordinateurs, te´le´phones, tablettes). La Passerelle est elle situe´e chez l’ope´rateur,
interconnecte´e avec le cœur de re´seau. On peut re´sumer les fonctionnalite´s de chaque
e´le´ment du syste`me de la fac¸on suivante.
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La Passerelle
La Passerelle (ou Gateway) est l’e´le´ment principal du syste`me, interconnectant le
re´seau d’acce`s satellite a` un re´seau terrestre de grande capacite´. Elle est responsable de la
gestion des ressources radio, en e´mission et en re´ception, ainsi que de la collecte du trafic a`
destination et provenant des Terminaux. Bien que les fonctionnalite´s soient ge´ne´ralement
partage´es entre la Gateway (modem), le Network Operations Center (noc) (plan de
Controˆle et Supervision) et le Hub (interconnexion), nous ne concentrons notre e´tude
que sur une partie de ces fonctionnalite´s, qui ne ne´cessite pas de distinction particulie`re
entre Hub, Passerelle et noc. Le terme ge´ne´rique de Passerelle sera donc utilise´ pour
de´signer les trois fonctions.
Les Terminaux
Les Terminaux Satellite sont les e´quipements les plus nombreux du syste`me, entre
quelques milliers pour les syste`mes actuels, et plusieurs dizaines de milliers pour les
syste`mes futurs. Ils permettent d’interconnecter le re´seau domestique avec le re´seau
d’acce`s Satellite. Leur fonctionnement est re´gi par la Passerelle, et ils ne prennent que
peu d’initiatives dans la gestion des ressources radio, sur un principe de relation tre`s
asyme´trique similaire a` celui que l’on trouve dans les re´seaux terrestres.
Ils sont caracte´rise´s par des ressources (me´moire, cpu) faibles, et une puissance
limite´e, de fac¸on a` assurer un couˆt le plus bas possible. De fait, ils sont conside´re´s comme
un des facteurs limitants : il est difficile de leur faire effectuer des taˆches ne´cessitant
d’importantes ressources de calcul. La ressource radio re´serve´e par Terminal, e´tant faible,
est un autre facteur limitant la capacite´. Si le de´bit rec¸u par les Terminaux peut eˆtre
important, le de´bit engendre´ par ces derniers reste faible, correspondant a` quelques
machines utilise´es simultane´ment dans le re´seau domestique, ou bien dans un petit re´seau
d’entreprise.
E´tant donne´e la topologie adopte´e par ce re´seau, aucune diffe´rence particulie`re n’est
faite entre les Terminaux fixes, nomades ou mobiles. En effet, la gestion de la mobilite´
(routage, signalisation), n’a pas un impact suffisant sur l’ordonnancement ou l’allocation
de ressources pour justifier un traitement se´pare´. De plus, la taille importante des spots
dans un tel syste`me re´duit de fac¸on importante le nombre de handovers, en comparaison
d’un re´seau mobile terrestre.
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Le Satellite
Un satellite en orbite ge´ostationnaire permet la communication entre la Passerelle
et les Terminaux, selon une topologie en e´toile, ou` les communications se font en point
a` point. Nous limiterons ici notre e´tude au cas d’un satellite transparent, c’est-a`-dire
faisant office de re´pe´teur de niveau physique, et ayant un impact ne´gligeable du point de
vue de la couche acce`s. Les communications se font donc exclusivement entre la Passerelle
et les Terminaux, meˆme dans le cas d’une communication entre deux Terminaux. Ce
choix est justifie´ par le couˆt et la complexite´ des solutions actuelles avec une charge
utile re´ge´ne´rative, qui permet de placer une couche acce`s a` bord du satellite afin de
faire communiquer directement les terminaux entre eux, re´duisant de moitie´ le de´lai. De
plus, pour l’acce`s a` Internet et aux autres services, les communications entre Terminaux
sont marginales, le contenu recherche´ par les utilisateurs e´tant souvent situe´ derrie`re la
Passerelle.
1.1.2 Conventions de nommage et fonctionnalite´s
Le contexte historique de diffusion de te´le´vision est tre`s pre´sent dans les Syste`mes de
Te´le´communication par Satellite, et cette influence se ressent sur les conventions de nom-
mage adopte´es pour les communications Terminal-Passerelle et Passerelle-Terminal. Elle
est e´galement pre´sente dans les diffe´rences importantes qui existent entre les architectures
protocolaires de ces deux sens de communication.
La voie Aller
On parle de voie Aller pour la communication de la Passerelle aux Terminaux Satellite.
Cette voie est utilise´e traditionnellement pour la diffusion de te´le´vision, mais a e´te´ adapte´e
pour les communication en unicast, a` destination d’un Terminal en particulier. Si le
support hertzien est un atout pour la diffusion, il suppose un mode de fonctionnement
diffe´rent en unicast, ou` chaque terminal recevra l’ensemble des donne´es, et devra donc
eˆtre en mesure de de´terminer celles qui lui sont destine´es, par un me´canisme d’adressage.
La taˆche pre´ponde´rante de la Passerelle sera de de´terminer, a` chaque instant, le Terminal
vers lequel acheminer les donne´es qu’elle doit envoyer, et les crite`res selon lesquels choisir
ces donne´es. Ce proble`me est appele´ ordonnancement dans la suite de cette e´tude. La
performance des me´canismes d’ordonnancement est primordiale dans un tel syste`me :
e´tant donne´ le volume tre`s important de donne´es a` traiter, une diffe´rence minime de
performances aura un impact tre`s important sur l’ensemble du syste`me. L’optimisation
des me´canismes d’ordonnancement pre´sente donc un grand inte´reˆt, particulie`rement si
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elle permet d’ame´liorer le rapport entre couˆt et performances. Dans cette the`se, nous
ne retiendrons donc que les me´canismes de la couche acce`s de cette voie Aller, la` ou` est
implante´ l’ordonnancement.
La voie Retour
On parle de voie Retour pour la communication des Terminaux Satellite vers la Pas-
serelle. Cette voie a e´te´ introduite afin de permettre des communications bidirectionnelles
par satellite. Contrairement a` certains syste`mes, ou` une voie Retour terrestre e´tait envi-
sage´e, nous conside´rons une voie Retour exclusivement par Satellite. Outre les avantages
de de´ploiement, cette solution reste plus simple en termes de signalisation, d’architecture
(routage), et pre´sente un meilleur de´bit qu’une voie Terrestre fortement atte´nue´e (comme
la paire de cuivre des re´seaux Asymetric Digital Subscriber Line (adsl)).
Du fait du partage de la voie Retour entre tous les Terminaux, pour communiquer avec
la Passerelle, il est ne´cessaire de diviser efficacement la ressource radio alloue´e au syste`me
entre les Terminaux. L’objectif principal de la voie Retour est donc de diviser la ressource,
et de la re´partir de manie`re a` satisfaire les besoins des Terminaux et ainsi des services
utilise´s. On distinguera ici deux processus : le premier est la me´thode de multiplexage,
ou d’acce`s multiple utilise´e, qui consiste a` spe´cifier comment les ressources spectrales
sont divise´es, le deuxie`me est la me´thode d’allocation, ou comment les ressources sont
attribue´es aux Terminaux. Si la me´thode de multiplexage est ge´ne´ralement normalise´e, ce
n’est pas le cas des algorithmes d’allocation de ressources. Ainsi, dans l’objectif d’optimiser
conjointement le couˆt et les performances de notre syste`me, l’allocation de ressources
constitue un sujet d’e´tude particulie`rement inte´ressant. La me´thode d’acce`s (comprenant
les deux processus) devra s’adapter dynamiquement aux besoins des Terminaux, ainsi
qu’aux contraintes de transmission, et il est aise´ de voir que sa performance est capitale
pour le syste`me dans son ensemble. Notre e´tude se portera donc, dans le cas de la voie
Retour, sur ces algorithmes d’allocation de ressources.
1.2 Architecture Protocolaire
Dans cette partie, nous analysons les architectures protocolaires de re´fe´rence pour la
voie Aller ainsi que pour la voie Retour, et leur impact respectif sur l’ordonnancement et
l’allocation de ressources. C’est, en effet, a` travers ces me´canismes protocolaires que se
de´roulera leur mise en place effective.
Les syste`mes nume´riques de te´le´communication par satellite ont connu deux ge´ne´rations
majeures. La premie`re, compose´e de dvb-s [1] et de Multiprotocol Encapsulation (mpe),
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et la seconde, constitue´e de dvb-s2 [3] et Generic Stream Encapsulation (gse) [12]. Si
ces deux ge´ne´rations permettent la diffusion de te´le´vision nume´rique de manie`re similaire,
la prise en charge des protocoles autres que ceux de mpeg-2 diffe`re d’une ge´ne´ration a`
l’autre.
Plus pre´cise´ment, la` ou` mpe e´tait une adaptation aux protocoles du monde de
l’Internet, gse offre une prise en charge de`s la conception, permettant une gestion
simplifie´e des protocoles tels qu’ip, mpls, Ethernet.
On remarque cependant de nombreuses similitudes dans l’architecture des solutions
de premie`re et de deuxie`me ge´ne´ration. On pourrait alors tirer parti des travaux existants,
conc¸us pour dvb-s, afin d’adapter les me´canismes, mais il faut s’assurer au pre´alable que
les e´volutions introduites par dvb-s2 ne remettent pas en cause le fonctionnement des
me´canismes originaux.
1.2.1 Architecture de la voie Aller
L’architecture protocolaire de la voie Aller repose sur deux protocoles, gse et dvb-s2.
La figure 1.2 pre´sente cette architecture.
Le protocole gse [12] fait office de couche d’adaptation, permettant la prise en
charge d’un tre`s grand nombre de protocoles (ip, Ethernet, mpls, etc. . . ) en introduisant
la notion de ≪flux≫ gse, qui peut correspondre a` un tunnel de niveau 2 ayant ses
caracte´ristiques spe´cifiques de Qualite´ de Service (ouQoS). Ce protocole permet e´galement
une compatibilite´ avec les flux de type mpeg-2, utilise´s pour la diffusion de te´le´vision,
qui peuvent eˆtre transporte´s avec MPEG-2 Transport Stream (mpeg2-ts) ou gse.
Une des principales caracte´ristiques de gse est la prise en compte de paquets de taille
variable, contrairement a` la pre´ce´dente ge´ne´ration, reposant sur mpe, qui demandait
une segmentation en trames mpeg2-ts de 188 octets. Cet avantage est de´cisif, puisqu’il
permet une gestion bien plus simple des protocoles de type IP : l’overhead est re´duit
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d’un facteur 2 par rapport a` mpe [12], et le traitement ne´cessaire a` la gestion des paquets
de taille variable est simplifie´.
Le protocole dvb-s2 de´finit le format des trames envoye´es sur le lien satellite. Ce
format est tre`s e´loigne´ des technologies terrestres. Dans le but de garantir un Taux
d’Erreur Binaire (teb) tre`s bas (10−7) les trames dvb-s2, appele´es Base Band Frame
(BBFrame) ont une taille importante, fixe´e apre`s codage a` 64800 (trames longues) ou
16200 bits (trames courtes). La taille importante des BBFrame permet l’utilisation
efficace de me´thodes de codage avance´es, telles que les Turbocodes [14] ou encore les
codes LDPC [15] dans dvb-s2. Une BBFrame est de´finie par la Modulation et le
Codage (ModCod) qu’elle utilise. Cette flexibilite´ permet d’adapter la robustesse de la
transmission a` la qualite´ du lien, afin de fturnir un teb inde´pendant de cette qualite´. Le
sche´ma d’encapsulation de gse dans dvb-s2 est pre´sente´ sur la figure 1.4. On distingue
deux e´tapes dans la formation de la trame dvb-s2 : le codage et la modulation. On
utilisera dans la suite le terme de BBFrame pour de´signer les trames envoye´es, mais
cette appellation est the´oriquement de´volue a` l’e´tape de codage, ou` une partie variable de
la trame est de´die´e a` la redondance. L’e´tape de modulation correspond a` la PLFrame :
comme la BBFrame a une taille fixe apre`s codage, la modulation va donner le temps
ne´cessaire a` la transmission de cette trame. En combinant ces deux e´tapes, on peut de´finir
le de´bit utile d’une BBFrame comme la quantite´ de donne´es utiles envoye´es, de´pendante
du taux de codage, divise´e par le temps de transmission, de´pendant de la modulation.
Une me´thode, nomme´e Adaptive Coding and Modulation (acm), permet d’adapter
dynamiquement le ModCod requis par un terminal en fonction de ses conditions de
transmission. Cette technologie suppose l’utilisation d’une voie Retour satellite, ou` l’envoi
pe´riodique de signaux connus (ou pilotes) sur la voie Aller va permettre d’estimer la
qualite´ de la liaison, ge´ne´ralement, mesure´e en termes de rapport signal sur bruit (en
de´cibels), ou Signal to Noise Ratio (snr). Le Terminal sera alors en mesure d’envoyer
son ModCod optimal a` la Passerelle, qui pourra alors envoyer les informations destine´es
au Terminal en utilisant ce ModCod. Cette technique permet une utilisation optimale
de la bande passante, contrairement aux me´thodes a` ModCod fixe de type pire cas. Elle
est donc largement ple´biscite´e pour augmenter la capacite´ des syste`mes, mais pre´suppose
de prendre en compte le caracte`re dynamique de cette meˆme capacite´, duˆ aux e´volutions
me´te´orologiques sur la couverture du satellite. Ceci constitue une e´volution majeure au
regard des syste`mes de diffusion de te´le´vision, dont le fonctionnement peut eˆtre conside´re´
comme re´gulier et invariant dans le temps, reposant sur des me´canismes a` modulation
et codage constants (Constant Coding and Modulation (ccm)). On parlera de boucle
acm pour de´signer le me´canisme par lequel le Terminal informe pe´riodiquement de la
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qualite´ de ses transmissions, et l’impact de cette information sur le ModCod attribue´
au Terminal par la Passerelle. Ce comportement commande-re´ponse est caracte´ristique
d’un syste`me boucle´, comme pre´sente´ sur la figure 1.3.
Une conse´quence importante de cette technique est que la charge utile d’une BBFrame
de´pend du ModCod : a` taille fixe, plus la redondance introduite avec le codage est
importante, moins il y a de place disponible pour les donne´es. De plus, le temps d’e´mission
de la trame de´pendra de l’ordre de la modulation, a` de´bit symbole constant, comme
indique´ sur la figure 1.4.
Une BBFrame disposant d’un taux de codage faible et d’une modulation d’ordre
faible (ou plus simplement ayant un ModCod faible) sera adapte´e a` des communications
perturbe´es, garantissant un de´bit certes faible, mais a` teb fixe´. De meˆme, une BBFrame
ayant un fort taux de codage (proportion de donne´es utiles e´leve´e), et une modulation
d’ordre e´leve´ (fort ModCod, ayant un nombre de bits par symbole important) sera
adapte´e a` de bonnes conditions de transmission, offrant un de´bit utile plus e´leve´.
Deux remarques importantes peuvent eˆtre faites. Tout d’abord, e´tant donne´e la taille
importante des BBFrames en comparaison des paquets ip, plusieurs de ces derniers
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peuvent eˆtre encapsule´s puis concate´ne´s dans une BBFrame, ce qui aura un impact
important sur l’ordonnancement. En effet, si plusieurs paquets ip sont encapsule´s dans
une BBFrame, il est ne´cessaire que les Terminaux auxquels ils sont destine´s puissent
de´coder cette BBFrame, et qu’ils disposent par conse´quent d’un lien dont la qualite´
est suffisante. Cela pose une condition sur les paquets qui peuvent eˆtre encapsule´s dans
une BBFrame, et par conse´quent sur les Terminaux qui pourront eˆtre servis. De plus,
il semble important de noter que charge utile (volume de donne´es transportables) et
temps de transmission d’une BBFrame peuvent grandement varier, comme l’indique la
table 1.1. Cet exemple est donne´ pour une PLFrame de 64800 bits et un de´bit symbole
de 10Mbauds. Le choix de la BBFrame aura donc non seulement une influence sur les
paquets qui peuvent y eˆtre encapsule´s, mais e´galement sur le volume disponible pour ces
paquets, ainsi que sur leur temps de transmission, et par conse´quent sur le de´bit utile.
Il est possible d’utiliser une BBFrame ayant un faible ModCod pour encapsuler
un paquet destine´ a` un Terminal capable de de´coder un ModCod plus e´leve´. Nous
appelons cette technique le de´classement. Elle est utilise´e lorsqu’une BBFrame ne peut
eˆtre remplie avec des paquets de son ModCod, et qu’il reste des paquets a` envoyer ayant
un ModCod plus fort, qui permettent alors de remplir la BBFrame et de maximiser
l’efficacite´ spectrale.
Modulation Codage Charge utile (bits) Temps d’e´mission (ms) De´bit
BPSK 1/2 32400 6.48 5 Mbits/s
QPSK 1/3 21600 3.24 6.67 Mbits/s
8-PSK 2/3 43200 2.16 20 Mbits/s
16-APSK 5/6 54000 1.62 33.3 Mbits/s
Table 1.1 Caracte´ristiques pour plusieurs ModCod pour le dvb-s2
La Passerelle dispose, pour la transmission sur la voie Aller, d’un certain nombre de
porteuses (bande de fre´quences) fixe´es par l’ope´rateur. L’e´mission d’une BBFrame occupe
la totalite´ d’une porteuse. Dans cette e´tude, nous nous limitons a` l’e´tude d’un seul Time
Division Multiplexing (tdm) (ou une seule porteuse), soit un ordonnancement BBFrame
par BBFrame. Les Terminaux pour l’acce`s broadband ne permettent ge´ne´ralement de
recevoir qu’une seule porteuse a` la fois : il n’est donc pas possible, en tout e´tat de cause,
d’exploiter la diffusion sur plusieurs porteuses vers le meˆme Terminal dans l’acce`s de
type broadband conside´re´ ici.
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1.2.2 Architecture de la voie Retour
MF-TDMA
Dans un Syste`me de Te´le´communications par Satellite, une partie de la bande passante
est re´serve´e aux communications sur la voie Retour. Il est alors ne´cessaire de diviser
cette bande passante entre les Terminaux souhaitant transmettre des donne´es. La voie
Retour Satellite est caracte´rise´e par son mode d’acce`s : le Multi-Frequency Time Division
Multiple Access (mf-tdma).
Le principe de mf-tdma est de diviser cette ressource temporellement et fre´quentiel-
lement, afin de fournir a` chaque Terminal une unite´ temps-fre´quence dans laquelle il
sera le seul a` transmettre. Cette me´thode combine les me´thodes d’acce`s Time Division
Multiple Access (tdma) et Frequency Division Multiple Access (fdma), afin d’optimiser
l’utilisation des ressources en augmentant la granularite´ de l’allocation.
L’allocation de ressources consistera alors a` de´terminer les unite´s alloue´es a` un
Terminal donne´. Deux niveaux hie´rarchiques permettent de subdiviser l’espace temps-
fre´quence : la Trame (frame), compose´e d’unite´s temps fre´quence, et la Supertrame
(Superframe), compose´e de Trames, comme indique´ sur la figure 1.5. On retrouve cette
structure dans la plupart des re´seaux terrestres sans fil a` acce`s multiple, tels que les
re´seaux mobiles, comme Long Term Evolution (lte) et Worldwide Interoperability for
Microwave Access (WiMax).
Le pre´ce´dent standard [2], dvb-rcs, de´crivait une voie Retour fonde´e sur l’atm et
l’AAL 5. Cette solution permettait d’obtenir, a` partir de paquets de taille variable, des
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cellules de taille constante, plus simples a` ordonnancer, mais au prix d’une complexite´
protocolaire et d’un overhead plus importants. Ces cellules e´taient ensuite transmises avec
le ModCod adapte´ a` la transmission. De ce fait, la taille d’un e´le´ment temps-fre´quence,
appele´ timeslot, e´tait de´pendante du ModCod, comme repre´sente´ sur la figure 1.5,
pour la Supertrame N+1. Dans les faits, on re´servait une partie des ressources pour
chaque type de ModCod, de manie`re a` pouvoir avoir un format de Trame fixe. Les
timeslots ainsi cre´e´s e´taient ensuite alloue´s aux Terminaux selon leurs besoins. Ce mode
de fonctionnement, ou` le format de la trame e´tait statique, supposait de calculer la
proportion des ressources qu’il fallait allouer a` chaque ModCod, et ce en fonction de la
demande et des conditions de transmission des Terminaux. Avec un syste`me dynamique,
utilisant intensivement l’acm, ce mode de fonctionnement ne semble plus adapte´.
Dans la deuxie`me ge´ne´ration du standard [16] Second Generation DVB Interactive
Satellite System (dvb-rcs2), l’unite´ d’allocation est la Burst-Time Unit (btu), dont
la dure´e et la bande sont de´finies et inde´pendantes du ModCod. dvb-rcs2 comporte
e´galement une boucle acm, dont le fonctionnement est comparable a` celui de la voie Aller.
Du fait de l’utilisation de codages et de modulations diffe´rentes, un Terminal demandera
plus ou moins de btu, selon sonModCod, pour transmettre un meˆme volume de donne´es.
Cette allocation inde´pendante desModCod permet une flexibilite´ accrue en comparaison
de dvb-rcs, bien adapte´e aux syste`mes dynamiques. De fait, dans dvb-rcs2, il est
possible de changer la composition des trames, et par conse´quent l’allocation des btu,
entre la Supertrame N et la Supertrame N+1.
Un exemple d’allocation est pre´sente´ figure 1.6, avec des Terminaux (timeslots de
trafic TRF1, 2, 3 et 4), ayant un ModCod diffe´rent. On appelle timeslot dans dvb-rcs2
l’ensemble des btu ne´cessaires a` la transmission d’une Protocol Data Unit (pdu) sur la
voie Retour. Dans l’exemple de la figure 1.6, la` ou` le Terminal 1 peut transmettre une
pdu dans un timeslot, le Terminal 3 en requiert trois.
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DAMA et estimation des requeˆtes
La me´thode d’allocation utilise´e ici, ou` les ressources sont partage´es entre les Ter-
minaux selon leur demandes, est appele´e Demand Assigned Multiple Access (dama).
Chaque Terminal se voit allouer des ressources qu’il est le seul a` pouvoir utiliser (sous
forme de btu, ici), en fonction de sa demande (ou requeˆte). Il est possible, a` chaque
instant, de donner la composition de la Trame, ainsi que le Terminal auquel est associe´
une btu donne´e.
Cette me´thode est dite de´terministe, par opposition aux me´thodes a` contention de
type Slotted aloha et Contention Resolution Diversity Slotted ALOHA (crdsa) [17]
ou` un timeslot peut eˆtre utilise´ par tous les terminaux ayant des donne´es a` transmettre,
sans qu’il soit alloue´ pre´alablement a` un Terminal en particulier.
Le faible volume de donne´es permettait alors d’utiliser des me´thodes d’acce`s a`
contention simples, de type aloha, dont le comportement a` faible charge – peu de
Terminaux s’enregistrent en meˆme temps – est satisfaisant [18]. Leur utilisation pour la
transmission de donne´es a e´te´ introduite avec dvb-rcs2, en comple´ment du dama, afin
de diminuer les de´lais pour les applications interactives. Bien qu’efficaces, les volumes
de donne´es concerne´s par ces applications sont faibles, comparativement aux me´thodes
de´terministes. En effet, ces me´thodes ont un comportement moins bon a` forte charge, a`
cause de la pre´sence de nombreuses transmissions. Nous avons donc choisi, dans cette
e´tude, de nous concentrer sur la partie dama de l’allocation de ressources.
Une des caracte´ristiques importantes du dama est qu’il ne´cessite une requeˆte de la
part du Terminal, en termes de volume ou de de´bit, informant la Passerelle de ses besoins.
Dans dvb-rcs2, cette requeˆte peut exprime´e selon deux cate´gories, selon les besoins
du Terminal. On trouve e´galement une allocation dite, non sollicite´e, qui est alloue´e a`
chaque Terminal sans que celui-ci soit amene´ a` demander ces ressources.
— Constant Rate Assignment (cra) : allocation non sollicite´e, utilise´e pour les
communications de type Voice over IP (VoIP) ou vide´oconfe´rence. Cette allocation
de ressources peut se faire par l’interme´diaire d’algorithmes de controˆle d’admission
ou Call Admission Control (cac), un processus plus lent que l’allocation de
ressources. De ce fait, leur gestion est relativement aise´e, puisqu’elle repose sur
un simple calcul de capacite´, et que l’allocation re´sultante est pe´riodique. La
dynamique de cette allocation est donc potentiellement plus lente que celle du
processus de requeˆtes.
— Rate-Based Dynamic Capacity (rbdc) : demande en de´bit, dynamique, et pour
une certaine pe´riode pre´de´termine´e. Cette requeˆte est utilise´e pour e´couler le
trafic n’ayant pas un comportement facilement pre´dictible. Elle peut be´ne´ficier de
1.3 Demande et Capacite´ 19
l’agre´gation de plusieurs flux, qui aura tendance a` lisser le trafic.
— Volume-Based Dynamic Capacity (vbdc) : demande en volume, ge´ne´ralement
utilise´e pour un trafic ape´riodique et peu volumineux, bien adapte´e au trafic
engendre´ par HyperText Transfer Protocol (http).
Si le calcul du cra et des requeˆtes vbdc est relativement aise´, il n’en est pas de
meˆme pour les requeˆtes rbdc, ou` le Terminal doit estimer le de´bit dont il aura besoin
pendant la pe´riode de validite´ de sa requeˆte. Cette pe´riode est borne´e par le de´lai de
propagation tre`s important duˆ au satellite. De ce fait, les mises a` jour de l’allocation
en fonction de la requeˆte ne pourront se faire qu’avec un retard d’au moins deux fois
le de´lai de propagation, soit 500 ms. De plus, la mise a` jour des requeˆtes s’effectue au
moment du sync slot, timeslot re´serve´ a` la signalisation Terminal-Passerelle. Du fait
des ressources limite´es alloue´es a` la signalisation, la pe´riode de ce sync slot, pour
un Terminal, peut eˆtre bien plus grande que 500ms, et des valeurs d’une seconde sont
courantes. Ce retard entre requeˆte et allocation a un impact important, puisqu’il suppose
d’estimer correctement la requeˆte de capacite´ en rbdc, sur une pe´riode relativement
longue par rapport au comportement des applications, taˆche notoirement difficile [19].
1.3 Demande et Capacite´
Les me´canismes d’ordonnancement dans les re´seaux sans fil sont a` la rencontre de deux
processus, l’un provenant des couches hautes du re´seau, que nous appellerons demande, et
l’autre provenant des couches basses, que nous appellerons capacite´. La demande e´mane
des utilisateurs du syste`me, elle se traduit par une charge entrante, ou un de´bit entrant, un
volume de donne´es a` traiter en un certain temps tout en respectant certaines contraintes
de QoS. La capacite´ repre´sente la quantite´ de donne´es que le syste`me peut traiter par
unite´ de temps, e´tant lie´e aux conditions de transmission. En raison du caracte`re ale´atoire
de ces dernie`res, et surtout du temps de propagation propre au syste`me satellite, pre´dire
la capacite´ s’ave`re bien plus complexe que dans les re´seaux filaires. Toute la difficulte´ de
l’ordonnancement vient du caracte`re fondamentalement de´correle´ de ces deux processus,
dont il faut tenir compte pour a` la fois respecter la demande, et tirer le meilleur parti de
la capacite´.
1.3.1 Demande : Services et Utilisations
Le syste`me ainsi de´crit pre´ce´demment pre´sente, du point de vue fonctionnel, une
similitude flagrante avec les re´seaux de type adsl, ou` le re´seau d’acce`s cuivre serait
remplace´ par un re´seau d’acce`s Satellite. Les services offerts seront donc tre`s similaires
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aux offres de type triple-play que l’on peut trouver chez bon nombre d’ope´rateurs. E´tudier
la demande du syste`me revient alors a` e´tudier le comportement de ces services.
De tels syste`mes existent actuellement, tels ceux utilisant le satellite Ka-Sat [20]
d’Eutelsat, bien que les fonctionnalite´s offertes ainsi que la capacite´ n’e´galent pas, pour
un couˆt e´quivalent, celles des re´seaux terrestres modernes.
On retiendra trois types de services, tre`s similaires a` ceux offerts dans les re´seaux
adsl :
— L’acce`s a` Internet, ou trafic Best Effort (be). Il se caracte´rise par un comportement
ape´riodique, ou en rafales (bursty), tre`s diffe´rent du trafic vide´o. Son volume e´tant
pre´ponde´rant sur la voie Aller, il aura une influence importante sur la performance
de l’ordonnancement. Ce trafic inclut aussi bien la navigation web, que le transfert
de fichiers, les activite´s interactives comme les jeux, la messagerie, et le visionnage
de vide´os en ligne. Bien que ces applications aient un comportement diffe´rent,
aucune diffe´renciation n’est faite, et le trafic est conside´re´ comme de meˆme priorite´.
Aucune garantie n’est fournie sur ce trafic, puisque destine´ a` un re´seau typiquement
be, Internet. Les paquets issus de ce type de trafic sont de taille variable [21].
— La voix sur ip (VoIP) ou la vide´oconfe´rence. Sur la voie Aller, meˆme si le volume
de ce trafic est faible en comparaison du trafic be, les contraintes en termes de
temps d’attente et de gigue de ce trafic le rendent complexe a` traiter. En effet, le
long de´lai de propagation introduit par la liaison satellite de´grade la qualite´ de la
communication ; il est donc ne´cessaire de le traiter en priorite´ de manie`re a` ne
pas le retarder au dela` d’un seuil impose´. Bien qu’il posse`de un de´bit constant
par conversation, les conversations VoIP ne sont pas permanentes, et il sera par
conse´quent impossible d’utiliser un ordonnancement pe´riodique. Sur la voie Retour,
nous verrons dans la suite que le trafic VoIP et vide´oconfe´rence peut prendre
une part significative du trafic demande´ par un Terminal. De manie`re ge´ne´rale,
on peut conside´rer que les paquets issus de ce trafic, pour une communication
donne´e, sont de taille constante.
— Le trafic vide´o. Bien que des services de diffusion de te´le´vision puissent coexister
avec notre syste`me, il constituent deux e´le´ments se´pare´s et inde´pendants de notre
syste`me d’e´tude. Le trafic vide´o de´crit ici pourrait correspondre a` de la diffusion
en continu (ou streaming) ou bien a` un service de Video on Demand (VoD), tous
deux propose´s par l’ope´rateur, et donc clairement identifie´s.
L’inte´reˆt de cette architecture est d’appliquer une QoS adapte´e a` ce trafic, plutoˆt
que de le conside´rer comme faisant partie du trafic be. Les contraintes portent
ici sur la gigue, qui peut fortement de´grader les performances, ainsi que sur le
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de´bit tre`s important demande´ par certaines vide´os en haute de´finition. Cependant,
ce trafic est relativement moins abondant que le trafic be sur la voie Aller, et
quasiment absent sur la voie retour. De meˆme que pour la pre´ce´dente cate´gorie,
on observe peu de dispersion dans la taille des paquets engendre´s par ce type de
trafic.
La demande peut alors s’exprimer, dans le cas de la voie Aller, par la somme des
de´bits requis par chaque application, auquel il faut ajouter les contraintes de QoS propres
a` chaque type de trafic. Outre le fait que cette demande est constitue´e de trafics de
nature tre`s diffe´rente, elle pre´sente un caracte`re dynamique, dont les caracte´ristiques
temporelles sont difficiles a` exprimer. En effet, si la dynamique des appels te´le´phoniques
est connue, de l’ordre de quelques minutes par appel et avec un de´bit constant, elle est
tre`s diffe´rente de celle du trafic http, ou` l’ordre de grandeur est plutoˆt de quelques
bursts de paquets par seconde, entrecoupe´s de longues pe´riodes de silence.
En ce qui concerne la voie Retour, la demande subit les meˆmes e´volutions que la voie
Aller, avec cependant la diffe´rence notable que cette demande passe par des requeˆtes de
trafic (rbdc ou vbdc). Il y aura donc potentiellement un de´calage entre la demande
effective des Terminaux et les requeˆtes de trafic, issues d’estimations. On observera
d’ailleurs un comportement de syste`me boucle´, similaire a` la boucle acm, mais dont
la variabilite´, inhe´rente au trafic, sera supe´rieure. De plus, le de´bit relativement faible
engendre´ par un Terminal, en comparaison du de´bit sur la voie Aller, rend tre`s difficile
sa pre´diction. La demande aura donc tendance a` e´voluer plus rapidement sur la voie
Retour, pour un Terminal donne´. Et si la demande peut s’exprimer facilement a` l’aide
des requeˆtes de trafic, elle ne correspond qu’a` une estimation de la demande re´elle, et
de´pend fortement de la manie`re dont l’estimation est faite.
En re´sume´, la demande du syste`me se caracte´rise par une e´volution sur des e´chelles
temporelles tre`s diffe´rentes, et une nature de trafic disparate, des flux tre`s re´guliers,
type VoIP, avec de fortes contraintes de QoS, aux flux irre´guliers et be, de type http.
Pourtant, e´tant donne´ le nombre important d’utilisateurs de ce service, on peut faire
l’approximation que, d’un point de vue statistique, la charge moyenne globale e´volue
assez lentement pour qu’elle change peu a` l’e´chelle de temps de l’ordonnancement ou de
l’allocation de ressources. On peut alors donner une re´partition statistique du trafic pour
chaque classe, comme indique´, pour la voie Aller, a` la table 1.2. Cette charge correspond
au trafic agre´ge´ a` destination des Terminaux.
Cette approximation est appuye´e par le fait que la voie Aller comporte un de´bit
important en comparaison de la voie Retour, rendant son comportement moyen plus
facile a` pre´dire, en observant le syste`me sur une pe´riode longue devant les changements
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Type de trafic Charge
VoIP et Vide´oconf. 0.1
Vide´o 0.3
be 0.6
Table 1.2 Exemple de re´partition du trafic pour la voie Aller
me´te´orologiques. Il sera en revanche impossible de pre´dire le comportement exact de
chaque flux, a` chaque instant, comme c’est le cas dans les syste`mes de diffusion de
te´le´vision.
1.3.2 Capacite´
La capacite´ d’un Syste`me de Te´le´communications par Satellite peut s’exprimer selon
de nombreuses me´triques. D’un point de vue physique, cette capacite´ s’exprime en termes
de bande passante alloue´e. Pour une porteuse classique, on donne ge´ne´ralement une
bande passante, typiquement B = 36MHz [22]. Mais la relation entre ce chiffre et le
de´bit binaire effectif atteignable sur cette porteuse n’est pas imme´diate. Dans le cas d’un
syste`me sans acm, ou` modulation et codage sont fixe´s, le de´bit est donne´ par :
Rb = ρ log2(M)
B
1 + α
(1.1)
Ou`
— Rb est le de´bit binaire (bits/s)
— α est le facteur d’amortissement du filtre d’e´mission (α ∈ [0, 1])
— ρ est le taux de codage
— M est l’ordre de la Modulation
— B est la bande passante du syste`me (Hz)
Afin de garantir un teb de re´fe´rence, ρ et M sont calcule´s de manie`re a` fournir
ce niveau de service avec une disponibilite´ temporelle fixe´e (par exemple 99%). Cette
technique pire cas ne permet pas d’utiliser de manie`re optimale la bande passante alloue´e
au syste`me.
Les syste`mes avec acm permettent d’adapter ρ et M , en d’autres termes le ModCod,
aux conditions de transmission rapporte´es par les Terminaux. En effet, les fre´quences
utilise´es dans les Syste`mes de Te´le´communication par Satellite sont tre`s sensibles a`
l’atte´nuation de l’eau sous forme gazeuse ou liquide pre´sente dans l’atmosphe`re. Les
Terminaux, ayant une puissance limite´e et une antenne de faible diame`tre, subiront donc
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une atte´nuation importante en cas de pluie. Cette atte´nuation entraˆınant des erreurs de
transmission, il est donc ne´cessaire d’adapter la protection des donne´es contre ces erreurs,
dans l’objectif de fournir un teb constant. Ces fre´quences, situe´es dans la bande Ka, se
situent entre 22 et 40 GHz.
La figure 1.7 pre´sente, de manie`re qualitative, l’e´volution du de´bit (et donc du
ModCod) en fonction des conditions me´te´orologiques qui affectent le Terminal.
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Figure 1.7 Relation entre conditions me´te´o et de´bit pour un Terminal
La dure´e moyenne d’un e´ve´nement de pluie est de quelques minutes [23], ainsi la
variation duModCod d’un Terminal aura-t-elle une dure´e caracte´ristique du meˆme ordre
de grandeur. C’est une diffe´rence fondamentale des Syste`mes de Te´le´communication par
Satellite par comparaison aux syste`mes terrestres, ou` les e´vanouissements (fading) ont
pour ordre de grandeur quelques centie`mes de seconde, voire moins. Ces e´vanouissements
sont dus au canal de propagation mobile, et au multi-trajet.
Si la bande passante est connue, il est ne´anmoins complexe de de´finir la capacite´ du
syste`me comme de´bit total, puisqu’elle de´pend des Terminaux conside´re´s, et e´voluera
ainsi au rythme des changements de ModCod. Cependant, e´tant donne´ le nombre tre`s
important de Terminaux conside´re´s (quelques milliers) il est possible de faire une approxi-
mation statistique similaire a` la demande. De fait, meˆme si les conditions me´te´orologiques
au-dessus d’un Terminal donne´ e´voluent, celles sous l’ensemble de la couverture sont
relativement stables, puisqu’elles conside`rent une zone ge´ographique importante, tout
du moins a` une e´chelle temporelle grande par rapport a` l’allocation de ressources ou
l’ordonnancement.
De`s lors, on peut conside´rer que, si les Terminaux changent deModCod, la re´partition
statistique de ces derniers reste relativement stable sous l’ensemble de la couverture du
Satellite, pendant un temps significatif pour notre e´tude, ge´ne´ralement quelques dizaines
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de minutes. Une re´partition de type ciel clair, ou` la majorite´ des Terminaux ont un
ModCod relativement fort, est expose´e dans la table 1.3 [24].
# ModCod Charge
0 QPSK 2/3 0.005
1 QPSK 3/4 0.005
2 QPSK 4/5 0.005
3 QPSK 5/6 0.01
4 8-PSK 3/5 0.28
5 8-PSK 2/3 0.58
6 8-PSK 2/3 0.10
7 16-APSK 2/3 0.01
8 16-APSK 3/4 0.005
Table 1.3 Exemple de re´partition des ModCod de type ciel clair
On voit ici apparaˆıtre un proble`me classique de l’ordonnancement : si trop d’impor-
tance est accorde´e aux utilisateurs ayant un faible ModCod, la capacite´ du syste`me
s’en trouve re´duite (le de´bit total de sortie est faible, cf table 1.1). Si elle est accorde´e
aux utilisateurs ayant un ModCod dans les plus favorables, la capacite´ est bien plus
importante, mais on cre´e un risque de famine des utilisateurs ayant un faible ModCod.
La taˆche de l’ordonnanceur s’en trouve donc plus complexe, puisqu’il faut trouver un
compromis entre ces diffe´rentsModCod et l’efficacite´ de l’utilisation de la bande passante,
point crucial au regard du couˆt de l’utilisation des fre´quences satellite.
De plus, si la re´partition des ModCod est stable a` court terme, elle peut changer
significativement selon le type d’e´ve`nement me´te´orologique [23], il faudra alors que l’algo-
rithme soit capable de s’adapter a` cette nouvelle distribution, et d’offrir des performances
comparables dans des sce´narios tre`s diffe´rents.
1.4 Conclusions de l’e´tude
Dans ce chapitre, nous avons pre´sente´ le contexte de notre e´tude des Syste`mes de
Te´le´communication par Satellite, d’un point de vue fonctionnel et protocolaire. Nous avons
choisi de porter notre attention sur la couche acce`s de ces syste`mes, du fait des profonds
changement introduits par les dernie`res ge´ne´rations des standards de te´le´communications
satellitaires, qui obligent a` revoir leur mise en œuvre en profondeur. Nous avons e´galement
de´crit les deux processus majeurs interagissant avec la couche acce`s, nomme´s demande et
capacite´. Suite a` cette pre´sentation, nous pouvons en tirer les enseignements pre´sente´s
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ci-dessous.
Premie`rement, les caracte´ristiques de la voie Aller et de la voie Retour, telles que
de´finies ici, apparaissent comme tre`s diffe´rentes. En effet, la` ou` la voie Aller est confronte´e
a` un proble`me d’ordonnancement classique, bien que rendu complexe par l’encapsulation
gse dans les BBFrame, la voie retour constitue un proble`me typique d’allocation de
ressources, qui se place a` une e´chelle plus lente que celle de l’ordonnancement. De ce
fait, il semble approprie´, au premier abord, d’en se´parer le traitement, afin de pouvoir
proposer un algorithme adapte´ a` chaque voie. Nous aborderons donc, dans cette the`se,
voie Aller et voie Retour de manie`re successive.
De plus, la forte variabilite´ du trafic est un facteur important dans les Syste`mes de
Te´le´communications par Satellite : plutoˆt qu’un trafic uniforme et re´gulier, nous avons a`
pre´sent affaire a` un trafic issu de multiples sources, aux caracte´ristiques disparates (de´bit,
QoS, taille de paquets, etc). Ce changement nous oblige a` repenser les architectures des
syste`mes d’ordonnancement et d’allocation de ressources, afin de pouvoir prendre en
compte cette variabilite´. Ceci est manifeste pour le passage de mpe a` gse, qui non content
de prendre en compte de nombreux flux de QoS tre`s diffe´rentes, permet une encapsulation
aise´e d’IP et des paquets de taille variable de manie`re ge´ne´rale, en minimisant l’overhead.
Dans cette the`se, nous accorderons donc une importance particulie`re aux me´canismes
de QoS, leur mise en place ainsi que leur application. Ces garanties sont absolument
ne´cessaires au regard de la disparite´ du trafic, ainsi que des contraintes tre`s strictes du
trafic VoIP et vide´oconfe´rence, dans le cas de la voie Aller comme dans celui de la voie
Retour. Nous observerons e´galement comment traiter efficacement la variabilite´ de la
taille des paquets.
Enfin, dans l’optique de proposer une solution cre´dible pour une implantation re´elle,
nous serons notamment attentifs aux proble`mes de complexite´ algorithmique, d’implan-
tation et de performance temps re´el.

Chapitre 2
E´tat de l’art des solutions
d’ordonnancement et d’allocation de
ressources
L’ordonnancement aussi bien que l’allocation de ressources ont suscite´ de nombreuses
recherches, du fait de leur importance dans l’ame´lioration des performances des syste`mes.
Les re´seaux sans fil, et plus particulie`rement les Syste`mes de Te´le´communication par
Satellite n’ont pas e´chappe´ a` cet engouement, meˆme s’ils pre´sentent des caracte´ristiques
bien distinctes, et constituent donc un domaine d’application a` part entie`re.
Comme de´crit dans le chapitre pre´ce´dent, si l’ordonnancement de flux homoge`nes
(mpeg-2 dans le cas du satellite) est aise´, l’introduction de flux aux caracte´ristiques tre`s
diffe´rentes, ainsi que versatilite´ temporelle du support radio le complexifient grandement.
Ce proble`me n’est pas inhe´rent au satellite, mais les caracte´ristiques du syste`me sont tre`s
contraignantes, notamment quant a` l’e´volution conjointe de la capacite´ et de la demande,
et aux me´thodes d’encapsulation, et doivent eˆtre prises en compte dans la conception des
algorithmes.
Notre objectif dans ce chapitre est de pre´senter, de manie`re synthe´tique, les princi-
paux aspects des solutions d’ordonnancement et d’allocation de ressources qui ont e´te´
de´veloppe´es, pour les syste`mes satellites en particulier. Nous aborderons les solutions
propose´es dans la litte´rature a` l’aune du syste`me de´fini dans le pre´ce´dent Chapitre, en
prenant les architectures dvb-s2 et dvb-rcs2 comme re´fe´rences. Une partie importante
de notre e´tude sera donc consacre´e a` de´terminer comment adapter des solutions pre´sente´es
a` notre syste`me de re´fe´rence. Notons que, bien que tre`s diffe´rentes, les solutions conc¸ues
pour les syste`mes terrestres pourront e´galement eˆtre e´tudie´es, si leur adaptation semble
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pertinente. Du fait du caracte`re e´minemment dynamique et de´corelle´ de la capacite´ et de
la demande du syste`me e´tudie´, nous porterons une attention particulie`re a` la fac¸on dont
les solutions propose´es dans la litte´rature prennent en compte ces parame`tres.
La plupart des algorithmes d’ordonnancement utilisent une ou plusieurs me´triques
afin d’e´valuer l’e´tat du syste`me et prendre des de´cisions en conse´quence. Nous porterons
donc tout d’abord succinctement notre attention sur l’estimation de ces me´triques.
Nous pre´sentons dans un deuxie`me temps une classification ge´ne´rale des me´thodes
d’ordonnancement ou` trois outils mathe´matiques, largement ple´biscite´s dans la litte´rature,
sont expose´s. Puis, un e´tat de l’art des me´thodes de´veloppe´es pour le satellite est pre´sente´.
Cette e´tude permet de mettre en e´vidence les difficulte´s lie´es a` notre proble`me, ainsi que
les insuffisances des solutions propose´es jusque-la`.
2.1 Conventions de nommage et me´triques
L’utilisation de me´triques pour observer l’e´tat d’un syste`me de te´le´communication
est ne´cessaire de`s lors que ce syste`me e´volue dans le temps, qui plus est de manie`re
difficilement pre´dictible. Une me´trique est une valeur nume´rique permettant de repre´senter
l’e´tat du syste`me. Cette de´finition comporte e´galement un aspect temporel, on retrouvera
des me´triques moyennes, de´finies sur une certaine pe´riode de temps, ou a posteriori, et des
me´triques instantane´es, dont la valeur n’a de sens qu’a` un instant donne´. On peut citer
par exemple, le de´bit moyen observe´ par un Terminal ou de´lai d’une trame dans une file
d’attente de la Passerelle. Cependant, l’estimation de ces me´triques pose proble`me : elle
doit prendre le moins de ressources (me´moire, calcul) possibles, tout en e´tant pertinente.
Nous proposons donc ici un compromis entre ces deux objectifs.
2.1.1 De´finitions
Nous de´finissons tout d’abord l’instant d’ordonnancement, comme le moment ou` la
dernie`re BBFrame est transmise pour la voie Aller. Cet instant revient de manie`re
re´gulie`re, plus pre´cise´ment pe´riodique pour la voie Retour, de´pendant du temps de trans-
mission de la BBFrame pour la voie Aller. Disposant d’une nume´rotation incre´mentale
n des BBFrame selon une origine de´termine´e, nous notons t(n) l’instant auquel la
BBFrame n commence sa transmission. Nous de´finissions ainsi une mesure discre`te du
temps, t(0), t(1), . . . , t(n), qui servira d’horloge a` notre syste`me. Pour plus de clarte´, on
utilisera de manie`re interchangeable l’instant t(n) et n dans la suite de cette discussion.
Cette mode´lisation est pre´sente´e a` la figure 2.1.
Il semble important de noter que cette repre´sentation est non seulement arbitraire,
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Figure 2.1 Mesure discre`te du temps
mais de´pend aussi fortement du syste`me conside´re´ (fre´quence des BBFrame, ModCod),
bien qu’adopte´e dans de nombreux travaux [25] [26] [27] [28] [29] [5]. On dit e´galement
que l’algorithme est auto-temporise´ (self-clocked, [30]) car il n’utilise pas d’horloge externe
par opposition a` des algorithmes tels que Weighted Fair Queuing (wfq)[31] [32]. Sur la
voie Retour, cette mesure du temps correspond a` la pe´riode des Supertrames dvb-rcs2.
S’appuyant sur ces valeurs, plus pre´cise´ment sur l’e´tat du syste`me observe´ a` l’instant
n (l’ensemble des files d’attente et des variables associe´es de la couche acce`s), plusieurs
solutions d’ordonnancement sont de´termine´es. Elles correspondent aux diffe´rentes pos-
sibilite´s dont dispose la couche acce`s pour ordonnancer ou allouer les ressources. On
appellera de´cision d’ordonnancement la se´lection de la solution d’ordonnancement (res-
pectivement d’allocation de ressource pour la voie Retour). La fac¸on de prendre cette
de´cision de´pend bien e´videmment de l’algorithme, ou une e´valuation sera faite de chaque
solution d’ordonnancement, selon des crite`res propres a` l’algorithme. L’outil permettant
de faire cette de´cision est appele´ crite`re d’ordonnancement.
Enfin, on de´finit par sce´nario d’ordonnancement l’ensemble des valeurs des parame`tres
d’influence pour l’ordonnancement dans notre syste`me, a` savoir :
— le nombre de Terminaux ;
— le type de trafic, ses caracte´ristiques, et la voie conside´re´e (Aller ou Retour) ;
— la re´partition des ModCod des Terminaux.
En re´sume´, tout changement dans les parame`tres de la demande ou de la capacite´ telles
que de´finies au chapitre pre´ce´dent constitue, pour notre syste`me, un sce´nario diffe´rent.
2.1.2 Me´triques
Si l’algorithme conside´re´ fait usage de valeurs moyennes, la valeur de la variable
moyenne x¯ utilise´e a` l’instant n sera x¯(n), et la valeur instantane´e mesure´e sur le syste`me
sera note´e x(n). On dira que l’algorithme valorise la me´trique x si la valeur de celle-
ci est utilise´e dans la de´cision d’ordonnancement, voire dans l’expression du crite`re
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d’ordonnancement.
Les instants d’observation du syste`me correspondant a` ceux d’ordonnancement,
l’algorithme n’a donc acce`s qu’aux valeurs instantane´es mesure´es, x(n). Il existe plusieurs
manie`res d’estimer la valeur moyenne de x a` partir de ces valeurs instantane´es, nous
avons choisi la moyenne exponentielle, qui permet de filtrer les e´ve´nements ayant une
forte amplitude par rapport a` la moyenne, lissant ainsi la mesure. Ce type de mesure,
tre`s largement employe´, offre un compromis entre pre´cision et simplicite´ de calcul. En
conside´rant la me´trique x¯, sa moyenne exponentielle est donne´e par :
x¯(n+ 1) = αx¯(n) + (1− α)x(n) (2.1)
Ou` α est un facteur d’amortissement, proche de 1. On remarque que cette mesure ne
de´pend pas du temps e´coule´ entre deux instants, ce qui peut eˆtre pre´judiciable quand cette
dure´e est variable, par exemple sur la voie Aller, lorsque deux BBFrame de ModCod
diffe´rent se suivent. Elles n’auront pas le meˆme temps de transmission, le temps entre
deux instants sera donc variable. Les auteurs de [28] proposent d’adapter α a` la dure´e
entre deux instants, en posant :
α(n) = ατ(n) (2.2)
Ou` τ(n) est la dure´e entre deux instants d’ordonnancement, a` savoir le temps d’e´mission
de la BBFrame choisie. Cette formule sera utilise´e par de´faut dans la suite de notre
discussion.
2.2 Outils analytiques d’ordonnancement
Dans cette partie, nous exposons trois me´thodes permettant d’e´valuer les solutions d’or-
donnancement ou d’allocation de ressources, chacune prenant appui sur une mode´lisation
mathe´matique diffe´rente. Notre objectif, au-dela` de pre´senter une classification, est de
montrer comment des me´thodes a priori tre`s diffe´rentes peuvent mener au meˆme re´sultat,
a` travers un exemple commun. Notre syste`me de re´fe´rence est constitue´ par la couche
acce`s de la Passerelle, sur la voie Aller ou bien sur la voie Retour. L’ordonnancement
est l’algorithme de re´fe´rence de cette e´tude, mais les explications donne´es ici sont, par
de´faut, valables e´galement pour la voie Aller. Les deux processus sont distingue´s lorsque
ce n’est plus le cas.
Nous conside´rons ici un nombre quelconque d’utilisateurs, indexe´s par la variable i.
Par souci de ge´ne´ralite´, nous n’explicitons pas davantage ces utilisateurs, qui peuvent
eˆtre aussi bien des files d’attente situe´es dans la Passerelle, que des Terminaux ou bien
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encore des flux. Nous conside´rons une me´trique ge´ne´rique, note´e x(n), valeur moyenne ou
instantane´e, repre´sentant l’e´tat du syste`me, et nous supposons de plus qu’il est possible
de de´finir clairement, et pour chacun de ces utilisateurs, un e´tat xi(n). On peut citer
comme exemple, le de´bit moyen, ou bien le taux de perte. Cette valeur est disponible
instantane´ment pour le syste`me de re´fe´rence, et mise a` jour a` chaque nouvel instant
d’ordonnancement.
2.2.1 Crite`re Explicite
Cette cate´gorie de solutions regroupe un tre`s grand nombre d’algorithmes de´veloppe´s
pour l’ordonnancement dans les syste`mes sans fil. Leur principe peut eˆtre re´sume´ de la
fac¸on suivante :
— Se´lectionner une ou plusieurs me´triques, xi repre´sentatives de l’e´tat de chaque
utilisateur dans le syste`me.
— De´finir une e´valuation de cet e´tat a` chaque instant, fi(xi(n)), que l’on associera
au crite`re d’ordonnancement.
— E´valuer les diffe´rentes solutions disponibles d’ordonnancement ou d’allocation de
ressources, et prendre la de´cision d’ordonnancement.
De´finition empirique
Cette de´finition reste ge´ne´rale, et a pu donner lieu a` des algorithmes tre`s diffe´rents,
[5],[33],[34],[4]. Elle est dite explicite, ou empirique, car l’e´valuation utilise une fonction
f qui doit eˆtre explicitement donne´e, et qui repose ge´ne´ralement sur des conside´rations
empiriques. De meˆme, la manie`re d’utiliser le crite`re ainsi de´fini doit eˆtre e´galement
explicite´e.
Dans le cas ou` un seul utilisateur est servi a` chaque instant d’ordonnancement, un
exemple tre`s simple d’algorithme d’ordonnancement construit sur ce crite`re est donne´
par :
i∗ = argmax
i
fi(xi(n))
Autrement dit, l’utilisateur i∗ est servi a` l’instant n seulement si la valeur de son crite`re
est la plus e´leve´e. Cette formulation a l’avantage d’eˆtre simple et facile a` implanter, un
simple calcul suffit a` de´terminer le prochain utilisateur a` servir. De plus, sa complexite´
croˆıt line´airement avec le nombre d’utilisateurs, et son implantation peut eˆtre facilement
paralle´lise´e.
Une autre utilisation possible de ce crite`re peut se mate´rialiser au travers d’un
algorithme d’ordonnancement classique, tel que le rr, ou chaque utilisateur est servi
32 E´tat de l’art des solutions d’ordonnancement et d’allocation de ressources
successivement e´galement, selon un ordre de´fini. Ici, on peut supposer les utilisateurs
e´tant trie´s par crite`re de´croissant, cet ordre e´tant mis a` jour re´gulie`rement, avec les
nouvelles valeurs du crite`re. Dans un syste`me ne comportant que des paquets de taille
constante, le rr se trouve eˆtre e´quitable et performant[35], et pre´sente une complexite´
algorithmique constante, o(1).
On peut aussi envisager d’utiliser ce crite`re dans les variantes a` priorite´ de rr. Le
Weighted Round Robin (wrr) permet de diffe´rencier le traitement entre les diffe´rents
utilisateurs, en leur assignant un poids. Ce poids peut correspondre, par exemple, a`
une contrainte de QoS. Principalement de´veloppe´ pour atm, [36] [37], le poids peut
eˆtre exprime´ comme le temps relatif accorde´ a` un utilisateur lors d’un cycle du rr.
Cet algorithme pre´sente un inte´reˆt certain lorsqu’il est utilise´ avec des paquets de taille
constante, comme c’est le cas des cellules atm, puisque son comportement peut eˆtre
pre´dit[4].
drr, pre´sente´ dans [38], est une variante du wrr adapte´e aux paquets de taille
variable. Le de´ficit repre´sente ainsi le volume alloue´ a` chaque utilisateur a` chaque tour du
rr. Ce de´ficit peut eˆtre e´galement adapte´ en fonction de contraintes de QoS. Ce de´ficit
est consomme´ lorsque l’utilisateur a des paquets a` transmettre, et cumule´ lorsque le
de´ficit accumule´ n’est pas suffisant pour transmettre le prochain paquet. De cette manie`re,
le drr permet e´galement un lissage du trafic. Tout comme rr et wrr, la complexite´
algorithmique de drr est faible (o(1)).
Nous pouvons enfin citer le wfq, [39], bien que cet algorithme soit plus complexe. Il
repose sur un partage e´quitable de la capacite´ entre les utilisateurs, selon un mode`le de
partage du temps d’exe´cution d’un processeur entre plusieurs taˆches. Cet algorithme a
suscite´ nombre de recherches [40] [41] [42] [43] [44]. Le fait que cet algorithme suppose
une horloge externe au syste`me, ainsi que sa complexite´, le rendent difficile a` utiliser
pour un syste`me dont la capacite´ varie avec le temps. De plus, il posse`de une complexite´
algorithmique supe´rieure, o(log(N)).
En re´sume´, cette formulation permet une tre`s grande flexibilite´, ainsi qu’une faible
complexite´ d’implantation, deux atouts tre`s importants pour des syste`mes comme une
Passerelle satellite, ou` les de´cisions d’ordonnancement doivent eˆtre effectue´es en quelques
microsecondes. Mais cette formulation tre`s simple cache cependant une grande complexite´
de conception, dans le choix de f mais aussi dans l’utilisation qui est faite du crite`re.
En effet, puisqu’il n’existe pas de contrainte particulie`re sur ces deux choix, le nombre
des solutions possibles est gigantesque. Pourtant, le travail d’e´valuation de chaque crite`re
est complexe : une e´valuation analytique est possible pour un crite`re simple [45], mais
devient trop complexe si l’expression du crite`re contient plusieurs me´triques diffe´rentes,
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chacune ayant son propre impact sur f . Il est alors difficile d’e´tudier l’influence a` la fois
des me´triques et du parame´trage, et donc de de´terminer la solution optimale. L’e´valuation
a` l’aide de simulations souffre des meˆmes difficulte´s, d’autant plus que les performances
se re´ve`lent tre`s diffe´rentes selon le sce´nario ou le parame´trage.
Re`gles d’ordonnancement
Les re`gles d’ordonnancement sont une re´ponse partielle aux proble`mes des crite`res ex-
plicites cite´s pre´ce´demment. On appelle re`gle d’ordonnancement une cate´gorie particulie`re
de crite`res explicites.
Ces re`gles prennent la forme de crite`res dont l’expression, tire´e de travaux de re´fe´rence
[46] [27] [47], est de´finie, permettant ainsi une formulation plus homoge`ne des algorithmes
d’ordonnancement [48].
Les parame`tres utilise´s par ces re`gles sont des valeurs moyennes de me´triques classiques,
telles que le de´bit sortant, le de´lai du paquet en teˆte de file d’attente (Head of Line
(HoL)), ou encore la qualite´ instantane´e du support.
Une re`gle particulie`rement populaire est Proportional Fairness (pf), dont l’expression
est la suivante :
i∗ = argmax
i
ri(n)
r¯i(n)
(2.3)
Ou` :
— ri est le de´bit instantane´ atteignable par l’utilisateur i, de´pendant des conditions
de transmission ;
— r¯i est le de´bit moyen obtenu par l’utilisateur i.
pf re´alise un compromis entre efficacite´ spectrale et e´quite´. Par l’interme´diaire de la
prise en compte de la qualite´ instantane´e du canal, pf privile´gie les utilisateurs ayant un
bon de´bit atteignable, ce que l’on nomme un comportement opportuniste. Une re`gle ne
prenant en compte que ce seul parame`tre permettrait de maximiser l’efficacite´ spectrale,
pourvu que les utilisateurs servis aient toujours des donne´es a` transmettre ou a` recevoir.
Il de´graderait cependant l’e´quite´ puisqu’un utilisateur ayant de mauvaises conditions de
transmission pendant un temps assez long pourrait ne pas eˆtre servi pendant tout ce
temps, cre´ant un phe´nome`ne de famine. C’est pourquoi cette influence est contrebalance´e
par la prise en compte du de´bit moyen obtenu. Ainsi, meˆme si un utilisateur posse`de
de tre`s bonnes conditions de transmission, la valeur de son crite`re chutera au fur et a`
mesure qu’il sera servi, le rendant ainsi moins prioritaire.
Cette re`gle s’adapte facilement a` la voie Aller aussi bien qu’a` la voie Retour : il est
possible de choisir un ou plusieurs utilisateurs, trie´s par crite`re pf de´croissant. Elle est
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majoritairement adapte´e au trafic dit e´lastique, c’est-a`-dire dont les besoins en bande
passante peuvent s’adapter a` la capacite´ disponible. Le trafic ine´lastique, ge´ne´ralement a`
de´bit constant (VoIP, vide´o), ne´cessite une re`gle plus complexe, comme par exemple
Modified Latest Weighted Deadline First (m-lwdf)[27] :
i∗ = argmax
i
γiw¯i(n)ri(n) (2.4)
Ou`
— γi est une priorite´ de QoS ;
— w¯i(n) est le temps d’attente moyen en teˆte de file de l’utilisateur i.
Cette re`gle permet un compromis entre de´bit, au travers de ri, et le de´lai. On peut
e´galement citer la re`gle exponentielle, ou Exponential Rule - PF (exp-pf) [47], ou encore
Earliest Deadline First (edf) [49], tous deux adapte´s au trafic temps re´el.
Les re`gles d’ordonnancement semblent fournir un bon compromis entre complexite´,
performance et facilite´ de conception. L’abondance des travaux de recherche sur ces
crite`res spe´cifiques est e´galement un avantage certain.
On remarque cependant deux inconve´nients a` l’utilisation des re`gles d’ordonnancement.
Premie`rement, il est difficile d’obtenir des re´sultats de stabilite´ de ces re`gles, autrement
que par des simulations e´tendues, prenant en compte de tre`s nombreux cas. Cela peut se
re´ve´ler critique dans des syste`mes ope´rant a` forte charge, ou` le risque de de´stabilisation
du syste`me est grand. Deuxie`mement, les algorithmes d’ordonnancement de´finis ici
sont dits myopes, puisqu’ils ne conside`rent, pour prendre leur de´cision, que le passe´ du
syste`me. Autrement dit, il n’est pas possible de pre´dire facilement l’impact des de´cisions
d’ordonnancement sur le syste`me, et ainsi de savoir l’e´tat vers lequel l’ordonnancement
me`ne le syste`me. Cela peut eˆtre particulie`rement pre´judiciable pour un syste`me e´voluant
avec le temps : le crite`re peut eˆtre stable sous un certain sce´nario mais devenir instable
de`s que ce sce´nario change significativement. Cette proprie´te´ marque aussi un frein au
de´veloppement des re`gles d’ordonnancement, et particulie`rement dans le cas de re`gles
ajuste´es pour obtenir de bonnes performances dans un sce´nario particulier, puisqu’il n’y
a aucune garantie que cet ajustement soit aussi efficace avec un autre sce´nario.
2.2.2 The´orie des jeux
Afin de donner un cadre mathe´matique rigoureux a` l’ordonnancement, de nombreux
travaux ont eu recours a` la The´orie des Jeux pour mode´liser des situations ou` plusieurs
utilisateurs se partagent un meˆme syste`me de te´le´communications. La The´orie des Jeux
a e´te´ introduite au milieu du XXe sie`cle, afin de formaliser les situations de compe´tition
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entre acteurs e´conomiques. Ces acteurs, appele´s Joueurs, prennent des de´cisions selon
une strate´gie de manie`re a` maximiser leurs gains. Applique´e aux re´seaux sans fil, on
peut aise´ment voir comment il est possible d’appliquer cette the´orie, par exemple pour
mode´liser les protocoles d’acce`s a` contention, ou` le gain serait le de´bit rec¸u en fonction
de la strate´gie, qui serait elle la manie`re avec laquelle l’utilisateur acce`de au support.
E´quilibre de Nash
Un des re´sultats majeurs de la The´orie des Jeux est l’E´quilibre de Nash, introduit par
John Nash [50]. Il stipule que, dans le cas de joueurs ayant une estimation rationnelle
de leurs gains en fonction de leur strate´gie, et ayant une connaissance comple`te des
strate´gies des autres joueurs, chaque joueur atteindra un e´quilibre ou` son gain sera
maximal, sachant les strate´gies adopte´es par les autres joueurs. En d’autres termes, dans
cet e´quilibre, chaque joueur prend en compte les strate´gies de tous les autres joueurs, et
de´cide de la meilleure strate´gie a` adopter. Cet e´tat est un e´quilibre, puisque aucun joueur
ne peut augmenter son gain en changeant de strate´gie [51]. On appelle cette solution
Nash Bargaining Solution (nbs).
On peut formuler un nbs de la manie`re suivante, pour des utilisateurs dont le gain
est le de´bit moyen rec¸u r¯i, l’E´quilibre de Nash est solution du proble`me d’optimisation
suivant :
max
∏
i
r¯i
avec
∑
i
r¯i ≤ C
(2.5)
Ou` C est la capacite´ totale du syste`me, exprime´e ici en termes de de´bit. Cette
formulation est particulie`rement utile pour les proble`mes de partage de capacite´ [52],
comme dans les re´seaux filaires, ou bien dans un contexte statique, par exemple pour
le dimensionnement dans les re´seaux Orthogonal Frequency Division Multiple Access
(ofdma) [53]. De plus, la The´orie des Jeux apporte des garanties quand a` la stabilite´
de l’e´quilibre atteint, ce qui est un avantage certain par rapport aux crite`res explicites.
Nous noterons par la suite r¯∗ la solution de ce proble`me.
Il reste cependant un proble`me de taille avant de pouvoir utiliser la the´orie des
jeux de manie`re efficace : adapter cette formulation au caracte`re dynamique de notre
proble`me. En effet, la formulation pre´ce´dente donne un e´quilibre sur des valeurs moyennes,
inde´pendantes du temps. Or, non seulement l’ordonnancement ne peut se traiter sans
dimension temporelle, mais il est meˆme ne´cessaire de l’adapter aux e´volutions du syste`me.
Par exemple, nous avons exprime´ ici la capacite´ en de´bit. Comme vu dans le Chapitre 1,
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cette capacite´ e´volue au cours du temps, il serait donc plus juste de remplacer C par
C(n), ce qui a pour conse´quence de modifier la solution de (2.5), puisque la contrainte
de capacite´ change. Du reste, meˆme en explicitant les valeurs de r¯∗, comment faire le
lien entre cette valeur et la de´cision d’ordonnancement prise a` l’instant n ? Ou encore,
comment se traduit la valorisation du de´bit comme gain dans l’ordonnancement ? La
The´orie des Jeux n’apporte ici aucune re´ponse, du moins en adoptant la formulation
de (2.5), et le rapport entre l’e´quilibre de´coulant du nbs et la strate´gie effective qu’il faut
adopter a` chaque e´tape d’ordonnancement n’est absolument pas explicite. L’avantage
apporte´ par la the´orie des jeux se trouve donc ici mitige´ : bien qu’elle fournisse des outils
mathe´matiques rigoureux, sa formulation est peu adapte´e a` la dynamique du syste`me, en
particulier a` celle de l’ordonnancement.
De plus, en supposant qu’une me´thode ite´rative ait e´te´ trouve´e afin d’atteindre
l’e´quilibre de´fini, le caracte`re a` la fois dynamique et limite´ des ressources sera ici aussi une
contrainte. En effet, si on suppose a` l’instant n un e´tat du syste`me, c’est-a`-dire des valeurs
moyennes de de´bit r¯(n), il ne sera probablement pas possible d’atteindre r¯∗ en une seule
e´tape d’ordonnancement, car la vitesse a` laquelle le de´bit moyen peut e´voluer est limite´e
par la capacite´ C(n). En d’autres termes, l’ensemble des e´tats atteignables en une e´tape
d’ordonnancement est limite´, et cet ensemble ne contient pas ne´cessairement l’optimal.
Par conse´quent, il sera ne´cessaire d’effectuer plusieurs e´tapes d’ordonnancement avant
d’atteindre l’e´quilibre de´fini. Or, cet e´quilibre, comme vu plus haut, de´pend du temps
lui aussi, par l’interme´diaire de C(n) : on risque alors de ne jamais pouvoir atteindre
l’e´quilibre de´fini, puisqu’il e´volue dans le temps. Formellement, si l’algorithme propose´
converge vers l’e´quilibre en T e´tapes, il faudra que C(n) = C(n+ T ) pour que l’e´quilibre
soit effectivement atteint, faute de quoi le syste`me n’atteindra pas l’e´quilibre a` n+ T ,
puisque ce dernier aura change´.
Proportionnal Fairness
Une proprie´te´ inte´ressante de cette formulation est la possibilite´ de retrouver le crite`re
pf comme pre´ce´demment pre´sente´ [54]. En effet, en conside´rant le proble`me suivant,
apre`s passage au logarithme, e´quivalent a` (2.5) :
max
∑
i
ln(r¯i)
avec
∑
i
r¯i ≤ C(n)
(2.6)
On obtient alors un proble`me d’optimisation non line´aire, strictement convexe, qu’il
2.2 Outils analytiques d’ordonnancement 37
est donc possible de re´soudre a` l’aide de me´thodes Lagrangiennes. La solution de ce
proble`me [55], qui n’est autre que r¯∗, est dite proportionnellement e´quitable, du fait de la
proprie´te´ suivante, obtenue pour n→ +∞ :
∑
i
ri − r¯∗i
r¯i
≤ 0 (2.7)
ou` ri est une allocation possible des de´bits moyens, ce qui signifie que le gain global
apporte´ par un changement, par rapport au nbs, dans le de´bit d’un des utilisateurs (par
exemple son augmentation) est nul ou ne´gatif. Cette proprie´te´ assure un comportement
e´quitable, empeˆchant un seul utilisateur d’accaparer la majorite´ des ressources : les
joueurs vont coope´rer afin d’arriver au meilleur compromis. Dans son application a` des
proble`mes d’ordonnancement, un algorithme du gradient a e´te´ adopte´ [26],[56], pour
re´soudre le proble`me de manie`re ite´rative. L’expression du crite`re d’ordonnancement
de´coulant de ce proble`me est la suivante :
i∗ = argmax
i
ri(n)
r¯i(n)
(2.8)
Soit exactement l’expression (2.3), ce qui signifie que ce crite`re est non seulement e´quitable,
mais e´galement optimal pour un trafic e´lastique, valorisant le de´bit [57]. Il est important
de noter qu’ici, la de´cision d’ordonnancement ne se fait pas de manie`re myope : on
choisit celle qui me`ne le plus rapidement possible a` l’e´quilibre, ce qui est une proprie´te´
importante du fait de la dynamique du syste`me. Cette me´thode permet e´galement
d’e´valuer selon une me´trique de´finie, a` savoir le gain a` chaque e´tape, les diffe´rentes
solutions d’ordonnancement possibles.
Conclusion sur l’utilisation de la the´orie des jeux
La the´orie des jeux permet de placer l’ordonnancement et l’allocation de ressources
dans un cadre mathe´matique rigoureux, apportant ainsi des garanties d’optimalite´ ainsi
que de stabilite´ autour d’un e´quilibre. Contrairement aux crite`res explicites expose´s
pre´ce´demment, la the´orie des jeux de´finit clairement un objectif, une direction, vers
laquelle l’ordonnancement va se diriger. On est alors en mesure de de´terminer et d’e´tudier
cet e´quilibre, et ainsi de mieux connaˆıtre le comportement du syste`me. Mais cette
de´finition d’un e´quilibre, et donc de valeurs moyennes, n’apporte pas directement la
solution au proble`me d’ordonnancement, ni meˆme a` celui d’allocation de ressources,
du fait de la dynamique rapide du syste`me. La solution classique a` ce proble`me est de
de´placer le syste`me, a` chaque e´tape d’ordonnancement, vers la solution du proble`me
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pose´. De ce fait, les avantages inhe´rents a` la the´orie des jeux semblent s’effacer devant la
complexite´ de mise en place de la solution, ce qui est d’autant plus e´vident avec l’exemple
de pf.
2.2.3 Fonctions d’utilite´
Les fonctions d’utilite´ sont lie´es a` la the´orie des jeux, mais peuvent constituer un outil
a` part entie`re, utilisable sans avoir a` de´ployer la formalisation ne´cessaire a` la the´orie des
jeux. Formellement, une fonction d’utilite´ associe une variable, ou une me´trique, a` une
utilite´. Elle de´crit donc comment la valeur de la variable ou de la me´trique est valorise´e
par l’algorithme. On peut alors de´finir, pour notre syste`me de te´le´communications de
re´fe´rence, un ensemble de variables et leur utilite´ associe´e : on pourrait par exemple
mesurer la satisfaction des utilisateurs vis-a`-vis d’un certain niveau de service rec¸u, et
faire en sorte que l’ordonnancement maximise cette valeur.
Au premier abord, cette formulation ne pre´sente pas d’avantage concret sur la
the´orie des jeux, puisque aucune notion d’e´quilibre ni d’objectif n’est pre´sente dans cette
formulation. Elle ne pre´suppose pas de comportement particulier des utilisateurs, ni
meˆme d’objectif a` long terme en soi. Pourtant, cette solution a e´te´ retenue dans nombre
de me´thodes et d’algorithmes d’ordonnancement [24],[58],[29],[59],[55],[60]. Ce succe`s
s’explique par la flexibilite´ offerte par les fonctions d’utilite´ comparativement a` la the´orie
des jeux, et par le fait qu’il est souvent possible d’obtenir des re´sultats comparables, sans
faire appel a` une the´orie complexe et parfois contraignante.
Proportionnal Fairness de´rive´ de fonctions d’utilite´
Supposons a` nouveau des utilisateurs ayant un trafic e´lastique, dont le de´bit moyen
alloue´ par le syste`me est r¯, et l’utilite´ correspondante a` ce trafic u(r¯). Si l’utilite´ repre´sente
la satisfaction de l’utilisateur vis-a`-vis du service rec¸u, celle-ci devra eˆtre strictement
croissante avec le de´bit pour un trafic e´lastique. Cependant, afin de diffe´rencier les de´bits
faibles des de´bits importants, on peut poser u(r¯) = ln(r¯). De cette manie`re, la diffe´rence
entre deux allocations tend a` diminuer au fur et a` mesure que ces allocations augmentent,
ce qui signifie qu’il sera plus utile d’augmenter le de´bit des utilisateurs ayant un de´bit
moyen faible, plutoˆt que celui de ceux disposant de´ja` d’un de´bit moyen important.
L’objectif du syste`me est relativement simple, il consiste a` maximiser l’utilite´ du
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syste`me, a` savoir la somme des utilite´s des utilisateurs :
max
∑
i
ln(r¯i)
avec
∑
i
r¯i ≤ C(n)
(2.9)
Cette de´finition, directement sous forme d’un proble`me d’optimisation, n’a pas eu besoin
d’autres hypothe`ses que la convexite´ du proble`me, aise´ment de´montrable, et la concavite´
de u. Nous retrouvons donc une formulation strictement e´quivalente a` (2.6), a` laquelle
nous appliquerons la meˆme re´solution, pour retrouver le crite`re pf, dont l’expression est
donne´e par (2.3).
Compromis ne´cessaires
Comme nous l’avons vu avec l’exemple de pf, les fonctions d’utilite´ ne´cessitent de
fournir un objectif, ici la maximisation de l’utilite´ du syste`me. Une fois de plus, ce
proble`me est de´fini a` l’aide de valeurs moyennes, et posera donc les meˆmes difficulte´s que
la the´orie des jeux quant a` la re´solution et a` l’algorithme de´coulant de cette re´solution.
L’avantage des fonctions d’utilite´ re´side dans la flexibilite´ apporte´e : l’objectif de
l’ordonnancement est explicitement de´fini, et il est possible de concevoir une fonction
d’utilite´ plus complexe, qui repre´sente de´ja` un compromis entre plusieurs variables, par
exemple le de´lai et la gigue, ou encore le taux de perte. Cette flexibilite´ accrue a cependant
un couˆt, puisqu’elle peut rendre plus complexe la re´solution du proble`me d’optimisation,
ou encore aboutir a` un e´quilibre instable. Il faudra alors s’assurer explicitement de ces
proprie´te´s.
On peut ainsi voir les fonctions d’utilite´ comme un compromis entre crite`re explicite
et the´orie des jeux. Dans le premier, on de´finit explicitement le crite`re d’ordonnancement
instantane´, sans en e´tudier l’impact sur une e´chelle temporelle plus longue qu’une e´tape
d’ordonnancement. La the´orie des jeux, elle, pre´suppose un comportement de´fini des
utilisateurs, dont de´coule l’optimal. La de´finition de ce comportement est certes empirique,
mais bien plus facilement justifiable : on dira qu’un flux e´lastique valorise le de´bit, alors
qu’un flux temps re´el sera plus attache´ a` la gigue et au de´lai. Cependant, le cadre
mathe´matique ainsi de´fini est relativement lourd, pour un re´sultat final parfois e´quivalent
aux crite`res d’ordonnancement. Les fonctions d’utilite´ pre´supposent deux hypothe`ses :
les besoins des utilisateurs, repre´sente´s par la fonction d’utilite´, et l’objectif du syste`me,
le proble`me d’optimisation. Les choix empiriques sont donc plus importants avec les
fonctions d’utilite´, mais ils permettent de donner plus de flexibilite´ aux algorithmes
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d’ordonnancement et d’allocation de ressources. Certes, il est possible d’utiliser les
fonctions d’utilite´ en The´orie des Jeux, ou` elles repre´sentent le gain (ou revenu), mais
il n’est pas assure´ que cette formulation supple´mentaire soit utile pour l’algorithme
d’ordonnancement en lui-meˆme, comme vu avec pf.
2.2.4 Conclusion de l’e´tude des outils analytiques
Nous avons propose´ successivement trois outils analytiques pour l’ordonnancement et
l’allocation de ressources : les crite`res explicites, la The´orie des Jeux, et enfin les fonctions
d’utilite´. Bien que lie´s, nous avons cherche´ a` isoler, pour chaque outil, ses spe´cificite´s,
ses avantages et inconve´nients. Cette classification fait ressortir la difficulte´ de concilier
simplicite´ (dans la conception aussi bien que dans l’implantation) avec des garanties
apporte´es par un mode`le analytique rigoureux. Sur le plan de la complexite´ algorithmique,
nous pouvons remarquer que bien que la The´orie des Jeux et les fonctions d’utilite´ soient
de´favorise´s, certains crite`res explicites peuvent eˆtre utilise´s par des algorithmes tels
que wfq dont la complexite´ est comparable aux algorithmes de re´solution de proble`me
d’optimisation.
Nous avons e´galement souligne´ la difficulte´ de lier la de´finition d’un optimal avec
l’algorithme permettant de l’atteindre, dans le cas de la The´orie des Jeux comme
dans celui des fonctions d’utilite´. On peut donc s’interroger sur la possibilite´ d’atteindre
effectivement cet optimal, et sur sa pertinence dans un syste`me e´voluant au cours du temps.
Si l’ordonnancement myope semble eˆtre moins inte´ressant, quel gain est ve´ritablement
apporte´ par des me´thodes anticipant l’impact des de´cisions d’ordonnancement ?
De plus, les frontie`res entre chaque famille d’outils ne sont pas strictes, d’autant moins
si elles permettent d’obtenir un meˆme re´sultat, comme pour pf. Nous pouvons cependant,
a` partir de cette description, analyser les diffe´rentes propositions d’ordonnancement sous
un angle diffe´rent d’une simple e´valuation de performances, notamment le rapport entre le
crite`re d’ordonnancement, qui de´termine la de´cision a` chaque instant d’ordonnancement,
et l’objectif d’ordonnancement, a` plus long terme, qui de´crit un comportement moyen
du syste`me. Nous avons a` pre´sent les outils ne´cessaires pour analyser les solutions
d’ordonnancement et d’allocation de ressources pour les syste`mes de Te´le´communications
par Satellite, propose´es dans la litte´rature sur le sujet.
2.3 Revue des me´thodes d’ordonnancement et d’allocation de ressources applique´es au
Satellite 41
2.3 Revue des me´thodes d’ordonnancement et d’allocation
de ressources applique´es au Satellite
Dans cette partie, nous concentrons notre propos sur les propositions dans les domaines
de l’ordonnancement (voie Aller) et de l’allocation de ressources (voie Retour) applique´es
spe´cifiquement au Satellite. Sans objectif d’exhaustivite´, nous retenons les solutions
qui pre´sentent des innovations certaines, ou constituent des travaux de re´fe´rence. La
voie Aller puis la voie Retour sont pre´sente´es, bien que certains travaux ne fassent pas
cette distinction. Elle nous semble ne´cessaire compte tenu des diffe´rences expose´es au
Chapitre 1. La classification propose´e dans la partie pre´ce´dente sera mise a` profit afin de
comprendre les me´canismes analytiques pre´sents dans chaque solution.
2.3.1 Voie Aller
La voie Aller a suscite´ un nombre important de travaux[4] [5] [61] [6] [34] [8] [7],
car l’inte´reˆt a` optimiser cette voie de communication est grand : e´tant donne´ le volume
du trafic achemine´ par cette interface, une simple ame´lioration peut pre´senter un gain
significatif en termes de rapport prix/performance.
Crite`res explicites
Un nombre important de propositions se concentre sur l’optimisation de l’efficacite´
spectrale, en particulier avec l’introduction de l’acm dans dvb-s2. Dans [4], un ordonnan-
ceur reposant sur un algorithme de wrr est pre´sente´, conforme´ment au recommandations
pre´sente´es dans [10]. Les paquets IP provenant du re´seau terrestre sont d’abord encapsule´s
dans mpe. Ils sont envoye´s dans la file d’attente correspondant au ModCod du Terminal
auquel ils sont destine´s, comme indique´ sur la figure 2.2, et servis a` l’aide d’un wrr.
Cette architecture correspond a` un ordonnanceur de paquets mpeg2-ts.
L’objectif de cet ordonnanceur est de fournir, avec un certain parame´trage, un de´bit
utile e´gal pour chaque ModCod, a` savoir :
∀m1,m2 Rm2 = Rm1 (2.10)
Ou` Rm1 est le de´bit utile moyen du ModCod m1 (respectivement m2). Cette condition
permettrait d’obtenir un ordonnancement e´quitable entre chaque ModCod, l’efficacite´
spectrale n’ayant alors plus d’impact dans l’ordonnancement. Les poids du wrr, c’est-a`-
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dire la proportion du temps consacre´e a` chaque file, sont de´finis par :
xm =
1
Tmηαm∑M
i=1
1
Tiη
α
i
(2.11)
Ou` :
— Tm est la dure´e d’une BBFrame de ModCod m ;
— ηm est l’efficacite´ spectrale associe´e au ModCod m ;
— α est un parame`tre d’e´quite´, compris entre 0 et 1.
Les auteurs montrent dans [4] qu’une valeur α = 1 permet d’atteindre l’objectif fixe´
en (2.10).
Cet algorithme se classe clairement dans la cate´gorie des crite`res explicites, puisqu’il
propose une formulation empirique pour l’ordonnancement. L’objectif a` long terme de´fini
en (2.10) semble fournir une certaine garantie, mais il est plus adapte´ a` un trafic re´gulier
qu’a` un trafic tel que de´crit dans le Chapitre 1, du fait non seulement de la taille variable
des paquets, incompatible avec le wrr 1, mais aussi du fait de la distribution ine´gale de la
charge entre les ModCod. En effet, le de´bit demande´ sur chaque ModCod de´pend des
conditions me´te´orologiques des Terminaux, il est donc peu probable que chaqueModCod
ait besoin d’un de´bit e´quivalent, et qui plus est que ce de´bit soit stable dans le temps. Il
est certes possible d’adapter α a` la distribution du trafic, mais cette modification peut
se re´ve´ler tre`s complexe a` mettre en place : il faudra introduire dans l’algorithme une
boucle de controˆle sur α. Une diffe´renciation de QoS est e´galement propose´e, via une
modification du poids original en fonction de la QoS, ce poids e´tant assimilable a` une
1. Des paquets de taille constante sont ne´cessaires pour pre´dire le comportement du WRR.
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priorite´.
Cet algorithme propose donc un algorithme d’ordonnancement simple, a` l’implantation
aise´e et de faible complexite´ algorithmique, graˆce au wrr. Il fait figure de re´fe´rence, et
de nombreuses ame´liorations ont e´te´ propose´es [62],[63],[7],[64]. Cependant, son manque
de flexibilite´ semble eˆtre un obstacle difficile a` contourner, e´tant inhe´rent a` sa conception.
De plus, la prise en compte des contraintes de QoS par une seule priorite´ fixe est mal
adapte´e aux contraintes du trafic conside´re´.
Dans [6], les auteurs e´tudient la performance d’un ordonnanceur dvb-s2/gse, avec
un trafic entrant de type IP, et se rapproche donc plus de notre syste`me de re´fe´rence.
Une fois encore, les paquets sont trie´s par ModCod, avec une file d’attente pour chacun
d’entre eux, et la charge globale est stable, avec une distribution de ModCod de type
ciel clair.
Les auteurs de´finissent cinq crite`res explicites d’ordonnancement :
— longueur de la file en nombre de paquets pq ;
— longueur de la file en bits bt ;
— taux de remplissage de la BBFrame pp ;
— temps de traitement restant, Longest Remaining Processing Time lrpt ;
— efficacite´ spectrale m.
Ces crite`res ont un fonctionnement tre`s proche des re`gles d’ordonnancement. Le temps
de traitement re´siduel est le temps qu’il faudrait pour vider la file d’attente, au de´bit du
ModCod lui correspondant (et qui sera donc de´pendant de l’efficacite´ spectrale). On
distingue trois types de crite`res ici : les trois premiers sont strictement dynamiques, le
dernier est statique (on choisit la BBFrame pleine avec le meilleur ModCod), et le
quatrie`me repre´sente un compromis entre ces deux types de crite`re. Les enseignements
tire´s de cette e´tude sont les suivants :
1. Les crite`res statiques (m) sont ge´ne´ralement ine´quitables : l’efficacite´ spectrale
seule ayant fortement tendance a` privile´gier les meilleurs ModCod, laissant peu
de ressources aux autres. C’est cependant avec ce crite`re que le de´bit est maximal.
2. Les crite`res entie`rement dynamiques (pq, bt, pp) pre´sentent une bien meilleure
e´quite´, mais sont parfois inefficaces car ils ne conside`rent pas (ici) l’efficacite´
spectrale, et donc l’efficacite´ de la transmission. Plus particulie`rement, si pq
souffre de l’absence de prise en compte de la taille des paquets, bt et pp ne
permettent pas d’obtenir de meilleur taux de remplissage des trames, malgre´ leurs
indications plus fines.
3. Le temps de traitement re´siduel (lrpt) offre les meilleures performances, le
compromis entre efficacite´ spectrale et un crite`re dynamique (la longueur de la
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file associe´e) semble eˆtre pertinent.
Nous remarquons ici une claire ame´lioration dans la flexibilite´ de l’algorithme d’or-
donnancement comparativement a` [4], mais elle ne donne pas d’indications quant au
traitement de la qualite´ de service. L’usage de gse permet ici un traitement efficace des
paquets IP (ou de taille variable), notamment graˆce a` la fragmentation, ce qui conforte
les choix de notre syste`me de re´fe´rence.
Des travaux de meˆme nature figurent dans [5] et [61], ou` un algorithme appele´ Urgency-
Based Maximum Throughput (ubmt) est pre´sente´. L’architecture de l’ordonnanceur est
ici modifie´e, puisqu’une isolation de chaque flux IP dans une file d’attente spe´cifique
est propose´e. Il y aura donc potentiellement plusieurs files ayant un meˆme ModCod,
et leur nombre sera amene´ a` e´voluer avec le temps, au rythme des communications de
niveau supe´rieur. Le mode`le de trafic adopte´ comporte deux classes : le trafic Constant
Bit Rate (cbr) et File Transfer Protocol (ftp). Ces deux classes ont des besoins de
QoS diffe´rents : l’un ayant besoin d’un de´lai minimal, l’autre d’un de´bit aussi important
que possible. Les tailles de paquets sont suppose´es fixes, bien que gse soit utilise´ pour
l’encapsulation.
L’algorithme propose´ est constitue´ de deux e´tapes : la se´lection du ModCod m∗
et du nombre de paquets de chaque classe ncbr et nftp, et celle des paquets effectifs de
chaque classe.
La se´lection du ModCod se fait selon les deux possibilite´s suivantes
1. S’il existe des paquets cbr dont le de´lai de´passe le seuil autorise´ a` l’instant
d’ordonnancement courant, ils doivent eˆtre envoye´s. Ces paquets e´tant associe´s a`
un ModCod, on construira autant de BBFrame que de ModCod ne´cessaires, la
BBFrame se´lectionne´e e´tant celle permettant d’encapsuler le plus de paquets
cbr possible, ce qui de´termine ncbr. On de´termine alors nftp afin de maximiser le
de´bit de la BBFrame. C’est la partie Urgency-Based (ub) de l’algorithme.
2. Si aucun paquet cbr ne voit son de´lai de´passer le seuil, on tente alors de construire
la BBFrame ayant le de´bit maximal. C’est la partie Maximum Throughput (MT)
de l’algorithme.
Une fois l’une de ces e´tapes effectue´e, m∗, ncbr et nftp sont de´termine´s. Les paquets
effectivement encapsule´s sont choisis entre toutes les files du ModCod se´lectionne´ selon
deux algorithmes : edf pour les paquets cbr, et pf pour les paquets ftp, tous deux
pre´sente´s pre´ce´demment.
Nous retrouvons donc ici l’utilisation de re`gles d’ordonnancement, bien que couple´es a`
un me´canisme permettant de de´terminer le ModCod optimal, ainsi qu’une classification
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par flux. Cet algorithme offre une prise en charge explicite des besoins de QoS, et ne
suppose pas d’adaptation au sce´nario. On peut regretter la limitation a` des paquets cbr
et ftp de taille constante, qui affablit la pertinence de l’algorithme pour une utilisation
avec un trafic Internet tel que de´crit au Chapitre 1. De plus, l’e´tape de choix de m∗, ncbr
et nftp pre´senterait une complexite´ exponentielle, puisque le proble`me est e´quivalent au
proble`me du sac a` dos (ou Knapsack), qui est NP-complet [65]. Enfin, l’utilisation de
re`gles d’ordonnancement sur une classification par flux peut se re´ve´ler particulie`rement
complexe : si le syste`me pre´sente´ dans [5] comportait quelques dizaines de flux, tout au
plus, notre syste`me comporte plusieurs milliers de Terminaux, et au moins autant de
flux : le syste`me passera difficilement a` l’e´chelle.
Nous pouvons citer e´galement les travaux de [34] (de´lai, taille de la file d’attente),
ou` un crite`re complexe d’ordonnancement, reposant sur de multiples statistiques, est
pre´sente´. Cet ordonnanceur comporte e´galement deux e´tapes, une version modifie´e de pf
pour ordonnancer au niveau ModCod, et un crite`re explicite entre les QoS d’un meˆme
ModCod. Du fait de la complexite´ du crite`re utilise´, cette solution pre´sente un inte´reˆt
moindre, d’autant qu’il est difficile d’e´valuer l’influence du parame´trage de cette solution
sans avoir recours a` un nombre important de simulations.
Une autre solution, de´veloppe´e dans [8], prend appui sur l’observation de l’impact
des phe´nome`nes me´te´orologiques sur le de´bit, par l’interme´diaire d’une estimation de la
re´duction de de´bit a` courte e´chelle. Un wrr est e´galement utilise´, de manie`re similaire
a` [4], mais cette fois au niveau IP. L’ordonnanceur de niveau BBFrame n’est pas explicite´,
meˆme si les auteurs recommandent les crite`res de´finis dans [6].
De manie`re ge´ne´rale, cette famille d’ordonnanceurs partage deux caracte´ristiques
importantes. La premie`re est l’approche empirique, lie´e aux crite`res explicites. On cherche
avant tout a` proposer directement une solution au proble`me de construction de la
prochaine BBFrame, en posant un compromis entre efficacite´ spectrale ou de´bit, et
QoS, lorsqu’elle est pre´sente. La deuxie`me caracte´ristique est la grande de´pendance des
solutions propose´es vis-a`-vis du sce´nario, qui se manifeste souvent dans les approximations
faites sur la nature du trafic entrant (paquets de tailles fixes, demande uniforme, nombre
d’utilisateurs). Si elles ne sont pas re´dhibitoires, elles ne permettent pas d’avoir une vision
claire des performances de ces syste`mes dans le sce´nario de re´fe´rence que nous avons
pris (QoS, tailles variables). De plus, si les premie`res solutions semblent relativement
disparates, un compromis autour des re`gles d’ordonnancement commence a` apparaˆıtre
[5],[34], il serait alors inte´ressant de de´terminer si une adaptation plus pousse´e est possible.
L’inte´reˆt, outre la re´utilisation des travaux de´ja` effectue´s pour les syste`mes terrestres,
serait d’uniformiser les propositions d’ordonnanceurs empiriques pour la voie Aller.
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Figure 2.3 Architecture d’ordonnanceur propose´e dans [7]
Fonctions d’utilite´
Approche de Pradas Les fonction d’utilite´ sont au cœur des travaux de Pradas,
expose´s dans [66],[7] et [13]. Ces travaux sont les premiers a` introduire l’utilisation des
fonctions d’utilite´ pour l’ordonnancement dans les Syste`mes de Te´le´communications par
Satellite, en particulier sur la voie Aller. Bien que l’objectif final, a` savoir l’ordonnancement
de plusieurs flux vide´o de type Scalable Video Coding (svc), soit diffe´rent du notre, la
me´thode utilise´e reste tout a` fait pertinente. De fac¸on sche´matique, svc divise une vide´o
de tre`s haute de´finition en plusieurs flux additifs : le premier flux n’apporte qu’une vide´o
de basse qualite´, mais utilise peu de bande passante et sera robuste aux erreurs. Les
flux supple´mentaires ne´cessitent un de´bit plus important, mais, une fois additionne´s au
premier flux, permettent d’augmenter la qualite´ de la vide´o [67]. L’architecture propose´e
dans [7] assimile chaque code du svc, soit un flux vide´o, a` une QoS diffe´rente, a` l’aide
d’une classification de type DiffServ [68].
L’architecture simplifie´e de cet ordonnanceur est donne´e a` la figure 2.3 : les paquets
sont d’abord classe´s par QoS, c’est-a`-dire par qualite´ de codage vide´o. Ils sont ensuite
place´s dans une file d’attente correspondant au ModCod du Terminal auquel ils sont
destine´s. On trouve ici deux ordonnanceurs, l’un inter-QoS et l’autre intra-QoS, de
manie`re similaire a` [34].
Le premier ordonnanceur, inter-QoS, a pour objectif d’ordonnancer diffe´rents flux de
meˆme QoS mais ayant un ModCod associe´ diffe´rent. On retrouve ici l’ordonnanceur
pre´sente´ dans [4], qui est un crite`re explicite utilisant l’efficacite´ spectrale des ModCod,
l’expression du poids wm e´tant donne´e par (2.11). Ce choix est justifie´ ici par l’uniformite´
du trafic : vide´o de meˆme niveau de codage, ce qui implique des paquets tre`s similaires,
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tant pour leur taille que leur de´bit d’arrive´e. Cet ordonnanceur, reposant donc sur un
wrr, est entie`rement statique, et ne permet pas de prendre en compte une potentielle
variation de la charge entrante, et souffrira des meˆmes travers que [4].
Le cas du deuxie`me ordonnanceur est plus complexe, puisqu’il contient un proble`me
d’optimisation de´coulant d’une de´finition a` l’aide de fonctions d’utilite´. Bien que la
taxonomie de The´orie des Jeux (Joueurs, gain, etc. . . ) soit mentionne´e dans [7], l’absence
d’utilisation concre`te de re´sultats connus de The´orie des Jeux nous pousse a` classer ces
travaux dans la cate´gorie des seules fonctions d’utilite´. Cet ordonnanceur est un wrr
adaptatif (awrr), c’est-a`-dire dont les poids s’adaptent a` l’e´tat du syste`me.
Plus pre´cise´ment, les poids du wrr s’adaptent en fonction du de´lai moyen mesure´
sur chacune des QoS, selon un ordre de priorite´ stricte entre QoS : en utilisant la
de´nomination DiffServ, ef est plus prioritaire que af, lui-meˆme dominant be. Les poids
qc(n) du wrr ve´rifient la relation suivante :
∀n
∑
c
qc(n) = 1
Afin de fournir une garantie de de´lai a` ef, son poids est augmente´ autant que ne´cessaire,
entraˆınant par conse´quent une baisse du poids de be, ou bien de af si le premier n’est
pas suffisant. Deux paliers de de´lai sont de´finis : au-dela` du premier, c’est une partie du
poids de be qui est transfe´re´e a` ef, selon une augmentation logarithmique. Si le de´lai
de´passe un second seuil, c’est le poids de af qui est mis a` contribution.
Ces deux ordonnanceurs, en soi, n’utilisent pas les fonctions d’utilite´, puisque nous ob-
servons deux wrr dont les poids sont de´finis selon des crite`res empiriques, wm de´pendant
de l’efficacite´ spectrale et qc de la QoS, ainsi que l’ade´quation du service rec¸u aux besoins
de la classe. On peut regretter ici la se´paration en deux e´tapes de l’ordonnancement,
tout comme [34] et [4], qui ne permet pas rendre compte clairement du compromis entre
efficacite´ spectrale et QoS, ou encore entre capacite´ et demande, tels que de´finis au
chapitre pre´ce´dent.
Le ve´ritable apport de [7] quant aux fonctions d’utilite´ se situe dans l’allocation de
de´bit. Le but de la formulation est de de´terminer le de´bit σc engendre´ par chaque flux
svc, sachant ses contraintes de QoS, ainsi que les Terminaux qui utilisent ce flux. En
conside´rant chaque flux svc comme une source inde´pendante, de fonction d’utilite´ :
Uc(σc) = Ωc ln(σc)
les auteurs de [7] proposent une formulation sous forme de maximisation de l’utilite´ du
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syste`me, tre`s proche de (2.6) :
max
σc
∑
c
Uc(σc)
avec une contrainte de capacite´ : ∑
c
σc ≤ C
Les auteurs montrent que le de´bit σc est proportionnel a` la priorite´ Ωc, divise´e par
une constante dite d’e´chelle, inde´pendante de C, qui permet d’assurer la contrainte
de capacite´. Bien que connu, ce re´sultat e´tait jusqu’ici absent de la litte´rature sur le
satellite. L’innovation apporte´e par Pradas consiste a` relier la priorite´ Ωc au poids du
wrr intra-qos qc, menant ainsi a` la relation suivante :
Ωc = (qc)
δc ∝ σc (2.12)
Ou` δc est un parame`tre ajustable. On peut ainsi adapter le de´bit engendre´ par la classe c
au poids du wrr correspondant.
Ainsi, les travaux de Pradas ont introduit le recours a` des fonctions d’utilite´ dans les
te´le´communications par satellite par le biais d’une allocation en de´bit entre plusieurs flux
vide´os. Bien que la formulation utilise´e ne concerne pas l’ordonnancement a` proprement
parler, qui est laisse´ au wrr, la relation (2.12) permet de relier l’ordonnancement au
de´bit des flux svc.
On peut regretter cependant l’absence de conside´rations de dynamique temporelle
dans la formulation du proble`me : outre le fait que la capacite´ exprime´e en de´bit C est
susceptible de changer au cours du temps, il semble difficile d’e´tablir un lien, a` l’e´chelle
de l’ordonnancement, entre le de´bit applicatif σc et l’e´volution temporelle du de´bit effectif
de´livre´ par le wrr, meˆme si ces valeurs sont e´gales en moyenne.
On peut e´galement remarquer que le trafic conside´re´ (vide´o) posse`de de bonnes
proprie´te´s pour l’ordonnancement, comme vu dans le chapitre pre´ce´dent. Ainsi, l’utilisa-
tion d’algorithmes simples, tels le wrr, est pertinente, mais ne permet pas d’envisager
la pre´sence de trafics de nature tre`s diffe´rente. Or, c’est principalement pour ce type
de sce´nario que les proble`mes d’ordonnancement vont se poser, du fait du caracte`re
ape´riodique du trafic, et peu pre´dictible sur une e´chelle de temps courte. On peut
e´galement souligner l’absence de conside´ration sur l’ordonnancement au niveau BB-
Frame, et sur la gigue introduite par celui-ci, qui peut eˆtre pre´judiciable pour un trafic
vide´o. Enfin, la formulation propose´e permet de calculer le de´bit σc inde´pendamment de
sa nature : on pourrait parler ici de partage de capacite´ plutoˆt que d’ordonnancement.
Comment envisager alors le cas ou` le wrr, n’ait aucun controˆle sur ce de´bit ? Cette
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supposition est certes en contradiction avec le pre´suppose´ de [7], ou` l’application posse`de
une utilite´ logarithmique, mais cette utilite´ correspond mieux a` un trafic de type e´lastique,
comme montre´ dans [46] plutoˆt qu’a` un trafic vide´o, qui sera plutoˆt ine´lastique [69].
En guise de conclusion sur ces travaux, nous pouvons admettre l’inte´reˆt de la me´thode
employe´e pour mode´liser le proble`me d’ordonnancement, aussi bien pour le wrr que
pour le partage de capacite´. Cependant, l’application de cette me´thode semble s’e´loigner
de notre sce´nario de re´fe´rence, plus ge´ne´ral. Elle souligne cependant l’inte´reˆt d’e´tudier
attentivement la composition du sce´nario afin de proposer une me´thode adapte´e et
performante.
Approche de type Knapsack Dans [28], Chaput de´crit un ordonnanceur pour dvb-
s2/gse, a` l’aide d’une formulation sous forme de proble`me d’optimisation de fonctions
d’utilite´. Cet ordonnanceur ne pre´suppose aucune caracte´ristique particulie`re sur le trafic
entrant, si ce n’est la pre´sence de diffe´rentes contraintes de QoS, qui sont prises en compte
dans la fonction d’utilite´ associe´e a` chaque utilisateur. Contrairement a` [7], les sources de
trafic ne sont pas clairement identifie´es : seuls les flux gse sont conside´re´s, sachant que
ces derniers peuvent correspondre a` une transmission unicast ou broadcast, transportant
des applications diverses (vide´o, VoIP, ftp, etc. . . ). Chaque flux gse posse`de une file
d’attente se´pare´e, associe´e a` un ModCod optimal, de la meˆme manie`re que l’architecture
retenue dans le chapitre pre´ce´dent.
On y retrouve une formulation tre`s similaire a` (2.6), avec une utilite´ en logarithme du
de´bit moyen mesure´. L’originalite´ de [28] est de proposer une re´solution sous-optimale de ce
proble`me, amenant ainsi a` une expression de pf adapte´e a` l’ordonnancement dvb-s2/gse.
La BBFrame optimale est celle permettant de re´soudre le proble`me suivant :
max
∑
i
li
r¯i(n)τm
(2.13)
Sous la contrainte suivante : ∑
i
li ≤ Cm
Ou` :
— li est le volume servi dans la BBFrame pour le flux i ;
— τm est la dure´e de la BBFrame de ModCod m (dure´e de´pendante de l’ordre de
la modulation) ;
— r¯i(n) est le de´bit moyen servi mesure´ pour le flux i a` l’instant n ;
— Cm est la taille utile de la BBFrame de ModCod m (de´pendante du taux de
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codage).
A` la diffe´rence de (2.3), le crite`re d’ordonnancement se pre´sente sous la forme d’un
proble`me d’optimisation, dont les inconnues sont multiples :
— Quels flux(x) gse faut-il servir (sur quels indices i la somme se fait-elle) ?
— Quel ModCod m faut-il choisir ?
— Quel volume li faut-il choisir ?
Ce proble`me est en fait complexe : comme nous l’avons vu pre´ce´demment, la premie`re
et la deuxie`me inconnue sont inter-de´pendantes, puisque un flux gse est associe´ a` un
ModCod. De plus, la variable li cache une complexite´ supple´mentaire, dans le fait quelle
est le re´sultat d’une somme de tailles de paquets. En effet, bien qu’il soit possible avec
gse de conside´rer un volume continu, nous avons en re´alite´ affaire a` un ensemble de
paquets. De ce fait, conside´rer un volume continu et fragmenter syste´matiquement peut
mener a` une efficacite´ re´duite, du fait de l’overhead induit par la fragmentation.
Par conse´quent, nous pouvons assimiler (2.13) a` un proble`me de Knapsack (ou sac
a` dos), d’autant plus complexe que la capacite´ du sac, Cm est variable. La re´solution
exhaustive de ce proble`me est bien plus complexe que celle propose´e dans [5] et [61], ou` le
nombre de cas a` traiter est de quelques dizaines. Ici, l’absence de pre´suppose´ sur la taille
des paquets, ainsi que le nombre de flux rend la re´solution exhaustive presque impossible,
sinon beaucoup trop complexe pour notre contexte.
Une re´solution sous-optimale est ne´anmoins propose´e dans [28], prenant appui sur
l’observation suivante : si le paquet en teˆte de file n’est pas servi, alors les suivants
ne peuvent l’eˆtre, ce qui permet d’e´laguer largement l’arbre de de´cision. Reste alors a`
de´terminer si le paquet en teˆte de file doit eˆtre traite´ ou non, ce qui reste un proble`me
complexe en soi.
La simplicite´ de la formulation de [28] est un avantage certain, et la formulation
propose´e posse`de les avantages de pf pre´sente´s plus haut : de´finition d’un optimal,
ordonnancement non myope, mesure du gain de chaque BBFrame et prise de de´cision
d’ordonnancement en conse´quence. Ces travaux permettent en re´sume´ d’introduire l’ordon-
nancement directement a` l’aide de fonctions d’utilite´ dans le contexte satellite. Cependant,
la complexite´ re´dhibitoire de l’algorithme lui-meˆme ne permet pas d’obtenir une e´valuation
aussi comple`te que celle pre´sente´e dans [13], et l’implantation de l’algorithme dans un
contexte temps re´el semble compromise, re´duisant la pertinence de la solution propose´e,
malgre´ un avantage certain quant aux peformances.
Cette proposition constitue donc une base de travail pertinente, mais a` laquelle il
faudra apporter des re´ponses quant a` la complexite´ de mis en œuvre, la prise en charge
de la QoS, ainsi que l’implantation de l’algorithme lui-meˆme.
2.3 Revue des me´thodes d’ordonnancement et d’allocation de ressources applique´es au
Satellite 51
The´orie des Jeux
Mis a` part la de´nomination de The´orie des Jeux pre´sente dans les travaux de [13], cet
outil est absent de la litte´rature sur l’ordonnancement voie Aller dans les syste`mes satellite.
On peut expliquer cette absence par plusieurs facteurs, le principal e´tant la difficulte´ de
de´finition des Joueurs dans le contexte syste`me. En effet, la The´orie des Jeux montre
son inte´reˆt principalement pour mode´liser des situations de compe´tition ou` plusieurs
entite´s peuvent prendre des de´cisions de manie`re inde´pendante, introduisant une notion
sous-jacente de syste`me distribue´. Or le syste`me que nous e´tudions est tre`s centralise´ : une
seule entite´ (l’ordonnanceur) prendra la de´cision d’ordonnancement. Il est certes possible
de conside´rer comment ces meˆmes sources vont re´agir a` cet ordonnancement, mais cette
e´tude suppose des conside´rations allant bien au-dela` du cadre syste`me que nous nous
sommes fixe´s, limite´ a` l’ordonnancement au niveau acce`s. Du reste, ces conside´rations n’ont
rien de spe´cifique au Satellite, et constituent un the`me de recherche a` part entie`re [45],
hors du contexte de cette e´tude.
2.3.2 La voie Retour
La voie Retour pre´sente une diversite´ bien moindre des propositions pour l’allocation
de ressources que la voie Aller pour l’ordonnancement. On peut l’expliquer tout d’abord
par l’inte´reˆt plus discutable de me´thodes tre`s efficaces sur la voie Retour, lorsqu’elles
sont absentes de la voie Aller, ou` le trafic, et donc l’impact, est bien plus important.
E´tant donne´ que le lien dimensionnant d’un syste`me est la voie Aller, il est souvent bien
plus be´ne´fique pour l’ensemble du syste`me d’optimiser l’ordonnancement de la voie Aller.
De plus, la nature statique de la trame dvb-rcs laissait peu de marge de manœuvre a`
l’allocation de ressources, le proble`me se situant dans le dimensionnement de la Trame,
plus que dans l’allocation des timeslots dont elle est constitue´e. dvb-rcs2 e´tant un
standard relativement re´cent (2012), peu de travaux se sont de´ja` attele´s aux proble`mes
spe´cifiques a` cette nouvelle version, ce qui est pre´cise´ment notre propos.
Deux axes de travail s’offrent alors a` nous : e´tudier le calcul des requeˆtes, et l’allocation
re´sultante sous un algorithme de re´fe´rence, ou bien e´tudier l’allocation de ressources
en prenant un calcul des requeˆtes de re´fe´rence. C’est la deuxie`me solution qui nous
inte´ressera ici, car le processus d’allocation des ressources en dvb-rcs2 est un proble`me
nouveau, relativement peu traite´. De plus, l’e´tude faite dans [70] montre clairement la
difficulte´ d’obtenir de bons re´sultats, meˆme avec des me´thodes avance´es telles que le
pre´dicteur de Smith.
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Crite`re explicite
La notion de crite`re explicite applique´e a` l’allocation de ressources en dvb-rcs2 signifie
qu’une simple fonction des parame`tres du syste`me permet de de´terminer cette allocation,
fonction de´finie empiriquement. Un exemple caracte´ristique de ce type d’algorithme est
pre´sente´ dans [71], qui est par ailleurs plus centre´ sur l’estimation correcte des requeˆtes que
sur l’allocation de ressources en elle-meˆme. Les auteurs de [71] conside`rent les requeˆtes de
trafic exactes, c’est-a`-dire correspondant effectivement a` ce dont le Terminal aura besoin.
Les requeˆtes sont alors traite´es, a` chaque Supertrame, selon un ordre de priorite´ stricte :
d’abord Constant Rate Assignment (cra), ensuite Rate-Based Dynamic Capacity (rbdc)
puis Volume-Based Dynamic Capacity (vbdc). Ceci permet de simplifier grandement
l’allocation de ressources, puisque seuls deux cas sont a` traiter : la sous-re´servation,
lorsque la somme des requeˆtes pour une Supertrame donne´e est infe´rieure a` sa capacite´ (le
nombre de timeslots), ou bien la sur-re´servation, lorsque cette somme est supe´rieure a` la
capacite´. Le proble`me de la sous-re´servation est traite´ avec le Free Capacity Assignment
(fca), qui redistribue la capacite´ non utilise´e de fac¸on a` maximiser l’efficacite´ spectrale.
Le cas de la sur-re´servation est traite´ en appliquant a` chaque requeˆte un coefficient,
de´pendant de la requeˆte, permettant de garantir que l’allocation ne de´passe pas la capacite´.
Formellement, si C est la capacite´ alloue´e sur une Supertrame (en retirant le cra de´ja`
alloue´), et xi la requeˆte rbdc du Terminal i, l’allocation sera alors :
alloci =
xi∑
j xj
C (2.14)
Cette allocation reste tre`s simple, et ne permet pas une prise en compte de la QoS,
ni des conditions de transmission, ni de l’e´volution de la capacite´. Elle permet ne´anmoins
de re´pondre au proble`me d’allocation, en supposant des requeˆtes de trafic correctement
calcule´es, ce qui n’est pas ne´cessairement trivial. De plus, aucune me´trique moyenne
n’apparaˆıt ici, du fait des contraintes du syste`me : les seules informations venant des
Terminaux disponibles pour l’allocation de ressources sont les requeˆtes de trafic, et
e´ventuellement les ModCod utilise´s. La Passerelle pourrait certes mesurer elle-meˆme le
de´bit atteint par un Terminal, ou bien l’ade´quation entre la requeˆte et l’allocation, ou
encore entre l’allocation et les ressources effectivement utilise´es, mais ces informations ne
sont pas ne´cessaires au fonctionnement de l’algorithme, et n’apportent qu’une information
a posteriori, tre`s retarde´e a` cause du temps de propagation.
On peut noter e´galement que, bien que ces travaux soient adapte´s a` dvb-rcs, ils
sont applicables a` dvb-rcs2, en admettant quelques modifications sur les contraintes :
le format de la Supertrame e´tant cette fois dynamique, et dvb-rcs2 utilise plusieurs
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modulations la` ou` dvb-rcs n’utilise que qpsk.
Fonctions d’utilite´
Le domaine satellite ne compte pas de travaux sur l’allocation de ressources mention-
nant seulement les fonctions d’utilite´ comme outil analytique, du moins en ce qui concerne
les travaux sur dvb-rcs et dvb-rcs2. Cependant, l’approche consistant a` de´finir l’alloca-
tion comme solution d’un proble`me d’optimisation est une technique largement utilise´e
dans le domaine. Nous examinerons dans cette partie deux propositions, [72] et [73].
Dans [72], les auteurs proposent un algorithme d’allocation de ressources interactif,
reposant sur la diffe´renciation entre le trafic temps re´el (cbr) et be. La solution propose´e
me´lange le cac pour la gestion des flux temps re´el (des flux de VoIP) et un algorithme
d’allocation de ressources prenant en compte le taux de perte pour be. Ope´rant Supertrame
par Supertrame, tout comme (2.14), l’algorithme proce`de d’abord a` l’allocation des flux
cbr, ce qui permet de calculer la capacite´ re´siduelle C, disponible pour les flux be.
L’allocation Zi donne´e a` chaque Terminal doit eˆtre solution du proble`me d’optimisation
suivant 2 :
min
∑
i
P¯loss(Zi)
Ou` P¯loss est l’estimation du taux de pertes moyen sur tous les flux du Terminal i, sachant
une allocation e´gale a` Zi (e´galement de´pendante du ModCod et de la capacite´ restante).
On retrouve une contrainte de capacite´ classique :
∑
i
Zi ≤ C
Le comportement d’une telle formulation est e´videmment tre`s de´pendant de l’expres-
sion de P¯loss, et donc du mode`le de trafic utilise´. La me´thode est cependant inte´ressante,
car elle correspond a` celle des fonctions d’utilite´, en conside´rant P¯loss comme la fonction
d’utilite´, et Zi comme la me´trique. On note qu’il aurait e´te´ possible de prendre e´galement
en compte le taux de perte maximum, permettant une garantie de QoS supple´mentaire.
On peut remarquer a` la lecture de [72] combien cette solution est cependant de´pendante
du syste`me, notamment du format de la trame dvb-rcs, du fait qu’une seule modulation
est disponible, QPSK, et surtout de l’absence de prise en compte des requeˆtes. En effet,
l’allocation pour les flux be pourrait profiter de requeˆtes rbdc ou vbdc afin d’obtenir
une meilleure efficacite´ de l’allocation, mais cette option n’est pas conside´re´e par [72]. De
2. Donne´ ici dans une version simplifie´e
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plus, la mesure du taux de perte moyen a posteriori semble adapte´e pour des flux longs,
ce qui n’est pas le cas de la plupart des flux be, excepte´es les connexions ftp [74].
Cette formulation est en partie reprise dans [73], ou` un algorithme permettant
d’optimiser la Trame dvb-rcs2 est pre´sente´. Ces travaux sont – du moins a` notre
connaissance – les seuls concernant l’allocation de ressources citant explicitement dvb-
rcs2. L’objectif de´fini dans [73] est cependant tre`s proche d’un mode de fonctionnement
de type dvb-rcs, puisqu’il propose un algorithme d’optimisation afin de de´finir le nombre
de timeslots de´die´s a` chaque ModCod (dra dans le texte). La fonction objectif de´finie
tente de faire un compromis entre efficacite´ spectrale et e´quite´ :
J(z) = wTHR
∑
d
zST (d) + wFAIRmin
d
zST (d)
REQST (d)
Ou` :
— zST (d) est le nombre de timeslots re´serve´s au ModCod d (z est le vecteur des
zST ) ;
— REQST (d) est la requeˆte totale des Terminaux ayant pour ModCod d ;
— wTHR et wFAIR sont des poids.
Si le premier terme de cette fonction optimise le de´bit, le second exprime l’ade´quation
entre ressources demande´es et ressources disponibles. Cette fonction est de´finie pour deux
types de trafic : un de haute priorite´, l’autre de basse priorite´, e´ventuellement comple´te´s
par une cate´gorie re´serve´e au fca, de manie`re tre`s similaire a` [72]. On tente alors de
maximiser la somme des J(z) pour chaque type de trafic, les auteurs de [73] montrant
qu’on peut se ramener a` un proble`me de programmation line´aire sous contraintes, pour
lequel il existe de nombreux algorithmes efficaces.
Le point inte´ressant de cette proposition est l’e´chelle temporelle de re´solution : si la
plupart des algorithmes se contentent de re´soudre Supertrame par Supertrame, les auteurs
de [73] proposent de de´finir une pe´riode, TFRAMER, comprenant plusieurs Supertrames.
Le nombre de timeslots obtenus en re´solvant le proble`me expose´ plus haut devra donc
s’e´taler sur toute cette pe´riode, et donc sur plusieurs Supertrames. L’objectif est ici de
s’adapter a` la demande moyenne des Terminaux ainsi qu’au conditions me´te´orologiques,
qui changent relativement lentement par rapport a` la pe´riode de la Supertrame. Les
auteurs donnent une valeur d’environ 300s pour TFRAMER. Il est e´galement inte´ressant de
noter que les auteurs ne donnent pas l’algorithme d’allocation des ressources en lui-meˆme,
processus explicitement se´pare´ de l’optimisation du format de la Supertrame.
L’approche de [73] permet de de´finir de manie`re rigoureuse le format de la trame
dvb-rcs2, mais reste tre`s proche d’un mode de fonctionnement dvb-rcs, ou` le nombre
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de timeslots par ModCod est fixe´. De plus, la se´paration entre la de´finition du format
de la Supertrame, et l’allocation des timeslots a` proprement parler ne permet pas de
tirer parti des innovations apporte´es par dvb-rcs2, en particulier la de´finition de la
Supertrame a` l’aide de btu, qui apporte beaucoup plus de flexibilite´ que les timeslots
dvb-rcs.
The´orie des Jeux
Le recours a` la The´orie des Jeux sur la voie Retour semble eˆtre plus adapte´ que sur la
voie Aller. En effet, il est aise´ de de´finir les Terminaux comme autant de Joueurs devant
se partager les ressources disponibles, la Passerelle pouvant e´ventuellement forcer ou
non la coope´ration entre Terminaux. On trouve cette formulation dans trois travaux tre`s
similaires, [75], [63], et [13].
On remarque une relative homoge´ne´ite´ dans ces travaux, ou` le proble`me d’allocation
des ressources est formule´ a` l’aide de l’E´quilibre de Nash, qui donne lieu a` un nbs.
L’hypothe`se d’une coope´ration entre Joueurs, ne´cessaire pour atteindre l’e´quilibre, est ici
tout a` fait plausible, et peut eˆtre assure´e par l’interme´diaire de la Passerelle.
Le proble`me est ge´ne´ralement formule´ comme une variante de (2.6), puisque seul le
de´bit est conside´re´ comme gain 3. Sous des hypothe`ses facilement ve´rifie´es de convexite´,
il est possible de re´soudre le proble`me d’optimisation ainsi pose´ a` l’aide de me´thodes
Lagrangiennes [76].
De manie`re ge´ne´rale, l’expression du de´bit moyen optimal pour le Terminal i est
donne´e par :
r¯∗i =
pi
λ+ ci
Ou`
— r∗i est le de´bit optimal ;
— pi est une priorite´ (par exemple de QoS) ;
— ci est un couˆt fixe´ par l’ope´rateur ;
— λ est le multiplicateur de Lagrange, dont la valeur peut eˆtre calcule´e [63].
On peut faire pour ces travaux des remarques similaires a` celles faites sur la voie
Aller : le cadre mathe´matique permet certes un calcul pre´cis de l’allocation en de´bit,
c’est-a`-dire de ce que les Terminaux devraient, dans l’ide´al, demander ou obtenir. En
revanche, cette allocation ne prend pas en compte les besoins effectifs des Terminaux,
qui peuvent eˆtre bien diffe´rentes. De plus, cette allocation ne permet pas directement de
donner l’allocation de ressources telle que nous l’avons de´finie dans le chapitre pre´ce´dent.
3. Dans [13], cette formulation correspond au troisie`me proble`me
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De plus, le facteur temporel est absent de la plupart des formulation, ce qui s’apparente
une fois de plus a` un partage de capacite´ plutoˆt qu’a` la de´finition que nous avons prise.
Ainsi, bien que ces me´thodes soient d’un inte´reˆt e´vident dans la conception d’un syste`me,
elles ne permettent pas, en l’e´tat, de re´pondre a` notre proble`me d’allocation de ressources.
Conclusion sur l’e´tat de l’art
Il apparaˆıt, apre`s analyse des diffe´rentes propositions concernant l’allocation de
ressources et l’ordonnancement, qu’aucune solution ne permet ve´ritablement de re´pondre
de manie`re satisfaisante au proble`me pose´ dans le chapitre pre´ce´dent, dont l’une des
particularite´s est d’avoir des caracte´ristiques de trafic disparates.
En effet, sur la voie Aller, de tre`s nombreuses propositions ont e´te´ faites, mais
peu d’entre elles arrivent a` couvrir l’ensemble des points identifie´s comme cle´s, tels
que la prise en compte de paquets de taille variable, et donc de gse, la QoS et un
trafic majoritairement ip, et l’ordonnancement de niveau acce`s ou BBFrame ayant une
complexite´ acceptable pour un syste`me re´el. Des solutions prometteuses sont cependant
disponibles, telles que les re`gles d’ordonnancement, des crite`res explicites comme dans [5],
ou encore l’ordonnancement a` l’aide de fonctions d’utilite´ de [28]. Nous nous appliquerons
donc a` proposer une solution permettant de re´pondre a` l’ensemble de ces besoins.
Sur la voie Retour, la faible quantite´ de travaux spe´cifiques a` dvb-rcs2 montre le
travail qu’il reste a` effectuer afin de pouvoir exploiter les atouts apporte´s par ce nouveau
standard. De plus, le caracte`re tre`s spe´cifique de la voie Retour satellite, avec le me´canisme
des requeˆtes de capacite´ conjugue´es a` un de´lai de propagation tre`s long, empeˆche une
adaptation rapide des travaux mene´s dans le domaine terrestre. Nous concentrerons donc
notre travail sur la proposition d’un algorithme de dama, prenant en compte la nature
du trafic, ainsi que les spe´cificite´s de dvb-rcs2.
Chapitre 3
Algorithmes d’ordonnancement pour
la voie Aller
Dans ce chapitre, nous pre´sentons les solutions d’ordonnancement pour la voie Aller
d’un syste`me de te´le´communications par satellite offrant un acce`s de type broadband.
Notre objectif est ici de proposer une re´ponse convaincante aux proble`mes introduits dans
les chapitres pre´ce´dents, c’est-a`-dire comment construire un ordonnanceur de BBFrame,
prenant en compte la QoS, le caracte`re variable de la capacite´, ainsi que de la demande.
L’e´tude faite au Chapitre 2 nous a permis de de´gager les axes de travail suivants.
Tout d’abord, il est impe´ratif de prendre en compte, de`s la conception, les spe´cificite´s de
dvb-s2 et de gse, c’est-a`-dire l’acm, la prise en compte des paquets de taille variable,
et l’encapsulation. Ensuite, la cre´dibilite´ de nos propositions sera mesure´e par leur
capacite´ a` prendre en charge un trafic tre`s disparate, posse´dant des contraintes de QoS
he´te´roge`nes. Cette notion devra donc e´galement eˆtre inte´gre´e dans notre conception. De
meˆme, le caracte`re dynamique de la capacite´ est une notion importante, qu’il faudra
pouvoir formuler a` l’e´chelle temporelle de l’ordonnancement. Enfin, si notre objectif est
de proposer une solution de performante et de faible complexite´, notre de´veloppement
devra eˆtre poursuivi jusqu’a` proposer une implantation de re´fe´rence, dont la complexite´
soit compatible avec un ordonnancement en temps re´el.
Deux solutions semblent prometteuses fac¸e a` ces objectifs : les re`gles d’ordonnancement,
en supposant qu’un bon parame´trage puisse eˆtre trouve´, et les fonctions d’utilite´. La
The´orie des Jeux pourrait eˆtre conside´re´e, mais n’apporte pas d’avantage significatif, par
rapport aux fonctions d’utilite´, pour notre proble`me en particulier, en plus de la difficulte´
de mode´lisation de compe´tition entre plusieurs acteurs inde´pendants.
Nous pre´sentons tout d’abord l’architecture de QoS retenue, ainsi que les algo-
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rithmes de re´fe´rence utilise´s afin de comparer les performances de notre solution avec les
me´canismes existants. Nous pre´sentons ensuite notre adaptation des re`gles d’ordonnance-
ment a` notre contexte, puis la formulation d’un ordonnancement a` l’aide de fonctions
d’utilite´. Apre`s une discussion sur les implantations possibles des solutions propose´es,
nous pre´sentons une e´valuation des performances compare´es des solutions de´veloppe´es,
et proposons une solution adapte´e aux besoins du satellite. A travers ce chapitre, nous
montrons que les solutions que nous avons de´veloppe´es permettent de re´pondre aux
objectifs donne´s pre´ce´demment.
3.1 Architecture de l’ordonnanceur
Comme nous avons pu le constater dans les chapitres pre´ce´dents, l’architecture de
l’ordonnanceur posse`de une influence significative sur l’algorithme d’ordonnancement. Par
exemple, il est commun de classer les paquets par ModCod, car cette solution simplifie
largement la formation des BBFrame. Nous reprenons donc cette classification dans
l’architecture de notre ordonnanceur. Elle n’est cependant pas suffisante pour assurer une
solution compatible avec nos objectifs, puisqu’elle ne permet pas la prise en charge de la
QoS. Nous spe´cifions dans la suite l’architecture de QoS utilise´e dans notre ordonnanceur
de re´fe´rence, ainsi que les files d’attentes conside´re´es.
3.1.1 Choix de la  !"
Si l’architecture de QoS se re´duit, dans beaucoup de travaux sur la couche acce`s, a`
une simple priorite´, il nous semble ici ne´cessaire de spe´cifier plus pre´cise´ment le type de
QoS que nous allons conside´rer. Le choix de cette architecture n’est pas inde´pendant des
contraintes de notre syste`me de re´fe´rence, soit en l’occurrence la taille du syste`me, la
pre´sence de plusieurs ModCod et le type de trafic conside´re´.
E´tant donne´ le nombre de Terminaux, il semble qu’utiliser une architecture de QoS
isolant les Terminaux ne permettra pas de passer a` l’e´chelle : il faudrait alors plusieurs
milliers voire dizaines de milliers de files d’attente. On peut certes supposer une isolation
des flux, au niveau ip de la Passerelle, et une gestion des files d’attente avance´e. Cette
conside´ration est d’autant plus pertinente que la voie Aller constitue certainement
un goulot d’e´tranglement, sujette aux phe´nome`nes de bufferbloat [77]. Cependant, ces
conside´rations ne concernent pas la couche acce`s en particulier, aussi supposerons-nous
que le multiplexage effectue´ au niveau de la couche acce`s, entre les diffe´rents flux a`
destination des Terminaux, est mis en œuvre de manie`re a` e´viter ces phe´nome`nes.
Aussi, conside´rant les trois types de trafic de´finis dans le chapitre 1, proposons-nous
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une architecture de QoS reposant sur Differenciated Services (DiffServ) [68]. Cette
architecture permet une diffe´renciation de QoS, tout en restant simple et inde´pendante
du nombre de Terminaux. Notons e´galement qu’elle suppose un marquage des paquets
IP, qui ne peut eˆtre utilise´ efficacement qu’a` l’inte´rieur d’un re´seau entie`rement sous
le controˆle d’un seul ope´rateur. DiffServ associe, pour chaque nœud du re´seau, un
traitement spe´cifique selon le marquage du paquet, appele´ Per Hop Behaviour (phb). Ce
traitement est une de´finition locale, et non de bout-en-bout de la QoS, bien qu’il puisse
eˆtre e´tendu a` plusieurs nœuds du re´seau. Ainsi, ce marquage DiffServ sera a priori
re´alise´ de bout-en-bout pour le trafic VoIP et vide´o provenant du re´seau de l’ope´rateur,
mais seulement sur le re´seau de l’ope´rateur pour le trafic be. Cette limitation n’est
cependant pas un re´el proble`me, puisque le trafic be ne dispose pas de garanties de QoS.
Nous utiliserons trois marques DiffServ (correspondant a` trois classes de QoS),
Expedited Forwarding (ef), Assured Forwarding (af) et be, correspondant respectivement
au trafic VoIP, vide´o, et be(Internet). Le traitement de chaque classe de´pend de ses
caracte´ristiques : ef doit eˆtre servi le plus re´gulie`rement possible, avec un de´lai faible et
constant, af est un peu moins sensible au de´lai, mais tole`re mal la gigue, tandis que be
demandera un de´bit potentiellement important sur la voie Aller.
3.1.2 Architecture propose´e
L’architecture de l’ordonnanceur est pre´sente´e a` la figure 3.1. Les paquets IP sont
marque´s en fonction de leur provenance, puis dirige´s dans une file d’attente correspondant
au ModCod du Terminal auquel ils sont destine´s. Ainsi, on trouvera autant de files
d’attente d’une meˆme QoS que de ModCod. Si dvb-s2 spe´cifie jusqu’a` une trentaine
de ModCod diffe´rents, l’expe´rience montre que seuls quelques-uns sont simultane´ment
utilise´s [28] [23], limitant le nombre total de files actives pour une classe de QoS a` une
dizaine, au maximum.
Les files d’attentes ainsi de´finies sont les utilisateurs de notre algorithme d’ordon-
nancement, comme de´finis au Chapitre 2. On note ici une architecture faisant usage
d’informations provenant de la couche IP, a` savoir la marque DiffServ, ainsi que de la
couche physique, a` savoir le ModCod. Nous sommes donc en pre´sence d’une architec-
ture dite ≪Cross-Layer≫, permettant un passage d’informations entre les couches. On
parame`tre ces files par un double indice, m pour le ModCod et q pour la classe de QoS,
et on posera dans la suite (m, q) = k de sorte a` ne garder qu’un seul indice dans les
expressions. On prendra, par convention, l’indice m = 0 pour le plus faible ModCod, et
m =M − 1 pour le meilleur, M e´tant le nombre total de ModCod. Pour la QoS, q = 0
correspondra a` la QoS la plus haute, q = Q− 1 a` la plus basse, Q e´tant le nombre de
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QoS. Nous noterons N =MQ le nombre total d’utilisateurs dans le syste`me, de´finis ici
comme files d’attentes. Nous noterons νm l’ensemble des indices k de´signant une file dont
le ModCod est au moins m, c’est-a`-dire que νm comprend les utilisateurs du ModCod
m et tous ceux des ModCod supe´rieurs. Cette notation permet de prendre en compte le
de´classement dans les expressions, plutoˆt que les seuls utilisateurs du ModCod m.
On peut noter que cette de´finition contraint la conception des fonctions d’utilite´,
puisqu’une file de ce type n’accordera pas de l’importance aux meˆmes me´triques qu’une
file d’attente correspondant a` un seul flux, ou a` un Terminal. De meˆme, cette file n’aura
pas un comportement autonome, puisqu’elle se contente de multiplexer les trafics de
diffe´rents flux, et sera donc tributaire de leur comportement.
Les diffe´rentes solutions d’ordonnancement seront ici constitue´es de paquets pris dans
chaque file, formant une BBFrame. La de´cision d’ordonnancement consistera a` choisir
entre ces BBFrame la meilleure selon le crite`re de´fini par l’algorithme d’ordonnancement.
Dans les solutions d’algorithmes d’ordonnancement de´ja` pre´sente´s, nous retiendrons
trois re´fe´rences : [5], [4], et [28] toutes trois compatibles avec notre mode`le, au prix de
quelques modifications, principalement afin d’adapter ces solutions a` des paquets de
taille variable. Pour [4], nous utiliserons un drr a` la place du wrr (qui ne prend pas en
compte les paquets de taille variable), ou` le quantum est parame´tre´ par les poids de´finis
a` l’e´quation (2.11). Pour [5], l’adaptation nous avons conside´re´ une version simplifie´e, ou`
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seule la partie de se´lection du ModCod est pre´sente, puisqu’il n’y a qu’une seule file
par ModCod, pour une QoS donne´e. Ainsi, il suffira de de´terminer la file dans laquelle
le plus de paquets cbr de´passant leur de´lai maximal sont pre´sents pour de´terminer le
ModCod et une partie de la BBFrame. Remarquons que cette solution suppose une
recherche exhaustive sur toutes les files. La solution propose´e dans [28] sera reprise dans
notre proposition reposant sur les fonctions d’utilite´.
3.2 Re`gles d’ordonnancement pour  !"#$%/&$'
Les re`gles d’ordonnancement permettent de disposer d’un cadre commun pour
l’e´laboration d’algorithmes d’ordonnancement dans les re´seaux sans fil, tout en adoptant
une de´marche empirique. Leurs performances se re´ve`lent ge´ne´ralement bonnes, pour une
complexite´ faible, ce qui en fait une solution de choix. Cependant, les syste`mes satellite
pre´sentent quelques diffe´rences avec leurs homologues terrestres, qu’il faudra prendre en
compte dans la de´finition des re`gles d’ordonnancement pour dvb-s2/gse.
Aussi, nous pre´sentons tout d’abord les crite`res selon lesquels nous avons adapte´ les
re`gles d’ordonnancement, et l’impact attendu de cette adaptation sur leur comportement.
Nous avons retenu trois re`gles d’ordonnancement pour notre e´tude, pf, m-lwdf et exp-pf,
du fait de leur popularite´. Une fois de plus, pf nous servira d’exemple de re´fe´rence dans
l’adaptation.
3.2.1 Principes de l’adaptation des re`gles d’ordonnancement
Les re`gles d’ordonnancement ont e´te´ de´finies dans un contexte de re´seaux mobiles
terrestres sans fil, tels que lte. pf a connu un franc succe`s, du fait de sa simplicite´
et de sa performance [48], et joue le roˆle d’un standard de fait, dont de nombreuses
re`gles s’inspirent (m-lwdf, exp-pf). Si notre objectif est de proposer une adaptation
aux satellite de ces re`gles, pf pourra donc servir de re´fe´rence.
pf de´finit un ordre de priorite´ des utilisateurs en fonction de leur de´bit moyen et de
leur de´bit atteignable a` cet instant d’ordonnancement. Dans les syste`mes de type lte, la
pe´riodicite´ de l’instant d’ordonnancement est de l’ordre de la milliseconde [25], et cette
dure´e strictement constante, du fait de la nature de l’acce`s en ofdma. Dans les exemples
classiques donne´s [6],[34] pour dvb-s2, la dure´e d’une BBFrame est du meˆme ordre de
grandeur, il n’y a donc pas a priori d’adaptation sur l’e´chelle temporelle.
Si cet ordre de priorite´ peut eˆtre utilise´ pour ordonnancer un certain nombre de
ressources inde´pendantes, comme des Timeslots dans ofdma, ce proble`me reste bien
plus complexe lorsqu’il s’agit d’une BBFrame. En effet, nous avons vu que la se´lection
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du ModCod, qui de´finit la taille de la BBFrame, contraint les paquets qui peuvent
y eˆtre encapsule´s. Ainsi, une simple se´lection selon un crite`re pf entre toutes les files
de l’architecture donne´e a` la figure 3.1 ne permettra pas de de´terminer entie`rement la
prochaine BBFrame, seulement une file parmi toutes.
Aussi, nous de´finissons deux re`gles : la re`gle utilisateur, et la re`gle ModCod, qui
seront formule´es de fac¸on a` permettre conjointement le choix du ModCod et des paquets
composant la BBFrame.
Re`gle utilisateur
La re`gle utilisateur permet d’ordonnancer au sein d’un meˆme ModCod. La re`gle
de l’utilisateur k est note´e ck(n). Dans notre architecture, un utilisateur est associe´ a`
un ModCod optimal. Ses paquets peuvent eˆtre envoye´s dans une BBFrame ayant
un ModCod plus faible (de´classement) mais cette solution n’est pas optimale quant a`
l’efficacite´ spectrale, et ne doit eˆtre utilise´e que pour combler un vide dans une BBFrame.
Son de´bit atteignable est donc fixe´, et e´gal au de´bit du modcod, soit Rb tel que de´fini
en (1.1). Contrairement aux re´seaux sans fil terrestres, ce de´bit atteignable n’e´volue
pas pour un utilisateur de l’ordonnanceur de´fini. Cette diffe´rence ici est de l’ordre de
l’architecture : si nous avions conside´re´ une file par Terminal, le de´bit atteignable aurait
suivi les e´volutions du ModCod associe´ au Terminal. Cependant, ce de´bit atteignable
aurait change´ lentement, en comparaison de l’horizon temporel de l’ordonnancement.
Cette construction semble donc eˆtre en accord avec notre contexte.
On peut de´finir alors la re`gle utilisateur comme :
k∗ = arg max
k∈νm
δk(n)ck(n) (3.1)
Ou` νm, de´fini plus haut, est l’ensemble des utilisateurs ayant pour ModCod au moins m,
et δk(n) vaut 1 si des paquets sont pre´sents dans la file k a` l’instant d’ordonnancement n,
ze´ro sinon. Ce dernier parame`tre permet d’e´viter qu’une file vide ait une influence dans
la de´cision d’ordonnancement. Comme nous l’avions de´ja` indique´ dans le Chapitre 2,
cette formulation ne de´finit pas un algorithme en soi, il faudra encore spe´cifier comment
cette re`gle est utilise´e. Cette re`gle aura une de´finition similaire a` celles de´ja` pre´sente´es,
excepte´ qu’elle ne contiendra pas de de´bit atteignable.
Dans le cas de pf, la re`gle utilisateur sera de´finie de la fac¸on suivante :
ck(n) =
1
r¯k(n)
(3.2)
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Ou` r¯k(n) est le de´bit moyen servi de la file k. En supposant que le ModCod m a e´te´
se´lectionne´ pour la prochaine BBFrame, nous pouvons donc se´lectionner les paquets la
composant selon la re`gle (3.2), qui va privile´gier les utilisateurs dont le de´bit servi moyen
est faible.
Re`gle  !"#!"
La re`gle ModCod doit permettre de de´terminer le ModCod de la prochaine BB-
Frame. E´tant donne´ que la de´finition pre´ce´dente des re`gles utilisateurs ne prend pas en
compte le de´bit atteignable, ce roˆle doit eˆtre de´volu a` la re`gle ModCod. Si Pm est la
taille de la charge utile d’une BBFrame deModCod m et τm son temps de transmission,
on de´finit le de´bit utile comme :
Rm =
Pm
τm
Ce de´bit est inde´pendant du temps, e´tant associe´ a` une file de l’ordonnanceur, contraire-
ment au de´bit atteignable dans les re`gles de´finies dans les syste`mes terrestres. Il joue
cependant un roˆle similaire, puisqu’il exprime la capacite´ d’un utilisateur a` e´couler son
trafic plus ou moins rapidement. Ici, la variabilite´ s’observera plutoˆt sur le de´bit entrant
dans chaque file de QoS, qui e´voluera avec les conditions me´te´orologiques des Terminaux,
en plus de l’e´volution de leur trafic :
Forts de cette constatation, nous formulons la re`gle ModCod de la manie`re suivante :
m∗ = argmax
m
Rm
∑
k∈νm
δk(n)ck(n) (3.3)
Cette re`gle prend donc en compte le ModCod, mais s’exprime e´galement en fonction
des re`gles utilisateur exprime´es plus haut. Cette re´utilisation permet une cohe´rence des
de´cisions entre le choix du ModCod et des paquets. Notons que l’implantation d’une
telle re`gle est tre`s simple, puisqu’il suffit d’un calcul par ModCod pour de´terminer le
ModCod de la prochaine BBFrame.
Dans le cas de pf, nous obtenons la re`gle ModCod suivante :
m∗ = argmax
m
Rm
∑
k∈νm
δk(n)
r¯k(n)
(3.4)
La formulation que nous avons adopte´e ne prend pas en compte le de´classement,
puisque seules les files du ModCod m sont conside´re´es. Ce choix de´coule d’un constat
pragmatique : si le de´classement peut eˆtre utilise´ a` faible charge, il est relativement
peu pre´sent a` forte (> 0.8) charge, comme indique´ dans [6] [28]. Or, les me´canismes
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d’ordonnancement ne montrent leur potentiel qu’a` forte charge, la` ou` les de´cisions
d’ordonnancement ont un impact important sur le syste`me. Nous avons donc conside´re´ le
reclassement comme potentiellement pre´sent de manie`re marginale, mais l’avons ne´glige´
dans le calcul.
3.3 Re`gles d’ordonnancement adapte´es au satellite
En suivant les principes d’adaptation pre´sente´s pre´ce´demment, nous montrons ici
comment m-lwdf et exp-pf ont e´te´ adapte´s a` notre contexte, tout en restant cohe´rents
avec la de´finition des re`gles retenues pour les syste`mes terrestres. Cette cohe´rence est
ne´cessaire afin d’assurer la cre´dibilite´ des re`gles d’ordonnancement.
3.3.1  !"#$% et &'(!(% : formulation
m-lwdf utilise le temps d’attente des paquets en teˆte de file d’attente comme
me´trique principale, combine´e avec un parame`tre de QoS ainsi que le de´bit instantane´.
Son expression est donne´e par l’e´quation (2.4), et se compose de trois termes :
— le temps d’attente moyen en teˆte de file w¯k(n) ;
— le de´bit atteignable rk(n) ;
— un parame`tre de QoS, γk.
Une des particularite´s de la formulation de [27] est de proposer la valeur suivante pour
γk :
γk =
ak
r¯k(n)
Ou` ak est une priorite´ de QoS. Cette formulation permet d’introduire l’expression de
pf dans m-lwdf, qui sera ainsi e´galement adapte´ aux flux e´lastiques. Pour ce qui est
de la priorite´ de QoS, les auteurs de [27] proposent de l’adapter aux contraintes de
de´bit de´finies pour l’utilisateur conside´re´. Supposons que la proportion maximale de
paquets dont le de´lai de´passe un seuil fixe´, note´ wk,max, soit pk,max. On peut alors e´crire
la relation suivante :
P [wk(n) > wk,max] = pk,max
La valeur de ak peut eˆtre alors de´finie comme :
ak =
− ln(pk,max)
wk,max
E´tant donne´ que γk de´pend, selon la de´finition donne´e, du temps, nous noterons a` pre´sent
γk(n) cette valeur. Suivant l’approche de´crite dans le chapitre pre´ce´dent, nous proposons
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la re`gle utilisateur suivante pour m-lwdf :
ck(n) = γk(n)w¯k(n) (3.5)
Une fois de plus, le de´bit atteignable sera porte´ par la re`gleModCod, dont l’expression
sera :
m∗ = argmax
m
Rm
∑
k∈νm
δk(n)γk(n)w¯k(n)
On peut remarquer que le fait de prendre en compte le de´lai en teˆte de file suppose
que la de´cision d’ordonnancement ne prendra pas en compte le de´lai des paquets plus
loin dans la file. Or, puisqu’une BBFrame dispose d’une charge utile importante, ces
paquets pourront e´ventuellement eˆtre encapsule´s dans cette meˆme BBFrame. Il sera donc
inte´ressant d’observer les diffe´rences de de´lai entre les paquets au sein d’une BBFrame.
La re`gle exp-pf, de´finie dans [47], permet de re´duire l’influence du de´lai en teˆte de
file dans l’expression de la re`gle, et ainsi de prendre en charge de fac¸on plus efficace des
trafics ayant des caracte´ristiques disparates, comme dans notre cas d’e´tude. L’ide´e de
cette re`gle est d’appliquer une valorisation exponentielle a` la diffe´rence entre le de´lai
mesure´ et le de´lai moyen (toujours en teˆte de file). L’expression donne´e dans [47] est la
suivante :
i∗ = argmax
i
ri(n)
r¯i(n)
exp
(
aiw¯i(n)− aW
1 +
√
aW
)
Avec :
aW =
1
Nrt
Nrt∑
i=0
aiw¯i(n)
Cette somme ne se fait que sur les Nrt flux temps re´el, par de´finition. Les autres valeurs
sont les meˆmes que pre´ce´demment. De fac¸on tre`s similaire a` m-lwdf, nous proposons la
re`gle utilisateur suivante :
ck =
1
r¯k(n)
exp
(
akw¯k(n)− aW
1 +
√
aW
)
La re`gle ModCod pour notre adaptation de exp-pf suivra l’e´quation (3.3), tout comme
m-lwdf. Le terme aW sera la somme sur les files ef et af actives, c’est-a`-dire ou`
δk(n) = 1.
Ces trois nouvelles re`gles, nous permettent de de´finir le cadre des re`gles d’ordonnance-
ment dans notre contexte. Cependant, elles ne constituent qu’une partie de l’algorithme
en lui-meˆme, qu’il reste donc a` spe´cifier, notamment concernant le choix des paquets
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encapsule´s dans la BBFrame, en appliquant la re`gle utilisateur.
3.3.2 Algorithme utilisant les re`gles d’ordonnancement
Une fois les re`gles utilisateur et ModCod de´finies, il nous faut de´finir un algorithme
d’ordonnancement adapte´. Afin de refle´ter la de´pendance entre choix des paquets et choix
de la BBFrame, nous avons utilise´ la re`gle utilisateur dans la re`gle ModCod. Ainsi,
cette dernie`re permet de prendre en compte a` la fois les contraintes de QoS et l’efficacite´
spectrale. Cependant, une fois le choix du ModCod effectue´, il faut encore utiliser les
re`gles utilisateur pour se´lectionner les paquets qui seront transmis. Ce proble`me est assez
diffe´rent de l’utilisation classique des re`gles d’ordonnancement, puisqu’un certain nombre
de paquets provenant de la meˆme file peuvent eˆtre encapsule´s dans une meˆme BBFrame.
Nous proposons donc l’algorithme suivant. A chaque instant d’ordonnancement, toutes
les re`gles utilisateur et ModCod sont e´value´es. Comme spe´cifie´ plus haut, le nombre de
ModCod utilise´s simultane´ment est faible, le nombre d’ope´rations sera donc de quelques
dizaines par BBFrame, ce qui semble tout a` fait raisonnable pour un ordonnancement
en temps re´el. Une fois ces calculs effectue´s, la prochaine BBFrame est de´termine´e en
calculant toutes les re`gles ModCod et en choisissant la meilleure, selon la formule (3.3).
Les re`gles utilisateurs pour ce ModCod sont alors trie´es par ordre de´croissant, puis on
vide la file ayant la meilleure re`gle utilisateur dans la BBFrame. Si la BBFrame n’est
pas remplie, on proce`de de la meˆme manie`re avec les autres files utilisateur jusqu’a` ce
que la BBFrame soit pleine, ou que toutes les files utilisateur de ce ModCod soient
vides. Dans ce dernier cas, la meˆme proce´dure de choix du ModCod et des paquets
est re´pe´te´e, mais uniquement avec les files ayant un meilleur ModCod, afin que leurs
paquets puissent eˆtre de´classe´s, et avec un volume de BBFrame e´gal au volume restant.
Cette me´thode comporte plusieurs avantages. Tout d’abord, elle permet d’effectuer un
ordonnancement BBFrame et paquets cohe´rent, car mene´ selon les meˆmes crite`res (les
re`gles utilisateur). La complexite´ totale de cet algorithme, sans compter le de´classement
est de o(N +M +Q ln(Q)), dans le cas ou` un algorithme de tri rapide est utilise´ pour
les re`gles utilisateurs. L’un des avantages principal de cet algorithme est toutefois de
simplifier la fragmentation. En effet, il est rare que le volume total des paquets encapsule´s
e´gale la charge utile de la BBFrame. gse permet de fragmenter les paquets ip, mais cette
ope´ration introduit de l’overhead. Aussi, minimiser la fragmentation constitue-t-il une
priorite´ afin d’e´viter une baisse de l’efficacite´ spectrale ; notre algorithme n’occasionne,
au maximum, qu’un seul fragment par BBFrame, pour un couˆt calculatoire faible, ce
qui semble eˆtre un bon compromis.
Nous pouvons cependant remarquer que cette re`gle pourra eˆtre ine´quitable entre
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les QoS, puisqu’elle privile´gie la file, et non les paquets, ayant la meilleure re`gle. Par
rapport a` un rr, dont l’ordre serait de´termine´ par les re`gles utilisateur, cette solution
aura e´galement tendance a` augmenter les diffe´rences de de´lai entre les paquets au sein
d’une BBFrame. Il faudra donc eˆtre attentif a` ce proble`me.
3.4 Ordonnancement et fonctions d’utilite´
Les fonctions d’utilite´ constituent une autre solution d’ordonnancement pertinente
pour notre contexte. Si elles sont bien plus complexes a` mettre en place que les re`gles
d’ordonnancement, leur flexibilise´ et l’apport de la formulation mathe´matique constituent
un avantage inde´niable.
La diffe´rence majeure avec les re`gles d’ordonnancement est la capacite´ de la for-
mulation sous forme de proble`me d’optimisation a` anticiper l’impact des de´cisions
d’ordonnancement, de manie`re a` mener le syste`me vers un e´tat optimal de´fini a` l’avance.
Les fonctions d’utilite´ offrent la possibilite´ d’expliciter le compromis entre QoS et effica-
cite´ spectrale, graˆce a` une formulation prenant en compte conjointement de nombreux
parame`tres dans une seule fonction.
Nous pre´sentons dans cette partie la formulation de notre proble`me d’optimisation,
reposant sur des fonctions d’utilite´, puis l’implantation que nous avons choisi, en insistant
sur l’impact de la me´thode de re´solution choisie sur les possibilite´s d’implantation.
3.4.1 Formulation du proble`me
Nous de´finissons tout d’abord une me´trique moyenne ge´ne´rique, x¯k, d’inte´reˆt pour le
syste`me. Cette me´trique pourra repre´senter, par exemple, la conformite´ de l’ordonnance-
ment aux garanties de QoS (de´bit garanti, de´lai garanti). Cette me´trique est une valeur
moyenne sur un temps conside´re´ long devant celui de l’ordonnancement. Meˆme si l’opti-
misation conjointe de plusieurs me´triques est e´ventuellement possible, comme indique´
dans [55], cette technique se re´ve`le plus complexe, et [55] montre qu’il est pre´fe´rable
de ramener le proble`me a` une unique me´trique. En effet, lorsqu’une optimisation est
conduite sur deux variables en meˆme temps, par exemple de´bit et de´lai, l’un ne doit
pas prendre le pas de manie`re syste´matique sur l’autre. De plus, l’ajout de variables, et
donc de directions a` l’optimisation du service rec¸u par une file rend l’optimisation bien
plus complexe, et les be´ne´fices sont difficiles a` estimer [55]. Nous limiterons donc notre
analyse a` une seule me´trique identique pour toutes les files. Cette solution re´duit certes
la flexibilite´, mais permet de limiter la complexite´ de l’algorithme.
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Posons uk la fonction d’utilite´ associe´e a` l’utilisateur k, et de´finissons :
X = (x¯0, · · · , x¯N−1)
le vecteur des me´triques moyennes, et U(X) l’utilite´ du syste`me associe´e a` ces valeurs. Afin
de de´finir l’optimal, nous ne conside´rons pas, dans un premier temps, l’aspect temporel.
Cette de´marche peut sembler en contradiction avec ce qui a de´ja` e´te´ dit jusqu’ici, mais
elle est ne´cessaire afin de de´finir la direction de la solution optimale. C’est vers cet objectif
que va tendre l’ordonnancement. En effet, nous pouvons exprimer l’objectif a` long terme
de l’ordonnancement comme la solution du proble`me suivant :
maximiser
X
U(X) =
N−1∑
k=1
uk(x¯k)
avec X ∈ C
(3.6)
Comme nous avons remarque´ dans le chapitre 2, la solution de ce proble`me peut
eˆtre trouve´e a` l’aide de me´thodes Lagrangiennes [76], mais cette solution n’est d’aucune
aide, e´tant donne´ le caracte`re a` la fois limite´ et changeant de la capacite´ du syste`me,
C, sans oublier que la charge de chaque ModCod e´volue e´galement au cours du temps.
Le proble`me (3.6) de´finit donc une direction vers laquelle il faudra de´placer le syste`me.
Aussi notre proble`me se re´sume-t-il a` trouver un algorithme permettant, a` chaque instant
d’ordonnancement, de se rapprocher le plus possible de cet optimum. Cette technique
fait correspondre un algorithme de re´solution avec le comportement du syste`me.
Soit deux e´tats successifs X et X
′
, se´pare´s d’un nombre quelconque d’instants
d’ordonnancement, notre me´thode correspondra a` la solution de l’e´quation suivante :
max
X
′
U(X
′
)− U(X) (3.7)
Sachant que la diffe´rence entre X et X
′
sera borne´e par la vitesse d’e´volution du
syste`me. La solution de (3.7) donne la direction de l’ordonnancement entre les instants
correspondant aux e´tats X et X
′
.
3.4.2 Me´thodes de re´solution
Nous de´veloppons ici deux me´thodes, reposant chacune sur une approximation
diffe´rente permettant de faire correspondre le comportement de notre syste`me avec
la re´solution du proble`me d’optimisation de´fini en (3.6). Notre me´thode est guide´e par
l’observation suivante. E´tant donne´ que le syste`me ne peut eˆtre de´place´ instantane´ment
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a` l’optimum, il doit constamment se de´placer vers cet optimum, et ce le plus rapidement
possible. Comme nous l’avons vu, la direction de cet optimum change, il sera donc
ne´cessaire de recalculer re´gulie`rement sa direction, de manie`re a` e´viter un ordonnance-
ment allant dans la mauvaise direction. Autrement dit, le syste`me se de´placera dans la
direction de l’optimum tant que cette direction ne change pas significativement. Toute la
difficulte´ de notre proble`me re´side dans l’estimation de cette dure´e, que nous noterons
Ts, la pe´riode d’ordonnancement. Cette dure´e peut eˆtre exprime´e, conforme´ment a` notre
mode`le de mesure du temps, de la fac¸on suivante :
Ts =
NTs−1∑
n=0
τ(n) (3.8)
Ou` τ(n) est la dure´e de la BBFrame e´mise a` l’instant n, et NTs est le nombre de BB-
Frame conside´re´es. La pe´riode d’ordonnancement, de´finie ainsi, n’est pas ne´cessairement
strictement constante : si NTs est fixe´, Ts sera variable. On peut e´galement de´finir une
valeur fixe de Ts, ou` le nombre – potentiellement non entier – de BBFrame NTs par
pe´riode d’ordonnancement sera variable.
BBFrame-by-BBFrame Scheduling
Dans cette approche, nous pre´sentons une extension les travaux pre´sente´s dans [26]
[58] et [28]. Cette me´thode, dite de poursuite, recalcule la direction de l’optimum a` chaque
instant d’ordonnancement, et se pre´sente ainsi comme celle permettant de suivre au
plus proche l’optimum. Du fait de sa pre´cision, cette me´thode suppose un couˆt de calcul
plus e´leve´, puisqu’il faudra re´soudre un proble`me de la forme de (3.7) a` chaque intant
d’ordonnancement. Formellement, cette technique correspond a` prendre NTs = 1, et
re´soudre ainsi, a` chaque BBFrame, le proble`me suivant :
max
X(n+1)
U(X(n+ 1))− U(X(n)) (3.9)
Cette solution sera de´nomme´e BBFrame-by-BBFrame Scheduling (bbs) dans la suite
de cette e´tude.
Periodic Scheduling
Dans cette seconde approche, nous relaxons la contrainte sur la dure´e de Ts, en sup-
posant qu’une dure´e e´quivalente a` quelques BBFrames ne modifie pas significativement
la pre´cision de nos calculs. Plus spe´cifiquement, on conside`re qu’il est possible de pre´dire
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avec suffisamment de pre´cision l’e´tat du syste`me au bout de Ts, et d’estimer ainsi le gain
d’utilite´ possible. Cette solution sera appele´e BBFrame Periodic Scheduling (bps) dans la
suite de cette e´tude. La direction de l’objectif est alors donne´e par l’expression suivante,
ou` NTs > 1 :
max
X(n+NTs )
U(X(n+NTs))− U(X(n)) (3.10)
Si l’ordonnancement est de´termine´ pour les Ts prochaines BBFrame, la charge de calcul
peut eˆtre mieux re´partie que dans le cas de bbs. De plus, avoir une taˆche pe´riodique,
de´terminant les actions du syste`me pour une pe´riode de´termine´e est un avantage certain
pour l’implantation.
3.4.3 Algorithme reposant sur le de´lai
bbs et bps permettent de construire un algorithme d’ordonnancement sous-optimal,
utilisant un large panel de me´triques et de fonctions d’utilite´. Nous pre´sentons ici une
application de ces algorithmes a` notre contexte d’ordonnancement, mais cette me´thode
est suffisamment ge´ne´rique pour eˆtre re´utilise´e dans un autre contexte (QoS, de´finition
des utilisateurs).
Ainsi, nous avons choisi le temps d’attente moyen d’un paquet dans une file comme
me´trique de re´fe´rence. Cette me´trique s’accorde bien avec la de´finition DiffServ de QoS
que nous avons utilise´e : chaque phb peut eˆtre de´fini en fonction de ce temps d’attente
moyen. Nous donnons cependant l’esquisse d’une solution utilisant le de´bit moyen, afin
de prouver la flexibilite´ de notre approche.
Estimation du temps d’attente
Le temps d’attente a` la fin de la pe´riode d’ordonnancement est donne´ par la Loi de
Little :
wk(n+NTs) =
lk(n) + Tsλk(n)− sk
r¯k(n)
(3.11)
Ou` sont de´finis, pour l’utilisateur k :
— lk(n) la taille de la file d’attente a` l’instant d’ordonnancement n ;
— λk(n) est le de´bit moyen d’entre´e ;
— r¯k(n) est le de´bit moyen de sortie ;
— sk est le volume de donne´es servi pendant Ts.
Les de´bits moyens sont mesure´s a` l’aide d’une moyenne exponentielle, comme indique´
dans le Chapitre 2.
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En utilisant la formule (2.1), nous obtenons l’expression suivante :
w¯k(n+NTs) = α(n)w¯k(n) + (1− α(n))wk(n+NTs) (3.12)
En supposant que la charge globale du syste`me est stable, et en supposant un syste`me
sans pertes de paquets, nous pouvons utiliser r¯k(n) comme estimateur de λk(n). La
pre´cision de cette e´valuation sera fonction de la pe´riode Ts.
Le temps d’attente du syste`me w est de´fini par :
w = (w¯1, · · · , w¯N )
L’utilite´ associe´e est :
U(w) =
∑
k
uk(w¯k)
BBFrame-by-BBFrame Scheduling
Dans bbs, nous avons NTs = 1, c’est-a`-dire que Ts vaut la dure´e d’une BBFrame.
Du point de vue du syste`me, cette dure´e est faible, et le calcul de (3.9) peut se simplifier
graˆce a` l’approximation du premier ordre suivante :
U(w(n+ 1)) ≈ U(w(n)) + U ′(w(n))dw
La direction de l’optimum est de´termine´e en maximisant le dernier terme, appele´ utilite´
marginale. Dans cette approximation, on suppose que le changement introduit par le
de´placement du syste`me de w(n) vers w(n + 1) est suffisamment faible, ce qui est
raisonnable e´tant donne´ le volume et le temps d’e´mission d’une BBFrame. On retrouve
ici l’algorithme du gradient, de´crit dans [76], une BBFrame correspondant a` un pas de
l’algorithme, ou` nous suivons la direction de l’optimum a` chaque ite´ration.
L’expression de dw = (dw¯1, · · · , dw¯N ) peut eˆtre de´termine´e en de´rivant (3.12) selon
s, puisque le temps d’attente estime´ est une fonction du volume servi :
dw¯ = −(1− α
τ(n))
λk(n)
dsk
Ou` dsk est un petit volume servi, correspondant a` la diffe´renciation de w¯k.
Nous pouvons exprimer l’utilite´ marginale totale, pour le ModCod m comme il suit :
∑
k∈νm
−u′k(w¯k(n))
(1− ατ(n))
λk(n)
dsk (3.13)
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Maximiser cette expression en fonction de ds = (ds1, · · · , dsN ) et m donne la direction
de l’optimum. Le nombre de ModCod simultane´ment utilise´s dans un syste`me e´tant
faible, il est possible de re´aliser ce calcul pour tous les ModCod, de manie`re exhaustive.
Il reste donc le calcul de l’utilite´ marginale maximale pour le ModCod m, proble`me que
l’on peut exprimer de la manie`re suivante :
max
ds
∑
k∈νm
Akdsk
avec
∑
k∈νm
dsk ≤ Pm
(3.14)
Ou` Pm est la charge utile d’une BBFrame de ModCod m, et Ak est une constante :
Ak = −u′k(w¯k(n))
(1− ατ(n))
λk(n)
En conside´rant s comme un volume continu, et non un ensemble de paquets, il est
possible de re´soudre de manie`re simple ce proble`me, en appliquant un algorithme tre`s
similaire a` celui de´crit pour les re`gles d’ordonnancement, Ak jouant ici le roˆle de la re`gle
utilisateur. Cette solution apporte les meˆmes be´ne´fices en termes de passage entre la
solution continue, s, et la solution discre`te, compose´e de paquets.
Il est inte´ressant de noter qu’en se´lectionnant u′k(w¯k) = −w¯k nous obtenons une
expression tre`s proche de m-lwdf, ou` la somme de (3.13) devient :
∑
k∈νm
w¯k(n)
(1− ατ(n))
λk(n)
dsk
L’utilisation du de´bit moyen, plus simple a` estimer, me`ne a` l’expression suivante :
∑
k∈νm
u′k(r¯k)drk(n)
Ou` drk est le de´bit instantane´ correspondant a` un volume dsk. Un choix d’une fonction
d’utilite´ tel que u(r¯) = log(r¯) permet ici de retrouver pf, montrant la flexibilite´ et le
caracte`re ge´ne´rique de notre formulation.
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BBFrame Periodic Scheduling
Dans bps, la dure´e Ts est allonge´e, il n’est donc plus possible de faire l’approximation
au premier ordre de bbs. La direction de l’optimum est donc :
maximiser
S
∑
m
∑
k∈νm
uk(w¯k(n+NTs))
avec
∑
m
∑
k∈νm
sk
Rm
= Ts
(3.15)
Ou` S est le vecteur des volumes servis sk pendant Ts. Re´soudre ce proble`me, qui appartient
a` la programmation convexe non line´aire se´parable, est une taˆche complexe. E´tant donne´e
la convexite´ de l’ensemble de de´finition de S, et en supposant u concave, on peut montrer
qu’il existe une unique solution [76], calculable a` l’aide de me´thodes Lagrangiennes. Un
algorithme est propose´ dans [78], reposant sur la de´termination ite´rative des ensembles
des contraintes sature´es. Les re´sultats quant a` la complexite´, expose´s dans [78] montrent
des re´sultats satisfaisants, compatibles avec un fonctionnement en temps re´el.
La re´solution de ce proble`me ne donne pas de solution d’ordonnancement, mais
un volume par utilisateur, s∗k, qu’il faudra servir pendant Ts, ou bien pendant les NTs
prochaines BBFrame.
C’est ici qu’apparaˆıt un proble`me majeur de l’ordonnancement tel que nous l’avons
de´fini : notre solution optimale, S∗ est exprime´e en nombre re´el. Un premier arrondi a`
l’entier le plus proche permet d’obtenir un nombre entier d’octets (ou bits), qui, e´tant
donne´ les tailles classiques des paquets, ne devrait pas biaiser fortement notre algorithme.
Mais un deuxie`me proble`me surgit alors : comment servir exactement s∗k octets en Ts,
sachant que notre syste`me ne permet d’e´mettre que des BBFrame dont la charge utile
est fixe´e a` l’avance. Qui plus est, comment minimiser le nombre de fragments de paquets ?
S’il est possible, avec gse, de servir exactement un volume s∗k dans chaque file, cette
solution me`nera a` de nombreux fragments, qui auraient pu eˆtre e´vite´s. En re´sume´, le
passage de S∗ a` une ve´ritable solution d’ordonnancement est tre`s complexe, d’autant plus
que la solution d’ordonnancement doit eˆtre de´termine´e a` chaque BBFrame en fonction
du volume de´termine´ par S∗ re´siduel.
Afin d’e´viter de complexes calculs combinatoires, et pour permettre un e´talage des
BBFrame sur la pe´riode Ts, nous proposons une adaptation du drr a` notre contexte,
reliant la solution optimale S∗ aux parame´trage du drr, et plus exactement du quantum.
Cet algorithme est construit avec le principe suivant : on associe a` chaque utilisateur un
de´ficit dk, ainsi qu’un quantum φk, ajoute´ a` chaque tour du rr. On de´finit un rr entre
les ModCod, ainsi qu’un rr entre les QoS. A l’instant d’ordonnancement, la solution
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d’ordonnancement est de´termine´e selon le principe d’un drr : le ModCod suivant, dans
l’ordre du rr est se´lectionne´, et son de´ficit Dm, c’est-a`-dire la somme des de´ficits de ses
utilisateurs, est de´termine´ :
Dm =
∑
k
dk
La somme porte ici uniquement sur les utilisateurs du ModCod m, soit Q files. Si ce
de´ficit cumule´ de´passe ou e´gale la capacite´ d’une BBFrame, alors cette BBFrame est
choisie pour la prochaine solution d’ordonnancement, soit la condition suivante :
Dm ≥ Cm
Les paquets sont ensuite servis selon un drr, tant que la BBFrame n’est pas pleine.
Cette e´tape concerne donc plusieurs paquets par file, contrairement au drr original.
Notons que cette solution pourrait e´ventuellement mener a` un de´ficit ne´gatif. Une file
ayant un de´ficit ne´gatif a` l’instant d’ordonnancement rec¸oit toujours son quantum, mais
n’est pas conside´re´e dans la solution d’ordonnancement. La relation entre quantum et
volume s∗k est la suivante :
∀ k, k′ φk
s∗k
=
φk′
s∗k′
De cette manie`re, la de´termination d’un seul φk permet le calcul de tous les autres. Cet
algorithme est repre´sente´ sur la figure 3.2.
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Figure 3.2 drr adapte´ aux BBFrame
Cette solution posse`de un avantage important dans la re´gularite´ de son calcul : tous les
Ts, un calcul d’optimisation est effectue´, dont la complexite´ de l’algorithme de re´solution
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est connu. Le drr propose´ posse`de une complexite´ tre`s faible, en temps constant. S’il
ne posse`de pas d’avantage e´vident sur bbs, bps est plus simple a` implanter, tout en
remplissant les crite`res de´finis au de´but de cette e´tude (prise en compte du caracte`re
dynamique de la capacite´ et de la demande a` travers Ts). Il faudra cependant preˆter
attention aux proble`mes de passage continu-discret, ainsi qu’a` la diffe´rence entre volume
optimal et volume effectivement servi a` chaque BBFrame, afin de garantir la pertinence
de notre approche.
3.5 E´valuation de performances
Nous pre´sentons dans cette partie une e´valuation des performances des algorithmes
d’ordonnancement sur la voie Aller pre´sente´s dans cette e´tude. Notre objectif est double :
montrer la faisabilite´ des solutions propose´es dans un contexte satellite, a` travers une
e´tude des performances, de la complexite´, et de capacite´ des algorithmes a` s’adapter au
sce´nario, et de´terminer les solutions qui semblent le mieux re´pondre aux objectifs de´finis.
Les solutions pre´sente´es ont toutes e´te´ implante´es dans le simulateur ndes [79], une
bibliothe`que de simulations de files d’attente, en C, de´veloppe´e au laboratoire IRIT.
3.5.1 Sce´narios
Nous de´finissons ici les contraintes de QoS correspondant a` notre mode`le, le de´lai
maximum wk,max d’un paquet dans la file, et la gigue δk. Ces parame`tres, ainsi que la
re´partition du trafic dans chaque classe, sont donne´s dans la table 3.1. Notons que, si ces
parame`tres diffe`rent de ceux pre´sente´s dans [80] pour ef, rien n’empeˆche l’adaptation
de notre solution a` ces parame`tres. Celle re´partition correspond a` celle d’un service de
type ≪triple-play≫ qui est le coeur de marche´ de notre syste`me. C’est donc le sce´nario
nominal dans lequel il doit eˆtre utilise´.
Classe EF AF BE
charge 0.1 0.3 0.6
wmax (s) 0.05 0.1 0.2
δmax(s) 0.01 0.05 0.1
Table 3.1 Parame`tres de QoS
Nous de´finissons e´galement, a` des fins d’analyse, deux sce´narios de re´partition de
QoS :
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— Un sce´nario ≪iso QoS≫ ou` chaque classe de QoS contribue de manie`re e´gale a`
la charge. Ce sce´nario permet d’observer le comportement quant a` l’efficacite´
spectrale de l’algorithme, inde´pendamment de la qualite´ de service.
— Un sce´nario ou` l’application majoritaire n’est plus l’acce`s IP mais la te´le´phonie
IP. La charge engendre´e par la classe EF sera donc ici majoritaire. Ce sce´nario
peut correspondre a` un syste`me de type Inmarsat, ou` la majorite´ des utilisateurs
utiliseraient le service de voix. Bien que ce sce´nario soit hors du cadre syste`me que
nous nous sommes de´fini, il permet d’analyser le comportement des algorithmes
d’ordonnancement dans un cas ≪ limite ≫.
On notera que les deux derniers sce´narios ne correspondent pas a` un sce´nario re´el, mais
permettent d’analyser plus finement le comportement des algorithmes.
Ainsi, nous attacherons-nous a` observer le de´lai moyen dans les diffe´rentes files
d’attente, afin de connaˆıtre la compatibilite´ de notre algorithme avec ces contraintes.
Afin de tester nos algorithmes dans des sce´narios diffe´rents, nous proposons trois
re´partitions pour les ModCod, l’une correspondant au cas de re´fe´rence, ou de ciel clair,
a` la table 3.2, l’autre correspondant a` un cas tre`s de´grade´, ou de forte pluie, dans la
table 3.3. Une dernie`re re´partition, dite ≪iso-ModCod≫ nous permettra d’observer le
comportement de l’algorithme quant au respect de la Qualite´ de service, inde´pendamment
de l’efficacite´ spectrale. Si seul le premier sce´nario correspond a` un cas plausible, le but
des deux autres re´partitions est d’observer l’influence de la re´partition des ModCod
sur le syste`me.Nous pouvons noter que seuls quatre ModCod sont utilise´s. Ce nombre
relativement faible rele`ve d’une contrainte d’implantation : si le nombre de ModCod
potentiel de dvb-s2 est relativement e´leve´, le nombre de ModCod simultane´ment utilise´s
est ge´ne´ralement faible.
# ModCod charge
MC0 QPSK 1/3 0.01
MC1 8-PSK 3/5 0.19
MC2 8-PSK 5/6 0.3
MC3 16-APSK 2/3 0.5
Table 3.2 distribution Ciel clair
La charge globale du syste`me est fixe´e a` 0.9 : en conside´rant la loi d’arrive´e des
paquets pour chaque QoS et ModCod, il est aise´ de calculer le de´bit entrant de chaque
file d’attente. Cette charge e´leve´e, ou` le syste`me est proche de la saturation, permet
d’observer de fac¸on plus nette les diffe´rences de performances entre les algorithmes. Les
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# ModCod charge
MC0 QPSK 1/3 0.5
MC1 8-PSK 3/5 0.3
MC2 8-PSK 5/6 0.19
MC3 16-APSK 2/3 0.01
Table 3.3 distribution Forte pluie
ressources alloue´es au syste`me e´tant particulie`rement couˆteuses, il es ne´cessaire d’en
faire un usage aussi efficace que possible. Aussi, en ce qui concerne l’ordonnancement,
on souhaite utiliser le syste`me a` une charge proche de la saturation, afin de maximiser
le revenu engendre´ par les ressources fre´quentielles alloue´es, d’ou` une charge e´leve´e. Le
de´bit sortant e´tant donne´ par le ModCod, le calcul de la charge pour chaque file, et
par conse´quent de la charge globale, peut eˆtre fait simplement. Le temps de simulation
est de 100 secondes, ce qui semble suffisant pour pouvoir ignorer les effets de la pe´riode
transitoire, en tenant compte des proprie´te´s du trafic. La valeur de Ts choisie pour bps est
de 32 ms, ce qui correspond a` quelques dizaines de BBFrame. Les arrive´es de paquets
suivent une loi de Poisson par file, e´tant donne´ qu’elles correspondent a` un multiplexage
de tre`s nombreux flux, les arrive´es peuvent eˆtre conside´re´es comme inde´pendantes.
Afin de re´pondre aux contraintes de QoS, nous proposons la fonction d’utilite´ suivante,
parame´tre´e par le de´lai :
uk(w¯k) = − 1
δ2k,max
(wk,max/2− w¯k)2 (3.16)
Cette famille de fonctions a l’avantage de ne pas ne´cessiter de parame´trage autre que
celui donne´ par la QoS (par exemple l’e´quite´, comme dans [7]). Leur comportement,
pre´sente´ a` la figure 3.3 diffe`re des fonctions d’utilite´ ge´ne´ralement utilise´es, puisque,
en-dec¸a` d’un certain de´lai, il est moins inte´ressant (ou utile) de servir le trafic temps re´el
par rapport au trafic be. Ainsi, ces fonctions permettent, sur un syste`me peu charge´, de
re´partir la capacite´ de fac¸on a` garantir un de´lai constant aux flux temps re´el, tout en
re´partissant mieux la capacite´ qu’une priorite´ fixe. Cette proprie´te´ permet une meilleure
cohabitation de trafic ayant des besoins en QoS diffe´rents.
Les algorithmes pre´sente´s ici sont, dans un premier temps :
— les algorithmes a` crite`re explicite [4] et [5] ;
— les re`gles d’ordonnancement de´finies m-lwdf et exp-pf ;
— bbs et bps, comme de´finis plus haut, avec le de´lai comme me´trique.
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Figure 3.3 Fonctions d’utilite´ valorisant le temps d’attente
Nous indiquons, lorsqu’elles sont pertinentes, les mesures de complexite´ et discutons
le passage continu-discret pour bps.
3.5.2 Sce´nario ciel clair
Cette premie`re e´valuation a pour but de de´terminer si les algorithmes pre´sente´s
permettent d’ordonnancer le trafic entrant, dans un cas de re´fe´rence, tout en respectant
les contraintes de QoS. Les re´sultats de simulations sont pre´sente´s sur la figure 3.4. Le
de´lai moyen est repre´sente´, en e´chelle logarithmique, en fonction du ModCod et de la
QoS. Les contraintes de QoS sont repre´sente´es en traits rouges.
La figure 3.4 pre´sente trois types d’algorithmes. Tout d’abord, les solutions wrr [4]
et ubmt [5] (3.4a 3.4b) favorisent de fac¸on claire les meilleurs ModCod au de´triment des
plus faibles, qui sont aussi les moins charge´s. Si ubmt ne de´passe que peu les contraintes
de QoS pour le ModCod le moins charge´, wrr ne permet de les satisfaire pour le be
pour quasiment aucun ModCod 1. Ce comportement ine´quitable peut cre´er une situation
instable, comme sur la figure 3.4b, ou` le de´lai de la QoS be augmente continuellement
pendant la simulation. Le caracte`re instable de cette solution peut e´galement eˆtre observe´
dans les intervalles de confiances du wrr, particulie`rement importants. Cette situation
montre a` quel point il est complexe, pour un algorithme, de s’adapter a` un sce´nario
en particulier, et plus spe´cifiquement a` de grandes diffe´rences de de´bit entrant entre
ModCod. Les suppositions de [4] sur la nature du trafic ne sont tout simplement pas
ve´rifie´es ici, grevant le fonctionnement de l’algorithme d’ordonnancement. Meˆme s’il est
1. Le parame`tre d’e´quite´ a e´te´ pris e´gal a` 1
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Figure 3.4 Temps d’attente moyen pour plusieurs algorithmes de re´fe´rence
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possible d’adapter l’e´quite´ au sce´nario, cette adaptation se fera de manie`re ad hoc et
n’aura donc aucune valeur dans un autre sce´nario. Nous pouvons noter qu’ubmt ne
comporte pas ce genre d’adaptation, et permet un fonctionnement tout a` fait correct,
ou` seul le ModCod le moins charge´ ne voit pas ses crite`res de QoS respecte´s. Nous
pouvons e´galement noter le peu de diffe´rence entre le traitement de ef, et be, ainsi que
les intervalles de confiance faibles.
Les re`gles d’ordonnancement m-lwdf et exp-pf (3.4c 3.4d) offrent une meilleure
performance, meˆme si l’on peut noter une diffe´rence importante de de´lai au sein d’une
meˆme QoS. On peut remarquer les re´sultats de´cevants de exp-pf au regard des attentes
de cette re`gle, a` savoir une meilleure gestion des trafics he´te´roge`nes : le de´lai pour le trafic
be du ModCod 3, qui repre´sente la part la plus importante du trafic total, est hors de
ses contraintes de QoS. Cette re`gle ne privile´gie pas suffisamment cette QoS au profit
des autres, qui voient leur performance augmenter par rapport a` m-lwdf. Cette dernie`re
re`gle offre une performance compatible avec la QoS de´finie, ce qui en fait un candidat
inte´ressant pour notre syste`me. La simplicite´ de calcul de m-lwdf, est un avantage
supple´mentaire, e´tant donne´ ses performances comparativement a` celles d’exp-pf.
Le troisie`me type d’algorithme, bbs et bps (3.4e 3.4f), semble offrir de bonnes
performances, comparables voire meilleures que m-lwdf et ubmt. On peut remarquer
que ces algorithmes ont une performance mieux re´partie entre les ModCod et les QoS,
ne favorisant aucun en particulier. Cette proprie´te´ est particulie`rement inte´ressante,
sachant que ces syste`mes seront amene´s a` fonctionner dans des conditions potentiellement
tre`s he´te´roge`nes. On peut noter que bps est le´ge`rement moins performant que bbs,
dont le fonctionnement est bien plus complexe, offrant un aperc¸u du compromis entre
performance et complexite´.
Ainsi, dans ce cas de re´fe´rence, nous retenons les solutions qui semblent convenir aux
crite`res de performance que nous nous sommes fixe´s : ubmt, m-lwdf et bps. Le wrr de
[4] ne permet pas d’obtenir des re´sultats satisfaisants, tandis que exp-pf ne pre´sente par
d’inte´reˆt majeur par rapport a` m-lwdf. Le cas de ubmt est plus complexe, et aurait
demande´ une analyse plus pousse´e.
3.5.3 Sce´nario forte pluie
Dans ce sce´nario, nous examinons comment les algorithmes retenus se comportent
face a` un cas limite, ou` la re´partition de charge des ModCod est inverse´e par rapport
au cas pre´ce´dent. Les re´sultats de ces simulations sont pre´sente´s sur la figure 3.5.
La particularite´ de ce sce´nario re´side dans la re´partition de la charge : le ModCod
le plus faible est celui devant faire face a` la charge la plus importante (50% du trafic).
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Figure 3.5 Temps d’attente moyen, sce´nario forte pluie
Ainsi, dans ce sce´nario, les algorithmes privile´giant l’efficacite´ spectrale risquent de ne
pas pouvoir ordonnancer efficacement ce dernier ModCod.
De fait, le comportement de m-lwdf est ici bien moins satisfaisant, puisque les
contraintes de QoS ne sont entie`rement respecte´es que pour les deux derniers ModCod.
Une fois de plus, on constate de grandes diffe´rences de de´lai entre les ModCod, et entre
les diffe´rentes QoS d’un meˆme ModCod. Ce re´sultat montre le manque de flexibilite´ des
solutions empiriques, dont l’adaptation a` un sce´nario ne pre´suppose pas la performance
dans d’autres.
Le cas de ubmt est plus inte´ressant : ses performances semblent similaires au sce´nario
pre´ce´dent, bien qu’encore une fois en dehors des contraintes de QoS de´finies. Cette
proprie´te´ semble inte´ressante, meˆme si nous avons mesure´ que, dans notre cas, moins de
1% des ModCod sont se´lectionne´s par la partie Urgency-Based de l’algorithme, ce qui
limite son inte´reˆt, e´tant donne´ la complexite´ de l’e´tape. De plus, la gestion de crite`res fins
de QoS, comme ceux que nous avons de´finis, n’est pas facilite´e par ubmt, du moins dans
les versions pre´sente´es dans [5] et [61]. Les travaux sur ubmt n’ont pas e´te´ poursuivis,
a` notre connaissance, mais il semble qu’une e´tude plus approfondie de cette famille
d’algorithmes pourrait permettre une ame´lioration significative.
Enfin, l’algorithme bps semble offrir des performances quasiment identiques a` celles
du sce´nario pre´ce´dent. On ne mesure que peu de diffe´rences entre les ModCod, et entre
les diffe´rentes QoS. Cette proprie´te´, valide´e ainsi dans un cas tre`s de´grade´, conforte les
premiers re´sultats obtenus dans le sce´nario ciel clair, quant a` la flexibilite´ de bps. De plus,
nous avons observe´ des re´sultats similaires, entre bps et bbs, sinon le´ge`rement meilleurs
pour bbs, au de´triment d’un complexite´ accrue.
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Figure 3.6 Re´sultats de simulation pour le sce´nario ≪iso-ModCod≫
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Figure 3.7 Re´sultats de simulation pour le sce´nario ≪iso-QoS≫
3.5.4 Re´sultats sce´narios d’analyse
Les trois algorithmes retenus pour cette analyse sont bbs, bps et ubmt.
Les re´sultats pour le sce´nario ≪iso-ModCod≫ sont pre´sente´s sur la figure 3.6. On peut
observer pour ce sce´nario un comportement des algorithmes comparable a` ce que nous
avons de´ja` observe´, a` savoir une performance tre`s similaire pour bbs et bps. Nous pouvons
de plus noter que ubmt semble ne pas pouvoir ordonnancer correctement le trafic be
du ModCod le moins fort (mc0). Ce re´sultat montre l’inde´pendance de la performance
de notre algorithme a` la re´partition de la charge entre les ModCod. Les performances
d’ubmt peuvent s’expliquer par la conjonction de la faible efficacite´ spectrale (faible
de´bit) du ModCod 0 et l’absence de prise en compte d’un de´lai maximal pour la classe
be. Le trafic de cette file n’est pas servi suffisamment souvent, comme le montre son
de´lai moyen important.
Les re´sultats du sce´nario ≪iso-QoS≫ sont pre´sente´s dans la figure figure 3.7. Ce
sce´nario mesure l’impact d’une charge e´quitablement re´partie entre les trois QoS. Si des
diffe´rences apparaissent cette fois entre bbs et bps, celles-ci sont faibles, de l’ordre de
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Figure 3.8 Re´sultats de simulation pour le sce´nario ≪te´le´phonie≫
quelques millisecondes, par rapport aux crite`res de QoS de´finis. Cependant, les diffe´rences
de performance entre les diffe´rentes QoS apparaissent plus distinctement au sein d’un
ModCod, en particulier pour l’algorithme optimal et ubmt. Si ces diffe´rences ne sont pas
pre´judiciables, puisque tous les algorithmes respectent les contraintes de QoS fixe´es, elles
montrent que le comportement limite de l’algorithme peut parfois ne pas eˆtre e´quitable.
Un point inte´ressant est le fonctionnement de bps, qui semble lui peu affecte´ par cette
iniquite´, graˆce au lissage du drr.
Les re´sultats de note dernier sce´nario sont pre´sente´s dans la figure 3.8. Nous observons
dans ce sce´nario deux proprie´te´s importantes. La premie`re est que les trois algorithmes
pre´sente´s ici sont tout a` fait capables de fonctionner dans un sce´nario tre`s e´loigne´ de celui
que nous avions fixe´, puisque le trafic majoritaire (ef) est ordonnance´ conforme´ment aux
contraintes de QoS. Si le trafic be du ModCod 1 pour ubmt semble ne pas respecter
ces dernie`res, il correspond a` un volume faible de donne´es, dans un syste`me ou` le trafic
de ce type n’est ge´ne´ralement pas garanti. Une fois encore, bps pre´sente une performance
homoge`ne et compatible avec la QoS requise, ce qui conforte notre choix de cet algorithme
en tant que candidat pour une implantation dans un syste`me re´el, du fait de ses nombreux
avantages.
3.5.5 Complexite´ et discre´tisation
Au regard de notre objectif d’implantation, de´terminer le couˆt, en terme de calculs, de
notre algorithme est un facteur de´terminant. Pour ce faire, nous utilisons deux me´triques :
la complexite´ dans le pire cas, et le temps de calcul moyen. Si la complexite´ repre´sente une
borne supe´rieure, clairement de´finie, elle ne donne pas d’informations sur le comportement
moyen de l’algorithme. En revanche, le temps moyen de calcul permet d’observer, pour
un mate´riel et une implantation donne´e, la performance de l’algorithme.
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Algorithme Complexite´
ubmt [5] o(MQ)
wrr [4] o(1)
m-lwdf o(MQ+M +Q logQ)
bbs o(MQ+M +Q logQ)
bps o((MQ)2)
Table 3.4 Complexite´ d’algorithmes d’ordonnancement
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Figure 3.9 Temps de calcul par BBFrame
La table 3.4 donne la complexite´ des algorithmes que nous avons utilise´s. Notons
que la complexite´ d’ubmt est celle de notre adaptation, bien infe´rieure a` celle donne´e
dans [5], et que celle de bps ne comporte que l’algorithme d’optimisation, et non le
drr, dont la complexite´ est o(1). Sans surprise, les algorithmes les moins complexes,
comme wrr sont ceux pre´sentant la complexite´ la plus basse, la complexite´ la plus haute
revenant a` bps. Ce re´sultat peut sembler paradoxal par rapport a` ce qui a e´te´ dit plus
haut, mais il faut pre´ciser que cette complexite´ est lie´e a` la pe´riodicite´ de l’algorithme
d’ordonnancement, plus faible pour bbs que pour bps. Ainsi, la complexite´ ne nous
permet pas ici de de´terminer effectivement le compromis entre performance et couˆt
calculatoire, mais est une information indispensable pour pre´dire le comportement de
l’algorithme.
Sur la figure 3.9, le temps moyen de calcul par BBFrame est repre´sente´ en fonction
de la charge. Bien que ce re´sultat soit tre`s de´pendant de l’implantation effectue´e, l’e´cart
relatif entre deux algorithmes n’en est pas moins pertinent, dans la mesure ou` nous
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utilisons le meˆme simulateur, et la meˆme machine de simulation. Les trois algorithmes
empiriques, wrr, ubmt et m-lwdf semblent peu sensibles a` la charge, et montrent
des temps de calcul similaires, excepte´ a` forte charge. Nous observons e´galement que
bbs et bps ont un comportement bien plus marque´ par la charge. bps posse`de un couˆt
infe´rieur, a` partir d’une charge de 0.25, que bbs, meˆme si la diffe´rence est faible, ce qui
est relativement de´cevant e´tant donne´ la complexite´ du calcul effectue´ pour bps. Il est
possible, bien suˆr, de modifier la dure´e de la pe´riode d’ordonnancement pour bps, et
baisser ainsi le couˆt par BBFrame, mais on risque d’augmenter l’erreur dans l’estimation
de l’e´tat final du syste`me. Il y a donc un compromis a` trouver sur cette valeur e´galement,
mais elle suppose une e´tude plus fine du comportement temporel du syste`me.
Un dernier point important est le passage continu-discret, requis par bbs et bps.
Afin de justifier l’utilisation d’algorithmes d’optimisation complexes, ce passage doit
non seulement avoir une complexite´ faible, mais e´galement ne pas de´naturer la solution
trouve´e de manie`re trop importante. Nous avons pu de´terminer qu’environ 90% du
volume ordonnance´ par bps peut eˆtre obtenu, a` partir de la solution continue, par une
simple division entie`re. Le syste`me doit donc de´terminer, a` l’aide de me´thodes d’arrondis,
approximativement 10% du volume ordonnance´, ce qui est relativement faible, mais pas
ne´gligeable. Une fois de plus, ce chiffre peut eˆtre largement re´duit par l’allongement de la
pe´riode d’ordonnancement, mais avec les meˆmes risques pour la pre´cision de la solution
que ceux cite´s pre´ce´demment. De plus, l’implantation donne´e pour bps, utilisant un
drr permet de mettre en œuvre cette discre´tisation de manie`re ”naturelle” : il suffit
d’arrondir les volumes trouve´s a` l’entier le plus proche, ceux-ci e´tant utilise´s pour le
calcul du quantum et du de´ficit, qui peuvent prendre n’importe quelle valeur entie`re. La
pertinence du passage en re´el, afin de de´terminer la solution d’ordonnancement, semble
donc eˆtre assure´e, au regard des performances obtenues, et de l’influence effective du
passage continu-discret. Notre solution permet e´galement de contourner le proble`me
souleve´ par Chaput et al. dans [28], concernant la re´solution sous-optimale du Knapsack.
3.5.6 Conclusion sur l’e´valuation de performances
L’e´valuation de performances mene´e dans cette partie nous a permis de tirer les
conclusions suivantes. Tout d’abord, l’adaptation a` notre syste`me des algorithmes existants
s’est ave´re´e plus complexe que pre´vue. En effet, les algorithmes propose´s dans la litte´rature,
particulie`rement wrr et ubmt reposent sur des caracte´ristiques tre`s particulie`res du
trafic, et leur adaptation a` notre syste`me n’a pu se faire qu’au prix de modifications
importantes. Nous avons pu confirmer la difficulte´ a` adapter les parame`tres (e´quite´, poids
de QoS) a` un sce´nario en particulier. Ce proble`me peut eˆtre ignore´ pour un syste`me dont
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le sce´nario change peu, mais cette supposition n’est pas re´alisable avec notre syste`me de
re´fe´rence. Ainsi, m-lwdf pourrait eˆtre adapte´ a` d’autres types de syste`mes, plus stables
dans le temps, dans la mesure ou` il permet d’obtenir de bonnes performances pour un
couˆt calculatoire faible.
Nos algorithmes propose´s, bps et bbs, ont montre´ leur efficacite´ et leur capacite´
d’adaptation. Un inte´reˆt particulier de notre solution est l’homoge´ne´ite´ de ses perfor-
mances, tant sur des sce´narios diffe´rents, qu’au sein d’un meˆme sce´nario. En effet, le fait
d’avoir un de´lai e´quivalent, inde´pendamment du ModCod est un avantage certain pour
la couche acce`s, dont l’influence est ainsi moins visible.
3.6 Conclusion sur l’ordonnancement voie Aller
Notre objectif initial consistait a` proposer une solution d’ordonnancement, prenant en
compte a` la fois le caracte`re dynamique de la demande et de la capacite´, mais e´galement
les contraintes de QoS. De plus, l’algorithme devait e´galement eˆtre compatible avec les
contraintes temps re´el du syste`me.
Nous avons ainsi propose´ et de´veloppe´ deux types de solutions, l’une reposant sur les
re`gles d’ordonnancement et l’autre sur les fonctions d’utilite´. Ces algorithmes permettent
d’ordonnancer des BBFrame, c’est-a`-dire de de´terminer a` la fois le ModCod et les
paquets encapsule´s, en respectant les contraintes de capacite´.
Nous avons propose´ deux me´thodes de conception : l’une pour les re`gles d’ordonnan-
cement, l’autre pour les fonctions d’utilite´. Si la premie`re est simple, et ne laisse que peu
de choix quant a` l’implantation effective de l’algorithme, ce n’est pas le cas des re`gles
d’ordonnancement, pour lesquelles un algorithme doit eˆtre spe´cifie´.
Si les re`gles d’ordonnancement permettent d’obtenir une solution simple et peu
couˆteuse en calculs, elles se sont re´ve´le´es trop sensibles au sce´nario pour notre application.
L’absence d’objectif a` long terme fixe´ rend, de plus, ces solutions difficiles a` maˆıtriser.
L’algorithme bps semble fournir une re´ponse efficace au proble`me fixe´ en de´but de
chapitre, tant par ses performances, sa prise en compte explicite de la QoS, que sn temps
de calcul par BBFrame, moins e´leve´ que bbs. Il permet d’e´valuer de fac¸on claire chaque
solution d’ordonnancement selon une me´trique commune, et nous avons pu observer
que son comportement est relativement similaire d’un sce´nario a` l’autre. Cette dernie`re
proprie´te´ est importante : si le comportement de la couche acce`s est similaire dans
beaucoup de sce´narios, alors le comportement des couches supe´rieures devient lui-meˆme
plus facile a` analyser. Les protocoles de transport, notamment, seront plus efficaces dans
un environnement ou` le de´lai de transmission de bout en bout est stable. Ces avantages
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en font une solution re´pondant aux besoins exprime´s pour l’ordonnancement sur la voie
Aller. De plus, la faible complexite´ du drr est un avantage certain pour une implantation
dans un environnement re´el.

Chapitre 4
Algorithmes d’allocation de
ressources pour la voie Retour
Dans ce chapitre, nous pre´sentons une solution pour l’allocation de ressources sur la
voie Retour adapte´e a` un environnement dvb-rcs2. Comme nous avons pu le voir dans
le Chapitre 2, les solutions propose´es dans la litte´rature sont moins nombreuses que pour
la voie Aller. Si les meˆmes outils (crite`res explicites, fonctions d’utilite´ et the´orie des
jeux) ont pu eˆtre utilise´s, l’architecture spe´cifique de la voie Retour influence grandement
les solutions d’allocation de ressources, principalement du fait du comportement boucle´
de l’allocation.
Du fait des avantages inde´niables des outils retenus pour construire nos algorithmes
sur la voie Aller, nous proposons de re´utiliser crite`res explicites et fonctions d’utilite´
pour la voie Retour ; disposer d’une formalisation similaire apportera une meilleure
compre´hension du proble`me. Notre objectif, dans ce chapitre, est d’apporter une re´ponse
a` la question de l’allocation de ressources, c’est-a`-dire de fournir un algorithme donnant,
en fonction de l’e´tat du syste`me (requeˆtes, ModCod) une allocation des btu. Cette
allocation doit se faire de manie`re e´quitable, tout en respectant la QoS, et ayant un temps
de calcul compatible avec des contraintes temps re´el. De plus, les proble`mes de congestion
(au sens de l’allocation de ressources) et de fca, ge´ne´ralement traite´s se´pare´ment, devront
eˆtre inte´gre´s au meˆme processus, afin de disposer d’un algorithme unifie´. Cette unification
permettra un comportement cohe´rent du syste`me, quelque soit son e´tat.
Deux proble`mes majeurs se posent pour la voie Retour : l’estimation des requeˆtes de
trafic, et l’allocation de ressources. Si l’allocation de ressources peut eˆtre traite´e, comme
nous allons le montrer, de fac¸on tre`s similaire a` la voie Aller, il n’en est pas de meˆme
pour l’estimation des requeˆtes. En effet, cette dernie`re suppose non seulement une e´tude
90 Algorithmes d’allocation de ressources pour la voie Retour
approfondie des profils de trafic, mais aussi de leur comportement dans un syste`me de type
dama. De nombreux travaux ont e´te´ consacre´s a` ce proble`me [70] [72] [19] [81], montrant
son inte´reˆt. En particulier, les outils utilise´s pour l’analyse de ces algorithmes sont
bien diffe´rents de ceux que nous avons utilise´s jusqu’ici (boucles de controˆle, e´valuation
analytique de performances). Aussi, l’e´tude de l’estimation des requeˆtes constitue une
the´matique de recherche bien distincte, diffe´rente de celle que nous avons traite´e jusqu’ici,
et requerrait une e´tude a` part entie`re. De´s lors, dans l’objectif d’optimiser l’allocation de
ressources en particulier, il est ne´cessaire de l’isoler en conside´rant les autres processus
comme fixe´s. Nous conside´rerons ainsi une solution d’estimation des requeˆtes, ≪ la
meilleure possible ≫, conside´rant l’e´tat des recherches actuelles.
Ce chapitre sera compose´ de trois parties. Dans la premie`re, nous pre´sentons en de´tail
l’architecture de notre solution, les parame`tres et les entre´es/sorties de notre algorithme
d’allocation de ressources, et l’algorithme de re´fe´rence que nous utilisons pour comparer
les performances. Dans une deuxie`me partie, nous proposons une solution s’appuyant sur
les fonctions d’utilite´. L’e´valuation des performances, effectue´e a` partir de simulations,
est pre´sente´e dans la dernie`re partie.
4.1 Architecture du syste`me
Nous pre´sentons dans cette section les parame`tres de´crivant notre syste`me de re´fe´rence,
ainsi que les me´canismes d’allocation conside´re´s. Notre syste`me de re´fe´rence pour la voie
Retour est tel que de´crit au Chapitre 1.
4.1.1 Parame`tres et boucle d’allocation
Nous conside´rons un ensemble de N Terminaux, indexe´s par la variable i, ayant
chacun Q classes de service, de type DiffServ, indexe´es par la variable j. La Supertrame
comporte L par K btu (L selon l’axe fre´quentiel, K selon l’axe temporel, cf figure 1.6),
ou` M = KL btu au total.
Le temps est mesure´ de fac¸on discre`te, et indexe´ par le nume´ro de la Supertrame
dvb-rcs2, n. Toutes les dure´es seront ainsi donne´es en nombre e´quivalent de Supertrames.
Un sche´ma de la boucle d’allocation pour un Terminal est donne´ sur la figure 4.1. A
chaque Supertrame, un sous-ensemble de Terminaux posse`de un sync slot pour trans-
mettre ses requeˆtes de trafic, et la mesure du ModCod optimal, note´es respectivement
xreqi et mi. Notons qu’il est e´galement possible, pour un Terminal disposant de´ja` d’une
allocation, d’envoyer cette requeˆte conjointement avec ses donne´es [16]. Chaque classe de
QoS choisit un type de requeˆte, rbdc, vbdc ou bien utilise le cra. Cette requeˆte est
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Figure 4.1 Chronogramme de la boucle d’allocation
note´e xreqi,j pour la QoS j. On notera Xreq (∈ NN × NQ) la matrice des requeˆtes et m
(∈ NN ) le vecteur des ModCod.
Nous choisissons d’exprimer Xreq en nombre e´quivalent de btu, ce qui, d’un point
de vue syste`me n’est pas tout a` fait exact (mais a un impact ne´gligeable), puisque la
correspondance est normalement faite sur la Passerelle plutoˆt que par le Terminal. Ainsi,
le de´bit effectif pour une btu sera de´pendant du ModCod, puisque sa taille est donne´e
en nombre de symboles. C’est ici un avantage de dvb-rcs2, simplifiant l’expression du
proble`me d’allocation de ressources en unite´s de meˆme taille.
Une fois ces donne´es collecte´es, au bout d’un temps de propagation de Np Supertrames,
la Passerelle dispose de Nc Supertrames pour calculer l’allocation correspondante, x
a
i . Par
convention, on de´signera par xreqi(n) la requeˆte (comprenant toutes les QoS) envoye´e
a` l’instant n par le Terminal i, qui sera donc rec¸ue par la Passerelle a` l’instant n+Np.
Ainsi, l’allocation correspondant a` la requeˆte xreqi(n) sera rec¸ue a` n+ 2Np +Nc. Cette
allocation, note´e xai (n+Np +Nc) est unique par Terminal (meˆme si plusieurs requeˆtes
sont fournies). Le vecteur des allocations sera note´ Xa
Du point de vue de la Passerelle, pour chaque nouvelle Supertrame n, les variables
rec¸ues des Terminaux sont Xreq(n − Np) et m(n − Np). L’algorithme d’allocation de
ressources devra donc prendre en compte, a` chaque nouveau calcul, ces parame`tres. C’est
ici que le caracte`re tre`s particulier de l’allocation de ressources dvb-rcs2 se fait ressentir :
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contrairement aux syste`mes lte, ou` l’e´chelle temporelle du processus est de quelques
millisecondes, celle de dvb-rcs2 est d’au moins deux temps de propagation, soit une
demi-seconde. Si cette pe´riode n’est pas directement de´pendante du temps de propagation,
elle en est tributaire, car elle limite la pe´riode minimale de mise a` jour : l’allocation, faite
ici toutes les Supertrames, pourrait eˆtre plus lente. Ainsi, la prise en compte du caracte`re
dynamique dans dvb-rcs2 est complexe, car il ne peut se faire qu’au travers des requeˆtes,
ou bien de me´triques e´value´es sur la Passerelle, qui ne donnent qu’un aperc¸u retarde´ du
syste`me.
Ce comportement boucle´, avec retard, aurait pu nous mener vers des solutions bien
diffe´rentes que les fonctions d’utilite´. En effet, un certain nombre de travaux conside`rent,
pour e´valuer ces syste`mes, une approche utilisant une boucle de controˆle [81]. Cette
approche, ici ne nous semble pas adapte´e au seul proble`me d’allocation de ressources,
puisqu’elle prend ge´ne´ralement en compte e´galement une estimation du trafic. De plus,
les re´sultats des pre´dicteurs de trafic sous un retard important sont particulie`rement
disparates [70] [82].
4.1.2 Proprie´te´s du trafic voie Retour
Dans un syste`me de type broadband, comme celui e´tudie´ ici, le trafic engendre´ par les
Terminaux sur la voie Retour posse`de des caracte´ristiques bien diffe´rentes de celui de la
voie Aller.
En effet, si le visionnage de vide´o, le transfert de fichiers ou encore la VoD demandent
un de´bit important sur la voie Aller, leur pendant sur la voie Retour est constitue´
majoritairement d’accuse´s de re´ception Transmission Contron Protocol (tcp), et engendre
donc un trafic tre`s faible. Les seules applications ve´ritablement exigeantes en termes de
de´bit ne sont pas courantes : vide´oconfe´rence, upload de vide´o ou de fichiers. La tendance
actuelle de stockage a` l’inte´rieur du re´seau (≪ dans le nuage ≫) affirme d’autant plus
cette dissyme´trie. L’International Telecommunication Union (itu), par l’interme´diaire
du 3gpp2, de´finit dans [83] un mode`le de trafic, pour l’e´valuation des re´seaux mobiles,
confirmant cette proprie´te´.
Ainsi, si nous conservons la classification DiffServ adopte´e jusqu’ici pour le trafic, la
re´partition de la charge entre chaque QoS sera bien diffe´rente. Nous supposons e´galement
que le Terminal utilise majoritairement les requeˆtes rbdc et vbdc, le cra e´tant re´serve´ au
trafic de signalisation. Nous supposons e´galement qu’un meˆme terminal peut diffe´rencier
ses requeˆtes graˆce au rc index de´fini dans [16], qui permet de diffe´rencier la priorite´ de
deux requeˆtes provenant d’un meˆme Terminal, autrement que par la nature de la requeˆte
(rbdc,vbdc).
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Nous conside´rons, pour l’algorithme d’allocation, une requeˆte exprime´e en e´quivalent
en nombre de btu, suivant trois classes de QoS, ef (n°0) af (n°1) et be (n°2). Le type de
requeˆte est rbdc pour les deux premie`res QoS, ef et af, et vbdc pour be. Le Terminal
recevant une allocation unique, l’ordonnancement est laisse´ a` son initiative.
4.1.3 Algorithme de re´fe´rence
Nous pre´sentons ici un algorithme de re´fe´rence, de´rive´ de [71], apportant une re´ponse
simple, sous forme d’un crite`re explicite, aux crite`res que nous avons fixe´s : gestion de
la QoS, de la congestion et du fca dans un meˆme algorithme, allocation e´quitable, et
faible complexite´.
L’algorithme de´fini dans [71] ne permet pas explicitement de prendre en compte
la QoS. Il consiste simplement a` multiplier chaque requeˆte par un facteur d’e´chelle,
de´pendant du niveau de congestion. Aussi, nous de´finissons, pour la QoS j1, le coefficient
σj1 :
σj1 = min
(C − j1−1∑
j=0
σj
∑
i xreqi,j∑
i xreqi,j1
, 1
)
(4.1)
Autrement dit, le calcul du coefficient est similaire a` [71], excepte´ qu’il se fait sur la
capacite´ restante, apre`s avoir alloue´ la capacite´ ne´cessaire aux QoS les plus prioritaires
(j < j1). Pour un trafic be, qui est ge´ne´ralement le moins prioritaire, on pourra enlever
l’ope´rateur min, afin de lui allouer la capacite´ re´siduelle. L’allocation totale du Terminal
i sera alors :
xai =
∑
j
σjxreqi,j (4.2)
Cet algorithme simple, appele´ line´aire, nous permettra de disposer d’une re´fe´rence
dans l’e´valuation des performances des algorithmes que nous proposons. Il peut eˆtre vu
comme un crite`re explicite tre`s simple, une priorite´ fixe par QoS et une allocation des
ressources re´siduelles, le cas e´che´ant, aux requeˆtes correspondant a` des flux e´lastiques.
De plus, cet algorithme ne prend en compte qu’un nombre e´quivalent de btu (et non un
de´bit), ainsi l’allocation re´sultante, pour les Terminaux, sera fonction du ModCod. En
conside´rant que les Terminaux ont des besoins en trafic similaires, un Terminal ayant un
mauvais ModCod demandera, pour le meˆme de´bit, plus de ressources qu’un Terminal
ayant un bon ModCod. Ainsi, cet algorithme risque d’eˆtre ine´quitable et privile´gier les
Terminaux ayant un mauvais ModCod.
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4.2 Algorithme d’allocation de ressources optimise´
Dans cette partie, nous pre´sentons un algorithme d’allocation de ressources faisant
usage de fonctions d’utilite´, d’apre`s une me´thode proche de celle propose´e dans le chapitre
pre´ce´dent pour la voie Aller. Cette formulation doit permettre de formuler le proble`me
d’allocation de ressources de manie`re synthe´tique, de fac¸on a` e´viter la coexistence de
plusieurs algorithmes (gestion de la congestion et de la ressource non utilise´e) dans le
syste`me. Notre objectif, une fois de plus, consiste a` fournir une solution dans un contexte
exigeant, ou` la de´cision d’ordonnancement est soumise a` des contraintes temporelles
fortes, et ou` la puissance de calcul, bien qu’importante, est limite´e.
Nous pre´sentons tout d’abord la formulation mathe´matique de notre proble`me,
puis l’implantation qui en a e´te´ faite, ainsi que les caracte´ristiques de l’algorithme
finalement obtenu.
4.2.1 Formalisation
L’architecture du syste`me dvb-rcs2 laisse peu de latitude quant au choix des
me´triques qui vont guider la de´cision. En effet, bien qu’il soit possible de faire usage de
me´triques moyennes (mesure´es sur la Passerelle), c’est-a`-dire dont la valeur de´pend du
passe´, leur pertinence n’est pas assure´e. En effet, l’estimation des requeˆtes de trafic est un
processus utilisant les valeurs passe´es pour pre´dire la demande future [70]. L’allocation
de ressources doit certainement prendre en compte les requeˆtes, mais doit-elle prendre
e´galement en compte les allocations passe´es ?
La question est bien plus complexe que sur la voie Aller, car les processus re´gissant la
performance du syste`me sont distribue´s sur les Terminaux et la Passerelle, qui ne pourront
prendre une de´cision cohe´rente en meˆme temps, du fait du temps de propagation et du
de´lai de mise a` jour des requeˆtes. En effet, comment justifier que, lorsqu’un Terminal met
sa requeˆte a` jour lors d’un sync slot, l’allocation correspondante de´pende e´galement de
celle du sync slot pre´ce´dent, qui peut correspondre a` un trafic bien diffe´rent ? Nous
pre´sentons donc une version ≪sans me´moire≫ de notre algorithme.
Aussi, durant toute notre discussion, omettrons-nous l’indice temporel n, conside´rant
que nous travaillons avec les requeˆtes et ModCod disponibles a` l’instant d’ordonnance-
ment n, envoye´s Np Supertrames auparavant.
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Fonctions d’utilite´
L’utilite´ d’un Terminal est l’utilite´ apporte´e par chacune de ses allocations. Cette
utilite´ prend, en parame`tre, les requeˆtes Xreq, les ModCod, ainsi que la QoS. L’objectif
ici est de mesurer la satisfaction de l’utilisateur i en fonction de l’allocation rec¸ue, sa
correspondance aux contraintes de QoS, tout en prenant en compte les requeˆtes des
autres Terminaux. La prise en compte du ModCod est ne´cessaire pour rendre compte
de l’efficacite´ spectrale dans l’allocation de ressources.
E´tant donne´ que l’allocation xai est globale a` toutes les QoS, nous de´finissions xi,j
l’allocation de la QoS j pour le Terminal i, ainsi que X la matrice des xi,j . Soit ui,j la
fonction d’utilite´ associe´e. Cette fonction de´pend de trois parame`tres : l’allocation xi,j , la
requeˆte et le ModCod. Cependant, travaillant a` n fixe´, xreqi,j ainsi que mi sont fixe´s.
L’utilite´ est donc fonction de la seule allocation xi,j , a` n fixe´. Nous pouvons donc utiliser,
sans ambigu¨ıte´, la notation suivante :
ui,j(xi,j)
pour de´signer la fonction d’utilite´. Cette fonction sera parame´tre´e, pour chaque Supre-
trame n, par :
— la requeˆte xreqi,j ;
— le ModCod mi ;
— la QoS j.
Nous avons propose´ la fonction suivante [26] :
u(xi,j) = αi,jxi,j + (1− expβi,j(xi,j − xreqi,j ))
Ou` :
— αi,j est un parame`tre de´pendant du ModCod de l’utilisateur i et de la QoS ;
— βi,j est un parame`tre de QoS.
On distingue deux cas dans le comportement de cette fonction :
— Si xi,j < xreqi,j alors la valorisation est exponentielle, de parame`tre βi,j ;
— Si xi,j > xreqi,j alors la valorisation est line´aire, de parame`tre αi,j .
On trouvera un compromis dans les valeurs de α et β : pour les flux ayant une QoS
e´leve´e, β sera important, et l’utilite´ diminuera donc fortement avec x. Cependant, ces flux
a` forte QoS sont ge´ne´ralement non e´lastiques, il n’y aura donc que peu d’avantages a` les
servir au-dela` de xreq, d’ou` une valeur faible de α (voire ze´ro pour les flux de type cbr).
Au contraire, les flux e´lastiques auront une QoS assez basse (d’ou` un β faible), mais
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Figure 4.2 Fonctions d’utilite´ pour la voie Retour
pourront profiter d’une bonne qualite´ du support (d’un fort ModCod) pour augmenter
leur de´bit, d’ou` une valeur de α plus importante.
Pour α, nous proposons la valeur suivante :
αi,j = ai,j
(
1 +
c(m)∑
m c(m)
)
Ou` c(m) est l’efficacite´ spectrale associe´e au ModCod m, utilise´ par le Terminal i, la
somme e´tant faite sur tous les ModCod utilise´s dans le syste`me. ai,j vaut ze´ro pour
les flux ine´lastiques, 1 pour les flux vide´o, et 2 pour les flux temps re´el. Ce parame`tre
rend compte du compromis entre efficacite´ spectrale et QoS, dans le cas ou` la capacite´
est suffisante pour eˆtre en fca. Le comportement de cette fonction est illustre´ sur la
figure 4.2.
4.2.2 Proble`me d’optimisation
Nous formulons l’allocation de ressources sous forme d’un proble`me d’optimisation,
qui doit eˆtre re´solu a` chaque Supertrame. E´tant donne´ notre choix de syste`me, et
contrairement a` la voie Aller, il est ne´cessaire de re´soudre exactement ce proble`me, et
non de trouver la direction de la solution optimale, celle-ci doit eˆtre atteignable, faute
de quoi l’allocation n’est pas re´alisable. Dans la suite, nous supposerons qu’il existe au
moins une allocation re´alisable 1.
1. Cette condition peut eˆtre re´alise´e par des contraintes sur les valeurs extreˆmes que l’allocation peut
prendre
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Formulation
L’objectif du syste`me est, pour chaque Supertrame, de maximiser l’utilite´ de tous les
Terminaux. Nous pouvons exprimer cette utilite´ de la fac¸on suivante :
U(X) =
N−1∑
i=0
Q−1∑
j=0
ui,j(xi,j)
Afin de simplifier les expressions, nous noterons
∑
i,j la somme pre´ce´dente. Le proble`me
d’optimisation a` re´soudre, pour chaque Supertrame, sera donc le suivant :
maximiser
X
U(X) =
∑
i,j
ui,j(xi,j)
avec
∑
i,j
xi,j =M
et ∀i
∑
j
xi,j ≤ K
et ∀i ∀j xmini,j ≤ xi,j ≤ xmaxi,j
(4.3)
La premie`re contrainte repre´sente la capacite´ du syste`me : on ne peut pas allouer
plus que le nombre de btu disponible. La deuxie`me exprime la faisabilite´ de l’allocation
de ressources : les Terminaux Satellite ne peuvent e´mettre sur deux fre´quences en meˆme
temps, cette contrainte pose une condition sur le nombre maximum de btu qu’un
Terminal peut se voir allouer, qui ne doit pas de´passer le nombre de btu par porteuse de
la Supertrame. Cette condition ne´cessaire et suffisante assure la faisabilite´ de l’allocation
de ressources. La dernie`re contrainte repre´sente des bornes pour l’allocation, de´pendantes
de la QoS et dont la valeur est fixe pour un Terminal donne´. Nous noterons X le polye`dre
forme´ par cette dernie`re contrainte.
Re´solution
La re´solution de ce proble`me ne peut se faire qu’en conside´rant les composantes de X
comme re´elles, et non entie`res. En effet, dans ce dernier cas, le proble`me 4.3 est NP-difficile
[58] [76], et ne donc peut eˆtre re´solu en temps re´el. Cette hypothe`se est fausse d’un point
de vue syste`me, puisque l’allocation ne peut se faire qu’en nombre entiers de btu. Il nous
faudra donc spe´cifier le passage de cette allocation re´elle a` l’allocation entie`re, et son
influence. Le proble`me 4.3 appartient a` la cate´gorie des proble`mes d’optimisation non
line´aires, convexes, et a` contraintes line´aires. E´tant donne´ que u est strictement concave,
l’ensemble des solutions est convexe, les contraintes sont toutes affines, on peut affirmer
98 Algorithmes d’allocation de ressources pour la voie Retour
qu’il existe une unique solution au proble`me 4.3 (conditions de Karush–Kuhn–Tucker [76]).
Soit L(X,λ, µ) le Lagrangien associe´ au proble`me 4.3 :
L(X,λ, µ) =
∑
i,j
ui,j(xi,j) + λ(M −
∑
xi,j) +
∑
i
µi(K −
∑
j
xi,j) (4.4)
Les conditions d’optimalite´ de premier ordre s’e´crivent :
∂
∂X
L(X,λ, µ) = 0⇔
∑
i,j
∂
∂xi,j
ui,j(xi,j)− λ−
∑
i
µi = 0 (4.5)
avec X ∈ X . Nous pouvons observer que 4.5 est se´parable, comme indique´ dans [76].
Nous pouvons alors e´crire l’allocation optimale X∗, dont les composantes sont :
x∗i,j =
[
xreqi,j −
1
βi,j
ln
(
αi,j + λ+ µi
βi,j
)]xmaxi,j
xmini,j
(4.6)
ou` x = [y]ba est la projection du re´sultat sur l’ensemble X .
Nous pouvons remarquer d’apre`s 4.6 que x∗i,j est une fonction de λ et µi. Il suffit alors
de de´terminer leur valeur pour obtenir X∗. Une re´solution possible, propose´e par [29],
consiste a` utiliser le proble`me dual, e´quivalent a` 4.3.
min
λ,µ
D(λ, µ)
Ou`
D(λ, µ) = max
X
L(X,λ, µ)
Ce proble`me peut alors eˆtre re´solu par une me´thode ite´rative [76] de projection du
gradient de λ et µ :
λ(k + 1) =
[
λ(k)− γ(M −
∑
i,j
x∗i,j(λ(k), µi(k)))
]+
µi(k + 1) =
[
µi(k)− γ(K −
∑
j
x∗i,j(λ(k), µi(k)))
]+
Ou` γ est un facteur d’amortissement infe´rieur a` 1. Il est possible d’augmenter l’efficacite´
de cette me´thode en prenant, pour γ, les valeurs donne´es par l’algorithme de Newton,
qui utilise le gradient afin d’acce´le´rer la convergence.
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4.2.3 Implantation
L’algorithme d’allocation de ressources de´coulant du proble`me 4.3 nous donne une
allocation optimale, mais non re´alisable car effectue´e en nombres re´els. C’est e´galement
le cas de l’algorithme line´aire. Nous donnons donc ici une me´thode de discre´tisation
applicable aux deux algorithmes.
L’e´tape de discre´tisation est ici tre`s importante, puisqu’elle peut potentiellement
concerner la majorite´ des Terminaux : conside´rant les mode`les de trafic, la requeˆte de´passe
rarement quelques btu.
L’allocation optimale du Terminal i, xa∗i s’exprime ainsi :
xa∗i =
∑
j
x∗i,j
Ainsi, e´tant donne´ que la partie fractionnaire de xa∗i est borne´e, son importance re´duit
lorsqu’on somme les allocation optimales. Cette e´tape n’a pas d’influence sur le re´sultat fi-
nal, puisque l’allocation envoye´e au Terminal ne diffe´rencie pas les QoS. Ainsi, l’allocation
entie`re qu’on peut de´duire directement de X∗ est :
⌊xa∗i ⌋ = ⌊
∑
j
x∗i,j⌋
La capacite´ re´siduelle, une fois cette allocation faite est :
M −
∑
i
⌊xa∗i ⌋
Cette capacite´ re´siduelle doit eˆtre alloue´e aux terminaux, si possible en fonction de
la valeur de {xa∗i } (partie fractionnaire de xa∗i ), afin de ne pas perdre le be´ne´fice de
l’optimisation de l’allocation re´alise´e. Aussi, il paraˆıt raisonnable d’allouer la capacite´
re´siduelle dans l’ordre des {xa∗i } de´croissant. Ainsi, l’allocation finale se rapprochera-t-elle
de l’allocation optimale X∗. Il reste cependant a` ve´rifier que ce processus reste peu
important en volume par rapport au processus entier, sans quoi la pertinence des calculs
complexes permettant de trouver X∗ s’en trouverait remise en cause. Nous de´finissons
donc l’efficacite´ entie`re de l’allocation comme suit :
ηe =
∑
i⌊xa∗i ⌋
M
(4.7)
La discre´tisation propose´e ne´cessite cependant de trier les {xa∗i }, ce qui peut eˆtre relati-
vement long pour un grand nombre de Terminaux. De plus, l’allocation rec¸ue change peu
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entre deux sync slots, d’ou` l’ide´e de cumuler le de´ficit de btu sur plusieurs Supertrames,
et d’attendre que celui-ci soit suffisamment grand pour allouer une btu supple´mentaire a`
l’utilisateur i. Bien que ce me´canisme biaise quelque peu le processus d’allocation, qui
n’est plus inde´pendant des allocation passe´es, il permet d’utiliser des algorithmes tels
que drr, bien moins complexes que les algorithmes de tri. Nous avons alors qi = {xa∗i },
le quantum du Terminal i, utilisable dans un algorithme de drr, qui s’occupera de
l’allocation de la partie de la Supertrame qui n’a pu eˆtre de´termine´e a` l’aide de la
premie`re e´tape. Un sche´ma de cet algorithme est pre´sente´ a` la figure 4.3.
Nous disposons ainsi d’un algorithme de complexite´ o(1) pour le drr, re´pondant aux
crite`res fixe´s au de´but de cette e´tude pour la voie retour. Il reste cependant a` valider son
comportement, particulie`rement en ce qui concerne l’efficacite´ entie`re, et le respect des
crite`res de QoS.
4.3 E´valuation de performances
Dans cette partie, nous de´taillons la me´thode d’e´valuation de l’algorithme optimal
pre´sente´, ainsi que de l’algorithme de re´fe´rence. Nous de´finissons tout d’abord un sce´nario
de re´fe´rence, correspondant au syste`me de´crit dans le chapitre 1. Nous pre´sentons ensuite
les re´sultats des simulations mene´es.
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Cette e´tape a pour but de montrer, non seulement la faisabilite´ de notre algorithme,
mais e´galement sa performance par rapport a` l’algorithme de re´fe´rence, dit line´aire,
pre´sente´ plus haut.
4.3.1 Sce´nario de re´fe´rence
La de´finition de notre sce´nario de re´fe´rence comporte la re´partition des ModCods,
selon un sce´nario de type ciel clair, pre´sente´ sur la table 4.1, et d’un mode`le de trafic par
Terminal, dont un re´sume´ est donne´ a` la table 4.2. Ces mode`les reposent sur ceux donne´s
par le 3gpp2, de´crits dans [83], ou` trois types de flux sont conside´re´s : un flux VoIP
(standard g.729), 20 sessions http et 20 sessions IP Television (iptv) correspondant a`
quelques utilisateurs situe´s derrie`re le Terminal, engendrant des flux.
Si le flux VoIP correspond exactement au standard, les flux http et iptv corres-
pondent, pour la voie Retour, a` un flux d’accuse´s de re´ception tcp, directement de´duit
des pages envoye´es sur la voie Aller : [83] de´finit un mode`le statistique de ge´ne´ration
de pages html, leur fre´quence d’acce`s et leur taille, il est alors aise´ de de´terminer les
accuse´s de re´ception engendre´s par la re´ception de cette page, en prenant en compte le
temps de traitement du navigateur. Nous avons ainsi pu concevoir des sources de trafic
adapte´es, que nous avons implante´ dans un simulateur de´die´. De plus, afin d’e´viter une
soudaine augmentation de la charge, l’ensemble des premie`res demandes de trafic a e´te´
e´tale´e sur les 20 premie`res secondes de la simulation. Nous observerons donc une monte´e
en charge progressive.
# ModCod charge
MC0 QPSK 2/3 0.012
MC1 QPSK 4/5 0.362
MC2 8-PSK 2/3 0.353
MC3 8-PSK 4/5 0.268
MC4 8-PSK 5/6 0.005
Table 4.1 distribution voie Retour – Ciel clair
Nous pouvons remarquer que la re´partition des ModCod sur la voie retour est
diffe´rente de celle donne´e sur la voie Aller (table 3.2) : les caracte´ristiques physiques
des re´cepteurs des Terminaux expliquent en partie cette diffe´rence. De plus, si seule la
re´partition relative comptait sur la voie Aller, l’utilisation de mode`les pre´cis de trafic
oblige ici a` mode´liser de fac¸on plus re´aliste des conditions de transmission.
Afin de pouvoir controˆler la charge de notre syste`me, nous donnons une estimation
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Application VoIP VoD Internet
Classe EF AF BE
de´bit moyen (kbps) 8 0.6585 1.1735
Table 4.2 Re´partition des classes de QoS sur la voie Retour
de la charge moyenne ρa en fonction des parame`tres du sce´nario :
ρa =
N
∑
k
dt
dm(k)
p(k)
M
(4.8)
Ou` :
— dt est le de´bit moyen total d’un terminal, de´fini dans la table 4.2 ;
— dm(k) est le de´bit du ModCod k ;
— p(k) est la charge relative du ModCod k, de´finie dans la table 4.1.
— N est le nombre de Terminaux
— M est le nombre total de btu
L’ide´e de 4.8 est d’exprimer le trafic moyen engendre´ par l’ensemble des Terminaux,
en nombre e´quivalent de btu, et de le diviser par la capacite´ de la Supertrame dvb-rcs2.
Nous pouvons ainsi, connaissant dt, ajuster le nombre de btu afin d’obtenir une charge
moyenne donne´e.
Nous observerons principalement le temps d’attente des paquets, c’est-a`-dire leur
temps passe´ dans le syste`me, en fonction de la QoS, ainsi que l’efficacite´ ηe ((4.7)). Nous
de´finissons de plus deux me´triques, la charge syste`me ρs (valeur moyenne ρ¯s) et la charge
re´elle ρr (valeur moyenne ρ¯r). La premie`re correspond a` la proportion de btu demande´es
par rapport au nombre de btu disponibles (c’est-a`-dire le dimensionnement de la trame),
la deuxie`me correspond a` la proportion de btu utilise´es dans une trame donne´e. La
dure´e de notre simulation est fixe´e a` 150 secondes, et la charge moyenne est 0.8 pour 400
Terminaux. La dure´e de la Supertrame dvb-rcs2 est fixe´e a` 25 ms.
4.3.2 Re´sultats de simulation
Les re´sultats de simulation concernant le temps d’attente sont pre´sente´s en figure 4.4,
sous forme de fonction de re´partition. Cette repre´sentation nous permet une bonne
analyse du comportement statistique de l’allocation de ressources, et son impact sur le
trafic.
Analysant les re´sultats pre´sente´s sur la figure 4.4a, nous pouvons remarquer que la
quasi-totalite´ du trafic ef posse`de un tre`s faible de´lai : 99% se situe en-dessous de 50ms.
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Figure 4.4 Fonction de re´partition empirique du temps d’attente
Ces performances sont ainsi tout a` fait compatibles avec des contraintes strictes de QoS,
comme de´finies au chapitre 3. La performance du trafic af et ef est bien plus mitige´e,
puisqu’on remarque qu’une proportion significative du trafic subit un de´lai de plusieurs
secondes. Ce trafic, tre`s irre´gulier, aura tendance a` cre´er des bursts qui ne seront pris en
compte dans l’allocation qu’une fois la requeˆte correspondante e´mise. Ainsi, un retard
d’au-moins deux fois le temps de propagation, en plus du temps de calcul, peut eˆtre
observe´, sans compter le temps de re´action de l’estimateur de requeˆtes.
Par comparaison avec les re´sultats de l’algorithme line´aire, pre´sente´s sur la figure 4.4b,
nous pouvons constater que l’utilisation de notre algorithme permet non seulement de
meilleures performances dans l’ensemble des classes de QoS, mais e´galement un meilleur
comportement statistique pour af et be. En effet, dans le cas de l’algorithme line´aire, ces
deux classes subissent une grande variabilite´ dans le temps d’attente : 60% du trafic be
voit son de´lai re´parti entre 1 et 6 secondes, ce qui peut eˆtre particulie`rement pre´judiciable
pour les protocoles de transport comme tcp. Nous notons d’ailleurs une ame´lioration
significative du traitement du trafic be dans le cas optimal.
Nous pouvons remarquer que, quelque soit l’algorithme, les performances des trafics
af et be sont mauvaises, ce qui semble indiquer que le proble`me n’est pas seulement lie´
a` l’algorithme, mais e´galement a` la fac¸on dont les requeˆtes sont effectue´es. Cependant,
des travaux supple´mentaires seraient ne´cessaires pour avoir une meilleure compre´hension
de ce phe´nome`ne, qui pourraient constituer une suite logique de la pre´sente the`se.
Nous pre´sentons ensuite les re´sultats de simulations par ModCod et par QoS, pour
le de´lai, moyenne´s sur l’ensemble des Terminaux, de manie`re similaire aux re´sultats
pre´sente´s sur la voie aller.
Les re´sultats de simulation pour le de´lai sont pre´sente´s a` la figure 4.5. De manie`re
ge´ne´rale, nous pouvons observer la grande iniquite´ entre les performances des diffe´rentes
104 Algorithmes d’allocation de ressources pour la voie Retour
MC 0 MC 1 MC 2 MC 3 MC 4
MODCOD et QoS
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6
D
e´l
ai
m
oy
en
(s
)
EF
AF
BE
EF
AF
BE
EF
AF
BE
EF
AF
BE
EF
AF
BE
(a) De´lai algorithme line´aire
MC 0 MC 1 MC 2 MC 3 MC 4
MODCOD et QoS
0.00
0.05
0.10
0.15
0.20
0.25
0.30
D
e´l
ai
m
oy
en
(s
)
EF
AF
BE
EF
AF
BE
EF
AF
BE
EF
AF
BE
EF
AF
BE
(b) De´lai algorithme optimal
Figure 4.5 Re´sultats de simulation voie retour - de´lai moyen
QoS au sein d’un meˆmeModCod, que nous avions de´ja` remarque´ pour le temps d’attente.
Si ce re´sultat n’est pas pre´judiciable quand au comportement du syste`me, il montre que
la parame´trage des fonctions d’utilite´ reste complexe.
Nous pouvons remarquer une performance comparable pour chaque ModCod, ma-
nifestement de´pendante quelque peu de l’efficacite´ spectrale : le ModCod le plus fort
(MC4) obtenant la meilleure performance. Si la diffe´rence maximale est de 0.5 secondes
pour l’algorithme line´aire, elle est de 0.15 secondes environ pour l’algorithme optimal,
qui est donc plus e´quitable au regard de l’efficacite´ spectrale que notre algorithme de
re´fe´rence. Ce comportement est possible graˆce aux fonctions d’utilite´ que nous avons
choisi, qui permettent un compromis entre efficacite´ spectrale, QoS et requeˆte de trafic.
Enfin, la diffe´rence entre l’algorithme optimal et line´aire est ici importante : la` ou` le
trafic be subit un de´lai moyen de plus de 1.5 secondes avec l’algorithme line´aire, il n’est
que de 0.3 secondes, ce qui semble compatible avec une utilisation interactive de type
navigation internet.
L’efficacite´ de l’allocation, pre´sente´e a` la figure 4.6 montre une diffe´rence tre`s marque´e
entre l’algorithme optimal et l’algorithme line´aire. Alors que l’algorithme line´aire ne
de´passe pas 65%, nous observons une efficacite´ de pre`s de 88% pour l’algorithme optimal.
Cela signifie que, comparativement, les allocations sont plus importantes mais accorde´es
a` moins de Terminaux dans le cas optimal. L’allocation est mieux re´partie dans le cas
line´aire, menant ainsi a` des allocations plus faibles, et donc une partie plus importante
de ces allocations traite´es par le drr. Bien que l’e´quite´ soit certainement plus faible dans
le cas optimal, nous avons pu voir que celui-ci permet d’e´couler le trafic de manie`re bien
plus efficace, remettant en cause la notion d’e´quite´ – du moins sur une seule trame –
entre les Terminaux. Ce re´sultat est cependant a` nuancer : il de´pend de bien d’autres
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Figure 4.6 Efficacite´ de l’allocation ηe
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Figure 4.7 Charge syste`me ρs et charge re´elle ρr
parame`tres, tels que le nombre de btu par rapport au nombre de Terminaux, le type de
trafic conside´re´, la fac¸on dont les requeˆtes de trafic sont construites, etc. Aussi, meˆme
si le re´sultat obtenu est clairement en faveur de notre algorithme optimal, notre seule
certitude est que le drr est marginal dans l’allocation de ressources, et que les calculs
complexes de l’optimisation sont efficacement utilise´s.
La charge syste`me ρs et charge re´elle ρr sont repre´sente´es sur la figure 4.7. Concernant
l’estimation de la charge ρa, nous pouvons ve´rifier expe´rimentalement la pertinence de
notre formule : la charge the´orique e´tait de 0.8, et nous retrouvons une charge re´elle tre`s
proche. Cette approximation est, bien suˆr de´pendante du nombre de Terminaux, ici assez
importante pour que l’approximation mene´e sur les de´bits moyens soit pre´cise.
Nous notons une diffe´rence importante entre l’algorithme line´aire et l’optimal : le
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Figure 4.8 Nombre d’ite´rations en fonction du temps
premier montre une plus grande variabilite´ dans la charge re´elle dans les 50 premie`res
secondes. E´tant donne´ la stabilite´ du cas optimal, nous pouvons en de´duire que l’algorithme
line´aire aura tendance a` cre´er des instabilite´s a` une e´chelle de temps assez longue (une
dizaine de secondes), un comportement qui pourrait affecter la performance du syste`me.
Concernant la charge syste`me (figure 4.7), nous observons une diffe´rence significative :
la` ou` l’algorithme line´aire voit sa charge fluctuer largement dans le temps autour d’une
valeur plus e´leve´e (0.92), l’algorithme optimal montre une bonne stabilite´, mais en sous-
estimant quelque peu la charge. Cela signifie que, dans le cas line´aire, les Terminaux
demandent plus de btu que ce dont ils ont effectivement besoin, moins dans l’autre cas.
Mis a` part quelques bursts, dus au trafic, la charge syste`me de l’algorithme montre qu’il
est capable de procurer une allocation ≪lisse´e≫ aux Terminaux, correspondant plus a`
leurs besoins (ce qui confirme les re´sultats de de´lai) que l’algorithme line´aire.
Enfin, nous avons mesure´ le nombre d’ite´rations ne´cessaire a` notre algorithme pour
converger vers la solution optimale. Ces re´sultats sont pre´sente´s en figure 4.8. Nous
pouvons observer que, dans la majorite´ des cas, l’algorithme converge en moins de 50
ite´rations, ce qui semble, e´tant donne´ la complexite´ d’une ite´ration, eˆtre compatible avec
une implantation temps re´el.
4.3.3 Conclusion sur l’e´valuation de performance
Les travaux d’e´valuation de performance mene´s nous ont permis de valider le fonc-
tionnement de notre algorithme optimal. Dans le cas d’un sce´nario classique, nous avons
montre´ comment il permet une meilleure efficacite´, en re´partissant de manie`re plus
pertinente les ressources en fonction des besoins des Terminaux, ce qui n’e´tait pas le
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cas de l’algorithme line´aire. Nous avons e´galement observe´ une nette ame´lioration du
traitement moyen des QoS af et be.
Le couˆt supple´mentaire induit par le calcul de la solution optimale semble justifie´ par
les performances supe´rieures apporte´es. De plus, l’utilisation du drr permet un passage
simplifie´ entre la solution optimale continue et la solution effective, discre`te.
On peut ne´anmoins remarquer les mauvaises performances, en termes de temps
d’attente, des trafics af et be. Celles-ci ne sont pas seulement lie´es a` l’algorithme lui-
meˆme, mais au profil tre`s particulier du trafic (en rafales ou burst), qui est complexe
a` prendre en compte dans un syste`me de type dama. De plus, le volume relativement
faible de ce trafic le rend de fait moins prioritaire que les requeˆtes engendre´es par ef.
Une e´tude plus pousse´e de l’influence du trafic, et surtout de la formation des requeˆtes,
serait donc ici un ajout significatif.
4.4 Conclusion sur l’allocation de ressources voie Retour
Dans ce chapitre, nous avons pre´sente´ une mode´lisation du proble`me d’allocation
de ressources pour la voie Retour satellite, utilisant le protocole dvb-rcs2. Bien que la
performance du syste`me de´pende de tre`s nombreux parame`tres, nous avons pu isoler le
processus d’allocation de ressources afin de montrer son influence sur cette performance.
Notre objectif, qui consistait a` proposer une solution qui, a` partir d’un ensemble de
requeˆtes, puisse donner une allocation, a e´te´ rempli par deux algorithmes, l’un line´aire et
l’autre optimal. Cette solution devait e´galement prendre en compte de manie`re inte´gre´e
les cas de sous-allocation (fca) et de congestion, re´partissant au mieux, dans les deux
cas, les ressources disponibles.
Si l’algorithme line´aire permet de re´pondre a` ce cahier des charges, il s’apparente plus
a` une solution de type priorite´ stricte, privile´giant la QoS la plus e´leve´e au de´triment
des autres, et ne permet pas de prendre en compte l’efficacite´ spectrale, risquant ainsi
de donner des re´sultats ine´quitables. L’inte´reˆt de notre proposition, reposant sur les
fonctions d’utilite´, est d’exprimer plusieurs comportements en une seule formulation : par
l’interme´diaire des parame`tres α et β, et de la fonction u de´finie, nous pouvons exprimer
la relation entre satisfaction de la requeˆte, contraintes de QoS, et efficacite´ spectrale.
Nous avons adopte´ une formulation sous forme d’un proble`me d’optimisation, re´solu
pour chaque Supertrame, et donnant l’allocation optimale. Nous avons pu observer que
cet algorithme pre´sentait de meilleurs re´sultats que l’algorithme line´aire de re´fe´rence,
particulie`rement pour les trafics peu contraints.
Nous avons cependant note´ que la seule e´tude de l’allocation de ressources n’e´tait
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pas suffisante pour permettre une bonne performance du syste`me dans son ensemble :
l’estimation des requeˆtes de trafic, ainsi que le type de requeˆtes (rbdc ou vbdc) ont une
influence significative. De plus, nous avons de´libe´re´ment laisse´ hors de l’algorithme la
prise en compte de la variabilite´ de la capacite´ et de la demande, puisque celui-ci est
≪instantane´e≫ : il donnera un re´sultat identique pour un meˆme ensemble de requeˆtes. Ce
comportement pourrait eˆtre ame´liore´ par une prise en compte des allocations passe´es,
mais l’introduction d’une me´moire supple´mentaire dans un syste`me de´ja` tre`s complexe
pourrait eˆtre pre´judiciable a` notre compre´hension du fonctionnement de ce meˆme syste`me.
Conclusion
Le besoin d’acce´der a` Internet partout et a` chaque instant a` pousse´ les te´le´communica-
tions par satellite sur le devant de la sce`ne, car elles constituent une re´ponse bien adapte´e
pour comple´ter les re´seaux terrestres, notamment dans les zones mal desservies ou non
couvertes. Si de nombreux projets de constellations ont e´te´ annonce´s tre`s re´cemment,
les solutions reposant sur un satellite en orbite ge´ostationnaire conservent un inte´reˆt
inde´niable, du fait de leur tre`s large couverture, de leur capacite´ importante, toutes deux
obtenues avec un seul satellite. Les standards dvb-s2/gse et dvb-rcs2 sont maintenant
matures pour les applications d’acce`s a` Internet par satellite (broadband). Ils permettent
d’apporter aux utilisateurs des services comparables aux re´seaux terrestres : te´le´phone,
vide´o et acce`s a` Internet, utilisant une architecture ip unifie´e.
Cependant, le passage aux nouvelles ge´ne´rations de standards, dvb-s2 et dvb-rcs2,
constitue une e´volution majeure : si les syste`mes de diffusion de te´le´vision ne pre´sentaient
pas de difficulte´ particulie`re quant a` l’ordonnancement, il faut a` pre´sent composer avec
un de´bit variable, inhe´rent aux applications du monde ip, et une capacite´ elle aussi
variable, du fait de l’utilisation de me´thode d’adaptation de type modulation et codage
adaptatif (acm), sans oublier le temps de propagation du satellite, particulie`rement
long. Nous avons traduit cette variabilite´ en conside´rant deux processus e´voluant de
manie`re de´corre´le´e : la demande, provenant des utilisateurs du syste`me, et la capacite´,
tributaire des conditions me´te´orologiques. Cette variabilite´ a un impact conside´rable sur
l’ordonnancement et l’allocation de ressources, puisqu’il faut s’adapter en permanence
a` l’e´volution de la demande et de la capacite´, tout en assurant un niveau de service
satisfaisant, autrement dit des garanties de QoS. Ce proble`me, notoirement complexe, a
suscite´ de tre`s nombreuses recherches, dans le terrestre comme dans le satellite.
Nous avons, a` travers notre e´tude des solutions propose´es dans la litte´rature, montre´
comment les solutions actuelles, outre le fait que beaucoup ne reposent pas sur des
architectures de dernie`re ge´ne´ration, ne sont pas adapte´es a` la prise en compte conjointe
des proble`mes que nous avons expose´s. Ceux-ci concernent la variabilite´ de la demande,
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de la capacite´, contraintes de QoS, et les exigences de complexite´ pour l’implantation en
temps re´el. Nous avons e´galement remarque´ que beaucoup d’algorithmes sont pe´nalise´s
par leur manque d’anticipation : ils ne permettent pas d’e´valuer l’impact des de´cisions
d’ordonnancement sur le syste`me. Ainsi, une solution pertinente d’ordonnancement ou
d’allocation de ressources doit prendre en compte la dynamique du syste`me, ainsi que sa
complexite´, et son impact sur l’e´volution du syste`me.
Sur la voie Aller, nous avons retenu deux me´canismes : les re`gles d’ordonnancement,
pour leur simplicite´ de mise en œuvre et l’apport de tre`s nombreux travaux de recherche,
et les fonctions d’utilite´, pour leur flexibilite´ et leur anticipation a` long terme. Nous avons
montre´ comment adapter les re`gles d’ordonnancement, d’abord conc¸ues pour le monde
terrestre, au satellite et a` ses contraintes. Concernant les fonctions d’utilite´, nous avons
mode´lise´ l’ordonnancement comme solution, a` long terme, d’un proble`me d’optimisation.
Nous montre´ comment il e´tait possible d’approcher la solution de ce proble`me a` l’aide
d’un me´canisme d’optimisation ite´ratif, dont le syste`me effectue une e´tape a` chaque
trame de la couche physique, ou BBFrame, et propose´ deux algorithmes, a` l’e´chelle
d’une (bbs) ou plusieurs trames (bps). Les re´sultats de simulations sur plusieurs sce´narios
montrent l’efficacite´ de bps, qui constitue la solution la plus adapte´e a` notre proble`me,
posse´dant a` la fois une vision a` long terme de l’ordonnancement, une implantation simple,
et une prise en compte explicite de la QoS. Cet algorithme semble eˆtre mature pour une
implantation ope´rationnelle.
Sur la voie Retour, nous avons propose´ deux algorithmes, l’un line´aire, l’autre optimal,
tous deux optimisant l’allocation Supertrame par Supertrame. Nous avons pu noter que
ce proble`me e´tait bien plus complexe que pour la voie Aller, car de´pendant de nombreux
processus, tels que l’estimation de requeˆtes de trafic dans dvb-rcs2, dont l’influence est
importante. Notre algorithme optimal repose sur une mode´lisation, a` l’aide de fonctions
d’utilite´, de la valorisation d’une allocation en fonction de la requeˆte, des contraintes de
QoS, et de l’efficacite´ spectrale. Ainsi, notre allocation de ressources peut s’exprimer sous
forme d’un autre proble`me d’optimisation, pour lequel nous avons propose´ une re´solution
utilisant le proble`me dual e´quivalent. Nous avons pu observer, a` travers nos simulations,
que notre algorithme optimal permettait une bien meilleure prise en charge des QoS
peu prioritaires en comparaison de l’algorithme line´aire, tout en assurant un niveau de
service tre`s satisfaisant pour les plus prioritaires.
Nous disposons a` pre´sent d’une re´ponse satisfaisante au proble`me pose´ au de´but de
notre e´tude, c’est-a`-dire d’algorithmes d’ordonnancement et d’allocation de ressource,
performants et peu complexes, bien adapte´s au contexte, et particulie`rement a` celui des
standards satellite. Cependant, nous avons pu remarquer, tout au long de notre e´tude, que
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de nombreux points restent a` e´claircir, ou a` de´velopper, afin d’affiner notre compre´hension
des nombreux processus re´gissant les performance des Syste`mes de Te´le´communications
par Satellite :
— Sur la voie Aller, il serait inte´ressant d’introduire des mode`les de trafic plus
de´taille´s, comme par exemple en exploitant une source de trafic pour chaque
Terminal. Cette pre´cision permettrait non seulement d’observer le comportement
de notre algorithme vis-a`-vis d’un trafic plus re´aliste, mais surtout nous serions a`
meˆme de mener une e´tude sur le multiplexage des flux, ici fait au niveau ip, qui
peut avoir une influence importante sur la performance de bout-en-bout.
— Nous avons majoritairement conside´re´ une distribution deModCod fixe, or celle-ci
est susceptible de changer, suivant les conditions me´te´orologiques au-dessus du
spot du satellite. Des e´ve´nements de forte pluie peuvent potentiellement concerner
une part non ne´gligeable des Terminaux et perturber le fonctionnement du syste`me
entier, puisque leurs besoins en ressources vont tre`s rapidement augmenter. Ainsi,
une e´tude de ces e´ve´nements me´te´orologiques, de leur dure´e, pe´riode et intensite´,
permettrait de se pre´munir de situations potentiellement instables, meˆme si des
pre´dictions sur ce type d’e´chelles de temps restent de´licates.
— Notre e´valuation de performances s’est faite selon des crite`res de qualite´ de service,
tels que le de´lai et la gigue. Cependant, une e´valuation de la qualite´ de l’expe´rience
de l’utilisateur serait e´galement pertinente dans notre cas, e´tant donne´ que nous
conside´rons un syste`me fournissant des services diversifie´s (voix, vide´o, Internet).
Ainsi, la relation entre ordonnancement et qualite´ de la vide´o, de la conversation
te´le´phonique, ou bien le temps de re´ponse moyen d’une page web pourraient nous
e´clairer sur les possibilite´s d’ame´lioration de nos algorithmes.
— Nous n’avons conside´re´ ici qu’un sche´ma d’allocation type dama, mais il est
e´galement possible d’utiliser une me´thode d’acce`s ale´atoire de type crdsa, bien
adapte´e au trafic asynchrone de type web. Il serait alors inte´ressant d’analyser les
performances conjointes de ces deux me´thodes, notamment en conside´rant une
trame dvb-rcs2 ou` la proportion de chaque btu par me´thode pourrait s’adapter
dynamiquement au trafic.
— De nombreux travaux de recherche pre´conisent la re´utilisation dynamique de
l’ensemble de la bande passante sous la couverture. Ce paradigme engendrerait des
gains conside´rables en capacite´, car il nous offrirai une dimension supple´mentaire
dans notre allocation de ressources, mais au prix de calculs d’interfe´rences tre`s
complexes. Les outils que nous avons de´veloppe´ ici semblent adapte´s a` un tel
proble`me, mais ils ne´cessiteraient une adaptation de la formulation pour inte´grer la
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contrainte de niveau d’interfe´rences, et une dimension supple´mentaire, la porteuse
choisie.
— Enfin, nous avons pu remarquer la tre`s grande sensibilite´ des algorithmes a`
l’e´valuation de performances utilisant des simulations. Aussi, les outils et me´thodes
que nous avons de´veloppe´ dans cette the`se offrent avant tout les outils ne´cessaires a`
la formalisation et a` l’e´valuation des proble`mes d’ordonnancement et d’allocation
de ressources. Les fonctions d’utilite´ dont nous avons fait usage restent tre`s
simples, particulie`rement pour la voie Retour, et il serait certainement be´ne´fique
de proposer une relation plus re´aliste entre qualite´ de service, efficacite´ spectrale,
et requeˆte de trafic correspondante.
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Re´sume´
Les te´le´communications par satellite ont connu ces dernie`res anne´es un regain d’inte´reˆt
significatif, du fait de leur capacite´ a` re´duire la fracture nume´rique. Le proble`me de l’or-
donnancement dans ces syste`mes est apparu comme particulie`rement important, puisqu’il
doit prendre en compte deux processus e´voluant de manie`re totalement de´corre´le´e : la
demande des utilisateurs et la capacite´ du syste`me. Cette the`se s’inte´resse au proble`me
de l’ordonnancement et de l’allocation de ressources, dans le but de fournir un service
comparable, comple´mentaire aux re´seaux terrestres. Nous pre´sentons ainsi deux algo-
rithmes, l’un pour la voie Aller, l’autre pour la voie Retour, qui permettent un tre`s bon
compromis entre demande et capacite´. Nous avons de plus montre´ que ces algorithmes
e´taient matures pour une utilisation dans un syste`me re´el.
Mots cle´s : Ordonnancement, DVB-S2, DVB-RCS2, Allocation de ressources,
QoS, Optimisation
Abstract
Satellite telecommunications have seen a tremendous increase in interest, due to its ability
to reduce the digital divide. Scheduling has arisen as a major issue of those modern
systems, since it has to deal with to highly uncorrelated process : demand and capacity.
This thesis aims to study the problem of scheduling and resource allocation in satellite
systems, hoping to achieve a service that can match with terrestrial networks, and focused
on remote areas. We thus present two algorithm developed : one for the Forward link,
one for the Return link, who both allow a very good trade-off between demand and
capacity. We have furthermore shown that our algorithms were mature for industrial
implementation.
Keywords : Scheduling, DVB-S2, DVB-RCS2, Resource Allocation, QoS, Opti-
mization
