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第 章 序論
   研究の背景と目的
本論文は，「自己組織化による学習」，「試行錯誤と評価による学習」という観点に基づい
て，対象とするシステムの望ましい入出力関係の獲得を行う手法に関する研究について述べ
たものである．
近年，生物が持つ様々な脳機能に学び，その機能を工学的に応用する「脳情報工学」が確
立されつつあり，国内外で盛んに研究が行われている．脳情報工学の研究が始まった背景と
して，従来のノイマン型計算機アーキテクチャーに基づく情報処理では，未知の状況に応じ
た柔軟な情報処理が困難である事が挙げられる．一方，脳の情報処理機構に倣った情報処理
は，ロバスト性が高い学習よる処理の変化・分散記憶が可能，主観や直感に基づく処理が可
能，人間親和性が高いという特長を有することが期待されている．このような情報処理機構
が，ロボットに搭載されると，自己と環境あるいは自己と他との相互作用によって，学習し，
環境に適応し，自己判断ができるなど，自律機能を発揮することが期待できる．脳情報工学
の最終的な目的は，生体の脳の情報処理機能を解明し，その特長を盛り込んだハードウェア
の設計基盤技術を確立し，自律的に行動を獲得するロボット等に応用していくことである．
脳情報工学の応用が期待される分野は多岐にわたるが，どのような応用に際しても，何ら
かの手段をもって望ましい入出力関係を実現する必要がある．脳の情報処理機能から学習方
法の着想を得て確立された入出力関係の近似手法として，代表的なものに階層型ニューラル
ネットワークなどがある ,- .．階層型ニューラルネットワークは，幅広い分野で応用されて
いるが ,- - +.，入出力関係の近似を行う以上の機能を持たない．さらに，階層型ニューラ
ルネットの学習後に得られる情報は，ユニット間の結合重み係数だけであり，結合重み係数
の分布から物理的な意味を見出すことは難しい．一方で，入出力関係の近似を行うと同時に，
入出力関係の典型例を 	
ルールの集合として獲得する，すなわち知識獲得を行う手法
が提案されている．代表的な手法としては，ファジィニューラルネットワーク ,- '.，ファ
ジィ/"0/1,&- ).などが挙げられる．これらの手法は，学習後に得られる 	
ルール
集合を用いて，制御知識の獲得やデータマイニングなどの分野に広く応用されている ,(.．
また，学習の過程に自己組織化学習則を利用した手法として，カウンタープロパゲーション
ネットワーク ,.が提案され，様々な事例に応用されている ,- .．しかしながら，上記
の手法は教師あり学習手法であり，学習の際に教師信号を必要とするので，教師信号が得ら
れないような状況下では利用できない．教師あり学習に関する研究は数多くなされており，
教師信号が容易に得られる状況下ではその有効性は極めて高い．しかし，現実にはサンプリ
ングにコストがかかるなど，十分な教師信号が得られないという理由から，教師あり学習を
適用することが難しいという状況がほとんどである．
教師あり学習のように学習の際に明示的な教師信号を与えるのではなく，評価という情報
を手がかりにして望ましい入出力関係を獲得する学習の枠組みとして評価付き学習がある．
評価付き学習は，探索型の学習と知識付与型の学習に分けられる．探索型の評価付き学習の
代表的な手法として，強化学習 ,.が挙げられる．強化学習とは，試行錯誤を通じて環境に
適応する学習制御の一種である．教師あり学習とは異なり，状態入力に対する正しい行動出
力を明示的に示す教師が存在しない．そのかわりに，報酬というスカラの情報を手がかりに
学習を行う．設計者が報酬という形で「何をすべきか」という目的を示しておけば，「どのよ
うに実現するか」という規則は学習によって自動的に獲得される．強化学習では探索の繰り
返しによって望ましい入出力関係を獲得していくので，学習が収束するまでに繰り返しを必
要とする，問題設定が変わった場合の再学習が難しいなどの問題がある．
一方で，試行錯誤によって得られた学習データ集合と設計者が与える評価規範に基づいて望
ましい入出力関係の獲得を行う，自己組織化関係 	 
 ! 
 "	 
# $ 2	%
"ネットワーク ,+- - '.が提案されている．"ネットワークは，強化学習と同様
に，試行錯誤と評価に基づく学習を行うが，探索型ではなく知識付与型のアルゴリズムであ
る．知識付与型のアルゴリズムでは，探索型のように莫大な試行を行う代わりに，学習の際
に，設計者の持つ常識的知識などを積極的に利用して望ましい入出力関係を実現する．"
ネットワークの学習に際しては，設計者・ユーザの持つ常識的な知識によって，試行錯誤の
結果得られた入出力ベクトル対（以降，学習ベクトルと呼ぶ）の良否を評価する．"ネッ
トワークは，評価を基にして，学習ベクトルを要約した典型事例を 	
ルールとして 
次元もしくは 次元マップ構造の競合層に獲得していく．学習は，生体の脳における自己組
織化機能を工学的に利用しやすいように簡略化した代表的なモデルである，
	
の自
己組織化マップ 	 
 ! 
 0$#% 0,&- ).の学習則を基にして行われる．学習
が終了した後は，獲得した 	
ルールを用いた簡略型ファジイ推論を行うことによって，
入力信号に対する望ましい出力信号を生成することが可能である．以上を纏めると，"
ネットワークは，望ましい入出力関係を獲得すると同時に，自己組織化学習による知識獲得
を行う評価付き学習型ニューラルネットワークであると言える．
"ネットワークの特長として，学習の際に与える評価規範は主観的なものでも客観的
なものでも取り扱うことができるという柔軟な情報処理が可能である点が挙げられる．例え
ば，主観的な評価を用いて望ましい入出力関係を抽出した事例として，ユーザの主観的評価
に基づいた画像強調への応用がある ,.．一方，客観的な評価に基づく応用事例としては，
電力系統の安定化や倒立振子の安定化が挙げられる ,+- '.．"ネットワークは，ユーザ
の主観に基づいた情報処理が可能であるという点で強化学習とは異なり，その応用の幅も広
範囲にわたることが期待される．さらに，"ネットワークは，そのハードウェア化に関
する研究も進められている ,(- .．ハードウェア化によって，リアルタイム処理が可能に
なれば，試行錯誤によってロボットが自律的に行動規則を獲得したり，人間の選好構造を反
映した情報処理システムが人間との対話を通して自動的に構築されたりすることが期待さ
れる．
しかしながら，"ネットワークの実応用に際しては，未だに多くの問題点が存在する．
第一に，従来の "ネットワークで採用されている逐次型・繰り返し学習則では，学習の
安定性や得られる結果の再現性が低いという点が挙げられる．第二に，"ネットワーク
の学習を行うに際して，学習ベクトルに対する評価をどのように記述するかという問題が挙
げられる．"ネットワークの学習は，設計者・ユーザが与える評価規範に基づいて行わ
れるので，評価規範がどれだけ詳細に記述できるかによって得られる結果の良否が左右され
る．さらに，"ネットワークの学習において手続き的な処理を必要とする入出力関係を
獲得しようとする場合，評価によってその手続きの情報が記述されなければならない．ゆえ
に，設計者・ユーザが持つ知識のように曖昧さを含む評価規範や手続き的な情報を適切に記
述できる手法を導入する必要がある．第三に，"ネットワークを利用する際には，学習
データ集合の構造にあわせて，ネットワークの構造を設計者が事前に決定しなければならな
いという問題が挙げられる．未知環境下で行動する自律型ロボットなどに "ネットワー
クを適用する場合など，事前に学習データ集合の構造が十分にわからない場合がある．この
ような場合，学習データ集合の本質的な構造とネットワークの構造が異なるために設計者が
期待する学習結果が得られない場合がある．
本論文では，"ネットワークの「自己組織化による学習を行う」・「試行錯誤とその評
価を用いた評価つき学習を行う」という特長を保持したまま，上述の問題点を解決すべく，
学習則の改良，新しい評価方法の提案および新しい学習則の提案を行う．
  本論文の構成
本論文は，図 に示すように，つの章から構成される．
第 章は序論である．
第 章では，まず，脳の自己組織化機能を工学的にモデル化した，
	
の自己組織化
マップについて説明する．次に，
	
の自己組織化マップを基にして構築された，"
ネットワークの基本的な構成と機能について説明する．
第 章では，逐次・繰り返し型学習を行う従来の "ネットワークにおいて，学習の安
定性および学習結果の再現性が低いという問題を改善する．この問題の解決策として，簡
易な一括学習則を提案し，比較・検討を行う．"ネットワークの一括学習則については，

ら ,.，,.らも提案している．これらの手法の概要についても言及し，特
徴を提案手法と比較・検討する．
第 章では，"ネットワークの学習ベクトルに対する，新しい評価値の与え方につい
て述べる．"ネットワークは，これまでに，多くの実問題に適用されている．代表的な
応用例として，ユーザの主観的な評価を用いた画像協調フィルタの設計 ,.や，数式による
定量的評価を用いた電力系統の安定化 ,+.・倒立振子の安定化制御 ,'.などがある．本章で
は，特に定量的評価の与え方に着目し，ファジィ推論によって定量的評価値を算出する方法
について述べる．提案手法によって，数式による評価規範の表現が難しいアプリケーション
への応用が可能になる．さらに，提案手法をトレーラトラックの後退制御問題に適用し，そ
の有効性を示す．
第 +章では，"ネットワークの適応的学習則を提案する．"ネットワークを未知環
境下で自律的に行動するロボット等に適用する場合，ネットワークの構造を予め適切に設計
することが難しいという問題が考えられる．本章では，学習データ集合の構造にあわせて，
適応的に構造が変化する "ネットワークの学習則を提案する．これによって，データ構
造にあわせたネットワーク構造（ユニット数や競合層の構造）の事前設計が不要となる．さ
らに，提案手法の副次的な特長としてワンパス学習が可能となる．ワンパス学習 ,(.とは，
データ系列を 度だけ学習アルゴリズムに提示することによって，所望の学習を完了する学
習方法である．従来の "ネットワークのアルゴリズムは，逐次型，一括型，共に繰り返
し学習が必要とされ，学習時間が膨大であるという問題があったが，ワンパス学習が可能と
なることで学習と実行をリアルタイムで行うことが可能になる．
最後に，第 章において本研究の成果を総括し，今後の発展について述べる．
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図  本論文の構成．
第章 自己組織化マップと自己組織化関係
ネットワーク
  はじめに
自己組織化関係 	 
 ! 
 "	 
# $% "ネットワークは，山川・堀尾らに
よって )))年に提案された ,+.．"ネットワークは，「評価つき学習」によって，設計対
象とするシステムの望ましい入出力関係を明示的な教師信号なしで獲得できるという特長を
有する．"ネットワークの学習では，設計対象とするシステムから得られた入出力ベク
トル対とそれに対して設計者が与える評価値を用いて，望ましい入出力関係を表す 	

ルールの集合を獲得する．"ネットワークの学習則は， 
	
によって )&年に提
案された自己組織化マップ 	 
 ! 
 0$%0,&- ).を基にして構成されている．
学習後には，獲得した 	
ルール集合を用いた簡略型ファジィ推論を行うことによって，
入力ベクトルに対する望ましい出力ベクトルを生成する．これまでに，"ネットワーク
は，主観的評価に基づく画像強調 ,.や客観的評価に基づく制御器設計 ,+- '.などに応用
されてきた．
節では，0の基本的なアルゴリズムと特長について学習例を交えながら説明する．
節では，逐次型・繰り返し学習を行う "ネットワークの構成，学習方法，特長につい
て述べる．節では，本章を総括する．
 の自己組織化マップ
自己組織化マップ 	 
 ! 
 0$# % 0は，大脳皮質における機能地図の形成
過程を説明する数理モデルとして提案された．同様の目的の下で様々なモデルが提案されて
いるが（例えば *
 3	 0#4 のモデル ,.），特に
	
のモデルは，アルゴリズム
が単純化されており，理論的にも取り扱いやすく，工学的応用にも適している．0の学
習則には，逐次学習則と一括学習則がある．初期における 0の研究では逐次学習則が多
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図  次元の競合層を持つ 0の構成．図中×印は入力ベクトルを表し，○印は
参照ベクトルを表す．競合層上で隣接関係にある参照ベクトルを線で結んでいる．網
掛けのある参照ベクトルは，競合層上にて網掛けされたユニットと対応関係にあるこ
とが矢印によって示されている．
用されていたが，大脳皮質の機能地図の形成過程を説明する数理モデルとしての観点は失わ
れ，工学的な応用事例が増えるにつれて一括学習則 ,+- .参考が多用されるようになっ
た．ここでは，0の基本的な性質をわかりやすく説明することと，後述する "ネット
ワークの逐次型・繰り返し学習則の理解を助けることを考えて，逐次型の学習則を説明する．
0は，通常，次元平面状の正方もしくは六方格子状に並んだ 個のユニットによっ
て構成される．理論的な解析を行う場合には，簡単のために 次元の直線状にユニットが配
置される場合もある．これを競合層と呼ぶ．ここで，次元の競合層を持つ 0の構成を
図 に示す．競合層上の 番目のユニット 以下では，競合層ユニット と表す は参照ベ
クトル

 
5 ,
 
-    - ,
 
-    - ,
 

-  5 -    -  
を有し，参照ベクトルは学習によって少しずつ変化する．ここで，は参照ベクトルの要素
番号を，


は参照ベクトルの全要素数を表す．
0では，すべての競合層ユニットに対して，同時に同じ入力ベクトルが与えられる．学
習に用いる入力ベクトル集合として，次の 個のベクトルを考える．


5 .

-    - .

-    - .


   5 -    -  
&入力ベクトルを全ての競合層ユニットに提示し，選択されたユニットの参照ベクトルを更
新する．この操作を繰り返し行なうことによって，競合層ユニットが持つ参照ベクトルは入
力ベクトル集合が持つ特徴を抽出する．この過程を学習と呼ぶ（参照ベクトルが更新される
競合層ユニットは競合によって抽出されるので，競合学習とも呼ぶ）．これは，教師なし学
習の一種である．
0の学習は，以下の手順に従って行なわれる．

  競合層ユニットが持つ参照ベクトルの初期化を行なう．通常，学習データに関する事
前情報がない場合には，乱数を用いて全ての参照ベクトル
 
の初期値を決定する．

   入力ベクトル集合の中から つの入力ベクトル

をランダムに選択し，すべての競合
層ユニットへ提示する．以後，特別な場合を除いてその番号 を省略する．

  入力ベクトルとの距離（通常，ユークリッド距離が用いられる）が最小となる参照ベ
クトルをもつ競合層ユニット 
を次式で決定し，勝者ユニットとして選択する．

 5  6 

 
 







.

  ,
 



競合層上で，勝者ユニットの近傍に位置する競合層ユニットを近傍ユニットとする．

  勝者ユニットおよび近傍ユニットが有する参照ベクトルを次式で更新する．

 
 7  5 
 
 7 
 
 
 
 
ここで，は学習のステップを表す．
 
7 と
 
はそれぞれ更新後と更新前の
参照ベクトルを表す．は学習ステップ における学習係数である．
 
は，学
習ステップ における近傍関数を表し，次式によって定義される．

 
 5 	8$ 
 

  
 


&


 +
ここで，

と 
 
は勝者ユニットと競合層ユニットの競合層上における座標を表す．&
は近傍の幅を決定するパラメータである．

  入力ベクトル集合の中に一度も選択していない入力ベクトルがある場合は，	$ に
戻り，これまでに選択していない入力ベクトルを提示する．入力ベクトル集合内の全
ての入力ベクトルを選択した場合は，	$ +に進む．
)
  	$ ～	$ の操作を規定回数繰り返す．繰り返す過程で，学習係数と近傍を
定義する範囲 &を小さくしていく．
例として，図 に示す (((個のベクトル集合を用いて行なった0の学習結果を示
す．このベクトル集合は，正規分布


 
(+- (+，



(+- (+から得られたベクトル ((
個，正規分布 


 
(+'- (+，



(+'- (+から得られたベクトル ((個，および一様分布
/


 
,( % .，/



,( % .から得られたベクトル ((個から成る．競合層ユニットの数は，図
4に示すように ( (の ((個とした．図 4中の数字はユニットの番号を表す．
参照ベクトルの初期値は，一様分布 / ,(++ % (+++.から得られた値を用いて決定した．学習
回数は，(((個の入力ベクトル全てを 度ずつ提示することを学習の単位とし，(((回と
した．学習係数と近傍範囲は，次式に従い，指数関数状に単調減少させた．
 5 (    	8$ 

'

 7   
& 5 &(  &  	8$ 

'

 7 &  '
ここで，'

と '

はディケイレートを表す．式中の各パラメータを，( 5 (++   5
(+( &( 5 ( &  5 (+ '

5 (( '

5 ((として学習を行った．
学習後の参照ベクトルの分布を図 9に示す．●は参照ベクトルを示し，隣り合う競合
層ユニットの参照ベクトルは線で結ばれている．参照ベクトルの ，，(，等の数字は，
その参照ベクトルをもつ競合層ユニット番号を示している．図 4と 9から，参照ベク
トルの位置関係は，競合層ユニットの位置関係を保持していることがわかる．これは，勝者
ユニットとその近傍ユニットの参照ベクトルが同時に更新されることに起因する．学習後の
0に入力ベクトルを提示すると，距離の近い入力ベクトルは，競合層上で近くに位置す
るユニットを勝者ユニットとする．これは，相対的な位置関係を保持したまま入力ベクトル
を競合層へ写像することを意味し，トポロジカルマッピングと呼ばれている．例は，入力ベ
クトルが 次元の場合だが，入力ベクトルが多次元の場合も，この特徴は成り立つ．この特
徴を利用して，0をパターン分類へ応用した研究が数多く報告されている ,'.,).．図
と 9から，入力ベクトルの出現頻度が高い領域に多くの参照ベクトルが分布してい
ることがわかる．これは，勝者ユニットおよび近傍ユニットの参照ベクトルが，入力ベクト
ルに近付く方向に更新されることに起因する．学習に用いた入力ベクトル集合を学習後の
0に提示すると，全ての競合層ユニットは等確率で勝者ユニットに選択される．この特
(
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図  0の学習の例．学習に用いた (((個の入力ベクトル．4 競合
層ユニットの配置．9学習後の参照ベクトルの分布．●は参照ベクトルを表し，
隣り合うユニットの参照ベクトルは線で結ばれている．参照ベクトルに示され
た番号は，それをもつユニットの番号を表す．

徴を利用して，0はベクトル量子化やベクトル集合の確率密度近似，データ解析等へ応
用されている ,(.,.．
以上をまとめると，0は以下の特徴をもつ．
 学習後の参照ベクトルの配置は，競合層ユニットの位置関係を保持している．
 学習後の参照ベクトルの分布は，入力ベクトル集合の分布を近似する．
すなわち，0は，参照ベクトルの競合層上での配置や，参照ベクトル空間内での分布に
より入力ベクトル集合のもつ情報を表現する．
 自己組織化関係 	
  
ネッ
トワーク
0は，教師なし学習によって入力ベクトル集合の特徴を競合層上に表現することができ
る，近傍学習によってベクトル量子化を高速に行うことができる等の特長を有する．しかしな
がら，出力を生成する機構を有しないので，そのままでは入出力関係を表現することはできな
い．前述の0の特長を活かしながら，入出力関係の近似を行うアルゴリズムが数多く提案
されている．代表的なアルゴリズムとして，カウンタープロパゲーションネットワーク ,.，
:9 : 
	 0$$ 
 ,+. ;	9<
 !	3 	6$ /##9  *	 0	6=;</0,.
などが挙げられる これらの手法は，システムモデリング ,.，フィルタ設計 ,'.，制御 ,&.，
化学分析 ,.等の幅広い分野へ応用され，その有効性が示されている．しかしながら，いず
れの手法も教師信号を用いて学習が行われるので，教師信号が得られない場合は適用できな
い．この問題を解決するために，"ネットワークが提案された．"ネットワークは，
教師信号の代わりに試行錯誤から得られる入出力ベクトル対集合とその評価値を用いて望ま
しい入出力ベクトル間の写像関係を競合学習によって自己組織的に獲得，生成する．
"ネットワークの構成を図 に示す．"ネットワークは，0と同様に，競合層
上のユニットに関連付けられた 個の参照ベクトル集合 
 
から構成される 参照ベクトル

 
は，入力ベクトル空間における参照ベクトル
 
と出力ベクトル空間における参照ベクト
ル 
 
を連結したベクトルを表し，次式によって表される．

 
5 
 
-
 
-  5 -    -  &

 
と 
 
は，それぞれ


個・

個の要素を有し，その添え字をそれぞれとする．学
習に用いる入出力ベクトル対  

は，試行錯誤によって得られる入力ベクトル 

と出力ベク

トル 

を連結したベクトルであり，次式によって表される．
 

5 

-

-  5 -    -  )

 
と 
 
は，参照ベクトルと同様に，それぞれ


個・

個の要素を有し，その添え字をそ
れぞれとする．以後，この入出力ベクトル対を学習ベクトルと呼ぶ．各学習ベクトル
は，評価値 をもつ 評価値 は，設計者の主観や定量的な評価規範に基づいて，学習前
に与えられる．通常，評価値は , - .のスカラ値をとる．正の評価値を持つ学習ベクト
ルがネットワークに提示されると，参照ベクトルは，その学習ベクトルに近づくように更新
される．これを，>引力学習?と呼ぶ．一方，負の評価値を持つ学習ベクトルが提示された場
合，参照ベクトルは，そのデータから遠ざかるように更新される．これを >斥力学習?と呼
ぶ "ネットワークは，斥力学習によって，望ましい事例からだけでなく，望ましくない
事例からも学習を行うことができる．
"ネットワークの動作は，大きく分けて つの動作モードから構成される．望ましい
入出力関係を獲得する学習モードと，実際の入力に対して望ましい出力を生成する実行モー
ドである．"ネットワークは，学習モードにおいて，入力と出力間の望ましい写像関係

 
5 
 
を，学習によって獲得する 学習後，"ネットワークは，実行モードにおい
て，実際の入力に対して望ましい出力を生成することができる
  自己組織化関係ネットワークの学習モード
図 に学習モードの処理の概要を示す．学習モードの処理は，学習ベクトルの獲得，学
習ベクトルの評価，自己組織化による学習の つに大別される．図中の  	 =#	6は，
"ネットワークを用いて設計しようとする対象（例えば，関数近似器，制御器やフィル
タなど）を表す．設計者はまず， 	 =#	6を試行錯誤的に動作させることによって学
習ベクトルを獲得する．次に，学習に用いる 個の学習ベクトルと評価値のセット，


-

-

  5 -    -  (
を用意するために，学習ベクトルの評価を行う．評価値 

は，

と 

の関係に対する評
価である．ここで与えられる評価値は，設計しようとする対象の性質に応じて，定性的もし
くは定量的に与えられる．例えば，ユーザの感性を反映させた画像フィルタ等を構築する場
合は定性的評価を ,'.，制御器のように性能が定量的に与えられる対象を設計する場合には
定量的評価を与える ,+.．学習ベクトルに対する評価値の与え方を図 +に示す．図 +

Competitive LayerLearning Vector and 
Reference Vector Space
x
x
x
xx x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x x
x x
x
x
x
x1,w1
xm,wm
xNx,wNx
y1,u1
yn,un yNy,uNy
x
x x
x
x
x
x
x
x
x
x
x
xx
x
x
x
x
x
x
x
i
図  "ネットワークの構成．図中●および×印はそれぞれ，正の評価値・負の
評価値を持つ学習ベクトルを表し，○印は参照ベクトルを表す．競合層上で隣接関係
にある参照ベクトルを線で結んでいる．網掛けのある参照ベクトルは，競合層上にて
網掛けされたユニットと対応関係にあることが矢印によって示されている．"ネッ
トワークの学習は，入力ベクトル空間と出力ベクトル空間を連結した空間で 0の
学習を行うことに相当し，評価値を用いた更新を行う点が異なる．各ユニットは，図
に示すようなガウス関数などで定義される放射状の基底関数を有しており，実行モー
ドにおける類似度の計算の際に使用する（基底関数の形状は任意）．実行の際は，入
力ベクトル空間において入力ベクトルと全ての参照ベクトルとの類似度を計算し，出
力ベクトル空間において類似度に関する重み付き平均をとることで出力ベクトルを生
成する．
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図  "ネットワークの学習モードの概要．
は，"ネットワークによって関数近似器を構築しようとする場合を示している．この場
合は，試行錯誤によって得られた入力ベクトルと出力ベクトルの関係を直接評価し，評価値
を与える．しかしながら，"ネットワークを用い，試行錯誤によって制御器やフィルタ
等を構築する場合には入力ベクトルと出力ベクトルの関係を直接評価することはできない．
図 +4は，"ネットワークによって制御器を構築しようとする場合の評価値の与え方
を示している．"ネットワークの入力ベクトルと出力ベクトルは時刻 における 1

の状態と1
に与える操作量とし，試行錯誤的に与えられるものとする．ここで，は制
御における離散サンプリング時刻を表す．評価は，時刻 と時刻  7 における1
の状
態を観測することによって与えられる．すなわち，時刻 における 1
の状態に対して，
"ネットワークから試行錯誤的に操作量を出力した結果，微小時刻後に 1
の状態が
望ましい状態に遷移したかどうかを観測する．観測によって得られた評価値を，入力ベクト
ル 

と出力ベクトル 

の関係に対する評価として与える．このように，"ネットワー
クの実応用に際しては，"ネットワークを用いて構築しようとする  	 =#	6を試
行錯誤的に動作させ，その出力が外部の環境や制御対象等に与えた影響を観測し，評価を行
う．以上の手順によって得られた学習ベクトルと評価値の集合を "ネットワークに提示
すると，学習によって望ましい入出力関係を表すクリスプ 	
ルールが競合層ユニット
に獲得される．以下に，望ましい入出力関係を獲得するための具体的な学習の手順を示す．
+
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図 + "ネットワークの学習ベクトルの評価方法．関数近似器を
構築する場合の例．4制御器を構築する場合の例．

  競合層ユニットに関連付けられている参照ベクトルの初期化を行なう．通常，学
習ベクトル集合に関する事前情報がない場合には，乱数を用いて全ての参照ベ
クトルの値を決定する．

   学習ベクトル集合の中から つの学習ベクトル  

を選択し，すべてのユニット
に提示する．

  学習ベクトルとの距離（通常，ユークリッド距離を用いる）が最小となる参照
ベクトルを持つ競合層ユニット 
を次式で決定し，勝者ユニット 
とする．
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競合層上で，勝者ユニットの近傍に位置するユニットを近傍ユニットとする．こ
こで，近傍ユニットを学習ベクトルに近づける度合いである近傍係数 
 
を
次式に従って算出する．

 
 5 	8$ 
 

  
 


&


 
ここで，は学習ステップを表し，

と 
 
は勝者ユニットと競合層ユニットの
競合層上における座標を表す．&は近傍の幅を決定するパラメータである．


  勝者ユニットおよび近傍ユニットの参照ベクトルを次式に従い更新する．
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ここで，
 
7と
 
はそれぞれ更新後と更新前の参照ベクトルを表す．
と は学習ステップ における学習係数である．&
	
は斥力学習が及ぶ範囲を
規定するパラメータである．

  学習ベクトル集合の中に一度も選択していない学習ベクトルがある場合は，	$
に戻り，これまで選択していない学習ベクトルを提示する．学習ベクトル集合
内の全ての学習ベクトルを選択した場合は，	$ +に進む．

  	$ ～	$ の操作を規定回数繰り返す．繰り返す過程で，学習係数 ，
，および近傍の範囲を決定するパラメータ &を小さくしていく．
式 の参照ベクトル更新式は，提示された学習ベクトル  

の評価値

が正の場合 ，参
照ベクトルを学習ベクトルに近付く方向に更新し，評価値 が負の場合，学習ベクトルか
ら遠ざかる方向に更新する ．両方の更新において，参照ベクトルの更新量は，評価値の絶
対値および評価値に比例する．学習ベクトルと参照ベクトル間の距離に関しては，評価値が
正の場合は距離が大きいほど更新量を大きくし，評価値が負の場合は距離が大きいほど更新
量を小さくする．学習ベクトル 参照ベクトル間の距離と更新量の関係を図 に示す．学
習後の参照ベクトルは，評価の悪い学習ベクトルから遠ざかり，評価の良い学習ベクトルの
存在する領域に分布される．
例として，
1 5 (++ # 
5.

 7 (++ 9#(++5.

 
で表される望ましい入出力関係を学習によって獲得した結果を示す．望ましい入出力間の写
像関係を図 'に示す．学習に用いるデータとして，図 '4に示す +((個の入出力ベ
クトル対を考える．入力ベクトルは，一様分布 /


 
,  % .，/



,  % .から獲得した．各
入力ベクトルに対する出力は一様分布/

,  % .から得られた値で決定した．入出力ベクト
ル対は，以下の評価関数で評価した．
 5   (

+
 文献  で提案された最初の ネットワークでは，		
 型の近傍関数を用いているが，本論文では
 型の近傍関数を用いる．また，斥力学習における更新式中のパラメータ  

は，文献  では記述さ
れておらず，本論文中で新しく導入されたものである．
以降，本論文における評価値は，評価が良いものを正，悪いものを負の評価値で表し，その範囲が     
となるように前処理を行うものとする．
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図  "ネットワークにおける参照ベクトルの更新量． 与えられた学
習ベクトルの評価値が正の場合．4 与えられた学習ベクトルの評価値が負の
場合．
ここで，

は入出力ベクトル対から望ましい入出力間の写像関係を示す曲面 図 'ま
での距離である．評価値は，定性的または定量的に決定できるが，ここでは，"ネット
ワークの学習の理解を助けるために，理想的な入出力間の写像関係を仮定して定量的に決定
した．図 '4中，○と×は，それぞれ評価値が正および負の評価値をもつ学習ベクトルを
表し，各 +(個ずつである．これらの学習ベクトルと評価値を用いて "ネットワークの
学習を行なった．競合層ユニットは (( ( ( 個で 次元に配置した．学習回数は，+((
個の入力ベクトル全てを 度ずつ提示することを学習の単位とし，(((回繰り返した．学
習係数と近傍範囲は，次式に従い，指数関数状に単調減少させた．
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ここで，'

，'

と '

はディケイレートを表す．学習における各パラメータを，( 5 (++
  5 (+(+ ( 5 (+   5 (+(( &( 5 (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
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5 (+として学習を行った．
参照ベクトル 

の初期値は，一様分布/ , (+(+ % (+(+.から得られる値を用いて決定した．
学習前および学習後の参照ベクトル 

の分布をそれぞれ図 '9，3に示す．図 '3中，
●は参照ベクトルを表し，隣り合うユニットの参照ベクトルは線で結ばれている．図 '3
から，学習後の参照ベクトルは，評価の良い学習ベクトルが集中して存在する領域を中心に
分布していることがわかる．
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図 ' "ネットワークの学習例． 望ましい入出力間の写像関係．4 学
習に用いた入出力ベクトル対．○と×は，それぞれ正および負の評価値をもつ
学習ベクトルを表す．9 参照ベクトル 
 
の初期値 3 学習後の参照ベクトル

 
．●は参照ベクトルを表し，競合層上で隣り合うユニットの参照ベクトルは
線で結ばれている．
   自己組織化関係ネットワークの実行モード
図 &に，実行モードの処理の概要を示す．実行モードでは，学習モードで獲得した 
	
ルール集合を用いて，実際の入力に対する望ましい出力を生成する．実行モードでは，
以下の手順に従って，学習後の参照ベクトルから出力ベクトルが生成される．テスト用の入
力ベクトル  が与えられた際，入力ベクトル空間における参照ベクトル

と入力ベクト
ルとの類似度が次式で算出される．
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図 & "ネットワークの実行モードの概要．
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図 ) ファジィ   ルールの前件部メンバーシップ関数．
(
ここで，は類似度に関するパラメータである．
出力ベクトル  の 番目の要素は次式により算出される．
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算出された出力ベクトル  は，出力ベクトル空間における参照ベクトル 
 
の，類似度 
 
に関する重み付き平均となる．
"ネットワークの実行モードの処理は，以下に示す 個のファジィ   ルール
を用いた簡略型ファジィ推論 ,).と類似している．
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ここで， 
 
，
 
は，前件部メンバーシップ関数および後件部実数値である．前件部メンバー
シップ関数は，図 )に示されるように中心座標
 
でその広がりは により定義されると
する．ファジィ推論で入力ベクトルの前件部メンバーシップ関数との適合度 #
 

 
を算出
することは，"ネットワークの実行モードで，式 )を用いて類似度 
 
を算出する操
作に対応する．推論結果を算出する非ファジィ化は，次式で行なわれる．
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この操作で推論値を算出する方法をファジィ推論では重心法と呼んでる．非ファジィ化は，
式 (の重み付き平均を行なう操作と対応している．
実行モードの例として，前項の学習例で得られた参照ベクトル 図 '3を用いた際に，
実行モードが示す入出力間の写像関係を図 (に示す．実行モードにおけるパラメータ
入力空間における参照ベクトルを中心とした放射状関数であれば，関数の形状は任意である．図 ではガ
ウス関数を用いて説明しているが，ここでは，山川・堀尾らによって提案された ネットワークの論文中で
使用されている指数関数状の関数を用いて説明を行う．
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図 ( "ネットワークの実行モードのシミュレーション結果． "
ネットワークの実行モードが示す入出力ベクトル間の写像関係．4 ,(%.の範
囲の入力ベクトルに対する "ネットワークで得られた出力と理想的な出力と
の絶対誤差（平均絶対誤差5((+&）．
は (+とした．図 (4は，入力ベクトルに対して "ネットワークにより得られた
出力と理想的な出力との絶対誤差を示している．"ネットワークで生成した出力ベクト
ルと理想的な出力ベクトルの平均絶対誤差は ((+&であった．
次に，学習ベクトルとして望ましい入出力ベクトル対だけを評価値 (として用いた場
合のシミュレーション結果を示す．学習条件は，前項の "ネットワークの学習と同じで
ある．実行モードにおけるパラメータ は (+とした．学習後の参照ベクトルの分布を図
に示す．"ネットワークの実行モードにおける入出力間の写像関係を図 4
に示す．9は，入力ベクトルに対して "ネットワークによって得られた出力と理想
的な出力との絶対誤差を示している．"ネットワークで生成した出力ベクトルと理想的
な出力ベクトルの平均絶対誤差は (((であった．以上の結果から，"ネットワークは
教師信号を用いずに入出力ベクトル対とその評価値という情報のみを用いて学習しているに
もかかわらず，その近似誤差は教師信号を用いた場合とほとんど差がないことがわかる．
試行錯誤から望ましい入出力間の写像関係を抽出する場合，良好な試行結果のみを教師信
号として学習を行なうことは可能であるが，このようなデータの獲得には膨大な時間と労力
が必要となる．これに対し，"ネットワークは試行結果とその評価値を用いて学習を行
なうので，データの獲得に要する時間と労力の削減という観点から，非常に有効である．
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図  学習ベクトルとして理想的な入出力ベクトル対のみを用いた際の，"
ネットワークの実行モードのシミュレーション結果．学習後の参照ベクトル


の分布．4 "ネットワークの実行モードが示す入出力ベクトル間の写像
関係．9 ,(%.の範囲の入力ベクトルに対する "ネットワークで得られた出
力と理想的な出力との絶対誤差（平均絶対誤差5(((）．

 おわりに
本章では，0および "ネットワークの構成，学習方法，および特長について述べた．
0は，ベクトル量子化能力，位相保持能力という大きな二つの特長を持つ．"ネット
ワークは自己組織化マップの特長を継承し，入出力関係を表現するように改良されたアルゴ
リズムである．"ネットワークの学習モードは，0の学習則を基にして構成されてお
り，学習ベクトルの評価値に応じた更新を行う点が異なる．学習モードでは，評価値付きの
学習ベクトル集合から，学習によってに望ましい入出力関係を記述する  	
ルールを獲
得する．実行モードでは獲得したルール集合を基に，簡略型ファジィ推論と等価な動作をす
ることによって，実際の入力に対する望ましい出力を生成することができる．
"ネットワークの最大の特長は，評価付き学習を行う点である．ソフトコンピューティ
ングの分野において，ニューラルネットワークやファジィ理論を用いた入出力関係の近似手
法は数多く提案されているが，その多くが教師あり学習法である．教師あり学習では望まし
い入出力ベクトル対（すなわち教師信号）が事前に得られている必要がある．しかしなが
ら，コストや時間の問題から，学習に行うために必要十分な教師信号を得ることが難しい状
況が現実には多々ある．"ネットワークは，学習に必要な教師信号が得られ難い状況下
においても，試行錯誤によって得られた学習ベクトルとその評価値を用いて望ましい入出力
関係を獲得することができるので，非常に有用である．さらに，"ネットワークで扱う
評価は，人間の主観に基づく評価（定性的評価）でも，数式等によって与えられる客観的評
価（定量的評価）のどちらでも良い．これは，"ネットワークが，幅広い分野に応用可
能であることを意味している．
本論文の第 章以降では，主に "ネットワークの学習モードと評価値の与え方につい
て，その問題点を明らかにし，改良を行う．

第章 自己組織化関係ネットワークの一括学
習則
  はじめに
第 章では，自己組織化関係 	 
 ! 
 "	 
# $% "ネットワークの逐次
型・繰り返し学習アルゴリズムと特長について説明した．"ネットワークに関するこれま
での基礎研究，応用研究 ,+- - '.では，逐次型・繰り返し学習則が用いられていた．逐
次型・繰り返し学習則は，直感的に理解しやすく簡便であるという特長を有するが，以下に
挙げるような問題点を有する．
 学習結果の再現性が低い．
 学習の安定性が悪い．
 パラメータチューニングが煩雑である．
以上の問題点は，主に，以下の事柄に起因する．
 学習の偏りを防ぐため，学習ベクトルをランダムな順序で提示する必要がある．
 学習係数，近傍係数，評価値の値によって，各参照ベクトル間で学習量のばらつきが
生じる．
以上の問題点を解決するために，本章では，"ネットワークの一括学習則を提案する．
節では，提案する一括学習則について説明し，従来の逐次型・繰り返し学習則と比較を行う．
節では，他の一括学習則について説明し，比較・検討を行う．節で本章を総括する．
 学習則の改良：一括更新則を導入した学習モード
第 章で述べた逐次型・繰り返し学習則では，各学習ベクトルがランダムな順序で提示さ
れ，各学習ベクトルが提示されるごとに更新処理を行っていた．そのため，連続して負の評
価値を持つ学習データが提示され続けた場合など，学習ベクトルと参照ベクトル間の相対的
+
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図  提案する一括学習則における参照ベクトルの更新．図中，○は正の評価
値を持つ学習ベクトル，×は負の評価値を持つ学習ベクトル，●は参照ベクト
ルを表す．
な位置に再現性が成り立たなくなり，学習が不安定になる・再現性がなくなるなどの問題を
引き起こしていた．そこで提案手法では，学習ベクトルの提示順序による影響をなくすため
に，全ての学習ベクトルが一通り提示され終わるまで各参照ベクトルの更新量を積算してお
き，一括して参照ベクトルの更新を行う．提案する学習則の概念を図 に示す．ここでは，
負の評価値を持つ学習ベクトル  

  

，正の評価値を持つ学習ベクトル  

  

と時刻 にお
ける参照ベクトル を考える．図 では，正の評価値を持つ学習ベクトル  

  

に対
する更新量が実線の矢印で，負の評価値を持つ学習ベクトル  

  

に対する更新量が破線
の矢印で示されている．提案手法では，これらの更新量の影響を全て加味し，図中 7 
で表される方向へ参照ベクトルが更新される．
また，参照ベクトルごとに学習量がばらつくのを防ぐために，学習係数，近傍係数，評価
値を積算しておき，正規化処理を行うことによって，学習の安定性を高める．提案手法では
以下の手順に従って学習が行われる．
手順 　全ての参照ベクトル 
 
5 
 
-
 
  5 - +++- が乱数によって初期化される．
手順  　学習ベクトル  

5 

-

  5 - +++- に対して，勝者ユニット 


を決定する．

学習ベクトルと参照ベクトル間の類似度は，通常，ユークリッド距離で定義する．



5  6 
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手順 　ガウス関数状の近傍関数に従い，近傍学習の係数を計算する．
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ここで，
 
と 

 
は 番目のユニットと勝者ユニット 


の競合層上における座標を表
す．& は近傍学習が行われる範囲を決定する係数である
手順 　 番目の学習ベクトルに対する参照ベクトルの更新量を次式で計算する．
引力学習 

7 (の場合%
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ここで，@ 
 
と@
 
はそれぞれ正の評価値・負の評価値を持つ 番目の学習
ベクトルに対する参照ベクトルの更新量である．  

と  

は，それぞれ正の評
価値 

と負の評価値

を持つ学習ベクトルである．&
	
は斥力学習の影響が
及ぶ範囲を決定する係数である．7 (と 7 (は，それぞれ引力学習と斥力
学習の際の学習係数である．式 と は逐次学習型の "ネットワークと同
様の更新則を表している ただし，&
	
は斥力学習の影響が及ぶ範囲を規定している点
が異なる．各学習ベクトルに対する更新量は以下の式によって積算・正規化され，参
照ベクトルの一括更新が行われる．
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ここで， とは，それぞれ正の評価値・負の評価値を持つ学習ベクトルの
数である．
'
手順  手順 から手順 は，& と を学習回数 に応じて単調減少させながら，
学習が収束するまで繰り返される．
& 5 &(  &  	8$ 

'

 7 & - 
 5 (    	8$ 

'

 7  - '
 5 (    	8$ 

'

 7  - 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ここで，'

 '

と '

は，各係数の減少速度を決定する時定数である．
  逐次学習と一括学習の比較
本小節では，従来の逐次型・繰り返し学習則を用いた学習結果と提案する一括学習則の
性能を比較する．学習結果の比較・検討を行うために使用した学習ベクトル集合を図 に
示す．学習ベクトル集合は，正の評価値を持つデータを 点横一線に配置し，負の評価値を
持つデータをその中間点に配置した極めて単純なものである．次に，学習の条件を表 に
示す．
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図  逐次型・繰り返し学習則と提案する学習則の比較に用いた学習データ集
合．	は評価値が正（ 5 +(）のデータを，は評価値が負の（ 5  +(）
のデータを表す．
&
表  学習条件
　 逐次型・繰り返し学習 提案する学習則
参照ベクトル数 +（次元配置） +（次元配置）
学習回数 (((回 ((回
引力学習係数  (
 ((（指数関数状減少） (
 ((指数関数状減少
引力学習係数の時定数 '

( (
近傍係数 & +(
 (+（指数関数状減少） +(
 (+（指数関数状減少）
近傍係数の時定数 '

( (
斥力学習範囲に関する係数 &
	
( (
ここで，学習の結果を定量的に比較するために，エネルギー関数による比較を行った．エ
ネルギー関数は論文 ,.中で定義されているものであり，次式で表される．
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式中，

と 

は，近傍関数の値とデータの評価値の積を表す．%は，斥力学習の強度を決
定する係数である．すなわち，参照ベクトルが，正の評価値を持つデータに近接し，負の評
価値を持つデータから遠ざかる位置に配置されるほど，エネルギー関数の値は小さくなり，
"ネットワークの学習結果が良いことを意味する．ここで，

と 

における近傍関数の
計算は，近傍範囲を一定にして計算する必要があるため，近傍範囲の最終値である & 5 (++
を用いた．また，%も同様に固定して計算する必要があるので，その値を (+とした．また，
従来手法では斥力が及ぶ範囲を決定するパラメータ &
	
が存在しないが，学習の条件をでき
るだけ揃えるために，本実験では提案手法と同じ値を用いた．図 に，斥力学習の強度を
様々に変えた場合とエネルギー関数の最終値との関係を表すグラフを示す．結果は (回試
行を行って，その平均値と分布範囲を示している．グラフ横軸の 8が斥力学習の強度に
相当する．この値が大きいほど，斥力学習の効果が大きいことを意味する．図 は従
来の "ネットワークによる学習を行った場合の結果を表す．斥力学習を行わない場合を
最大値として，斥力学習の効果が強まるほど，エネルギー関数の最終値は徐々に減少してい
る．これは，参照ベクトルが負の評価値を持つ学習ベクトルから遠ざかっていることを意味
する．しかしながら，従来の学習則で得られる結果は再現性がなく，グラフ中のエラーバー
で示されるように，エネルギー関数の最終値も毎回異なってしまう．
一方，提案手法では結果の再現性が実現されているので，図 4を見てわかるように
エネルギー関数の最終値はばらつかない．さらに，従来手法が 8 5 (++付近で望ましい学
)
習結果が得られなくなってしまうのに対して，提案手法では極めて広いパラメータ範囲で安
定に学習を行うことができる．また，従来手法に比べ，パラメータ変化に対する結果の変化
が緩やかなので，パラメータ調節がしやすいと言える．
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図  引力学習と斥力学習の強度を変えた場合のエネルギー関数値の比較．
従来の逐次型・繰り返し学習．4提案する学習則．
図 に，8を様々に変えた場合の，学習後の参照ベクトルの様子を示す．と 	は
それぞれ斥力学習を用いずに学習を行った場合である．これは正の評価値を持つデータを用
いた自己組織化マップの学習と等価なので，ほぼ同じ結果が得られている．4は従来手法
で 8 5 (+(+とした場合である．正の評価値を持つデータには参照ベクトルが配置された
まま，中間の参照ベクトルが負の評価値を持つデータから遠ざかっており，望ましい学習結
果であるといえる．9は従来手法で 8 5 (+とした場合であり，8 5 (+(+の場合より，
負の評価を持つデータから参照ベクトルが遠ざかっていることが確認できる．3は従来手
法で 8 5 (++とした場合である．斥力学習の効果が強すぎて，正の評価値を持つデータか
ら参照ベクトルが引き離されているのが分かる．実際には，8 5 (+付近からこのような
(
現象が現れ始め，斥力学習の強度を上げ続けると，最後には参照ベクトルは完全に学習空間
の外へ吹き飛ばされてしまう．一方，	 は提案手法による結果であるが，パラ
メータの増加に対して徐々に斥力が効き始める様子が分かる．また，学習経過も，従来手法
は振動的になる場合が多いのに対して，極めて安定な挙動を示す．
以上の結果から，従来手法の問題点であった，「安定な学習が難しい」，「再現性のある結果
を得にくい」，「パラメータチューニングが煩雑」という問題点を解決することができたと言
える．
 提案手法と他の一括学習則との比較
前小節で，従来の "ネットワークの学習則と提案した学習則の比較・検討を行った．
従来の "ネットワークの学習則における問題点を，同様な観点から改善する研究として，

らによる手法 ,.と，らによる手法 ,.がある．ここでは，提案手法をこ
れらの一括学習則と比較する．以下に，各手法の概要を説明する．
 
らの方法
>*  
 $ 9	?と呼ばれる考え方を導入することによって，"ネットワーク
の一括学習を実現している．>*  
 $ 9	?とは，負の評価値に対して座標変換
を施すことによって仮想的に正の評価値をもつ学習ベクトルに変換するという考え方
である．この変換によって，正の重み付きデータによる自己組織化マップの学習とい
う捉え方が可能になる．変換後，自己組織化マップの一括学習則を用いた学習を行う．
 らの方法
評価値付きデータを用いた 0の一括学習則として論文 ,.が発表されている．こ
れは "ネットワークの学習モードとも見なせる．具体的には，正の評価値をもつ
データを負の評価値を持つデータに対してのエネルギー関数を定義し，エネルギー関
数が減少するような更新則を導出している．
 らの方法

らの提案する一括学習では，近傍関数によって求められる学習ベクトル集合の重心
に向かって参照ベクトルを更新する．ここでは，引力学習と斥力学習を等価に扱うために，

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図  斥力学習の強度に関するパラメータ 8を様々に変えた場合の学習結果
の例．横軸方向が入力空間，縦軸方向が出力空間を表す．負の評価値を持つデー
タの周辺に描かれている円は，斥力の及ぶ範囲を表しており，&
	
の値によって決
定される．図中のラインは，自己組織化関係ネットワークの競合層における位相
構造を表している．従来手法%8 5 (+(の場合．4従来手法%8 5 (+(+の
場合．9従来手法%8 5 (+の場合．3従来手法%8 5 (++の場合．	提案
手法%8 5 (+(の場合．提案手法%8 5 +(の場合． 提案手法%8 5 +(
の場合．提案手法%8 5 +(の場合．

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図 + >;  /
 $ 9	?の考え方に基づく負の評価値を持つ学習ベクトルの取り扱い．
負の評価値を持つ学習ベクトル  

を正の評価値を持つ学習ベクトル  


仮想的に変換す
る．4変換後の学習ベクトルによる参照ベクトルの更新．
図 +に示すように負の評価の入出力ベクトル対  

を参照ベクトルについて線形変換し，
仮想的な正の入出力ベクトル対   

を考える．そして，それらの重心へと参照ベクトルを更新
する 図 +4具体的には，"ネットワークに提示される入出力ベクトル対   5 -
は，次のように変換される．
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ここで，3
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は，
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 
で定義される反発係数で，現在の参照ベクトルが負の評価の入出力ベクトル対に近い程，よ
り大きな値となる．それぞれの参照ベクトルは，以下の一括学習アルゴリズムによって更新
される．

   学習データ集合から，つの学習ベクトル  

をネットワークに提示し，ユークリッ
ド距離が最小となる参照ベクトルを持つユニットを勝者ユニット 


とする．
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 
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 
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  全てのユニットについて，勝者ユニットに対する近傍係数 %

を次式によって求める．
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ここで，

は，入出力ベクトル対 6

の評価値であり，
 
，

 
は，番目および勝者ユ
ニットの競合層上での座標であり，&は，学習経過とともに減少する近傍関数のパラ
メータである．

  全ての入出力ベクトル対を提示し，正規化された近傍係数によって参照ベクトルを
次式によって更新する．
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  	$～を既定回数繰り返す

らの提案する一括学習では，全ての参照ベクトルを学習データ集合の重心に更新
するので，位相関係を保持したまま，均一な学習が行うことができる，従来の逐次学習
の場合，学習係数等のパラメータ設定が困難であったが，提案するバッチ学習では，それら
が比較的容易になる，という特長を有する．
  	
	らの方法
I+
I-
U
I,v
U+ =
1
2
v − I+ 2
U− = α exp(−
v − I− 2
2σ 2r
)
図  学習ベクトルとその評価値による引力および斥力エネルギー．○は正の評価値を持
つ学習ベクトル，●は負の評価値を持つ学習ベクトルを表す．

らの方法では，図 に示すように，正の評価値を持つ学習ベクトル  は大
域的な引力のエネルギーを持ち，一方，負の評価値を持つ学習ベクトル  は局所的な斥
力のエネルギーを持つと仮定する．個の正の評価値を持つ学習ベクトルの重み（評価値
を考慮した近傍係数）をそれぞれ 

  



， 個の負の評価値を持つ学習ベクトルの重
みをそれぞれ 

  



とすると，学習ベクトルのエネルギーの総和 / は，
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となる．ここで，および &
	
は斥力のエネルギーを決定するパラメータである．
らの方法では，/ を最小にするように参照ベクトルを更新する．
9/
9
5 (とすると，参照ベ
クトル の平衡点は，以下のようになる．
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式 'によって定義されるエネルギー関数の曲面は非常に複雑であるため，エネルギーの
最適値を求めることが困難となる．この問題を解決するために，
らによって提案され
ている >;  /
 $ 9	?の考え方を導入する．すなわち，負の評価を持つ学習ベクト
ルからの斥力エネルギーを仮想的な学習ベクトルからの引力エネルギーとみなし，安定な学
習を実現する．具体的には，負の評価値を持つ学習ベクトルを参照ベクトルについて以下の
ように対称な点に線形変換する．
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ここで，
，	 はそれぞれ以下に示す重み付けされた参照ベクトルおよび学習ベクトルで
ある．
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変換された学習ベクトルは，引力学習を行う学習ベクトルとして扱われ，参照ベクトルの平
衡点は次式によって表される．
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式 では，第 項が斥力学習の補正項として働く．これは，重み付けされた参照ベクト
ルが，あたかも学習ベクトルのように振る舞い，学習の安定化を図ることを意味する．
らの一括学習アルゴリズムは，以下の手順に従って学習が行われる．

   個の学習データ集合から入出力ベクトル対  

5 

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
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を提示し，それぞれ
ユークリッド距離が最小となる参照ベクトルを持つユニットを勝者ユニット 


として
決定する．
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  全てのユニットについて，評価値に基づく近傍係数 %
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および斥力学習による参照
ベクトルの補正重み !
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を次式によって求める．
%
 
5



- 


   

 (


	8$ 


 
 
 





- 


   

4 (

!
 
5 



 %
 
 +
- 


 5 	8$ 
 
 
  

 


&

 
ここで，:
 
は 番目のユニットを勝者とする負の評価値を持つ学習ベクトル集合であ
る．3
 
，3

 
は，番目および勝者ユニットの競合層上での座標であり，&は，学習経過
とともに減少する近傍関数のパラメータである．

  参照ベクトル 
 
を更新する．
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ここで， は学習係数で， 5 のとき，式 'は次式となる．
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  	$～を既定回数繰り返す
 比較実験
図 'に，比較に使用したデータを示す．学習データ数は全 '点であり，そのうちの 点
だけが正の評価値  5 +(を持つものとし，残りの '点は全て負の評価値  5  +(を
持つものとする．図中，正の評価値を持つデータは	によって，負の評価値を持つデータ
はの記号によって表される．競合層の次元は 次元とし，参照ベクトル数は )として ((
回の学習を行った．
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図 ' 一括学習の比較に用いた学習データ集合．	は 5 +(のデータを，
は  5  +(のデータを表す．
図 &に，学習結果を示す．学習各手法において，学習の際のパラメータは，最終的に得
られる結果が同じになるように最適にチューニングされている．ここで用いた学習データ
集合は，そのほとんどが負の評価値を持つデータによって構成されているため，安定な学習
を行うことが極めて難しい．従来の逐次型・繰り返し学習則では，学習することすらできな
'
い．しかしながら，一括学習は，全ての手法において，参照ベクトル集合が正の評価値を持
つデータ間を内挿し，かつ負の評価値を持つデータを避けるように配置される，望ましい学
習結果が得られている．
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図 & "ネットワークの学習モードの結果．提案手法 4園尾らの方
法 9古川らの方法．横軸方向が入力空間，縦軸方向が出力空間を表す．図中
のラインは，"ネットワークの競合層における位相構造を表している．
図 )は，学習ステップとエネルギー関数値の関係を示すグラフである．ここでは，(回
の試行を行い，その平均値を示している．グラフ中のエネルギー関数の減少度合いに注目す
ると，園尾らの手法の収束がやや遅いが，提案手法と古川らの手法はほぼ (ステップ周辺
で収束している．しかしながら，最終的に収束する値はどの手法でも変わらない．
表 に学習に要した平均時間を計測した表を示す．コンパイラは  99を用い，オプ
&
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図 ) 学習の進行に伴うエネルギー関数値の変動．
ションによる最適化を行っている．また，各プログラムで，共通の処理を行う部分に関して
は記述が同じになるように調整し，比較を行っている．結果は (回の実行時間の平均値を
示している．古川らの手法が最も実行時間が短いが，提案手法が要する時間はおよそ 倍
程度である．
表  平均実行時間の比較
　 提案手法 園尾らの手法 古川らの手法
A1B  6	 )( ,6#	9. ( ,6#	9. ( ,6#	9.
以上の結果を踏まえ，各学習則の特長を纏めたものを，表 に示す．
各手法とも，様々なバックグラウンドから提案された手法であるが，ほぼ同様の性能を持
つと結論付けられる．その中でも，提案手法の特長は，直感的理解が容易であるアルゴリズ
ムという点であるといえる．
)
表  各学習則の特長
　 提案手法 園尾らの手法 古川らの手法
安定性 学習初期に振動的な 不安定な挙動を示す 比較的安定した
挙動を示す場合があるが， 場合が多い 学習が可能．
安定性は高い．
学習時間 高速 やや遅い 高速
制定時間 )#	$# 制定時間 )#	$# 制定時間 '+#	$#
A1B 6	 )(6# A1B 6	 (6# A1B 6	 (6#
パラメータ調整 やや煩雑 容易 容易
　 自由度高
パラメータ数  ) (
直感的な理解 容易 やや難しい 難しい
特長 直感的理解が容易 ;  /
 $ 9	 エネルギー関数から導出
従来手法の簡易な改良 を提案 された更新則
 おわりに
本章では，従来の逐次型・繰り返し学習則による "ネットワークの問題点を明らかに
し，簡易な一括学習型の "ネットワークを提案し，その特長について述べた．提案手法
によって，以下の問題点が解決された．
 学習結果の再現性が低い
 学習の安定性が悪い
 パラメータチューニングが煩雑である
また，他の一括学習手法との比較を行い，直感的理解が容易なアルゴリズムとしての特長を
有したまま，同様の学習結果が得られることを示した．
第 章では，本章で提案した一括学習則とファジィ推論による評価方法を組み合わせるこ
とによって，トレーラ・トラックの後退制御器の構築を行う．
(
第章 評価値をファジィ推論で与える自己組
織化関係ネットワーク
  はじめに
自己組織化関係 	 
 ! 
 "	 
# $% "ネットワークでは，試行錯誤によっ
て得られる任意の学習ベクトル集合とそれに対する評価値を用いて学習が行われることを第
章で述べた．"ネットワークの学習ベクトルに与える評価値は，設計者の主観に基づ
くものでも定量的なものでもよい．通常，制御問題に "ネットワークを適用する場合に
は，評価関数などによって定量的な評価を与える必要がある．従来，"ネットワークの
制御分野への応用研究においては，学習ベクトルに与える評価値を簡単な数式によって記述
していた ,+- '.．しかしながら，制御対象の非線形性が強い場合や取り扱う入出力の次元
が高次元になる場合など，複雑な問題を取り扱う際には評価値を数式によって与えることが
難しくなるという問題がある．
一方，人間が試行錯誤によって新しい知識を獲得する場合を考える．人間は，試行錯誤に
よって得られた結果を，自身が有する評価規範（もしくは他者から与えられる評価規範）に
よって評価し，新しい知識を獲得していく．その際に，評価規範は数式的な表現ではなく，
言語的な表現によって表される．"ネットワークが人間の知識獲得過程を計算機上で実
現するモデルであると考えると，学習ベクトルに対する評価段階に言語的表現を導入するこ
とによって，"ネットワークを適用できる範囲が広がることが期待できる．その際，設
計者の評価規範を常識的知識で言語的に記述する方法として，ファジィ推論が有効である．
本章では，自己組織化関係ネットワークの学習ベクトルに与える評価値をファジィ推論に
よって算出する手法を提案する．提案手法を，非線形制御のベンチマーク問題であるトレー
ラ・トラックの後退制御問題における制御器設計に適用しながら説明し，その有効性を示す．
節ではファジィ推論の特長について述べる．節では，トレーラ・トラックの後退制御
器の設計を通じて提案手法を説明する．節では，本章を総括する．
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図  "ネットワークの従来の応用研究における評価の与え方．時
刻 7 における原点からの距離が時刻 における距離と比較して小さく
なっているので，時刻 の入出力対の評価値は正となる．
 ファジィ推論による評価値の算出方法
従来，"ネットワークを制御器設計問題に適用する場合には，学習ベクトルの定量的
評価を簡単な数式によって表現していた ,+- '.．図 に，定量的評価の計算例を示す．図
中，は目標値に対する状態量の誤差， Cは誤差の時間微分を表す．制御目標は目標値に対
する状態量の誤差とその時間微分を (にすることであり，学習ベクトルに対する評価は次式
によって与えられた．
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式 は，時刻  7 における誤差と誤差の時間微分によって構成される平面における原
点からの距離が，時刻 における距離と比較して減少していれば，時間と共に状態量が目標
値に近づいていることを意味する．この場合，時刻 における学習ベクトルに対する評価値
は正となる．逆に，距離が増加していれば，時間とともに状態量が目標値から離れることを
意味し，評価値は負となる．以上をまとめると，誤差誤差の時間微分平面での原点からの
距離が毎時刻原点に近づくことを望ましいとしている．
しかしながら，倒立振子の振り上げ制御，劣駆動ロボットアームの位置決め制御やトレー
ラ・トラックの後退制御問題のように，短時間における単純な誤差の減少を記述するだけで
は適切な評価が不可能な制御問題も数多く存在する．このような制御問題では手続き的な処

理が必要となるが，"ネットワークは，時系列的な学習ベクトルを直接取り扱うことが
できない．そこで，このような制御を自己組織化関係ネットワークで実現しようとする場合，
手続き的な情報を評価の記述に含めることが必要になる．
さらに，評価値は設計者の知識によって与えられるが，知識のような曖昧さを含む情報を
数式によって表現することは一般的に難しいという問題がある．"ネットワークの学習
においては，学習ベクトルに与える評価値が学習の結果に大きな影響を与えるので，設計者
の有する知識の記述性が高い手法が望まれる．
ここでは，上記の問題を解決し，"ネットワークを複雑な制御問題（例えば，トレー
ラ・トラックの後退制御）に適用するために，ファジィ推論 ,(- - - - - +.を用い
た評価方法を提案する．ファジィ推論は以下のような特長を有する．
 曖昧さを含む経験的知識を，ファジィ	
ルール形式で容易に記述できる．
 ファジィ	
ルール集合による非線形系の記述は，数式を用いる手法より容易で
ある．
 もしファジィ	
ルールに誤りがあった場合，個別にルールを修正することがで
きる．
 ルールの記述に完全な厳密性が要求されない．
 実用的な非線形モデリング手法であり，多入力多出力系や非線形性が強い入出力関係
を容易に記述できる．
次節以降，トレーラ・トラックの後退制御問題を通して，提案する評価値の算出方法を説明
する．
 トレーラ・トラックの後退制御問題への適用
トレーラ・トラックの後退制御問題は，非線形制御におけるベンチマーク問題であり，制御
理論の研究 ,.,+.においても，ソフトコンピューティング主体の研究 ,+.,+.において
も，多く採り上げられている．
本研究では，セミ・トレーラタイプのトレーラ・トラックを用いる．本研究で使用するト
レーラ・トラックのモデルを図  に示す．トレーラ・トラックのパラメータと変数を表
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図  シミュレーションで使用したトレーラ・トラックのモデル．4"ネットワー
クを用いて設計すべき制御器の入出力関係．

表  トレーラ・トラックのパラメータおよび変数一覧．
:
	 	
トレーラの全長 5(6
:
	
トラックの全長 5(+(6
 トラックの速度 5(6D#
 トラックの前輪操舵角
 (
Æ
 &  (
Æ
)  	 : 
	に対するトラックの角度
 &(
Æ
 )  &(
Æ
  	 : 
	に対するトレーラの角度
 &(
Æ
   &(
Æ
( トレーラとトラック間の連結角度
 +
Æ
 (  +
Æ
.
	 	
トレーラ後輪軸中心の 8座標
1
	 	
トレーラ後輪軸中心の =座標
 トレーラ後輪軸中心と 	 : 
	間の距離
に示す トレーラは，回転可能なシャフトでトラックに連結されており，この一点を通
じて後方に押される．制御目標は，一定速度で後退するトレーラ・トラックを，前輪操舵角
を制御することによって様々な初期位置から 	 : 
	に追従させることである．トレー
ラ・トラックの後退制御は，難しい非線形制御問題である．トレーラ・トラックは，「ジャッ
クナイフ状態」と呼ばれる制御不能状態に容易に陥る．これは，トレーラとトラック間の連
結角度が容易に大きくなることに起因する．一度，連結角度が大きくなりすぎると，後退動
作だけでは制御可能な状態に復帰することはできない．
本研究で使用するトレーラ・トラックの運動学モデルは以下の式で表される ,+- ++.．
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ここで，は時間ステップ @はサンプリング時間 @ 5 +(,#	9.を表す ここで構築しよ
うとする制御器は， トレーラとトラックの連結角度 (・直線軌道に対するトレーラの角度
・直線軌道からトレーラ後輪軸中心までの距離 を入力とする．出力は，トラックの前輪
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図  "ネットワークの学習のための学習ベクトル生成手順
操舵角度 である 図  4
図 に，学習ベクトル獲得の過程を示す．はじめに，時刻 におけるトレーラ・トラッ
クの状態 (- - がランダムに与えられる．次に，時刻 におけるトラックの前輪
操舵角 がランダムに与えられる．これらの値が学習ベクトルを構成する要素になる．
前輪操舵角を与えた結果として，7と 7におけるトレーラ・トラックの状態が，式
で表される差分方程式モデルを用いて算出される 設計者は，この結果を鑑み，
ファジィ推論によって制御器の入出力関係を評価する．評価を行うためのファジィ	

ルールを記述するために，以下の つの基本的な制御戦略を考える．
制御戦略  
もし，トレーラとトラック間の連結角度 (が大きければ ジャックナイフ状態に陥るのを防
ぐ行動を取らねばならない
制御戦略 
もしトレーラが 	 : 
	から離れる方向に進行している場合，トレーラが 	 : 
	
に近づく方向に進行するような行動を取らねばならない
制御戦略 
もし，トレーラが目標進行方向と逆方向に進行している場合，トレーラが目標進行方向に進
むように進路を修正するような行動を取らねばならない

制御戦略 
制御戦略 から が満たされている場合 トレーラ・トラックは，距離 と角度 をトレー
ドオフしながら  	 : 
	に接近するような行動を取らねばならない 一度トレーラ・ト
ラックが 	 : 
	に追従したら連結角度 (を (に保つような行動を取らねばならない
この制御戦略は，トレーラ・トラックのダイナミクスを熟知していなくても，常識的な知
識で十分思いつくことができる程度のものである．さらに，これらの制御戦略の中には，操
作量である前輪操作角 をどのように操作するべきかという情報は含まれていない．
これらの制御戦略は，ファジィ	
ルール 式 'および，メンバーシップ関数（図
+）によって表現される
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ここで，と はルールと入力変数の添え字を表す 
	
と
 
はルール数と入力変数の数を
表す 

はファジィ集合のラベルを表す 以降，表現の簡潔化のために学習ベクトルの添え
字 を省略する．ルールの前件部は，トレーラ・トラックの状態を表す．前件部ファジィ集合
は，５つのラベル，>1: 1#  *	= : 	? >1 1#  *	= 6? >E" /$$8 6	=
E	? >2 2	  *	= 6?，>2: 2	  *	= : 	? によって表現される 実際に
ファジィルールテーブルを構築する際は，式 'における つの後件部変数のうち，どの
変数の誤差を減少させるべきかという状況判断に基づいてルールを記述する．
例えば ルール前件部が，(51: 5>3
F 9	? 
3 5>3
F 9	?と与えら
れた場合，後件部変数としては 

が選ばれる．このファジィ	
ルールは，制御戦略
に基づくものである．図 + 4のルールテーブル上では最上段の枠に位置する．
別の例として，ルール > (  # 1   # 1 
3   # 1: GH2 I? の場合，後
件部変数としては

が選択される．なぜならば，が 1:であるからである．このルー
ルは，ルールテーブル 図 + 4上の最上段の枠の直下に位置する．同様の手順にて図
+ 4のルールテーブルにおける残りのルールを記述する
後件部は，式 &(の計算結果として，定数で与えられる
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図  誤差の減少分から評価値への変換および正規化処理の概要．
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これらの評価値は，誤差の減少分をシグモイド状の関数によって(から (の範囲に正規
化した値である．正規化の概要を図 に示す．ここで，正規化にシグモイド状の関数を使
用した理由は，(付近における評価を強調するためである．係数  

  

および  

はシグモ
イド状関数の傾きを決定する．各係数は誤差の減少に関する最大値の (倍とした 具体的
には， 
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評価値算出のファジィ推論法としては，$39#6重心法 ,	  ).を用いた．はじめに，
入力されたトレーラ・トラックの状態と各ファジィ	
ルール間の適合度が以下のよう
に算出される．
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ここで #
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は，ファジィ集合

のメンバシップグレードを表す．.

は入力変数を表
す（即ち，.
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 最終的に，以下の式によって評価値 が
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算出される．
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以下に，具体的な評価値の算出例を示す 時刻  におけるトレーラ・トラックの状態が
( 5 +(
Æ
  5  (+(
Æ

3  5  +(6のように与えられたとする はじめに
各メンバシップグレード #
 

.

が，図 + に示されるように算出される 具体的な
値は，#
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 5  +( 5 (+と
なる 次に，各ファジィ	
ルールの適合度が式 によって算出される この例の
場合，&個のルールが非零の値を有する（図 + 4におけるメッシュの部分に相当する．
具体的な値は，"
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なる 最終的に，評価値は式 によって以下のように与えられる
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ここで 

 

および 

は，式 &(によって与えられる．具体的な値は，トラッ
クの前輪操舵角を試行錯誤的に与え，時刻後の状態を観測することによって確定する．
上記の手順によって，つの学習ベクトル (- - - が評価値とともに得
られる
 計算機シミュレーション
提案手法を用いて，トレーラ・トラックの後退制御の計算機シミュレーションを行った．学
習ベクトルと評価値の獲得は前節の手順に従って行った．学習ベクトルとして，各変数につき
)点，合計 +点を規則的にサンプリングした．ただし，目標値付近での挙動を安定にする
ために， (- - - -

 5 (+(- (+(- (+(- (+(- +(となる学習ベクトルを，学習ベクトル集合
に ((個恣意的に追加した．学習回数は ((回 ユニットは 次元の競合層上で ++5+
個配置した．学習係数は，( 5 +(   5 (+( ( 5 (+   5 (+((+
&( 5 ++( &  5 (++ &
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 '
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図 + 評価に使用した メンバーシップ関数と 4ファジィ	
ルール
テーブル．
+(
ここで，実行モードは付録に示すものを使用し，式 におけるパラメータ は，学習
後の参照ベクトルの分布等を考慮し，経験的に  5 と決定した．
  獲得した入出力関係
設計した制御器の入出力関係は 次元空間（入力 出力）で表されるので，直接可視化
することはできない．そこで，を(6 (6 (6 (6 (6の +点固定とし，残りの
入力 出力の関係について図  	に示した さらに，獲得した入出力関係の説明を
分かりやすくするために，図中 &に番号を付し，図 'にその状態を示す．
まず，図 9の は制御目標が達成された状態であり，状態量が全て (である場合に，
操作量として (を出力するという入出力関係を表している．これは，図 'で表される状
態と対応する．図 9の の状態は，連結角度が正方向に大きくなりすぎた場合に，正
の最大操作量を出力することによって，ジャックナイフ状態を回避するという入出力関係を
表す．逆に，図 9の の状態は，連結角度が負方向に大きくなりすぎた場合に，負の
最大操作量を出力することによって，ジャックナイフ状態を回避するという入出力関係を表
す．これらは，それぞれ図 '4，9で表される状態と対応する．連結角度が正もしくは
負に大きい場合に，ジャックナイフを回避する操作は図 	すべてに共通して獲得さ
れている．これらは，連結角が大きくなりすぎることによってジャックナイフ状態に陥るこ
とを最優先で回避する操作を表している 制御戦略  一度トレーラ・トラックがジャック
ナイフ状態に陥ってしまうと，他の状態がどんなに良い値を示そうとも，再び制御可能な状
態に復帰することはできない．
図 3の は， 	 : 
	に対してトレーラの向きが垂直で，連結角度が (，かつ
距離が負の状態を表す．この場合，目標進行方向へと進路を変更しながら 	 : 
	に接
近するために，正の操作量を与えている．正の操作量が与えられることによって，連結角度
が負方向に大きくなり，トレーラを目標進行方向に進ませることができる．一方，図 4
の +は，図 3の の状態に対して， 	 : 
	について線対称な状態を表してい
る．この場合，負の操作量を与えることによって，連結角度が正方向に大きくなり，トレー
ラを目標進行方向に進ませることができる．これらは，それぞれ図 '3，	で表される
状態と対応する．また，この関係は，主に制御戦略 によって獲得される．
図 の は， 	 : 
	に対してトレーラの向きが平行で，連結角度が (，かつ距
離が正に大きい状態を表す．この場合，連結角度を負に大きくしながら， 	 : 
	に接
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図  学習によって獲得された"ネットワークの入出力関係．5(6の
場合．45(6の場合．95((6の場合．35(6の場合．	35(6
の場合．図中 &の指し示す点は，後出の，学習によって獲得されたトレー
ラの姿勢に対する望ましい操作量の例 と対応する．
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図 ' 学習によって獲得されたトレーラの姿勢に対する望ましい操作量の例．
は，前出の望ましい入出力関係を表す図中の番号 &と対応する．
+
近する必要があるので，正の操作量が与えられている．一方，図 	の 'は，図 
の の状態に対して， 	 : 
	について線対称な状態を表している．この場合，負の
操作量を与えることによって，連結角度が正方向に大きくなり，トレーラを 	 : 
	に
接近させることができる．これらは，それぞれ図 ' で表される状態と対応する．
図 4の &は， 	 : 
	に対してトレーラが平行で連結角度が (かつ距離が正で
ある状態を表す．ただし，トレーラトラックの進行方向が，目標進行方向と逆方向になって
いる状態である．この場合，連結角度を大きくして転回し，目標進行方向へと早急に進路を
変更する必要があるので，正に最大の操作量が出力される．これは，図 'で表される
状態と対応する．また，この関係は，主に制御戦略 によって獲得される．
以上の結果より，制御を適正に遂行するための非線形の入出力関係が，試行錯誤によって
自己組織的に獲得されていることが分かる．次項で，実際にトレーラ・トラックを様々な初
期位置から制御した例を示す．
 制御結果
設計した制御器を用いて，様々な初期状態から制御を行った結果を図 & に示す
それぞれの図において，トレーラ・トラックが移動できる空間は ((6&(6となってい
る トレーラトラックは，どのような初期状態からも，ジャックナイフ状態に陥るのを避け
ながら， 	 : 
	に追従することができている．ここに示す結果は， 	 : 
	に対し
て片側から追従する場合のみを示しているが， 	 : 
	に関して線対称な初期状態から
も同様の軌跡を描いた上で制御目標を達成することができる．これらの結果より，制御にと
される適切な操作が，専門化の知識や明確な教師信号なしで，"ネットワークの学習に
よって得られたことがわかる．
 斥力学習の効果
図 )は，制御器設計における斥力学習の効果を示す実験結果である．斥力学習にお
いては，学習係数 と の比率が支配的なパラメータとなる．本実験においては，学習係
数 と の比率を変えた つの制御器を設計した．制御器 は前節で設計したものと同一
の制御器である．すなわち，結果が最良となるようにパラメータ調整された制御器である
( 5 (+，  5 (+((+ 制御器 は，学習係数 以外は制御器 と同じ条件で構
成されている．以下に条件をまとめて示す．
+
 制御器  ( 5 (+，  5 (+((+
 制御器  (5((   5 (+( （斥力学習を行わない場合）
 制御器  (5(   5 (+(（若干強い斥力学習を行う場合）
 制御器  (5(   5 (+(+（極めて強い斥力学習を行う場合）
つの制御器を用いて，つの典型的な初期状態から制御を行った結果を図 )に示す 図
) では初期状態を，(5(Æ 5)(Æ 5(6とし，図 ) 4では(5(Æ 5&(Æ 5+6
とした すべての制御器が，最終的にトレーラ・トラックを  	 : 
	に追従させること
ができている．特に，斥力学習を用いなかった場合（制御器 ）でも， 	 : 
	には追
従することができている．このことから，斥力学習は制御の結果に致命的な影響を与えるも
のではないことがわかる．
図 (は制御器 と制御器 の入出力関係の差分を示したものである．図中 
 %%
が，
つの制御器間での操作量の違いを表している．すなわち，
 %%
は制御器 の から制御器
の を引いた値である この結果から，斥力学習を用いた場合と用いない場合では，その
出力に大きな違いが生じることがわかる．制御器 を用いた場合のトレーラ・トラックの移
動軌跡を図  4に，制御器 を用いた場合の軌跡を図  9 3に示す．制御器
を用いた場合には，オーバーシュートや収束の遅さなどの望ましくない現象が観測されて
いる．一方で，制御器 のように，極めて強い斥力学習を行った場合にも，同様の現象が観
測される．制御器 のように，若干強い斥力学習を行った場合には制御器 によって得ら
れた結果と近い結果が得られている．
今回設計したコントローラは入出力を合わせて 次元の空間で構築されており，学習ベク
トル集合の分布や構造を詳細に調べることは難しい．学習ベクトル集合の構造を詳細に知る
ことができない場合，"ネットワークの競合層の構造（ユニット数や競合層の形状）を
適切に設計することが難しくなる．このような状況下で，斥力学習を用いない学習を行った
場合，負の評価値を持つ学習ベクトルが分布する領域に参照ベクトルが配置される場合があ
り，制御性能を劣化させる原因となる．斥力学習を用いることによってこのような問題を回
避することができるが，斥力学習には適切な強度が存在し，過剰に強すぎても弱すぎても良
くないことがわかる．
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図 & 学習後の "ネットワークを用いて制御を行った結果．
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図 ) 斥力学習の強度の違いによる制御結果の違い．初期状態を ( 5 (Æ
 5 )(
Æ， 5 +(6とした場合．4初期状態を ( 5 (Æ  5 &(Æ， 5 ++6と
した場合．
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図 ( 制御器 と制御器 における入出力関係の違い．  5 +(6の場
合 4  5 +(6の場合 9  5 (+(6の場合 3  5  +(6の場合 	
 5  +(6の場合
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図  斥力学習の強度を変えた学習により構築された制御器による制御結果
の違い 4制御器 による場合．93制御器 による場合． 初期状態%
 9 (5(
Æ
 5)(
Æ
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Æ
 5&(
Æ
 5+6
 実機実験
実機実験システムの構成を図 に示す．つのAAKカメラを備えたモーションキャプ
チャシステムによって，トレーラ・トラック上部に取り付けられた球形カラーマーカを 次
元トラッキングする．得られたカラーマーカの座標は，ディジタル Dボードを通して制御
用のパーソナルコンピュータに取り込まれ，状態量への変換が行われる．変換によって得ら
れた現在の状態量 ( が "ネットワークに入力され，操作量である前輪操舵角 が出
力される．操作量 は，KD/コンバータを通してトレーラの制御回路へ送られ，無線通信
によってトレーラが制御される．"ネットワークの参照ベクトルは，計算機シミュレー
ションによって獲得されたものを使用した．
図 は実機実験の結果の一例を示している．各写真は 秒おきに撮影されている．写
+)
真中の床に張られた黒いラインが，追従すべき 	 : 
	である．トレーラ・トラックの
初期状態は，図  に示す状態 ( 5 (Æ  5 )(Æ， 5 +(6 とした．ただし，撮影の視
点が 秒経過後に変わっている．図  の右端が，図   の左端とほぼ一致する
一度，トレーラ・トラックの連結角度を大きくした後に，トレーラ・トラックの連結角度を
徐々に小さくしながら，最終的に 	 : 
	に追従できている また，図 は初期状態
を ( 5 (Æ  5 +Æ， 5 ++とした場合の結果を示しており，最終的に 	 : 
	に追
従できていることが確認できる．この他の初期位置からも実験を行い， 	 : 
	に追従
できることを確認した
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図  実機実験に使用したシステムの概要
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図  実機を用いた制御結果．初期状態を ( 5 (Æ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図  実機を用いた制御結果．初期状態を ( 5 (Æ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た場合．
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 おわりに
本章では，ファジイ推論を用いて "ネットワークの学習ベクトルに対する評価値を算
出する方法について述べた．提案手法の特長は以下に挙げる通りである．
 制御対象の詳細な数学モデルがない場合，ダイナミクスに関するエキスパートの知識
がない場合でも，所望の動作に関するルールをファジィ	
ルールによって列挙
するだけでよい．
 知識のような曖昧さを含む情報を記述する場合，数式表現より優れている．
 評価を記述する 	
ルールは，各々が独立に調整可能である．また，数式表現の
場合は局所的な調整が難しいが，提案手法では容易である．
 トレーラ・トラックの後退制御のように，目標達成のために手続き的な処理が必要な
場合の評価の記述が 	
ルールを列挙することによって容易に実現できる．
さらに，"ネットワークのハードウェア化を考える場合，評価値をファジィ推論で与える
ことの利点が考えられる．章で解説したように，"ネットワークのアルゴリズムは，自
己組織化マップを主体とした学習モードと，簡略型ファジィ推論を主体とした実行モードか
ら成り立っている．提案手法を用いる場合，ファジィ推論エンジン部を共有することによっ
て，特別に新しいハードウェアを付加することなく評価部分の機能を実装することができる
という利点が考えられる．

第章 適応的学習を行う自己組織化関係ネッ
トワーク
  はじめに
本論文の第 章で述べたように，自己組織化関係 	 
 ! 
 "	 
# $% "
ネットワークの学習モードは
	
の自己組織化マップの学習則を基に構成されている．
その違いは，入力ベクトル空間と出力ベクトル空間を連結した空間において学習を行う点
と，学習ベクトルが持つ評価値に基づいて参照ベクトルの更新を行う点である．"ネット
ワークを未知環境下で自律的に行動するロボットなどに応用しようとする場合，様々な問題
が生じる．例えば，競合層の構造やパラメータのスケジューリングが不適切な場合に，設計
者の意図する学習結果が得られないという事が挙げられる．この問題は，"ネットワー
クが自己組織化マップのアルゴリズムに基づいて構成されていることに起因する．
本章では，"ネットワークにおいて，
	
の自己組織化マップを基にした学習を
行うことによって生じる問題点を考察する．その上で，"ネットワークの，「自己組織化
学習を行う」，「試行錯誤とその評価から学習を行う」という基本概念を継承したまま，新た
な学習の枠組みを提案する．具体的には，適応的に構造が決定される "ネットワークを
提案する．これにより，予め学習ベクトル集合の構造が良く分からない場合にも "ネッ
トワークの適用を可能にする．さらに，適応的学習への改良における副次的な効果として，
"ネットワークのワンパス学習が可能になるので，同時に考察を行う．本章の構成は次
のとおりである．節では，従来の "ネットワークの問題点について述べる．節で
は，提案する適応的学習を行う "ネットワークについて述べる．さらに，提案手法によ
るシミュレーションを行い，その特長を示す．節では本章を総括する．
 従来の
ネットワークの問題点と提案手法
本論文の第 章で述べた "ネットワークの逐次型・繰り返し学習則と第 章で述べた一
括学習則は，共に
	
の自己組織化マップを基にしたアルゴリズムである．"ネッ

トワークの学習では，
	
の自己組織化マップと同様に，競合層の次元と位相構造を
予め定め，その構造に基づいて競合学習が行われる．しかしながら，自律的に望ましい入出
力関係を獲得するシステムに "ネットワークを実応用する際，競合層の存在が大きな問
題となる場合がある．競合層の構造（次元やユニット数）は，学習するデータ集合の本質的
な構造にあわせて適切に決定される必要があるが，実際の応用に際しては，事前に学習デー
タ集合の構造が詳細に分からない場合がある．競合層の構造が適切に設計されない場合，設
計者の意図する学習結果を得ることができない．

	
の自己組織化マップにおいても，設計した競合層の構造と学習ベクトル集合の
位相構造のミスマッチによって，学習の結果に悪影響を生じる可能性が示唆されている ,+'.．
例えば，学習ベクトルの本質的な構造が 次元であるにもかかわらず，次元のマップを使
用するような場合や，周期的な構造をもつデータ集合に対して境界をもつ構造の競合層を設
計した場合などである．このような位相構造の不一致がもたらす悪影響を回避する自己組織
化アルゴリズムが提案されており，それらは以下の つの枠組みに大別できる．
 参照ベクトル集合の位相構造を学習前に規定するアルゴリズム．
 参照ベクトル集合に位相構造を規定せず，学習データ集合の分布近似だけを行うアル
ゴリズム．
 参照ベクトル集合の位相構造を学習前に規定せず，学習の過程で学習データ集合の本
質的な構造を抽出するアルゴリズム．
には，まず
	
の自己組織化マップ自体が相当する．自己組織化マップでは，学習前
に 次元もしくは 次元の競合層構造とユニット数を決定する必要がある．一方で，
	

の自己組織化マップのアルゴリズムを改良し，ユニット数を学習データ集合にあわせて生成
的に決定する手法として，M 
 A	 9	# MA,+&.や K=
6 9 A	 9	
KA,+).が提案されている．これらの手法では，学習を通じてユニット数が増えるが，事
前に決定した競合層の位相構造を変えられないという問題が残る．に相当する代表的な
アルゴリズムとして，ベクトル量子化を目的とした自己組織化学習手法である 2	 M#
2	 2M2 ,(.が提案されている．2M2では，位相構造を定めない代わりに，0の
特長であるトポロジカルマッピングが行われないので，学習後にマップを得ることができな
い．さらに，2M2では近傍の決定時に順位付けの計算を行う必要があるため，計算コストが
高いという問題もある．に相当する代表的なアルゴリズムとして，A6$	  *	 G	44 

+
"	AG",. $ = "	$	#	
 
 2	 "2 ,.などが提案されている．AG"
は予め任意アルゴリズムによって配置された参照ベクトル間をリンクで連結することによっ
てデータ集合の位相構造を抽出する．AG"はベクトル量子化・データ分布の近似を行う機
能を有しないので，他のベクトル量子化アルゴリズムなどと組み合わせて使用する必要が
ある．"2は，2M2の学習によって学習データ集合の分布を近似した後，AG"によって
学習ベクトル集合が持つ本質的な構造を抽出するアルゴリズムである ．抽出された構造は，
主成分分析や 66
F# 0$$ 
 ,.などの低次元化手法によって可視化することができ
る．ゆえに，2M2による高精度のベクトル量子化とデータ構造の可視化が同時に実現でき
るという点で優れているが，学習前にユニット数を適切に定めなければならないという問題
点は残る．一方，学習の過程でデータの位相構造を抽出する機能とユニットの動的生成機能
を有するM 
 2	 M# M2M,. : 	
 :	
 
 A	 9	# ::A,.
H** 
 	 
 ! 
 0$# H0,+- .も提案されている．これらの自己組織化ア
ルゴリズムを "ネットワークの学習に用いることによって，データ集合と競合層の位相
構造の不一致による悪影響を排除することが出来ると考えられる．
さらに，"ネットワークの実応用に際して，未知の学習データ集合や時変な学習デー
タ集合に対して，学習係数等のパラメータをどのようにスケジューリングするかという問題
が生じる．前述の自己組織化アルゴリズムは，学習パラメータのスケジューリング方法とい
う観点から，以下の つの枠組みに大別できる．
 学習データ集合のデータ分布近似と位相構造の抽出を独立に 段階で行うアルゴリ
ズム
 学習係数や近傍係数等のパラメータを時間的にスケジューリングする必要があるアル
ゴリズム
 学習過程で，学習係数や近傍係数等のパラメータが一貫して固定であるアルゴリズム．
に相当する代表的なアルゴリズムが，"2である．分布の学習と位相構造の学習が 段
階に分かれるアルゴリズムの場合，追加学習，再学習や適応学習が難しく，ロボットの自
律的行動獲得や時変環境下での適用は難しい．に相当する代表的なアルゴリズムとして，
0や2M2が相当する．通常，0や2M2の学習では学習パラメータを単調減少させ
ることによって学習を収束させる．これらのアルゴリズムは，学習パラメータを大きくする
 
の学習と の処理を同時に行う も存在するが，学習の精度，安定性の面で劣る．

ことによって再学習が可能となるが，その調整が難しいという問題がある．に相当する代
表的なアルゴリズムとして，MA KA M2M ::A H0が相当する．これらのアル
ゴリズムでは，学習のパラメータが一貫して定数で与えられる逐次型・ワンパス学習則を採
用している．逐次型・ワンパス学習則とは，学習ベクトルがリアルタイムかつ継続的に得ら
れる状況下において，得られた学習ベクトルを 度だけネットワークに提示することによっ
て所望の学習を完了するという手法である．これらのアルゴリズムを "ネットワークに
導入することによって，未知環境下・時変環境下においてもパラメータスケジューリングを
意図することなく使用することが出来るようになる．
以上，"ネットワークの応用に際して生じる つの問題と，それらを解決する自己組織
化アルゴリズムについて述べた．以上を鑑みると，"ネットワークの学習を，
	

の自己組織化マップを主体にした構成から，M2M ::A H0等を主体にした構成に改
良することによって つの問題が同時に解決できると考えられる．特に，これらの手法の中
でも H0は，M2Mや ::Aに比べて計算コストが低いと ,.いう特徴を有する．次節
では，H0のアルゴリズムに評価値付きのデータを学習させる機構を付加したアルゴリ
ズムを提案する．
 適応的学習を行う
ネットワークの提案
本節では，適応的学習を行う "ネットワークを説明する．提案手法の構成を図 +に
示す．提案手法は，章で述べた "ネットワーク同様に， 個の参照ベクトル集合，
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から構成される．参照ベクトル 
 
は，入力ベクトル
 
と出力ベクトル
 
を連結したベク
トルである．各参照ベクトルは，受容野半径 と活性度  
 
をもつ．提案手法は，競合層を持
たない構造なので，学習以前に参照ベクトルの個数や位相構造を定める必要はない．さらに，
学習係数や近傍係数などを，学習の経過に合わせてスケジューリングする必要もない．その
代わりに，設計者は，受容野半径というパラメータを学習前に定数として決定する．学習ベ
クトルも従来手法と同様に，入力ベクトルと出力ベクトルを連結したベクトル   5 ,

-

.
とする（以降，特に必要がない場合を除いて，添字を省略する）．提案手法の学習は次の手
順に従って進められる．
手順  参照ベクトルが存在しない状態から学習を始める．
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図 + 適応的学習を行う "ネットワークの構成．
手順   学習ベクトル   をネットワークに提示する．もし，参照ベクトルが存在せず，現在の
学習ベクトルの評価値 が事前に定めた閾値 
	
を上回る場合には，現在の学習ベ
クトルの位置に最初の参照ベクトルを生成する．
手順  現在の学習ベクトルと既存の参照ベクトル間の類似度を計算する．通常はユークリッ
ド距離を用いる．学習ベクトルから最近傍の参照ベクトルまでの距離が受容野半径 
よりも大きい場合には，現在の学習ベクトルの位置に新しい参照ベクトルを生成する
ために，手順 に進む．
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学習ベクトルから最近傍の参照ベクトルまでの距離が受容野半径 よりも小さい場合
には，既存の参照ベクトル集合を更新するために，手順 に進む．
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手順  新しい参照ベクトルを現在の入力ベクトルの位置に配置する．


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新しい参照ベクトルから，最近傍となる２つの参照ベクトルに対してリンクを生成
する．手順 +に進む．
手順  現在の学習ベクトルに対する勝者 
とその近傍 の更新を行う．勝者 
とその最近傍
となる参照ベクトル間にリンクが存在しない場合は，リンクを生成する．ここでは，
勝者 
からリンクが張られている全ての参照ベクトルの集合を近傍集合 
と定義
する．
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ここで，
 
は，更新前の状態において，勝者 
と 番目の参照ベクトル間に張られ
たリンクの結合強度を表す．番目の参照ベクトルの近傍係数は，以下の式によって定
義される．
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次式によって，現在のデータに対する参照ベクトルの更新量を算出する．
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ここで，，はそれぞれ，引力学習・斥力学習の学習係数である．参照ベクトルの更
新後，勝者に接続しているリンクの結合強度を次式によって更新する．

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ここで，*は，リンクの結合強度に関する忘却係数である．結合強度が (以下の場合，
リンクを削除する．さらに，勝者と近傍の活性度を次式によって更新する．
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ここで，Æは，参照ベクトルの活性度に関する忘却係数である．活性度が (以下の場
合，参照ベクトルおよび接続しているリンクを削除する．
)
手順  結合強度が最も弱いリンクを 

ステップごとに削除する．以後，学習ベクトルが提示
される間，上記の手順を繰り返す．
提案する学習則の特長を以下にまとめる．
 従来の "ネットワーク同様，学習ベクトルと評価値を用いた自己組織化学習を行う
 学習前に定める参照ベクトルの受容野半径によって，参照ベクトル数が決定される．
したがって，学習前にネットワークの構造を決定するという煩雑な手続きがない．受
容野半径を大きく定めておけば，大まかな近似が可能であり，半径を小さくするほど
詳細な近似が可能となる．
 参照ベクトル間に張られるリンクによって，自己組織的に学習ベクトル集合の位相構
造が抽出される．参照ベクトル周辺に正の評価値を持つデータが分布している場合に
はリンクの結合強度が強化される．一方，参照ベクトル周辺に負の評価値を持つデー
タが分布している場合には，結合強度が弱化される これは，0 
	!らによって提
案されたA6$	  *	 G	44 
 "	,.の考え方にデータの評価値を導入したもので
ある．
 学習ベクトルが提示された際に，既存の参照ベクトルの受容野に入っていれば，その
周辺のみで局所的な学習が行われる．ゆえに，安定性－可塑性のジレンマが問題にな
らない．
 参照ベクトルは活性度を有しており，活性度の低い参照ベクトルは刈り込みが行われ
る．参照ベクトル周辺に正の評価値を持つデータが分布している場合，活性度は上昇
する．一方，参照ベクトル周辺に正の評価値を持つデータが分布している場合，活性
度は上昇する．
 データを 度だけネットワークに提示することで学習が完了する逐次型・ワンパス学
習則であり，繰り返し学習を必要としない．
以上，特長について述べたが，従来手法に比べて，提案手法が優れた点ばかりとはいえない．
特に，逐次型・ワンパス学習は逐次学習則なので，学習精度の面で問題がある．さらに，学
習結果がデータの提示順序に大きく影響を受けるという問題もある．
ここまでで，提案する学習則について説明したが，実際の入力に対して出力を生成する実
行モードについては，付録で述べるタイプの実行モードを使用する．
'(
表 + 従来手法を用いた場合の学習条件
　 次元の競合層を用いた場合 次元の競合層を用いた場合
参照ベクトル数 (（次元配置） ''5)（次元配置）
学習回数 ((回 ((回
引力学習係数  (
 ((（指数関数状減少） (
 ((指数関数状減少
引力学習係数の時定数 '

( (
斥力学習係数  (
 ((（指数関数状減少） (
 ((指数関数状減少
引力学習係数の時定数 '

( (
近傍のパラメータ & (
 (（指数関数状減少） '
 (指数関数状減少
近傍係数の時定数 '

( (
斥力学習範囲に関する係数 &
	
( (
 適応的学習を行う
ネットワークの基礎実験
ここでは，前節で提案した学習則を用いたシミュレーションを行い，その特性を示す．
 多価関数の学習
本小節では，望ましい入出力関係が多価関数となる場合の学習について，従来の "ネッ
トワークの学習則と，提案手法とを比較する．ここでは，次式，および図 +に示すよう
に，望ましい入出力関係を表す多価関数の存在を仮定して学習用ベクトルを生成する．
1

5 (++ # 
5. 7 (++
1

5 (++ # 
5.  (++ +(
まず，一様乱数 /


, +( % +(.- /

, +( % +(.を用いて学習ベクトルをランダムに生成する．
次に，次式によって，評価値を与える．
 5   (

+
ここで，

は，学習ベクトルから望ましい入出力関係を表す多価関数までの距離を表す．上
記の手順で生成した学習ベクトル集合を，図 +4に示す．図 +4中，○と×はそれぞ
れ正および負の評価値を持つ学習ベクトルを表し，各 +((個ずつ存在する．
従来手法において，競合層を 次元および 次元にした場合の学習条件を表 +に，提案
手法における学習条件を表 +に示す．図 +に，従来手法で競合層を 次元・次元にし
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図 + 望ましい入出力関係が多価関数で表される場合．シミュレーション
に際して仮定した望ましい入出力関係を表す多価関数．4乱数を用いて生成し
た学習ベクトル．○は正の評価値を持つデータを表し，×は負の評価値を持つ
データを表す．
て学習を行った場合の学習結果を示す．競合層が 次元の場合は，望ましい入出力関係を表
す つの関数上に参照ベクトルが分布しているのがわかる．しかし，近傍関係を表すリンク
が，本来不連続である つの関数にまたがって張られており，完全なトポロジカルマッピン
グが実現されているとは言いがたい．競合層が 次元の場合は，望ましい入出力関係を表す
つの関数間に参照ベクトルが残ってしまっているのがわかる．また，参照ベクトル間の隣
接関係を表現するマップは完全にねじれを生じており，トポロジカルマッピングが行われて
いるとはいえない．このように，データの構造に対して，競合層の設計が適切でない場合に
はしばしばこのような問題が生じる．特に，図 +4のように，参照ベクトルが不適切に
配置されると，実行モードで生成する入出力関係に悪影響を与える．
提案手法による学習の結果を図 +に示す．提案手法では，局所的に 次元となっている
箇所があるが，概ね 次元の位相構造を抽出することができている．また，つの関数で表
現される望ましい入出力関係が，つの 次元データ構造で示されている．これは，つの
競合層を持つ従来手法では，実現することができない．
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表 + 提案手法を用いた場合の学習条件
受容野半径 (+
学習回数 回 (((点のデータを 度ずつ提示
引力学習係数  ((+
斥力学習係数  (((+
リンクの忘却係数 * (&
活性度の忘却係数 Æ (
参照ベクトル生成の閾値 
	
((
リンク削除のタイミング 


斥力学習範囲に関する係数 &
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図 + 従来手法の学習結果．競合層を 次元にした場合． 4競合層を 
次元にした場合．
  データ構造の抽出
本小節では，提案手法が，自己組織的にデータの本質的な構造を抽出できることを示す．
ここでは，望ましい入出力関係を表す多価関数の存在を仮定して学習用ベクトルを生成する．
本実験で使用する望ましい入出力関係を図 ++に示す．望ましい入出力関係は，大きく分
けて つの部分から構成される．最も左側に位置する円は，入力に対して，望ましい出力が
多数存在することを意味する．この領域では，学習ベクトルが 次元の構造で分布する．中
間の，.軸に対して水平なラインは，入力に対して望ましい出力が唯一つ決まる，すなわち
価関数で表される入出力関係を表す．この領域では，学習ベクトルが 次元の構造で分布
する．最も右側に位置する中空の円形部分は，入力に対して望ましい出力が つ存在する，
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図 + 提案手法による学習結果（ワンパス学習）．
すなわち 価関数で表される入出力関係を表す．この領域では，学習ベクトルが 次元の構
造で連続に分布する．
まず，一様乱数 /


, ++ % +'+.- /

, +( % +(.を用いて学習ベクトルをランダムに生成
する．次に，次式によって，評価値を与える．
 5   (

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ここで，

は，学習ベクトルから望ましい入出力関係を表す多価関数までの距離を表す．上
記の手順で生成した学習ベクトル集合を，図 ++4に示す．図 ++4中，○と×はそれぞ
れ正および負の評価値を持つ学習ベクトルを表し，各 (((個ずつ存在する．
表 + 従来手法を用いた場合の学習条件
　 次元の競合層を用いた場合 次元の競合層を用いた場合
参照ベクトル数 ((（次元配置） ((5((（次元配置）
学習回数 ((回 ((回
引力学習係数  (
 ((（指数関数状減少） (
 ((指数関数状減少
引力学習係数の時定数 '

( (
斥力学習係数  (
 ((（指数関数状減少） (
 ((指数関数状減少
引力学習係数の時定数 '

( (
近傍のパラメータ & ((
 (（指数関数状減少） (
 (指数関数状減少
近傍係数の時定数 '

( (
斥力学習範囲に関する係数 &
	
( (
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表 + 提案手法を用いた場合の学習条件
受容野半径 (
学習回数 回 (((点のデータを 度ずつ提示
引力学習係数  (
斥力学習係数  ((
リンクの忘却係数 * (&
活性度の忘却係数 Æ (
参照ベクトル生成の閾値 
	
((
リンク削除のタイミング 


斥力学習範囲に関する係数 &
	
(
従来手法において，次元および 次元の競合層を用いた場合の学習条件を表 +に，提案
手法による学習条件を表 +に示す．図 +に競合層を 次元・次元にして学習を行った場
合の学習結果を示す．競合層が 次元の場合は，望ましい入出力関係を表す領域上に参照ベ
クトルが分布しているのがわかる．しかし，次元にデータが分布する領域においても，近
傍関係を表すリンクが 次元のリンク構造で表現されている．すなわち，トポロジカルマッ
ピングが実現されているとは言いがたい．競合層が 次元の場合は，望ましい入出力関係を
表す領域以外にも参照ベクトルが配置されてしまっているのがわかる．また，参照ベクトル
間の隣接関係を表現するマップにねじれを生じている部分があり，トポロジカルマッピング
は不完全にしか行われていない．このように，データの構造に対して，競合層の設計が適切
でない場合にはしばしばこのような問題が生じる．
提案手法による学習の結果を図 +'に示す．提案手法では，概ね 次元，次元のデータ
構造を抽出することができている．データが 次元に分布する領域では，一部完全にリンク
が張られていない部分が存在するが，これはデータを提示する順序に起因する問題であり，
逐次型学習では避けることが難しい．
 望ましい入出力関係が時変である場合の学習
提案手法は，従来の "ネットワークが学習対象としていた，望ましい入出力関係が時
不変な場合の近似が可能なだけでなく，望ましい入出力関係が時変である場合にも適応的な
学習を行うことができる．
"ネットワークの適応学習アルゴリズムは文献 ,'.でも提案されているので，ここで
はまず従来の適応アルゴリズムを説明し，提案手法との比較・検討を行う．従来の適応学習
則では，"ネットワークの現在の状態の良否を判断するために，満足率と学習必要性尺
'+
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図 ++ 学習ベクトルの構造抽出に用いた望ましい入出力関係．シミュレー
ションに際して仮定した望ましい入出力関係．4乱数を用いて生成した学習ベ
クトル．○は正の評価値を持つデータを表し，×は負の評価値を持つデータを
表す．
度を用いている．満足率は"ネットワークが生成した入出力ベクトル対の中で，評価値
が正となる入出力ベクトルを生成した割合を表し，次式によって定義される．
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学習必要性尺度は，現在の "ネットワークの実行モードで生成された入出力ベクトル対
が，評価規範を満たしているかいないかという情報に基づいて次式で算出される．
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ここで，

は評価関数に対する満足率を算出するステップである．

  とは，それ
ぞれステップ 

  における満足率と閾値である．



は学習必要性尺度が定義される
'
-1.5 -1 -0.5 0 0.5 1 1.5 2 2.5 3
-1
-0.5
0
0.5
1
u
w

-1.5 -1 -0.5 0 0.5 1 1.5 2 2.5 3
-1
-0.5
0
0.5
1
w
u
4
図 + 従来手法による学習結果．競合層を 次元とした場合．4競合層
を 次元とした場合．
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図 +' 提案手法による学習結果 ワンパス学習）．
''
最大値である．$ はパラメータであり，次式で表される．
$ 5
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23 
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 

  
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   4 

++
ここで，$

と $

は学習必要性の減少および増加に関するパラメータで正の定数である．式
+は，ステップ 

  における満足率

  が閾値より大きい場合，"ネッ
トワークの状態は良好であると判断し学習必要性尺度を小さくし，満足率 

  が閾値

より小さい場合，"ネットワークの状態は良好でないと判断し学習必要性尺度を大き
くすることを意味する．ステップ 

における引力の学習係数 

は，学習必要性尺度に基
づいて次式で決定される．
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ここで，
 
はパラメータで正の定数である．


は学習係数が定義される最大値である．
ステップ 

における近傍範囲を定義するパラメータ &

は，学習必要性尺度に基づいて次
式で決定される．
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は近傍範囲が定義される最大値である．学習必要性尺度が大きい場合，引力の学習係
数および近傍範囲も大きくなり，"ネットワークの学習が進行する．一方，学習必要性
尺度が小さい場合，引力の学習係数および近傍範囲も小さくなり，"ネットワークの学
習は収束する．ステップ 

における斥力の学習係数 

は次式で決定される．
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ここで，
 
はパラメータで正の定数である．


は学習係数が定義される最大値である．
学習必要性尺度が小さくなる際に，斥力の学習係数は大きくなる．これは，学習必要性尺度
が大きくなる際は，学習の安定のために引力の学習ベクトルのみを用いて学習を行ない，学
習必要性が小さくなる際に，学習の調整のために引力および斥力の学習ベクトルを用いて
学習を行なうことを目的とする ．学習必要性尺度が大きいとき，言い換えると "ネット
ワークの実行モードで生成された出力ベクトルが望ましくないときは，ネットワークの出力
にノイズを加えることで，望ましい出力ベクトルを探し出す．ノイズは一様乱数から生成さ
れるとし，その範囲は , 
 


 % 
 


.である．
 


は次式で決定される．
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ここで，
  
はパラメータで正の定数である．
 

はノイズの範囲が定義される
最大値である．引力の学習係数や近傍範囲と同様に，ノイズの範囲も学習必要性尺度に比例
する．
学習に用いるデータとして，個の入力ベクトル


  5 -    -  +(
を考える．これらの入力ベクトルから以下のアルゴリズムに従い，時間とともに変化する望
ましい入出力ベクトル間の写像関係を抽出する．
  競合層ユニットの全ての結合重みベクトルの初期化を行なう．その初期化は乱
数を用いて決定してもよいし，ユーザが自由に決定してもよい．
   実行モードと学習モードを繰り返す．
    入力ベクトル集合の中から つのベクトル 

を選択し，入力層に提示す
る．"ネットワークの実行モードで出力ベクトル 1

を生成する．生成
した入出力ベクトル対の評価値

を算出する．以後，特別な場合を除いて
番号 を省略する 実行モード．
   #	$ で生成した入出力ベクトル対を "ネットワークに提示して，そ
の評価に基づき結合重みベクトルを更新する 学習モード．
   入力ベクトル集合の中に一度も選択していないベクトルがある場合は，#	$
に戻り，これまで選択していない入力ベクトルを新たな入力ベクトルと
する．入力ベクトル集合内の全ての入力ベクトルを選択した場合は #	$ 
に進む．
  #	$ で生成した入出力ベクトル対の評価関数に対する満足度を算出する．
  #	$ で算出した満足度から式 +に従って学習必要性尺度を算出する．学
習必要性尺度に基づき，引力および斥力の学習係数，近傍範囲，出力に加える
ノイズの範囲を決定する．
  #	$ ～#	$を繰り返す．
以上のように，引力および斥力の学習係数，近傍範囲，出力に加えるノイズの範囲を学習必
要性尺度に基づいて決定することで，学習の収束および再学習を制御することができ，対象
システムの変化に適応することが可能になる．
例として，
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図 +& 理想的な入出力間の写像関係．9を時間的に切り替えて，望まし
い入出力関係とする．
で表される入出力ベクトル間の写像関係が時間と共に変化する場合の学習を行う．
望ましい入出力間の写像関係を図 +&に示す．競合層のユニット数は & & 5 個とし，
次元に配置した．入力ベクトル集合は，一様分布/


 
,( % .，/



,( % .から得られた (((
個のベクトルから成る．結合重みベクトルの ,
 
と,
 
の初期値を図 +)に示すように格子
上に決定した．また，0

の初期値を ,(+%(++.の一様乱数から得られた値で決定した．学
習は，入力ベクトル集合の全てのベクトルを 度ずつ入力層に提示した後に評価関数に対す
る満足度を算出することを単位 ステップ 

 として，)(回繰り返した．また，式 +で
表される，望ましい入出力を表す写像関係は (回ごとに切り替えを行った．学習必要性尺
度，引力および斥力の学習係数，近傍範囲，出力に加えるノイズの初期値はいずれも (とし，
評価関数に対する満足度を算出する毎に更新した．満足率の閾値 を (&，学習必要性尺
度の増加のパラメータ $

を (+，学習必要性尺度の減少のパラメータ $

を (，引力の学習
係数のパラメータ 
 
を (，斥力の学習係数のパラメータ 
 
を (，近傍範囲のパラメー
タ
 
を ((，加えるノイズの範囲のパラメータ
  
を (&とした．入出力ベクトル対
&(
の評価は次式によって決定した．
 5   (

+
ここで，

は入出力ベクトルと望ましい入出力間の写像関係を示す平面までの距離である．
ステップ毎の結合重みベクトルの変化を図 +)に示す．図 +)中，各グラフの●は結合重み
ベクトルを表し，競合層上で隣り合うユニット間の結合重みベクトルを線で結んでいる．図
+(に，実行モードによって生成された入出力関係と望ましい入出力関係との "0Hの時
間的変化を示す．図 +)から，

5 では，学習はほとんど進んでいないが，

5 +は，学
習が進んでいる過程であることがわかる．学習が進み満足度が閾値より大きくなると，学習
必要性尺度が小さくなり，実行モードにおける "0Hも徐々に小さくなる．

5 (で，結
合重みベクトルはほぼ望ましい配置となり学習が収束する．

5 で望ましい入出力間の
写像関係が変化するまで，学習必要性尺度は (のままで学習は行なわれず，全ての結合重み
ベクトルは固定されたままとなる．これは，実行モードにおける "0Hの変動がなくなる
ことからも分かる．

5 では，"ネットワークで生成される入出力ベクトル対は望ま
しい入出力間の写像関係と異なるので，満足率が低くなる．学習必要性尺度が大きくなる
に従い，引力の学習係数，近傍範囲，ノイズの範囲も大きくなり，再学習が始まる．学習が
進むに従い結合重みベクトルが望ましい配置となり，学習が収束しているのがわかる．同様
に，

5 で再学習が始まっていることがわかる．このように，従来の適応アルゴリズム
は，望ましい入出力関係が時変である場合も学習が可能であるが，学習が収束するまでに繰
り返し学習が必要であることがわかる．
次に，提案手法によって，同様の学習を行った結果を示す．望ましい入出力間の写像関係
は，式 +で与えられるとする．また，提案手法の学習において，学習ベクトルは，一様
乱数によって .

,  % .，.

,  % .，1,  % .の範囲で得られるものとする．得られた学習
ベクトルの評価値は次式によって与えるものとする．
 5   (

+
ここで，

は，学習ベクトルと望ましい入出力間の写像関係を表す平面までの距離である．
すなわち，得られた学習ベクトルが，望ましい入出力関係を表す平面からどれだけ離れてい
るかによって評価を与える．
はじめに，従来手法と同様に (((個の学習ベクトルを提示する操作を学習 回とし，)(回
繰り返した場合の学習結果を示す．学習のパラメータは， 5 (+(+　 5 (+((+　  5 (++
　 * 5 (+'　 Æ 5 (+&　 
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図 +) 従来の "ネットワークにおける適応アルゴリズムによる学習の様子．
&
10 20 30 40 50 60 70 80 90
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
Learning Iterataions
R
.M
.S
.E
0
図 +( 従来の "ネットワークの適応アルゴリズムにおける実行モードに
よって生成された入出力関係と望ましい入出力関係との "0Hの時間的変化．
(回試行を行い，その平均と標準偏差を示している．学習データ (((点をネッ
トワークに提示する操作を学習 回とする．
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図 + 提案手法による "ネットワークにおける実行モードによって生成
された入出力関係と望ましい入出力関係との "0Hの時間的変化．(回試行
を行い，その平均と標準偏差を示している．学習データ (((点をネットワーク
に提示する操作を学習 回とする．
&
る学習則を用いた "ネットワークの実行モードによって生成された入出力関係と望まし
い入出力関係との"0Hの時間的変化を示す．望ましい入出力関係は，学習 (回ごとに切
り替えた．提案手法では，参照ベクトルが存在しない状態から学習を始めるため，学習 (回
（初期状態）での "0Hは計算できない．しかしながら，学習 回目，学習 回目，学習
回目で望ましい入出力関係の学習が収束し，以降は同程度の標準偏差内で"0Hが変動
することがわかる．すなわち，提案手法では，学習ベクトルを (((点提示する間に所望の
学習が完了していると言える．さらに，従来手法による結果を示す図 +(との比較から，従
来手法は学習に時間がかかる反面，学習の収束後は挙動が安定していることがわかる．一方，
提案手法は，学習の収束が非常に高速であるが，収束後も参照ベクトルの生成と刈り込みを
繰り返すので，若干誤差が大きくなるという問題が残る．しかしながら，"ネットワーク
を未知環境下や時変な環境下で適応的に使用する場合には，ある程度の精度を犠牲にして，
高速な学習・適応を行う方がより重要であるため，ある程度の誤差は許容する必要がある．
さらに補足として，提案手法による学習の詳細な挙動を示すために，前出の結果よりさ
らに短いスパンでの学習経過を示す．提案手法では，逐次型・ワンパス学習が可能であるの
で，学習ベクトルを 回ネットワークに提示する操作を学習 回とし，学習 (((回ごとに
望ましい入出力関係を変えて )(((回の学習を行った．(((回，(((回の学習の後，望まし
い入出力関係の切り替えを行った．図 +に，学習 (((回ごとの参照ベクトルの様子を示
す．最初は，参照ベクトルがない状態からスタートするが，学習 (((回程度で，望ましい
入出力関係を表す平面上に参照ベクトルが配置されているのがわかる．学習が進むにつれ，
学習データの平面的な位相構造がリンクによって抽出されていくのがわかる．また，学習
((回目からは望ましい入出力関係が切り替わるが，(((回目には速やかに新しい入出力
関係を表す平面上に参照ベクトルが配置されているのがわかる．このように，望ましい入出
力関係が時変である場合にも適応的な学習を行うことができるのがわかる．図 +に，学
習回数と参照ベクトル数の関係を示す．望ましい入出力関係が切り替わるにつれ，適切に参
照ベクトル数が増減しているのがわかる．図 +に，提案手法による "ネットワークに
おける実行モードによって生成された入出力関係と望ましい入出力関係との "0Hの時間
的変化を示す．提案手法では，逐次型・ワンパス学習が可能であるので，学習データ 点を
ネットワークに提示する操作を学習 回とする．この図から，学習回数が (((回，+(((回，
&(((回程度で，望ましい入出力間の つの写像に対して学習が収束していることが分かる．
1 5 (となる入出力関係を学習する場合は若干従来手法に比べて "0Hが大きいが，それ
以外の場合では，ワンパス学習によって，従来手法の場合同等の"0Hを達成している．
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図 + 提案手法による学習の様子．
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図 + 学習回数と参照ベクトル数の関係．
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図 + 提案手法による "ネットワークにおける実行モードによって生成
された入出力関係と望ましい入出力関係との "0Hの時間的変化．(回試行
を行い，その平均と標準偏差を示している．学習データ 点をネットワークに
提示する操作を学習 回とする．
以上，提案する学習則によって，望ましい入出力関係が時間と共に変動する場合において，
高速な適応的学習が可能であることを示した．
 おわりに
本章では，適応的学習を行う "ネットワークの学習則を提案した．提案手法は，"
ネットワークの学習モードにおいて，
	
の自己組織化マップをベースとした学習則
の替わりに，K	
 らによって提案された H** 
 	 
 ! 
 0$# H0に基づ
く学習則を導入した．具体的には，K	
 のH0において，学習データの評価値に応じた
更新則，参照ベクトルの刈り込み機能と，学習データの位相構造を表現するリンクの削除機
能を導入した．提案手法は以下のような特長を持つ．
 提案手法では，自己組織的に学習データの位相構造が抽出される．これによって，従
来の "ネットワークで生じていた，データの本質的な構造に対する競合層の構造
が不適切なことに起因する問題が解決された．
 学習データ集合にあわせて，適応的にユニットの数が増減する．ゆえに，事前に適切
&
な競合層次元やユニット数を決定する必要がない．
 学習係数や近傍係数などのパラメータのスケジューリングが不要である．
 度だけ学習データ集合をネットワークに提示することによって学習が完了するワン
パス学習が可能である．ワンパス学習によって高速な適応が行われるので，ロボット
等のリアルタイム学習への応用が期待される．
上記のような特長を持つ反面，逐次型・ワンパス学習則は学習の再現性・安定性に乏しく，
実問題で適用していくには改良の余地が大きいといえる．また，予め構造を定めた競合層を
用いないことによる問題も生じる．"ネットワークの学習後の競合層において，正しく
トポロジカルマッピングが行われているならば，広く利用されているB0 8法 ,'.やそ
の他の手法 ,&- ).を用いることによって，データ空間での参照ベクトルの分布形態や密度
を可視化できると考えられる．本章における提案手法のように，競合層を用いないアルゴリ
ズムでは，これらの手法が利用できなくなる．しかしながら，これまでに，"ネットワー
クにおける，トポロジカルマッピング機能の活用・競合層の可視化の活用について示した研
究はない．論文 ,'(.で，その可能性については示唆しているが，具体的な成果には至ってい
ない．この点については，さらに研究を進め，競合層におけるトポロジカルマッピングの有
用性を示したい．
&'
第章 結論
　本論文は，「自己組織化による学習」，「試行錯誤と評価による学習」という観点に基づい
て，対象とするシステムの入出力関係の獲得を行う手法に関する研究について述べたもので
ある．以下，各章で得られた成果について述べる．
章では，まず
	
の自己組織化マップのアルゴリズムについて説明した．次に，従
来の逐次型・繰り返し学習を行う自己組織化関係ネットワークの構成，学習方法および特徴
を説明した．
章では，従来の自己組織化関係ネットワークで採用されていた逐次型・繰り返し型の学
習の問題点について言及した．問題点を解決する手法として，一括して学習ベクトルの更新
を行う学習則を提案した．具体的には，従来の学習則で算出された各参照ベクトルの更新量
を，全学習データ分について積算し，積算値を学習係数・近傍係数・評価値の合計値が に
なるように正規化し，それを更新量とした．提案手法は，以下に述べる特長を持つ．
 参照ベクトルの初期状態や，学習データをネットワークに提示する順序によって学習
結果が左右されないので再現性のある学習結果が得られる．
 更新時に，各参照ベクトルについて，学習係数・近傍係数・評価値の合計値が にな
るように正規化を行っているので，参照ベクトルごとの学習量にばらつきが生じない．
これによって安定な学習が実現される．
 従来の自己組織化関係ネットワークの直感的に理解しやすいアルゴリズムを継承した
まま，上記のような効果を得ることができた．
同様の観点からの自己組織化関係ネットワークの学習則の改良については 
らの手法，
らの手法が提案されている．
らは，負の評価値を持つ学習データを正の評
価値を持つ学習データに変換する?;  /
 $ 9	?と呼ばれる極めて重要な概念を導入
した．この変換によって，正負の評価値を持つデータの学習を，正の重み付きデータの学習
と見なせるようになった．その上で，
らは，一括学習を行う自己組織化マップのアル
ゴリズムによって学習を行う方法を提案し，上記と同様の効果を得ている．一方，
&&
らは正負の評価値を持つデータの学習についてエネルギー関数を定義し，そこから新しい更
新則を導出している．従来の自己組織化関係ネットワーク，提案手法，
らの手法がや
やヒューリスティックな観点で導かれたものであるのに比べ，数学的根拠がはっきりとして
いる点で優れている．以上のように背景・特徴は異なるが，つの手法はどれもパラメータ
チューニングを適切に行うことによって，様々な学習データに対して同様の学習結果が得ら
れることが分かっている．他の手法と比べた場合の提案手法の利点は，直感的に理解がしや
すいアルゴリズムであるという点である．提案した手法を多くの人に利用してもらえるかと
いう観点で，直感的理解のしやすさは極めて重要な要因であると考える．
章では，章で提案した自己組織化関係ネットワークの学習則の改善に引き続き，学習
データに与える評価手法の提案という観点から研究を行った．自己組織化関係ネットワーク
は主観的評価・客観的評価のどちらをも取り扱えることが，従来の応用事例によって示され
ている．しかしながら，制御器を構築しようとする場合など，客観的（定量的）評価を与え
ねばならない状況下で，常に設計者が適切な数式を用いた評価を与えられるとは限らないこ
とが問題であった．なぜならば，設計者が常に取り組んでいる問題についてエキスパートの
知識を持っているとは限らない上，数学的表現に長けているとも限らないからである．さら
に，自己組織化関係ネットワークの学習によって手続き的な処理を獲得しようとする場合，
評価によってその情報を記述する必要があり，数式による表現が難しいという問題があった．
これらの問題を解決するため，ファジィ推論によって評価値を算出する方法を提案し，ト
レーラ・トラックの後退制御問題に取り組んだ．提案手法の特長は以下に挙げる通りである．
 制御対象の詳細な数学モデルがない場合，ダイナミクスに関するエキスパートの知識
がない場合でも，所望の動作に関するルールをファジィ	
ルールによって列挙
するだけでよい．
 知識のような曖昧さを含む情報を記述する場合，数式表現より優れている．
 評価を記述する 	
ルールは各々が独立に調整可能である．また，数式表現の場
合は局所的な調整が難しいが，提案手法では容易である．
 "ネットワークに手続き的処理を獲得させる場合，評価の記述が数式を用いた場合
よりも容易である．
さらに，自己組織化関係ネットワークのハードウェア化を考える場合，評価値をファジィ推
論で与えることの利点が考えられる．章で解説したように，自己組織化関係ネットワーク
&)
のアルゴリズムは，自己組織化マップを主体とした学習モードと，簡略型ファジィ推論を主
体とした実行モードから成り立っている．提案手法を用いる場合，ファジィ推論エンジン部
を共有することによって，特別に新しいハードウェアを付加することなく評価部分の機能を
実装することができる．今回はトレーラ・トラックの後退制御という非線形制御問題に取り
組み，所望の制御目的を達成する制御器を容易に構築することができた．さらなる応用とし
て，提案手法をハードウェアに実装し，様々なロボットに搭載した上で試行錯誤を行わせ，
所望の行動を自己組織的に獲得させることが考えられる．
+章では，「試行錯誤と評価値を用いた学習」，「自己組織化による学習」の範疇で，従来
の自己組織化関係ネットワークとは異なる新しい学習則を提案した．従来の自己組織化関係
ネットワークには以下のような問題点があった．
 学習の際，参照ベクトル数とネットワークの構造を設計者が事前に決定せねばならな
い．ゆえに，設計者が学習データについての詳細な知見を持たない場合には，適切な
構造が設計できず，望ましい学習結果が得られない場合がある．
 学習係数，近傍係数などのパラメータを，学習の進行に応じて適切にスケジューリン
グする必要がある．
 学習の際，学習データ集合を何度もネットワークに提示し，繰り返し学習を行う必要
がある．
 追加学習，適応的学習が難しく，安定性と可塑性のジレンマを有する．すなわち，新
しい入出力関係を学習した場合，これまでに学習した内容に影響を与えるという問題
がある．
そこで本章では，上記の問題を解決すべく，適応的学習を行う自己組織化関係ネットワー
クの学習則を提案した．提案手法は，自己組織化関係ネットワークの学習モードにおいて，

	
の自己組織化マップをベースとした学習則の替わりに，K	
 らによって提案され
たH** 
 	 
 ! 
 0$# H0に基づく学習則を導入した．具体的には，K	
 
の H0において，参照ベクトルの刈り込み機能と，学習データの位相構造を表現するリ
ンクの削除機能を導入した．提案手法は以下のような特長を持つ．
 提案手法では，自己組織的に学習データの位相構造が抽出される．これによって，従
来の自己組織化関係ネットワークで起こっていた，データに対する競合層の構造が不
)(
適切なことに起因する問題が解決された．さらに，学習データ集合にあわせて，適応
的にユニットの数が増減するので，事前に適切なユニット数を決定する必要がない．
 学習係数・近傍係数等の学習パラメータを定数として与えることができ，パラメータ
スケジューリングが不要になった．
 度だけ学習データ集合をネットワークに提示することによって学習が完了する逐次
型・ワンパスの学習則である．
 入力された学習データの周辺のみで局所的な学習が行われるので，安定性と可塑性の
ジレンマが解消される．
上記のような特長を持つ反面，逐次型・ワンパス学習は学習の再現性・安定性に乏しく，実
問題で適用していくには，改良の余地が大きいという問題点が残る．
以上のように，本研究では，自己組織化関係ネットワークの改良，新しい評価方法の導入，
「試行錯誤と評価値を用いた学習」，「自己組織化による学習」の概念を持つ新しい学習則の
提案を行った．提案手法を，基本的なベンチマーク問題およびトレーラ・トラックの後退制
御に応用し，その有効性を示した．
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付録．自己組織化関係ネットワークの実行モードについて
　自己組織化関係ネットワークの実行モードでは，参照ベクトルを中心とした放射状の基底
関数によって類似度の計算を行っており，その関数形状は設計者が任意に決定することがで
きる．その際，基底関数の広がりを表すパラメータ の値は設計者が試行錯誤的に決める
必要がある．従来手法では，すべての参照ベクトルが同じパラメータを持つので，学習モー
ドで獲得された参照ベクトルの密度に大きなばらつきがある場合，実行モードで構成される
入出力が望ましくない結果になることがあった．そこで，本論文中では，実行モードにおけ
る入力ベクトル―参照ベクトル間の類似度の計算式を以下のように改良したものを用いてい
る．実際の入力ベクトル   5 ,. 
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.とすべての参照ベクトル（の入力次元部
分
 
の類似度は次式によって算出される．
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ここで 
 
は各参照ベクトルごとに定義されるファジィ類似度のパラメータを表す．パラメー
タ 
 
は，学習後の参照ベクトルの分布を考慮して，以下の式によって求める．
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ここで，
 
は，任意の参照ベクトル
 
から 番目に近い参照ベクトルを表す．
本論文中，第 章以降における実行モードは上記の手法を用いている．
