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Abstract
In this paper, we consider as an inverse problem the simultaneous estimation
of the five parameters of a jump diffusion process from return observations of a
price trajectory. We show that there occur some ill-posedness phenomena in the
parameter estimation problem, because the forward operator fails to be injective
and small perturbations in the data may lead to large changes in the solution. We
illustrate the instability effect by a numerical case study. To overcome the difficulty
coming from ill-posedness we use a multi-parameter regularization approach that
finds a trade-off between a least-squares approach based on empircal densities and
a fitting of semi-invariants. In this context, a fixed point iteration is proposed that
provides good results for the example under consideration in the case study.
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1 Introduction
For modelling the time-dependent stochastic behavior of prices of stocks or stock indices
jump diffusion processes are rather helpful. Such processes are able to close some gaps
between the mathematical model and observed market phenomena occurring when a
geometric Brownian motion is used as price process (see, e.g., [7, Chapter 9]). However,
the number of parameters to be determined grows from two to five if we replace the geo-
metric Brownian motion by a jump diffusion process. The aim of this paper is to analyze
the parameter estimation problem and its properties for a jump diffusion model intro-
duced below. We define the jump diffusion process (St, t ∈ [0,∞)) under consideration
throughout this paper as follows:
Definition 1.1 We call the price process (St, t ∈ [0,∞)) satisfying the stochastic diffe-
rential equation
dSt = St((µ− λν)dt+ σdWt) + St−dN ct
jump diffusion process whenever (Wt, t ∈ [0,∞)) is a standard Wiener process,
(Nt, t ∈ [0,∞)) is a Poisson process with intensity λ and (N ct , t ∈ [0,∞)) is a com-
pound Poisson process associated to (Nt, t ∈ [0,∞)) with jump amplitude1 (Yj − 1) and
expectation ν = E{Yj−1}. The processes (Wt, t ∈ [0,∞)), (Nt, t ∈ [0,∞)) and the jumps
(Yj)j≥1 are mutually independent. Additionally, we assume lnYj ∼ N(µY , σ2Y ) such that
ν = eµY +
1
2
σ2Y − 1.
Our inverse problem is to estimate from observed process data five scalar parame-
ters µ ∈ R, σ > 0, λ ≥ 0, µY ∈ R and σY ≥ 0, which we collect in the vector
p = (µ, σ, λ, µY , σY )
T ∈ R5. This vector completely determines the assumed price dyna-
mics. For inverse problems in the context of stochastic considerations see also in general
[3], [5, Chapter 5] and [4, Section 4.1.6].
The paper is organized as follows: In section 2 we outline the stochastic properties of
process returns. The returns provide the empirical data on which all considerations are
based. In section 3 we show that a conventional least-squares fitting of empirical density
functions for the jump diffusion process is instable. Hence, the stable estimation of the
five process parameters requires a regularization. Since the information of empirical semi-
invariants is sufficiently different from the information of empirical density functions, the
semi-invariants can stabilize the estimation process. It is shown in section 4 that a multi-
parameter regularization approach can help to estimate the unknown parameter vector
of jump diffusion in a stable manner provided that realistic error bounds for the semi-
invariants can be prescribed. Numerical case studies with synthetic data are presented
in order to illustrate the procedure and its chances and limitations.
1If Tj denotes a jump time we have N
c
T
+
j
= N c
T
−
j
+ (Yj − 1)N cT−
j
= YjN
c
T
−
j
.
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2 Stochastic properties of logarithmic returns
2.1 Return distribution
To estimate p ∈ D with an assumed domain
D = {p ∈ R5 : σ > 0, λ ≥ 0, σY ≥ 0}
we observe values St0 , St1 , ..., Stn of the price process under consideration with an ap-
propriate time step τ > 0 and ti = t0 + iτ (i = 0, 1, 2, ..., n). In particular, we use the
logarithmic returns rτ,i = ln
(
Sti
Sti−1
)
(i = 1, 2, ..., n) as data for fitting p.
By using the generalized Itoˆ-calculus (see [8]) for semimartingales we obtain after some
computations (see [2]):
Proposition 2.1
The natural logarithm of the price process lnSt fulfills the stochastic differential equation
d(lnSt) = µ˜dt+ σdWt + dN˜
c
t ,
where µ˜ = (µ − λν − 1
2
σ2) and (N˜ ct , t ∈ [0,∞)) denotes a compound Poisson process
associated to (Nt, t ∈ [0,∞)) with jump amplitude lnYj.
From proposition 2.1 we directly derive the structure
rτ = ln
(
Sτ
S0
)
= (µ˜τ + σWτ ) +
Nτ∑
j=1
lnYj
of logarithmic returns.
The stationarity of the returns rτ in terms of
rxτ := ln
Sx+τ
Sx
= lnSx+τ − lnS0 + lnS0 − lnSx
= rx+τ − rx
= µ˜τ + σ(Wx+τ −Wx) +
Nx+τ∑
j=Nx+1
lnYj
d
= µ˜τ + σ(Wx+τ −Wx) +
Nx+τ−Nx∑
j=1
lnYj
follows directly from the stationarity of the increments of a Wiener process and a Poisson
process for a fixed time difference τ .
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By applying the law of total probability we express the distribution function as
Frτ (x, p) = P(rτ ≤ x) =
∞∑
j=0
P(Nτ = j) P(rτ ≤ x | Nτ = j)
=
∞∑
j=0
e(−λτ)(λτ)j
j!
Φ
(
x− (µ˜τ + jµY )√
σ2τ + jσ2Y
)
.
Consequently, the density function attains the form
frτ (x, p) = F
′
rτ
(x) =
∞∑
j=0
e−λτ
(λτ)j
j!
√
σ2τ + jσ2Y
φ
(
x− (µ˜τ + jµY )√
σ2τ + jσ2Y
)
,
where Φ(x) and φ(x) denote distribution and density function of the standard normal
distribution.
2.2 Moments and semi-invariants
By applying the Lévy-Khintchine formula (see [10, p. 195]) we get the characteristic
function
ϕrτ
(
θ, p
)
= E e(iθx) = exp
(
iµ˜τθ − σ
2
2
τθ + λτ
(
exp
(
−σ
2
Y
2
θ + iµY θ
)
− 1
))
of the returns and can calculate the moments mτ,k(p) = E (rτ )
k and semi-invariants
sτ,k(p) (see [9, p. 289]) from the k-th derivative of the characteristic function and its
logarithm
mτ,k(p) =
(ϕrτ )
(k)(0, p)
ik
and sτ,k(p) =
(lnϕrτ )
(k)(0, p)
ik
,
respectively.
This implies
sτ,1(p) = (λµY + µ˜)τ
sτ,2(p) = ((σ
2
Y + µ
2
Y )λ+ σ
2)τ
sτ,3(p) = (3σ
2
Y + µ
2
Y )λτµY
sτ,4(p) = (3σ
4
Y + 6σ
2
Y µ
2
Y + µ
4
Y )λτ
sτ,5(p) = (15σ
4
Y + 10σ
2
Y µ
2
Y + µ
4
Y )λτµY (2.1)
sτ,6(p) = (15σ
6
Y + 45σ
4
Y µ
2
Y + 15σ
2
Y µ
4
Y + µ
6
Y )λτ
sτ,7(p) = (105σ
6
Y + 105σ
4
Y µ
2
Y + 21σ
2
Y µ
4
Y + µ
6
Y )λτµY
sτ,8(p) = (105σ
8
Y + 420σ
6
Y µ
2
Y + 210σ
4
Y µ
4
Y + 28σ
2
Y µ
6
Y + µ
8
Y )λτ
...
...
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For verifying the structure of semi-invariants depending on the five parameters, we use
the following general relation between the moments and semi-invariants (see [9, p. 290]):
Proposition 2.2
Let ξ be a random variable with E |ξ|n <∞. Then for all k ≤ n we have for the interplay
of the first k-th moments mk = Eξ
k and the first k-th semi-invariants sk of ξ
mk =
∑
λ(1)+...+λ(q)=k
1
q!
k!
λ(1)! · · ·λ(q)!
q∏
ν=1
sλ(ν),
and
sk =
∑
λ(1)+...+λ(q)=k
(−1)q−1
q
k!
λ(1)! · · ·λ(q)!
q∏
ν=1
mλ(ν) ,
where
∑
λ(1)+...+λ(q)=k
denotes the summation over all ordered sets of natural numbers
{λ(ν) (ν = 1, 2, ..., q)} with
q∑
ν=1
λ(ν) = k.
From proposition 2.2 we can conclude as follows:
s1 = m1 = Eξ
s2 = m2 −m21 = E(ξ − Eξ)2 = D2ξ
s3 = m3 − 3m2m1 + 2m31 = E(ξ − Eξ)3
s4 = m4 − 4m3m1 − 3m22 + 12m2m21 − 6m41 = . . .
= E(ξ − Eξ)4 − 3s22
s5 = m5 − 5m4m1 − 10m3m2 + 20m3m21 + 30m22m1 − 60m2m31 + 24m51
= . . . = E(ξ − Eξ)5 − 10s2s3
s6 = −120m61 + 360m2m41 − 120m3m31 − 270m21m22 + 30m21m4
+ 120m1m2m3 + 30m
3
2 − 15m2m4 − 10m23 − 6m5m1 +m6
= . . . = E(ξ − Eξ)6 − 15s2s4 − 10s23 − 15s32
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s7 = 210m1m2m4 − 1260m21m2m3 + 210m22m3 − 21m2m5 − 35m3m4
− 2520m51m2 + 840m41m3 + 2520m31m22 − 210m31m4 + 42m21m5
− 630m1m32 + 140m23m1 − 7m6m1 +m7 + 720m71
= . . . = E(ξ − Eξ)7 − 21s2s5 − 35s3s4 − 105s3s22 + 6s61(s1 − 1)
s8 = −5040m81 + 20160m61m2 − 25200m41m22 + 1680m4m41 − 336m31m5
+ 10080m21m
3
2 − 1680m21m23 + 56m21m6 − 630m42 − 35m24 − 8m7m1
+m8 + 13440m3m
3
1m2 − 2520m4m21m2 − 5040m1m22m3 + 420m22m4
+ 336m2m1m5 + 560m2m
2
3 − 28m2m6 + 560m3m1m4 − 56m3m5 − 6720m3m51
= . . . = E(ξ − Eξ)8 − 28s2s6 − 56s3s5 − 35s24 − 210s4s22 − 280s23s2
− 105s42
...
...
Note that the relations above can also be used to calculate empirical semi-invariants
from empirical moments or central moments.
2.3 Estimation approach
It seems to be natural to estimate the parameter vector p of the jump diffusion process by
conventional statistical techniques like maximum likelihood method or moment method.
There are papers like [6] which are dealt with the parameter estimation in jump diffusion
models and occurring pitfalls in the estimation process. In [6] the author emphasizes
that it is invalid to use standard maximum likelihood procedures for estimating jump
parameters. There are also serious mathematical and numerical problems if one tries
to solve the nonlinear equations (2.1) with semi-invariants sτ,k as given data and p as
vector of unknown parameters. This approach is very similar to the statistical method
of moments.
We would like to point out at that our inverse problem of determining p is closely
related to the well-known Hamburger moment problem. For the ill-posedness of moment
problems see, e.g., [1]. By the moment problem an unknown density function is to be
determined from given moments, whereas we are only searching for a small number of
intrinsic parameters of the density function. Nevertheless, some ill-posedness phenomena
also occur in our inverse problem.
We assume p∗ ∈ D to be the exact parameter vector to be determined and analyze the
estimation problem by using methods of inverse problem theory in order to find appro-
ximate solutions pδ of p∗, which stably depend on the vector Sδ = (Sδt0 , S
δ
t1
, . . . , Sδtn)
T of
noisy price data and associated returns rδτ = (r
δ
τ,1, ..., r
δ
τ,n)
T .
Therefore we consider the empirical density function h(x, rδτ ) of the empirical returns be-
longing to the data Sδ and choose that parameter vector pδ which minimizes the distance
between the density function frτ (x, p
δ) and the empirical density function h(x, rδτ ). We
use the L2-norm for measuring the distance between the two densities f and h.
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3 Ill-posedness phenomena of the inverse problem
3.1 The forward operator
Now we define the operator of the forward problem.
Definition 3.1
The operator A : p 7→ frτ of the forward problem maps the parameter vector p ∈ D to
the density function frτ (p) ∈ L1(R) ∩ L∞(R) using the following series expansion:
[A(p)](x) = frτ (x, p) =
∞∑
j=0
e−λτ
(λτ)j
j!
√
σ2τ + jσ2Y
φ
(
x− (µ˜τ + jµY )√
σ2τ + jσ2Y
)
(x ∈ R). (3.1)
The nonlinear operator A is well-defined for all p ∈ D. However, A is not injective on D.
To see this, we consider the parameter vectors p
1
= (µ, σ, λ, 0, 0)T and
p
2
= (µ, σ, 0, µY , σY )
T . Both vectors map to the same density function
[A(p
1
)](x) = [A(p
2
)](x) =
1√
σ2τ
φ
(
x− µ˜τ√
σ2τ
)
(x ∈ R),
which is a normal density function, because the jump part is eliminated. In the case of
p
1
the jump size is always zero and in the second case of p
2
jumps do not occur. We
conjecture that A is injective on the restricted domain Dˆ = {p ∈ D : λ (σ2Y + µ2Y ) 6= 0},
where we have always real jumps.
3.2 Case studies indicating instability
3.2.1 Problem discretization
Noninjectivity of the forward operator A on D is not the only ill-posedness phenomenon
occurring in the inverse problem of determining p. As the following numerical examples
will show, there also occur some instability effects in solving the inverse problem.
The numerical solution of our problem needs an appropriate discretization. Since the em-
pirical density function h has the form of a histogram, we discretize the density function
frτ (x, p) in the same way. So we consider the function
f˜rτ (x, p) =

0 (x < x˜0)
Frτ (x˜1,p)
△x˜
(x˜0 ≤ x < x˜1)
Frτ (x˜i+1,p)−Frτ (x˜i,p)
△x˜
(x˜i ≤ x < x˜i+1, i = 1, . . . , n− 2)
1−Frτ (x˜n−1,p)
△x˜
(x˜n−1 ≤ x < x˜n)
0 (x ≥ x˜n)
(3.2)
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with △x˜ = x˜n−x˜0
n
as a discretization of the density frτ (x, p). Moreover, we consider a dis-
cretized operator A˜mapping p ∈ D to the vector z = (f˜rτ (x˜0, p), f˜rτ (x˜1, p), ..., f˜rτ (x˜n−1, p))T
∈ Rn. A discrete version of our inverse problem with respect to noisy data zδ = (zδ0, ..., zδn−1)T
of z is to find least-squares solutions to the equation
A˜(p) = zδ . (3.3)
Here, we solve the least-squares problem
∥∥∥A˜(p)− zδ∥∥∥2
2
=
n−1∑
i=0
(
f˜rτ (x˜i, p)− zδi
)2
→ min, subject to p ∈ D (3.4)
with Euclidean norm ‖ · ‖2 and minimizer pδ.
For studying the stability of least-squares solutions we perturb the vector z∗ = A˜(p∗)
componentwise by normally distributed and uncorrelated errors ǫi ∼ N(0, δ2) setting
zδi = z
∗
i (1 + ǫi), where we have E‖z∗ − zδ‖22 =
n−1∑
i=0
(z∗i )
2 E (ǫ2i ) = δ
2 ‖z∗‖22 and
E
(
‖z∗−zδ‖22
‖z∗‖22
)
= δ2. Figure 3.1 illustrates the used functions and data. The data vec-
tor zδ can be considered as a skeleton of the empirical density function h(x, rδτ ) obtained
from noisy returns rδτ,i. Since we do not compute the data z
δ from the returns, we must
calculate the empirical moments mδτ,k through
2
mδτ,k ≈
n−1∑
i=0
1
k + 1
(
x˜k+1i+1 − x˜k+1i
)
zδi .
Using proposition 2.2 we thus obtain also empirical semi-invariants sδτ,k.
Figure 3.1: Discretization and perturbed data
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z∗ and zδ
2We use mτ,k(p) =
∫
R
xkfrτ (x, p) dx ≈
∫
R
xkf˜rτ (x, p) dx =
∑n−1
i=0 zi
1
k+1 (x˜
k+1
i+1 − x˜k+1i ).
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3.2.2 Numerical example
The parameters in the vector p∗ and other settings we have used in the case studies are
displayed in table 3.1.
µ σ λ µY σY τ δ1 δ2 n x˜0 x˜n
0.1 0.2 10 0.1 0.2 0.004 0 0.01 40 −0.1 0.1
Table 3.1: Components of p∗ and other settings
A simulated price trajectory St associated with those settings is presented in the left-hand
picture of figure 3.2, whereas the right-hand picture shows the histograms corresponding
to z∗ and zδ2 with δ2 = 0.01.
Figure 3.2: Sample trajectory and histograms
0 50 100 150 200 250
1500
2000
2500
3000
Simulated prices St
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Histograms h(x, ·) to z∗ and zδ2
The moments mδ1τ,k and semi-invariants s
δ1
τ,k of the unperturbed data are very close to
the exact ones mτ,k(p
∗) and sτ,k(p
∗) respectively. Therefore, we do not display a table of
these values. The deviation between the exact moments or semi-invariants and mδ2τ,k or
sδ2τ,k is in the same range like the noise level (see table 3.2).
Results for unperturbed data (δ1 = 0): Solving the least-squares problem itera-
tively with an initial parameter vector p
0
= (0, 0.001, 0, 0, 1)T leads to very good results
which are presented in table 3.3.
Since the estimated parameters are close to the exact ones, the density functions f˜rτ (p
δ1)
and f˜rτ (p
∗) nearly coincide and the deviations between moments or semi-invariants are
also rather small (see table 3.4). For the sake of simplicity we regard the moments and
invariants in the sequel as annualized values with τ = 1 (year).
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semi-invariants moments
k sτ,k(p
∗) sδ2τ,k dev. mτ,k(p
∗) mδ2τ,k dev.
0 0 +0.000000000 1 +0.998288564 0.17%
1 −0.000779874 −0.000766772 1.68% −0.000779874 −0.000766772 1.68%
2 +0.002160000 +0.002162937 0.14% +0.002160608 +0.002163525 0.13%
3 +0.000520000 +0.000519441 0.11% +0.000514946 +0.000514465 0.09%
4 +0.000292000 +0.000291870 0.04% +0.000304383 +0.000304319 0.02%
5 +0.000112400 +0.000112369 0.03% +0.000122442 +0.000122434 0.01%
6 +0.000069640 +0.000069666 0.04% +0.000081380 +0.000081419 0.05%
7 +0.000033940 +0.000033959 0.06% +0.000044162 +0.000044186 0.06%
8 +0.000022893 +0.000022913 0.09% +0.000033537 +0.000033562 0.07%
Table 3.2: Semi-invariants and moments of the perturbed data
parameters pδ1 (estimated) p∗ p
0
(initial guess) deviation
µ 0.1022 0.1 0.0 2.24%
σ 0.2000 0.2 0.001 0.00%
λ 9.9920 10.0 0.0 0.08%
µY 0.1002 0.1 0.0 0.22%
σY 0.2003 0.2 1.0 0.17%
‖f˜rτ (p∗)− f˜rτ (pδ1)‖L2(R) = 0.000096
Table 3.3: Estimated parameters in the unperturbed case
Results for the weakly perturbed data (δ2 = 0.01): Even if the noise level is
only one per cent, rather large deviations between exact and estimated parameters occur
if we compute least-squares solutions iteratively with initial guess p
0
(see table 3.5).
In particular, the parameter µ responds very sensitively to data changes. However, the
density function of the estimated parameters fits the data very well (see figure 3.3). A very
interesting effect is that the semi-invariants and moments of the estimated parameters
clearly deviate from the exact ones (see table 3.6). This effect will be used in the next
paragraph to construct a specific regularization approach.
We repeated the computations with six additional different realizations of the data vec-
tor zδ2 . The results are given in table 3.7. They show the instability of the least-squares
problem expressed by a wide range of possible parameter vectors pδ2 obtained by vary-
ing data perturbations with only one per cent noise. This instability requires to use a
regularization method for finding approximate solutions of p∗ in a stable manner.
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k s1,k(p
δ1) s1,k(p
∗) deviation m1,k(p
δ1) m1,k(p
∗) deviation
1 −0.1935712 −0.1949685 0.72% −0.1935712 −0.1949685 0.72%
2 +0.5414362 +0.5400000 0.27% +0.5789060 +0.5780127 0.15%
3 +0.1306442 +0.1300000 0.50% −0.1910282 −0.1932603 1.15%
4 +0.0734753 +0.0730000 0.65% +0.9749081 +0.9710226 0.40%
5 +0.0283397 +0.0281000 0.85% −0.1771991 −0.1847419 4.08%
6 +0.0175866 +0.0174100 1.01% +2.8394970 +2.8185076 0.74%
7 +0.0085878 +0.0084850 1.21% +0.7387303 +0.6950009 6.29%
8 +0.0058021 +0.0057233 1.38% +12.6582942 +12.5104716 1.18%
Table 3.4: Semi-invariants and moments of the estimated parameter vector pδ1
parameters pδ2 (estimated) p∗ p
0
(initial guess) deviation
µ −0.0424 +0.1 0.0 142.35%
σ +0.2003 +0.2 0.001 0.16%
λ +10.6748 +10.0 0.0 6.75%
µY +0.0865 +0.1 0.0 13.54%
σY +0.1784 +0.2 1.0 10.82%
‖f˜rτ (p∗)− f˜rτ (pδ2)‖L2(R) = 0.030126
Table 3.5: Estimated parameters in the perturbed case
4 Multi-parameter regularization
4.1 The specific approach
The instability of least-squares solutions pδ with respect to varying data zδ as observed
in the last paragraph sufficiently motivates the use of a regularization approach for
determining the parameter vector p. Since there is no other a priori information that
prefers a specific parameter vector p, we exploit the fact pointed out in the case study
that the semi-invariants and moments of the estimated parameters sensitively respond to
parameter changes. Hence, we use the first l semi-invariants for a regularization, because
they are scalable in time, i.e. scτ,k(p) = csτ,k(p) (c > 0), whereas we have for the moments
mcτ,k(p) 6= cmτ,k(p) for k = 1, 2, ..., l.
The order of magnitude varies for different semi-invariants. In this context, we assu-
me that the upper bounds δk (k = 1, ..., l) of admissible semi-invariant deviations can
be prescribed in a useful manner. This motivates preferring a multi-parameter regula-
rization as introduced and analyzed in [5, §4.2] with a regularization parameter vector
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Figure 3.3: Histogram (zδ2) comparison
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k s1,k(p
δ2) s1,k(p
∗) deviation m1,k(p
δ2) m1,k(p
∗) deviation
1 -0.2900873 -0.1949685 48.79% -0.2900873 -0.1949685 48.79%
2 +0.4594911 +0.5400000 14.91% +0.5436417 +0.5780127 5.95%
3 +0.0949759 +0.1300000 26.94% -0.3293127 -0.1932603 70.40%
4 +0.0482313 +0.0730000 33.93% +0.8105025 +0.9710226 16.53%
5 +0.0162548 +0.0281000 42.15% -0.5702948 -0.1847419 208.70%
6 +0.0090766 +0.0174100 47.87% +1.9624666 +2.8185076 30.37%
7 +0.0038871 +0.0084850 54.19% -1.1839089 +0.6950009 270.35%
8 +0.0023572 +0.0057233 58.81% +6.7970793 +12.5104716 45.67%
Table 3.6: Semi-invariants and moments of the estimated parameter vector pδ2
α = (α1, ..., αl)
T ∈ Rl+ with nonnegative components and a penalty term
Ω(p, α, zδ) =
l∑
k=1
αk
∣∣sτ,k(p)− sδτ,k∣∣2 , (4.1)
where sδτ,k is the k-th empirical semi-invariant computed from data z
δ. The regularized
solution pδ
α
is specified as a minimizer of
F (p, α) = ‖A˜(p)− zδ‖22 + Ω(p, α, zδ) → min subject to p ∈ D. (4.2)
Finding solutions pδ
α
of the extremal problem (4.2) for different regularization parameter
vectors α can help to compute approximately an optimal vector pδ
opt
, which is defined as
a minimizer of the problem
‖A˜(p)− zδ‖22 → min subject to p ∈M δ (4.3)
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µ σ λ µY σY L
2-deviation3
p∗ 0.1 0.2 10.0 0.1 0.2 0.0
p
0
0.0 0.001 0.0 0.0 1.0
Sim 1 0.6413 0.1993 8.6430 0.1522 0.2792 0.028726
Error 5.4e+02% 3.4e−01% 1.4e+01% 5.2e+01% 4.0e+01%
Sim 2 −0.1225 0.1992 11.4048 0.0759 0.1617 0.039022
Error 2.2e+02% 4.1e−01% 1.4e+01% 2.4e+01% 1.9e+01%
Sim 3 −0.0913 0.2003 11.1035 0.0803 0.1685 0.043212
Error 1.9e+02% 1.4e−01% 1.1e+01% 2.0e+01% 1.6e+01%
Sim 4 0.0354 0.2003 10.3857 0.0924 0.1876 0.031076
Error 6.5e+01% 1.5e−01% 3.9e+00% 7.6e+00% 6.2e+00%
Sim 5 0.2557 0.199 9.5495 0.1128 0.2198 0.029238
Error 1.6e+02% 3.7e−02% 4.5e+00% 1.3e+01% 9.9e+00%
Sim 6 0.5253 0.1995 8.8196 0.1415 0.2637 0.037103
Error 4.3e+02% 2.4e−01% 1.2e+01% 4.1e+01% 3.2e+01%
Table 3.7: Results for different noisy data simulations
with
M δ =
{
p ∈ D : ∣∣sτ,k(p)− sδτ,k∣∣ ≤ δk, k = 1, . . . , l} . (4.4)
The optimal vector pδ
opt
, however, represents an appropriate trade-off between accepta-
bly small discrepancy values ‖A˜(pδ
opt
) − zδ‖2 and a required fitting pδopt ∈ M δ of semi-
invariants.
In order to compute pδ
opt
we use the Langrangian functional
L(p, α) = ‖A˜(p)− zδ‖2 +
l∑
k=1
αk
(∣∣sτ,k(p)− sδτ,k∣∣2 − δ2k) = F (p, α)− l∑
k=1
αkδ
2
k (4.5)
of the minimization problem (4.3). From [5, Theorem 4.22] we obtain the following
proposition:
Proposition 4.1
A pair (pˆ, αˆ) ∈ D×Rl+ is a saddle-point of the Lagrangian saddle-point problem according
to (4.3) if and only if pˆ = pδ
αˆ
is a multi-parameter regularized solution solving (4.2) with
regularization parameter vector αˆ satisfying simultaneously the equations
αˆk
(|sτ,k(pˆ)− sδτ,k|2 − δ2k) = 0 for all k = 1, . . . , l (4.6)
3L2-deviation= ‖f˜rτ (p∗)− f˜rτ (pδ2)‖L2(R)
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and the inequalities
|sτ,k(pˆ)− sδτ,k|2 ≤ δ2k if αˆk = 0 for all k = 1, . . . , l . (4.7)
If there exists a saddle point (pˆ, αˆ) ∈ D × Rl+ in the sense of proposition 4.1, then
pˆ = pδ
opt
solves the optimization problem (4.3). Below we present an iterative procedure
for approaching this solution.
4.1.1 A fixed point iteration
We reformulate the equations (4.6) as fixed point equations in the form
αˆk = αˆk
|sτ,k(pˆ)− sδτ,k|2
δ2k
for all k = 1, . . . , l. (4.8)
Moreover, we choose a small positive number 0 < ε ≪ 1 and an initial guess α(0) ∈ Rl+
for starting the iteration
p(j) := pδ
α(j)
for j = 0, 1, . . . ;
α
(j+1)
k := α
(j)
k max
{∣∣sτ,k(p(j))− sδτ,k∣∣2
δ2k
, ε
}
for j = 0, 1, . . . ; k = 1, . . . , l.
(4.9)
As a consequence of [5, Theorem 4.24] we have:
Proposition 4.2
If the iteration (4.9) converges, i.e., α(j) → αˆ ∈ Rl+ and p(j) → pˆ ∈ D as j →∞, then the
pair (pˆ, αˆ) is a saddle-point of the Lagrangian saddle-point problem according to (4.3)
and pˆ is an optimal solution of (4.3).
Unfortunately, it seems to be difficult to formulate sufficient conditions for getting a con-
traction mapping such that Banach’s fixed point theorem would be applicable. However,
in practice the iteration along the lines of the following algorithm converges in a wide
range of situations to acceptable approxiamtions of pδ
opt
.
Algorithm 4.3
Step 0 Choose jmax ∈ N, ε, ε1 > 0 sufficiently small and α(0) ∈ Rk+. Set j := 0.
Step 1 Compute p(j) = pδ
α(j)
as a minimizer of F (p, α(j)) solving (4.2).
Step 2 Compute α
(j+1)
k = α
(j)
k max
{ |sτ,k(p(j))−sδτ,k|2
δ2
k
, ε
}
(k = 1, 2, ..., l).
Step 3 If ‖α(j+1) − α(j)‖2 ≤ ε1 or j + 1 ≥ jmax set pˆ := p(j) and stop;
otherwise set j := j + 1 and go to step 1.
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4.2 Numerical example
The multi-parameter regularization approach formulated in algorithm 4.3 was tested
for the situation given in table 4.1 (see also fifth column in table 4.4 for the values of
δk (k = 1, 2, ..., l)).
µ σ λ µY σY τ δ n x˜0 x˜n l ε ε1
0.1 0.2 10 0.1 0.2 0.004 0.1 40 −0.1 0.1 5 1e−05 1e−05
Table 4.1: Components of p∗ and multi-parameter algorithm settings
The empirical semi-invariants sδ1,k obtained from the data and the corresponding semi-
invariants of the parameter vector p∗ are compared in table 4.2.
semi-invariants
k sδ1,k s1,k(p
∗) |s1,k(p∗)− sδ1,k| deviation
1 −0.17002795 −0.19496852 0.02494 12.79%
2 +0.54421567 +0.54000000 0.00422 0.78%
3 +0.13101847 +0.13000000 0.00102 0.78%
4 +0.07375075 +0.07300000 0.00075 1.00%
5 +0.02837745 +0.02810000 0.00028 0.99%
Table 4.2: Comparison of input and exact semi-invariants
For our data the iteration process was convergent and provided the regularized solution
pˆ = pδ
αˆ
, which can be compared with p∗ in table 4.3. The computed optimal regularization
parameter vector αˆ is given in the last column of table 4.4. The deviation between the
regularized solution and the true parameter vector (in per cent) is given for the five
components in the fourth column of table 4.3. As expected the determination of µ is
extremely difficult (about 16 per cent error), whereas the standard deviations σ and σY
are estimated rather good with errors less than 2 per cent.
parameter p∗ pˆ = pδ
αˆ
deviation
µ 0.1 0.115857 15.86%
σ 0.2 0.197669 1.17%
λ 10.0 9.491907 5.08%
µY 0.1 0.103871 3.87%
σY 0.2 0.203410 1.71%
Table 4.3: Optimal multi-parameter regularized solution
The table 4.4 indicates that just for the parameters σ and λ the restrictions given by δ2
and δ3 are active for the optimal solution.
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k sδ1,k s1,k(pˆ) |s1,k(pˆ)− sδ1,k| δk αˆ
1 −0.17002795 −0.17002795 0.00680543 0.01 0.00000000
2 +0.54421567 +0.53421568 0.00999999 0.01 0.28657429
3 +0.13101847 +0.13301848 0.00200001 0.002 6.34543394
4 +0.07375075 +0.07527707 0.00152632 0.002 0.00000000
5 +0.02837745 +0.02983393 0.00145648 0.002 0.00000000
Table 4.4: A priori and a ex post error bounds and optimal regularization parameter
As a conclusion one can say that the multi-parameter approch that combines the least-
squares fitting of the empirical density function obtained from return data with the
fitting of empirical semi-invariants works quite well for the case study situation. This
kind of regularization surmounts the instabilities of conventional least-squares fittings
and leads to fairly acceptable approximate parameters for the jump diffusion process.
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