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Abstract
First of all, we establish compactness of continuous mappings of the Orlicz–Sobolev
classes W 1,ϕ
loc
with the Calderon type condition on ϕ and, in particular, of the Sobolev
classes W 1,p
loc
for p > n− 1 in Rn , n ≥ 3 , with one fixed point. Then we give a series of
theorems on convergence of the Orlicz–Sobolev homeomorphisms and on semicontinuity
in the mean of dilatations of the Sobolev homeomorphisms. These results lead us to
closeness of the corresponding classes of homeomorpisms. On this basis, we come to
criteria of compactness of classes of Sobolev’s homeomorphisms with two fixed points.
Finally, we show the precision of the found conditions.
2010 Mathematics Subject Classification: Primary 30C65; Secon-
dary 30C62
1 Introduction
The present paper is a natural continuation of our preceding works [22] and [33].
In the last work [33], we gave foundations of the convergence theory for general
homeomorphisms in space and, on this basis, developed the compactness theory
for the so–called ring Q–homeomorphisms that take an important part in the
mapping theory as well as in the theory of the Beltrami equations, see e.g.
the monographs [16] and [25], and the papers [21] and [22]. Here we give some
results of our study of the corresponding convergence and compactness problems
for the Orlicz–Sobolev mappings and, in particular, for the Sobolev homeo-
morphisms based on the mentioned theory of ring Q-homeomorphisms that
was motivated by the ring definition of Gehring for quasiconformal mappings,
see e.g. [11].
1
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First of all, recall the minimal definitions related to the Sobolev spacesW 1,p,
p ∈ [1,∞). Given an open set U in Rn, n ≥ 2, C∞0 (U) denotes the collection
of all functions ϕ : U → R with compact support having continuous partial
derivatives of any order. Now, let u and v : U → R be locally integrable
functions. The function v is called the distributional derivative uxi of u in
the variable xi, i = 1, 2, . . . , n, x = (x1, x2, . . . , xn), if∫
U
uϕxi dm(x) = −
∫
U
v ϕ dm(x) ∀ ϕ ∈ C∞0 (U) . (1.1)
Here dm(x) corresponds to the Lebesgue measure in Rn. The Sobolev classes
W 1,p(U) consist of all functions u : U → R in Lp(U) with all distributional
derivatives of the first order in Lp(U). A function u : U → R belongs to
W 1,ploc (U) if u ∈ W 1,p(U∗) for every open set U∗ with a compact closure in
U. We use the abreviation W 1,ploc if U is either defined by the context or not
essential. The similar notion is introduced for vector-functions f : U → Rm in
the component-wise sense.
The concept of the distributional derivative was introduced by Sobolev, see
[38]. It is known that a continuous function f belongs to W 1,ploc if and only if
f ∈ ACLp, i.e., if f is locally absolutely continuous on a.e. straight line which
is parallel to a coordinate axis and if all the first partial derivatives of f are
locally integrable with the power p, see e.g. 1.1.3 in [26].
In what follows, D is a domain in a finite-dimensional Euclidean space. Fol-
lowing Orlicz, see [28], given a convex increasing function ϕ : [0,∞) → [0,∞),
ϕ(0) = 0, denote by Lϕ the space of all functions f : D → R such that∫
D
ϕ
( |f(x)|
λ
)
dm(x) <∞ (1.2)
for some λ > 0. Lϕ is called the Orlicz space. If ϕ(t) = t
p, then we write also
Lp. In other words, Lϕ is the cone over the class of all functions g : D → R
such that ∫
D
ϕ (|g(x)|) dm(x) <∞ (1.3)
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which is also called the Orlicz class, see [1].
The Orlicz-Sobolev class W 1,ϕloc (D) is the class of locally integrable func-
tions f given in D with the first distributional derivatives whose gradient ∇f
has a modulus |∇f | that belongs locally in D to the Orlicz class. Note that
by definition W 1,ϕloc ⊆ W 1,1loc . Later on, we also write f ∈ W 1,ϕloc for a locally
integrable vector-function f = (f1, . . . , fm) of n real variables x1, . . . , xn if
fi ∈ W 1,1loc and ∫
D
ϕ (|∇f(x)|) dm(x) <∞ (1.4)
where |∇f(x)| =
√∑
i,j
(
∂fi
∂xj
)2
. Note that in this paper we use the notation
W 1,ϕloc for more general functions ϕ than in the classical Orlicz classes sometimes
giving up the condition on convexity of ϕ. Note also that the Orlicz–Sobolev
classes are intensively studied in various aspects at present, see e.g. [22] and
further references therein.
Now, let f be a continuous map of a domainD in Rn, n > 2, into Rn. If f has
all the first partial derivatives at a point x ∈ D, then we denote by ‖f ′(x)‖ the
matrix norm of the Jacobian matrix f ′ of f at x, i.e., ||f ′(x)|| = sup
h∈Rn,|h|=1
|f ′(x)·
h|, and by Jf(x) its Jacobian, i.e., detf ′(x). The outer dilatation of f at
such a point x is the quantity
Kf(x) =
‖f ′(x)‖n
|Jf(x)| (1.5)
if Jf(x) 6= 0, Kf(x) = 1 if f ′(x) = 0, and Kf(x) =∞ at the rest points inclu-
ding points without first partial derivatives. Further we also use the dilatation
Pf (x) = K
1
n−1
f (x) . (1.6)
Finally, recall that a homeomorphism f between domains D and D′ in Rn,
n > 2, is called of finite distortion if f ∈ W 1,1loc , Jf(x) ≥ 0 and Kf(x) is finite
a.e. First this notion was introduced on the plane for f ∈ W 1,2loc in the work
[20]. Later on, this condition was changed by f ∈ W 1,1loc in Rn, n > 2, but with
the additional condition Jf ∈ L1loc in the monograph [19].
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Note that the above additional condition Jf ∈ L1loc in the definition of the
mappings with finite distortion in [19] can be omitted for homeomorphisms.
Indeed, for each homeomorphism f between domains D and D′ in Rn having
all the first partial derivatives a.e. in D, there is a set E of the Lebesgue
measure zero such that f satisfies (N)-property by Lusin on D \ E and∫
A
|Jf(x)| dm(x) = |f(A)| (1.7)
for every Borel set A ⊂ D \ E, see e.g. 3.1.4, 3.1.8 and 3.2.5 in [9].
On the basis of (1.7), it is easy to prove the following useful statement.
Proposition 1.1. Let f be an ACL homeomorphism of a domain D in Rn,
n > 2, into Rn. Then
(i) f ∈ W 1,1loc if Pf ∈ L1loc ,
(ii) f ∈ W 1,n2loc if Kf ∈ L1loc ,
(iii) f ∈ W 1,n−1loc if Kf ∈ Ln−1loc ,
(iv) f ∈ W 1,ploc , p > n− 1 if Kf ∈ Lγloc, γ > n− 1 ,
(v) f ∈ W 1,ploc , p = nγ/(1 + γ) ≥ 1 if Kf ∈ Lγloc, γ ≥ 1/(n− 1) .
These conclusions and the estimates (1.8) are also valid for all ACL mappings
f : D→ Rn with Jf ∈ L1loc.
Proof. Indeed, by the Ho¨lder inequality applied on a compact set C inD, we
obtain on the basis of (1.7) the following estimates of the first partial derivatives
‖∂if‖p 6 ‖f ′‖p 6 ‖K1/nf ‖s · ‖J1/nf ‖n 6 ‖Kf‖1/nγ · |f(C)|1/n <∞ (1.8)
if Kf ∈ Lγloc for some γ ∈ (0,∞) because ‖f ′(x)‖ = K1/nf (x) · J1/nf (x) a.e.
where 1
p
= 1
s
+ 1
n
and s = γn, i.e., 1
p
= 1
n
(
1
γ
+ 1
)
. ✷
We sometimes use the estimate (1.8) with no comments to obtain corollaries.
Later on, we also often use the notations I, I¯, R, R, R+, R+ and Rn for [1,∞),
[1,∞], (−∞,∞), [−∞,∞], [0,∞), [0,∞] and Rn ∪ {∞}, correspondingly.
Moreover, we denote by B(x, r), x ∈ Rn, n ≥ 2, r > 0, the open ball
centered at x with the radius r, i.e., B(x, r) = {z ∈ Rn : |z − x| < r }, and
set Bn = B(0, 1).
CONVERGENCE AND COMPACTNESS OF THE SOBOLEV MAPPINGS 5
2 On Compactness of Orlicz–Sobolev Mappings
Recall definitions related to normal and compact families of mappings in metric
spaces. Let (X, d) and (X ′, d ′) be metric spaces with distances d and d ′,
respectively. A family F of continuous mappings f : X → X ′ is said to be
normal if every sequence of mappings fj ∈ F has a subsequence fjm converging
uniformly on each compact set C ⊂ X to a continuous mapping f . If in addition
F is closed with respect to the locally uniform convergence, i.e., f ∈ F, then
the family is called compact.
Normality is closely related to the following notion. A family F of mappings
f : X → X ′ is said to be equicontinuous at a point x0 ∈ X if for every
ε > 0 there is δ > 0 such that d ′(f(x), f(x0)) < ε for all f ∈ F and x ∈ X with
d(x, x0) < δ. The family F is called equicontinuous if F is equicontinuous at
every point x0 ∈ X.
Now, let us formulate the fundamental Calderon result in [6], p. 208.
Proposition 2.1. Let ϕ : R+ → R+ be an increasing function with ϕ(0) = 0
and the condition
A : =
∞∫
0
[
t
ϕ(t)
] 1
k−1
dt < ∞ (2.1)
for a natural number k ≥ 2 and let f : D → R be a continuous function given
in a domain D ⊂ Rk of the class W 1,ϕ(D). Then
diam f(C) ≤ αk Ak−1k

 ∫
C
ϕ (|∇f |) dm(x)


1
k
(2.2)
for every cube C ⊂ D whose adges are oriented along coordinate axes where
αk is a constant depending only on k.
Remark 2.1. Here it is not essential that the fuction ϕ is (strictly !) in-
creasing. Indeed, let ϕ is only nondecreasing. Going over, in case of need, to
the new function
ϕ˜ε(t) := ϕ(t) +
∑
i
ϕ
(ε)
i (t)
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where
ϕ
(ε)
i (t) := ε
2−i
(bi − ai)
t∫
0
χi(t) dt
and χi is a numbering of the characteristic functions of the intervals of constancy
(ai, bi) of the function ϕ, we see that ϕ(t) 6 ϕ˜ε(t) 6 ϕ(t) + ε and, thus, the
condition (1.4) on C and the condition (2.1) hold for the (strictly !) increasing
function ϕ˜ε. Letting ε → 0, we obtain the estimate (2.2) with the initial
function ϕ, see e.g. Theorem I.12.1 in [36].
The function (t/ϕ(t))1/(k−1) can have a nonintegrable singularity at zero.
However, it is clear that the behavior of the function ϕ about zero is not
essential for the estimate (2.2). Indeed, we may apply the estimate (2.2) with
the replacements A 7→ A∗ and ϕ 7→ ϕ∗ where
A∗ :=
[
1
ϕ(t∗)
] 1
k−1
+
∞∫
t∗
[
t
ϕ(t)
] 1
k−1
dt <∞ (2.3)
and ϕ∗(0) = 0, ϕ∗(t) ≡ ϕ(t∗) for t ∈ (0, t∗) and ϕ∗(t) = ϕ(t) for t > t∗ if
ϕ(t∗) > 0. Hence, in particular, the normalization ϕ(0) = 0 in Proposition 2.1
evidently has no valuation, too.
Given a domain D in Rn, n ≥ 2, a nondecreasing function ϕ : R+ → R+,
M ∈ [0,∞) and x0 ∈ D, denote by FϕM the family of all continuous mappings
f : D→ Rm, m ≥ 1, of the class W 1,1loc such that f(x0) = 0 and∫
D
ϕ (|∇f |) dm(x) ≤ M . (2.4)
We also use the notation FpM for the case of the function ϕ(t) = t
p, p ∈ [1,∞).
Set
t0 = sup
ϕ(t)=0
t , t0 = 0 if ϕ(t) > 0 ∀t ∈ R+ (2.5)
and
T0 = inf
ϕ(t)=∞
t , T0 = ∞ if ϕ(t) <∞ ∀t ∈ R+ . (2.6)
In this section we prove the following result, cf. e.g. Theorem 8.1 in [17].
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Theorem 2.1. Let ϕ : R+ → R+ be a nonconstant continuous nondecreas-
ing convex function such that, for some t∗ ∈ (t0,∞) and α ∈ (0, 1/(n− 1)),
∞∫
t∗
(
t
ϕ(t)
)α
dt < ∞ . (2.7)
Then FϕM is compact with respect to the locally uniform convergence in R
n.
Here the continuity of the function ϕ is understood in the sense of the topo-
logy of the extended positive real axis R+.
Recall before its proof that a nondecreasing convex function ϕ : R+ → R+
is called strictly convex, see e.g. [30], if
lim
t→∞
ϕ(t)
t
= ∞ . (2.8)
Remark 2.2. Note that a nonconstant continuous nondecreasing convex
function ϕ : R+ → R+ satisfying the condition (2.7) for some α > 0 is strictly
convex. Indeed, the slope ϕ(t)/t is a nondecreasing function if ϕ is convex, see
e.g. Proposition I.4.5 in [5]. Hence the condition (2.7) for α > 0 implies (2.8).
The proof of Theorem 2.1 will be based on the following lemma.
Lemma 2.1. Let ϕ : R+ → R+ be a nonconstant continuous nondecreasing
convex function with the condition (2.7) for some α > 0 and let α˜ ∈ (α,∞).
Then ϕ admits the decomposition ϕ = ψ ◦ ϕ˜ where ψ and ϕ˜ : R+ → R+ are
strictly convex and, moreover, ϕ˜ ≤ ϕ and ϕ˜ satisfies (2.7) with the new α˜.
Proof. Note that the convex function ϕ is locally lipshitz on the interval
(0, T0), where T0 is defined by (2.6), T0 > t0 by continuity and variability of the
function ϕ. Consequently, ϕ is locally absolutely continuous and, furthermore,
differentiable except a countable collection of points in the given nondegenerate
interval and ϕ′ is nondecreasing, see e.g. Corollaries 1-2 and Proposition 8 of
Section I.4 in [5]. Thus, denoting by ϕ′+(t) the function which coincides with
ϕ′(t) at the points of differentiability of ϕ and ϕ′+(t) = lim
τ→t+0
ϕ′(τ) at the rest
points in the interval [0, T0) and, finally, setting ϕ
′
+(t) =∞ for all t ∈ [T0,∞],
we have that
ϕ(t) = ϕ(0) +
t∫
0
ϕ′+(τ) dτ ∀ t ∈ R+ . (2.9)
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By monotonicity of the function ϕ′+, calculating its averages over the seg-
ments [0, t] and [t/2, t], correspondingly, we obtain from (2.9) the two-sided
estimate
1
2
ϕ′+ (t/2) ≤
ϕ(t) − ϕ(0)
t
≤ ϕ′+(t) ∀ t ∈ R+ . (2.10)
The inequalities (2.10) show that the condition (2.7) is equivalent to the fol-
lowing
I : =
∞∫
t∗
dt
[ϕ′+(t)]α
< ∞ . (2.11)
Again by monotonicity of ϕ′+, the condition (2.11) implies that ϕ
′
+(t) →∞
as t→∞. Thus, T∗ = sup
ϕ′+(t)<1
t is finite, T∗ ∈ [t0, T0). Set λ = α/α∗ ∈ (0, 1).
Consider the functions ϕ˜(t) =
t∫
0
h(τ) dτ and ψ(s) = ϕ(0)+
s∫
0
H(r) dr where
h(t) = ϕ′+(t) for t ∈ [0, T∗) and h(t) = [ϕ′+(t)]λ for t ∈ [T∗,∞] andH(s) = 1 for
s ∈ [0, S∗), S∗ = ϕ∗(T∗), H(s) = [ϕ′+(ϕ˜−1(s))]1−λ for s ∈ [S∗, S0), S0 = ϕ∗(T0),
and H(s) =∞ for s ∈ [S0,∞].
By the construction, ϕ˜(t) ≤ ϕ(t) for all t ∈ R+, the functions ψ and ϕ˜ as
well as ψ ◦ ϕ˜ are nondecreasing and convex, see e.g. Proposition 8 of Section
I.4 in [5], and
∞∫
t∗
dt
[ϕ˜′+(t)]α˜
= I < ∞ (2.12)
and, thus, ϕ˜ satisfies (2.7) with the new α˜. Moreover, similarly to (2.10)
ψ(s) − ψ(0)
s
≥ 1
2
H (s/2) ∀ s ∈ R+ (2.13)
where the right hand side converges to∞ as s→∞. Thus, ψ is strictly convex.
Finally, simple calculations by the chain rule show that
(ψ ◦ ϕ˜)′+(t) = ψ′+(ϕ˜(t)) · ϕ˜′+(t) = ϕ′+(t)
except a countable collection of points inR+, ψ◦ϕ˜(0) = ϕ(0) and, consequently,
ψ ◦ ϕ˜ ≡ ϕ in view of (2.9). ✷
And now, let us give the proof of the main result of this section, Theorem
2.1.
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Proof. First, let us show that mappings in FϕM are equicontinuous. Indeed,
by Lemma 2.1 ϕ admits the decomposition ϕ = ψ◦ϕ˜ where ψ and ϕ˜ : R+ → R+
are strictly convex and
∞∫
t∗
(
t
ϕ˜(t)
) 1
n−1
dt < ∞ (2.14)
for some t∗ > t0 and, moreover, ϕ˜ ≤ ϕ and hence∫
D
ϕ˜ (|∇f |) dm(x) ≤ M . (2.15)
Given z0 ∈ D and δ > 0, denote by C(z0, δ) the n–dimensional open cube
centered at the point z0 with edges which are parallel to coordinate axes and
whose length is equal to δ. Fix ε > 0. Since the function ψ is strictly convex,
the integral of ϕ˜(|∇f |) over C(z0, δ) ⊂ D is arbitrary small at sufficiently
small δ > 0 for all f ∈ FϕM , see e.g. Theorem III.3.1.2 in [30]. Thus, by
Proposition 2.1 and Remark 2.1 applied to ϕ˜ we have that |f(z)− f(z0)| < ε
for all z ∈ C(z0, δ) under some δ = δ(ε) > 0.
Now, let us show that a family FϕM is uniformly bounded on compactums.
Indeed, letK be a compactum inD.With no loss of generality we may consider
that K is a connected set containing the point x0 from the definition of F
ϕ
M ,
see e.g. Lemma 1 in [37]. Let us cover K by the collection of cubes C(z, δz),
z ∈ K, where δz corresponds to ε := 1 from the first part of the proof. Since K
is compact, we can find a finite number of cubes Ci = C(zi, δzi), i = 1, 2, . . . , N
that cover K. Note that D∗ :=
N⋃
i=1
Ci is a subdomain of D because K is a
connected set. Consequently, each point z∗ ∈ K can be joined with x0 in D∗
by a polygonal curve with ends of its segments at points x0, x1, . . . , xk, z∗ in
the given order lying in the cubes with numbers i1, . . . , ik, x0 ∈ C(zi1, δzi1),
z∗ ∈ C(zik, δzik) and xl ∈ Cil ∩ Cil+1, l = 1, . . . , k − 1, k ≤ N − 1. By the
triangle inequality we have that
|f(z∗)| ≤
k−1∑
l=0
|f(xl)− f(xl+1)|+ |f(xk)− f(z∗)| ≤ N .
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Since N depends on a compactum K only, it follows that FϕM is uniformly
bounded on compactums and, consequently, is normal by the Arzela—Ascoli
theorem, see e.g. IV.6.7 in [8].
Finally, show that the class FϕM is closed. By Remark 2.2 ϕ is strictly convex
and by Theorem III.3.1.2 in [30], for every ε > 0, there is δ = δ(ε) > 0 such
that
∫
E
|∇f | dm(x) ≤ ε for all f ∈ FϕM whenever m(E) < δ. Let fj ∈ FϕM and
fj → f locally uniformly as j → ∞. Then by Lemma 2.1 in [34] we have the
inclusion f ∈W 1,1loc . By Theorem 3.3 in Ch. III, § 3.4, of the monograph [29],∫
D
ϕ(|∇f |) dm(x) ≤ M , (2.16)
i.e., FϕM is closed. Thus, the class F
ϕ
M is compact. ✷
Corollary 2.1. The class FpM is compact with respect to the locally uniform
convergence for each p ∈ (n,∞).
Proof. It is easy to verify that the function ϕ(t) = tp satisfies the hypotheses
of Theorem 2.1 for an arbitrary number α ∈ (1/(p− 1), 1/(n− 1)). ✷
Recall that the problem of equicontinuity of mappings in the classes W 1,p
for p > n was investigated in the well–known paper [4], cf. also [18]. However,
the condition p > n is too restrictive for mappings with finite distortion as it
was cleared already in the plane case, see e.g. [3], [7], [16] and [25], although
this condition was natural for quasiconformal mappings, see e.g. [2] and [10].
Hence we will go back to this question once more in Section 7.
3 Convergence of Orlicz–Sobolev Homeomorphisms
In [22], see Corollary 9.3, it was established by us that every homeomorphism
between domains in Rn , n ≥ 3 , of the Orlicz–Sobolev classes W 1,ϕloc with the
Calderon type condition on a nonconstant continuous nondecreasing function
ϕ : R+ → R+:
∞∫
t∗
[
t
ϕ(t)
] 1
n−2
dt <∞ (3.1)
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for some t∗ ∈ (t0,∞) where t0 = sup
ϕ(0)=0
t , see also Remark 2.1, and, in partic-
ular, of the Sobolev classes W 1,ploc with p > n − 1 is a ring Q∗-homeomorphism
at every point x0 ∈ D with Q∗(x) = [Kf(x)]n−1. Thus, combining this fact
with the convergence theory for ring Q−homeomorphisms in the last work [33],
Section 4, we come to the corresponding results on convergence of homeomor-
phisms in the classes of Sobolev as well as Orlicz–Sobolev further.
Lemma 3.1. Let D be a domain in Rn, n ≥ 3, and let fj, j = 1, 2, . . . ,
be a sequence of homeomorphisms of D into Rn in W 1,ϕloc with (3.1) converging
locally uniformly to a mapping f with respect to the spherical metric. Suppose∫
ε<|x−x0|<ε0
Kn−1f (x) · ψn(|x− x0|) dm(x) = o(In(ε, ε0)) ∀ x0 ∈ D (3.2)
where o(In(ε, ε0))/I
n(ε, ε0) → 0 as ε → 0 uniformly with respect to the
parameter j = 1, 2, . . . for ε0 < dist (x0, ∂D) and a measurable function
ψ(t) : (0, ε0)→ [0,∞] such that
0 < I(ε, ε0) :=
ε0∫
ε
ψ(t) dt <∞ ∀ ε ∈ (0, ε0) . (3.3)
Then the mapping f is either a constant in Rn or a homeomorphism into Rn.
Remark 3.1. In particular, the conclusion of Lemma 3.1 holds for homeo-
morphisms fj in the classes W
1,p
loc with p > n− 1 and for Kn−1fj (x) ≤ Q(x) a.e.
in D with a measurable function Q : D → (0,∞) such that∫
ε<|x−x0|<ε0
Q(x) · ψn(|x− x0|) dm(x) = o(In(ε, ε0)) ∀ x0 ∈ D . (3.4)
Theorem 3.1. Let D be a domain in Rn, n ≥ 3, fj, j = 1, 2, . . . , be a
sequence of homeomorphisms of D into Rn in W 1,ϕloc with (3.1) and K
n−1
fj
(x) ≤
Q(x) a.e. in D where Q ∈ FMO. If fj → f locally uniformly, then the mapping
f is either a constant in Rn or a homeomorphism into Rn.
Corollary 3.1. In particular, the limit mapping f is either a constant in
Rn or a homeomorphism of D into Rn whenever
lim
ε→0
−
∫
B(x0,ε)
Q(x) dm(x) <∞ ∀ x0 ∈ D
CONVERGENCE AND COMPACTNESS OF THE SOBOLEV MAPPINGS 12
or whenever every x0 ∈ D is a Lebesgue point of Q ∈ L1loc.
Theorem 3.2. Let D be a domain in Rn, n ≥ 3, Q : D → I¯ a locally
integrable function such that, for some ε(x0) < dist (x0, ∂D),
ε(x0)∫
0
dr
rq
1
n−1
x0 (r)
=∞ ∀x0 ∈ D (3.5)
where qx0(r) denotes the average of Q(x) over the sphere |x−x0| = r. Suppose
fj, j = 1, 2, . . . , is a sequence of homeomorphisms of D into R
n in W 1,ϕloc with
(3.1) and Kn−1fj (x) ≤ Q(x) a.e. in D. If fj → f locally uniformly, then the
mapping f is either a constant in Rn or a homeomorphism into Rn.
Corollary 3.2. In particular, the conclusion of Theorem 3.2 holds if
qx0(r) = O
(
logn−1
1
r
)
∀x0 ∈ D .
Corollary 3.3. Under hypotheses of Theorem 3.2, the limit mapping f is
either a constant in Rn or a homeomorphism into Rn provided that the function
Q has singularities only of the logarithmic type of the order which is not more
than n− 1 at every point x0 ∈ D.
Theorem 3.3. Let D be a domain in Rn, n ≥ 3, Q : D → I¯ a locally
integrable function such that∫
ε<|x−x0|<ε0
Q(x)
|x− x0|n dm(x) = o
(
logn
1
ε
)
∀x0 ∈ D (3.6)
as ε → 0 for some positive number ε0 = ε(x0) < dist (x0, ∂D). Suppose fj,
j = 1, 2, . . . , is a sequence of homeomorphisms of D into Rn inW 1,ϕloc with (3.1)
and Kn−1fj (x) ≤ Q(x) a.e. in D. If fj → f locally uniformly, then the mapping
f is either a constant in Rn or a homeomorphism into Rn.
For every nondecreasing function Φ : I¯ → R+, the inverse function Φ−1 :
R+ → I¯ can be well defined by setting
Φ−1(τ) = inf
Φ(t)≥τ
t .
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As usual, here inf is equal to∞ if the set of t in I¯ such that Φ(t) ≥ τ is empty.
Note that the function Φ−1 is nondecreasing, too. Note also that if h : I¯→ I¯ is a
sense–preserving homeomorphism and ϕ : I¯→ R+ is a nondecreasing function,
then
(ϕ ◦ h)−1 = h−1 ◦ ϕ−1 . (3.7)
Theorem 3.4.Let D be a domain in Rn, n ≥ 3, Q : D → I¯ a measurable
function and Φ : I¯→ R+ a nondecreasing convex function. Suppose that∫
D
Φ (Q(x))
dm(x)
(1 + |x|2)n ≤ M <∞ (3.8)
and, for some δ > Φ(1),
∞∫
δ
dτ
τ [Φ−1(τ)]
1
n−1
= ∞ (3.9)
Suppose fj, j = 1, 2, . . . , is a sequence of homeomorphisms of D into R
n in
W 1,ϕloc with (3.1) and K
n−1
fj
(x) ≤ Q(x) a.e. in D. If fj → f locally uniformly,
then f is either a constant in Rn or a homeomorphism into Rn.
Remark 3.2. We may assume in Theorem 3.4 that the function Φ(t) is
not convex on the whole segment I¯ but only on the segment [t∗,∞] where
t∗ = Φ−1(δ). Indeed, every non-decreasing function Φ : I¯ → R+ which is
convex on the segment [t∗,∞] can be replaced by a non-decreasing convex
function Φ∗ : I¯ → R+ minorizing Φ in the following way. Set Φ∗(t) ≡ 0 for
t ∈ [1, t∗], Φ(t) = ϕ(t) for t ∈ [t∗, T∗] and Φ∗ ≡ Φ(t) for t ∈ [T∗,∞], where
τ = ϕ(t) is the line passing through the point (0, t∗) and touching the graph of
the function τ = Φ(t) at a point (T∗,Φ(T∗)), T∗ ∈ (t∗,∞). By the construction
we have that Φ∗(t) ≤ Φ(t) for all t ∈ I¯ and Φ∗(t) = Φ(t) for all t ≥ T∗ and,
consequently, the conditions (3.8) and (3.9) hold for Φ∗ under the same M and
every δ > 0.
Furthermore, by the same reasons it is sufficient to assume in Theorem 3.4
that the function Φ is only minorized by a nondecreasing convex function Ψ on
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a segment [T,∞] such that
∞∫
δ
dτ
τ [Ψ−1(τ)]
1
n−1
= ∞ (3.10)
for some T ∈ I and δ > Ψ(T ). Note that the condition (3.10) can be written
in terms of the function ψ(t) = logΨ(t) :
∞∫
∆
ψ(t)
dt
tn′
= ∞ (3.11)
for some ∆ > t0 ∈ [T,∞] where t0 := sup
ψ(t)=−∞
t, t0 = T if ψ(T ) > −∞,
and where 1n′ +
1
n = 1, i.e., n
′ = 2 for n = 2, n′ is decreasing in n and
n′ = n/(n − 1) → 1 as n → ∞, see Proposition 2.3 in [32]. It is clear that if
the function ψ is nondecreasing and convex, then the function Φ = eψ is so but
the inverse conlusion generally speaking is not true. However, the conclusion
of Theorem 3.4 is valid if ψm(t), t ∈ [T,∞], is convex and (3.11) holds for ψm
under some m ∈ N because eτ ≥ τm/m! for all m ∈ N.
Note that ψ(t) = αt
1
n−1 , α ∈ (0,∞), satisfies (3.11) and eαt
1
n−1 is convex on
the segment [T,∞] with T ≥ [n−2α ]n−1, see e.g. the point 1.4.4 in [5].
Corollary 3.4. In particular, the conclusion of Theorem 3.4 is valid if, for
some α > 0, ∫
D
eαQ
1
n−1 (x) dm(x)
(1 + |x|2)n ≤ M <∞ . (3.12)
The same is true for any function Φ = eψ where ψ(t) is a finite product of the
function αtβ, α > 0, β ≥ 1/(n− 1), and some of the functions [log(A1 + t)]α1,
[log log(A2 + t)]
α2, . . . , αm ≥ −1, Am ∈ R, m ∈ N, t ∈ [T,∞], ψ(t) ≡ ψ(T ),
t ∈ [1, T ] for a large enough T ∈ I.
Remark 3.3. Note also that, as it follows from Lemma 3.1, the conclusion
of these theorems on convergence of ring Q-homeomorpisms fj is also valid
for ring Qj-homeomorpisms fj if at least one of the conditions on Q = Qj
in Theorems 3.1–3.4 and Corollary 3.1–3.4 holds uniformly in the parameter
j = 1, 2, . . .. Thus, replacing the above conditions on Q by the corresponding
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uniform conditions on Kn−1fj , we obtain more general results on convergence of
the Sobolev homeomorphisms with no point-wise dominant Q(x) for Kn−1fj (x).
We give here some of such results in the explicit form.
Theorem 3.5.Let D be a domain in Rn, n ≥ 3, and let Φ : R+ → R+ be a
nondecreasing convex function satisfying the condition (3.9). Suppose that fj,
j = 1, 2, . . . , is a sequence of homeomorphisms of D into Rn in the class W 1,ϕloc
with (3.1) and∫
D
Φ(Kn−1fj (x))
dm(x)
(1 + |x|2)n ≤ M <∞ ∀ j = 1, 2, . . . (3.13)
If fj → f locally uniformly, then f is either a constant in Rn or a homeomor-
phism into Rn.
The notes in Remark 3.2 to Theorem 3.4 on the convexity of the function Φ
and on its minorants are valid for Theorem 3.5. Thus, we have the following.
Corollary 3.5. In particular, the conclusion of Theorem 3.5 is valid if, for
some α > 0, ∫
D
eαKf (x)
dm(x)
(1 + |x|2)n ≤ M <∞ . (3.14)
The same is true for any function Φ = eψ where ψ(t) is a finite product of the
function αtβ, α > 0, β ≥ 1/(n− 1), and some of the functions [log(A1 + t)]α1,
[log log(A2 + t)]
α2, . . . , αm ≥ −1, Am ∈ R, m ∈ N, t ∈ [T,∞], ψ(t) ≡ ψ(T ),
t ∈ [1, T ], with a large enough T ∈ I.
Remark 3.4. Note that he integral conditions (3.13) and (3.8) for Kf and
Φ can be written in other forms that are sometimes more convenient. Namely,
by (3.7) with h(t) = t
1
n−1 and ϕ(t) = Φ(tn−1), Φ = ϕ ◦ h, the couple of the
conditions (3.13) and (3.8) is equivalent to the following couple∫
D
ϕ(Kfj(x))
dm(x)
(1 + |x|2)n ≤ M <∞ ∀ j = 1, 2, . . . (3.15)
and ∞∫
δ
dτ
τϕ−1(τ)
= ∞ (3.16)
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for some δ > ϕ(1).Moreover, by Theorem 2.1 in [35] the couple of the conditions
(3.15) and (3.16) for ϕ = eψ is in turn equivalent to the next couple∫
D
eψ(Kfj (x))
dm(x)
(1 + |x|2)n ≤ M <∞ ∀ j = 1, 2, . . . (3.17)
and ∞∫
∆
ψ(t)
dt
t2
= ∞ (3.18)
for some ∆ > t0 where t0 := sup
ψ(t)=−∞
t, t0 = 1 if ψ(1) > −∞.
4 On normal families of homeomorphisms
Here we give some criteria of normality for the Orlicz–Sobolev classes of ho-
meomorphisms.
Let D be a domain in Rn, n > 3, and let ϕ : R+ → R+ be a nonconstant con-
tinuous nondecreasing function, Q : D → I¯ be a measurable function. Denote
by OϕQ,∆ the collection of all homeomorphisms f in the Orlicz–Sobolev class
W 1,ϕloc such that K
n−1
f (x) 6 Q(x) a.e. and h
(
Rn \ f(D)) > ∆ > 0. Moreover,
denote by SpQ,∆ the class OϕQ,∆ with ϕ(t) = tp, p > 1. Finally, let SQ,∆ be the
collection of all homeomorphisms f of D into Rn in the class W 1,1loc such that
Kn−1f (x) 6 Q(x) a.e. and h
(
Rn \ f(D)) > ∆ > 0. Here and further h(A)
denote the spherical (chordal) diameter of a set A in Rn.
Lemma 4.1. Let D be a domain in Rn, n ≥ 3, ∆ > 0 and Q : D → I¯ be
a measurable function with the condition (3.4). Then the classes OϕQ,∆, SpQ,∆
and SQ,∆ form normal families if ϕ satisfies (3.1), correspondingly, p > n − 1
and Q ∈ Lγloc, γ > 1.
Remark 4.1. Lemma 4.1 follows directly from Lemma 6.1 in [33] for Q-
homeomorphisms. In particular, the conclusions of Lemma 4.1 hold under the
conditions on Q in Theorems 3.1–3.4 and Corollary 3.1–3.4, cf. the corre-
sponding criteria of normality in [22]. See also Section 4 in [33] for reasons on
interconnections of various conditions on Q with the condition (3.4).
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Furthermore, as it follows from Remark 6.1 in [33], the conclusions on equi-
continuity and normality of ring Q-homeomorpisms are valid for variable Q
but if at least one of the conditions on Q in Lemma 3.1, Theorems 3.1–3.4 and
Corollary 3.1–3.4 holds uniformly. Thus, again replacing the above conditions
on Q by the corresponding uniform conditions onKn−1f , we obtain more general
results on normality for classes of Sobolev’s homeomorphisms with no point-
wise dominant Q for Kn−1f . We give here a few such results in the explicit
form.
Now, let Φ : I¯ → R+ be a nondecreasing convex function. Given ∆ ∈ (0, 1)
and M ∈ (0,∞), denote by OϕΦ the collection of all homeomorphisms f of D
into Rn in the Orlicz–Sobolev class W 1,ϕloc such that h
(
Rn \ f(D)) > ∆ and∫
D
Φ(Kn−1f (x))
dm(x)
(1 + |x|2)n ≤ M . (4.1)
Further, let SpΦ be the class OϕΦ with ϕ(t) = tp, p > 1.
Moreover, let S∗Φ,α, α ≥ 1, be the collection of all homeomorphisms f of D
into Rn in the class W 1,1loc such that h
(
Rn \ f(D)) > ∆ and∫
D
Φ(Kαf (x))
dm(x)
(1 + |x|2)n ≤ M . (4.2)
Finally, given a nondecreasing function ψ : I¯ → R+ such that ψm
(
t
1
n−1
)
is
convex for some m ∈ N on a segment [T,∞] for some T ∈ I, denote by Sψ∗ the
collection of all homeomorphisms f of D into Rn in the class W 1,1loc such that
h
(
Rn \ f(D)) > ∆ and∫
D
eψ(Kf (x))
dm(x)
(1 + |x|2)n ≤ M . (4.3)
Apply to the class Sψ∗ Remark 6.1 in [33] side by side with Remark 3.2 above.
Lemma 4.2. Let D be a domain in Rn, n ≥ 3. Then the classes OϕΦ and
Sψ∗ , SpΦ and S∗Φ,α form normal families if ϕ, Φ and ψ satisfies (3.1), (3.9) and
(3.18), correspondingly, p > n− 1 and
∞∫
δ
dτ
τ [Φ−1(τ)]
1
α
= ∞ , δ > Φ(1) , α > n− 1 . (4.4)
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5 Main Lemma
The following lemma was proved earlier for mappings with bounded distortion
in the paper [13], Lemma 4.7, and for mappings with finite length distortion in
the monograph [25], Lemma 8.6.
Lemma 5.1. Let D be a domain in Rn, n ≥ 2, and let fj j = 1, 2, . . . ,
be a sequence of homeomorphisms of D into Rn of the class W 1,1loc converging
locally uniformly to a mapping f : D → Rn. Then
Pf(x0) ≤ lim inf
h→0
lim inf
j→∞
1
hn
∫
C(x0,h)
Pfj(y) dm(y) (5.1)
at each point x0 of differentiability of the mapping f where C(x0, h) denotes
the cube in Rn centered at x0 whose edges of the length h are oriented along
the principal axes of the quadratic form (f ′(x0)z, f ′(x0)z).
Here we use the dilatation Pf defined in (1.6).
Proof. Without los of generality we may assume that x0 = 0, f(0) = 0,
and that fj(0) = 0, j = 1, 2, . . . . Let e1, . . . , en be an orthonormal basis in
R
n formed by the eigenvectors of f ′(0)∗f ′(0). Note that f ′(0)Bn is an ellipsoid
whose semiaxes λ1 ≤ λ2 ≤ · · · ≤ λn are the nonnegative square roots of the
corresponding eigenvalues of f ′(0)∗f ′(0). We may assume that f ′(0) 6= 0, i.e.,
λn > 0, because in the contrary case Pf(0) = 1 and the inequality (5.1) is
obvious. We also abbreviate C(h) = C(0; h).
Now, for every ε > 0, we can choose δ = δ(ε) > 0 such that for h ∈ (0, δ)
and all y ∈ C(h),
|f(y)− f ′(0)y| < hε
because f is differentiable at 0. Moreover, since fj → f locally uniformly, we
have, for all y ∈ C(h), that
|fj(y)− f ′(0)y| < hε (5.2)
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under j > j0. The set f
′(0)C(h) is the rectangular parallelopiped
(−λ1h/2, λ1h/2)× · · · × (−λnh/2, λnh/2),
that can be degenerate if λi = 0, i = 1, . . . , k, 0 < k < n, whose edges are
oriented along the basis vectors e˜k+1, . . . , e˜n, of R
n,
e˜i =
f ′(0)ei
|f ′(0)ei| , i = k + 1, . . . , n,
and some vectors e˜1, . . . , e˜k that form orthonormal basis of the orthogonal com-
plement to (n − k)-dimensional subspace of Rn generated by e˜k+1, . . . , e˜n. In-
equality (5.2) yields that all the points fj(y), y ∈ C(h), lie in the parallelopiped(
−
(
λ1
2
+ ε
)
h,
(
λ1
2
+ ε
)
h
)
× · · · ×
(
−
(
λn
2
+ ε
)
h,
(
λn
2
+ ε
)
h
)
.
Here Rn is again equipped with the basis e˜1, . . . , e˜n. Thus,
mes(fj(C(h))) ≤ hn(λ1 + 2ε)(λ2 + 2ε) · · · (λn + 2ε). (5.3)
and by (1.7) we have the inequalities∫
C(h)
|Jfj(y)| dm(y) ≤ mes(fj(C(h))) ≤ hn(|Jf(0)|+△(ε)), (5.4)
where △(ε)→ 0 as ε→ 0 because Jf(0) = λ1λ2 · . . . · λn.
Next, consider the (n − 1)-dimensional cube C∗(h) with center at x = 0
and edges of the length h oriented along e1, . . . , en−1. Consider a segment
l(z), z ∈ C∗(h), perpendicular to C∗(h) inside of C(h) and write lj(z) for the
length of the path fj(l(z)). Since fj ∈ W 1,1loc , by Theorem 1 of Section 1.1.3
and Theorem of Section 1.1.7 in [26] fj is absolutely continuous on l(z) for a.e.
z ∈ C∗(h) and by Theorem 1.3 in [39] we have that
lj(z) =
h/2∫
−h/2
|f ′j(z, yn)en| dyn (5.5)
for almost every z ∈ C∗(h) with respect to the (n − 1)-dimensional Lebesgue
measure. On the other hand, (5.2) implies that
lj(z) ≥ (|f ′(0)en| − 2ε)h = (λn − 2ε)h.
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Hence (5.5) yields that
h/2∫
−h/2
|f ′j(z, yn)en| dyn ≥ h(λn − 2ε)
for a.e. z ∈ C∗(h). Thus, integrating over C∗(h) and using the Fubini theorem,
we obtain that ∫
C(h)
|f ′j(y)en| dm(y) ≥ hn(λn − 2ε). (5.6)
Let first Kfj(y) 6=∞ a.e. in C(h). Then the Ho¨lder inequality gives∫
C(h)
|f ′j(y)en| dm(y) ≤
∫
C(h)
‖f ′j(y)‖ dm(y) =
∫
C(h)
K
1/n
fj
(y) Jfj(y)
1/n dm(y)
(5.7)
≤

 ∫
C(h)
K
1
n−1
fj
(y) dm(y)


n−1
n

 ∫
C(h)
Jfj(y) dm(y)


1
n
.
Here the equality ‖f ′j(y)‖n = Kfj(y) Jfj(y) a.e. has also been used. Combining
(5.7), (5.4) and (5.6), we obtain that
(
(λn − 2ε)n
|Jf(0)|+△(ε)
) 1
n−1
≤ 1
hn
∫
C(h)
K
1
n−1
fj
(y) dm(y) .
Note that the last inequality also holds in the evident way for the case
Kfj(y) = ∞ on a set of positive measure because in this case the right hand
side is equal to ∞.
Thus, letting here first j →∞, then h→ 0 and, finally, ε→ 0, we complete
the proof. ✷
Applying the Jensen inequality to (5.1), we obtain the following conclusion.
Corollary 5.1. Under the hypotheses and notations of Lemma 5.1,
Φ (Pf (x0)) ≤ lim inf
h→0
lim inf
j→∞
1
hn
∫
C(x0,h)
Φ
(
Pfj (y)
)
dm(y) (5.8)
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for every continuous convex function Φ : I¯→ R+.
In particular, for the function Φ(t) = tn−1, we have the next conclusion.
Corollary 5.2. Under the hypotheses of Lemma 5.1,
Kf(x0) ≤ lim inf
h→0
lim inf
j→∞
1
hn
∫
C(x0,h)
Kfj(y) dm(y) . (5.9)
Theorem 5.1. Let D be a domain in Rn, n ≥ 2, and let fj, j = 1, 2, . . . ,
be a sequence of homeomorphisms of D into Rn of the class W 1,1loc converging
locally uniformly to a mapping f : D → Rn which is differentiable a.e. in D. If
Pfj (x) ≤ P (x) ∈ L1loc j = 1, 2, . . . , (5.10)
then
Pf (x) ≤ lim sup
j→∞
Pfj (x) a.e. (5.11)
Moreover, if f is a homeomorphism, then f ∈W 1,1loc and ∂ifj → ∂if weakly in
L1loc as j →∞ for all i = 1, . . . n.
Proof. Applying Lemma 5.1, the condition (5.10) and the theorem on term-
by-term integration, see e.g. Theorem I.12.12 in [36], we have that
Pf (x) ≤ lim inf
h→0
1
hn
∫
C(x,h)
lim sup
j→∞
Pfj(y) dm(y). (5.12)
Now, by the theorem on the differentiability of the indefinite Lebesgue integral,
see e.g. Theorem IV.6.3 in [36], we obtain a.e. the equality
lim
h→0
1
hn
∫
C(x,h)
lim sup
j→∞
Pfj (y) dm(y) = lim sup
j→∞
Pfj (x) . (5.13)
Finally, combining (5.12) and (5.13), we come to (5.11).
Next, by (5.10) fj are of finite distortion, Pfj < ∞ a.e., and by (1.8) , for
every compact set C ⊂ Ω, i = 1, . . . , n, j = 1, 2, . . .
‖∂ifj‖ 6 ‖Pfj‖(n−1)/n · |fj(C)|1/n 6 ‖P‖(n−1)/n · |fj(C)|1/n < ∞ (5.14)
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where ‖ ∗ ‖ denotes the norm of ∗ in L1(C). Take ρ∗ ∈ (0, ρ) where ρ =
dist(C, ∂D) and cover C by all balls B(x, ρ∗), x ∈ C. Choosing a finite covering
from the given covering, we obtain an open set V containing C and such that
V ⊂ D. By the construction, V is a compact subset of D and, moreover,
f(C) and f(V ) are compact subsets of the domain D′ = f(D) such that
f(C) ⊂ f(V ), f(V ) is open and hence dist(f(C), ∂f(V )) > 0 because f is a
homeomorphism. Consequently, fj(C) ⊂ f(V ) for large enough j and we have
by (5.14) that
‖∂ifj‖ 6 ‖P‖(n−1)/n · |f(V )|1/n < ∞ (5.15)
for such j. It is proved similarly that
‖∂ifj‖E 6 ‖P‖(n−1)/nE · |f(V )|1/n < ∞ (5.16)
where ‖ ∗ ‖E denotes the norm of ∗ in L1(E) for an arbitrary measurable set
E ⊆ C. Thus, f ∈ W 1,1loc and ∂ifj → ∂if weakly in L1loc, i = 1, . . . n as j →∞
by Lemma 2.1 in [34]. ✷
In the next section we give the corresponding results with no point-wise
dominant P (x).
6 On Semicontinuity of Dilatations in the Mean
The corresponding analogs of the following result for the plane case can be found
in the monograph [15], see Theorem 11.1 therein, and for space mappings with
bounded distortion in the paper [13], Theorem 4.1.
As above, we use here the dilatation Pf defined in (1.6).
Theorem 6.1. Let D be a domain in Rn, n ≥ 2, and let fj, j = 1, 2, . . . , be
a sequence of homeomorphisms of D into Rn of the class W 1,1loc (D) converging
locally uniformly to a mapping f : D → Rn which is differentiable a.e. in D.
Then on every open set Ω ⊆ D∫
Ω
Φ(Pf(x)) dm(x) ≤ lim inf
j→∞
∫
Ω
Φ(Pfj(x)) dm(x) (6.1)
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for every strictly convex function Φ : I¯→ R+ which is continuous from the left
at the point T = sup
Φ(t)<∞
t. Moreover, if f is a homeomorphism and the right
hand side in (8.1) is finite, then f ∈ W 1,1loc (Ω). Finally, if in addition
lim sup
j→∞
∫
Ω
Φ(Pfj(x)) dm(x) < ∞ , (6.2)
then ∂ifj → ∂if weakly in L1loc(Ω) as j →∞ for all i = 1, . . . n.
Remark 6.1. Here the continuity of the function Φ is understood in the
sense of the topology of R+. The conditions that Φ is convex, nondecreasing
and continuous from the left at the point T are not only sufficient but also
necessary to conclude (8.1) as it was already shown for the plane case in the
monograph [15]. We will prove this fact for the space case in the final section.
Before the proof of Theorem 6.1, let us give a reformulation, in terms of
series, of the known Fatou lemma, see e.g. Theorem I.12.10 in [36].
Lemma 6.1. Let amj , m, j = 1, 2, . . . be nonnegative numbers. Then
∞∑
m=1
lim inf
j→∞
amj ≤ lim inf
j→∞
∞∑
m=1
amj . (6.3)
If a sequence amj, m, j = 1, 2, . . . contains negative numbers, then to have
(6.3) it is sufficient in addition to assume that |amj| ≤ bm where
∑
bm <∞.
Indeed, the case of series is reduced to the standard integral case through
applying the step–functions ϕj, j = 1, 2, . . . given on the segment [0, 1] :
ϕj(t) = 2
mamj ,
m−1∑
k=1
2−k ≤ t <
m∑
k=1
2−k, m = 1, 2, . . .
Proof. If the right hand side in (8.1) is equal to∞, then the inequality (8.1)
is evident. Hence we may assume further that∫
Ω
Φ(Pfj(x)) dm(x) ≤ M < ∞ ∀ j = 1, 2, . . . . (6.4)
1) Let first the function Φ(Pf(z)) is locally integrable in a bounded Ω. Then
by the theorem on the differentiability of the indefinite integral, IV(6.3) in [36],
lim
h→0
1
h2
∫
C(x;h)
Φ(Pf(ζ) dm(ζ) = Φ(Pf(x))
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and, moreover, (5.8) holds by Corollary 5.1 for x ∈ E where |Ω \E| = 0. Thus,∫
C(x,h)
Φ(Pf(ζ)) dm(ζ) ≤ lim inf
n→∞
∫∫
C(x,h)
Φ(Pfj(ζ)) dm(ζ) + εh
2,
for every point x ∈ E and every ε > 0 with small enough h < δ = δ(ε, x).
The system of cubes C(x, h), x ∈ E, h < min(ρ(x, ∂Ω)/√n, δ(ε, x)), forms
a covering of the set E in the sense of Vitali and we are able to choose a
countable collection of mutually disjoint cubes Cm = C(xm, hm) in the given
covering such that |E \ ∪Em| = 0, Cm ⊆ Ω and |Ω \ ∪Em| = 0, |Ω| =
∑ |Em|,
see e.g. Theorem IV.3.1 in [36].
By countable additivity of the integral, see e.g. Theorem I.12.7 in [36], and
by Lemma 6.1 applied to
amj =
∫
Em
Φ(Pfj(ζ)) dm(ζ), m, j = 1, 2, . . . ,
we obtain that∫
Ω
Φ(Pf(ζ)) dm(ζ) ≤ lim inf
j→∞
∫
Ω
Φ(Pj(ζ)) dm(ζ) + ε|Ω|
and by arbitrariness of ε > 0 we come to (8.1).
2) If Φ(T ) < ∞, then also T < ∞ because of the condition Φ(t)/t → ∞
as t → ∞. Consequently, Pfj(x) ≤ T a.e. by the condition (6.4) and hence
Pf(x) ≤ T a.e. by Lemma 5.1. However, then Φ(Pf(x)) ≤ Φ(T ) a.e. and
Φ(Pf(x)) is locally integrable in Ω. Thus, by the point 1) of the proof we
obtain (8.1) for bounded Ω.
3) Now, let Φ(T ) =∞. Then by continuity of Φ in the sense of R+ from the
left at the point T , there is a monotone sequence tm ∈ (1, T ), m = 1, 2, . . .
(1,∞) such that tm → T , correspondingly, Φ(tm) → ∞ as m → ∞ and Φ(t)
is differentiable at every point tm, Φ
′(tm) > 0, see e.g. Corollary I.4.2 in [5].
Let us consider the functions
Φm(t) =
{
Φ(t), t ≤ tm,
Φ(tm) + Φ
′(tm)(t− tm), t ≥ tm;
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and
ϕm(τ) =
{
τ, τ ≤ Φ(tm),
Φ(αm + βmτ), τ ≥ Φ(tm);
where the coefficients {
αm = tm − Φ(tm)/Φ′(tm)
βm = 1/Φ
′(tm)
have been found from the condition
αm + βm [Φ(tm) + Φ
′(tm)(t− tm)] ≡ t (6.5)
and, thus, by the construction
ϕm(Φm(t)) ≡ Φ(t), m = 1, 2, . . . . (6.6)
As it is easy to see, all the functions Φm and ϕm are nondecreasing, continuous
and convex, see e.g. Proposition I.4.8 in [5], and
lim
τ→∞
ϕm(τ)
τ
=∞ (6.7)
because Φ is continuous and strictly convex. Moreover, the sequence Φm ≤ Φ
is increasing and point-wise convergent to Φ as m→∞.
Let us first prove that the functions Φm(P (x)), m = 1, 2, . . . , are integrable
over bounded Ω. Indeed, by the Jensen inequality, (6.4) and (6.6), for every
E ⊆ Ω with |E| > 0, we may consider that for all j = 1, 2, . . . andM∗ =M+ε:
ϕm

 1
|E|
∫
E
Φm(Pfj(ζ)) dm(ζ)

 ≤ M∗|E| <∞. (6.8)
If T <∞, then by definition of ϕm, (6.5) and (6.8) we obtain that
1
|E|
∫
E
Φm(Pfj(ζ)) dm(ζ) ≤ Qm : = Φ(tm) + Φ′(tm)(T − tm)
and hence Φm(Pfj(x)) ≤ Qm, m, j = 1, 2, . . . , for a.e. x ∈ Ω by the theorem
on differentiability of the indefinite integral. Thus, by Theorem 5.1 Φm(P (x)) ≤
Qm a.e. and the lntegrability of Φm(P ) become evident.
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If T =∞, then, in view of (6.7) and (6.8),∫
E
Φm(Pfj(ζ)) dm(ζ) ≤M∗
τ
ϕm(τ)
→ 0,
where τ = ϕ−1m (M∗/|E|)→∞ as |E| → 0. Moreover,
‖Φm(Pfj)‖L1(Ω) ≤ |Ω|ϕ−1m (M∗/|Ω|).
Thus, the sequence Φm(Pfj)|Ω is weakly compact in L1(Ω), see e.g. Corollary
IV.8.11 [8]. Thus, we may assume that Φm(Pfj)|Ω → Ψ weakly in L1(Ω) as
j → ∞. By Corollary 5.1 and the theorem on the differentiability of the
indefinite integral, see e.g. Theorem IV.6.3 in [36], we obtain that Φm(Pf) ≤ Ψ
a.e. in Ω and, consequently, Φm(Pf)|Ω ∈ L1(Ω).
Hence we may apply the first point of the proof to every of the functions Φm,
m = 1, 2, . . . to obtain the inequality∫
Ω
Φm(Pf(ζ)) dm(ζ) ≤ lim inf
j→∞
∫
Ω
Φm(Pfj(ζ)) dm(ζ).
By the Lebesgue theorem on integration of monotone sequences of functions,
see e.g. Theorem IV.12.6 in [36],
lim
m→∞
∫
Ω
Φm(Pf(ζ)) dm(ζ) =
∫
Ω
Φ(Pf(ζ)) dm(ζ) ,
lim
m→∞
∫
Ω
Φm(Pfj(ζ)) dm(ζ) =
∫
Ω
Φ(Pfj(ζ)) dm(ζ) .
It remains to note that the double sequence of numbers
amj =
∫
Ω
Φm(Pfj(ζ)) dm(ζ)
is increasing in m and hence, see Lemma 6.1,
lim
m→∞
lim
j→∞
amj ≤ lim
j→∞
lim
m→∞
amj (6.9)
that leads us to the relation (8.1) in the case of bounded Ω.
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4) Finally, applying the exhausting Ωm = {ζ ∈ Ω : |ζ| < m} , m = 1, 2, . . .
and the inequality (6.9) from Lemma 6.1 to the other double sequence
amj : =
∫
Ωm
Φ(Pfj(ζ)) dm(ζ) =
∫
Ω
χm(ζ) Φ(Pfj(ζ)) dm(ζ) , (6.10)
where χm is the characteristic functions of the sets Ωm, by the mentioned
Lebesgue theorem we obtain (8.1) in the general case.
5) By Theorem 3.1.2 in [30], since the function Φ is strictly convex, we obtain
from the condition (6.2) that∫
Ω
Pfj(x) dm(x) ≤ K < ∞ ∀ j > N (6.11)
and, for every measurable set E ⊂ Ω,∫
E
Pfj(x) dm(x) ≤ KE < ∞ ∀ j > N (6.12)
where
KE → 0 as |E| → 0 . (6.13)
By (1.8), (6.11) and (6.11), for every compact set C ⊂ Ω, i = 1, . . . , n, j > N ,
‖∂ifj‖ 6 ‖Pfj‖(n−1)/n · |fj(C)|1/n 6 K(n−1)/n · |fj(C)|1/n < ∞ (6.14)
and
‖∂ifj‖E 6 ‖Pfj‖(n−1)/nE · |fj(C)|1/n 6 K(n−1)/nE · |fj(C)|1/n < ∞ (6.15)
where ‖∗‖ and ‖∗‖E denote the norm of ∗ in L1(C) and L1(E), correspondingly.
Arguing similarly to the proof of Theorem 5.1 we show that there is a compact
set C∗ such that fj(C) ⊂ f(C∗) for large enough j and, consequently, we have
by (6.14) and (6.15) that, for all i = 1, . . . , n,
‖∂ifj‖ 6 K(n−1)/n · |f(C∗)|1/n < ∞ ∀ j > N∗ (6.16)
and
‖∂ifj‖E 6 K(n−1)/nE · |f(C∗)|1/n < ∞ ∀ j > N∗ (6.17)
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By Lemma 2.1 in [34] the conditions (6.16) and (6.17) imply that f ∈ W 1,1loc (Ω)
and ∂ifj → ∂if weakly in L1loc(Ω) as j →∞ for all i = 1, . . . n whenever (6.2)
holds. The proof is complete. ✷
Corollary 6.1. Under the hypotheses of Theorem 6.1,∫
Ω
Φ(Kf(x)) dm(x) ≤ lim inf
j→∞
∫
Ω
Φ(Kfj(x)) dm(x) (6.18)
for every continuous nondecreasing convex function Φ : R+ → R+ and every
open set Ω ⊆ D.
Let us give one of the most important consequence of Theorem 6.1.
Corollary 6.2. Let D be a domain in Rn, n ≥ 2, and let fj, j = 1, 2, . . . , be
a sequence of homeomorphisms of D into Rn of the class W 1,1loc (D) converging
locally uniformly to a homeomorphism f of D into Rn. Then, for every α >
n− 1 and every open set Ω ⊆ D,∫
Ω
Φ(Kαf (x)) dm(x) ≤ lim inf
j→∞
∫
Ω
Φ(Kαfj(x)) dm(x) (6.19)
for every continuous nondecreasing convex function Φ : I¯ → R+. Moreover, if
Φ is not constant and the right hand side of (6.19) is finite, then f ∈ W 1,ploc (Ω)
with p = nα/(1 + α) > n − 1 and f is differentiable a.e. in Ω. Finally, if in
addition
lim sup
j→∞
∫
Ω
Φ(Kαfj(x)) dm(x) < ∞ , (6.20)
then ∂ifj → ∂if weakly in Lploc(Ω) as j →∞ for all i = 1, . . . n.
Proof. If the right hand side in (6.19) is equal to ∞, then the inequality
(6.19) is evident. Hence we may assume, with no loss of generality, that∫
Ω
Φ(Kαfj(x)) dm(x) ≤ M < ∞ ∀ j = 1, 2, . . . . (6.21)
By the same reasons, we may also assume that Φ is not constant. Finally, as in
the last proof, by Lemma 6.1 and countable additivity of the integral, we may
assume that Ω is a bounded domain.
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To apply Theorem 6.1 we have to prove that f is differentiable a.e. in Ω.
Further we assume that the function Φ is extended from I¯ to R+ by the equality
Φ(t) ≡ Φ(1) for all t ∈ [0, 1). Such extended function Φ is continuous, non-
decreasing, not constant and convex, see e.g. Proposition I.4.8 in [5]. Setting
t0 = sup
Φ(t)=Φ(0)
t and T0 = sup
Φ(t)<∞
t, we see that t0 < T0 because Φ is continuous,
nondecreasing and not constant and, taking t∗ ∈ (t0, T0), we have that
Φ(t)− Φ(0)
t
≥ Φ(t∗)− Φ(0)
t∗
> 0 ∀ t ∈ [ t∗ , ∞ )
by convexity of Φ, see e.g. Proposition I.4.5 in [5], i.e., Φ(t) ≥ at for t ≥ t∗
where a = [Φ(t∗)− Φ(0)]/t∗ > 0. Thus, by (6.21) we obtain that∫
Ω
Kαfj(x) dm(x) ≤ t∗|Ω| + M/a < ∞ ∀ j = 1, 2, . . . . (6.22)
Hence by Proposition 2.1 fj ∈ W 1,ploc (Ω) with p = nα/(1 + α) > n− 1 because
α > n − 1 and, more precisely, by (1.8) and (6.22), for every compact set
C ⊂ Ω, i = 1, . . . , n, j = 1, 2, . . .
‖∂ifj‖p 6 ‖Kfj‖1/nα · |fj(C)|1/n 6 A · |fj(C)|1/n < ∞ (6.23)
where A = (t∗|Ω|+M/a)1/α. Arguing again as in the proof of Theorem 5.1 we
show that there is a compact set C∗ such that fj(C) ⊂ f(C∗) for large enough
j and, consequently, we have by (6.23) that
‖∂ifj‖p 6 A · |f(C∗)|1/n < ∞ (6.24)
for such j. Thus, ∂ifj → ∂if weakly in Lploc(Ω) as j → ∞ for all i = 1, . . . n
and f ∈ W 1,ploc (Ω) with p > n − 1, see e.g. Lemma 3.5, Ch. III, § 3.4 of
the monograph [29], and f is differentiable a.e. in Ω by the Gehring–Lehto–
Menshov theorem for n = 2 and by the Va¨isa¨la¨ theorem for n ≥ 3, see [12],
[24], [27] and [40].
Finally, applying Theorem 6.1 in Ω, we come to the inequality (6.19). ✷
The following theorem is also a consequence of Theorem 6.1 and its proof is
perfectly similar to the proof of the last corollary and based on the estimates
(1.8) and eτ ≥ τNN ! for all N = 1, 2, . . ..
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Theorem 6.2. Let D be a domain in Rn, n ≥ 2, and let fj, j = 1, 2, . . . ,
be a sequence of homeomorphisms of D into Rn of the class W 1,1loc (D) converg-
ing locally uniformly to a homeomorphism f of D into Rn. Then, for every
continuous nondecreasing convex function ψ : I¯ → R+ and every open set
Ω ⊆ D, ∫
Ω
eψ(Pf (x)) dm(x) ≤ lim inf
j→∞
∫
Ω
eψ(Pfj (x)) dm(x) . (6.25)
If in addition ψ is nonconstant and the right hand side in (6.25) is finite, then
f ∈ W 1,ploc (Ω) for all p ∈ [1, n) and f is differentiable a.e. in Ω. Moreover, if
lim sup
j→∞
∫
Ω
eψ(Pfj (x)) dm(x) < ∞ , (6.26)
then ∂ifj → ∂if weakly in Lploc(Ω) as j → ∞ for all i = 1, . . . n and for all
p ∈ [1, n).
Corollary 6.3. In particular, for every α > 0,∫
Ω
eαPf (x) dm(x) ≤ lim inf
j→∞
∫
Ω
eαPfj (x) dm(x) (6.27)
and ∫
Ω
eαKf (x) dm(x) ≤ lim inf
j→∞
∫
Ω
eαKfj (x) dm(x) . (6.28)
If the right hand side in either (6.27) or (6.28) is finite, then f ∈ W 1,ploc (Ω) for
all p ∈ [1, n) and f is differentiable a.e. in Ω. Moreover, if
lim sup
j→∞
∫
Ω
eαPfj (x) dm(x) < ∞ (6.29)
or
lim sup
j→∞
∫
Ω
eαKfj (x) dm(x) < ∞ , (6.30)
then ∂ifj → ∂if weakly in Lploc(Ω) as j → ∞ for all i = 1, . . . n and for all
p ∈ [1, n).
Remark 6.2. The same is true for any function ψ(t) which is a finite
product of the function αtβ with α > 0 and β > 1, and some of the functions
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[log(A1+t)]
α1, [log log(A2+t)]
α2, . . . , with αm andAm ∈ R,m ∈ N, t ∈ [T,∞],
ψ(t) ≡ ψ(T ), t ∈ [1, T ], with a large enough T ∈ I. In particular, choosing
here β = n− 1 we obtain various limit inequalities for Kf if n ≥ 3.
Now, let us prove the following useful lemma whose prototype for the plane
case can be found in the work [23]. We derive it on the basis of Theorem 6.1.
Lemma 6.2. Let D be a domain in Rn, n ≥ 2, and let fj, j = 1, 2, . . . , be
a sequence of homeomorphisms of D into Rn of the class W 1,1loc (D) converging
locally uniformly to a mapping f : D → Rn which is differentiable a.e. in D.
Then on every open set Ω ⊆ D∫
Ω
Φ(Pf(x)) Ψ(x) dm(x) ≤ lim inf
j→∞
∫
Ω
Φ(Pfj(x)) Ψ(x) dm(x) (6.31)
for every strictly convex function Φ : I¯→ R+ which is continuous from the left
at the point T = sup
Φ(t)<∞
t and every uniformly continuous function Ψ : Rn →
(0,∞) such that 1/Ψ is locally bounded in Rn.
Proof. As in the proof of Theorem 6.1, by Lemma 6.1 and countable addi-
tivity of the integral, we may assume that Ω is bounded. On such a set by the
conditions of the lemma 0 < c ≤ Ψ ≤ C < ∞. With no loss of generality we
may assume also that the right hand side in (6.31) is finite and, consequently,
the left hand side in (8.1) is finite, too.
Let C(x, h) be a cube centered at a point x ∈ D whose adges of the length h
are oriented along coordinate axes. It follows by the uniform continuity of the
function Ψ that for every ε > 0 there is δ(ε) > 0 such that |Ψ(x)−Ψ(x′)| for
all x ∈ Ω and x′ ∈ C(x, h).
The system of cubes C(x, h), x ∈ Ω, h < min(ρ(x, ∂Ω)/√n, δ(ε)), forms
a covering of the set Ω in the sense of Vitali and we can choose a countable
collection of mutually disjoint cubes Cm = C(xm, hm) ⊆ Ω in the given covering
such that |Ω \ ∪Cm| = 0, see e.g. Theorem IV.3.1 in [36].
Correspondingly to Theorem 6.1, for ε < c, we obtain that
∫
Cm
Φ(Pf(x)) Ψ(x) dm(x) ≤
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≤ (Ψ(xm)− ε)
∫
Cm
Φ(Pf(x)) dm(x) + 2ε
∫
Cm
Φ(Pf(x)) dm(x) ≤
≤ (Ψ(xm)− ε) lim inf
j→∞
∫
Cm
Φ(Pfj(x)) dm(x) + 2ε
∫
Cm
Φ(Pf(x)) dm(x) ≤
≤ lim inf
j→∞
∫
Cm
Φ(Pfj(x)) Ψ(x) dm(x) + 2ε
∫
Cm
Φ(Pf(x)) dm(x)
From the last inequality by countable additivity of of the integral and the
Fatou lemma we have that∫
Ω
Φ(Pf(x)) (Ψ(x)− 2ε) dm(x) ≤ lim inf
j→∞
∫
Ω
Φ(Pfj(x)) Ψ(x) dm(x)
and, finally, by arbitrariness of ε > 0 we obtain the inequality (6.31). ✷
Remark 6.3. If the limit mapping f is a homeomorphism and Φ is of special
forms Φ(t) = ψ(tα), α > (n−1)2 or Φ(t) = eψ(t) with a nonconstant continuous
nondecreasing convex function ψ, then we may not assume a priori in Lemma
6.2 that f is differentiable a.e. and make in addition the corresponding conclu-
sions on the weak convergences of the first partial derivatives as in Corollary
6.2 and Theorem 6.2. The proofs of these fact are perfectly similar and hence
we omit details.
Choosing in Lemma 6.2 Ψ(x) = 1/(1+ |x|2)n we come to the following theo-
rems on semicontinuity of dilatations in the mean with respect to the spherical
volume in Rn.
Theorem 6.3. Let D be a domain in Rn, n ≥ 2, and let fj, j = 1, 2, . . . , be
a sequence of homeomorphisms of D into Rn of the class W 1,1loc (D) converging
locally uniformly to a mapping f : D → Rn which is differentiable a.e. in D.
Then on every open set Ω ⊆ D∫
Ω
Φ(Pf(x))
dm(x)
(1 + |x|2)n ≤ lim infj→∞
∫
Ω
Φ(Pfj(x))
dm(x)
(1 + |x|2)n (6.32)
for every strictly convex function Φ : I¯→ R+ which is continuous from the left
at the point T = sup
Φ(t)<∞
t.
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Corollary 6.4. Under the hypotheses of Theorem 6.3,∫
Ω
Φ(Kf(x))
dm(x)
(1 + |x|2)n ≤ lim infj→∞
∫
Ω
Φ(Kfj(x))
dm(x)
(1 + |x|2)n (6.33)
for every continuous nondecreasing convex function Φ : I¯→ R+ and every open
set Ω ⊆ D.
Corollary 6.5. Let D be a domain in Rn, n ≥ 2, and let fj, j = 1, 2, . . . , be
a sequence of homeomorphisms of D into Rn of the class W 1,1loc (D) converging
locally uniformly to a homeomorphism f of D into Rn. Then, for every α >
n− 1,∫
Ω
Φ(Kαf (x))
dm(x)
(1 + |x|2)n ≤ lim infj→∞
∫
Ω
Φ(Kαfj(x))
dm(x)
(1 + |x|2)n (6.34)
for every continuous nondecreasing convex function Φ : I¯→ R+ and every open
set Ω ⊆ D. Moreover, if Φ is not constant and the right hand side of (6.34) is
finite, then f ∈ W 1,ploc (Ω) with p = nα/(1 + α) > n − 1 and f is differentiable
a.e. in Ω. Finally, if in addition
lim sup
j→∞
∫
Ω
Φ(Kαfj(x))
dm(x)
(1 + |x|2)n < ∞ , (6.35)
then ∂ifj → ∂if weakly in Lploc(Ω) as j →∞ for all i = 1, . . . n.
Theorem 6.4. Let D be a domain in Rn, n ≥ 2, and let fj, j = 1, 2, . . . ,
be a sequence of homeomorphisms of D into Rn of the class W 1,1loc (D) converg-
ing locally uniformly to a homeomorphism f of D into Rn. Then, for every
continuous nondecreasing convex function ψ : I¯ → R+ and every open set
Ω ⊆ D,∫
Ω
eψ(Pf (x))
dm(x)
(1 + |x|2)n ≤ lim infj→∞
∫
Ω
eψ(Pfj (x))
dm(x)
(1 + |x|2)n . (6.36)
Moreover, if ψ is nonconstant and the right hand side in (6.36) is finite, then
f ∈ W 1,ploc (Ω) for all p ∈ [1, n) and f is differentiable a.e. in Ω. Finally, if
lim sup
j→∞
∫
Ω
eψ(Pfj (x))
dm(x)
(1 + |x|2)n < ∞ , (6.37)
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then ∂ifj → ∂if weakly in Lploc(Ω) as j → ∞ for all i = 1, . . . n and for all
p ∈ [1, n).
Remark 6.2 on examples of ψ is valid in the case of the spherical volume.
Corollary 6.6. In particular, for every α > 0,∫
Ω
eαPf (x)
dm(x)
(1 + |x|2)n ≤ lim infj→∞
∫
Ω
eαPfj (x)
dm(x)
(1 + |x|2)n (6.38)
and ∫
Ω
eαKf(x)
dm(x)
(1 + |x|2)n ≤ lim infj→∞
∫
Ω
eαKfj (x)
dm(x)
(1 + |x|2)n . (6.39)
If the right hand side in either (6.38) or (6.39) is finite, then f ∈ W 1,ploc (Ω) for
all p ∈ [1, n) and f is differentiable a.e. in Ω. Moreover, if either
lim sup
j→∞
∫
Ω
eαPfj (x)
dm(x)
(1 + |x|2)n < ∞ (6.40)
or
lim sup
j→∞
∫
Ω
eαKfj (x)
dm(x)
(1 + |x|2)n < ∞ , (6.41)
then ∂ifj → ∂if weakly in Lploc(Ω) as j → ∞ for all i = 1, . . . n and for all
p ∈ [1, n).
7 On Compactness of Sobolev Homeomorphisms
Recall that a class of mappings is called compact if it is normal and closed.
Combining the above results on normality and closeness, we obtain the following
results on compactness for the classes of the Sobolev homeomorphisms.
Given a domain D ⊂ Rn, n ≥ 3, a measurable function Q : D → I¯ and
z1, z2 ∈ D, z ′1, z ′2 ∈ Rn, z1 6= z2, z ′1 6= z ′2, denote by SQ the family of all
homeomorphisms f ofD into Rn in the Sobolev classW 1,1loc such thatK
n−1
f (x) ≤
Q(x) a.e. in D and f(z1) = z
′
1, f(z2) = z
′
2. Similarly, given a function
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Φ : I¯→ R+ and α > 1, denote by SΦ,α the family of all homeomorphisms f of
D into Rn in the Sobolev class W 1,1loc with the same normalization such that∫
D
Φ(Kαf (x))
dm(x)
(1 + |x|2)n 6 1 . (7.1)
Finally, given a function ψ : I¯→ R+ and M ∈ R+, denote by SψM the family of
all homeomorphisms f of D into Rn in the Sobolev class W 1,1loc with the given
normalization such that∫
D
eψ(Kf (x))
dm(x)
(1 + |x|2)n 6 M . (7.2)
Lemma 7.1. Let Q ∈ Lγloc for some γ > 1 and satisfy the condition (3.4).
Then the class SQ is compact.
Proof. First of all the family SQ is normal by Lemma 4.1. Now, let us
prove its closeness. For this goal, consider an arbitrary sequense fj ∈ SQ,
j = 1, 2, . . . such that fj → f locally uniformly as j → ∞. Then by Lemma
3.1 f is a homeomorphism with the given normalization. By Corollary 6.2
with α = γ(n − 1) > (n − 1) and Φ(t) ≡ t we obtain that f ∈ W 1,ploc with
p = nα/(1 + α) > n− 1 and Kn−1f (x) ≤ Q(x) a.e. in D, i.e., f ∈ SQ. ✷
Theorem 7.1. If Q ∈ FMO ∩ Lγloc, γ > 1, then the class SQ is compact.
Proof. Let x0 ∈ D. We may consider further that x0 = 0 ∈ D. Choosing a
positive ε0 < min
{
dist (0, ∂D) , e−1
}
, we obtain by Lemma 2.1 in [33] that∫
ε<|x|<ε0
Q(x) · ψn(|x|) dm(x) = O
(
log log
1
ε
)
where ψ(t) = 1
t log 1
t
. Note that I(ε, ε0) :=
ε0∫
ε
ψ(t) dt = log
log 1
ε
log 1
ε0
. Thus, the
desired conclusion follows from Lemma 7.1. ✷
The following consequences of Theorem 7.1 are obtained correspondingly by
Corollary 2.1 and Proposition 2.1 in the paper [33].
Corollary 7.1. The class SQ is compact if Q ∈ Lγloc, γ > 1 and
lim
ε→0
−
∫
B(x0,ε)
Q(x) dm(x) <∞ ∀ x0 ∈ D (7.3)
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Corollary 7.2. The class SQ is compact if Q ∈ Lγloc for some γ > 1 and
every x0 ∈ D is a Lebesgue point of Q.
Theorem 7.2. Let Q ∈ Lγloc, γ > 1, and satisfy the condition
ε(x0)∫
0
dr
rq
1
n−1
x0 (r)
=∞ ∀x0 ∈ D (7.4)
for some ε(x0) < dist (x0, ∂D) where qx0(r) denotes the average of Q(x) over
the sphere |x− x0| = r. Then the class SQ is compact.
Proof. Fix x0 ∈ D and set I = I(ε, ε0) =
ε0∫
ε
ψ(t) dt, ε ∈ (0, ε0), where
ψ(t) =
{
1/[tq
1
n−1
x0 (t)] , t ∈ (ε, ε0) ,
0 , t /∈ (ε, ε0) .
Note that by the Jensen inequality I(ε, ε0) < ∞ for every ε ∈ (0, ε0) because
Q ∈ L1loc. On the other hand, in view of (7.4), we obtain that I(ε, ε∗) > 0 for
all ε ∈ (0, ε∗) with some ε∗ ∈ (0, ε0). Simple calculations also show that∫
ε<|x−x0|<ε∗
Q(x) · ψn(|x− x0|) dm(x) = ωn−1 · I(ε, ε∗)
and I(ε, ε∗) = o (In(ε, ε∗)) by (7.4). Thus, the conclusion of Theorem 7.2
follows by Lemma 7.1. ✷
Corollary 7.3. The class SQ is compact if Q ∈ Lγloc, γ > 1, has singularities
only of the logarithmic type of the order which is not more than n− 1 at every
point x0 ∈ D.
Theorem 7.3. The class SQ is compact if Q ∈ Lγloc, γ > 1, and∫
ε<|x−x0|<ε0
Q(x)
|x− x0|n dm(x) = o
(
logn
1
ε
)
∀x0 ∈ D (7.5)
as ε→ 0 for some ε0 = ε(x0) < dist (x0, ∂D).
Proof. The conclusion of Theorem 7.3 follows from Lemma 7.1 by the choice
ψ(t) = 1t in (3.4). ✷
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Theorem 7.4.The class SQ is compact if, for some γ > 1,∫
D
Φ (Qγ(x))
dm(x)
(1 + |x|2)n ≤ M < ∞ (7.6)
for a nondecreasing convex function Φ : I¯→ R+ such that
∞∫
δ
dτ
τ [Φ−1(τ)]
1
γ(n−1)
= ∞ (7.7)
for some δ > Φ(1).
Proof. It follows from Theorem 7.2 because the conditions (7.6)–(7.7) imply
the condition (7.4) by Theorem 3.1 in [32]. ✷
Remark 7.1. Note that the condition (7.7) is not only sufficient but also
necessary for the normality and, consequently, for the compactness of the classes
SQ withQ satisfying the integral condition (7.6), see the corresponding example
in [32], Theorem 5.1. Note also, see Proposition 2.3 in [32], that the condition
(7.7) is equivalent to the following condition
∞∫
δ
log Φ(t)
dt
tγ′
= ∞ (7.8)
for all δ > t0 where t0 := sup
Φ(t)=0
t, t0 = 1 if Φ(1) > 0, for γ
′ = 1 + 1/γ(n− 1).
Note that γ ′ < n′ where 1n′ +
1
n = 1, i.e., n
′ = 2 for n = 2, n′ is strictly
decreasing in n and n′ = n/(n− 1)→ 1 and hence γ ′ → 1 as n→∞.
Finally, let us give criteria for compactness of Sobolev’s classes with no point-
wise dominants of dilatations.
Theorem 7.5. The class SΦ,α is compact for all α > n−1 and all continuous
nondecreasing convex functions Φ : I¯→ R+ such that
∞∫
δ
dτ
τ [Φ−1(τ)]
1
α
= ∞ (7.9)
for some δ > Φ(1).
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Proof. The family SΦ,α is normal by Lemma 4.2. Let fj, j = 1, 2, . . . be a
sequence of homeomorphisms in SΦ,α such that fj → f locally uniformly as j →
∞. Then by Lemma 3.1 f is a homeomorphism with the given normalization.
Thus, by Corollary 6.2 the class is closed and hence it is compact. ✷
Remark 7.2. Note again that the condition (7.9) is not only sufficient but
also necessary for the normality and, consequently, for the compactness of the
classes SΦ,α, see Theorem 5.1 in [32]. Note also that the condition (7.9) is
equivalent to the following condition
∞∫
δ
log Φ(t)
dt
tα′
= ∞ (7.10)
for all δ > t0 where t0 := sup
Φ(t)=0
t, t0 = 1 if Φ(1) > 0, for α
′ = 1 + 1/α.
Note that α′ < n′ where n′ = n/(n − 1) → 1 and, consequently, α′ → 1 as
n → ∞. Finally, arguing by contradiction it is easy to see that the condition
(7.10) implies that Φ is strictly convex.
Theorem 7.6. The class SψM is compact for all continuous nondecreasing
functions ψ : I¯→ R+ such that eψ(tn−1) is convex, ψm
(
t
1
n−1
)
is convex for some
m ∈ N on a segment [T,∞] for some T ∈ I and
∞∫
1
ψ(τ)
dτ
τ 2
= ∞ . (7.11)
Remark 7.3. Note that the convexity of the function eψ(t
n−1) is a more
weaker condition than the convexity of eψ(t) and all the more than the convexity
of ψ(t). The convexity of the function ψ
(
t
1
n−1
)
is conversely stronger than the
convexity of ψ(t) but the convexity of ψm
(
t
1
n−1
)
for m > 1 may be weaker.
Thus, for the casem = 1 and T = 1, the first condition can be omitted because
it follows from the second one. However, the convexity of eψ(t
n−1) is a necessary
condition for compactness of the classes SψM because eψ(Kf ) = eψ(P
n−1
f ), see
Remark 6.3. Moreover, simple calculations show that the condition (7.11) for
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the function ψ is equivalent to the condition
∞∫
1
log Φ(t)
dt
tn′
= ∞ , n′ = n/(n− 1) , (7.12)
for the function Φ(t) = eψ(t
n−1) because Φ(1) ≥ 1. In tern, (7.12) is equivalent
to the condition ∞∫
1
dτ
τ [Φ−1(τ)]
1
n−1
= ∞ , (7.13)
see Proposition 2.3 in [32]. Thus, it follows by Theorem 5.1 in [32] that the
condition (7.11) is also necessary.
Proof. The family SψM is normal by Lemma 4.2. Now, consider a sequence
of homeomorphisms fj ∈ SψM , j = 1, 2, . . ., such that fj → f locally uniformly.
Set Ψ(t) = ψm
(
t
1
n−1
)
for t ∈ [T,∞] and extend the function Ψ to R+ by
the equality Ψ(t) ≡ Ψ(T ) for all t ∈ [0, T ). By construction Ψ is continuous,
nondecreasing, not constant, see (7.10), and convex, see Proposition I.4.8 in [5].
Setting t0 = sup
Ψ(t)=Ψ(0)
t and T0 = sup
Ψ(t)<∞
t, we find that t0 < T0 because Ψ is
continuous, nondecreasing and not constant and, taking t∗ ∈ (t0, T0), we have
that
Ψ(t)−Ψ(0)
t
≥ Ψ(t∗)−Ψ(0)
t∗
> 0 ∀ t ∈ [ t∗ , ∞ )
by convexity of Ψ, see Proposition I.4.5 in [5], i.e., Ψ(t) ≥ at for t ≥ t∗
where a = [Ψ(t∗)−Ψ(0)]/t∗ > 0. After the replacement τ = t 1n−1 , we have
that ψm(τ) ≥ aτn−1 for all τ ∈ [τ∗,∞] where τ∗ = t
1
n−1∗ . Thus, applying the
inequality eψ ≥ ψk/k! for all k = lm, l ∈ N, we obtain by (7.2) that∫
D
K
l(n−1)
fj
(x)
dm(x)
(1 + |x|2)n ≤ τ
l
∗S(D) + (lm)!M/a
l < ∞ ∀ j, l ∈ N
where S(D) denotes the spherical volume of D. Hence by Proposition 2.1
fj ∈ W 1,ploc (D) for all p ∈ [1, n) and, in particular, fj ∈ W 1,ϕloc (D), j = 1, 2, . . .,
where ϕ(t) = tp∗ for some p∗ ∈ (n − 1, n). Moreover, since eψ ≥ ψm/m!, we
obtain by the condition (7.2) that∫
D
Ψ(Kn−1fj (x))
dm(x)
(1 + |x|2)n 6 m!M < ∞ ∀ j ∈ N . (7.14)
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Thus, by Theorem 3.5 f is a homeomorphism.
Consequently, by Corollary 6.5 and the above estimate for Kfj we have that∫
D
K
l(n−1)
f (x)
dm(x)
(1 + |x|2)n ≤ τ
l
∗S(D) + (lm)!M/a
l < ∞ ∀ l ∈ N ,
f ∈ W 1,ploc (D) for all p ∈ [1, n) and f is differentiable a.e. in D.
Finally, by Theorem 6.3 applied to Φ(t) = eψ(t
n−1) we conlude that f satisfies
the condition (7.2) and hence f ∈ SψM .
Thus, the class SψM is closed and hence it is compact. ✷
Remark 7.4. As examples of convex functions ψ satisfying the condition
(7.11) in Theorem 7.6 can be finite products of the function αtβ, α > 0, β ≥ 1,
and some of the functions [log(A1 + t)]
α1, [log log(A2 + t)]
α2, . . . , αm ≥ −1,
Am ∈ R, m ∈ N, t ∈ [T,∞], ψ(t) ≡ ψ(T ), t ∈ [1, T ], with a large enough
T ∈ I.
8 On Precision of Conditions
As it was noted in Remark 7.2, the condition (7.9) in Theorem 7.5 is necessary
and, in tern, it implies the condition (2.8). In this section, we show that other
main conditions on the function Φ in Theorems 6.1, 6.3, 7.5 and 7.6 are also
necessary. Namely, we prove here the following result.
Theorem 8.1. Let D be a domain in Rn, n ≥ 2, and let Φ : I¯ → R+
be a nonconstant function with Φ(∞) = ∞. If Φ is either not convex or not
nondecreasing or not continuous from the left at the point T = sup
Φ(t)<∞
t, then
there is a sequence of homeomorphisms fj of D into R
n in the class W 1,1loc (D)
converging locally uniformly to a mapping f : D → Rn differentiable a.e. such
that on every open bounded set Ω ⊆ D∫
Ω
Φ(Pf(x)) Ψ(x) dm(x) > lim sup
j→∞
∫
Ω
Φ(Pfj(x)) Ψ(x) dm(x) (8.1)
for every continuous function Ψ : Rn → (0,∞) and, in particular, for the
functions Ψ(x) ≡ 1 and Ψ(x) = 1/(1 + |x|2)n.
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The proof of Theorem 8.1 is based on a series of lemmas that can have a
self–independent interest, too. Their prototypes in the plane case can be found
in the papers [14] and [31] and in the monograph [15], see Lemma 12.1.
Lemma 8.1. Let t1 and t2 ∈ I and λ ∈ [0, 1]. Then there is a sequence
of K-quasiconformal mappings fj : R
n → Rn with K = max ( tn−11 , tn−12 )
and the dilatations Pfj , j = 1, 2, . . . taking only two values t1 and t2 a.e. that
converges uniformly in Rn to an affine mapping f with the dilatation
Pf(x) ≡ t0 : = λ t1 + (1− λ) t2 , (8.2)
where the choice of the sequence of measurable sets
Ej = {x ∈ Rn : Pfj(x) = t1} (8.3)
depends only on λ but not on t1 and t2. Moreover, for every function Φ : I→ R
and every continuous function Ψ : Rn → R+, there is
lim
j→∞
∫
E
Φ(Pfj(x)) Ψ(x) dm(x) = (8.4)
= {λΦ(t1) + (1− λ)Φ(t2)}
∫
E
Ψ(x) dm(x)
on every set E in Rn of a finite Lebesgue measure.
Proof. First, let us give the affine mappings gl : R
n → Rn, l = 0, 1, 2, in
terms of coordinates x = (x1, . . . , xn) and coordinate functions y = (y1, . . . , yn)
setting y1 ≡ x1 . . . , yn−1 ≡ xn−1 and yn = tl xn, l = 0, 1, 2. It is obvious that
Pgl(x) ≡ tl, l = 0, 1, 2.
Now, let us fix j = 1, 2, . . . , and split the space Rn into fibers by the
hyperplanes Hjm = {x ∈ Rn : xn = m 2−j}, m = 0, ±1, ±2, . . . . In tern,
split every such fiber into two fibers by the hyperplane H˜jm = {x ∈ Rn : xn =
m 2−j + λ 2−j}.
Next, set fj(x) = g1(x) for all x ∈ Rn lying between the hyperplanes Hj 0
and H˜j 0. For all the rest fibers, set fj(x) = gl(x)+ c
(l)
j men, where l = 1 between
the hyperplanes Hj m and H˜j m and l = 2 between the hyperplanes H˜j m and
Hj (m+1) and the constants c
(l)
j m are found by induction on m = 0, ±1, ±2, . . .
on both sides of zero from the gluing condition. Set also f(x) ≡ g0(x) in Rn.
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Note that by the construction ∆fj = {λt1 + (1− λ)t2} 2−j en = t0 2−j en =
∆g0 for ∆x = 2
−jen, see also (8.2), and fj(x) = g1(x) = g0(x) on the hy-
perplane Hj 0. Since Hj m coincide with H(j+1) 2m, the collection of the given
hyperplanes only grows with the growth of j. Consequently, fj(x) = f(x) on
all hyperplanes Hj m, j = 1, 2, . . . , m = 0, ±1, ±2, . . . that are everywhere
dense in Rn and, moreover, |fj(x)− f(x)| ≤ t02−j for all j = 1, 2, . . . and for
all x ∈ Rn. Thus, fj(x) → f(x) as j → ∞ uniformly with respect to x ∈ Rn.
The relation (8.4) follows immediately from distribution of measures between
values t1 and t2 in the dilatations Pfj , j = 1, 2, . . . . ✷
Lemma 8.2. Let τ0 and τ∗ ∈ I and τ∗ > τ0. Then there is a sequence of K-
quasiconformal mappings fj : R
n → Rn with K = τ (n−1)2∗ and the dilatations
Pfj , j = 1, 2, . . . taking only one value τ∗ a.e. that converges uniformly in R
n
to an affine mapping f with the dilatation Pf(x) = τ0.
Proof. It is easy to see that the conclusion of Lemma 8.2 follows from the
construction given under the proof of Lemma 8.1 with the choice of t0 = τ0,
t1 = τ
1−n
∗ and t2 = τ∗ and of the number
λ =
τ∗ − τ0
τ∗ − τ 1−n∗
∈ (0, 1)
found from the relation τ0 = λ τ
1−n
∗ + (1 − λ) τ∗. The relations (8.2)–(8.4)
themselves are not relating to Lemma 8.2. ✷
Lemma 8.3. Let τ0 and τj ∈ I, j = 1, 2, . . ., be such that τj → ∞ as
j → ∞. Then there is a sequence of quasiconformal mappings fj : Rn → Rn
with the dilatations Pfj , j = 1, 2, . . . taking only two values τ0 and τj a.e. that
converges uniformly in Rn to a Lipschitz homeomorphism f with the dilatation
Pf taking only two values τ0 and∞ a.e. Moreover, f is periodic in the variable
xn with the period 1, yn = ψ(xn), and yi = xi, i = 1, . . . , n− 1. Furthermore,
we may assume that |{x ∈ C : Pf(x) = ∞}| = λ for a prescribed λ ∈ (0, 1)
where C = {x ∈ Rn : 0 ≤ xi ≤ 1, i = 1, . . . , n} is the unit cube in Rn.
Proof. We construct the sequence fj in the form y
(j)
i = xi, i = 1, . . . , n− 1,
and y
(j)
n = ψj(xn) with ψj such that ψj(xn + 1) = ψj(xn) + cj, ψj(0) = 0 and,
correspondingly, with the constant cj = ψj(1) by the gluing condition. Thus,
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it is sufficient to define ψj on the unit segment [0, 1]. On the segment [0, 1] we
apply the procedure for construction of a Cantor set. Namely, take an arbitrary
λ ∈ (0, 1) and set q = 1− λ−1.
Let us through out the central interval of the length q from the segment [0, 1]
and denote the rest set by E1. Now, form ψ1 applying the contraction in τ
n−1
1
times and shifts on the segments of the set E1 and the tension in τ0 times and a
shift on [0, 1] \E1 and the gluing condition. Arguing by induction, we through
out from each segment of the set Ej central intervals of equal lengths with the
total length qj+1 and denote by Ej+1 the rest of Ej. Then we construct the
function ψj on [0, 1] applying the contraction in τ
n−1
j times and shifts on the
segments of the set Ej+1 and the tension in τ0 times and shifts on intervals of
the open set [0, 1] \Ej+1 and the gluing condition. It is easy to verify that the
Cantor set E = ∩Ej has the length λ.
LetE0 be the periodic extension of E onto R. Then it is clear that lim
j→∞
fj = f
where f has the form yi = xi, i = 1, . . . , n−1, and yn = ψ(xn) with ψ such that
ψ(xn+1) = ψ(xn)+ c, ψ(0) = 0 and the constant c = (1−λ)τ0 is equal to the
length of the set [0, 1]\E multiplied on τ0, and |ψ(x(1)n )−ψ(x(2)n )| ≤ τ0|x(1)n −x(2)n |
is equal to the total length of all inervals of the open set [0, 1] \ E lying in the
interval (x
(1)
n , x
(2)
n ) multiplied on τ0. Thus, f is a Lipschitz homeomorphism
and hence it is differentiable a.e. Moreover, note that a.e. point of the set E0
is its density point, see e.g. [36], and, consequently, we have that ∂nf = 0 for
a.e. xn ∈ E0. Hence Pf(x) = ∞ on a subset of C of the measure λ. The rest
statements of the lemma are obvious from the construction. ✷
Proof of Theorem 8.1. 1) Let us first assume that the function Φ is not
convex on I, i.e., there exist tl ∈ I, l = 1, 2, t1 < t2 and λ ∈ (0, 1) such that
Φ(λ t1 + (1− λ) t2)) > λΦ(t1) + (1− λ) Φ(t2) .
However, then by Lemma 8.1 there is a sequence of homeomorphisms fj : R
n →
R
n in the classW 1,1loc with the dilatations Pfj , j = 1, 2, . . . taking only two values
t1 and t2 a.e. that converges uniformly in R
n to an affine mapping f with the
dilatation Pf(x) ≡ t0 where t0 = λ t1 + (1 − λ) t2 and (8.4) holds for every
continuous function Ψ : Rn → (0,∞), in particular, for the functions Ψ(x) ≡ 1
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and Ψ(x) = 1/(1 + |x|2)n, i.e., by the above assumption
lim
j→∞
∫
Ω
Φ(Pfj(x)) Ψ(x) dm(x) <
∫
Ω
Φ(Pf(x)) Ψ(x) dm(x)
for every open bounded set Ω in D.
2) Now, let Φ be not nondecreasing on I, i.e., there exist points τ0 and τ∗ ∈ I,
τ0 < τ∗ such that Φ(τ0) > Φ(τ∗). Then by Lemma 8.2 there is a sequence of
homeomorphisms fj : R
n → Rn in the class W 1,1loc with the dilatations Pfj(x) =
τ∗ a.e., j = 1, 2, . . . a.e. that converges uniformly in Rn to an affine mapping
f with the dilatation Pf (x) ≡ τ0. Thus, the inequality (8.1) holds for such a
sequence.
3) Next, let Φ be not continuous from the left at the point T = sup
Φ(t)<∞
t <∞.
Then by the last point of the proof there is the limit Φ(T−0) : = lim
t→T−0
Φ(t) <
Φ(T). Let tj, j = 1, 2, . . ., be a sequence of numbers in [1,T) converging to T,
set t0 = T and consider the sequence of the homeomorphisms fj : R
n → Rn,
j = 0, 1, 2, . . ., given in terms of coordinates x = (x1, . . . , xn) and coordinate
functions y = (y1, . . . , yn) : y1 ≡ x1 . . . , yn−1 ≡ xn−1 and yn = tj xn, j =
0, 1, 2, . . .. It is obvious that fj → f : = f0(x) and Pfj(x)→ Pf(x) uniformly
in Rn as j → ∞ because Pfj(x) ≡ tj and, thus, the inequality (8.1) holds for
such a sequence.
Finally, let sup
Φ(t)<∞
t = ∞ and let Φ be not continuous from the left at ∞.
By the points 1) and 2) of the proof we may assume that Φ is nondecreasing
and convex on I. We may also assume that the function Φ is extended from I¯
to R+ by the equality Φ(t) ≡ Φ(1) for all t ∈ [0, 1). Such extended function
Φ is nondecreasing and convex, see e.g. Proposition I.4.8 in [5]. If Φ is not
constant on I, then t0 = sup
Φ(t)=Φ(0)
t <∞ and taking t∗ ∈ (t0,∞), we have that
Φ(t)− Φ(0)
t
≥ Φ(t∗)− Φ(0)
t∗
> 0 ∀ t ∈ [ t∗ , ∞ )
by convexity of Φ, see e.g. Proposition I.4.5 in [5], i.e., Φ(t) ≥ at for t ≥ t∗
where a = [Φ(t∗)− Φ(0)]/t∗ > 0. However, then Φ(t) →∞ as t→∞, i.e., Φ
is continuous at∞. Thus, it remains to consider the case when Φ(t) is constant
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on I. But in this case the conclusion of Theorem 8.1 follows from Lemma 8.3.
✷
Similar results on the convergence and compactness can be obtained for more
general Orlicz–Sobolev classes, however, this requests an additional research,
see e.g. [22], that will be published elsewhere.
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