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PREFACE
The research for this thesis was carried out over a period of 
two years, commencing October, 1970. The multivariate treatment of 
Chapter 4 is my own but it extends work carried out with Professor 
E.J. Hannan, the results of Chapter 4 being included in modified form 
in Hannan and Robinson (1973). Also Theorems 2.5 and 2.8 are my own 
extensions, to wider circumstances, of results appearing in this 
paper. With these qualifications and unless otherwise stated, the 
results described in the thesis are my own. Many of the results of 
Chapter 2 and Chapter 3 (sections 1-3 and Appendix) will appear in 
Robinson (1972, 1973); the author is preparing for publication 
other results of Chapter 2 and the substance of Chapter 5 and Chapter 
6 (sections 1 and 2); he hopes also to publish some of the results 
of Chapter 3 (section 4), Chapter 6 (section 3) and Chapter 7.
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SUMMARY
This thesis is concerned with the estimation of parameters in 
continuous-time systems, when the available data consist of time 
series sampled at regular intervals of time.
Chapter 1 begins with a discussion of the circumstances in which 
the work may be relevant. We also describe useful results in matrix 
theory and in the spectral theory of continuous stationary processes.
In Chapter 2 the general continuous-time model is specified by a 
sequence of detailed assumptions. It may be regarded as the solution 
of a system that is linear in the endogenous and exogenous variables, 
the parameters possibly occuring in a non-linear fashion and satisfying 
non-linear constraints. The basic method of estimation involves the 
Fourier transformation of the model and the insertion of the discrete 
Fourier transforms to produce an approximate model that is of 
regression type and is thus relatively easy to handle, although the 
estimation must generally rely on numerical methods. We establish 
the strong consistency of the estimates and the asymptotic normality 
of the normed estimates with respect to the true model. We do not 
assume independence or normality for our processes but under our, 
much weaker, conditions the Fourier transformed residuals have these 
properties in large samples and it is then possible to choose estimates 
which are, in a sense, efficient.
The topic of Chapter 3 is the estimation of a regression matrix 
of less than full rank, a problem related to canonical correlation 
analysis. Asymptotic theory follows from the previous chapter since 
a non-linear regression approach is employed but the model is 
unlagged and much of this work was carried out before the author 
thought of the general model of Chapter 2. Possible computational 
procedures are suggested and the related problem of regression on an
v i i
u n o b s e rv a b le  v a r i a b l e  i s  c o n s id e r e d .
In  C h a p te r  4 we d e a l  w i th  m u l t i v a r i a t e  l i n e a r  r e g r e s s i o n s
i n v o lv i n g  l a g g e d  v a lu e s  o f  t h e  exogenous v a r i a b l e s , t h e  l a g s  b e in g
unknown and n o t  n e c e s s a r i l y  m u l t i p l e s  o f  t h e  s a m p lin g  i n t e r v a l .  The
i d e n t i f i c a t i o n  and e s t i m a t i o n  p rob lem s a r e  c o n s i d e r e d ,  and a s y m p to t i c
t h e o r y  i s  g iv e n  f o r  e s t i m a t e s  o f  t h e  l a g s  and c o e f f i c i e n t s .
C h a p te r  5 i s  c o n c e rn e d  w i th  l i n e a r  sy s te m s  i n  w hich t h e r e  a re
la g g e d  endogenous v a r i a b l e s  w i th  a r b i t r a r y  r e a l  l a g s .  The s o l u t i o n ,
s t a b i l i t y  and i d e n t i f i c a t i o n  o f  s i n g l e -  and m u l t i p l e - d i f f e r e n c e
aAoi coeffic ic»vt"5
e q u a t io n  sy s tem s  a r e  d i s c u s s e d ,  and e s t i m a t e s  o f  t h e  l a g s  w i th  good
A
a s y m p to t i c  p r o p e r t i e s  a r e  s u g g e s t e d .
In  C h a p te r  6 sy s te m s  o f  l i n e a r  d i f f e r e n t i a l  e q u a t i o n s  w i th  
c o n s t a n t  c o e f f i c i e n t s  a r e  s t u d i e d .  T h e i r  s o l u t i o n ,  s t a b i l i t y  and 
i d e n t i f i c a t i o n  a r e  d i s c u s s e d  and a s y m p to t i c  t h e o r y  i s  g iv en  f o r  
e s t i m a t e s  o f  t h e  c o e f f i c i e n t s .  A lso  we p ro p o se  c o n s i s t e n t  and 
e f f i c i e n t  m ethods o f  e s t i m a t i o n  w hich do n o t  r e q u i r e  i t e r a t i o n .
The f i n a l  t o p i c ,  in  C h a p te r  7 ,  i s  t h e  e s t i m a t i o n  o f  mixed 
d i f f e r e n c e - d i f f e r e n t i a l  e q u a t i o n  s y s te m s ,  w hich  a r i s e  i n  many f i e l d s  
o f  s t u d y ,  and a l s o  i n t e g r o - d i f f e r e n t i a l  e q u a t i o n s ,  i n v o lv i n g  a 
con tinuum  o f  l a g g e d  endogenous v a r i a b l e s .
In  each  o f  C h a p te rs  4 ,  5 , 6  and 7 we r e p o r t  t h e  f i t t i n g  o f  
s im p le  m odels  t o  econom ic and o c e a n o g ra p h ic  d a t a .
1CHAPTER 1
INTRODUCTORY DISCUSSION AND THEORY
1,1 Introduction
In the real world many natural and artificially-generated 
stochastic processes are of a continuous nature. Continuous 
observation of such processes may be unfeasible or uneconomical, 
however. In the social sciences it is out of the question. In some 
natural sciences it may be possible to obtain a continuous record by 
means of electrical or optical equipment, but even then only a 
discrete sample can be used in digital computations. We shall be 
concerned in the thesis with processes that are of an underlying 
continuous nature but that are sampled at equal intervals of time, or 
some other dimension. The work has relevance also to phenomena that 
are not continuous but that are much more frequently observable than 
in the available record. The sampling schedule envisaged is apparently 
a standard one, convenient for the purposes of both data collection and 
data analysis.
Scientific knowledge frequently suggests the existence of dynamic 
relationships between stochastic processes. When data are available 
one may attempt to gauge the extent to which theory agrees with 
empirical evidence. In order to achieve some generality the theoretical 
model will involve a number of unknown parameters to be estimated. 
Typically dynamic systems feature such linear operations as different­
iation, integration and translation through time. When there is no 
information on the behaviour of the processes between the data points 
such operations will be difficult to handle. Of course a continuous­
time system can be approximated by a discrete-time system but the 
accuracy of such approximations is often difficult to assess and it
2seems undesirable in any case that the specification of the model 
should be limited in this way by the nature of the sampling process.
In the thesis we discuss parameter estimates, having desirable large- 
sample properties, for a class of dynamic systems relating 
endogenous and exogenous variables1 that are stationary processes in 
continuous time. The class includes a number of interesting special 
cases that are believed to provide appropriate descriptions of many 
phenomena of the real world. In particular our attention is directed 
to lagged regressions and autoregressions involving unknown and 
possibly non-integral lags, linear differential equation systems and 
mixed difference-differential equation systems.. The estimation 
problem for such models has received little previous consideration 
and it is thus difficult to predict in which fields our results are 
most likely to be applied. From time to time, nevertheless, we shall 
briefly mention real-life situations which our models may represent.
We make no attempt to be comprehensive in this respect, however, 
concentrating on the presentation of a theory for the estimation of 
continuous-time systems that is motivated by the widespread practice 
of sampling at equal intervals. Time series analyses have frequently 
been carried out in the past for scientific or social scientific data 
of this type and, where our models are suitable, our methods may be 
useful in these fields.
Of all the possible areas of application the author’s chief interest 
is in economics. This bias is reflected from time to time in the 
terminology and approach adopted. Models of the type we discuss are 
prominent in economic theory. Economic systems frequently involve 
leads or lags, expressing a direct or indirect dependence of economic
1 By endogenous and exogenous variables we mean, respectively, 
dependent and independent variables. Here and elsewhere we make use 
of econometric jargon although our work may not always be of 
particular relevance to this field.
3variables on their own past history and that of other variables, and 
the delay in reaction to changes elsewhere in the economy. Because 
there is often interest in the rate of change of economic variables 
and belief that the response of one variable to a change in another 
is not instantaneous, many economic models are formulated in terms of 
differential equations. Continuous observation of economic variables 
is not possible although the underlying processes are often continuous 
or almost continuous, reflecting the results of decisions taken at 
many points of time within the sampling interval. The general theory 
of Chapter 2 may also be relevant in that many economic models involve 
a number of both endogenous and exogenous variables2 and their reduced 
forms are non-linear in the parameters. Furthermore because of 
limitations on the quantity of available data full use must be made of 
a priori knowledge, and we allow here for the presence of linear and 
non-linear constraints on the parameters. The methods also seem 
appropriate in an economic context because the application of ordinary 
least squares often produces inefficient estimates owing to the 
presence of serial correlation in the residuals. The spectral methods 
we adopt provide a flexible and powerful means of allowing for these 
effects. Fourier methods occupy a role of growing importance in 
economics and in other fields. Their use here in the estimation of 
continuous-time systems is a further illustration of their power.
However, some of the premises of our theoretical development are 
invalid for many economic processes. We assume our processes to be 
stationary whereas trends are an important feature of much economic 
data. Thus effects leading to non-stationarity must be eliminated 
beforehand. We also assume the spectra of our (mean-corrected) 
processes to be absolutely continuous, thus requiring the prior removal
2 However, the theory is not relevant to "closed" systems, involving 
no exogenous variables.
4o f  p e r i o d i c  and a l m o s t - p e r i o d i c  com ponents . We do n o t  a l lo w  f o r  th e  
f a c t  t h a t  t h e r e  may be e r r o r s  i n  ou r  o b s e r v a t i o n  o f  t h e  exogenous 
v a r i a b l e s .  The most n o t a b l e  q u a l i f i c a t i o n  a r i s e s  from th e  f a c t  t h a t  
t h e  p r o p e r t i e s  o f  o u r  e s t i m a t e s  a r e  d e m o n s t ra b ly  o p t im a l  o n ly  i n  an 
a s y m p to t i c  s e n s e .  M oreover t h e  e f f i c i e n t  p r o c e d u r e s  s u g g e s t e d  r e q u i r e  
a  sam ple t h a t  i s  s u f f i c i e n t l y  l a r g e  t o  e n a b le  t h e  e s t i m a t i o n  o f  t h e  
r e s i d u a l  s p e c t r a l  d e n s i t y  a t  a  number o f  f r e q u e n c i e s . 3 In  such  f i e l d s  
as p h y s ic s  and th e  e a r t h  s c i e n c e s  v e ry  l a r g e  s a m p le s ,  e a s i l y  j u s t i f y i n g  
t h e  use  o f  o u r  d i s t r i b u t i o n  t h e o r y ,  a r e  o f t e n  fo r th c o m in g .  E conom is ts  
w i l l  n o t  have a c c e s s  t o  s e r i e s  o f  com parab le  l e n g t h  and th u s  t h e  
a p p l i c a t i o n  o f  o u r  m ethods must p ro c e e d  w i th  c a r e .  However, th e y  may 
n o t  be m is l e a d in g  when a p p l i e d  t o  econom ic s e r i e s  o f  r e a s o n a b le  
l e n g t h ,  when o t h e r  a s su m p t io n s  a r e  a p p r o p r i a t e .  U s e fu l  i n f o r m a t io n  
c o n c e rn in g  th e  minimum a c c e p t a b l e  sam ple  s i z e  c o u ld  p e rh a p s  be g a in e d  
from s y s t e m a t i c  s im u l a t i o n  s t u d i e s ,  which a r e  beyond t h e  scope  o f  
t h e  p r e s e n t  work. Even when d a t a  a r e  s c a r c e ,  ho w ev er ,  t h e  p r o c e d u r e s  
d e v e lo p e d  i n  t h e  t h e s i s  have  an i n t u i t i v e  a p p e a l ;  th e y  o f f e r ,  i n  t h e  
a u t h o r ' s  o p i n i o n ,  a  n a t u r a l  and u n i f i e d  ap p ro a c h  t o  t h e  e s t i m a t i o n  o f  
c o n t in u o u s - t im e  s y s te m s .
1.2 Matrix notation and definitions
G e n e r a l ly  we d e a l  w i th  v e c t o r - v a l u e d  p a ra m e te r s  and v a r i a b l e s  and 
t h e  use  o f  m a t r i x  n o t a t i o n  i s  i n d i s p e n s a b l e  t o  a s u c c i n c t  e x p o s i t i o n .
We s h a l l  d e n o te  m a t r i c e s  by b o l d - f a c e  c a p i t a l s  and v e c t o r s  by b o l d ­
f a c e  l o w e r - c a s e  c h a r a c t e r s .  T h is  p o l i c y  i s  s u b j e c t  t o  two m o d i f i c a t i o n s  
f o l l o w in g  c o n v e n t io n  we u se  f t o  d e n o te  s p e c t r a l  d e n s i t y  m a t r i c e s ;  
a l s o  b o th  n u l l  m a t r i c e s  and n u l l  v e c t o r s  a r e  d e n o te d  0 , t h e  
d im en s io n s  dep en d in g  on th e  c o n t e x t .
Of c o u rs e  even i f  t im e-d o m ain  m ethods were u s e d ,  and i t  seems t h a t  
t h e s e  a r e  l e s s  a p p r o p r i a t e  h e r e ,  t h e  o n ly  t h e o r y  we c o u ld  g iv e  f o r  
n o n - l i n e a r  m odels would be a s y m p to t i c .
5We consider the complex p x q matrix A = [a . The rank of
A is denoted rank{A} , the transpose A' , the complex conjugate,
A" , and we write A* = Ä"1 . We denote by V .{A} , j = 1, . . . , p , the
C
singular values of A , that is the square roots of the eigenvalues of
AA" ; if these are ordered so that V . > V, , j < k , we have Ky
J K.
Fan’s inequality
vi +fe-i{A+B} S V A> + V B} >
where B is p x q
(2.1)
We also have the Euclidean or Schur norm
l
£ ,.(W (2 .2)
where the trace, tr{*} , is defined for square matrices.
We introduce vec{A} , the pq x 1 vector having a as its
[(k-l)p+j]th element and obtained by stacking the columns of A from 
left to right down a single column. For any matrix B the Kronecker 
product A <8> B = (a B) is defined. Then useful relations are:
vec(ABC) = (C' & A)vec(B} (2.3)
tr{ABCD} = vec1{C}(D®B’)vec{A'} (2.4)
where vec'{C} is the transpose of vec{C} and A, B, C and D 
conform appropriately. For B also having q columns we introduce 
the extended product
A ® B = ( a 1 «) b1 ' . . .  * a  <8> b ) , (2.5)v 1 1 • • q q J 9
a . and b . being respectively the jth columns of A and B . 
0 C
We denote by A+ the q x p unique Moore-Penrose pseudoinverse 
of A , defined by the relations
4 We index equations which will be referred to later in the text by 
(j • k) , j  being the section number and k the equation number 
within the section. When referring to an equation that appears in a 
different chapter we add the chapter number as a prefix; thus (2.1) 
will be cited in later chapters as (1.2.1).
6AA+A = A , A+AA+ = A+ , (AA+)* = AA+ , (A+A)* = A+A . (2.6)
T/ie remainder of the section deals exclusively with Hermitian'* A .
We may then write A = UAU , where A is the p x p diagonal matrix
of (real) eigenvalues of A and U is unitary. Then if A+ is
derived from A by replacing all non-zero elements by their reciprocials, 
+ + *A = UA U . When A contains null rows and columns and the matrix
derived by deleting these is non-singular, as may often be the case
in our work, A+ may be derived by inverting the condensed matrix and 
reinstating the null rows and columns.
If A is positive-definite (p.d.) we write A > 0 . For such
matrices the determinant, det{A) , is non-zero and the true inverse,
A  ^ , exists. If A is non-negative definite (n.n.d.) we write
l i  l i  l
A > 0 . If A > 0 , A2A2 = A and A2 + A2 > 0 then A2 is the
i I *unique n.n.d. Hermitian square root of A , defined by A2 = UA2U ,
l
where A2 is the diagonal matrix of square roots of eigenvalues.
1.3 Stationary processes in continuous time
The theory of stationary processes is fundamental to our work.
We introduce a measure space ft and a probability measure P defined 
on a O-field6 F of Borel sets in ft . Over the probability space 
represented by the triple (ft, F, P) we define the p x 1 vector 
process £(£, w) 7, t € R 9 co £ ft , having real-valued components
5 These are p x p matrices for which A* = A . Results are implied 
for real symmetric matrices (for which A1 = A ) which occur 
frequently in the thesis.
6 A O-field is a family of sets closed under the formation of 
complements and denumerable unions and intersections.
7 YiGenerally the symbol R denotes n-dimensional Euclidean space, 
but instead of R 1 we write simply R .
that are measurable functions of w . We shall always be concerned
with one particular realization of the process and thus we suppress
reference to go , writing £(£) = (£.(£)) in place of £(t, w) .J
Now £(£) will at most be observable at the N discrete equally-
spaced points n - A , 2A, .. . , iVA , A > 0 (when £(t) is
endogenous or exogenous), and may not be observable even at these
points (when £(t) is a residual). However, in either case we shall
make assumptions about the underlying process £(t) , t € R
Though we shall not repeatedly emphasize this3 every process
that is involved in the thesis is assumed to be continuous in the
mean square (m.s.) sense3 so8
l.i.m. 5(t ) = £(£) , (3.1)
T+t
uniformly in t € R . A necessary and sufficient condition for m.s. 
continuity is the continuity of E{£(t)£(T)'} at all diagonal points 
T = t . (See Cramer and Leadbetter, 1967, p. 83.)
We shall always assume the means of our processes to be independent 
of t and identically zero3 so E{£(t)} = 0 . Moreover3 we shall be 
concerned exclusively with processes that are strictly stationary3 
for which the probability distribution of any finite collection of 
values
5 [t +t) , . . . , i [t +t) , (3.2)m^ K 1 J ' m K r J1 r
t , t. € R , m. € {m \ m - 1, ..., p} , J = 1, ..., r , r = 1, 2, ... ,
d tl
does not depend on T . In all that follows we shall refer to such
8 By the symbol l.i.m. we mean "limit in mean square". Thus (3.1) 
is
lira E||5(T)-5(i)||2 = 0 ,
T+t
where, here and elsewhere, the expectation is taken for fixed t 
over all realizations. Of course, m.s. continuity does not imply the 
continuity of almost all realizations £(t) .
processes sim ply as s ta tio n a ry .  In  t h e  m .s .  s e n s e  t h e  Cramer 
r e p r e s e n t a t i o n
8
^ ( t )  = e ^ d x W
J R
t  £ R , ( 3 . 3 )
e x i s t s , w h e r e  t h e  p x 1 v e c t o r  p r o c e s s  x ( ^ )  has  o r t h o g o n a l  
i n c r e m e n t s  and X(~°°) = 0 • (Cramer and L e a d b e t t e r ,  1967 ,  p .  1 2 9 . )  
Now s t a t i o n a r i t y  i m p l i e s  r t h - o r d e r  s t a t i o n a r i t y , r  - 2 , 3 , . . .  , 
i n  which  t h e  e x p e c t a t i o n  o f  t h e  p r o d u c t  o f  t h e  v a l u e s  i n  ( 3 . 2 )
( t a k i n g  t^  = 0 ) depends  o n ly  on t ^ , . . . ,  t^  and n o t  on T . In
p a r t i c u l a r  f o r  r  - 2 m . s .  c o n t i n u i t y  i m p l i e s  t h a t  £ ( t )  h a s  f i n i t e  
s econd  moments and t h u s  t h e  e x i s t e n c e  o f  t h e  B oc hne r -K h inc h ine  
r e p r e s e n t a t i o n
E U ( t ) £ ( t + T ) ' }
where t h e  s p e c t r u m  i s
d F „ U )  = E(dx(X)dx(X)*} .
T € R ,
p x p w i t h  H e r m i t i a n  n . n . d . i n c r e m e n t s ,
We sh a ll always assume th a t our p rocesses have a b so lu te ly  
continuous sp ec tra .  In  t h i s  c a s e  £ ( t )  has  t h e  r e p r e s e n t a t i o n  
( Ib ra g im o v  and L i n n i k ,  1971 ,  p .  298)
£ ( * )  = r ( T ) d n ( t - T )  , t  € R ,
9
w h e r e 9 T ( f )  € L and i s  p x p and r i(£)  i s  a 
o r t h o g o n a l  i n c r e m e n t s  and E{dr\( t )dr\ ( t ) ’ } = I dt  ;p
d F „ ( X )  = , 1 ( 8 ,
p x 1 p r o c e s s  w i t h  
m oreove r  we have
r
where f^^ (A)  
t h e  s u p e r s c r i p t
i s  t h e  s p e c t r a l  d e n s i t y  m a t r i x  o f  £ ( £ )  . We i n c l u d e  
c t o  i n d i c a t e  t h a t  t h e  s p e c t r a l  d e n s i t y  i s  t h a t  o f
9 By T ( f )  € iß we mean T ( t ) i s  m e a s u r a b l e  and |v1{r(t)>|<?dt < »
J R 1
9a continuous process. Correspondingly, we denote by frr(A) the
spectral density matrix of the sequence £(n) , n - 0, ±A, ±2A, ... , 
so that
1s(A) = . Z Is
J ~ —CQ
A + 2 T T J TT ■> ITT  < A < -j- .A A
For convenience we always take A = 1 . Then we have the Bochner- 
Herglotz representation
*7T 
J= f , j = 0, ±1......  ■ (3.4)-7T ^
At times in our work we shall be concerned with processes that 
are differentiable one or more times in the m.s. sense. The m.s. 
derivative is defined by
1.i.m.
T-*0
C(t+T)-£(t) S(t) . (3.5)
A necessary and sufficient condition for (3.5) to hold uniformly in
2
t € R is the existence of 3 £{£(£)£(t )'}/dtdT at all diagonal points 
T = t . The m.s. derivatives of higher order are likewise defined. 
Since £(t) is stationary with absolutely continuous spectrum
(P£ ( £ ) / exists in m.s«, if and only ifhv4A/44f4(A)ydA < (3.6)
(See Hannan, 1970, p. 55.) If £(t) is m.s. differentiable it is 
almost surely (a.s.) continuous; if £(£) is m.s. differentiable 
twice it is a.s. differentiable once, and so on.
We shall be very much concerned with the property of almost sure 
convergence, or convergence with probability one. In respect of our 
stationary processes we need the existence of certain ergodicity 
properties to ensure the convergence a.s. of statistics to their 
expected values. For a discussion of ergodicity see e.g. Cramer and
10
L e a d b e t t e r  (1 9 6 7 ,  pp . 1 4 7 -1 5 9 ) .  B r i e f l y ,  how ever ,  we d e f i n e  a s h i f t  
t r a n s f o r m  t a k i n g  a s e t  5 ( c o r r e s p o n d in g  to  a s u b s e t  o f  t h e  m easure  
s p a c e )  o f  v a r i a b l e s  £ ( t )  i n t o  a  s e t  -S o f  v a r i a b l e s  £ ( t+ x )  . A
s e t  5 i s  c a l l e d  i n v a r i a n t  i f ,  f o r  a l l  f i x e d  t , S and 5 d i f f e r
T
a t  most by s e t s  o f  p r o b a b i l i t y  m easure  z e r o .  The i n v a r i a n t  s e t s  
form a ö - f i e l d  and i n c l u d e  a l l  s e t s  o f  p r o b a b i l i t y  0 o r  1 . Then 
we c a l l  £ (£ )  e r g o d i c  i f  t h e  a - f i e l d  o f  i n v a r i a n t  s e t s  c o n ta i n s  
only  s e t s  o f  p r o b a b i l i t y  0 o r  1 . I f  £ j(t)  i s  e r g o d ic  and
E { | |£ ( t ) | |} ,  E ( | |£ ( £ ) | |2 } a r e  f i n i t e  th e n
- i  N
l im  N £ £ (n )  = £ { £ (£ )}  , a . s . ,
N-**> n - 1
l im  W“ 1 I£( n ) £ ( n + j ) '  = E U ( i ) 5 ( t + j )  ’ } , a . s . ,
N-*00 1 ,n+j<N
t h e  se co n d  p r o p e r t y  h o l d in g  u n i fo r m ly  in  f i x e d  i n t e g r a l  j  such  t h a t  
0 5 | j |  < N . In  f a c t  a l t h o u g h  we assume ou r  u n d e r l y i n g  p r o c e s s e s  t o  
be e r g o d i c  we u se  o n ly  t h e s e  im p l ie d  p r o p e r t i e s  o f  t h e  d i s c r e t e  
s e q u e n c e s .
Under t h e  a s s u m p t io n s ’ o f  s t a t i o n a r i t y  and e r g o d i c i t y  we s h a l l  
p rove  s t r o n g  law s o f  l a r g e  num bers . S t r i c t e r  c o n d i t i o n s  a r e  n e e d e d ,  
how ever ,  t o  p ro v e  c e n t r a l  l i m i t  th eo re m s  f o r  q u a n t i t i e s  such  as 
_i N
N 2 £ £ (n ) . W hile we do n o t  assume t h e  m u tua l  in d ep e n d e n c e  o f  th e
n-1
£(ft) th e  i n t r o d u c t i o n ,  t o  some e x t e n t ,  o f  t h e  n o t io n  o f  in d ep en d en ce  
seems n e c e s s a r y .  A p o s s i b l e  r e p r e s e n t a t i o n  f o r  £(ft) i s  t h e  l i n e a r  
p r o c e s s
CO 00
£ (n )  = l  A ( j ) e ( n - j )  , £ v 1{ A ( j ) } 2 < 00 , ( 3 .7 )
j=-°° j=-°°
where t h e  p x 1 v e c t o r s  e ( n )  a r e  in d e p e n d e n t  and i d e n t i c a l l y
11
distributed with null mean vector and covariance matrix I (i.i.d.
P
(0, I ) ). Then (3.7) implies that £(t) is stationary and ergodic. 
P
(See Hannan, 1970, p. 204). The specification is of some generality, 
including solutions of mixed autoregressive moving-averages, and 
widespread use of (3.7) has been made in establishing asymptotic 
theory. However when the underlying process is continuous it seems 
implausible to represent C(^) as a moving-average of discrete random 
variables, and we shall make an alternative, more appropriate 
assumption.10
In recent years a series of "weak dependence" or "mixing" 
conditions, based on the proposition that the dependence between 
events decreases as the intervening time increases, has been made use 
of by such authors as Rosenblatt (1956), Rozanov (1967), Hannan (1970) 
and Ibragimov and Linnik (1971). It is doubtful whether central 
limit theorems can be proved under substantially weaker or intuitively 
more pleasing assumptions. We impose what we shall call the strong 
mixing condition, in order to make use of a basic theorem proved by 
Hannan (1970) under this condition31 (together with a condition of 
Lyapounov type on the fourth cumulants). With £(t) , t € R , we
associate ö-fields F^  (-0° < a < b 5 00) a generated by events
depending upon £(£) for a <  t < b only. Then £(t) satisfies
the strong mixing condition if there exists a positive function
a (£) , 0 < t < 00 , such that a(t) 0 as t -*■ 00 and, for T > t ,
sup 
t 00
T
!Bp {A n B) - Pr(A)Pr(B)\ < a(t-t) .
10 Nevertheless the representation (3.7) satisfies the strong mixing 
condition about to be introduced.
13 Incidentally Hannan (1970) and Rozanov (1967) refer to the 
condition as, respectively, uniform mixing and complete regularity. 
Ibragimov and Linnik (1971, p. 308) attach the description uniform 
mixing to a somewhat stricter condition.
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CHAPTER 2
CONTINUOUS-TIME REGRESSIONS WITH DISCRETE DATA
2.1 I n t r o d u c t i o n
The present chapter provides the theoretical basis for our
subsequent treatment of the estimation problem for a number of
specific continuous-time systems. The general model we consider is
y(t) = B Iu JR
Here,12 x(t) is a Pj_ x 1 vector residual variable; y(t) is a
T [t ; 9q)Z(t-T)dT + X(t) , t € R . (1.1)
p^ x 1 vector endogenous variable; Z(t) is a p^ x 1 vector
B o = Kk
’op is a
p2 matrix
Pl x p^ matrix of real
generalized functions of t and 0 . Throughout the thesis} when 
we are not necessarily referring to the true parameter values hut to 
any admissible values satisfying the same conditions we omit the zero 
subscript; in this case we would write simply 0, B . We shall not 
discuss particular examples of (1.1) at the present time. However, 
bearing in mind our discussions in later chapters, we make the follow­
ing observation. Loosely speaking, (1.1) includes under suitable 
conditions the solutions of functional equations of the class
A 1(y(t)} = A2(z(t)} , t € R , (1.2)
2
where y(t), Z(t) 6 L and A  , A 2 are linear combinations of
differential, integral and translation operators. The equations (1.2) 
are similar to the class considered by Kitagawa (1937).
12 We shall presently give conditions that ensure that (1.1) is well- 
defined as a m.s. limit.
Omitting X(t) and ignoring the stochastic nature of (1.1).
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In the real world it may not be strictly reasonable to assume 
(1.1) to be valid over all f € R . However, to restrict f to a 
given finite interval would make (1.1) more difficult to handle and 
it is convenient to suppose that our model continues to hold before 
and beyond the observation period. Alternatively we could confine 
ourselves to the half-line f > 0, say, but the Laplace transform 
techniques that are then indicated produce less elegant results than 
the Fourier methods we use. In the same way, we have taken R to be 
the range of integration, whereas F(f; 0) = 0 , f < 0 , in a real life 
situation in which causation is implied. In any case, greater 
generality and flexibility will accrue if we allow for leads as well 
as lags.
We wish to estimate 0Q and BQ . As previously indicated our
estimation procedures are based not on a continuous record but on 
sequences y(tt), Z(n) , n = 1, ..., N , with y(f), z(f) being 
sampled at equal, unit, intervals of time. Before we discuss the 
estimation of (1.1) it is convenient to indicate how it differs from 
and extends non-linear models of regression type that have recently 
been considered. We first introduce the Dirac delta function, 6(f) , 
defined by
6(f) = °° , f = 0 ; = 0 ,  t + 0 6(f)df = 1 . (1.3)
R
By allowing F to involve delta functions we may derive a number of 
interesting models from (1.1). We prefer to deal explicitly with the 
generalized function 6(f) , rather than express (1.1) as a Stieltje’s 
integral. We first take F(f; 0) = 6(f)F(0) , say, where F(0) is 
p 3 * P 2 • Then we have
y ( f ) = B0r(e0)z(f) + x(f) , t e R , (1.4)
a non-linear model of conventional type. Jennrich (1969) considered
14
t h e  s c a l a r  model
w = f  (0_) + x  , n -  1 ,  . . . ,  N , ( 1 . 5 )
where t h e  o b s e r v a t i o n s  do n o t  n e c e s s a r i l y  form a t im e  s e r i e s .  Assum ing, 
in  p a r t i c u l a r ,  t h a t  0^ l i e s  in  a compact s u b s e t  o f  and th e
2 2a r e  i . i . d .  ( o , 0 ) , 0 < 00 , J e n n r i c h  p ro v ed  a s t r o n g  law o f  
l a r g e  numbers and a c e n t r a l  l i m i t  th eo re m  f o r  t h e  l e a s t  s q u a r e s  (LS)  
e s t i m a t e  o f  0Q . M alinvaud  (1970 a ,  b )  h a s  p ro v e d  u n d e r  somewhat
d i f f e r e n t  c o n d i t i o n s  weak c o n s i s t e n c y  and a c e n t r a l  l i m i t  th eo re m .
The t im e  s e r i e s  c a s e  o f  ( 1 . 5 )  was t r e a t e d  by Hannan (1971 a )  u n d e r  
c o n d i t i o n s  s i m i l a r  t o  J e n n r i c h ’ s b u t  a l lo w in g  f o r  s t a t i o n a r y  
r e s i d u a l s .  Robinson  ( 1 9 7 2 ) , in  a  p a p e r  w r i t t e n  d u r in g  t h e  r e s e a r c h  
f o r  t h e  t h e s i s ,  c o n s id e r e d  th e  v e c t o r  model
y(n)  = Bqz (n; 0Q) + x(n) , n -  1 , . . . ,  N , (1 .6)
w i th  n o n - l i n e a r  c o n s t r a i n t s  on 0Q . A i t c h i s o n  and S i lv e y  (1958) e a r l i e r
c o n s id e r e d  m a x im u m -lik e l ih o o d  (ML) e s t i m a t i o n  u n d e r  su ch  c o n s t r a i n t s .
Now b e c a u s e  z(n;  0) may n o t  adm it  a f a c t o r i z a t i o n  T(0)z(n)  , ( 1 . 1 )  
and ( 1 . 4 )  e x c lu d e  some c a s e s  o f  ( 1 . 5 )  and ( 1 . 6 ) ,  f o r  example t h e  Cobb- 
Douglas p r o d u c t i o n  m odel
<7 3 •
y( n)  = 3 I I z X n )  J + x( n)  , n -  1 ,  . . . ,  N . ( 1 .7 )
0 - 1  ■'
I f  we r e q u i r e ,  s a y , i , V 1 th u s
c o n s t r a i n i n g  th e J  > 1 t o  a  compact s e t ,  a s y m p to t i c  t h e o r y
f o r  LS e s t i m a t e s  f o l l o w s  from t h e  p a p e r s  we have  c i t e d  a b o v e .14
However t h e  c a s e s  o f  ( 1 . 6 )  we d i s c u s s  ( i n  §3 and §6. Appendix) a r e
14 E x p o n e n t i a l  ty p e  m odels  such  as ( 1 . 7 )  a r e  more u s u a l l y  t r e a t e d  by 
r e p l a c i n g  th e  a d d i t i v e  r e s i d u a l  by a m u l t i p l i c a t i v e  one and t a k i n g  
th e  lo g  t r a n s f o r m .  For a  c om par ison  o f  t h e  two a p p ro a c h e s  se e  
Robinson  (1 9 6 9 ) .
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also of the form (1.4) and the extra generality does not seem worth­
while for its own sake. Furthermore the conditions needed on 
Z(n; 0) are less perspicuous than the conditions we impose on Z(t) .
For (1.4) - (1.7) it is of little consequence whether or not the 
underlying processes are regarded as continuous and these cannot 
account for the more interesting special cases of (1.1). No 
systematic attempt has apparently been made to estimate (1.1) or the 
systems of § § 4-7 when only integer-indexed observations are 
available. By replacing t by n and choosing B^T^t ; 0^) to be 
00
Y B ( j )6(t-j ) we have the very popular distributed lag system 
—  00
00
y(n) = Y B(j)z(rc-j) + x(n) , n = 1, ..., N . (1.8)
J = - ° °
The estimation of (1.8) is a relatively straightforward task although 
the parameter space must of course be of finite dimension; this is 
so if the sum in (1.8) is truncated or if (1.8) represents the solution 
of a system of linear difference equations. However, (1.8) is not an 
entirely satisfactory description of a relation between continuous 
processes. Sims (1971) has considered the validity of discrete 
approximations to continuous-time systems. If the process generated 
by (1.1) is sampled at unit intervals this sequence is also generated 
by a discrete model of the form (1.8); however (1.1) and (1.8) are 
not isomorphic because of the impossibility of interpolating a 
continuum on the basis of a discrete equal-spaced sequence. We shall 
consider the estimation of (1.1) rather than (1.8), but we shall need 
some way of replacing expressions involving the z(t-x) by 
expressions involving the Z(n) , and conditions to overcome an 
obstacle to identification, caused by aliasing. Some of the results 
of the present chapter appear in Robinson (1972) and other results in
16
a paper the author is currently preparing.
The presence of a convolution integral in (1.1) leads us to 
consider its Fourier representation. In the m.s. sense (1.1) is 
equivalent to
ei a U x y (A)-B0?(-A; e0)<2xz U)-<Jxx U ) }  = 0 , € R ,
say, using (1.3.3) and with15
f(X; 0) = [ ei W r(i; Q)dt , U S . (1.9)
We propose to replace dx„» dx.. andx y
jugated) discrete Fourier transforms
dxz by the (normed and con- 
, whose definition is typified by
_ I  NW (s) = (2TT/1/) £ £ x(n)exp (fnA } , (1.10)X - s' n=1
A =  2 t t s/N , -±N < S 5  [y/1/] .
For the purposes of estimation we thus consider the approximation
to the discrete Fourier transform of (1.1)16
w (s) = BqT[A^; 0Q)wz(s) + • (1.11)
An explicit expression for T must of course be available. In 
practice V will often arise naturally from the structural form and 
it may indeed not be possible to actually evaluate the inverse 
transform to find T .17 This is of no concern to us since our 
computing formulae involve T rather than T . We may describe Y 
and T as respectively the kernel and transfer function of the
We shall presently make formal assumptions concerning x(t), Z(t)
and (1.9).
An alternative approach might involve fitting polynomials or
trigonometric series to the z .(n) 
C
(using orthogonality properties
to determine a suitable order), whereupon it may be possible to 
evaluate the integral in (1.1) and regress y(t) on this function 
of t .
17 Although of course a unique Fourier image must exist. Numerous 
transform pairs are tabulated in the Fourier transform literature.
17
filter. In (1.8) the parameter set may be reduced by taking the 
elements of the B(j) to be ordinates of a polynomial or of a discrete 
frequency distribution. It may then be of interest to consider the 
"moments” of the "lag distribution". (See Dhrymes 1971 b.) We may 
do the same here: in the case p  ^  = p^ = p  ^  = 1 , for example, we
have
E{tr] 9AJ r(X; e0)|^ / ? (o; e0) , r = l. 2, ... .
Now whereas the sample provides information on the discrete 
sequences for the frequency band (-7T, tt) , we may not believe (1.1) 
to be a valid model for y(n) over the whole of this band. Because 
of the assumptions we shall make we would wish to exclude low frequencies 
which we believe to correspond to trend, other frequencies corresponding 
to cyclic effects, and also frequencies for which the measuring device 
used produces an expecially low signal-to-noise ratio. Thus we 
restrict ourselves to a set B C ( - i t, tt) , composed of a finite number 
of disjoint open intervals that are symmetrical about A = 0 , so 
that if A € B , -A € B also. Such a set B is considered also by 
Hannan and Robinson (1973). It will later be seen that the "smaller"
B is the less stringent are the assumptions needed to overcome the 
aliasing problem.
A A
We take 0^, to be the values, out of the set of all
admissible 0, B , that absolutely minimize18
Qn(Q, B) = iT1 I <KAsp{wy(s)-Bf(As; e)w.,(s)} (1.12)
Here and elsewhere, ) is a sum over all € B and8 S
18  ^ ^The conditions we shall impose ensure that such values 0^, B^
exist, and for N sufficiently large they will be uniquely defined a.s.
18
l l  ,
$(A) = $ ( X)2$ ( X ) 2* i s  a n . n . d .  p ^  x p ^  H e rm it ia n  m a t r ix  w i th  
$ (-A ) = $ (A ) '  , t h a t  i s  c o n t in u o u s  in  X o v e r  B . For c o n v e n ie n c e  
i n  o u r  a s su m p t io n s  o f  §2 .2  we s h a l l  a lw ays t a k e  y ( n )  and Z(tt) t o  
be m e a n - c o r r e c te d .  In  p r a c t i c e  t h i s  may be a c co m p lish e d  by o m i t t i n g
from  ( 1 .1 2 )  t h e  component f o r  s  = 0 , w hich in v o lv e s  t h e  d e v i a t i o n
~ I
W ( 0 ) -  BT( 0 ; 6)w ( 0 ) = (/1//2tt) 2{y-Bf ( 0 ; 0)z} .
y L S\
Q x M  ß^ccr-e
Now b e c a u s e  o f  th e  symmetry o f  o , — i s - r e a l .  Our p rob lem  has
been  re d u c e d  t o  one o f  n o n - l i n e a r  r e g r e s s i o n .  W hile c o n s i d e r a b l e  
p r a c t i c a l  d i f f i c u l t i e s  may be a s s o c i a t e d  w i th  t h e  o p t i m i z a t i o n  o f  
Qpj , t h e  r e v o l u t i o n a r y  deve lopm en t o f  h i g h - s p e e d  com puting  f a c i l i t i e s
and th e  e x i s t e n c e  o f  s o p h i s t i c a t e d  i t e r a t i v e  p r o c e d u r e s  make many 
such  t a s k s  t e c h n i c a l l y  f e a s i b l e .
The e x p r e s s io n  ( 1 .1 2 )  i s  a  H e rm i t ia n  form in  W ( s )  w i th  m a t r i xX
c o n s i s t i n g  o f  d i a g o n a l  b lo c k s  $ (k  ) . I t  i s  m o t iv a t e d  i n  t h e  f o l l o w -s
in g  way. We s e l e c t  some X € B and some i n t e g e r  m «  N and
c o n s t r u c t  t h e  f r e q u e n c i e s  X. = 2 ttJ  /N , s  = 1 ,  . . . 9 m , t h e
J s
i n t e g e r s  J b e in g  chosen  so  t h a t  t h e  X . a r e  c l u s t e r e d  a ro u n d  X . 
s  ° s
Then Hannan (1970) h a s  shown t h a t ,  u n d e r  t h e  a s su m p t io n s  we s h a l l
make f o r  X(n) , t h e  W (j ) , s  = 1 ,  . . . ,  m , con v e rg e  t o  i . i . d .X s
complex v e c t o r s , (X)
m a t r ix  o f  x ( n )  , d e f i n e d  as  i n  ( 1 . 3 . 4 ) .
b e in g  t h e  s p e c t r a l  d e n s i t y  
2 0 Thus a l th o u g h  t h e  p a r e n t
19 I t  i s  im p l ie d  t h a t  when t h e  f u l l  band  ( - T T ,  tt]  i s  u n d e r  
c o n s i d e r a t i o n  and N i s  even  t h e  component o f  f r e q u e n c y  Xg = tt i s
e x c lu d e d ,  l e a v i n g  o n ly  N -  1 summands. T h is  i s  n e c e s s a r y  b e c a u s e  
i n  g e n e r a l ,  and in  t h e  c a s e s  in  which we a re  m ost i n t e r e s t e d ,
I m { f ( T T ;  0)} * 0 .
20 There  i s  a m o d i f i c a t i o n  i f  X = 0 ,  ± tt ; s e e  Hannan (19 7 0 ,  
C h a p te r  IV, Theorems 1 3 ,  1 3 ' ) .
19
X(n) may be a u t o c o r r e l a t e d , f o r  l a r g e  N t h e  summands i n  ( 1 .1 2 )  a r e  
r o u g h ly  in d e p e n d e n t  and th e  p rob lem  o f  s e r i a l  c o r r e l a t i o n  may be
C t  — 1
e l i m i n a t e d .  I f  $ i s  r e p l a c e d  by f  , when i t  e x i s t s ,  i s  a
m ono ton ic  f u n c t i o n  o f  t h e  l i k e l i h o o d  b a s e d  on i . i . d .  no rm a l  W ( s )  ;
h e u r i s t i c a l l y  an o p t im a l  c h o ic e  o f  $ i s  t h u s  s u g g e s t e d .  Because 
i s  g e n e r a l l y  unknown we a r e  l e d  t o  d i s c u s s  i t s  e s t i m a t i o n  inXX
§2.5. Our f i r s t  t a s k ,  how ever ,  i s  t o  i n t r o d u c e  c o n d i t i o n s  t h a t  w i l l
/N  / \  •
be s u f f i c i e n t  t o  g iv e  0^ and c e r t a i n  d e s i r a b l e  p r o p e r t i e s ,  as
w i l l  be  shown i n  §§2.3, 2.4. In  d i s c u s s i n g  s p e c i a l  c a s e s  o f  ( 1 . 1 )  i n  
s u b s e q u e n t  c h a p t e r s  we s h a l l  t h e n  be a b le  to  a s s e r t  such  p r o p e r t i e s  
w i th  l i t t l e  o r  no p r o o f  and c o n c e n t r a t e  on o t h e r  a s p e c t s .
2.2 Some assumptions
I t  i s  w e l l  known t h a t  a s y m p to t i c  t h e o r y  f o r  n o n - l i n e a r  r e g r e s s i o n s  
g e n e r a l l y  r e q u i r e s  r e s t r i c t i o n s  on th e  p a r a m e t e r s . We c o n f in e  th e  
a d m i s s ib l e  0 t o  a s e t  0 d e f i n e d  a s  f o l l o w s . 21
k( i )  Q i s  the compact closure o f  a (q -r)-d imensional C 
manifold. ,22 q > r  >. 0 , k > 2 .
R equ irem en ts  o f  com pac tness  o r  b o u ndedness  have been  u sed  in  
s i m i l a r  c i r c u m s ta n c e s  by J e n n r i c h  ( 1 9 6 9 ) ,  M alinvaud (1970 a ,  b ) ,
21 T h ro u g h o u t ,  we in d e x  and r e f e r  t o  o u r  a s su m p t io n s  by lo w e r - c a s e  
Roman n u m e ra ls  ( i ) ,  ( i i )  e t c .
22 T h is  may be d e f i n e d  as f o l l o w s .  A u map, k > 0 , i s  a
f u n c t i o n  f  mapping an open s e t  A oz r  i n t o  a f i n i t e - d i m e n s i o n a l  
v e c t o r  s p a c e  i f  /  p o s s e s s e s  c o n t in u o u s  p a r t i a l  d e r i v a t i v e s  on A 
o f  a l l  o r d e r s  5 k . Then th e  open s e t  V i s  a  ( q - r ) - d i m e n s i o n a l
m a n i f o ld  i f  t h e r e  e x i s t  a f a m i ly  o f  p a i r s  [ f . ,  V.) (where j
J J
i s  an open s e t  in  V and f .  maps V. i n t o  an
C J
) su c h  t h a t  Ulf . = V and f o r  a l l  n o n - d i s j o i n t
' : f f vj n v k) - f k ( Vo n v k> i s  a  ^
i s  an in d e x , V .J
open s e t in
Sn
, 
i
V  vk  ’ f k o J •«7
map.
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Hannan (1971 a )  and Dhrymes (1971 a ,  b ) .  The m o d i f i c a t i o n  h e re  and
in  Robinson (1972) i s  t o  a l lo w  f o r  t h e  p r e s e n c e  o f  a number o f  g iv e n
l i n e a r  o r  n o n - l i n e a r  e q u a t i o n s  i n  0 , w hich r e d u c e  th e  d i m e n s i o n a l i t y
o f  t h e  m a n i fo ld  by t h e  number o f  in d e p e n d e n t  c o n s t r a i n t s .  ( I f  t h e s e
e q u a t i o n s  do n o t  th e m s e lv e s  e s t a b l i s h  co m p ac tn ess  t h e  l a t t e r  r e s t r i c t i o n
i s  s u p e r im p o s e d . )  We have i n  mind c i r c u m s ta n c e s  in  w h ic h ,  f o r  ex am p le ,
0 i s  c o n f in e d  f o r  t h e  p u rp o se  o f  n o r m a l i s a t i o n  t o  t h e  s u r f a c e  o f  a
00
h y p e r s p h e r e  o r  e l l i p s o i d  (b o th  o f  w hich a r e  compact C m a n i f o ld s )  
oJT 0 c o n s i s t s  o f  a number o f  m u tu a l ly  o r th o g o n a l  v e c t o r s .  The need  
t o  a l lo w  f o r  such  c o n s t r a i n t s  i s  c r u c i a l  i n  §3, and f o r  one r e a s o n  o r  
a n o th e r  th e y  may a r i s e  in  c o n n e c t io n  w i t h  t h e  o t h e r  models we 
c o n s i d e r .  We n o te  t h a t  c o m p a c tn e s s ,  o r  a t  l e a s t  b o u n d e d n e ss ,  may 
e n t e r  i n  a  f a i r l y  n a t u r a l  way i n t o  o u r  c o n s i d e r a t i o n s :  f i r s t ,  t o
p ro d u ce  i d e n t i f i c a t i o n  i t  may be n e c e s s a r y  t o  "bound" 0 s in c e  B 
i s  n o t  c o n s t r a i n e d  i n  t h i s  way; s eco n d  t o  e n s u re  t h e  s t a b i l i t y  o f  
c e r t a i n  f u n c t i o n a l  e q u a t i o n  sy s tem s  ( s e e  §5).  In  any c a s e  when th e  
c h o ic e  o f  0 i s  n o t  d e te rm in e d  on p r i o r  g rounds  i t  may be t a k e n  
a r b i t r a r i l y  " l a r g e " ,  s u b j e c t  t o  o t h e r  r e s t r i c t i o n s ,  i n  which c a se  no 
p r a c t i c a l  l i m i t a t i o n  i s  i n v o lv e d .
To a l lo w  f o r  t h e  i n c o r p o r a t i o n  o f  a p r i o r i  i n f o r m a t i o n ,  t o  a s s i s t  
i d e n t i f i c a t i o n  and a l s o  t o  f a c i l i t a t e  t h e  t a s k  o f  e x p r e s s i n g  a number 
o f  i n t e r e s t i n g  m odels  i n  t h e  form ( 1 . 1 )  we a l lo w  B t o  s a t i s f y  t h e  
homogeneous l i n e a r  r e s t r i c t i o n s
3C = 0 , (2.1)
where C i s  a m a t r ix  o f  g iv e n  c o n s t a n t s ,  h a v in g  PjP ,^ rows an<^ l e s s
th a n  p p ( p o s s i b l y  z e r o )  l i n e a r l y  in d e p e n d e n t  co lum ns , and
_L O
3 = v e c ' { B } . 23 The m a t r ix
2 3 We s h a l l  o f t e n  u se  B and ß i n t e r c h a n g e a b l y .
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L = I
PlP3
C(C'C) 1c l
projects onto the orthogonal complement of p^p^-dimensional vector
space spanned by the rows of C and (2.1) is implied by the relations 
3 = 3L . (See Hannan, 1970, p. 416).
(ii) The processes x(£), z(£) have null mean vectors3 are
mutually incoherent3 are stationary and ergodic and have 
absolutely continuous spectra and continuous spectral 
density matrices. The sequences x(n), z(n) have 
continuous spectral density matrices f^CA)., (A)
respectively 3 |A| 5 u , defined as in (1.3.4).
We have already explained the meaning of such conditions in 
§1.3.24
(iii) Uniformly in A € R 3 0 € 0 , f(A; 0) exists and is
given by (1.9). Uniformly in 0 6 0., f(A; 0) is 
continuous in X 3 satisfying a Lipschitz condition of 
order greater than one half. Uniformly in X € B 
r(A ; 0) is continuous in 0 .
The Lipschitz condition (see Zygmund, 1959, p. 43), needed for 
Theorem 2.B, is an unimportant restriction, every specific case of Y 
we consider being differentiable in A and thus having modulus of 
continuity unity.
From (ii) and (iii) the relation
fy y W  = e0)fzz(A)^ A> 6o)*Bi + fXX(A)
is integrable and thus (1.1) is well-defined in the m.s. sense. 
Hannan, 1970, p. 8.)
(2 .2 ) 
(Cf.
24 In fact continuity of the density matrix of the continuous 
process x(t) is not necessary, but we have included the condition 
so as not to further complicate (ii).
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Whereas (ii) is fundamental to our work stronger conditions on 
z(t) will usually be needed because the attempt to estimate a 
continuous model from discrete data gives rise to an identification 
problem. Our estimation procedures are based on second-order 
functions of the data and we ignore any information provided by 
higher moments. Thus all we can attempt to estimate are the integer- 
lagged autocovariances between the elements of [y(t)1 * Z(t)'] , or 
equivalently the spectral density matrices
fi (A) ’ fJz(A) > fzz(A) • N  S 17 •
Now from (2.2) we have, for X € B ,
(X)
= I B f(X+2TTl; 0 )f£ Ut2irJ)f(X+2irZ; 0 ) *B’ + f“x(X) . (2.3)
— 00
Also we have
r  (X) = bq l r{\+2n-, 60) h z(x+2irn , (2.4)
J  —00
00
f2Z(X) = 1 lfzU+2lrt) ,
—  00
X C B . Now while we have information on f,,(X)
of isolating individual components f (X+2ttZ) .
we have no means
Thus there would
no hope of identifying 0Q and from (2.3) and (2.4) without the
imposition of a further condition unless V is periodic of period 
2tr ; T has the latter form for the unlagged regression (1.4)
(f(X; 0) E f(0)) and for the distributed lag system (1.8)
25 More information could be gained by sampling in a less regular, 
even erratic, fashion. Such data would be much less susceptible to a 
neat mathematical treatment however, as well as being often difficult 
and expensive to record.
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f  00 N
Bf(X; 0) = £ B(j )exp(£jA)
V _oo
Such models have formed the basis for
most regression analyses of time series, but they will not be of 
concern to us. When T is not periodic we need some way of choosing 
one out of the infinitely many Z(t) which generate the sequence 
Z(n) .
(iv) For A = ]i + 2t\l iJ ( ß j  l = ±1, ±2, ... and for
IXI > K j some K < 00 ^
q z u )  = o .
2  6  • Under this condition there is no aliasing of the frequencies
6 , since (A) = f^z(A) » A € B ; any aliasing of
_ d
B n (-TT, 7T) is of no concern. (The extra requirement that be
null everywhere outside an arbitrary finite interval is not practically 
restrictive but is needed in Theorems 2.5, 2.6.) When B = (—7T, TT) we
thus require (A) = 0 , | A | > 7T , an assumption which is valid
only if the sampling interval is sufficiently small to enable the
detection of all frequency components of the continuous process.
This "smoothness" assumption is strong, and one cannot adequately
assess its validity without access also to data that are sampled at
shorter intervals. Nevertheless in studying a continuous process it
seems likely that one would sample with the intention of leaving a
negligible spectral mass beyond the Nyquist frequency. For slow-
moving economic series, for example, it may indeed be substantially
concentrated in a much smaller band centred at the origin.
Henceforth^ when no confusion is possible3 we shall omit the superscript
26 A slightly stronger condition, used by Hannan and Robinson 
(1973), would require the spectral mass to be null for 
I A I > 27T - sup A .
A€B
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d from the sp e c tra l d e n s i t ie s  o f  d is c r e te  p ro cesses. Then u n d e r  ( i v ) ,  
f o r  X £ B
t , „ a >  = Bnf 4 ;  e0) f zz(A)f(A; eJ*B- + f vv(X) , (2 . 5 )yy
V X) = Bof 4; e0)fz2(X) .
0 '  0 XX
( 2 . 6 )
M oreover, even i f  t h e s e  r e l a t i o n s  do n o t  s e r v e  t o  i d e n t i f y  0^ and 
B , f  (X) i s  i d e n t i f i e d  as
U Ä Ä
f  „(X) = f  (X) - f  (X)f (X)+f  (X) ,xx yy yz zz zy 5
b e c a u s e  from ( 1 . 2 . 6 )  we may r e p l a c e  f  in  ( 2 . 5 )  by
f Z Z f+Z Z f Z Z f Z Z f Z Z  and t h e n ,  from ( 2 . 6 ) ,  BQf ( X ;  0 Q) f z z f z z  by f y z f z z
I n s o f a r  as  t h e  i d e n t i f i c a t i o n  p rob lem  s tem s from  a l i a s i n g  i t  i s  
r e s o l v e d  by ( i v ) ,  b u t  t h i s  c o n d i t i o n  i s  by no means s u f f i c i e n t  t o  
e n s u re  t h e  i d e n t i f i c a t i o n  o f  0Q and BQ . T y p i c a l ly  i n  sy s tem s
whose re d u c e d  form i s  n o n - l i n e a r  a  number o f  somewhat a r b i t r a r y  
i d e n t i f i c a t i o n  c o n d i t i o n s  a r e  r e q u i r e d ,  and t h e s e  w i l l  be im p l ie d  by 
th e  f o l l o w in g  s t a t e m e n t .
(v )  Uniformly in  ad m issib le  (0  • 3) t  (0n • $n)
t r { ( 2 T T ) - 1 f  [B0f(Xj 60)-Bf(X; 0 ) ] f z z (X)[Bof(X; 60)
-Bf(X; 6)3**(X)dx\ > 0 . (2.7)
For an e s t i m a t i o n  p r o c e d u r e  b a s e d  on ^ ( 0 ,  B), (v )  i s  q u i t e
i n d i s p e n s a b l e ,  f o r  i t  a s s e r t s  t h a t  t h e  l i m i t  t o  w hich co n v e rg e s
has  a u n iq u e  a b s o l u t e  minimum; c o r r e s p o n d in g  c o n d i t i o n s  have  been  
u sed  by J e n n r i c h  ( 1 9 6 9 ) ,  M a l in v a u ld  (1970 a ,  b ), Dhrymes (1971 a ,  b ) ,  
Hannan (1971 a )  and R obinson  (1 9 7 2 ) .  For r e a s o n a b le  $ , f  t h e
c o n d i t i o n  w i l l  h o ld  when Bf(X; 0) ^ BQf(X; 0Q) u n i fo r m ly  in
25
a d m i s s ib l e  (0  • ß) ^ (0Q • 3Q) a lm o s t  ev eryw here  in  a  n o n - d e g e n e r a t e
s u b s e t  o f  B ; s i n c e  $ > 0 and > 0 u n i f o r m l y ,  t h e  l e f t  s i d e
o f  ( 2 . 7 )  i s  n o n - n e g a t iv e  and w i l l  be p o s i t i v e  i f  t h e  m a t r i x  i n t e g r a l
h as  a n o n - z e r o  e i g e n v a l u e ,  u n i fo r m ly  i n  a d m is s ib l e
( 0 * 3 ) ^  (0q • ß ) . When we come t o  c o n s id e r  s p e c i a l  c a s e s  o f
( 1 .1 )  we s h a l l  d i s c u s s  t h e  p a r t i c u l a r  c o n d i t i o n s  w hich w i l l  p roduce  
i d e n t i f i c a t i o n .  However i t  i s  c o n v e n ie n t  a t  t h i s  s t a g e  to  comment 
g e n e r a l l y  on t h e  e f f e c t  on t h e  p o s s i b i l i t y  o f  i d e n t i f i c a t i o n  o f  t h e  
p r e s e n c e  o f  n o n - l i n e a r  c o n s t r a i n t s ,  f o r  w h ic h ,  as  a l r e a d y  i n d i c a t e d ,  
we s h a l l  a l lo w .  L o o se ly  s p e a k i n g ,  when a l l  c o n s t r a i n t s  a r e  l i n e a r  
th e  model i s  e i t h e r  ( g l o b a l l y )  i d e n t i f i e d  o r  t h e r e  e x i s t s  a non- 
denum erab le  s e t  o f  a l t e r n a t i v e  (0 • 3 )  a d m is s ib l e  i n  t h e  s e n se  
( d i f f e r e n t  from  t h a t  ab o v e )  t h a t  ( 2 . 7 )  i s  u n t r u e .  When 0 s a t i s f i e s  a 
number o f  n o n - l i n e a r  e q u a t i o n s  t h e n  a l th o u g h  t h e  model may n o t  be 
g l o b a l l y  i d e n t i f i e d  i t  i s  p o s s i b l e  t h a t  t h e r e  e x i s t  o n ly  a f i n i t e  o r  
denum erab le  number o f  a l t e r n a t i v e  a d m is s ib l e  s t r u c t u r e s .  In t h i s  
c a s e ,  when t h e r e  e x i s t s  a  n e ig h b o u rh o o d  o f  t h e  t r u e  p a ra m e te r  v e c t o r  
c o n t a i n i n g  no o t h e r  a d m i s s i b l e  v e c t o r ,  t h e  model i s  s a i d  t o  be 
l o c a l l y  i d e n t i f i e d .  (See  f o r  example Wald, 1950 , F i s h e r ,  1966,
C h a p te r  5 . )  Then, a t  l e a s t  i n  p r i n c i p l e ,  0 may be chosen  t o  
i n c lu d e  one and o n ly  one o f  t h e  a d m i s s ib l e  v e c t o r s  and g l o b a l  
i d e n t i f i c a t i o n  i s  a c c o m p l i s h e d .
2 .3  The strong law o f  large numbers
We p ro v e  f i r s t  a theo rem  o f  fu n d a m e n ta l  im p o r ta n c e  t o  much o f  
what f o l l o w s .
THEOREM 2 . 1 .  For k ,  l  = 1,  2 define
= ^ _1 I ^(w)^(w+j)  * Y^(j )  = ( ei'i'kfkl(\)d\ 3
±<n -7T
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I V1 (s) = ( 2 ttN) 1 I I L(m)^^(n)exp{ i (m-n)X } ,' kt m,m=1
0„(Bi <p) = N'* 1 I I . , ( s ) ( p U  ; 0) , ff( 6 ;  <p) = (2Tt) -1
7c Z
- \ n < s < [ f t f ]  ,
/^^(X)cp(X; 0)dX , 
B
where (p( X; 0) i s  a  complex-valued funotion that is  continuous in 
X j uniformly in  0 € 0 j and continuous in  0 uniformly in 
X £ B . Let
l im  a
ft-** k l
U ) = YfeZ(j ' ) a .  s . , ( 3 . 1 )
k, l  = 1 ,  2 j uniformly in f ix e d  in te g r a l  j  3 0 < \ j \ < N 3 and l e t
f ‘k i (X) be continuous in  X . Then £/* condition  ( i )  holds327
l i m  ^ „ ( 0 ;  cp) = # ( 0 ;  cp) , a . s .  ,
/I/-*»
uniformly in  0 £ 0 .
Proof. I t  i s  c o n v e n i e n t  t o  f i r s t  p rove  p o i n t w i s e  conve rge nc e  
w i t h  B r e p l a c e d  by (-7T, T T ]  and cp( X ; 0 )  t a k e n  t o  be c o n t i n u o u s  and 
p e r i o d i c  o f  p e r i o d  2tt . Then a l t h o u g h  t h e  F o u r i e r  s e r i e s  o f  (p may n o t  be 
a b s o l u t e l y  c o n v e r g e n t ,  s i n c e  (p i s  c o n t i n u o u s  i t s  «7th f i r s t - o r d e r  
Cesa ro  mean,
cPj-(X; 0) = ( 2 tt)
c o n v e rg e s  u n i f o r m l y  i n  X t o  cp , where  by F T(X) we s h a l l  a lw aystl
<p(y; 0 )^j - (X-y )dy  , ( 3 . 2 )
mean F e j e r ’ s k e r n e l
FjiX) = «7
(See  Zygmund, 1959,
i i d -1  . 2
l  e ^ X = y
J=0 \ j \ < J
p .  8 9 . )  Then f o r  g i v e n  
sup  I<p( X; 0 ) -cPcj (X ; 0) I
( i .
e > 0 
< e
( 3 . 3 )
f o r  «7 s u f f i c i e n t l y  l a r g e .  Thus
27 '
Throughout  t h e  p r e s e n t  s e c t i o n  t h e  com pac tness  p r o p e r t y  o n ly  o f
( i )  i s  n e e d e d ,  t h e  d i f f e r e n t i a b i l i t y  p r o p e r t i e s  b e i n g  needed  o n ly  f o r  
t h e  c e n t r a l  l i m i t  t h e o r e m .
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l s ? M ( 0 ;  < P ) - S „ ( 0 ;  » 3 1  <  e " ' 1  I  K 7 M  s  eN-1
r 2
V k l m w s)Lk - 1 s
by th e  Cauchy-Schw arz i n e q u a l i t y ,  t h e  sums b e in g  o v e r  
-X/y < s  2 [ | /y ]  . The f i n a l  e x p r e s s io n  i s
( g / 2 tt) rw°>
la:=1
= 0 ( e )  .
S in c e  e i s  a r b i t r a r y  we may r e p l a c e  cp by • Now g ^ ( 6 ;  
i s
( 2W)  2 £ £ £ £ L (m)£7 (n)cp(X; 0 ) ( l - | j | j  ^ e x p l i t w - n + j  )X - i j ‘X}dX-1>
j  m n s -TT
= ( 2tt) 2 ['pj<iU-N)+Qv1 (c)+ö1/lU+N)‘] cp(X; 6 ) ( l - | j | j  1)e ^ ' \ zX' k l  k l
r TT 
-TT
f o r  N > J  s i n c e
£ exp (inX ) = W , n = 0 , mod(W) ; = 0 , n ^ 0 , mod(W) .
S
However
c k l U - N )  = 0 , J  5  0 ; ok l U+N)  = 0 , j  > 0 .
A ls o ,  f o r  IJI < J  < N , J  f i x e d ,
l im  c ^ i U - N )  = 0 , J  > 0 ; l im  o . A j + N )  = 0 , J < 0 , 
#-*» K L -*» K U
a . s .  b e c a u s e  th e TcZ
h e r e  i n v o lv e  sums o v e r  N-j+1  5 n < /!/ ,
1 < n < - j  r e s p e c t i v e l y  and t h e  number o f  summands t h u s  rem a in s  
c o n s t a n t  as #  -> 00 . Then b e c a u s e  o f  ( 3 . 1 )  and t h e  boundedness  o f  
t h e  F o u r i e r  c o e f f i c i e n t s  o f  (p ,
l im  0^ ( 0 ; cp )^ = ^ ( 6 ;  cp^) a . s .
N^ co
However
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I£7(ej  ^ - £ ( 0 ;  cp)| < ( e / 210
-TT
\ f k l M \ d X
( e / 2 T T )
-  2
T T
^  =  1  J -TT f kkW d X
r 2
=  ( e / 2 T T ) T T y* * « »
L/c=l
0 ( e )  .
Thus p o in tw i s e  c o n v e rg e n c e  h o ld s  f o r  o u r  m o d if ie d  g ^ ( 0 ;  41) •
We n e x t  show t h a t  p o in tw i s e  co n v e rg e n c e  h o ld s  u n d e r  t h e  more 
g e n e r a l  c i r c u m s ta n c e s  o f  t h e  th e o re m . We i n t r o d u c e  cp d e f in e d  as 
$ ( A + 2 ttZ ;  0) = cp(A; 0 ) ,  A €  B ;  = 0 ,  A £ B" n  (  _ tt,  tt)  ,
Z = 0 ,  ± 1 , . . .  . Then cp i s  p e r i o d i c  b u t  h as  a f i n i t e  number o f  
d i s c o n t i n u i t i e s  i n  ( - T T ,  tt]  ( i n  n e ig h b o u rh o o d s  o f  which t h e  C esa ro  
mean f a i l s  t o  c o n v e r g e ) ,  namely t h e  e n d - p o i n t s  o f  t h e  i n t e r v a l s  
d e f i n i n g  B and a t  tt when c p ( TT;  0) ^  < p ( - T T ;  0) . L e t  C c: ( - T T ,  tt]  
be a un io n  o f  n e ig h b o u rh o o d s  o f  t h e s e  d i s c o n t i n u i t i e s  and l e t
dX = T) < 00 . (We f o l lo w  a t e c h n iq u e  u sed  by Hannan and R o b in so n ,  
1 9 7 3 .)  Then
i l f l  2 h i ia)* K ’ e) s  { " T T I  ^ ( 8 ) | 5 ( x e ; e ) | } 2 ,
C k—1 C
where t h e  sums a re  o v e r  A ( C . The r i g h t  s i d e  i s  bounded by
2 -
{tt N ' 1 l  I fefe(s)$(Xs ; 0)}2 , ( 3 . 4 )
^c=l s
where cp i s  c o n t in u o u s  and p e r i o d i c  and e q u a l  t o  |cp| w i t h i n  C . 
However from what we have  a l r e a d y  p ro v e d  ( 3 .4 )  c o n v e rg e s  a . s .  t o
TT (2tt)
k = l
- l
-TT
f kk( A)cp(A; 0)dA f . ( 3 . 5 )
I f  we choose  $ To be s m a l l  f o r  A £ C ( 3 . 5 )  i s  a r b i t r a r i l y  c lo s e  to
2 ^
5( A;  0)^1
A£C 1 A€C
s in c e  cp , , k = 1 ,  2 , a r e  c o n t in u o u s .  Thus t h e  e f f e c t  o f  t h e
( n / 2 T T )  sup cp( ; ) |" | f  sup f . A A )V  = 0 ( n )  ,
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d i s c o n t i n u i t i e s  i s  n e g l i g i b l e  and s in c e  cp i s  c o n t in u o u s  o v e r  
C n  ( - 7 T ,  tt]  i t s  C esa ro  mean c o n v e rg e s  u n i fo rm ly  t o  <p in  B n  Ü* 
and z e ro  i n  B n  C n  ( - t t ,  tt ]  , and th e  p o in tw i s e  c o n v e rg en ce  o f  g^
t o  g i s  e s t a b l i s h e d .
F i n a l l y  we must show t h a t  t h e  co n v e rg e n c e  i s  u n ifo rm  in  0 £ 9 ; 
e s s e n t i a l l y  t h i s  i s  im p l ie d  by r e s u l t s  o f  J e n n r i c h  (1969) b u t  we g iv e  
a p r o o f  f o r  o u r  d i f f e r e n t  c i r c u m s t a n c e s .  O m i t t in g  t h e  argum ent cp 
from g^j and g we have
l %( 0) - f f (6 ) |  s  l % C 0 ) - % ( e ^ l  + + b ( e ^ ) - ? ( 0 ) |  , 0 . 6 )
f o r  g iv e n  0, 0_^  £ 0 . For g iv e n  £ > 0 t h e r e  e x i s t s  a n e ig h b o u rh o o d  
U o f  0^ , N  £ 0 , such  t h a t
S^P I < £ » (2TT)
0£N *
-1
, k = 1 ,  2 ,
where
c(X; e J  = sup I cp ( X; 0) -cp (X; 0 ) |  .
* 0£W *
A l s o , f o r  N s u f f i c i e n t l y  l a r g e ,
I < £ a .  s .
A f l  I  J * * ( 8 ) a (X8 ; 0, J - (2lr)B
-1
B
f k k ( \ ) o { \ ;  8 j < > a . s . ,
from what we have  a l r e a d y  p ro v e d  and Lemma 1 o f  J e n n r i c h  (1 9 6 9 ) .  
Then u n i fo r m ly  in  0 £ N  and N s u f f i c i e n t l y  l a r g e
2 -1
b » , ( e ) - % ( e ^ ) |  «  \ U  I i vifie )a { \ai o j
k - 1
2
k = l
kk
 I
< T ( | e+5e ) |  = £ j a . s . j
u s in g  th e  C auchy-Schw arz i n e q u a l i t y ,  and th u s
\g (Q) -g( Q) |  < 3£ , a . s . , ( 3 . 7 )
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f rom ( 3 . 6 ) .  Now b e c a u s e  0 i s  compact  e v e ry  open c o v e r  o f  0 
c o n t a i n s  a  f i n i t e  s u b - c o v e r .  Thus ( 3 . 7 )  h o l d s  u n i f o r m l y  i n  0 € 0 
and s i n c e  £ i s  a r b i t r a r y  t h e  u n i f o r m i t y  o f  conve rge nc e  i s  e s t a b l i s h e d  
and t h e  p r o o f  o f  t h e  t heo re m  c o n c lu d e d .
• o  o
We s h a l l  u se  Theorem 2 . 1  p r i n c i p a l l y  t o  p rove  t h e  c o n s i s t e n c y  
o f  0 ^ ,  . From ( 1 . 2 . 4 )  we have
l  t r { B f ( X s ; e ) l z y ( s ) $ 0 s )}  = I t r { I y z ( S ) f (X s ; 0)*
= W h f f ( 8 )  ,
I t r { B f ( X s ; 9 ) l z z ( s ) f ( X s ; 0)* f (X g ) } = ffßHy ( 0 ,  0)B'  ,
B
s a y ,  where I y Z( s )  = Wy^s ^Wz^S ^* and I , I^z a r e  a n a l o g o u s l y  
d e f i n e d ,  and
V 0) = I  veo{*(Xa ) l y z ( s ) f ( X s ; 0)*} ,
0 j  = N'1 I f ( - X  ; 0)1 ( - s ) f ( X 8 ; 0 ) '  ® $ ( X s ) .
B
Then u s i n g  ( 1 . 2 . 2 ) ,  ( 1 . 1 2 )  may be r e - w r i t t e n  as
Qn (8,  B) = ff"1 I t r { I  ( a ) * ( X 8)}  -  2ßhy( 0 )  + BHff( 0 ,  0 ) 8 ’ . ( 3 . 8 )
B
For a p r e s c r i b e d  0 t h i s  i s  m in im ized  by
V 0) = V 0)’P-Ve> e)LJ+ * (3-9)
where f o r  L d e f i n e d  i n  §2.2  we u se  t h e  f a c t  t h a t  3 = 3L and
L(LAL)+ = (LAL)+ and we a s su m e 29
rank{L H^(0 ,  0 )L} = rank{L} . ( 3 . 1 0 )
Q fs Sy, Y\wi<2.tr'^
Now b e c a u s e  n s  e a r l i e r  n o t o d , — — i s r e a l  i t  f o l l o w s  t h a t  h ^ ,
A
28 Whenever we speak  o f  c o n s i s t e n c y  we s h a l l  a lw ays  mean stron g  
c o n s i s t e n c y .
29 I t  w i l l  l a t e r  be a p p a r e n t  t h a t ,  w i t h  0 = 0^ , ( 3 . 1 0 )  i s  t r u e  
a . s .  f o r  N s u f f i c i e n t l y  l a r g e .
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and 3^(6) are -alee-real. On inserting 3^(6) in place of 3 in 
(3.8) we deduce that, instead of minimizing Q^ simultaneously with
/ v
respect to 0 and B , we may find 0^ by maximizing the concentrated 
function
V 9) = 0)L]+V 0) »
/\ /N ,/\ ^
and then compute 3^ = 3 ^ from (3.9). Because numerical methods 
will generally be needed R^ may be the more manageable function since
it involves fewer parameters. In any case, because our compactness 
assumptions relate to 0 but not to 3 we shall establish the
A A
consistency of 0^ 7 , and thence that of 3^ , by considering R^ .
THEOREM 2.2. Let (1.1) and conditions (i)-(iv) hold. Then 
lim i?„(0) = R( 0) , a. s. ,
uniformly in 0 € 0 where
R(9) = 60H(e0 , 8) [LH(0, 0)L]+H(e, 0o)ß’ ,
with
H(0, 0^) = (2ir)-1 f(-A; 0)fz2(-X)f(A; 0^)' ®$(X)dX .
Proof. We must prove the convergence of H^(0, ©) » h^(0) to
H(0, 0) , H (0, 0q)3q respectively. Now the elements of these involve
products of elements of T and $ which, under (iii), satisfy the 
conditions on (p in Theorem 2.1. Moreover the elements of H^,
and H are linear combinations of a finite number of terms and
g respectively because y(t) and z(t) are stationary and ergodic. 
Thus a.s. and uniformly in 0 € 0 ,.
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lim H (0, 0) = H(9, 0) , 
N-*»
lim M 0 )  = (2TT)
N-+CO
vec{*(X)fJ*(X)f(X; 9)*\dX
JB X y >
= I (27T)'1 J vec|*(A)B0f(X+2TTZ; eQ) f^(X+21tZ )f (X; 6)*|dX 
= H(e, eo)g’ ,
under (iv), using (1.2.3). The proof of the theorem is completed.
LEMMA 2.1. If condition (v) holds then
i?(eQ) > we) ,
uniformly in admissible 0 ^ 0Q .
Proof. Using (1.2.4 ), (2 .7) may be re-written as
e0H(e0 , eQ)ß’ - 2ß0H(e0 , e]ß' + ßH(9, e)ß' > o . o.ii)
On replacing ß by ß„H(0„, 0)[LH(0, 0)L]+ (which is the limit to
which ß^(0) converges) and using (1.2.6) the lemma is proved.
LEMMA 2.2. If condition (v) holds then
rank{LH(0o , 0q)L} = rank{L} .
Proof. On putting 0 = 0Q in (3.11) we have
0 < (ßo-ß)H(0o , e0H e 0-3)’ = (ßo-ß)L[LH(0o , 0o)L]L(ßo-ß)’ ,
uniformly in ß t ßQ , 3 , ßQ satisfying (2.1). The result of the
lemma follows immediately.
• /S NTHEOREM 2.3. Denote by (0^ \ ß^J the vector minimizing 
£^(0, B) over admissible (0 • ß)  ^ 0 ^ 0 .  Let 0Q € 0 and let
(1.1) and conditions (i)-(v) hold. Then
lim = (9o : ßo^  > a-s -
Proof. The proof of consistency of 0^ is similar to the proof
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o f  Theorem 6 in  J e n n r i c h  (1 9 6 9 ) .  In  t h e  f i r s t  p l a c e  t h e  e x i s t e n c e  o f  
some 0^ m ax im iz ing  i?^(0) o v e r  0 f o l lo w s  from  J e n n r i c h ’s Lemma
2. ( I t  w i l l  be  a p p a r e n t  t h a t  i f  0 i s  unbounded o r  bounded b u t  n o t
A  S \  ..
compact such  a 0^ may n o t  e x i s t . )  Now suppose  t h e  se q u en ce  ( 0 ^ )
A
h as  a s u b -s e q u e n c e  {0^} c o n v e rg in g  t o  0^ ^ 0Q . Then from  Theorem 
2 .2  and th e  c o n t i n u i t y  o f  i?(0) , R^  (0^) -  R  ^ (0Q) > 0 c o n v e rg e s  t o  
i?(0_J -  i?(0Q) , w hich c o n t r a d i c t s  Lemma 2 . 1 .  Thus 0^ i s  c o n s i s t e n t
/s
Because o f  t h i s ,  t h e  c o n t i n u i t y  in  0 o f  3 ^ (0 )  and t h e  u n ifo rm  
c o n v e rg e n c e  o f  H^, ,
W  " A V  90 ^ LH^90 > 90 ^ ) + . a . s .
However t h e  m u l t i p l i e r  o f  3q i s
L H ( e 0 >  e 0 ) L [ L H ( 6 0 >  9 0 ) L ] +  = L ,
A
from  Lemma 2 . 2 .  Thus 3-, “► 3 A  = 3~ and th e  theo rem  i s  e s t a b l i s h e d .iv 0 0
2.4 The central l imit theorem
Our n e x t  t a s k  i s  t o  e s t a b l i s h  t h e  a s y m p to t i c  n o r m a l i t y  o f  
I  •  A. v
N2 (0 ^ -0 q \ 3 ^ - 3 0 ) • As a p r e l i m i n a r y  t h e  b e h a v io u r  o f  more b a s i c
q u a n t i t i e s  must be exam ined . We need  t o  su p p le m e n t  t h e  a s su m p t io n s  
o f  § 2 . 2 ,  i n  p a r t i c u l a r  a d o p t in g  a m ix ing  c o n d i t i o n  o f  t h e  ty p e  i n t r o d ­
uced  i n  §1.3 t o  f o r m a l ly  weaken t h e  dependence  w i t h i n  x(t)  .
( v i )  x(t)  s a t i s f i e s  the stron g  mixing con d ition  and3 uniformly
in  &. € {Zc I fe = 1 ,  . . . ,  p  } j Q - 0 ,  1 ,  2 ,  3 ,
3  -*■
00 00 00
I l
n i =0 n 2~° n 3~°
:7 7 7 7 f o , n ,  , , n~)
k0k1k2k 3 1 2 3
< 00
the summand being the abso lu te  value o f  the fou rth  oumulant o f
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X, (n) j x , [n+n, )   ^ x- (n+n ] and  x, (n+n ) . 
k q 1  k2 z /<3 3
THEOREM 2 . 4 .  Denote by T ( A )  a  p^p^-rawed m atrix  th a t i s
continuous in  A a u e r  B and such th a t
T ( - A )  = J M T ( A ) }  -  i  I n i { T ( A ) }  .
Let con d ition s  ( i i  ) and ( v i )  hold. Then as N -* 00
V T) = I {w2(s ) '  ® wx (s)*}T(Xs) N[0j £] , 
o
where
Z = ( 2 t t ) - 1
B
T(A) ( f  ( -A) ® f  ( A)}T(A)dA .XX
Proof. As i n  Theorem 2 . 1  i t  i s  c o n v e n i e n t  t o  f i r s t  r e p l a c e  B 
by ( -7T, tt] and t a k e  T t o  be c o n t i n u o u s  and p e r i o d i c  o f  p e r i o d  
2 tt . Then t h e  Jth  Cesa ro  mean, T^.(A) , ( cf .  ( 3 . 2 ) )  c o n v e rg e s
u n i f o r m l y .  We s h a l l  show t h a t  t h e  e f f e c t  o f  r e p l a c i n g  T by T^ . i n
V,,(T) i s  a s y m p t o t i c a l l y  n e g l i g i b l e  i n  m .s .  P u t t i n g
A = ( 2  tt )  s
- 1 w ( s ) '  0  I 
. z p 1J
[T(xs ) - T j(xs )]
we w r i t e  t h e  c o n d i t i o n a l  e x p e c t a t i o n  o f  ||V7J(T-T^.) ||^ , o v e r  X ( t )
o n l y , as  
-2
N  ^ I I I I t r { / \ gX(m)x (n)1 A^ }eXp{£ [mX^-nX^] }
m n s t
•TT,-2 t r
= N-2
5 N-2
- T T  
r  TT 
- T T  
r  tt 
- T T
l  I Age xp{ in (A s -A) }
un s
f  (A)xx '
- T  ^
l  l  A*exp{in(As - A ) }
s
dX
I  l  As e x p { £ n ( A ö - A ) } f x x ( A ) 2
n s
dA
l  l  Ag ex p { tn (A g - A ) }
n s
t r { f x x (A)}dA , ( 4 . 1 )
by ( 1 . 2 . 2 )  and t h e  Cauchy-Schwarz i n e q u a l i t y .  S inc e  f  i s  c o n t i n u o u s
X  X
35
sup t r ( f  (X)} = q < 00 and ( 4 .1 )  i s  n o t  g r e a t e r  th a n
A A
oN
-2 f71
l l l l  ^ ( A g A ^ l e x p U  [w(Xfl-X )-n (A y.-X)] } d \
- t\ m n s  t
= 2ira/lf1 I  ||Ag ||2 5 2TTc iT 1 £ ||T(X ) -T^(X ) II2 IIWz (s ) ]|2 , ( 4 . 2 )
s  s
on i n t e g r a t i n g .  For g iv e n  £ > 0 a s u f f i c i e n t l y  l a r g e  J  may be 
chosen  f o r  ( 4 . 2 )  to  be bounded by
£ £ ^ tr i / l /  ^ Y z ( n ) z ( n ) ' i  = 0 ( e )  .
V v? J
Thus we may r e p l a c e  V^(T) by , w hich r e d u c e s  to
( 2tt) -2 I  f f2veo’ {Cxz(j-ff)+Cx z (j )+Cxz(j+ff)} T ( X ) ( l - | j p
- T T
f o r  N > J  , u s in g  ( 1 . 2 . 3 )  and w i th
C ( j )  = J f 1 l  X(n)z (n+ j) 1 .
A Z n
l
Now ( o f .  t h e  p r o o f  o f  Theorem 2 . 1 )  f o r  | j |  < J  e i t h e r  N^C ( j ±N)  = 0
A L
l
o r  N2C ( j ±N)  ■+ 0 . For  f i x e d  f i n i t e  j  t h e  a s y m p to t i c  n o r m a l i t y  o f
A Z 
l
/V2vec(C  ( j ) }  u n d e r  ( i i )  and ( v i )  f o l l o w s  from  Hannan (1 9 7 0 ,  C h a p te r
A Z
IV, Theorem 1 0 ’ ) ,  i n  w hich th e  p r o p e r t i e s  o f  l i n e a r  r e g r e s s i o n  
c o e f f i c i e n t s  a r e  c o n s i d e r e d .  There  a r e  two d i f f e r e n c e s  t h a t  r e q u i r e  
comment. F i r s t ,  Hannan a l lo w s  f o r  c e r t a i n  n o n - s t a t i o n a r i t y  e f f e c t s ,  
a s su m in g ,  l o o s e l y  s p e a k i n g ,  t h a t  sam ple a u t o c o r r e l a t i o n s  o f  Z( t )  
r a t h e r  t h a n  a u to c o v a r i a n c e s  c o n v e rg e ,  and o u r  s t r i c t e r  c o n d i t i o n s  a r e  
im p l ie d  by t h e s e .  Second , o u r  Z( t )  i s  la g g e d  a f i n i t e  num ber ,  J  , 
u n i t s  and t h i s  m ere ly  a f f e c t s  t h e  c o v a r i a n c e  s t r u c t u r e .  We have
EQ7vec(Cx z ( j 1)} v e c , {Cx z ( j 2)}] = N~1E I  I  z (m+jJ Z (n+j 2) ' ®x ( m) x ( n ) '  ,
m n
where t h e  sums a r e  o v e r  1 < m, m + j  < N , 1 5  n ,  n + j ‘2 5  1/ .
T h is  i s
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-1 [ fzz(U) ® fxx(^ )exp{i
-TT J -TT
x 1 1 exp{i(n-m)(]i+X)}d]idX . (4.3)
m n
However
N-1 l l eUn-m)X_ F^(X)_ f + I
m n 7W n-1 m=l n -m n J
1 i{n-m)Xe (4.4)
t M
where \ , \ are sums over a finite number, j , j^ respectively,
of terms. Then as N 00 , F^(A) ■> 2tt6(A) , dominating (4.4) in a
neighbourhood of A = 0 , beyond which all terms converge to zero. 
Thus (4.3) converges to
2 tt fz z (-A) ®  fx x (A)exp{i (j 2 - j  ) A}dA .
J -TT
It follows that as N -*■ 00
E{vff(T )'v [ V X)* tfZZ('X) 0 fxx ,J -TT
which differs by arbitrarily little, as J is increased, from E . 
Thus the theorem is proved for the modified . Under the more
general circumstances of the theorem we define
T( A+2ttZ-) = T(A) , A £ B ; = 0 , A ( F n  (-tt, tt] ,
l = 0, ±1, ... . Now T is periodic but, within (-tt, tt] ,
discontinuous at a finite number of points. Let us, as before, denote
the union of neighbourhoods of these C , with dX = p < 00 . We
JC
choose T^(A) such that T(A) + T^(A) is continuous, A £ (-tt, tt] ,
and equal to T(A), A ( C n (-it, tt] . From what has already been 
shown,
V. ,, -i n-K)v„(TtTj A/[0, Z 1N- n- 
,2
N[0, I] .
Moreover E||v^ (T^ )|| is bounded by a quantity which converges to
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(2TT)"1 f i | f (X ) | |2- t r { f z z ( X ) } t r { f  (X)}^X ,
-TT
where T i s  c o n t in u o u s  o v e r  (-7T, TT] , e q u a l  t o  T , A £ C , and 
such  t h a t  | | T ^ ( A ) | |  i s  s m a l l  f o r  A £ ü" n  ( - tt ,  tt]  . Thus a s  T"| i s  
a r b i t r a r y  V ^ ( T ^ )  -► 0  , i n  m .s .  Then t h e  a s y m p to t i c  n o r m a l i t y  o f  
V ^ ( T )  f o l lo w s  from a lemma o f  B e r n s t e i n  (1 9 2 6 -7 ,  p .  12) b e c a u s e
vT) = v*> = - W  >
and th e  p r o o f  o f  t h e  theo rem  i s  c o m p le te d .
The u se  o f  an a p p ro x im a t io n  f o r  e s . t im a t io n  p u rp o s e s  d i d  n o t  
h i n d e r  us in  e s t a b l i s h i n g  th e  c o n s i s t e n c y  o f  t h e  e s t i m a t e s  w i th  
r e s p e c t  t o  t h e  t r u e  m odel.  To p ro v e  a r e l a t i v e l y  n e a t  c e n t r a l  l i m i t  
th e o re m , how ever , t h e  a p p ro x im a t io n  seems t o  make n e c e s s a r y  t h e  
im p o s i t i o n  o f  a s t r o n g e r  (b u t  n o t  v e ry  r e s t r i c t i v e )  c o n d i t i o n  on 
Z( t )  and th e  p ro v in g  o f  a  somewhat c o m p l ic a te d  th eo re m .
( v i i )  Uniformly in  t  - € R and k .  € {k | k -  1 ,  . . . ,  p Q)
3 - 1 ,  . . . ,  4 _» the  cumulant fu n c t io n  o f  z^  ( t ^ . ,  z ^ [ t^ ) j
z v [t } and z, ( f  ) i s  f i n i t e  and g iven  by 
K3 4
ZA .=0 
C
\ k 2k3k f \ '  V  V  \)e=<P
where f ^  ^  ^  ^  i s  continuous over  Z A . = 0
"1 2 3 4
THEOREM 2 . 5 .  D efine
J ( s ;  t ) = ( 2tt7\7) 1  I I z ^ ( m- j ) z ^ (n)ex -p{ i (m-n) \ s } > Ag (  B  ^
n ,m=l
qN = N 2 I  a ^ s ^ \ J R &( t ) I ( s ; T ) d t - b ( A s ) j ( s ;  0 ) \  ,
where a ( A )  i s  continuous in  A over B and
i \ f
b{ A) = b ( t ) e  dt
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satisfies a Lipschitz eondition of order greater than one half over 
[ - tt, tt] . Then if Z(i) = [z^ft)) is second-order stationary with
absolutely continuous spectrum and continuous spectral density and 
conditions (iv) and (vii) hold,
l.i.m. q = 0 .
Proof. Using the abbreviation
l' - l l  l l l l
B B n1 n2 n3 n4
we write E|q^\^ as
( m r V r 1 I ä(x )ä(-X ) e { f f f c ^ M x  )a. (n -x )a. (n -t )dx dx,
R JR
b(T)b [-Xt) zk (n1-x) zk (n2 ) dx-b (Xg) b ( t  ) a fc ( n j  zk [n^-x] dx 
R R
+b (Xg)b (-Xt)afe (n2) (n4)|exp{i [(n^-n^Xg- (^-nJXj } ,
that is,
(4 A 3) -1 I
EX . = 0 
3
a(XJ a ( - X  ) \b(-X ) -b(X U  (-X ) (-X )]
* 6 ^ l +x3^6 ^ 6 (Xl+X4  ^6
< k(xi)jtz(x3)«(xi^ 2b(v\)+/(x1. v  V
x exp{i[Zn^ .Xj.+ (n1-n3)Xg-(n2-n4)Xt]}ndXj. . 
Here fkk, and are spectral and cross-spectral densities
of zk , zl , and f = f
kkll
in the notation of (vii). Let us consider
first the term in fk  ^(X 3)/^. ( 4^) » which corresponds to \E{q^}\^ .
We must show that 
1
Bff‘* £ a ( X g) _ [S(X)-S[X8)]/^(X)Fw (X-XB)dX - 0 (4.5)
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as N 00 . However,
N2 j [S(A)-t(Ag)]/£j(A)Fff(X-As )dX
1
= N 2 [£(A)-fc(As)]/^(A)FJ7(A-AjdA
+ »2 y _ [b(A+2irj)-S(A)]/£7(At2TTj')F (A+2trj-A )d\,
l<|j|s7J (-iT,ir)nB “ ' ' s kl N
J < 00 , because of (iv). The first term is not greater than
sup l4Cj(A)| f |MA)-fc(Aj|Fw(A-AjdA = (4.6)8J 1 NA6B J B
if b ( \ ) satisfies a Lipschitz condition of order cl (Zygmund, 1959,
p. 91); since a >  ^ , (4.6) ->-0 . For A € B and B open,s
0 < A 5 I A+27T(j+m)-A | < tt , all A ( B n (-tt9 tt) for some m ;s
thus the second term converges to zero since F^(A) = 0[N ^cosec^A) ,
0 < A < |A| < tt , is periodic of period 2tt and the number of
summands is finite. Then because a is continuous (4.5) is true.
The remaining terms in E|q^ | are more difficult to handle.
We consider the term involving /(A^, A^, A , A^ ) . We shall show
first that
rN = (4A 3)-1 f J ( ( l'o{\)d{-\)g{Xv  A2> A3, A4)
EA .=0 
C
converges as N -+ 00 to 
-1
x exp{£ (n1"n3) As" in2~n i) n^^j
(2TT)
B
c(y)ä(-A)^(-y,A, y,-A)dydA , (4.7)
where a and d are continuous and
ml ml ml i g [A1+2ttj1, A2+2ttj2, A3+2tü , \+2ttj4) (4.8)
*7 = —oo *7 = —oo *7 = —oo n = — oo ^2  ^3 V4
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i s  c o n t in u o u s  o v e r  EA . = 0 , | A. |  < 7 T  , j  = 1 ,  . 4 , t h e
3 3
summands in  ( 4 . 8 )  b e in g  z e ro  when any argum ent A^ + 2ttj i s  such  
t h a t  A i  B and | j  I > 1 . (We n o te  t h a t  f  s a t i s f i e s  t h e  
c o n d i t i o n s  on g b e c a u s e  o f  ( i v ) . )  Now s i n c e  ( 4 . 8 )  o c c u r s  i n  
o n ly  on th e  s u b -m a n i f o ld  EA . = 0 we may make t h e  t r a n s f o r m a t i o n
h 1 = , ^2 = \  + ^3 ’ ^3 = ^1 + 'S  + ^3 and exPr e s s  ^
te rm s  o f  t h e  y . , d e n o t in g  i t  h (y , y o , y ) . Then r e p l a c i n g
i n t e g r a t i o n  o v e r  EA . = 0 by i n t e g r a t i o n  o v e r  - tt <  y , y  ,  y <  TT
3  -L Z o
and n o t i n g  th e  p e r i o d i c i t y  o f  t h e  e x p o n e n t i a l  te rm  we w r i t e  r^  as
r „ ( . h )  = (i+ttV 3) -1 I
f i r f  TT
- T T - T T  ^
S(Xa) 2 ( - X j h ( y 1 , u2> u ,)
X e x p t i Q n ^ n j )  (Xg+li1) - ( n 2-n 4) (Xt - u 3) - ( n 2- n 3)u 2]  }ndp .^ .
A p ar t  from  n e ig h b o u rh o o d s  o f  y . = ± tt  , j  = 1 ,  2 ,  3 , a t  w hich  h
0
i s  n o t  c o n t i n u o u s ,  t h e  e/th C esa ro  mean o f  t h e  F o u r i e r  s e r i e s  o f  h , 
d e n o te d  h j  , c o n v e rg e s  u n i fo r m ly  i n  ( - T T ,  t t )  . The d i s c o n t i n u i t i e s
o f  h a r e  o f  no c o n c e rn  f o r  t h e i r  n e ig h b o u rh o o d s  may be t a k e n  
s u f f i c i e n t l y  s m a l l  f o r  t h e i r  c o n t r i b u t i o n  t o  be n e g l i g i b l e .  Now f o r  
g iv e n  £ > 0 a s u f f i c i e n t l y  l a r g e  J  may be chosen  so  t h a t  
Ir ^ { h - h j )  I i s  l e s s  t h a n
£ (4 tt2/V3) [ 11 ö(As )ä( -A t )exp{ i[ (w 1-n ) 0 ^ + y J
* _  TT •  _TT * _  TT- T T  '  - T T
TT
- T T
(n 2 ' n 4) ( V ,J3 h n 2U2+n3P2 h l Ildy7
< e(4ir2ff3) 1 [ l l  Io(Xs )e x p { i[ (n 1-n 3) (X g + y p + n ^ ]}
- tt  - tt  J - tt  B  n 1  n 2
ndy . 
J
- T T  J -TT '  - T T
I I I  5 ( - x j e x P{ i [ ( n 4- n 2) ( x t - u 3) - n 2y2] }
6 n 2 n 4
M y .
3
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by th e  Cauchy-Schw arz i n e q u a l i t y .  T h is  e x p r e s s io n  i s
•TT 
-T T
e(47T2/V3y -1
r IT •TT
- T T  -1 -T T  J
l  c c [(wq-w3) Xs " (n 2"n 4  ^Xt
+ ^ l " n 2_n3+n4^y i + ^ 3 _n4^y 2^ ^ y -
r TT rTT
£ d ( A j d ( - X j
- T T  -T T  -T T
X e x p { i[(n 1-n 3)Xs - ( n 2-n 4)Xt +(n1-n 2)y 2- ( n 1-n 2-n 3+n4) u 3] } n ^ .  
On i n t e g r a t i n g  t h i s  r e d u c e s  t o
2 tt€ T 7
-1
J  B XJ I  ^  ^ ( Xs ) ä (  Xt ) F^ ( Xs
=  2 tt eN-1 l I S ( x  ) 12 I  | 5(x ) |s ß sJrB
0 (e )  .
Thus we may c o n s id e r  r ^ ^ j )  » which i s
( 3 2 t t5 7 V 3 )  1
- T T  -1 -T T - T T
S(xsM-xt) I I l
j*i  j"2 j 3
f  TT 
- T T - T T  ' -T T
f c ( V  v  x 3)
rwx
: ( 2 T T  N ) -2
l-Uqk'1] (i-U'sk^Ki-U'ak'^expji I
X  e x p { i[(n 1- n 3) ( A g + V j )  - ( n 2 - n 4 )  “  C” 2 _ M 3 3 y2^
I I I  l  l  S ( X J 3 ( - X )  f  f  f  h(X X A )
R  £ A A A J  _ TT — TT J _ T TB B J-L J 2 J*3
1 -I j ,  k _ 1 | 1 - I i , k " ± |e x p 4  I J‘ V ^ V ^ h - h u d A .
-1
m s °3 t
=  2 T T / V " 2  I I  ö ( X j ä ( - X  (-X 0,  X )
B B s ’ " t  
(  2  TT )  _  1
B J B c(y)d(-X)?i^.(-y9 0,  X)dy<iX ,
as  TV -> 00 . As J i n c r e a s e s  t h e  l a s t  e x p r e s s io n  i s  a r b i t r a r i l y  
c lo s e  to
(  2  TT ) ( c (y )5 ( -X ) / i ( -y , 0,  X)dydX . 
J B
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But
M - U ,  0, A) = # ( - y ,  A, y, -A) , P, A ( B ,
since
g (-y-27Tj 1, A+27TJ2, y+2TTj3, -A-2ttj'4) = o , y, A £ B ,
Cm - ±1s ±2, ... , m = 1, 4 . Thus converges to (4.7).
Now on choosing o - d - ab , g = f , or o - ab , d = a , 
g = b (-A )/ , or c = a , d - d  , ^ = Z>(-A )/ , or o - d - a ,
<7 = b (-A (-A ) / we find that each of the four terms in / in
E|q.J2 converges to
( 2TT)-1
B B
a ( y ) a ( - A ) h ( y ) h ( - A ) / ( - y , A, y, - A ) d y d A  .
Thus the complete term in / converges to zero. In a manner that is 
so similar as to make a separate proof unnecessary it may be shown
that each of the four terms in (A4) ( A 3) converges to
( 2 TT)-1 a ( X » ( X ) / ^ ( X ) dX ,
and each of the four terms in (^3) converges to
( 2 TT)-1 |a(X)fc(X)J2/ ^ ( X ) / ^ ( X ) d X  .
IS
The proof of the theorem is completed.
We are now equipped to establish the major result of the present 
section. As indicated in § 2.2 our attention is directed principally 
to situations in which 0 satisfies a vector of r (0 < r < q) 
possibly non-linear equations
5(6) = [5,(0) • ... • 5„(9)1 = 0 .
Correspondingly we introduce a 1 * r Lagrange coefficient vector,
y . We assume:
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( v i i i )  Uniformly in  0 € 0 the d e r iv a tiv e s
±0/30 * 3/30)5(0)' = H
exisSt and are continuous; 0Q i s  a regu lar p o in t30 o f  
5 and r a n k { 5 Q} = r  .
( i x )  Uniformly in  A £ R 3 0 ( 1 0  the d e r iv a tiv e s
( 9 / 80^ ) f(X;  0) , 3V30fe30z r(X;  0 ) ,  k 9 l  = 1 , . . . ,  q 3
e x i s t j being continuous in  X 3 uniform ly in  0 £ 0 , 
and continuous in  0 uniform ly in  A € B ;  (0Q ; 3Q)
i s  a  regu lar p o in t o f  [ ¥ ( $ )  • Hr ] , where
W )  = ( 2tt ) 
w ith
T O ;  0,  B)
-1 T(X; 0 ,  B )*{ f  , ( - X ) ®  *(X)}T(X; 8 ,  B)<2X ,
( 9 / 3 0 ) v e c { B r ( X ; 0)}  ; {T(X; 0 ) '  ® I f-L
In ( v i i i ) ,  i s  5 e v a l u a t e d  a t  0Q ; l i k e w i s e  V ^ O )  w i l l
d e n o te  ¥ ( $ )  e v a l u a t e d  a t  (0Q ; 3^) .
THEOREM 2 . 6 .  Denote by (0^ • 3^ • Yy) the v ec to r  minimizing
$ ( 0 ,  B) + £ ( 0 ) y '  over adm issib le  (0  ; 3 \ Y)  ^ 0 € 0 . Let 0Q
be an in te r io r  p o in t o f  0 and l e t  ( 1 . 1 )  and con d ition s  ( i ) - ( i x )  
hold. Then as N -+■ 00
»5 (V 9/V 0 ^  ^0 ‘ O' !  £• Y 717 ] 0 y'l>  y + u ,  1 2
where
30 For- a m a t r i x  A(0) t h a t  i s  c o n t i n u o u s  i n  0 ,
p o i n t  o f  A(0) i f  t h e r e  e x i s t s  a n e ig h b o u r h o o d  o f
rank{A (0 )}  i s  c o n s t a n t .  I f  t h e  e l e m e n t s  o f  A(0) 
s e t  o f  i r r e g u l a r  p o i n t s  has  measure  z e r o .  ( F i s h e r ,
0Q i s  a  r e g u l a r
0q i n  which
a r e  a n a l y t i c  t h e  
1966,  p. 1 6 7 . )
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f  Th ( $ f  $ )  • 0 ~1
0  ^ XX ; •• ' V $ )  :
L  = 0 : 0
•
’ * 2  =
5  • 0
0
f  ($ f  $) be ing  d e r i v e d  from ¥ ($ )  by r e p la c i n g  $(A) byU XX u
* ( X ) f v v (X)*(X) .X X
P ro o f .  For b r e v i t y  we w r i t e  o t=  (0  • 3) Because  t h e  i n t e r i o r  
o f  0 i s  an open s e t  i n  a d i f f e r e n t i a b l e  m a n i fo ld  t h e r e  e x i s t s  a 
n e ig h b o u rh o o d  U o f  a Q w hich i s  d i f f e o m o r p h i c 31 t o  an open s e t  in
E u c l id e a n  s p a c e , and any such  d i f fe o m o rp h is m  e s t a b l i s h e s  a  c o - o r d i n a t e
A
sy s te m  on H . Fo r  N s u f f i c i e n t l y  l a r g e  a  € W a . s . ,  s i n c e
A ~
CLjy -*■ a Q a . s .  Then t h e r e  e x i s t s  a s e q u en ce  € W , a l l  N , which
A
i s  t a i l  e q u i v a l e n t  t o  0 and (from  Lemma 3 and Theorem 7 o f  J e n n r i c h ,  
1969) f o r  each  e q u a t i o n  a m e a s u ra b le  f u n c t i o n  Ot such  t h a t
IV V  £ i|cV a01 and
(3 /3a_.)Sff(<Xyy,Yfl) ( 3 /o a 0^.)- ,i;(ct0 >
fa - a  1
1 /i/ 0 J d2/da? aNMv yN)> j  • • • >  i +PiP1 3
a p p ly in g  t h e  m ean -v a lu e  th eo re m , w i th  £ ^ ( a ,  Y) = 5^(6»  B) + £ ( 0 ) y '  . 
The a ^ ,  0^ v a ry  from  e q u a t i o n  t o  e q u a t i o n ,  o f  c o u r s e .  Then f o r  N
s u f f i c i e n t l y  l a r g e  a , ,  = a . ,  and ( s in c e  (3 /3 a ff)S f f ( a ^ , yff) = 0 )
B0^ : 0 N l ( v a o : >
where
31 The o m a n i f o ld s  V, V' a r e  d i f f e o m o r p h ic  i f  t h e r e  e x i s t s  a
homeomorphism f  : V -* V' such  t h a t  / ,  f  a r e  C m ap p in g s .  
Then f  i s  s a i d  t o  be  a d i f f e o m o rp h is m  be tw een  V and V} .
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82/3“Ä
(3/3a0)§(90)'
(3/3a')5(eJNJ * vN'
0
our use of CL^ being symbolic, a different CL^ occurring in 
each column of • Now
- ^ M ^ “X ( e 0’ Bo^  = ^H3/3ocoKßohw(e0)-iß 0HJVCe0, eQ)ß*] .
On substituting for y(n) from (1.1) we write this as the sum of two 
terms. The first is
Afs I {wz(8)' 0 W X(S) $(Xs)}T(As; e0. B0) ,
6
whose limiting distribution, under (ii), (iii), (vi) and (ix), 
follows from Theorem 2.4. The second term is
(4.10)
l
u s
r(x; e0)K -s ; T)dT-r(-Xs ; 6q) K -s ; 0)
« *(XS)}T 4 S ; V  b0) , (4.11)
where
I(s; t ) = (2W) 1 l l z(n1-t)z(n2) ,exp{i(n1-n2)As} . 
ni ,n2 = 1
The expression (4.11) arises from the use of an approximation to 
estimate (1.1); in general it is non-null unless f(t; 0^ ) ^ 6(t) .
However each element is seen to have the form q of Theorem 2.5 and
thus (4.11) converges to 0 in m.s. under (ii), (iii), (iv), (vii) 
and (ix). Then from (4.9), as N ■+ 00
*nva0 : N[°’ h) •
Now it is straightforward to show that ^2 ^2 a,s* si-nce ^
and (i)-(iii) and (ix) hold. Because of the local identification 
implied by (v) and because (X^ is a regular point of both
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[¥($) • 5 ] and 5 , it follows as in Rothenberg (1971, p. 581) 
that the former, evaluated at aQ , has rank q + rank{L} . Since
¥ ($) has the form A'A , say, and the null spaces of A and A'A
are identical, using Khatri (1968, p. 269)
rankL^) = rank{A' * 5^} + rank{5Q} = q + rank{L} + r ,
under (viii) and (ix). Thus
/  A  • A  N -J- ✓  /S • /S N
( V “ o • W 2 = a^'’r “ n : Y»'^W ” 0 • V
r i<7 0
1o 
<
0 L 0
0 0
---
1
»• 
Ss
t 
K—1
= ( V “ o •: V  •
The proof of the theorem is completed.
COROLLARY 2.6. If r = 0 the oovarianoe matrix in the limiting
distribution of Ni [Q^ -Qq • 3^-3Q) is
+ (4.12)
We note in conclusion that our limiting multivariate normal
distribution in the corollary is of course singular when rank(L} < VfP^ •>
whereas that in the theorem is singular, for r > 1 , even when 
rank{L} = p p > having the same rank as ¥ . Moreover in_L O U
subsequent chapters it will be implicitly assumed that the matrix 
corresponding to ^  has the desired rank, and we shall omit
explicit reference to the connection with regularity and local 
identification.
2.5 Efficient estimation
The efficiency of (0 7 • 3 ) depends on the choice of $ . To
32 In Robinson (1972) the following discussion is omitted, it merely 
being assumed that the matrix corresponding to V^ has the desired
rank, since the author had not at that time read Rothenberg’s article.
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e s t a b l i s h  t h e  o p t im a l  c h o ic e  we p rove  t h e  f o l l o w in g  th e o re m , u n d e r  
t h e  a s su m p t io n :
( x )  f  ( X )  i s  n on -singu lar3 uniform ly in  X £ B .XX
THEOREM 2 . 7 .  Denote by2 1 2  a
r  ^ Yi i 12
r Y
12 22
where the p a r t i t io n  o f  rows and columns i s  q + P ^ P 3 : ^  • Then
h i  -  $  f x x  -  0  >
where
( 5 .1 )
W )  = 4 ' ( $ ) ' • (  I - S '0 1 p t p 1p 3 0 “o cr ; “0 Eo V $)
I f  con d ition  ( x )  holds and $ ( X )  = f  ( X )  1  X (  B 3 the e q u a lityXX
in  ( 5 . 1 )  i s  a tta in e d  and
¥ = 0 VT1 O U E ¥0 0
1 M ’ 
“ 0
P r o o f .  For c o n v e n ie n c e  we w r i t e  Yn = A , '!' ( $ )  = B0 v XX
= C . U s ing  a r e s u l t  o f  Rohde (1965) f o r  a g e n e r a l i z e d  
i n v e r s e  o f  a p a r t i t i o n e d  m a t r i x ,
and h f x x j
V = Y W A W )  , f  = ¥ ( * ) A B 50B+20
_ 5  B+ S '
+
S  B+ AB+ H' 5  B+ 5 'o
1
o_
1 o d _ 0 0
On t a k i n g  $ = f  t h e  d e s i r e d  v a lu e s  a r e  e a s i l y  o b t a i n e d .  To showXX
t h a t  t h e  c h o ic e  i s  o p t i m a l ,  t h e  l e f t  s i d e  o f  ( 5 . 1 )  i s
Y ( $ )  • - y  f
r r  a  • b  i
( - 1
•
l  XXJ _ B • C _
W )  •
( \
r 1XX ( 5 . 2 )
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since
r - 1
XX
Now (5.2) is n.n.d.
1—1 1M— BT($) = $
✓-i—1 1 = $ r \f"1l xxj l xx, l xx, XX\
if the central matrix of (5.2) is n.n.d. The
last event occurs if a factorization of the integrand of the form 
DD ' is possible. Since f > 0 and
r *1 $ • $XX •
1 - $f2XX
- 1 $f2 XX
$ • f 1L ’ XX -
1f"2XX
1f  2XX
such a factorization is available and the theorem is established. 
COROLLARY 2.7. The matrix (4.12) achieves its minimum.
1 when $ = f-1
Unfortunately f will generally be unknown and an estimateXX
will be needed. The computational effort involved in the estimation
.-l1of V  6o’ fxx 30(1 To is likely to be considerable. However
even when N is very large fast Fourier transform techniques enable 
the rapid calculation of spectral quantities , which are likely to be 
of interest in any case in a serious examination of time series data. 
The major problems will be encountered in attempting to find the 
optimal parameter estimates. We have the choice of minimizing
<Q^ (0, B) or maximizing it^ (9) , both of which may be highly non­
linear in 0 . These functions may possess a large number of stationary 
points and a preliminary search procedure will usually be necessary 
to ensure the convergence of the iterative procedure to the optimal 
vector. While the estimation of some simple scalar models (reported 
in §§4-7) was not a troublesome task, when the parameter space is 
large even with modern computing facilities this process of finding
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suitable initial values may be extremely onerous and expensive, 
unless prior notions of plausibility substantially limit the region 
to be scanned. For the iterative stage numerous algorithms are 
available but when non-linear constraints are present Aitchison and 
Silvey's (1958) modification of Newton’s method may be useful. The 
fact that we shall not dwell further* here on these oomputational aspects 
is no attempt to minimize their importance. However it seems that the 
precise method of approach will be dictated in part by the nature of 
the model and it may perhaps be possible in the future to develop 
techniques that are especially suitable for some of our models. In 
any case we are more interested in the properties of our statistics 
then in their derivation. It seems worthwhile, nevertheless, to 
suggest estimates of f and to discuss the extent to which theirA A
insertion leaves our asymptotic theory intact and provides efficient 
estimation of 0^,3^ •
Let us suppose we have available initial consistent estimates
Then0^, possibly obtained by minimizing with $(A) = I
1
naturally we would seek to estimate f by means of the residualsA A
that such estimates generate. A possible procedure, as in Hannan 
(1971 a), would be to assert that f is rational of prescribedA A
degree, and estimate its parameters. However we shall adopt procedures 
which avoid prior assumptions of this kind and are analogous to the 
broad-band efficient methods of Hannan (1963, 1970) for estimating 
linear regressions. For an integer M «  N we introduce the 2M 
sets
5 = {A I 03 -7T/2M < A < oo +7T/2Mi 0) = rnn/M- U  B} , \m\ < M - 1 ,m 1 m m m 9 9 1 1  9
I J_
S = (A I -TT < A 5 -TT(l-^V) , 7T(l-2Af) < A 5 TT; A € B} .
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Then we e s t i m a t e  f  (A) by
A A
V * )  = 2MlT1 l [wy ( s ) - y ( X g ; ew)w z ( s ) ] [ w y ( s )
-yty w a)J*. (5-3>
a l l  \  € S , w here  t h e  sum i s  o v e r  A £ S I t  w i l l  a lw ays  be m s m J
im p l ie d  t h a t  t h e  number o f  summands i n  ( 5 . 3 )  i s  n o t  l e s s  t h a n  p ^  .
A
(O th e rw ise  t h e  would c e r t a i n l y  be s i n g u l a r . ) Now t h e  g r e a t e r
t h e  v a lu e  o f  N a v a i l a b l e  t h e  g r e a t e r  t h e  v a lu e  o f  M we would  w ish  
t o  t a k e ,  in  o r d e r  t o  e s t i m a t e  f  a t  a  f i n e r  g r i d  o f  f r e q u e n c i e s
A A
and im prove t h e  e f f i c i e n c y  o f  o u r  e s t i m a t e s  o f 0Q, Bq , b e a r i n g  in
mind Theorem 2 .7 .
THEOREM 2 .8 .  Denote by
Ve, B) = r11 i
m s(m)
[B^ • ß ) the v e c to r  m in im izing
~ _i 2
f M(“J  Z{wy ( s ) - B r ( x g ; e)wz ( s ) }
over adm issib le  (6  • 3) where the f i r s t  sum i s  over  co  ^ 6 B .
Then under the co n d itio n s  o f  Theorems 2 .3 j  2 .6  and (x )  th ere  e x i s t s  a 
sequence M in c re a s in g  w ith  N in  such a way t h a t 33 the  co nclusions  
o f  th ese  theorems are v a l id  fo r  [B^ • ß ) 3 the covariance m a tr ix  in
the l im it in g  d is tr ib u t io n  o f  N2 (0A7- 0 n • 3A7- 3 n) being  
--1and V,
N 0 • N O'
i s  c o n s is te n t ly  e s tim a ted  by
l xxj
r1 I  I T(xg ; e y * { i z z (-a) ® f M(oJJ - 1}T (xg ;  e y  . ( 5 . 4 )
m s{m) K J
P r o o f .  We p ro v e  f i r s t  t h e  e x i s t e n c e  o f  a se q u en c e  M - M(N)
i n c r e a s i n g  w i th  N in  su ch  a way t h a t
33 We c o u ld  i n t r o d u c e  c o n d i t i o n s  t o  e s t a b l i s h  o u r  r e s u l t s  u n d e r  a 
p r e s c r i b e d  maximum r a t e  o f  i n c r e a s e  o f  M w i th  N ( a s  i n  Hannan, 
1963 , 1970) b u t  t h e  c o n d i t i o n s  needed  a r e  u n v e r i f i a b l e  and t h e  
e x e r c i s e  would have  l i t t l e  p r a c t i c a l  v a lu e .
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jy iiW)(X)-fxx(X>»= ° - a-s- (5-5)A/,A^°° A^ B
Using Theorem 2.1 and the consistency of 0^, ,
lim ?M (X) = (Af/TT) 
N**>
fxxWäX  = v x) - ) m J (5.6)
say, a.s. and uniformly in A i c B and (fixed) Af . Then
lim sup = 0
A/-*» AcB
as degenerates. Now since
y x> - y (x) = tyx>-yxo +y y x>-fxx(xi •
(5.5) will follow if there exists an M(N) such that
dM(N) = SUP IIVA)_f//X)H 5 a‘s'sAsB
as N -+ 00 ; that is, for all £ > 0 , r| > 0 there exists some 
N( e 9 ri) such that
Pr{ I I  - 1, uniformly in N > N(e, r\)} > 1 - e . (5.7)
Now using (5.6) we introduce a monotonically increasing function 
g(M) , defined on integral M  , such that
Pr{\djyj\ < ri, uniformly in N > g(M)} > 1 - £^ ,
£^ > 0 , £ £^ < 00 , where is a function of M  also. We choose
7V(£, q) such that £ £,, < £ , G being the set of all M  for which
G M
g(M) > Nie, T}) , and choose M(N) to be ^ 1(/7) , the function inverse 
of g(M) . Then the left side of (5.7) is
l-Pr{\dM ^ ^ \  > ri» some N > //(£, r])} > l-Pr{U[|d^| > n, some 77 > g(M)\ }
> 1 - 1  PHld^l > n, some 71/ > ^(M)} > 1 - ^ £ m > 1 - £  . 
G
Thus we have proved (5.5). Then since det{*} is continuous in its 
elements, a.s. det{f..} det{f } ^ 0 under (x), for some sequence
LYl XX
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M - M(N) . So, for this M(N) , for N sufficiently large > 0 
a.s. and
sup f ’Z - f “1 5 sup f " 1 f  -? f “1 < £ ,F M XX F XX XX M M 5
a.s. for arbitrary £ > 0 . Putting $ = f rJ~ -  f   ^ in 14^(0, 0)
and h^(0) their norms are found to bounded respectively by
-1(£ / 2 tt ) s up 11T (A • 0)|| triN £ z(n)z(n)' \ = 0(e) ,
( £/2tt ) sup | f (A; 0)|| tr \n 1 £ y(n)y(n)' jtrj/V 1 £ z(n)z(n)'j = 0(e) ,
a.s. for N sufficiently large and some M(N) . Then because 
Theorem 2.3 holds with $ = f  ^ it must hold for some M(N) withAA
 ^”1$ = fm  • We next show that Theorem 2.6 holds. Since ■+ f ,
f^  > 0 for M sufficiently large. Then (4.10) with $ =
is the sum of a finite number (for fixed M ) of terms of the form
vec’ -(I gy 
?2
K 5 l W,(s) ® W„(-8) © T(Xa; 0n, Bn) 
s(m)
-1
M K mJ mJ J ) _V.„N Z' ' ~ x s’ O’ 0'
using (1.2.3). However for fixed M the first factor converges to 
0 a.s. and uniformly and the expectation of the squared norm of the 
second factor converges to
( 2 TT)-1 l|T(A; 0n, Bn)ftr{f (A)}tr{f (\)}d\ = 0(1) .
Thus with $ = - f , (4.10) ^ 0 as similarly does (4.11). It
follows that, for fixed M , (0^ -0Q ; has the limiting
distribution of Theorem 2.6, with $ = in the covariance matrix.M
Then, increasing M , there exists a sequence M(N) such that 
Theorem 2.6 holds with covariance matrix given by Theorem 2.7. Thus 
we have sequences M^(N), M (N) , say, for which Theorems 2.3, 2.6
53
respectively hold. Then the sequence m i n a l l o w s  them
to hold simultaneously. The consistency of (5.4) follows, and the 
proof of the theorem is completed.
When the full band (-7T, 7T) is under consideration an alternative 
estimator to (5.3) is
y*> = n'11 Ly«>-v(v 9f)vs>]Cys>
s
-B,,f(X ; 0„)w (S)1V.(X -ID ) , (5.8)N v s N J z J s m J 5
all Ä ( , the sum being over € (-IT, tt) with F ^ given by
(3.3). Then for fixed M  ,
- i  rlim fM (X) = (2TT) 1 f (\i)F = fM (/\) ,
N+co j -TT
say, a.s. and uniformly. Then because f is continuous theXX
Cesäro mean f„(X) -* f (A) uniformly as M  ■+ 00 . We could thus
LYl X X
~  /s.
prove Theorem 2.7 in exactly the same way with in place of .
Finally we consider the sense in which our estimates may be 
described as efficient. We have already established in Theorem 2.7 
the optimal estimates of the class minimizing £^(Q, B) . In addition,
if we suppose the asymptotic properties of the W (s) , mentioned in
§2.1 , to be valid for given M, N we are led to set up an approximate 
likelihood, taking the W^(s) to be i.i.d. complex n £0, ^xx
all A € 5 Then let 6 §,7, ) be the ML estimates. It
is easily shown that, for fixed M  , their information matrix is 
block diagonal with the N* asymptotically independent
of N 2 (0 -0Q • , whose limiting covariance matrix is that of
1 ~  .(0^-0Q i • As M  -*■ 00 both the latter have covariance
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matrix ¥ f x I . Thus (0/17 • ß,7j is efficient in the sense that theN • /V
normed estimates have the same limiting distributionunder our 
assumptionss as have the normed ML estimates3 under Gaussian 
assumptions.
The convergence of the W (s) to normality under our assumptionsX
suggests that [67(7 • ß ) will be actually "close" to ML estimates. 
The discrepancy between \ ß^ 7) and (0^ • ß^} may be remedied,
to the extent desired, by iterating. We may use (0^ • ß^) to 
re-estimate the f fü) ) , which in turn are used to re-estimate 
(0q \ ßQ) , continuing this process indefinitely and judging whether 
a satisfactory degree of convergence has been attained by, possibly,
comparing the values of on successive steps.
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CHAPTER 3
THE ESTIMATION OF A REGRESSION MATRIX OF LESS THAN FULL RANK 
3.1 Introduction
In the present chapter we consider a problem related to classical 
canonical correlation analysis, namely that of estimating a time 
series regression matrix that is constrained to have less than full 
rank. The asymptotic theory of our estimates will follow in a fairly 
di.rect way from the results of §2. However our work here differs from 
that of other chapters in that our model is unlagged, being of the 
special form (2.1.4); thus no approximation is needed for the purposes 
of estimation. However we make particular use of our provision in §2 
for non-linear constraints. Many of the results of §3.1-3, Appendix 
appear in Robinson (1973); for the most part the work was carried 
out before the author thought of the model (2.1.1) and was based on 
the simpler discrete non-linear model considered in Robinson (1972).
We suppose our underlying processes to be continuous here for the 
sake of conformity, while in fact our results are of equal relevance 
to discrete processes.
Later in the present section we shall discuss the relationship 
between our problem and that of ordinary canonical correlation 
analysis. Making an appropriate parameterization of our'model we 
present in §3.2 asymptotic theory for our estimates, which may be 
efficient even when the residuals are serially correlated. The 
estimates must in general be obtained by iteration, and we leave to 
§3.Appendix a discussion of possible procedures. Some estimates that 
are closely related to ordinary canonical correlations and vectors, 
and obtained by solving an eigenvalue problem, are consistent when 
the residuals are stationary, but inefficient unless the residuals are
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independent. We always assume the rank of the regression matrix to 
be known a priori, but in § 3.3 we present a test for determining rank. 
In § 3.4 we consider a related problem that arises in econometrics, 
that of regression on an unobservable variable.
The theory of canonical correlation analysis (CCA), introduced 
by Hotelling (1936), has become established as a powerful exploratory 
tool in the analysis and summarisation of multivariate data, in such 
fields as economics, psychology, the biological sciences and geology. 
It enables the relationship between two sets of variables to be 
condensed into a relatively small number of equations involving 
orthonormal linear combinations of the variables. Let
V = [y(l) j ... j y(iV)] , Z = [z(l) j ... ; z(A/)]
and consider a pair of vectors lying respectively in the p1-space
spanned by the rows of Y and the p^-space spanned by the rows of
Z . If the angle between them is smaller than the angle between any 
other such pair the cosine of this angle is designated as the first 
canonical correlation and the vectors themselves, uniquely defined up 
to simultaneous reversal of direction, as the first pair of canonical 
vectors. The second pair are the vectors orthogonal to the first 
pair that are separated by the smallest angle, and so on. The 
r < min[p1, p0) greatest squared canonical correlations between Y
2
1 ’ r 2
and Z are denoted p
OLQ ’
1, ..., r , and are the r greatest
zeros p of
where, for example, ß
. 0  ^  /S /\ _  1 ^  )det^ p fl -ß fl fi f ,1 yy yz zz zyj 9
,-l
(l.i)
N YZ' . Then the canonical variates are
y^.y(n) , v^.z(n) , j = 1, ..., r , having correlations p^. , 
where the y •, V . are the corresponding eigenvectors of
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^VZ^ZZ^ZV t i^e metr-^c °f ^yw and ^zv^vv^vz ^n t^e me"tr’^ c °f
•J yj sJ yj •) ■ J  J
/\
^zz , respectively. The y^., V . obey the orthonormality conditions
Ub V a f e  = Vi A z v<* = V  ’ (1.2)
where 6 is Kronecker’s delta.
Distribution theory for canonical correlations and vectors 
appears until now to have been based on independence and normality 
assumptions for both y(n) and z(n) . (See Anderson, 1951, 1958, 
Bartlett, 1947 a, b, Constantine and James, 1958, Hsu, 1939, 1941, 
James, 1954.) The use of normality assumptions is understandable 
in that we are concerned with correlations. The characteristic 
equation determining canonical correlations is symmetrical in Y and 
Z and thus it is not necessary to regard one particular vector 
variable as dependent on another, as in regression, but merely to 
think of Y and Z as being associated. Correspondingly, reference 
to a residual random variable has usually been suppressed. However 
we shall approach the problem from a regression point of view and 
will see that this enables us to derive asymptotic properties of what 
we may regard as generalized canonical estimates under alternative 
assumptions that do not involve normality or independence and appear 
to be relatively weak in other respects.
We consider first the model
y(n) = B q z (n) + X(n) , n = 1, ..., N , (1.3)
where X(n) is, for the time being, a sequence of i.i.d. (0, J 
* 1 vector variables and BQ is a x p^ matrix of regression 
coefficients. It is believed that B^ has rank r  < min(p^, p ) ,
a situation resulting from the existence of a number of (we assume 
unknown) linear or non-linear relations obtaining among the elements
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of Bq . An appealing physical interpretation, offered by Brillinger
(1969), is to regard as being capable of providing only r
channels for the transmission of the information derived from 
Z(n) ; one introduces the x r and r x p^ matrices B^, B^ ,
transmits the r x 1 vector B^z(n) and on receipt forms the p^ x 1
vector B^B^z(n) . The following theorem provides us with an
estimator of B .
THEOREM 3.1. The function
(Y-BZXY-BZ) (1.4)
where
A A A  A_ I A
ft =  ft -  ft ft ft ,xx yy yz zz zy ’
is minimized with respect to B of rank r 5 min [p , p ) by
r
l
j=ib^ ^bj^bjVbj ~ ^  ^bj^bj^yz^zz J<7=1
where the p^ . are the square roots of the r greatest zeros p“
of
(1.5)
and the . are respectively the corresponding eigenvectors
of ^xx^yz^zz^zy^xx in the metria °f ^Xx
A
metric of ftzz .
and
/\
ft ft f^t zy xx yz in the
The theorem is easily proved either by using a result reported 
in Rao (1965) for finding the best approximation to a matrix by one 
of lower rank, or by using Ky Fan’s inequality (1.2.1), or by 
reparameterizing and differentiating, using the constraints
V'A>k = Vfzz\ -V  • (1.6)
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In th e  s e n s e  o f  §2.5 o u r  e s t i m a t i o n  p ro c e d u r e  i s  e f f i c i e n t ; 34 
m oreover  i t  i s  e q u i v a l e n t  t o  CCA. For i f  we r e p a r a m e t e r i z e  B as 
r
pj yj v} 9 ta k e  yj'^xxyk = 6j k  and Pr e - in u l t iP1y d - 3 ) by ^ ö jßxx
we g e t
wo A i y<n) = poj % z M  + > * = 1 * • • •> r  >
where t h e  u . ( n ) a r e  i . i . d .  ( 0 ,  1) . L ik e w is e ,  r e p l a c i n g  B by 
Cl w
/ s _ l
B  ^ in  ( 1 .3 )  and p r e - m u l t i p l y i n g  by ’ we bave  e s t i m a t e d
e q u a t i o n s
( 1 .7 )
b e c a u s e  o f  ( 1 . 6 ) .  However, by com paring  ( 1 .1 )  and ( 1 .5 )  we f i n d  t h a t
p, . = P . bj ae 1 -P 2 • a j j
2 /s 2
. A lso  we have t h e  r e l a t i o n s  y 1 •£<! y • = 1 -  p .a j  xx*aj a e
( from  ( 1 . 1 ) ,  ( 1 . 2 ) )  and = 1 ’ so
1 -P 2 • ac ft y . . F i n a l l y  V , .  = V . and s u b s t i t u t i n g  i n  ( 1 . 7 )  xx cce &CJ &cj
we have th e  CCA r e l a t i o n s
yb y (n )  = % ' V (n) •
3.2 Identification, estimation and asymptotic theory
We t u r n  now t o  a more g e n e r a l  c l a s s  o f  e s t i m a t e s .  We c o n s id e r
y(t)  = U RQV'z(t) + x ( t )  , t  d R . (2 . 1 )
H e re ,  U = [\l± ; . . .  : y J  , V = (vn : . . .  • V J  and R i s  t h e1
r  x r  d i a g o n a l  m a t r i x  w i th  j t h  d i a g o n a l  e le m en t  p - ; t h u s
____________ 3
34 A lthough  ft , t h e  se co n d  moment m a t r ix  o f  LS r e s i d u a l s ,  i s
X X
n o t  t h e  ML e s t i m a t e  o f  ft when B i s  c o n s t r a i n e d  t o  have  l e s sXX u
th a n  f u l l  r a n k ,  u n d e r  o u r  c o n d i t i o n s  i t  i s  c o n s i s t e n t  and B  ^ w i l l
be c lo s e  t o ,  and have  t h e  same l i m i t i n g  p r o p e r t i e s  a s ,  t h e  ML 
e s t i m a t e .
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U R V '  = y  p .y .v ' .  . We impose t h e  o r th o n o r m a l i t y  c o n d i t i o n s  
3=1 3 3 3
u ’n u = v n  v = iy v r ( 2 . 2 )
IT , b e in g  a r b i t r a r y  sym m etr ic  p . d .  m a t r i c e s .  An a l t e r n a t i v e  way
o f  s e e k in g  a B o f  r a n k  r  would be t o  r e q u i r e  a l l  s q u a re  s u b m a t r i c e s  
o f  B o f  o r d e r  g r e a t e r  th a n  r  t o  have  z e ro  d e t e r m i n a n t s .  Such 
c o n s t r a i n t s  would seem in  g e n e r a l  t o  be o f  a v e ry  c o m p l ic a te d  m a tu r e ,  
ho w ev er ,  and we w ould n o t  be a b le  t o  form a s e t  o f  r  s im u l ta n e o u s  
e q u a t i o n s  as  we may from  ( 2 .1 )  and ( 2 . 2 ) 35.
In  te rm s  o f  ( 2 . 1 . 1 )  we g e t  ( 2 . 1 )  i f  we t a k e  B = p ®  1^ ,
r ( t ;  e ) '  = (vxy |  : . . .  : v py ^ 5 ( t )  , w i th  p = (p 1 : : Pr ) and
6 ( t )  g iv en  by ( 2 . 1 . 3 ) .  In  § 2  we a l lo w e d  B t o  s a t i s f y  l i n e a r
c o n s t r a i n t s  o f  th e  ty p e  im p l ie d  h e r e .  M oreover ( 2 . 2 )  c o n s t r a i n s  t h e
y ., V. t o  a compact s u b s e t  o f  a  d i f f e r e n t i a b l e  m a n i f o ld  b e c a u s e ,  f o r  
3 3
e x am p le ,  y .  i s  a  p o i n t  on t h e  m a n i fo ld  g e n e r a t e d  by t h e  i n t e r s e c t i o n
3
i n  p ^ r - d i m e n s io n a l  E u c l id e a n  s p a c e  o f  t h e  l ) - d i m e n s i o n a l
e l l i p s o i d  y'.II y . = 1 and t h e  b i l i n e a r  f u n c t i o n s  y'.II y, = 0 ,
3 y 3 3 y k
k ± 3 •
Because ( 2 . 1 )  i s  u n la g g e d  we may e s t i m a t e  t h e  e x a c t  d i s c r e t e  F o u r i e r  
t r a n s f o r m  and no a p p ro x im a t io n  i s  in v o lv e d .  C o r r e s p o n d in g ly  t h e  
i d e n t i f i c a t i o n  p rob lem  i s  s i m p l i f i e d  b e c a u s e  ( i v )  i s  n o t  n e e d e d ,  s i n c e
f d ( A )  = U R V ' f d  ( A )  ,  A € B .yz ' o o o zz ’
However t h e  p a r a m e t e r i z a t i o n  in  ( 2 . 1 )  p o s e s  p r o b le m s ,  r e q u i r i n g  somewhat
35 We may form U^II^yt t )  = J^V^Z-(t) + U( t )  . In  t h i s  r e s p e c t  ou r
work h a s  some c o n n e c t io n  w i th  t h a t  e ls e w h e re  i n  t h e  t h e s i s  c o n c e rn e d  
w i th  t h e  e s t i m a t i o n  o f  l i n e a r  f u n c t i o n a l  e q u a t i o n s .  However o u r  
sy s te m  h e r e  i s  s i n g u l a r  when r  < and t h e  i d e n t i f i c a t i o n
c o n d i t i o n s  d i f f e r .
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arbitrary prescriptions to distinguish the r individual components
P0jy0jV0j ^  then to identify yoj and Voj seParately* Using
(1.2.4) we may write the present version of the left side of (2.2.7) 
as
vec'{U R V^-URV'}W)vec{U R V^-URV'} , (2.3)
where
W )  = Oirr1 I f, (-X) ® . (2.4)J b  z z
Now (2.3) will be positive when ¥($) > 0 and URV' t
uniformly in admissible (U' * V' * R)  ^ (U^  \ \ RQ) . The last
condition will be achieved if we impose (2.2) on UQ and (which
will imply that t ? VQ^ , j ± k ), a sign constraint
on one element of each row of (U^  [ V^) and an ordering such as
P01 ” P02 > > p„ > 0 Or
In fact local identification follows from the constraints (2.2), the
fact that the pn . are distinct and non-zero and the condition on Oj
¥(<!>) ; global identification is completed by the ordering of the 
p . (enabling the choice of one out of r! permutations of the
p^ .u^  .v' . ) and the sign constraints.0jK0j Oj &
In deriving the covariance matrix for the limiting distribution 
of our estimates we must include the components corresponding to the 
constraints (2.2). For an m x n matrix A we have
3vec{A}/3vec’ {A'} = Im ,n (2.5)
where lm is mn x mn and null except for the n r
C(/c-l)m+j, (j-l)n+/c]th elements, j = 1, k = 1, ..., n ,
all of which are unity. Now from (1.2.3):
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v e c U I 'n  U} = (U 'n  ® I l v e c { U '}  = (I ® U’n, ,)vec{U} , y  v y  r J K r  y
vec{V'n^V} = (V'nv ® I ^ ) v e c { V '}  = ( l p  0  V'n^)vec{V} .
Then from ( 2 . 4 )  i t  f o l l o w s  t h a t
3 v e c { U ’ i y j } / 3 v e c ’ { u }  = (u-np© i j i f  + (ir ® u'iy = h± ,
3vec{V'nvv}/3vec’{V} = (vnv ® iy + (ir @vnv)F = a2 ,
s a y 3 6 . We may now compose t h e  m a t r i x
9vec{U ' i I  U-I  : V’n  ,V-I } p r "  v
i—1
<c
l ____
*
0 0 '
3 ( v e c , { U } ; v e c f { V '} * p ) 0
.
A 2
0
From t h i s  we form t h e  r ( r + l )  x r[p^+p^+l) m a t r i x  2H by d e l e t i n g
one member o f  e ach  o f  t h e  r ( r - l )  p a i r s  o f  i d e n t i c a l  ro w s ,  
c o r r e s p o n d i n g  t o  t h e  d u p l i c a t i o n  o f  t h e  o f f - d i a g o n a l  c o n s t r a i n t s  i n
( 2 . 2 ) .
THEOREM 3 . 2 .  Denote by (0^ ; • R ) the  m a tr ix  m inim izing
Q„ = I l ! ' ! > 4 J J {wv ( s ) - U R V ' w T( s ) } | r  
B*N " v 'sJ ‘ " y ' ' z
( 2 . 6 )
over adm issib le  (U' • V' * R) such th a t
p > p  > . . . > p  > 0M1 m2 yr
and (U'  ; V' )  ( 0 ,  where
o c  | ( u '  : V») I u ' i y j  = ipi v ' n v v = ir -9 ^  > o ,  j  = 1 ,  . . . ,  r j  , 
y .  being  the  f i r s t  e lem ent o f  y .  . L et  (U'  • V' • R ) s a t i s f y
th ese  c o n d itio n s3 l e t  ¥ ( $ )  be n o n -s in g u la r  and l e t  ( 2 . 1 )  and
co n d itio n s  ( i )  and ( i i )  hold . Then
/ A  •  A •  A \  /
ü » («;: v; : o  = (u;
N-**>
a .  s . j
36 The r e a s o n  we use  t h e  i n c o n s i s t e n t  o r d e r i n g s  vec{U} , vec{V'}  
i s  t o  e n a b l e  us t o  p r e s e n t  t h e  c o v a r i a n c e  m a t r i x  i n  Theorem 3 .2  be low 
i n  a  r e l a t i v e l y  c o n c i s e  fo rm.
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B»  = Hra W f f  = B0 > a - s -//-* »  //-K»
Moreover i f  (U' • V') i s  ccn in te r io r  p o in t o f  0 and co n d itio n'0 •  0
( v i )  h o ld s j then as N -*■ 00
J75(vec'{Uff-U0 } i v e c '{ V ; -V ’ } • S f f - p o )  - 2 - N [ 0 ,  I ]  ,
where E i s  the r{p^+p^+l) -o rder lead ing  square subm atrix  o f  the  
r{jp^+p„+r+2)-order m a tr ix
T 'V ( * ) T q “ 0
- l r  T ' ^ f ö f0  ^ XX J 0 0 ' ' T ^ ( * ) T 0 “ 0
~0 0 0 0 5 0 0
, ( 2 . 7 )
w ith
T = VR 0  I - I  0  UR • V © U
Pn * P1 r 2
P r o o f .  S u b s t a n t i a l l y  t h e  p r o o f  f o l l o w s  f r o m  t h a t  o f  T h e o re m s  
2 . 3 ,  2 . 6 ;  a  few  co m m en ts  a r e  r e l e v a n t  h o w e v e r .  The s i g n  c o n s t r a i n t s  
on t h e  p .  d e s t r o y  c o m p a c t n e s s  s o ,  f o r m a l l y ,  a  c o m p a c t  s u b s e t  m u s t
3 7
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b e  c h o s e n .  ( F o r  e x a m p le  we m i g h t  t a k e  p .  > A f o r  some A > 0 ,
J 1
j  = 1 ,  . . . ,  r  . )  The m a t r i x  h a s  c o lu m n  r a n k
r[p^+p^-r]  < r{p-^+p^+1) b e c a u s e  o f  t h e  e x i s t e n c e  o f  r ( r + l )
l i n e a r l y  i n d e p e n d e n t  r e l a t i o n s  b e t w e e n  t h e  c o l u m n s .  T h en  b e c a u s e  
(p -a?) [p -r )  > 0  i t  f o l l o w s  t h a t  r[p^+ p^-r) < P 1P 2 = r a n k { ¥ ( $ ) }  ,
a n d  t h u s  T (^ ' F ( i s  s i n g u l a r  o f  r a n k  r[p^+p^-r]  . H o w ever  t h e
t r u e  i n v e r s e s  i n  ( 2 . 7 )  e x i s t  s i n c e  t h e  a u g m e n te d  m a t r i x  h a s  f u l l  r a n k ,  
T^F(*)T a n d  S Q h a v i n g  n o n - i n t e r s e c t i n g  n u l l  s p a c e s .  The f o r m  o f
3 7 Of c o u r s e  t h e  s i g n  c o n s t r a i n t  on p . c o u l d  b e  t r a n s f e r r e d  t o
a n y  o t h e r  e l e m e n t  o f  fp'. • v ' . ]  . j y C C
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• • 3 8T follows from the derivatives
9vec{B}/9vec'{U} = 
9vec{B}/9vec'(V'} =
VR 0 I
r
I 0 UR
i p 2
^vec{U}/3vec,{U} = VR 0 I ,
9vec{Vr}/9vecf{V'} = I 0 UR ,
9vec{B}/9p = (9/9p) £ p.v.0y. = V ® U .
«7 = 1 J J J
In Robinson (1973) a similar theorem is given, omitting the 
assumption that z(n) has absolutely continuous spectrum (thus 
allowing for almost-periodic components), and with X(n) satisfying 
(1.3.7).
The matrices and scalars
(2t t ) 1 p^  . f v' f  (A)vn MX)dX , (2t t ) 1 p^  . ( f  (A)y’ .$(A)y .d\ ,Oj J g Oj ZZ Oj Oj J g  ZZ 0j Oj
(27T)-1 v' .f (X)v. .y' .$(A)ti_ .d\ ,g Oj ZZ 0jH0j H0j
j = 1, ..., r , are non-singular and non-zero respectively under the 
identification conditions. Because they lie along the main diagonal 
of TqVK$)T q we could partition this matrix and base an evaluation
of (2.7) on their inverses. In general explicit expressions for 
variances and covariances will be very complicated but it is 
feasible to derive them for the not unimportant case r = 1 . We
consider the efficient situation with $ = f  1 .XX
^3 * r
= V0 \ XXJ 0 2 r2
Then
5 (2.8)
o o Alternatively, following Theorem 2.6, the covariance matrix may 
be expressed in terms of pseudoinverses, with
3 = P ® vecf|lp I , L = P±1Ir ® vecjlp jvec'jl^ J ,
and then rows and columns that are null or repetitions may be deleted
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say, where the partition of rows and columns is p^ : : 1
(2.8) has rank p^ + p^ - 1 because of the relations
Now
p V  (T • T • 1 = p V  f'F' • T • l i  ) = f\b' • U i '  • i b )  .
M0 1 M 0 1 v 1 • 3 • *1 J K01 01^ 3 * 2 • *2J 1 • *2 •
However we may invert the augmented matrix, which includes
v' noi y 0 • •• 0
v' n : 001 V •
y  \u
1 ’ 2 9
COROLLARY 3.2. With r - 1 ,  $ = f 1 in (2.1), (2.6) andXX
n , = I II = I the covariance matrix in the linritinqP P1 V p 2 y
distribution of N *I • is
" h S3
°2
a
( 2 . 9 )
where
h  - 1 W 3 ¥2ly3
-1
V  E2 = I W s h S
-1
E3 = - H V 2 1
,-l
[lp2 V01V0l] ’ ai P01^1^3^2 V01 ;
g = -p I 1y : a = Ui 1 (l-ib'o -ip'o ) ;
2 P01 2 3 1 H01 5 * 1 * 1 1  T 2 J ’
in which
v„ = i - p „ j p ’ v : V -1U f ¥ 1; ¥ = I - V4 p  ' ' O l ^ O l  1 ^01J H01 1 5 5 p  01 v ’ ¥ \01 2 01
-1v' Y 101 2
We shall not give the proof, which is of an excessively tedious 
nature. It is not difficult to verify the result, however. The 
Lagrange multipliers corresponding to the constraints
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/\ /N
y^l = V^V = 1 , namely T^i5 ^ N 2 5 ma^ eas^ y  be found to be
l l—  ——^identically zero, and thus N 2Y ^ D 2 ea°h have the degenerate
distribution 6(t) . The covariance matrix of
Ä*ö*ffi'uöi i ^i'vni : pffi-Pm : thus has the fo™N 1 01 * * N l K01 N l
0
'N 2-
That is given by (2.9) may then be verified from the relation
w i  To W T x x  K  = W x ^ o
We note that rank{£ } = p, - 1 , rank{£ } = p - 1 .
When $ varies over S the efficient estimation of parameters 
requires iterative procedures and is likely to present a difficult 
and lengthy task. (Correspondingly no simple and satisfying geometrical 
interpretation seems possible.) We have relegated to an appendix our 
discussion of the computation of efficient estimates in the presence 
of serial correlation, since our suggestions are not illustrated by a 
numerical example. When $ is constant, however, the estimation may 
reduce to the solution of an eigenvalue problem, and it is of some 
interest to consider the asymptotic properties of some such estimates, 
namely those of Theorem 3.1. In all that follows in the present 
section we replace B by (— t t , tt] .
T H E O R E M  3.3. Denote the estimates of Theorem 3.1 , V^, j
with the visual ordering and the direction of . being determined
by taking its first element to be positive3 j = 1, ..., r . Let 
P q i  > P Q2 > ... > p Q ^  > 0 and (Uq • V^) € 0  where 0  is as in
Theorem 3.2 with II = Q  ^ and II = E{z(t)z(t)’} = Q , ß and
]jL A A  V  Z Z  A A
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^ z z  non-singular. Let ( 2 . 1 )  and con d ition s  ( i )„ ( i i )  and ( v i )  hold.
Then the asym ptotic  p ro p e r tie s  o f  (U^ • • R^) are the same as
those o f  ( 0 ;  • 9^ • ft ) j  excep t th a t in  ( 2 . 7 )  $ = ß xx and then
ß 1 = ß ® ß 1 , Y ß 1f ß 1] = i ®  ß i i ®XXV. ZZ W  XX * [ XX XX XXJ l p2 xx,  ^ xx; {  P2 xxj
Proof. The th eo re m  would f o l l o w  i m m e d ia te ly  from Theorem 3.2 
f o r  e s t i m a t e s  m in im iz in g
Qn  = JV~1tr |(Y-BZ)(Y-BZ)'ß~^j (2 .10)
s u b j e c t  t o
U’JTH j = V'fl ,V = I , ( 2 . 1 1 )
XX  zz r  ’
f o r  ( 2 . 1 0 )  i s  j u s t  ( 2 . 6 )  w i t h  $ = ß ^ . In  t h e  t h e o r e m ,  how ever ,  we
a r e  m in im iz in g  ( 1 . 4 )  s u b j e c t  t o  ( 1 . 6 ) ,  t h e  c o n s t r a i n t s  v a r y i n g  w i t h  
N . N e v e r t h e l e s s  t h e  r e g i o n  d e f i n e d  by ( 1 . 6 )  " c o n v e r g e s  t o "  t h a t  
d e f i n e d  by ( 2 . 1 1 )  i n  t h e  s e n s e  t h a t  each  p o i n t  o f  ( 1 . 6 )  i s  e v e n t u a l l y
/s
a r b i t r a r i l y  c l o s e  t o  a  p o i n t  o f  ( 2 . 1 1 )  s i n c e  a . s .  ß zz ß zz and
l im ß = l im N ^(B Z+X)
/!/-*» xx /y-xx> u
I^ -Z ' (ZZ1) _1Z (B0Z+XV = nxx . (2 .12)
Then t h e  s t r o n g  law h o l d  f o r  e s t i m a t e s  m in im iz in g  ( 2 . 1 0 )  s u b j e c t  t o  
( 1 . 6 )  b e c a u s e  t h e s e  e s t i m a t e s  c onve rge  t o  v a l u e s  s a t i s f y i n g  ( 2 . 1 1 ) ,  
and ( 2 . 1 0 )  i s  c o n t i n u o u s  i n  B and (v )  i s  i m p l i e d  by o u r  c o n d i t i o n s .  
However t h e  modulus o f  t h e  d i f f e r e n c e  be tw een  ( 1 . 4 )  and ( 2 . 1 0 )  i s  
bounded by
A T _ 1 A 'S /\
( 2 . 1 3 )/s —1 “ 1 ß -ß
XX  XX
tr{ßyy-BßZy-ßyzB'+BßzzB'} .
The f i r s t  f a c t o r  o f  ( 2 . 1 3 )  i s  n o t  g r e a t e r  t h a n
1—1 1G llß -ß II ^-1ß
XX 11 XX x x " XX
a . s . ,  N s u f f i c i e n t l y  l a r g e ,  f o r  a r b i t r a r y  £ > 0 b e c a u s e  o f  ( 2 . 1 2 ) .
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Since the second factor in (2.13) is 0(1) the strong law holds for 
(U' • • R^ ) . For the central limit theorem we consider
Q", = S' + tr-j [U'fl'iu-If + fv’n v-i If ) ,\i K zz rJ vj ’
where f , are r x r symmetric matrices of Lagrange coefficients
corresponding to the constraints (2.11). Now
_l _■
-2ff^ ßxxXZ’V0R0 + 2ßx x V rfy > (2.14)
where we evaluate the derivative at (ll^ • • RQ) . From Theorem
2.6 we note that the central limit theorem for estimates minimizing 
Q"j stems from the asymptotic normality of (2.14). However
N-*°°
1. i.m. I ß.^ -ß, ^xx xxjN 2XZ’Vq Rq = 0
because the first factor -► 0 a.s. and the expectation of the squared 
norm of the second is 
N
i)
m ,n=l
if'1Etr|R0V’ l l  z(m)x(m)’x(n)Z(n)'V0R0|
-TT -TT
tr{fxx(y)}tr{R0V’fzz(X)V0R0}Fff(u-X)dydX
< Q
-TT ' -TT
FN (\i-X)d\idX = 47T Q  -  0(1) ,
—using (ii). Now from Theorem 2.6, converges in distribution so
1.i.m.
N-*°
U N*T 0 y 0 .
Thus (2.14) with ß replaced by ß is asymptotically normalXX XX
also. In an entirely similar way the remaining derivatives of
may be modified to complete the proof of the theorem.
The following theorem deals with the situation when
• Vb • ^  is efficient-
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THEOREM 3 . 4 .  L et th e  c o n d itio n s  o f  the p rev io u s  theorem  h o ld  
and m oreover l e t  x ( n )  he i . i . d .  ( 0 ,  ft ) . Then as N -*■ 00 theAA
1
v a r ia te s  N* (p^.-p .) 3 j  = 1 ,  . . . ,  r 9 have in dependen t u n it normal 
d is tr ib u t io n s  and th ey  are a lso  in dependen t o f  the v e c to r  v a r ia te s
l l
N2(y ^ . -y  .) , N2(vb j~ V0j^ * J = 1 ,  r  3 which have a l im i t in g
j o i n t  m u lt iv a r ia te  normal d i s t r ib u t io n  w ith  n u ll  mean v e c to r  and 
the fo llo w in g  va r ia n ces  and co va r ia n ce s .
f p 2 +p2 '
i f »  E{NK - % ][vbk%ky] = v  y * ...0}\N-*°° 2 2 
[P0 j ~ 90l'
2 y0ZyoZ »
2 2 
P0 J +P0/C
K iML- . j  * *
2 2 
P0J P0k
2 ^Ok^Oj
l i m  E { , W W }  =
2 2 
P0J+P01
N-x* 2 2
potr po i
2 v0 l v 0 l
2 2 
lPo / po k
2 2 
l P0j P0k
. o * k2 o k o j
= 2 2 2 2 »01 Ol
= -2 po j po k v« iyL -  > 3 * k ;
2 2 
{ % ' P0k
2 ^ o k o j
■(2.15)
where th e  sums are o v e r  l  such th a t  1 5 l  5 min(p1> p ) , I ? j  
and we p u t  = 0 , l  > r  . C o n s is te n t e s tim a te s  o f  th e  va ria n ces
and cova ria n ces  are o b ta in e d  by r e p la c in g  , v . ,  pQ^. ,
vbj 9 Phj  r e s p e c t i v e l y 9 j  = 1 ,  . . . ,  r  .
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Proof. The expressions (2.11) may be more easily derived by 
means of perturbation expansions (see Wilkinson, 1965, Chapter 2) for 
eigenvalues and eigenvectors than by directly evaluating
r y  ß 1 T *—» 10 [ XX, 0 “0
00
-1
VJ0 ß 1 l xx, T o 0 ß 1l XX, T0 w > “0
0 0 “ 0 0
-1
We expand the eigenvectors y^ . of
A  1 A  A  - I A  /S  "1£ = Q ^  Q Q ß 1 N  xx yz zz zy xx
about their limits, the eigenvectors y . of
= ß ß B'ß 1 ,0 XX 0 ZZ 0 XX ’
giving
% •  * % • +
-1
( V zn K2 _n2[P0j P0ZJ O^l^Ol^N
-1
+ I’ ( 4 - P0z)
y n . + r  Pn *-Poj
.2 „2
Oj 0Z
-1y P^v' ß ft 1y .+p .y'-rft 1ft v .oZ( oz oz zx xxHoj oj oZ xx xz OjJ
where ß^x = Z/ ^ZX' . Thus N* (y^ .-y .) has the same limiting
distribution as
-1\ K f pozj *Jo z K p o zv h ® u ^ + ^ v ^ 0 1 J h U v » ( 2 -16)
where
jß Xß  ) W 0, V
(—i—1 1C5
V. __
\ XX XZJ l XXJ
(2.17)
Similarly N 2 ecluivalen’t to
Vz
2tP0j_P0Zj
^-1
vozKpoZv^  ® ® wo/Jv • (2-18)
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Finally
pf . == pz . + u' .ft 1 fS B'+B ft 1y . = pz .Ii+2p "V .ft f^t V .-1fcj ‘ "OJ ' "OJ-'XX ^ "XZ 0' ~ o " z x J" x x r'oj 
Then from the square root expansion,
Oj
!■..» n ^
Oj Oj XX XZ OJJ
/1/2 fp .-p .) = fv' ® y' )v . v oj Oj K0j;
Thus, heuristically, (2.15) may be constructed from (2.16)-(2.18).
We may verify the result by forming the r [p^+p^+l]-order square matrix
from (2.15), appropriately ordered, and showing that
‘0 *[ft ®  ft 1 T L T '
r  \
ft ®  ft"1 T = T'
r  'n
ft ®  ft“1( ZZ XXj 0 5 0 { zz xxj 0 0 ( zz w  xxj
since the Lagrange multipliers are identically zero.
COROLLARY 3.4. If r = 1 in (2.1) and (1.4) then
l
N 2 J A'2 V^bl'V01^ 5 ff4 pfcl-poi) a** asymptotically 
independent with covariance matrices and variance respectively
pöi^xx‘woiyöi^ ' p
-2
01 ft ^-V v'ZZ 01 01 1 .
3.3 A te s t fo r  rank
The distribution theory we have given may be used to test 
hypotheses about the \l ., V ., p . : for example we could test
whether certain components of y (n ) ,  Z(n) may be omitted from any of
A
the simultaneous equations. Of course the forming of B^ submerges
A A Athe identities of the individual VL7., V.7., p„7. , and these cease toNg9 Nj9 Ny
be of more than intrinsic interest. The question of most importance 
concerns the rank of BQ , that is the number of simultaneous
equations needed to adequately describe the data. Unfortunately we 
cannot fit a matrix of suitably high rank r and then use our 
distribution theory to test rank{B^} - s < r versus rank{B^} - r by
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putting p . = 0 , s t 1 < j < ¥ or by setting up s - v equalities
between the (u' . • v'.l , for to do so would contravene the  ^Oj * 0CJ
identification conditions. If we are to attempt to find efficient 
estimates by means of iteration a test for rank is needed that can be 
carried out before this lengthy procedure. We propose a rough 
likelihood-ratio test. From our discussions of § 2.5 we are led to 
set up the approximate log-likelihood
- W 4 M )  I log det{fxx(uj} - \Qn , (3.1)
m
where in we replace $ by , taking fxx(Xg) = fxx 9
X € S . We denote by f (oa ) , f J estimates of the form3 m J mJ 9 mJ
2M N 1 I [w (s)-B,w (s)] [w (s)-B W (s)]* , 
s(m) y y
using = U , V ’ , = YZ'(ZZ')  ^ respectively. These easily
computed B^ are consistent when the true rank is r , min(p^, p^ ) 
respectively, and thus so also are , f^ . , under our conditions.
Now the estimation of a BQ of rank r effectively disposes of
l (p1-J+p0-J+l) = PnP0 - (p1-r)(p0-r)lr 2 1 (3.2)«7=1
degrees of freedom39, taking account of (2.2). Then from (3.1) and 
(3.2) the hypothesis rank{B^} = r would be accepted if the log
likelihood-ratio
2 Ml-1 log detjrT )} - log det|]~T
 ^ m 7 K ^ J
is less than a suitable percentage point of 
39 If r - min(p , p2) , (3.2) is
P1P2 " [p^min^, P2b  [p2-rnin(pi>
as we should expect.
2
x(p1-d (p2-d
p2h  = p xp 2 >
(3.3)
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The test reduces under certain circumstances to one that is 
commonly used for the testing of canonical correlations. If B is 
replaced by (-TT, it] and if the x(n) are believed to be independent 
we would, for all m 9 - M + l ’S m S M ,  replace by
(2tt) and f (w 1 byxx m J J
(2tt)-^  = (21Tff)-J-(Y-U,R,V'Z)(Y-U,R,V'Z)'-1 b"b'bl Jb"b'bl
(27T) -1V 1’ j
the sum being over r + 1 < j < min[p^9p^] . Then (3.3) reduces to 
if log det{n^nr] = N log det{l +fi'J V P
N \< log|l+p^.j
= -N r  log i^ i-pq
Thus (3.3) generalizes the familiar test for canonical correlations.
3.4 Regression on an unobservable variable
Economic models are sometimes formulated in terms of variables 
that are themselves unobservable but believed to be related to 
observable variables. We shall consider the model
y(t) = 3Qs(t) + x(t) , t £ R j (4.1)
where is a p^ * 1 vector and z(t) is an unobservable scalar
satisfying
z(t) - QL'z(t) , t € R , (4.2)
a being a p x 1 vector. It is perhaps more plausible to append
a residual to (4.2) but to do so would raise problems of identification. 
(See Goldberger, 1972.) Our model generalizes one treated by Zellner
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(1970), who takes p1 = 2 , 3q = (ßQ *, l) and gives explicit 
expressions for the LS estimates of (3q and aQ . Goldberger
(1972) gives an iterative ML procedure for estimating (4.1), (4.2), 
based on normality and independence assumptions. No attention seems 
to have been paid to distribution theory, under these and more 
general conditions. We shall give asymptotic theory for a general 
class of estimates of and 3Q .
To begin with, on substituting for z(t) in (4.1), the 
reduced form is
y(t) = 30oIq Z(£) t x(t) , t € R .
For identification purposes we require
aQ ( 0 = {a I a’a = l ; a  > A > o }  ,
a being the first element of a and A arbitrarily small. The
normalisation and sign constraint on a are thus modified to make 0 
compact. Alternative prescriptions are of course possible. We
A  Atake a^, 3^ to be the values minimizing
Q„ = n 1 I $(X ) 2{w (s )-ßa'w (s)}
g ^ J £
over a £ 0 . Then without bothering to state a formal theorem, 
under the conditions of Theorem 3.2
Um (Si j (Si) = I e’) , a.s.,
N->CO
: e’-ßi) ^  NCO, Z] ,N 0 • N No­
where Z is derived by deleting the final row and column from (2.7) 
and taking
T = 3 ® I • I ® a 5 = (a : 0) .
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In the efficient case $ = f  ^ we make the partitionA  A
T'Y0
-1
l XX J 0
1 * 3
v i / ' .  viz
3 • 2
and then
lim E{N[aN -a0)(aff-a0)’>
N-+CO VW^a
-1
4 9
lim E{ff(äff-a0)(6ff-e0)’} = -t;h
N-*x>
_i\w I 
2 3
W  _ U /  VI/ vi/ ^ m r
1 4 3 2 3
-1
*4 9 (4.3)
lim E{ff(ß -ß )(§ -$ )•> = f
N-*oo
-1
2 i +y;.Pi 3( 1 4 3 2 3j
-1v u  w  r u /  3 .  
4 3 2
where
¥ = I -
4 Po 0 a'y 1a ] a'f 1( 0 1  oj 0 1
We shall not discuss efficient estimation in the presence of 
serial correlation, although possible techniques are implied in §3. 
Appendix. When $ is constant, however, the estimates result from
/N-lthe solution of an eigenvalue problem. Taking $ = ft , fromA  A
~ A A— 1 /S
Theorem 3.1 we may call CL the eigenvector of ^7V^yy^w7 i-n the
*» t-y A A  Jr Lm
A
metric of ftzz corresponding to the greatest eigenvalue, with 
3^ = Ü  cl^  ; here we now use the normalisation rule a ^zza = 1 . 
When in fact the x(n) are i.i.d. (0, ft ) it follows from (4.3)
j. ^ j. ^
that the vectors N 2 (a -a ) , N 2 (3 ;-3n) are asymptotically independent,N  0 J 9 "0-
with covariance matrices respectively
-1
3'ft 13 V  xxMo (ft -a a'l , ft  ^zz 0 0; 9 xx
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3.Appendix. The computation of e f f ic ient  estimates
The source of our difficulties in efficiently estimating 
(Uq • V' i Rq) lies principally in the simultaneous variation40 of
f  and f  over BXX zz if either of these are taken as constant a
neat solution results. This is also the case when 
by the mixed autoregressive moving-average
m n
I x (n - j ) a ( j )  = I e (n - j )3 ( j )  ,
j =  o j = 0
x(n) is generated
where e(w) is i.i.d. (0, ß) and £7ze a(j), 3(j) are scalars. 
(The final condition renders the specification of little practical 
value.) We have
f xx(A) = (2ir) 3(j )e a(j )eijA
2
ß .
Thus, assuming such a representation, our spectral estimates will be
such that f  (A )  ^ has the form d(s)D ; replacing $ in (2.6) XX s
we have
«„ - I Iyya-B Z V -  z V 6’"6 1 hz^
because the scalars d commute with the matrices. Here and elsewhere
in the appendix we omit the argument s and we mean the sum to
include all ( B . It now follows exactly in the manner of Theorem
r
3.1 that the optimal choice is B = J p .y .V1 . , the p . being the 
r c 1 GC GC &
square roots of the greatest eigenvalues of D I 1 I V°
in the metric of D , the y . being the corresponding eigenvectors
and va,7 = T  i zz<fl_1 lizydvoj , i 1. . . . .  1* .
40 Hannan (1970, p. 299), Brillinger (1969) consider canonical 
correlation over a narrow frequency band, in which spectra are 
constant, whence the results are analogous to the classical results 
reported in §3.1.
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For more g e n e r a l  s i t u a t i o n s  i t e r a t i v e  p r o c e d u r e s  seem n e c e s s a r y ,  
and we t u r n  now t o  a d i s c u s s i o n  o f  t h e s e .  L e t  us suppose  t h a t  we 
have e s t i m a t e s  9 Po s s i k l y  d e r i v e d  in  t h e  manner o f  §2 . 5 .
Then we c o n s i d e r  m in im iz in g
Q„ = W 'h  ? v v ( A j " { w f s )-URV’w , ( S )}
_ 1
XX" s
+ t r irn Am r + (v'ft , v - i  ) r  1 ,y " zz rJ v j  9
where = and f
xx rj
a r e  r x r  sym m etr ic  m a t r i c e s
a
o f  L agrange  c o e f f i c i e n t s .  We have chosen  11^  = , 11^  = ^ zz in
o r d e r  t h a t  o u r  e s t i m a t e s  w i l l  be d i r e c t l y  com parab le  w i th
(U^ i V’ • R^) . I t  w i l l  be c o n v e n ie n t  t o  c o n s id e r  f i r s t  t h e  c a se
r  = 1 , s i n c e  t h e  p r o c e d u r e  we p ro p o se  f o r  r > 1 i s  somewhat d i f f e r e n t .  
We have
1 ^ / 3 y = -p  l GIyzv + p2 l Gyv'Izzv + ^ " ^ T y n  , U . l )
= -P I I zyGy + p2 I y 'G y I z z v + ^ ZZVYV11 » (A .2)
| 3 ^ / 9 p  = - I y ' GIy Zv + p l  y 'G y v ' I zzv . (A .3)
Here we have o m i t t e d  t h e  s u b s c r i p t  "1" from  o u r  p a r a m e te r s  and G
/s_l
d e n o te s  f  . We e q u a te  ( A .1 ) - ( A .3 )  t o  z e r o ,  r e p l a c i n g  y ,  V, p,
A  A
^ y l l 9 Yv l l  c o r r e s p o n d in g  h a t t e d  q u a n t i t i e s  w hich a r e  any v a lu e s  
o b e y in g  th e  f i r s t - o r d e r  o p t i m i z a t i o n  c o n d i t i o n s ;  th e n  p r e - m u l t i p l y i n g  
( A .1) by y '  and ( A. 2)  by v '  g iv e s  Y^11 = ^ v i l  = ° 9 from ( A . 3) .
A A
We commence w i th  i n i t i a l  e s t i m a t e s  y Q , ’ Gln ^ e ( ^ t l ) t h
i t e r a t i v e  s t e p ,  k = 0 ,  1 ,  . . .  we compute
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II1—1 +
A? 
< Q-
r,  ^ A A
]■ v k Gvkv k Iz z \ 1 U*GI v7 , *k yz k 9 (A.4)
r- n -1
v k+l  = p. 1 I  G v 'I A_ k +1 L k zz k
n A
I  GI v 7 , L yz k 5 (A.5)
-1
= } k + l   ^ K + i ^ k + l lzz_ y i gu7 _ , L zy k+l 9 (A.6)
and continue until convergence is hopefully achieved.
When r  > 1 we have
l3V 3U= -  y GI VR + 1 GBI VR + m  4 j r  , L yz L ZZ  XX U * (A.7)
13V 3V= -  1 h y 6^  + 1 lr., b ' gur + an vr , (A.8)
*3V 3pj - - I ^ GIyzvJ + ^ u}GBIzzvi ’ j - 1’
On pre-multiplying the first-order conditions derived from (A.7) and
A A(A.8) by U' and V' respectively we get
?y = Af10’ l G(lyz-BIzz)?R ,
fv = n ^ r  I  (izy-izz§’)GUR .
We observe that and have zero diagonal elements (from
(A.9)) but, in general, non-zero off-diagonal elements. (This is the 
reason we have distinguished between the cases r  = 1 and r  > 1 .)
We shall obtain equations determining an iterative step by substituting 
for T , rv in the first-order conditions derived from (A.7) and (A.8). 
We begin with the initial estimate (U^  • ; RQ) ; on the (fctl)th
step, k
V i
pL i
/N l _ ^  A A
0, 1, ... , we compute
° Ä  I GIyzAx I ' W z z \
{Vi I V 5« I (hy-hz^ 5}0^  W I T  ’
-1
1 " I
l \  ©  \ )  ' K l z z \  ©  GUJ (V, ©  0t) ’ veo{GIu7}k w  k-
adapting (A.7)-(A.9). Here 5 \  having diagonal ,
and the last expression is derived using (1.2.3) and (1.2.5). We 
shall not discuss conditions for, or speed of, convergence of this 
procedure although it is hoped to examine its performance at a later 
date. The method suggested by Aitchison and Silvey (1958) may 
converge more rapidly but it would require the inversion of a much 
larger matrix than those involved above. The obvious choice of 
initial values is (ll^ • \ , although this will not necessarily
be sufficiently close to the efficient estimate to provide convergence 
to the absolute minimum of Q^ .
In CCA search and iterative procedures may be dispensed with 
because the solution of the eigenvalue problem automatically provides 
the optimal solution out of all those satisfying the first-order 
conditions. To illustrate the difference between CCA and the present 
situation we shall briefly describe an alternative procedure for 
r = 1 , requiring the solution of an eigenvalue problem at each step. 
Putting (A. 3) = 0 and substituting for £ UfGI V ^  f°H°ws
that we must maximize
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o = P2 I u ' G y v ' I ^ v  .
Writing some of the JJ, V ’s as y^, and others as yk+19 /c+1
we have from (A.1)-(A.3)
= 0 .
We put with and we take as
the greatest zero o of
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det{, I G0-IzzV ^  l GXyz[l KGvklz z  ^ V (A.11)
A A
We start by computing d from initial values y^ , * ^rom
- t(A.ll) we find , derive = [a /d^J2 , solve (A.10) for
/A A A /v
y^, obeying the same normalisation constraints as yQ , ,
compute d^ , and so on. The volume of computation may be greater
than that generated by (A.4)-(A.6), although the greatest eigenvalue 
of a matrix can be found rapidly by means of the power method.
Moreover (A.11) could be used to check the optimality of a solution 
derived by an alternative method: if the estimates are p, y, V
A A  ~  ~and we replace y^, in (A.11) by y, V the greatest zero should
'V A  »V ^  ^  ^
equal p \ y'Gyv'I^V .
The techniques we have described are computationally onerous and 
it seems that one would often be content with the estimates ,
. It was shown in Theorem 3.3 that these have desirable properties
even in the presence of serial correlation and indeed it is possible 
to measure their efficiency without actually computing efficient
estimates. The matrix (2.7) (with $ = f ^ ) and the covariance
matrix of Theorem 3.3 may be estimated by replacing sums by integrals, 
i V- • R0) by (U£ : % : % ) ,  fxx by fxx . iq by and
/A
nv by . Then measures based on the non-zero eigenvalues of the
leading r [p +p2+1)-order square submatrices may be compared.
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CHAPTER 4
TIME SERIES REGRESSION WITH UNKNOWN LAGS 
4.1 Introduction
Linear regressions are usually fitted to time series data on the 
supposition that the endogenous variables depend on the past as well 
as the present behaviour of the exogenous variables. Thus we are led 
to formulate the model
y(t) = I B q (j )z (t-C .) + x(t) , t ( R .
«7=1 J
(l.l)
Here r is given, the C . are unknown and possibly non-integral
lags41 and the B^Cj) are matrices of regression coefficients. We
shall presently discuss the specification of (1.1) in greater detail.
A more plausible model than (1.1) might relate y(£) to a denumerable 
or a non-denumerable infinity of lagged values of Z(t) . One might 
regard (1.1) as an approximation to, or truncation of, such a model to 
keep the dimension of the parameter space finite. (There are alter­
native ways of accomplishing the latter aim, which we discuss in 
subsequent chapters.) In the following section we consider the 
identification and estimation of the £ . , Bq (j ) on the basis of a
sample y(n), Z(n) , n = 1, ..., N , and present asymptotic theory.
In §4.3 we describe the application of an elementary scalar model,
y(t) = 30s(t-C0) + x(t) , t £ R , (1.2)
to economic and oceanographic data.
Regression models that relate one time series to lagged values
4 1 If represents a lead rather than a< o • some J • ?0J
lag. As in §2 we allow for such a phenomenon but for brevity we 
shall always refer to the as lags.
of a second series have long been of interest in a variety of 
practical situations. However attention has focussed almost
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exclusively on models which include only lags that are multiples of 
the sampling interval, for example
r
y(n) = I B(j)z(n-j) tx(n) , n - 1, (1.3)
C=~q
For the estimation of (1.3) Hannan (1963, 1967) proposes an efficient 
procedure using broad-band spectral techniques and also some estimates 
that are not in general efficient but possess a desirable property 
analogous to that of orthogonal polynomials: the B(j) need not be
re-estimated when q or r are increased. Notwithstanding the 
practical convenience of such procedures, when y(n), Z(n) are 
sampled from a continuous process there is no reason in general why 
the underlying dependence should be confined to integral lags and 
there may be a need for more precise information about the lag 
structure. The results of the present chapter, for the most part, 
appear in modified form in Hannan and Robinson (1973), in which 
asymptotic theory for (1.2) is proved but that for (1.1) is merely 
stated. We shall follow the opposite course here because results for 
the multivariate case follow also from §2, and we include results for 
(1.2) as a corollary.
We confirm that (1.1) is of the form (2.1.1) by choosing
B = [B(i) • ... • B(r)] ,
T(t; 0) = [60-cJ : ... : <$0-^)] 0 Ip » (i-^ )
whence we have p  ^ = rp^ . If p . ^ - p ^ - v - 1  we get (1.2). More
generally with = p 2 = 1 but r > 1 we have a univariate
distributed lag model. However (1.1) deserves additional comment for 
when either p^ or p^ or both are greater then unity we must allow
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for the fact that we shall often wish to take a number of elements of 
the B (j) to be zero. Indeed, if prior considerations suggest no
duplications of £ . , for some J , either between or within
equations we would constrain every element but one of Bq (J) to be
zero. When there is no reason for believing any two pairs of 
components of y(t), Z(t) to exhibit identical lags all Bq (J ) will
have this form. Alternatively if a column, say the Z-th, of B^(j)
possesses more than one non-'zero element then appears in
more than one equation. Again, the event of Bq (j ) having more than
one non-null column implies that £q . appears with several ^(t) .
The last two specifications may be unrealistic in view of the 
availability of a continuum of lags from which to choose, but if a 
rough equality between several lags seems likely we may be willing to 
sacrifice accuracy for computational convenience by acting as if they 
were in fact equal and keeping r to a minimum. In order to 
incorporate zero42, and more general homogeneous linear restrictions, 
we take, from (1.4), 3 = vec'{B} and, following §2.2, introduce the
projection matrix L so that 3 = 3L embodies the constraints on
3 .
42 When all constraints are of the exclusion kind our results could 
be expressed in an alternative form which replaces the pseudoinverses 
in the theorem below by true inverses. Suppose there are altogether m 
elements, r 5 m < p^p^r , of B not constrained to be zero. We define
E to be the r x m matrix derived from I by omittingr lr 2 p p 2*
columns such that 3 = vecf{B}E is the 1 x m vector of non-zero 
elements of B . In general post-multiplication by E of a 
^1^2P-C°^umne^ rna'tr^x (or Pre-multiplication by E' of a p^p^r-rowed
matrix) has the effect of eliminating columns (or rows) corresponding 
to zero elements of B .
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4.2 Identification, estimation and asymptotic theory
The p o s s i b i l i t y  o f  t h e  C • b e in g  n o n - i n t e g r a l  p ro d u c e s  
p rob lem s o f  i d e n t i f i c a t i o n  t h a t  do n o t  e x i s t  f o r  th e  i n t e g e r - l a g g e d  
sy s tem  ( 1 . 3 ) .  C o r re s p o n d in g  t o  t h e  r e l a t i o n s  ( 2 . 2 . 3 ) ,  ( 2 . 2 . 4 ) ,  f o r  
A £ B ,
j 00 r  r  j
fy VW  = I I I  B0( j ) f ^ z (A+27TZ)B0(/c)fe x p { i (c 0 .-C0J(A+2TrZ)} + f “ ( X )  ,
-OO J_ 2_ "
fy z (X) = l l B0( j ) e x p { i c Qj.(X+2TrZ)}f^z (X+2TTZ) .
c dtW ithout b e in g  a b le  t o  deduce  t h e  f zz from  f  we c a n n o t  p o s s i b l y
i d e n t i f y  t h e  Cqj s Bq( j ) from knowledge o f  , f y Z u n i 033 The
Cq . a r e  i n t e g e r s .  Thus we impose ( i v )  w hereupon , f o r  e x a m p le ,
r  i C .A
f V2a )  = I  B ( j ) e  ^  f 77<*> . X € 8 ,
y J= 1
o m i t t i n g  th e  s u p e r s c r i p t  d . However, f u r t h e r  i d e n t i f i c a t i o n  
c o n d i t i o n s  a r e  r e q u i r e d .  We t a k e  £ . t  , 3 ^ k ,
3 , k = 1 ,  . . . ,  r  , f o r  o t h e r w i s e  t h e r e  would be a te rm  
|_Bq(J  )+Bq( ^ ) ]  Z (T-Cq j ) and Bq(j ) ,  BQ(k )  would n o t  be i d e n t i f i e d .  4 3
To i d e n t i f y  . we must have Bq(j ) ^ 0 , a l l  j ,  ( f o r  ( 1 . 2 )  we
need  ^ 0 ) and an o r d e r i n g  such  as £__ < < . . .  < (Lü 01 02 Or
Because an a l m o s t - p e r i o d i c  f u n c t i o n  i s  u n iq u e ly  d e f i n e d  by i t s
e x p o n e n ts  and c o e f f i c i e n t s  t h e  c o n d i t i o n s  we have imposed e n s u r e  t h a t
r  r
I B ( j ) e x p  ( i£ .A )  £ I Bq (j  )exp ( i  £ A) a lm o s t  everyw here  i n  B 
«7 = 1 J J=1  k
when ( C I B) ^ : 30) j w here C = ; . . .  • Cp) . Then f o r
43 T r i v i a l l y ,  we c o u ld  o f  c o u rs e  use  o u r  p r o v i s i o n  f o r  l i n e a r  
r e s t r i c t i o n s  t o  e x p r e s s  t h e  m odel i n  an u n eco n o m ica l  b u t  i d e n t i f i e d  
f a s h i o n  w i th  . = £ . , some J  t  k .
t/ '-'t/
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s u i t a b l e  $ , f  , (v )  w i l l  h o l d .  We can n o t  u se  t h e  d i s t r i b u t i o n
t h e o r y  below t o  t e s t  t h e  h y p o th e s e s  Bq(j ) = 0 , f o r  any J  , o r
= , f o r  j  ^ /c , b e c a u s e  were t h e s e  t r u e  t h e  i d e n t i f i c a t i o nOj On
c o n d i t i o n s  would be c o n t r a v e n e d .
We c o n s i d e r  t h e  a p p ro x im a t io n
W ( e )  = 5! )exp ( iC 07-Xs ) wz ( s )  + w ( a )  , Ag € B .
y J  = 1 J
, - /S  •  /S  'v
THEOREM 4.1 .  Denote by • 3^J t/ze v e c to r  m in im izing
- i  i f  p  ^ 2
= #  I <K x J 2| wy (s ) -  J  B( j  )exp Wz ( e ) |
c>yer adm issib le  (C * 3) sue/z th a t ,  fo r  g iv e n 44 X , ,
--N  < K < C  < . . . < C  < K < -N .. . .  -  ^2 “  2
Let s a t i s f y  th ese  c o n s tr a in ts  and l e t  (1 .1 )  and c o n d itio n s  ( i i ) .
( i v )  and  (v )  hold. Then
l im  i = (?n i O  ,  a . s .N-*x>
Moreover i f  C > K , CQp < and c o n d itio n s  ( v i )  and ( v i i )  a lso
ho ld j then as N -* 00
* •
N2  ^ 7^17 ^  ^ o ,  y * - ) +Y0( * f x x * ) y * ) '
where
Y($)  = ( 2TT ) -1 T(A) {fz z (-A) ® $(A)}T(A)dA 3
w ith
T(A) LAe(iCA) ® ( v e c { B ( l ) }  • . . .  • v e c { B ( r ) } )  • e(LCA) ® I L
P j ? 2 -
44 However b e c a u s e  o f  t h e  p a r t i c u l a r  way th e  C- a r e  i n v o l v e d ,
0
Hannan’s (1973 b )  p r o o f  o f  t h e  u n i fo rm  c o n v e rg en ce  o f  a u t o c o v a r i a n c e s  
seems t o  im ply  t h a t  t h e  a s su m p t io n  o f  com pac tness  i s  u n n e c e s s a r y  f o r  
t h e o r e t i c a l  p u rp o s e s  h e r e .
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in which
e(Sw) = [exp(ci )^ ; ... : exp(c^)J •
Proof. The proof follows from Theorems 2.3, 2.6. The interval 
\k^K^\ is taken to be a subset of (-|w, |/l/] because Q^  is
periodic of period N in the t,- . Because e(i£A) and its derivatives
are continuous in A and C , (iii) and (ix) are implied. The form 
of ¥ follows by considering derivatives of 
v
vec| I B(j )exp (i£ .X) = vec’jCBd) ; ... ; B(r)]
V=i J
e(iCA)' ® I
e(iCA) ® I |>3' .
The derivative in 3 follows immediately; the derivative in C is 
i\ [exp (i£^A) vec{B(l) } • ... • exp (iC A) vec{B(r) }j
= iAe(iCA) ®  (vec{B(l)} i ... • vec{B(r)}) . 
On re-writing Q^ in the manner of (2.3.6) we have for given
C the estimate
V « )  = M O ’ [LH (5, OL]+ , (2.1)
where
V C) = ff_1 I e(i?Xs)* © vec{t(X8)I (s)} ,
H9 (?, 5) = ff"1 Ie{i&g)*e[i&g) © Iz2(-s)  ® *(Xs ) .
B
We could of course assume the value of and find an explicit
linear estimate of 3q from (2.1); our theorem, implies desirable
properties for such an estimate. However when we also wish to 
estimate we may proceed by maximizing h^( £)' Q_H^( C)L"[+h^(C)
and then substituting in (2.1).
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COROLLARY 4.1. Denote by • 3^) the vector minimizing
QN = N 1 I \Wy^s )~3exp [it.X^w^(s) j 2cp (A^) ,
where cp is continuous and even. Let (1.2) hold with 3 Q t 0 . 
Then the variates N^ [z,^ -Z,Q) 3 N* (§ — are asymptotically 
independent with variances
(2TT)'1 2^fsza)fxxa)Twdx 3Q (27T)_1 X2/ (X)<p(X)dXV
T> SS
>2
( 2 tt)-1
B
M d X  / V(2tt)-1
B
f (\)q>a)d\\2 ,
respectively. J/ moreover3 for all X € B = ( - tt, tt)
/a a U )  = > 0 , <p(X) = / ^ ( X ) - 1
tfoe variances are respectively
3/p (B0tt)_2 , 1/p •
The corollary easily follows from the theorem. We note that the 
variances are independent of Cq and that the precision of is
directly related to the strength of the relationship between y(t) 
and z[t-Z,^] , that is on the magnitude of | 3Q | • The second part
of the corollary deals with the efficient case with constant signal- 
to noise ratio.
Because we have not incorporated lagged endogenous variables in 
(1.1) the results of the present chapter are perhaps of less relevance 
to economics than to certain branches of the physical sciences. Our 
models may be suitable in circumstances in which a common signal is 
received by two recorders , arriving at one recorder with a lag 
relative to the other, the lag being determined by the speed of 
propagation and direction of the signal and the distance separating
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t h e  r e c o r d e r s .  Hannan and Thomson (1972) e n v is a g e  such  a s i t u a t i o n ,
b u t  o v e r  a v e ry  na rrow  f r e q u e n c y  band . Our b ro a d  band  m odel may be
l e s s  p l a u s i b l e  i n  t h i s  c a se  b e c a u s e  i t  seems t h a t  d i f f e r e n t  f r e q u e n c y
components o f  t h e  s i g n a l  a r e  l i k e l y  t o  g iv e  r i s e  t o  d i f f e r e n t  l a g s .
We n o te  a l s o  t h a t  i f ,  as  o f t e n  i n  th e  n a t u r a l  s c i e n c e s ,  i t  i s  p o s s i b l e
t o  choose  a v e ry  s m a l l  sa m p l in g  i n t e r v a l  one may be c o n te n t  t o
c o n s id e r  i n t e g r a l  l a g s , t h e  a v a i l a b l e  e x t r a  p r e c i s i o n  b e in g  o f  no
v a lu e .  However t h e  number o f  i n t e g e r s  t o  be sc an n e d  may be  v e ry
l a r g e  and t h e  c o m p u ta t io n a l  e f f o r t  in v o lv e d  in  m in im iz in g  o v e r
i n t e g r a l  C . may be com parab le  t o  t h a t  o f  m in im iz in g  o v e r  a l l  
C
£ .  € R . F u r th e rm o re  an a s y m p to t i c  t h e o r y  f o r  such  e s t i m a t e s  may be
3
d i f f i c u l t  t o  d e v e lo p .
4.3  Numerical Examples
The p e rfo rm a n c e  on two s e t s  o f  d a t a  o f  t h e  e le m e n ta ry  s c a l a r  
model ( 1 . 2 )  was exam ined . The f i r s t  d a t a  used  c o n s i s t e d  o f  a  s e r i e s  
o f  m onth ly  m easurem ents  o f  U .S . Money S tock  ( n o t  s e a s o n a l l y  a d j u s t e d )  
and a s e r i e s  o f  m on th ly  i n d i c e s  o f  U.S. I n d u s t r i a l  P r o d u c t i o n ,  b o th  
f o r  t h e  p e r i o d  195 5 -1 9 7 0 ,  each  s e r i e s  c o m p r is in g  192 o b s e r v a t i o n s .  
There  i s  f o u n d a t io n  f o r  a r g u in g  t h a t  e i t h e r  o f  t h e s e  s e r i e s  l e a d s  t h e  
o t h e r ,  an o b s e rv e d  l a g  b e in g  th e  r e s u l t  o f  a v e ra g in g  l e a d s  as  w e l l  as 
l a g s ;  i t  i s  t h u s  p e rh a p s  u n r e a s o n a b le  t o  r e g a r d  e i t h e r  v a r i a b l e  as 
p u r e l y  e x ogenous .  A more p l a u s i b l e  model would be  o f  t h e  m u l t i p l e  
ty p e  c o n s id e r e d  in  §4.2 o r  i n  s u b s e q u e n t  c h a p t e r s ,  p o s s i b l y  t r e a t i n g  
b o th  money s to c k  and p r o d u c t i o n  as endogenous and i n t r o d u c i n g  a l s o  
v a r i a b l e s  which a r e  more a c c e p t a b l e  as  ex o g en o u s .  N e v e r t h e l e s s ,  
y ( t )  was t a k e n  as  money s to c k  and z ( t )  as  p r o d u c t i o n .
A
We deduce  from  §4.2 t h a t ,  a f t e r  m e a n - c o r r e c t in g  th e  d a t a ,  L,
i s  th e  v a lu e  t h a t  m axim izes
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Then
N 1 I J^ (s)exP ^ \ } M Xs)} • (3.1)
K= I ^ (s)exp (iV s ^ ^ / 1 v s)(p^  • (3.2)
In the first place we took B = ( - tt, tt) and cp = 1 . (In this 
case, incidentally, the maximization of (3.1) is very similar to the 
maximization of squared autocovariances because, for integral 
C > 0 , (3.1) is
{<21,>_1G v o + v s - J 10] }  ’
j^ | < N .) Secondly these estimates were used to estimate /^(X) 
from
= 2Wffl’1 £ , N (s)-g exp(i£/s)ws(S)|2 ,
s (???) 17
for co = 0  ± -TT.....± Ztt , tt . Thus M -  Q . Then efficientm 9 e » ’ 8
^-1estimates were derived by inserting the / in place of cp inoccc
(3.1) and (3.2). Because independent examination of the coherence 
between y(n) and s(n) indicated little mass beyond a relatively 
small band centred at the origin, the same procedures were carried 
out with B = (- q^ TT, qqrTT) • The results are as follows. (For
~-lbrevity we put f  for f  .)
Table 4.1
Economic Data
B <P
A
CN s - e - % s . e .  S,N
( -TT , TT) 1 0.342 0.0 80 0.741 0.061
i t f 0.027 0.024 0.873 0.038
TT71» 1 1.477 0.616 0.749 0.056
n f 0.489 0.352 0.817 0.052
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In fact (3.1) was in each case maximized over 
IC| ^ 2 0  . The estimates using / are the result of carrying out
the cycle of estimating Cq » 3q and / four times although a
satisfactory degree of convergence had been attained after the 
second iteration. The standard errors were computed from the 
formulae given in the first part of Corollary 4.1, replacing integrals
A
by sums, spectral densities by periodograms and 3Q by ß . The
/s.
difference in between lines 1 and 2 of Table 4.1 suggests
that the model is unsuitable over (-7T, tt) . It seems that the 
relative over-weighting of low frequencies in line 1 , where possibly 
a large average lag is present but the coherence is still low, gives
A
rise to the high value of • it was felt that the lag might more
reasonably be regarded as constant over (- y|-TT, py-TT) , and in fact 
the proportional discrepancy between lines 3 and 4 is less. We 
emphasize that inspection of the data reveals substantial trend and 
seasonal effects: money stock shows little variation during the
first half of the period apart from an annual cycle, and then shows a 
gradual upward trend. Thus apart from the model being invalid our 
stationarity assumptions are contravened. Because of the likely 
absence of high frequencies, however, (iv) is probably reasonable, as 
it seems to be in respect of the second set of data. This consisted 
of measurements of sea level, recorded twice daily at two localities 
approximately 270 miles apart on the Australian East Coast, namely 
Coff's Harbour and Fort Denison. A shelf wave is known to travel 
from south to north and so Coff’s Harbour, which is the most northerly, 
was chosen as y(t) and Fort Denison as z(t) . Four sets of 
estimates were again computed, in the same way as before (with 
M - 8 still) but taking (on the basis of prior information) B as
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( -  yf-7T, y|-7T) i n  t h e  s e co n d  p l a c e .
Tab le  4 .2
O c e a nog ra ph ic  Data
B 4>
/ v
CN s . e .
/ \
h s - e -
( - T T ,  7 T ) 1 1 .483 0 .133 0 .925 0 .0 5 4
?! f 3 .271 0 .039 0 .4 8 8 0 .036
f  -  —^- T T  - 5 — 'IT ) v 1 6 " »  1 6  J 1 1 .418 0 .175 0 .935 0 .0 5 4
i t f 1 .629 0 .154 0 .894 0 .046
Because  o f  t h e  c o m b i n a t i o n  o f  low c o h e re n c e  and s m a l l  f  a tcccc
A A
h i g h  f r e q u e n c i e s  t h e  i n v e r s e  w e i g h t i n g  by /  d i s t o r t s  i n  l i n e
2. The s i t u a t i o n  i s  r e c t i f i e d ,  h ow e ve r ,  by t h e  e x c l u s i o n  o f  h i g h  
f r e q u e n c i e s ,  t h e  r e s u l t s  i n  l i n e s  1 ,  3 and 4 a g r e e i n g  r e a s o n a b l y  
w i t h  p r i o r  e x p e c t a t i o n s .
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CHAPTER 5
DIFFERENCE EQUATIONS WITH UNKNOWN DIFFERENCES
5.1 Introduction
There are often good reasons for including in a linear model 
lagged values of the endogenous variables, relating the latter to 
their own past history besides that of other variables. Such 
systems, which have long interested economists5tend to imply that the 
effect of Z(£) on the future behaviour of y(t) is long-term as 
well as short-term. We consider the system 
q v
y(£) + I A (j)y(t-n .) = I B (j )z [t-q .) + u(t) , t € R . (l.D 
j=0 J j=l J
Here and r are given integers, the T] ., Cn •
'-'t/ '-'t/
possibly non-integral lags and the A Q (j ), B q (j )
are unknown and 
are respectively
x p n and p x p^ coefficient matrices. We denote the residual
process u(t) rather than X(t) for a reason that will presently be 
indicated.
We wish to estimate the ri ., A (j), B (j) by means of Nuj jj u u
observations on y(n), z(n) sampled at unit intervals. There has 
apparently been no previous discussion of the identification and 
estimation of models such as (1.1) when the r| ., Cqj are not known
integers. The inclusion of the lagged y(t) introduces a complication 
but the type of estimates we suggest follows from §2. To express (1.1) 
in the form (2.1.1) we must consider its solution or reduced form, 
whose nature depends on whether or not the system is stable. We 
describe the general system (2.1.2) as stable if and only if all 
zeros co of det{A^[exp(cot)]} have negative real parts, where we
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r e p l a c e  each  e le m en t  o f  y ( t )  by exp (tot) . Then i f  ( 1 . 1 )  i s  s t a b l e  
we s h a l l  s e e  t h a t  i t s  s t a t i o n a r y  s o l u t i o n  e x p r e s s e s  y ( t )  i n  te rm s  
o f  Z( T ) f o r  T < t  o n l y ,  u n l e s s  £ . < 0 , some J  , i n  which c a se
v a lu e s  o f  z (t ) o v e r  a  f i n i t e  f u t u r e  p e r i o d  a r e  a l s o  in v o lv e d .  
U n f o r tu n a t e l y  t h e  m a th e m a t ic a l  p rob lem s o f  l i s t i n g  p o s s i b l e  s o l u t i o n s  
o f  ( 1 . 1 )  and l a y i n g  down p e r s p i c u o u s  s t a b i l i t y  c o n d i t i o n s  in  te rm s  
o f  t h e  p a ra m e te r  v a lu e s  a r e  more d i f f i c u l t  t h a n  f o r  a u t o r e g r e s s i v e  
sy s tem s  i n v o lv i n g  o n ly  i n t e g r a l  d i f f e r e n c e s .  The t r e a t m e n t  o f  l i n e a r  
d i f f e r e n c e  e q u a t i o n s  w i th  n o n - i n t e g r a l  d i f f e r e n c e s  in  t h e  m a th e m a t ic a l  
l i t e r a t u r e  i s  o f  l i t t l e  u se  t o  us h e r e .  More i n t e r e s t  has  been  shown, 
in  any c a s e ,  in  t h e  mixed d i f f e r e n c e - d i f f e r e n t i a l  e q u a t i o n  sy s tem s  
c o n s id e r e d  i n  §7 w h ic h ,  i t  must be s a i d ,  a p p e a r  t o  o f f e r  a more 
p l a u s i b l e  d e s c r i p t i o n  o f  many c o n t in u o u s - t im e  r e l a t i o n s  t h a n  does 
( 1. 1) .
B ecause o f  th e  r e l a t i v e  l a c k  o f  p r e v io u s  work i n  t h e  f i e l d ,  i t  
seems d e s i r a b l e  t o  p o s tp o n e  o u r  d i s c u s s i o n  o f  ( 1 . 1 )  by d e a l i n g  f i r s t ,  
i n  § 5 .2 ,  w i th  t h e  s o l u t i o n  and s t a b i l i t y  o f  s im p l e r  s c a l a r  m odels .
In  §5 .3  t h e  i d e n t i f i c a t i o n  and e s t i m a t i o n  p rob lem s f o r  ( 1 . 1 )  a r e  
c o n s i d e r e d ,  and a s y m p to t i c  t h e o r y  p r e s e n t e d .  F i n a l l y  in  §5 .4  we 
d e s c r i b e  t h e  a p p l i c a t i o n  o f  a  s im p le  model t o  o u r  econom ic and 
o c e a n o g ra p h ic  d a t a .  The r e s u l t s  o f  t h e  p r e s e n t  c h a p t e r  a r e  t h e  
s u b j e c t  o f  an a r t i c l e  t h e  a u th o r  i s  p r e p a r i n g  f o r  p u b l i c a t i o n .
5.2 Scalar difference equations
We c o n s id e r  t h e  f u n c t i o n a l  e q u a t io n
q
L a ( j  )y [t-T] .) = w(t) , t  € R ,
J=0 J
( 2 . 1 )
w i th  q > 1 . W ithou t l o s s  o f  g e n e r a l i t y  we impose th e  n o r m a l i s a t i o n  
c o n s t r a i n t  a ( 0 )  = 1 , and t a k e  a ( j )  t  0 a l l  j  and
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0 - rU < r L < * . * < r l • A more common form th a n  ( 2 .1 )  i n  t h e0 1 q
m a th e m a t ic a l  l i t e r a t u r e  i s
I YU)y{x+Q-)  = v(x)  ,
J=0 J
( 2 . 2 )
where O = 6 _ < 0 n < . . . < 6  
0  1  (
, t h e  0 . b e in g  r e f e r r e d  t o  n o t  o n ly
as d i f f e r e n c e s  o r  l a g s  b u t  a s  sp a n s  o r  r e t a r d a t i o n s .  I f  we t a k e
X = t  -  0^ , 0^ = -  n . , Y(j ) = o t (^ - j )  , j  = 0 ,  1 ,  . . . ,  q ,
y ( i - r |  ) = w ( t )  th e n  ( 2 . 2 )  becomes ( 2 . 1 ) .  For  r e a l  x  , 0 .  and
complex Y ( j )  » ( 2 . 2 )  h a s  been  s t u d i e d  by Bochner ( 1 9 3 1 ) ,  R a c l i s
( 1 9 3 0 ) ,  M art in  ( 1 9 3 8 ) ;  f o r  complex x  , 0 .  by P i n c h e r l e  ( 1 9 2 6 ) ,
0
C a rm ic h ae l  ( 1 9 3 3 ) ,  S t r o d t  ( 1 9 4 8 ) .  However t h e r e  a r e  fu n d a m e n ta l  
d i f f e r e n c e s  be tw een  o u r  a p p ro a c h  and m o t i v a t i o n  and t h a t  o f  t h e s e  
a u t h o r s .  They t a k e  v(x)  t o  be a member o f  some c l a s s  o f  f u n c t i o n s  
( e . g .  a  f u n c t i o n  o f  e x p o n e n t i a l  ty p e  o r  an e n t i r e  f u n c t i o n )  o r  
a l t e r n a t i v e l y  c o n s i d e r  t h e  homogeneous c a s e  v(x)  = 0 . In  ( 2 . 1 ) ,  
on t h e  o t h e r  h a n d ,  a l l  q u a n t i t i e s  a r e  r e a l  and w( t )  i s  n o t  a 
d e t e r m i n i s t i c  f u n c t i o n  b u t  a s t a t i o n a r y  s t o c h a s t i c  p r o c e s s  whose 
h i s t o r y  i s  in d ex e d  by t  . M oreover ( 2 . 2 )  i s  g e n e r a l l y  t a k e n  t o  be 
v a l i d  o n ly  o v e r  a p r o p e r  s u b s e t  o f  t h e  complex p l a n e  o r  R , i n  which 
c a se  b ounda ry  c o n d i t i o n s  a r e  n e e d e d .  In  t h e  common s i t u a t i o n  i n  
which ( 2 . 2 )  i s  v a l i d  f o r  ( r e a l )  x > 0 , y ( x ) i s  assumed f o r  
-0  < x  < 0 . The g e n e r a l  s o l u t i o n  i s  t h e n  n o t  s t r i c t l y  o f  t h e  form
( 2 . 1 . 1 ) ,  i n v o lv i n g  an e x t r a  t e rm  d e p e n d en t  on t h e s e  c o n d i t i o n s . 45
For ( 2 . 1 )  w i th  t  € R , h o w e v e r ,  such  a te rm  w i l l  n o t  a r i s e ,
a l th o u g h  c o n d i t i o n s  on y ( t )  as | t |  ■+ 00 a r e  im p l i e d .  F i n a l l y  th e
s tu d y  o f  non - i n t e g r a l  d i f f e r e n c e  e q u a t i o n s  has  c e n t r e d  a ro u n d  t h e  q u e s t i o n  
45 In  t h e  e v e n t  o f  s t a b i l i t y ,  how ever ,  t h i s  te rm  decays  t o  z e r o  as
i n  x > 0 .
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o f  t h e  e x i s t e n c e  and u n iq u e n e s s  o f  s o l u t i o n s  o f  ( 2 . 2 ) ,  p a r t l y  a s  an
i n t e r m e d ia r y  t o  t h e  s tu d y  o f  more advanced  e q u a t i o n s  in  w hich  t h e
y ( j )  a r e  f u n c t i o n s  o f  x , i n  p a r t i c u l a r  when t h e y  a r e  a s y m p t o t i c a l l y
c o n s t a n t .  Our c o n c e rn s  a r e  more mundane. In  t h e  b e l i e f  t h a t  y ( t )
i s  c a u s a l l y  d e p e n d en t  on o n ly  p a s t  zj( t ) we w ish  t o  know w h e th e r
g iv e n  X] . ,  a  ( j )  im ply  s t a b i l i t y  and t o  d e r i v e  t h e  s o l u t i o n .  We s h a l l  
J
s u g g e s t  a s im p le  s u f f i c i e n t  c o n d i t i o n  f o r  s t a b i l i t y .
In  t h e  m. s .  s e n se  ( 2 . 1 )  i s
ez t X{ k - i X ) d y  (X J-d X y U )}  = 0 , t  € R ,
where X^(X) have  o r th o g o n a l  in c r e m e n ts  ( t a k i n g  z / ( t ) ,  w( t )
t o  be s t a t i o n a r y )  and
a(oo) = l  a ( j  )exp (n-a)) . ( 2 . 3 )
«7=0 C
We sh a ll always assume th a t  a(£X)  i s  hounded away from zero . ,46 
uniform ly in  X € R . The fo rm a l  s o l u t i o n  i s  t h e n
y w  = [ e i a ä ( - i A ) ' 1dxu (X) , f  (  R . ( 2 . 4 )
The form  o f  ( 2 . 4 )  in  te rm s  o f  l a g g e d  w{ t )  depends  upon t h e  d i s t r i b u t i o n  
o f  t h e  z e ro s  o f  a(-oo) . Now th e  a l m o s t - p e r i o d i c  f u n c t i o n  a (-0))  
has  i n f i n i t e l y  many z e r o s ,  a l l  o f  w hich l i e  in  a s t r i p 47 
I cr! < K < 00 , where O w i l l  a lw ays  d e n o te  R2.{w} . As i n  Bochner 
(1 9 3 1 ) ,  M a rt in  ( 1 9 3 8 ) ,  t h e  s e t  o f  r e a l  p a r t s  o f  a l l  z e r o s  o f  a(-oo) , 
w i th  l i m i t  p o i n t s  a n n e x e d ,  has  a com plem entary  s e t  on R c o n s i s t i n g  
o f  a t  most denum erab ly  many open i n t e r v a l s ,  which i n c lu d e  two h a l f -
46 I f  iX is jD o u n d e d  away from  th e  z e r o s  o f  a ( - a j ) ,  u n i fo r m ly  in
X £ R , th e n  cx(iX) i s  bounded away from z e r o ,  u n i fo r m ly  in  X £ R . 
(B ellm an and Cooke, 1963 , p .  4 0 3 . )
47 T h is  s tem s from th e  dom inance o f  th e  f i r s t  t e r m ,  a ( 0 )  , o v e r  t h e  
r e m a in in g  te rm s  in  ( 2 . 3 )  f o r  O > K and th e  dom inance o f  
a (q )e x p { -r i  a)} f o r  o < -K .
<7
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lines, the right being denoted J  ^ and the left, «7^  . Now the set
{ri .} forms a basis for the numbers
J = 0
n .n • for all 
3 3
n. ( {n I n = 0, ±1, , 3 - 0, . .. , q . We denote by y
the number for which ft. = 0 , all J , (so y = 0) and denote3 u
the remaining distinct numbers y^, y^, ... , in some arbitrary
order. Then for ö ( ^  , a(-oo) is an analytic almost-periodic
function with generalized Dirichlet expansion
a(-u))-1 I k (y ) exp fy go) , m K n J 9ft=0
(2.5)
m = 0, 1, ... . The real coefficients k^(y ) are uniquely deter­
mined and (2.5) converges absolutely, a € . Now if {0} € «7^
we can re-write (2.4) as 
y(t) =
o n-Q
I k (y W(t+y ) , t € R . LÄ nJ K nJft=0
(2.6)
It is not difficult to check the validity of (2.6) as a solution of 
(2.1) by means of the relations
\ a( *^)Km ^ n+T1j) = 1 ’ « : 0; = 0 , f t ^ 0 ,
J = 0
which follow from the identity
_1 00 Q
= l  l a(j)K (yjexp{(y -n.Jü)} >1 = a(-a))a(-co)
ft=0 j=0 m " ft' n j'
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on collecting terms with like exponents.
Now k (u } = 0 , all p > 0  when m m v nJ n 0 , for otherwise
\ K q exp (y w) would not converge uniformly in a > 0 . If,
conversely, a(-co) = 0 , some Q > 0 , the Dirichlet expansion of
a (-to) ^ (for 0 = 0 )  will involve non-zero K (y ) for somen'
]i > 0 , for otherwise the expansion would converge uniformly in
O > 0 . Thus a necessary and sufficient condition for (2.6) to 
involve w (t ) only for T 5 t is that all zeros of a(-oo) have 
negative real parts. Now for O € ,
k
a( -co)-1 l
k=o L «7 = 1
a(j )exp (-n .w) 
d
1 + l ( “D fe ••• 1 T~T ot(j* )exp[-ri . 03
Z' = 1 *7* = 1 *7 =1 7 — 1 \ V 1 ,k-1 j'1=l j^=l Z=1 " v
Thus when (2.1) is stable its solution, under our conditions, is
y(t) = w(t) + I (-l)k  ^ ...  ^ a(j ) ...
k=l J l=1 Jk =1
* CL[^ \)w [t - n . - ... - n. , t £ R . (2 .7 )
K l 3-1 3%,)
Stability conditions for given r| . , a(j) are of course
0
If (2.1) is valid for t > 0 only, with y(t) given for
-T| < t 5 0 , the series in (2.6) is truncated by the omission of
qterms in which W has non-positive argument. Moreover a further term 
is included and it is not hard to show that this has the form 
q 00 rO q ,
y(T)ä(t-T+u -n ) d x = - l a U )  IK (t+p -n.) ,
1 0 J-n^ . d 1 n(j)
where the second sum is over n for which 0 < t+\l < T\ . . Thisn «7
term, in the initial values of y(t) , may alternatively be expressed
as 1 p •( t)exp{o3^ .f} , the sum being over distinct zeros ok of
a(-oü) and p .(£) being a polynomial of order less then the 
3
multiplicity of 03. . The term decays to zero as t -*■ 00 if 
0
Re{o).} < 0 uniformly.
C
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r e q u i r e d ,  t h e  a c t u a l  c o m p u ta t io n  o f  even a s m a l l  number o f  z e ro s  o f
ot(-üü) g e n e r a l l y  b e in g  o u t  o f  t h e  q u e s t i o n .  U n f o r tu n a t e l y  no such
c o n d i t i o n s  a p p e a r  t o  have  been  d e v e lo p e d  f o r  s i t u a t i o n s  i n  w hich  t h e
r| . a r e  n o t  o f  a v e ry  s p e c i a l  form . However b e c a u s e  ot(w) i s  
J
c o n t in u o u s  a s u f f i c i e n t  c o n d i t i o n  f o r  {o} € i s
f  a ( j ) e x p ( - n
J =  1
< 1 G >  0
S in ce  th e  l e f t  s i d e  i s  b o u n d e d ,  u n i fo r m ly  i n  G > 0 by \  | a ( j ) |  ,
J = l
a s u f f i c i e n t  c o n d i t i o n  f o r  s t a b i l i t y  i s
\  10t(j ) I < 1 . ( 2 .8 )
J=1
Thus uniform ly in  r\ . > 0 , j  = 1 ,  . . . ,  q , ( 2 . 1 )  i s  s t a b l e  w henever
C
•  •
[ a ( l )  • . . .  • a ( q ) ]  i s  an i n t e r i o r  p o i n t  o f  t h e  h y p e rc u b e  h a v in g  
v e r t i c e s  a t  (± 1 ,  0 ,  . . . ,  0 ) ,  . . . ,  ( 0 ,  . . . ,  0 ,  ±1) . Our c o n d i t i o n  
l a c k s  r e f in e m e n t  i n  t h a t  i t  u s e s  o n ly  t h e  f a c t  t h a t  t h e  T) . a r e
p o s i t i v e  and d i s t i n c t  so  f o r  g iv e n  r |^ ,  . . . ,  r\ i t  may f a i l  t o  d e t e c t
t h e  p r e s e n c e  o f  s t a b i l i t y .  For t h e  s e c o n d - o r d e r  i n t e g r a l - d i f f e r e n c e  
e q u a t io n
y ( t )  + a ( l ) z y ( t - l )  + a ( 2 ) z / ( t - 2 )  = w( t )  , t  6 R , ( 2 . 9 )
necessary and s u f f i c i e n t  c o n d i t i o n s  f o r  s t a b i l i t y  a re
a ( 2 )  < 1 , a ( l )  -  a ( 2 ) -  1 > 0 , a ( l )  + a ( 2 )  + 1 > 0 . ( 2 .1 0 )  
The r e g i o n  ( 2 . 8 )  r e p r e s e n t s  o n ly  one h a l f  o f  ( 2 . 1 0 ) .  We n o t e  t h a t  
( 2 .1 0 )  p r o v id e s  a necessary  c o n d i t i o n  f o r  ( 2 .1 )  ( w i th  q = 2 ) t o  be 
s t a b l e  uniform ly  in  (r| ; • A f u r t h e r  n e c e s s a r y  c o n d i t i o n  when
q > 2 i s  o b t a i n e d  by c o n s i d e r i n g  t h e  e x tre m e  u n s t a b l e  c a s e  {o} £ ,
f o r  w hich th e  c o n v e rg e n t  s o l u t i o n  i s  found  t o  be
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( °°
y i t )  = a((7)'1|a(t+n ) + \ [-a( q ) T  I ... I a(j ) ...
1 * * = 1 ^  Jk
x a(j,)w|t+(fe+i)n - n. - ... - n. , t  € R
Then a (very mild) necessary condition for (2.1) to be stable
uniformly in q . > 0 , J = 1, ..., q , is found to be 
C
q-1
Ia(q)I < 1 + I I a(j) | .
J = 1
(Necessary conditions will not be useful in determining an admissible 
parameter set for estimation purposes.)
We turn now to a consideration of some special cases of (2.1) 
for which the precise assessment of stability is easier and which 
involve a generalization of conventional integral-difference equations 
that is more limited but may have some practical value. We commence 
with the first-order equation, with q > 0 ,
y(t) + oo/(t-n) = W(t) , t € R . (2.11)
The zeros of ot(-oo) = 1 + aexp{-qoo} are
= n-1log|a| + in_1[27rfc+arg(-a)] , k = 0, ±1, ... .
The zeros are thus spaced 27T/r] units apart along the line
O = T) '*‘log|a| . Then we have stability if and only if |a| < 1 , 
whence the solution is49
00
y(t) = £ (-a)^w(fc-jri) , t £ R . (2.12)
J= o
We observe that (2.12) is a generalization of the geometric distributed
lag model in which q = 1 , which has been much discussed in an
49 When (2.11) is valid only for t > 0 and y(t) is given for 
-q < t < 0 the series in (2.12) is truncated by the exclusion of
terms in which W has non-positive argument and the term
y(t)(-a) ^ is included, T being uniquely defined by the
requirement that -q < T 5 0 and (t-x)/q is integral. This term
decays to zero as t -*■ 00 if |a| < 1 .
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e c o n o m e tr ic  
I f  th e
and t h e  j
c o n t e x t .
T) . i n  ( 2 . 1 )  have  t h e  form r| . 
«7 C
a r e  n o n - n e g a t iv e  i n t e g e r s ,  t h e
= T\j , w here  T\ > 0 
r\ . a r e  s a i d  t o  be
commensurable , i n  t h e  t e r m in o lo g y  o f  L anger (1 9 3 1 ) .  (We now a l lo w  
a ( j ) = 0 f o r  any J  f o r  w hich  th e  l a g  r\j i s  n o t  t o  a p p e a r . )  In  
p a r t i c u l a r  when 0 = 1  we have  an o r d i n a r y  i n t e g r a l - d i f f e r e n c e  
e q u a t i o n ,  f o r  th e  e s t i m a t i o n  o f  w hich  a number o f  m ethods a l r e a d y  
e x i s t .  The i n t r o d u c t i o n  o f  t h e  p a ra m e te r  0 , w hich  may be e s t i m a t e d ,  
may be w o r th w h i le  when i t  i s  p r a c t i c a l l y  u n d e s i r a b l e  t o  a l lo w  f o r  
incom m ensurab le  d i f f e r e n c e s  b u t  u n r e a s o n a b le  t o  t a k e  t h e  fu n d a m e n ta l  
d i f f e r e n c e  t o  be  t h e  s a m p lin g  i n t e r v a l .  One m igh t  c o n s i d e r  e x te n d in g  
th e  v a r i o u s  d i s t r i b u t e d  l a g  s t r u c t u r e s  f o r  i n t e g r a l  l a g s  t h a t  have 
been  s u g g e s te d  ( s e e  f o r  example J o r g e n s o n ,  1 966 , Dhrymes, 1971 b )  t o  
a l lo w  f o r  g e n e r a l  r\ . The z e r o s  o f  ot(-o)) a r e  o b t a i n a b l e  from  th e
z e ro s  o f  t h e  p o ly n o m ia l  ip(v) = 1 + \  a ( j ) v ^  and a r e
«7=1
^2. = n l l o s l v 2.l + 1 ( i TT^ +arg ( v z,fl » & = 0 ,  ±1,  . . . ,  Z = 1,  . . . , q .
The form a f i n i t e  number o f  c h a i n s ,  n o t  n e c e s s a r i l y  d i s t i n c t ,
each  c o n s i s t i n g  o f  a  d enum erab le  number o f  z e ro s  on t h e  l i n e s
ü = T| ^ l o g |v ^ |  . To exam ine s t a b i l i t y  we may th u s  c o n s i d e r  ^ ( v )  . 
Marden (1 9 4 9 ,  C h a p te r  X) d i s c u s s e s  c o n d i t i o n s  f o r  |v ^ |  > 1 , a l l
l  , t h e  a c t u a l  c o m p u ta t io n  o f  t h e  o f t e n  b e in g  u n f e a s i b l e .
(Dhrymes, 1971 b ,  p .  332 , c o n s id e r s  a s t a b i l i t y  t e s t  f o r  i n t e g r a l -  
d i f f e r e n c e  e q u a t i o n s  w hich  i s  r e l e v a n t  h e r e ;  Hannan, 1973 a ,  has  
d e v e lo p e d  a s y m p to t i c  t h e o r y  f o r  t h e  e s t i m a t e d  . )  The s t a b l e
s o l u t i o n  i s  e a s i l y  deduced  from ( 2 . 7 )  by g r o u p in g  te rm s
101
appropriately.50 We note finally that the stability problem 
continues to be relatively tractable if we assume that (2.1) gives 
rise to a characteristic function of the form
m  r q l
a(-co) = T T  U  + I a (j)exp(-jruw)
1 = 1  ^ j=l
For each of the fn > 1 factors the components in the sum are
commensurable and stability is achieved when each of the polynomials
H  _ ,
1 + Y , I = 1, ..., m  , has all of its zeros outside the
C -1
unit circle.
5.3 Identification, estimation and asymptotic theory
We consider first the identification of (1.1) and its scalar 
analogue. We introduce the generating functions
q r
Ä ( 0 3 )  = 1 + 1  A(j)exp(n.w) , B(o)) = I B(j )exp ( c  . w )  ,
P1 j = 0 3 j = 1 3
defined for all admissible parameter values and complex w . We 
assume throughout that det{A^(iX)} is bounded away from zero,
uniformly in A € R . Then for A € B ,
o ^  l- o ^  V z zK V o ^  u u l Zj o l Z
* ^
V X) = I Ä<hiXh g0K ) fzA) - (3.2)
where A? = A + 2ttZ and (A) , A £ RU uu is the spectral density
matrix of the m.s. continuous stationary process 
absolutely continuous spectrum. For non-integral
U ( t ) which has
. we must, Oj 5
50 In this case the Dirichlet development of a(-ca) ^ in vertical
strips may be replaced by the Laurent developement of ^(v) "* in 
annular rings.
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for identification purposes, impose (iv) whereupon we have, from 
(3.2),
f (X) = Ä0(iA)_1B0(iX)fzz(X) , X ( B , (3.3)
omitting superscripts. We also assume
(xi) For Ä ( B j l - ±1, ±2, ... j
fC (A+2ttZ) = 0 .uu
Then under (xi) we may invert (3.1), using (3.3), to get
f (X) = A (£A)jf (A)-f (A)f (A)+f (AUA fiA)* , (3.4)uu o { yy yz zz zy J o *
Ä ( ß . Thus if AQ(iA) is identified by (3.3), fuu(A) 
identified by (3.4).
A number of extra conditions are however needed to identify A^ 
and Bq . We consider these first of all in relation to the scalar 
model
q v
I a0O')y(t-n0 0 = 1 B0(j)s(£-C0 .) + C R * (3,5)
3-0 d 3-1 J
The equation will not be fixed in time and the ao(j) will not be
identified without requiring, for example, that 0 = ri^ < r|Q^ < ... < r|
and ag(0) = 1 • (An alternative normalisation and sign constraint to
2
aQ(0) = 1 is \ aQ(j) = 1 » aQ(0) > O. . ) We clearly need
ag(j) ?0  , all 3 , to avoid annihilating any T]^_. . Likewise we
need ^01 < ^02 < ••• < S0r > 3Q(j) t 0 , 3 = 1, ..., r .
Unfortunately further, less perspicious, conditions are required 
because of the necessity of identifying the parameters from
aQ(fX) 13Q(fX) , where
a(co) = I a(j )exp (n .w) 9 3(w) = £ 3(j )exp (c .co) .
3 =0 3 3 =1
Now Ritt (1927) has shown that all exponential sums a(oo) (with 
a(0) = 1 , Pq = 0 ) have a unique factorization
a(co) = IIa'?(a))IIa'^ ((jo) .
3 3
Here the a. are "simple" factors, being exponential sums with 
3
~ c
commensurable exponents. If the fundamental lag in a. is denoted
3
(i) (i) (k)r| we take q /rj to be irrational, j t k . (Otherwise,
(?) (k ) ~S~Sif r)  ^ /r| = n/m , say, n, w integral, oua^ is itself simple
(7) (k) ~ jwith fundamental lag r\ d /n - x\ /m .) The factors a. are termed
3
"irreducible" by Ritt; each is an exponential sum divisible by no 
exponential sum but itself. Now suppose and 3Q have one or
more factors in common. Then it may be possible to replace these 
common factors by alternative common factors to get a function
1ß1(w) , involving parameters r\ ., £ ., ^(j), ^(j) that are
admissible but are not all identical to the corresponding ri ., C .,Oj Oj
aq (j )» 3q (j ) • Then since 0^ (00) ^  (a>) = aQ(ü)) 13Q(w) , (3.5) is
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not identified.51 We assume that no such common factors are 
present. A sufficient condition is that and 3^ are
irreducible and  ^Z3q , for any constant K . Ritt (1927) has
discussed the problem of extracting the factors of cl and 3 when 
they are not irreducible. If ot is divisible by an exponential sum 
the exponents of the latter are linear combinations of the p . with
rational coefficients. Moreover there exist parameters \ij ,
J = 1, ..., n  , say, that are linearly independent (in the sense that
there exists no set of rational coefficients q . $ 0 for which
3^ T
\ QjVj = 0 ) and such that each p^ . is expressible as a linear 
3 ~  i
combination of the ]i. with positive integral coefficients. Then
3
we may write x. = exp (y .oo) and express a(w) as a "generalized 
3 3
polynomial" in the x. . Ritt demonstrates how the simple factors of
3
OL correspond to the factors of the polynomial consisting of two 
terms, and how the irreducible factors are derived from the factors of
51 For example suppose 06^ (03) = 1 + a^exp (p^ oo) ,
30(w) = a0((Aj)[30+Y0exp(c0a))] , with aQ, y q t 0 , 0 < pQ < .
Then a (w) may be replaced by a (w) = 1 + a^exp(p^w) , all 
± 0 , 0 < < Cq • However suppose we know also that
Yo = ' V o  ’ ;o = no and eo * 0 • Then
B0(“) = ß0ä0(u)[l-ci0exp(n0tü)] = ß0[l-a^exp(2n0u)] .
Then there exists no 0^(w) , (p^  • a ) ^ (p \ a ) , such that
a^ (o)) [l-a^exp (Pqw) J Has the same form as 3^ (0)) • Thus the equation
y(t) + aQy(t-p0) = 30[s(t)+Y0a(t-C0)] + u(t) 
is identified when pQ, CQ, j 3qS Yq * 0 and either pQ ± £ or 
eise p0 = C0 but aQ * Y0 •
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more than two terms. Of course in practice we do not know a , 3q
so we cannot determine whether common factors are present, and all 
one can do is guard against redundancies in specification.
For (1.1) we again take
o = n < n < ... < n , c < c <...<£'00 'oi l0q 5 ^01 ^02 0^r
When I + A^(0) possesses no null columns, that is when a 
Pj_ o
different y-(t) is led in each equation (for example when 
C
1^  + Aq (0) is non-singular) we order the rows and normalise in such 
a way that the diagonal elements of AQ(0) are all zero; we have not
amalgamated I into A (0) in order that this constraint be 
P1
homogeneous. Thus a normalisation and sign constraint has been 
imposed on each equation; when 1^ + A^(0) has one or more null
columns alternative elements must be constrained. We take Aq (j ) ^ 0 , 
3 = 1, ..., q , B o (J ) i- 0 , 3 -  1, ..., r , although possibly
Aq (0) = 0 . The multiple system differs from the scalar case in
that conditions are needed to ensure that individual equations may be 
distinguished from one another, and no equation may be represented 
as a linear combination of the remainder. We write
An = Cv°> : ••• : • Bn - D y n  : ••• : Bn(r0 •
rowLet us take p elements, 0 < p < p (q+1) + p^r , of the first 
of (Aq i Bq] to be zero. We denote by C the (p^-l) x p matrix
consisting of the columns beneath these zero elements. Then if 
p < p - 1 or if p > p - 1 but rank{C} < p 1 - 1 it is
possible to find a linear combination of rows of C that is a null
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v e c t o r ,  i n  which c a se  t h e  f i r s t  e q u a t i o n  i s  n o t  i d e n t i f i e d .  We 
t h e r e f o r e  p r e s c r i b e  a t  l e a s t  p^  -  1 e le m e n ts  o f  each  row o f
(A„ • EL] to  be zero , and assume the rank condition i s  s a t i s f ie d  for
each  r o w .52 As i n  §4 i t  i s  l i k e l y  t h a t  we s h a l l  w ish  t o  t a k e  a 
number o f  c o e f f i c i e n t s  t o  be z e ro  i n  o r d e r  t o  a v o id  c e r t a i n  l a g -  
v a r i a b l e - e q u a t i o n  c o m b in a t io n s ,  so  t h e  s i t u a t i o n  may i n  f a c t  be one o f  
o v e r - i d e n t i f i c a t i o n .  We r e q u i r e  a lw ays o f  c o u rs e  t h a t  o u r  p a r a m e te r s
be u n iq u e ly  d e f in e d  by know ledge o f  Aq ( o>) "^Bq((jj) i n  such  a way t h a t
(v )  h o l d s .  Thus we must c o n s i d e r  t h e  p o s s i b i l i t y  o f  AQ and BQ
p o s s e s s i n g  a common n o n - s i n g u l a r  p^  x p ^  l e f t - h a n d  d i v i s o r  h a v in g
e le m e n ts  t h a t  a re  e x p o n e n t i a l  sums. Such a m a t r ix  may c o r r e s p o n d  t o  
r e d u n d a n c ie s  i n  s p e c i f i c a t i o n ,  as i n  t h e  s c a l a r  c a s e .  However t h e  
m u l t i v a r i a t e  c a se  i s  more d i f f i c u l t  t o  d e a l  w i th  b e c a u se  t h e  common 
d i v i s o r  may have c o n s t a n t  d e te r m in a n t  i n  which c a se  t h e  p ro b le m  c a n n o t  
be r e s o l v e d  by e l i m i n a t i n g  r e d u n d a n c ie s  s in c e  such  m a t r i c e s  a r e  u n i t s  
o f  th e  r i n g  o f  m a t r i c e s  AQ and d i v id e  e v e ry  e le m en t  o f  t h e  r i n g .
Hannan (1971 b )  has  d i s c u s s e d  th e  i d e n t i f i c a t i o n  o f  sy s te m s  su ch  as
( 1 .1 )  when th e  n . a r e  a l l  known i n t e g e r s ;  f o r  j u s t - i d e n t i f i c a t i o n ,
0 j  0 j
f o r  e x a m p le , Hannan shows t h a t  r e d u n d a n c ie s  must be e l i m i n a t e d  and th e  
n u l l  s p a c e s  o f  A ^ q ) ' ,  B ^ r ) '  must have n u l l  i n t e r s e c t i o n  . We s h a l l
n o t  a t t e m p t  a  c o r r e s p o n d in g l y  p r e c i s e  a n a l y s i s  f o r  o u r  more g e n e r a l  
s i t u a t i o n ,  m ere ly  a s s e r t i n g  t h a t  (v )  h o l d s .
We c o n s id e r  now th e  s o l u t i o n  o f  ( 1 . 1 ) .  We may expand  det{A ^(w )}
as
The rank  and o r d e r  c o n d i t i o n s  may be f u l f i l l e d  by th e  p r e s e n c e  o f  
more g e n e r a l  l i n e a r  r e s t r i c t i o n s  b u t  f o r  s i m p l i c i t y  we c o n f in e  o u r  
a t t e n t i o n  t o  z e ro  c o n s t r a i n t s .
107
det{A ( g o ) }  = 1 . . .  I  d e t\l\
J l = °  j p =o
)1
1 ’ *'* 5 J p. M i n. ,■ f c = i  d k
where A , . . . , j ^  j i s  t h e  p^ x p^ m a t r i x  whose feth row i s  
t h e  kth  row o f  I + AQ(0 )  , i f  = 0 , o r  AQ , i f  -  1 .
For  b r e v i t y  we p u t  A = I + A (0 )  . Then u n d e r  th e  c o n d i t i o n s on
th e  r r  . th e  o n ly  c o n s ta n t  te rm  in  th e  sum i s  det{A ”} . I f  Oj
det{A”} t  0 t h e n  de t{A Q(-co)} = 0 ( 1 )  , G > 0 , b u t  i f  d e t i / O  = 0 ,
d e t  {Aq ( - go ) }  =  0  (exp(-0co)J , s a y ,  where 0 > n Q1 • In  t h e  l a t t e r  c a s e ,
u n l e s s  > 0 , t e rm s  i n  Z ( t ) f o r  T > t  w i l l  be p r e s e n t  i n  t h e
s o l u t i o n ,  a lthough i f  a l l  z ero s  o f  exp(0Gü)det{ÄQ(-Go)} have n e g a t iv e
r e a l  p a r t s  t h e r e  a r e  on ly  a f i n i t e  number o f  such t e rm s  and  t h e  s y s te m
i s  s t a b l e  i n  o u r  s e n s e .  We s h a l l  con fine  our a t te n t io n  to  system s in
which a l l  zeros o f  detiA^C-oo)} have n eg a tive  r e a l p a r ts  and the
m a tr ix  A i s  n o n -s in g u la r .  In t h i s  c a se  we have th e  D i r i c h l e t  
e x p a n s io n
An ( j ) A  1e x p [ - n n ^w}
k - 0 1 j = 1
A0(-w) 1 = A 1 I j -  \   j X  Q . }| , 
u v - c \  I -?=i  u J
O > 0 , ( 3 . 6 )
and t h e  s o l u t i o n
, - l  P
«7=1
. w - 1
y(t) = Ä"1 I 0 + I <-l> Z . . .  l A n(jJA
fc=l
o ^ 1 -
x An Ü J Ä _1Bn ü )2 t  - nn . - . .  • - ri - .Oj ° J  J + x(t) , t € R ,
where
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/ 00
x(t) = Ä_1ju(t) + I (-l)k I ... A {3 JÄ'1 ... 
k-i .7, J;
x M h J Ä_lu 4 - V oj,1
Of course even when there are zeros with positive real parts there 
exists a solution of (1.1) of the form
y(i) = IK(u ) I B 0 -)z(t+y -Co 0 + x(t) , (3.7)
n=0 j=l ^
with
x<*> = I K[un)u(t+p„) .
n=0
By successive use of (1.2*3), (3.7) may be expressed in the form 
(2.1.1) as
y(*) _ ® i
•
0 pJ <R ■ I 6 (t )' ® I ® vec{K(u )} 1=0 n ?2 ” -
Z(t-T)dT + X(t) ,
where
$ = vec'{B} , 6n(t) = H5(t+V CoJ • •• : 6 '
However we would naturally wish our estimated system to have a 
stationary solution of the same form as the true system; and while it 
may be difficult to restrict the admissible parameter set to the stable 
domain it seems that it will usually be very much harder to derive 
estimates satisfying alternative pre-specified conditions on the zeros. 
In any case, of course, the stable case is by far the most important in 
practice.
We shall now give asymptotic theory for some parameter estimates 
obtained by transforming and approximating the reduced form of (1.1), 
following §2 .1 . We define
n = (nx • • • • • , c = • •. • • cr )
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and we a l l o w  f o r  r e s t r i c t i o n s  o f  t h e  fo rm ( 2 . 2 . 1 )  on 0t = v e c '{A }  , 
e x p r e s s e d  by a  = aL , and on 3 » e x p r e s s e d  by 3 = , where
and a r e  t h e  a p p r o p r i a t e  p r o j e c t i o n  m a t r i c e s .
THEOREM 5 . 1 .  denote by (tl • £ \ oi * the vector
minimizing
2
= n '1 l  * ( ^ ) ^ { w u ( 8 ) - A ( i X j - 1B(iX8)wz ( 8 )  "
b v y
over admissible (n • C • d • 3) such that
0 < K ±  <  n 1  < • • • < T)q  <  k 2 <  N  ,  - ± N  < k 3 <  < • • • < <  x 4  <  3
a € 0 c  | a  I I d e t{ A (-a ) )} | > Z5 > 0 ,  a > 0;  d e t | l p + A ( 0 ) |  * o |  .
Let (p • C ; a ) obez/ these constraints and le t  (1.1) and•o • ^0 • 0
conditions ( i ) ,  ( i i ) ,  ( i v )  and (v )  hold. Then
V •  A  i  A
”  •  Q t  •  f t'N • TV • N • TV1 -  (% i c„ i Sv i e j  = K  ! Cn ; a  : bJ  .N-**>
Moreover i f  n 01 > ^  , n Q(? < * 2 ,  CQ1 > * 3 , Cw  < , i f  a 0
i s  an in terior point o f  0 and i f  conditions ( v i )  and ( v i i )  also 
hold3 then as N -*■ 00
: : cl7- cl : ßw- ß jv N 0 • N 0 * N 0 • N 0J o ,  y * ) +'i'0 ( * f xx* ) ’r 0 ( * ) +
where
W )  = (2TT) -1 T ( X ) * J f  ( -X)  © A  (iX) 1*$(X)A(iX)  1 yT(X)dX ,
with
T(X) = ■B(iX) 'A(iX) 11 ® I • I
? !  • P l P 2J
_ C 1
0 1—
1 
CO
c_> 0
0
C 2
0
C 4 L 2 ^
in which
C1 = iA e ( in X )  © [ v e c { A ( l ) } ; . . .  ; v e c { A ( ^ ) } ]  9 
C2 = i X e ( i ^ X )  © [ v e c { B ( l ) }  ; . . .  • v e c { B ( r ) } ]
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C 3 = [1 • e(ir|A)] ®  I 2 ,
Pi
C = e(icx) ® I .
f 1f2
Proof. While the proof substantially follows from that of earlier 
asymptotic theorems a few comments are in order. In choosing 
(r|^  • we take account of the fact that Q^ is periodic of
period N in the r\ ., £ .J J The restriction on a to ensure
compactness and the stability of the estimated system may be chosen 
as follows. For the scalar model (3.5), for example, we modify (2.8) 
by taking 0 to be
0 (1) a(q)] € Rq I |a(j)| < 1 - A;
«7=1
a(j) I > A, j = 1, ... , q
for arbitrarily small A > 0 . For the system (1.1) we note from 
Wilkinson (1965, p. 59) that a sufficient condition for the convergence 
of the expansion (3.6) is
G > 0 .
By successive use of (1.2.1) with j = k - 1 the left side is not 
less than
\ v1{A0G )A"1eitp(-n0 ,•“)} s \ vi{A0G')A 1} . o^o.
J=1 1 J J J=1 L J
Thus a sufficient condition for the stability of (1.1), uniformly in 
(positive) n0l5 •••> is
IC~ 1 ^A0(j)Ä -1 < 1 .
Then we may form a compact set 0 as before although, of course, the
system may be stable with a 0 .
The strong mixing condition is imposed on the reduced form
I l l
r e s i d u a l s  X ( t )  r a t h e r  t h a n  on t h e  s t r u c t u r a l  form  r e s i d u a l s  U ( t)  . 
In  g e n e r a l  f o r  a r e p r e s e n t a t i o n  o f  t h e  form
X ( t) r ( T ) U ( £ - T ) d T  , t  (  R ,
t h e  f a c t  t h a t  u ( t )  i s  s t r o n g  m ix ing  does not im ply  t h a t  X ( t )  i s  
s t r o n g  m ix in g ,  and v i c e  v e r s a .  (See Ib rag im o v  and L i n n i k ,  1971 , 
p .  3 5 2 . )  However u n d e r  ( x i )  and th e  u s u a l  c o n d i t i o n s
n o ,1 . i .m .
N-+00
N 2 l  vec{$(As ) I x z (s)}  -  N  ^ I  vec{$ (Xg) f ( Xg) I u z )> 
B B
where T i s  d e f i n e d  as i n  ( 2 . 1 . 9 )  and I ( s )  = wu (s )wz (s ) j w i th
W ( e )  d e f i n e d  as  in  ( 2 . 1 . 1 0 ) .  Now i f  u ( t )  i s  s t r o n g  m ix in g ,  and 
s u i t a b l e  a n c i l l a r y  c o n d i t i o n s  h o l d ,  th e  second  te rm  i n  t h e  s q u a re  
b r a c k e t s  i s  a s y m p t o t i c a l l y  n o rm al  and th e n  so a l s o  i s  t h e  f i r s t .
The f a c t  t h a t  t h e  c o v a r i a n c e  m a t r ix  i s  as s t a t e d  f o l lo w s  by
c o n s i d e r i n g  d e r i v a t i v e s  o f  vec{Ä ( i \ )  ^B(iX)} . The d e r i v a t i v e s  in  
£ and 3 a r e  e a s i l y  deduced  from  §4 . 2 . A lso
vec vec{Ä(tX) 1Ä<iX)}
Ä(£X)' ® 1^ jvec{A(£X) 1}
I © A(£X) fvec{A(iX)} .
Pi  >
( 3 . 8 )
( 3 . 9 )
Then u s in g  t h e  r u l e  f o r  p r o d u c t  d i f f e r e n t i a t i o n
0 = ( 9/9r| ) v e c | l ^  I = jÄ(£X) * © 1^ | (  9/9r))vec{A(iX)
t i l  @ Ä (tX) ^ | iX[exp( i r |  X)vec{A(l)} • . . .  • exp (iri X) vec{A(q,)}~| . 
I Pi J i
R e a r ra n g in g  and i n s e r t i n g  B we have
(3/3T))vec{A(iX)_1B(£X)} = -iX{B(iX)' Ä(iX)"1 ' ® A ( i X T b c ,  .
Moreover ( 3 . 9 )  may be w r i t t e n  a l s o  as
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vec{Ä(£A) + e(inX)] ®  Ä(iA) r
whence, using also (3.8),
(9/9a)vec{Ä(tA)-1B(£A)} = -{B(iA)'Ä(tA)-1' ®  Ä(iA)_1}C L .
O _L
The estimation procedure may proceed in the following way. We
can re-write Q^ in the manner of (2.3.6) whence we have, for given
• •(r| • £ • a) , the estimate
y n ,  t, a) = h^[L2HffL2] + , (3.10)
where
h/y = N~± l e(^Xs)* © veciÄ(iA^ ) »
1 e(icXs)*e(i?^ ) © Izz<-a) © A^)*1**(A^Ä^ ) ' 1 .
B
Thus we would attempt to estimate (jIq • * a0) by maximizing
Q_2 +h^ (which may well be a formidable task) before using 
(3.10). The results of the theorem remain true, incidentally, if there 
are homogeneous linear constraints linking A and B in which case
2the final p^( q + l ) t p ^ p ^ r columns of the second factor in T(A) are
L being the projection matrix for these constraints. However theO
two-stage estimation procedure described above needs modification when
L3 •
When $ = f  ^ (assuming (x) holds) we have
A A
Ä0(iX)'1**(X)Ä0(iX)'1 = Ä 0(iX)'1*$(X)fx x (X)$(X)Ä0(iX)"1 = f ^ a r 1 ,
under (xi), since in this case
113
f  (A) = A„(iA)''1f  (A)A ( iA )’ 1* .XX 0 UU 0
Then th e  c o v a r i a n c e  m a t r i x  in  t h e  l i m i t i n g  d i s t r i b u t i o n  i s
( 2 TT )
-1
B
-1T A X )  f  C - X )  0  f  ...(X) x T ( X ) d Xuu
"T +
F i n a l l y  we g iv e  a c o r o l l a r y  f o r  a s im p le  s c a l a r  m odel ,  i n c l u d in g  
th e  c a s e s  when th e  s p e c t r a l  d e n s i t i e s  o f  s ( t )  and u ( t ) have  t h e  
same shape  and when t h e  t r u e  l a g  i s  an i n t e g e r .  We s h a l l  n o t  g iv e  
t h e  p r o o f ,  which i s  e l e m e n ta ry  and t e d i o u s .
COROLLARY 5 . 1 .  Denote by (tl7 ; %  * 3 « )  the vector minimizing
W  • m  • "NJ 
-1Qn  = N  l  ^ ( s ) - 3 [ l + a e x p ( in X s )J ^ ( s )  <p ( \ J  •
Let
y( t )  + a  y ( t - n n) = 3ns ( t )  + u( t )  3 t  £ R , ( 3 . 1 1 )
where rio > 0 0 < | a Q | < 1 and 3Q  ^ 0 . Then the covariance
. . . i .  { S '  . /s •  ^ #matrix in the lim iting d istribu tion  o f  W2 m -p • a_,7- a  • 3 *7-3 ) i sy J K N  o * ^ 0 * ^ Cr
V * > ' \ J mar V (cp) 1 where
V(cp) =
(agA)2 0 OißXsinpX
32 -3(0H-cospX)
2
1+a +2acosr)X
/  (X)cp(X)7X 
(l+a2+2acosnX)
7 /  moreover condition  ( x i )  holds and for a l l  A ( B = ( - it, tt)
= ^ (X> =■0 - *<x > = 4 x (X)_1 >
the covariance matrix i s  the inverse o f = ( p j where
f  o° >.
3 2 ( l - a 2 ) 1| tf2 ( |+ k ) + 4  I  ( - a ) J [ j  2ri 2cosjr|7r -  j  3n 3s i n j n t ) |  ;2D2 r, 2^- l j _ 2 , icp = a ° 11 ™ 1 1
<p12 = 0 ; ^13  = ( a 3 / n ) i i ° g l + a e
«7=1 
irit 00 * 1 +7T-1  £ ( - a ) e7j ”2n - 2 sinjriTr> ;
«7=1 J
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= ß ( l - a 2 ) 1 (1+K/TT) ; cp = 3K/27Ta ; cp = 1 ;22 23
with
K = -ir\ 1log{ (l+ote ^ ^ / ( l +oö^T1TT) } . 
If n is an even integer these expressions reduce to
11 = a V ( l - a 2 ) 1 {-|tt2 + 4 I ( - a ) J j 2 n 2 ) ;1 J=1 J *12 = ° J
cpi3 = (a3/n)log(l+a); cp22 = 32 (l-a2) 1 ; cp23 = 0 ; cp33 = 1 . 
If n is an odd integer we have instead
11 = a232 (l-a2) 1||tt2 + 4 J o?j 2n 2j ; cp13 = (a3/n)log(l-a) .  ^ J=1 ^
5.4 Numerical examples
The scalar model (3.11) was fitted to both our economic and 
oceanographic data; y(t) and z(t) were assigned in the same way 
as in §4.3 and will continue to be so assigned in our practical 
examples of §6.4, §7.5. The statistic
jl Is2/(s)ÜL+aexp^ TlXs^ ] ^  (X8)} / l  Izz(<S) l1+aexp(^As) I 2<p(XJ
S ' s
was maximized over a subset of the stable domain, namely
0.01 5 11 5 20.0 , 0.01 5 | Ot | < 0.99 , 
to give [r)N * ot ) . Again we took cp = 1  and then, iterating,
/ S _ l  /N_]_cp. = f , with M = 8 as before. (The estimates for f in the
OCX OCX
tables below are in fact third iterates in this sense.) We emphasize
that the sums for both sets of data, here and in §6.4, §7.5, are over
A £ (-7T, 7T) . The results were as follows. s *
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T ab le  5 .1
Economic D ata
<P
A
S . e .
A
aN s . e .
/\
s . e .
1 2 .1 0 4 0 .2 1 3 -0 .3 9 8 0 .138 0 .4 5 6 0 .102
f 2 .063 0 .1 9 8 - 0 .1 1 3 0 .052 0 .783 0 .0 4 4
T ab le  5 .2
O ce a n o g ra p h ic  D ata
<P
A /s.
s . e .
A
aN s . e .  aN s . e .  l N
1 0 .0 6 4 0 .616 - 0 .9 5 6 0 .393 0 .038 0 .3 7 7
f 0 .1 0 3 0 .256 - 0 .9 5 7 0 .0 9 8 0 .037 0 .092
The e n t i r e  c o v a r i a n c e  m a t r i x  was e s t i m a t e d  u s in g  th e  f i r s t  p a r t  o f  
C o r o l l a r y  5 . 1 ,  b u t  we r e p r o d u c e  o n ly  s t a n d a r d  e r r o r s .  The e s t i m a t e d  
d i f f e r e n c e  f o r  t h e  econom ic d a t a  c o r r e s p o n d s  t o  a b o u t 53 two m on ths .  A 
d i f f e r e n c e  o r  d i f f e r e n t i a l  ty p e  o f  model i s  p e rh a p s  a more a p p r o p r i a t e  
d e s c r i p t i o n  o f  t h e  econom ic  d a t a  th a n  i s  ( 4 . 1 . 2 )  b e c a u s e  t h e  
i n t r o d u c t i o n  o f  d i f f e r e n c e s  o r  r a t e s  o f  change o f  money s to c k  t o  a 
model w i th  p r o d u c t i o n  as  exogenous p ro d u c e s  a r e l a t i o n s h i p  be tw een  
flow  v a r i a b l e s .  The s m a l ln e s s  o f  t h e  e s t i m a t e d  d i f f e r e n c e  (one  h o u r )  
f o r  t h e  o c e a n o g r a p h ic  d a t a  s u g g e s t s  t h a t  a d i f f e r e n t i a l  e q u a t i o n  m igh t 
be more s u i t a b l e , and we now t u r n  t o  t h e  p rob lem  o f  e s t i m a t i n g  such  
e q u a t i o n s .
c q
One d i s a d v a n ta g e  o f  o u r  m odels  as compared w i th  r e g r e s s i o n s  and 
a u t o r e g r e s s i o n s  i n v o l v i n g  o n ly  i n t e g r a l  l a g s  l i e s  in  t h e  f a c t  t h a t  
t h e y  c a n n o t  be p r e c i s e l y  u se d  f o r  p r e d i c t i o n  p u r p o s e s  on t h e  b a s i s  o f  
o b s e rv e d  and c o n j e c t u r e d  f u t u r e  d i s c r e t e  v a lu e s  o f  t h e  exogenous 
v a r i a b l e s .
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CHAPTER 6
LINEAR DIFFERENTIAL EQUATIONS WITH CONSTANT COEFFICIENTS 
6.1 Introduction
In many areas of research there is reason to believe that 
differential equations provide a suitable description of dynamic
hrelationships between continuous processes. When considering the 
response of one continuous-time variable to changes in another it 
seems natural to make explicit reference to rates of change, as well 
as to the sample paths of the variables themselves. A number of 
open and closed economic systems have been formulated in terms of 
differential equations. (See Bergstrom, 1967.) The dynamic 
Leontief model (Leontief, 1953), for example, relates the supply and 
demand for commodities. In the theory of servomechanisms differential 
equations control power by comparing input with output. (See for 
example James, Nicholls and Phillips, 1947.) Tustin (1957) has 
provided an interesting comparison between economic and physical 
differential equation systems. In the biological sciences differential 
equations may represent the interaction of organisms and in 
demography, changes in population. The applications in these and other 
fields are too many and varied to be adequately summarised here, and 
in any case it is not clear in which fields the results of the 
present chapter will be most useful. We shall confine our attention 
here to systems of linear differential equations that relate endogenous 
variables to exogenous variables, or outputs to inputs in control 
theory terminology. We discuss the solution and stability of such 
systems in the present section. In §6.2 we consider their identific­
ation and estimation in the presence of data consisting of time series 
recorded at regular intervals, and give asymptotic theory. In §6.3 we
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present an alternative "three-stage" method of estimation, using 
instrumental variables, which does not require iteration and produces 
consistent estimates on the first stage and efficient estimates on 
the third. We illustrate these methods by applying a simple model to 
our data. The author is preparing the results of the present chapter 
in a form suitable for publication.
In view of the profusion of differential equation models in 
scientific and social scientific disciplines it is somewhat surprising 
that the estimation problem has been largely neglected. Of course 
in control theory, where primarily a practical rather than a 
descriptive role is being fulfilled, it may be appropriate to use any 
values which assure a stable solution and fulfil certain other 
conditions. Also, in scientific fields there may be strong a priori 
information available or data of the type we assume may be 
unavailable. In the past the estimation problem has been dealt with 
by substituting an appropriate difference equation with integral 
differences: Phillips (1959), Durbin (1961) and Bergstrom (1966)
have adopted various approaches of this kind towards the identification 
and estimation of closed systems. Sargan (1968) has considered the 
estimation of the open first-order system
y(t) - A ^  y(t) = Bz + u . (l.l)
Here A and B are respectively p^ x p  ^ and p^  x p^  matrices
and u(t) is a residual vector. In the corresponding discrete-time 
system the parameters are involved in a highly complicated fashion so 
Sargan considers an approximate difference system which is easier to 
handle. Sargan (1968) and Wymer (1972) have discussed the asymptotic 
properties of estimates of A and B derived from this approximation. 
The technique we shall adopt here involves a different type of 
approximation, one which follows naturally from §2.
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We c o n s i d e r  t h e  system"
~\ m J
I t A ( o ) y ( t ) +  I A ( j ) —r y  ( t )
- P 1 - 1 j = l
7
B„(0)z( t )  + I B . ( j )  z ( t )  + u ( t ) , t  f R .
0 A  0 **
( 1 . 2 )
The d e r i v a t i v e s  a r e  assumed t o  e x i s t  i n  t h e  m .s .  s e n s e ;  t h u s  from 
( 1 . 3 . 6 )  we r e q u i r e  t h a t
X2mt r { f  (A)}dX , I X2nt r ( f  ( 1 . 3 )
J r y y  j R z z
be f i n i t e .  The Aq (j ) and BQ(j ) a re  r e s p e c t i v e l y  p^  x p^  and 
P l  * p 2 c o e f f i c i e n t  m a t r i c e s  and m and n a re  g iv e n .  We i n t r o d u c e
th e  o p e r a t o r  D = d / d t  and th e  m a t r ix  p o l y n o m i a l s 55
^ m . n
A(u>) = I + y A C ) ( - m ) J  , B ( u )  = y B O ) ( - i o ) J  .
P1 3 - 0  j =0
Then we r e - w r i t e  ( 1 . 2 )  as
ÄQ( - D ) y ( t )  = B ( - D ) z ( t )  + u ( t )  , t € R .
We p ro p o se  t o  e s t i m a t e  t h e  Aq (j ' ) ,  Bq ( j ) s u b j e c t  t o  v a r i o u s  r e s t r i c t i o n s .
In  p a r t i c u l a r  we would n o t ,  f o r  i d e n t i f i c a t i o n  and p r i o r  r e a s o n s ,  
i n c l u d e  a l l  d e r i v a t i v e s  up t o  th e  o r d e r s  m, n f o r  each  z / ^ ( t ) ,  J3^(f) ’
we can most e a s i l y  a l lo w  f o r  e x c l u s i o n s  by r e t a i n i n g  ( 1 . 2 )  b u t  
i n t r o d u c i n g  l i n e a r  c o n s t r a i n t s  as i n  p r e v i o u s  c h a p t e r s .  While we s h a l l  
c o n c e n t r a t e  on m u l t i p l e  sy s te m s  o u r  im p l ie d  r e s u l t s  a r e  new even  in  
r e s p e c t  o f  s im p le  s c a l a r  m odels such  as
y(t) + a Q ^ - y ( t )  = 3 Q2 ( t )  + u(t) , t  € R . ( 1 . 4 )
54 The r e a s o n  f o r  t h e  seem ing  red u n d an cy  i n  n o t  a b s o r b in g  1^ i n t o  
A (0 )  i s  th e  same as  i n  §5 .
55 I t  i s  hoped t h a t  no c o n f u s i o n  w i l l  a r i s e  f rom u s i n g  i d e n t i c a l  
symbols  i n  § § 5,  6 ,  7 f o r  d i f f e r e n t  g e n e r a t i n g  f u n c t i o n s .
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We s h a l l  now show t h a t  u n d e r  s u i t a b l e  c o n d i t i o n s  t h e  s o l u t i o n  o f  
( 1 . 2 )  h a s  t h e  form ( 2 . 1 . 1 ) .  In  t h e  m .s .  s e n s e ,  from ( 1 . 3 . 3 ) ,
zfy( i )  = ei t X U \ ) ndv,a) , € R .
JR y
Then i n  t h i s  s e n s e  ( 1 .2 )  i s  e q u i v a l e n t  t o
[ e lt:V{A0 ( - iX ) d x y ( ^ ) - B 0 ( - i ^ ) d x z (^ ) - d X u (^ )}  = 0 , t  € R .
R
Me s h a ll  always assume th a t  de t{A Q(-to)} /zas no zeros on the imaginary 
a x is ; i n  t h i s  c a se  t h e  fo rm a l  s o l u t i o n  i s
y ( t )  = I / tAÄ0( - iA )“1{B0(-iA)dXz (A)+(Jxu(^)} , t ( R . (1 .5 )
We c o n f in e  o u r  a t t e n t i o n  t o  c i r c u m s ta n c e s  in  w hich th e  n u m e ra to r  o f
each  e le m en t  o f  ÄQ(to) “*"B0 (oo) i s  o f  n o t  g r e a t e r  d e g re e  t h a n  i t s
d e n o m in a to r .  T h is  c a s e  seems p l a u s i b l e  f o r  most p r a c t i c a l  p u r p o s e s ,  
e x c lu d in g  t h e  p o s s i b i l i t y  t h a t  t h e  o u tp u t  i n v o lv e s  d e r i v a t i v e s  o f  
t h e  i n p u t . 56 Then t y p i c a l  e le m e n ts  o f  b o th  ÄQ(-to) ^ and
A0 ( - oj) ' 1B0 ( - u ) have t h e  form
b  + J. /  b*  •
j = l  k -1 y v
( 1 . 6 )
where y and th e  y a r e  c o n s t a n t s ,  q i s  t h e  number o f  p o l e s0 J K
to. (Re{to.} ^ 0 ) and r .  i s  t h e  m u l t i p l i c i t y  o f  to . . Now i t  i s  
J J J J
e a s i l y  e s t a b l i s h e d  by i n t e g r a t i o n  by p a r t s  t h a t  t h e  i n v e r s e  F o u r i e r
t r a n s f o r m  o f  (iX-to.J f o r  Re{to.} < 0  i s
 ^ C J C
t^  1exp(to . t ] / ( k - 1 ) ! , t  > 0 ; 0 , t  < 0 ,
J
( 1 . 7 )
56 In  t h i s  e v e n t ,  i n c i d e n t a l l y ,  t h e  s o l u t i o n  o f  ( 1 . 2 )  i s  w e l l - d e f i n e d  
i n  t h e  m .s .  s e n se  u n d e r  ( i i ) ,  t h e  c o n d i t i o n s  on ( 1 .3 )  b e in g  n e c e s s a r y  
o n ly  f o r  t h e  e x i s t e n c e  o f  t h e  s t r u c t u r a l  form .
57 We a l lo w  f o r  an i n s t a n t a n e o u s  r e s p o n s e ,  o c c u r r i n g  when y^ j- 0 .
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and for Re{co.} > 0  it is 
C
""exp (oo .t]/(k-1)! 9 t < 0 ; 0 , t > 0 .
C
(1.8)
Then (1.6), evaluated at , is 
r .o r a r° i J
t» * t;11. - lj jL) lk-l
i a
where 1 , \ are sums over CO .
C
positive real parts. Then evidently we may construct matrices 
T (t), r (t) , whose elements are linear combination of terms (1.7),
(1.8), such that (1.5) is
y(t) - 1 M t ' T ) X {r1(X)dxz(X)+r2(X)dxu(^)>*
T (T)z(t-T)dT + X(t) , t € R ,
where
X(f) = R r2(T)U(t-T)dT t € R .
It is clear from (1.9) that, as we should expect, if all zeros 
of detlA^-co)} have negative real parts58 then T^(t) = 0 , t < 0
and y(t) is unrelated to Z(t ) , T > t . If we knew the parameter 
values we would naturally seek to determine whether a stable system 
is implied. For (1.4) the condition 59 > 0 is in fact necessary
and sufficient for the solution
58 Stability will still be achieved if detlA^-w)} has a zero
with positive real part if this zero is common to the numerator of
each element of (—to) ^Bq (-co) . The control theory interpretation
of this eventuality provided by James, Nicholls and Phillips (1947) 
is that ’’the network has an undamped natural mode but the input 
terminals are so connected to the filter that no input can excite 
this type of response". Of course the presence of such a zero 
constitutes a redundancy in specification and is likely to cause loss 
of identification.
When aQ = 0 , (1.4) is stable in a trivial sense.59
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0
exp ( - T / a  ) a ( t - T ) d T  + x { t )  , t  € R .
When < 0 t h e  i n t e g r a l  i s  u n d e f in e d  as a  m .s .  l i m i t  f o r  s t a t i o n a r y
z ( t )  and ( 1 .4 )  i s  d e s c r i b e d  as reso n a n t , t h e  s t a t i o n a r y  s o l u t i o n  b e in g
For ( 1 . 1 )  t h e  n e c e s s a r y  and s u f f i c i e n t  c o n d i t i o n  f o r  s t a b i l i t y  i s  
t h a t  a l l  e ig e n v a lu e s  o f  A s h o u ld  f a l l  t o  t h e  l e f t  o f  t h e  im a g in a ry  
a x i s .  For h i g h e r - o r d e r  sy s tem s  such  as ( 1 . 2 )  t h e  a c t u a l  d e r i v a t i o n  
o f  t h e  z e ro s  may n o t  be f e a s i b l e .  However a number o f  t e c h n i q u e s  f o r  
t e s t i n g  s t a b i l i t y  have  been  d e v e lo p e d ,  f o r  example t h e  H u rw itz -R o u th  
c r i t e r i o n , t h e  N y q u is t  c r i t e r i o n  and t h e  r o o t - l o c u s  m ethod , many 
d e s c r i p t i o n s  o f  w hich a r e  a v a i l a b l e  i n  t h e  l i t e r a t u r e .  (See  e . g .
K ap lan ,  1962 , Marden, 1 9 4 9 .)  We m ere ly  m en t io n  t h a t  a n e c e s s a r y  
c o n d i t i o n  i s  t h a t  t h e  c o e f f i c i e n t s  o f  e a ch  power o f  w in  det{AQ(-co)}
have  th e  same s i g n .  (K a p la n ,  1 962 , p .  4 0 3 . )  Thus i n  t h e  s c a l a r  
c a se  each  o f  t h e  c o e f f i c i e n t s  o f  y ( t )  and i t s  d e r i v a t i v e s  must have 
th e  same s i g n .  I f  we b e l i e v e  t h e  t r u e  sy s te m  t o  be s t a b l e  t h e n ,  in  
p r a c t i c e ,  by t e s t i n g  p o s s i b l e  e s t i m a t e s  we may r e s t r i c t  o u r  a d m i s s ib l e  
p a r a m e te r  s e t  t o  th o s e  v a lu e s  w hich im ply  s t a b i l i t y .
6.2 Identification, estimation and asymptotic theory
The f a c t  t h a t  a d i s c r e t e  r e c o r d  o n ly  i s  a v a i l a b l e  a g a in  p r e s e n t s  
an a l i a s i n g  p ro b le m . We s h a l l  have  r e l a t i o n s  o f  t h e  form  ( 5 . 3 . 1 )  and 
( 5 . 3 . 2 ) ,  w i th  Aq and r e d e f i n e d .  Under ( i v )  and ( x i ) ,  ho w ev er ,
we g e t  r e l a t i o n s  c o r r e s p o n d in g  t o  ( 5 . 3 . 3 )  and ( 5 . 3 . 4 ) ,  w hich  may e n a b le
us t o  i d e n t i f y  A . , B. and f . We n o te  t h a t  i f  t h e  s p e c t r a l  mass i s  0 0 UU
*00
y { t )  = - a öl ß o 0
exp ( t / a o) 2 (f+T)<iT t  x ( t )  , t  € R .
i n  f a c t  r e s t r i c t e d  t o  a  f i n i t e  i n t e r v a l ,  ( - Z ,  K) s a y ,  t h e  e x p r e s s i o n s  
( 1 .3 )  a r e  f i n i t e  u n d e r  ( i i ) ,  b e in g  bounded by
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sup tr{f (A)}2£2m+1(2tf7+l) 1 , sup tr{f (A)}2A^n+^(2tt+l) 1 
A yy A ZZ
respectively, and thus (1.2) is well-defined as a m.s. limit.
Of course after imposing (iv) further conditions will still be
needed to identify (1.2). In the first place, we prevent the
multiplication of the equations by constant factors by taking the
diagonal of AQ(0) to be null. (As in §5.3 this may not be possible,
in which case alternative elements are constrained.) We must have 
Bq (j ) t 0 , some J : we cannot consider closed systems in the
present circumstances. (For (1.4) we take ^ 0 .) To ensure the
uniqueness, one from the other, of the equations we impose the rank 
and order conditions, described in §5.3, on • B ) , where this
matrix is defined by the relations
A ( oj) - I = A i l  (ca)' ®  I \ , B(oo) = b { i (lj) ' ®  I \ ,P-L l m P±J \ n P2J
with
V w) = C1 : : ••• : ( - ^ ]  > = C1 : : ••• : (-w)n] •
As in §5.3 we allow for linear homogeneous constraints expressed by 
the relations o l = aL^ , 3 = 3L^ » where a = vec'{A} , 3 = vec’{B} .
We note that from §2 our asymptotic results are valid under suitable 
conditions when there are non-linear constraints on the parameters.
In §6.Appendix we briefly discuss the presence of such constraints on 
an ordinary system of simultaneous equations, these considerations 
readily extending to (1.2).
Finally in our treatment of the identification problem we must 
contend with the possibility of factorization by asserting that except 
for at most a finite number of points in B ,
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Ä(£X) ^B(iX) ± AQ(-£X) ^B^(iX) uniformly in admissible
(a • 3) ^ (öIq * 3q) , such that (v) holds. The identification
problem is analogous to that for mixed autoregressive moving- 
averages with exogenous variables, rigorously discussed by Hannan 
(1971 b). (See §5.3.)
The first estimates we suggest are essentially those of §2.1.
/ A  * ^  \THEOREM 6.1. denote by [a • the vector minimizing
Qn  - N 1 l 1B(i^ s)wz(s)
B  ^ J
-In
over admissible (a • 3) such that
a € 0 c (a I det{Ä(-oo)} *  o , Re{u)} > o) .
Let aQ € 0 and let (1.2) and conditions (i)., (ii)., (iv) and (v)
hold. Then
lim K  • ^  = K  : ßn) > a-s-IJ-+CO
Moreover if aQ is an interior point of 0 and if conditions (vi)
and (vii) hold, then as N -* 00
ff*(V<\> V e0^  °> V * > +’rn(*fvv*)’rn<*>
where
-1
O'- xx J 0
- 1 * .¥ ( * )  = (2Tr) x I T(X) < ( f„ ( -X )  ® A(iX) x *(X)A(iX) ■L^T(X)dX ,h ’
with
T(X) -i1^(£X) ® B ( iX ) 'A(iX) -1' y a )  © i
2^  -J
Proof. The proof follows directly from Theorems 2.3, 2.6. 
Unlike in §5.3, stability restrictions do not naturally produce a 
bounded set that can be compactified. In a somewhat more artificial 
way a compact subset of the stable region must be isolated: for
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(1.4) we may take 0 < a 5 Z < 00 . A two-stage estimation procedure 
entirely analogous to that described in previous chapters may be 
devised, estimating otQ numerically and then ßQ explicitly. It
would be tedious to give the details, particularly in view of the 
fact that in §6.3 we discuss wholly explicit methods of estimation, 
using the linearity of the structural form.
COROLLARY 6.1. denote by (a • ß J the vector minimizing
= 11 1 I w y ( s ) - ß ( l - a a s ) ' j'wä(s) <p(X8 ) .
Let (1.4) holds with aQ > 0 and ßQ ? 0 . Then the covaniance
N  • " N J 
-1
matrix in the limiting distribution of N2 [a -a • ß^-ßQJ is
« :<pV * > ' \ where
1 r ß2 -aß
2 TT B -aß X"2+a'
f_(^)<p(^ )^ x .
Then aQ = 0 , N2oln and U2 (ßA7-ßJ
l+a2A2J zz
^ are asymptotically independent
with the sarnie variances as W2 (z^-£0) 3 W2(ß^-ßQ) respectively3 of
Corollary 4.1. On the other hand if condition (xi) holds and for all 
A € B = (-7T, tt)
> 0 - = ^ a)_1 *
the covariance matrix is
1
a2/ß2(l-K) V eo
PK
a /ßA 1L ° °
where
k  = (2TTaQ ) 1tan ^ m ^ / f l - a 2 ^2 o77
We conclude the present section by noting that our results are
125
e a s i l y  e x te n d e d  t o  c i r c u m s ta n c e s  in  which t h e  p a ra m e te r s  a r e  in v o lv e d  
in  a n o n - l i n e a r  f a s h i o n  in  t h e  s t r u c t u r a l  fo rm . For ex a m p le ,  f o r  t h e  
model
1 + a QDy( t )  + . . .  + a™Dmy ( t )  = $Qz ( t )  + u( t )  , t  € R 9 
we would e s t i m a t e
V s) = {1_ f “oiXs^m+1} 4 + V \ , K (s) + wx (s) .
The z e r o s  o f  t h e  c h a r a c t e r i s t i c  e q u a t io n  a r e  ct.(^ ~exp{2'nij/ (m+1) } ,
j  = 1 ,  . . . ,  m . For  m = 1 ,  2 t h e  model i s  s t a b l e  when a  > 0 .
However, t h e  c a s e s  m = 3 , mod (4 )  a r e  i n a d m i s s i b l e  s i n c e  two z e ro s  
a r e  p u r e l y  im a g in a ry  and f o r  m > 3 t h e r e  a r e  a lw ays z e r o s  w i th  
p o s i t i v e  r e a l  p a r t s .  The model
( l+ a QD)my ( t )  = 3q2 ( £ )  + u ( t )  , t  € R , 
on t h e  c o n t r a r y ,  i s  s t a b l e  u n i fo r m ly  in  > 0 and m > 1 .
6.3 Instrumental variables estimation
B ecause t h e  s t r u c t u r a l  form  ( 1 .2 )  i s  l i n e a r  i t  i s  n a t u r a l  t o
examine th e  p o s s i b i l i t y  o f  d e r i v i n g  e x p l i c i t  e s t i m a t e s  w i th  good
a s y m p to t i c  p r o p e r t i e s .  For s i m p l i c i t y  o f  e x p o s i t i o n ,  and b e c a u se  we
s h a l l  u se  d a t a  t o  e s t i m a t e  ( 1 . 4 ) ,  we s h a l l  examine t h e  p rob lem
p r i n c i p a l l y  w i th  r e s p e c t  t o  t h e  e l e m e n ta ry  s c a l a r  model ( 1 . 4 ) .  We
s h a l l ,  ho w ev er ,  s t a t e  a n a lo g o u s  r e s u l t s  f o r  ( 1 . 2 ) .
We a p p ro x im a te  t h e  d i s c r e t e  F o u r i e r  t r a n s f o r m  o f  ( 1 . 4 )  by
w ( s )  = ol£X w ( s ) + 3ow ( ß ) + w ( s )  . ( 3 .1 )y 0 s y O s  u
The most o b v io u s  e s t i m a t i o n  p ro c e d u r e  i s  o r d in a r y  LS , which p ro d u c e s
t h e  e s t i m a t e s
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K  : ßj = o -
X2I iX I
■s yy s yz
-iX I IL s zy zz
omitting arguments s . Defining
(2TT)-1 X ?xxM d X ;»]•
-1
1 r
32po -a 3 0 0
2 TT B -a 3 0P0
, -2 2 A +aQ ^
A f „(X)zz
2,21+V ciX +
then under (ii) and (iv), a.s.,
lim (ot • 3 )
/y-K»
0 : 3 0 ( 27T) -1 fzza) ,-l
[k : ßn)ß-“ng]G-1
= fok * ß«) - a aG 1 . ^ o • 0; o3
As we should expect, (a • 3 ) is not consistent60 (unless
aQ = 0 ). In general, by way of analogy with ordinary simultaneous
equations systems, estimates of the parameters in the systems of 
§§5-7 derived by minimizing squared deviations from the approximate 
structural form will not be consistent. In the present case cl
is easily shown to be (asymptotically) under- or over-estimated 
depending upon whether 0^ > 0 or < 0 respectively, and
(unless 06q = 0 ) 3Q is under- or over-estimated depending upon
whether 3^ > 0 or 3q < 0 respectively.
60 Cf. ordinary LS estimates for the corresponding difference 
equation,
yin) t cl yin-1) = 3Qzin) t uin) ,
which are well known' to be consistent only when the uin) are 
serially independent.
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C o n s is te n t  e s t im a t io n  th u s  r e q u i r e s  a more s o p h i s t i c a t e d  
approach . Let us suppose we have a v a i l a b l e  N o b s e rv a t io n s  v(n)  , 
n -  1 , . . . ,  N , sampled from a p ro c e ss  v ( t )  , t  £ R . We require  
the instrum ental va r ia b le  v ( t )  to  be incoherent o f  u (t ) 3 a l l  
t ,  t £ R and to s a t i s f y  condition s  ( i i )  and ( i v )  on z ( t )  . Indeed 
z ( t )  cou ld  i t s e l f  s e rv e  as such an in s t ru m e n ta l  v a r i a b l e ,  a l though  
f o r  re a s o n s  o f  e f f i c i e n c y  we would l i k e  v ( t )  to  be s t r o n g ly  co h eren t  
w ith  y ( t )  . Now p o s t - m u l t ip l y in g  (3 .1 )  by
[~iX w ( - s ) • w (-8)1L s v • z J
(w ith  Wy d e f in e d  by ( 2 .1 .1 0 )  ) and summing, we have th e  e s t im a te s
("ex * 3 1 = q G 1 (3 .2 )
where
N 1 I [_-i\ I  : I  1 , G = N 1 I
_ *— .<? m )  •  17  j »-1 * N “
X2I  s yv
*
iX I  s yz
- iX  I  s zv I zz
s yv
w ith  I  = W W , I  - W w (There i s  no p o in t  in  in c lu d in g  ayv u v zv  z v *
w eigh t fu n c t io n  cp , s in c e  we m erely  r e q u i r e  our e s t im a te s  to  be
c o n s i s t e n t . ) Then
fa , -a .  • 3 - 3 . )  = [g.T-(oL • ßnlGjG”1 .K N 0 •  N 0J L*N K 0 •  0J fir N
The f i r s t  f a c t o r  i s
I [a ( e ) - a  iX w (a)-B u (sj]  [-iX  w ( s )  • w (-s)J  . ( 3 .3 )
B ^ ^
Since th e  f i r s t  f a c t o r  o f  th e  summand i s  c lo se  t o  w ( s )  and v ( t )  ,u
z ( t )  a re  each in c o h e re n t  o f  u( t )  , ( 3 .3 )  v a n ish e s  a . s .  as N -*■ 00 .
Then s in c e  G = 0 (1 )
lim  (a • 3 ) (a . 3n) »
N-*°
a . s . ,
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u n d e r  t h e  u s u a l  c o n d i t i o n s . 61 Now a f t e r  m u l t i p l y i n g  ( 3 .3 )  by N2 i t  
f o l l o w s  from  Theorem 2 .5  t h a t  t h e  e f f e c t  o f  r e p l a c i n g  th e  f i r s t  f a c t o r  
o f  t h e  summand by W ^ s )  i s  a s y m p t o t i c a l l y  n e g l i g i b l e  i n  m .s .  Then 
i f  u ( t )  obeys a l s o  c o n d i t i o n  ( v i )  on x ( t )  ,
i e< X l  -1 -  n [ o . - f j  ,
where
1  f
X2f  (X)
J VV
i X f  (X) vz
2 W  J B - i X f  ( X )  
J z  V f ( X )z z
f  (X)dX .J uu ( 3 . 4 )
Then
ffHv°o : VV " 0 v y -19 2 1 2
p r o v id i n g
¥ 2 ?:im  S  2 ttN-^°
i X [ l - a i X )  1  "*l
[-i X f ZV(X) '• f ZBa ^ dX ( 3 * 5 )
i s  n o n - s i n g u l a r .
While (a^  • 3^) m eets  t h e  p rim e r e q u i r e m e n t  o f  c o n s i s t e n c y  we
s h o u ld  l i k e  e s t i m a t e s  t h a t  a r e  more e f f i c i e n t .  To f i n d  t h e s e  we must 
f i r s t  e s t i m a t e  f  (X) . We c o n s i d e ruu
f uu( \ )  -- 2MN~l  \wy (.e)-aNi X w y ( 8 ) - ^ z <.S ) \ z ,  ( 3 . 6 )
Ä ( 5 , oo € B , i n  t h e  n o t a t i o n  o f  § 2 .5 .  Then in  much th e  samem 9 m
way as i n  § 2 .5 ,  f o r  some se q u en c e  M -  M( N)  i n c r e a s i n g  w i th  N ,
f  (X) -► f  (X) a . s .  and u n i f o r m ly .  We now p o s t - m u l t i p l y  ( 3 . 1 )  by UU uu
h.7(oo l u  ( - s )  , where N^ - mJ z
[ - 3 ( l+a„iao ) 1 L N m v N mJ
61 However no fo rm a l  r e q u i r e m e n t s  o f  com pac tness  a r e  n ee d ed  i n  t h e  
p r e s e n t  s e c t i o n .
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Then we consider the estimates
'• ^N^ = 9/VGi7 9
where
(3.7)
g = d l  I i (8)fi„(u) ) , G = ff“1 I I L h v yz H K mJ N L i nm sKm) u m s{m)
,-l
i\ I (s) s yz
I (s)zz
f i > ) .AT m'
We have
(V“o : W  - : * o W  •
Then there exists an increasing sequence M(N) such that the first 
factor (which is similar to (3.3)) vanishes asymptotically a.s. and
lim (“H : eJ = K  : U  • a-s-N^ co
Now N2 £g - (aQ • may be expressed as the sum of a finite
number (for fixed M ) of the terms
V fjj (s)-a.iA w (s)-ß it? (sflw (-s)lfLfü) ) .I sL(m) L y 0 s y 0 z J z j mJ
Then as before the effect of replacing the term in square braces by 
w (s) is asymptotically negligible in m.s. Also, keeping M  fixed,
lim h„foo } „ N ' mJÄ/-X»
fi+a.ia) ) 1 • 1 /..(go ) 1 = h..fw 1 , 0 171 ^ 0 17lJ • J M  ^ mJ M V 5J K mJ
say. Then for fixed M we may replace by and
^[g _ [a : ß IgLI W 0, I h..(o) 1 *(2tt)-1 f f (A)f (A)dAh.,fu) ) v 0 • 0J NJ , L M K mJ \c Jz z Juu mJ
L- m J S -
Then on increasing M it follows that there exists some sequence 
M(N) such that
^  f'1] ,
where, for / (A) > 0 ,
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1 r
32p0 ' V o
2 TT B -a_3_
L 00
X_2+a20 _
, 2 -\ 2 
l1+anX
f  (X) 
/*(X) dXJ uu
(3.8)
We have thus established a three-stage efficient estimation 
procedure for (1.4) that does not require iteration. Corresponding 
methods are of course available for the multiple system (1.2). We 
shall present the estimates and their asymptotic properties without 
further proof since the proof is essentially the same as that above 
but more tedious. For some x 1 vector instrumental variable
process v(t) , incoherent of u( t ) for all t, t £ R , we have the 
estimates
: ^ ^ls * 92^
' Gn s G12s
__ G21s G22s _
® I
where
9ls = - ® vec’ { I y v ( ' S)} ’ 92s = 4 ^ )  ® vec'{IyZ(-s)} ,
Gus = v <x.) © v-s) • Gi2a “-’A) v y  ® v-s) >
G „ = -  1 (iX  )*1 fiX  1 © I , , , ( - s )  , G„„ =1 f ix  1*1 (iX  1 © I , ( - e )  .” K v 5 22s n K s' n K s' 7721s
Then
n v s' m S'
* 2 [aN “ o * "* W0 ,
where
1 c ~ Gii(X)
Gi2a > -
2 TT B , G2ia) G22(X)_
® f (X)dX ,uu 5
with
Gu U) = lm(iX)*lm(iX) 0 fvv(-X) , G12(X) = -lm(iX)*ln(iX) © fvz(-X) ,
G2ia) = - y a ) * V iX) ®  fzv(-A) ’ G22a)  = 1n WX)*1n (iX) ®  fzz(-A) ’
and where
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Y = ( 2tt) -1 | gi (X)*G2(X) 0  Ip jdX ,
w ith
G ( A )  = -1 (£X) ® Bn(iX)'An(tX)m 0 0
- 1 ' 1 (iX) ® I
n p,
G2(x) = C-lm(iX) ® fzv(- X) : 1n (iA ) ® fzz(-X)3 •
Next we form
fu> J  = 2 M T 1 I [AJV(iXa)w (s)-Bff(iXg)wz(s)][Aff(iXs)w (a)Tir s; yv ' r  V zVo u L;,ffv‘"V"y
-  Bi?(iXs )wz (s ) ] *  ,
oo^  € B , where and a re  g e n e ra t in g  fu n c t io n s  formed by-
r e p la c in g  (aQ : 30) by (a^ ; 3^) in  AQ and BQ r e s p e c t i v e l y .  
Then we have th e  e s t im a te s
K  : f U  = I  v e c
m s(m)
' { I ,  (-s)}H fw ) [ l Y y G„(X ) *H (to ) L yz N K mJ I L 7 \ sJ mJu’ m SK.m) -*
where
sN{\ )  = ® V '*0 : ® W - Ü  ® h  ’
V A) = - l '-1 (iX) ® B (iX)'A„(iX) 1 ; 1 (iX) 0  I 0  f (X)uu -1
Then f o r  some sequence M = M(N) ,
^ ( V “o : V ß03 N[°> {(2ir)_1
in  th e  n o ta t i o n  o f  §6 .2 .
t (X)* f zz(-x) © f uu(X)-1 ^o(X)ax
6.4 Numerical examples
The a l t e r n a t i v e  methods o f  e s t im a t io n  s u g g es ted  in  th e  p r e s e n t  
c h a p te r  were compared in  e s t im a t in g  ( 1 .4 )  u s in g  our economic and 
oceanograph ic  d a ta .  The p ro ced u res  o f  §6.2 based  on th e  reduced  form
A
invo lved  f in d in g  0(  ^ t o  maximize
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{l ^ (aXl-oiX,)-1» ^ ) } 2
A
with 3^ given by
l -r (S)(l+a2x2)-1<p(xj 
s
(4.1)
The optimization of (4.1) was carried out over the stable region 
0 < a 5 5.0 . The estimates, for both sets of data, were derived
using cp = 1 and cp = /  ^ as before, and appear in lines (a) andcc%c
(b) respectively in Tables 6.1, 6.2 below, along with their standard 
errors, computed using the formulae given in the first part of 
Corollary 6.1.
Next the methods of §6.3 were used, with s(n) taken as the 
instrumental variable. The initial, consistent, estimates (3.2) are 
then given by
a = - Y iX I (s) / 1 X2I (s)
N  8 S yZ /  8 3 yZ
These estimates are presented in line (c) in our tables, together 
with their standard errors which were computed using (3.4) and (3.5). 
Then f (X) was estimated from (3.6), with M - 8 . The efficient
estimates (3.7) were finally computed exactly in the manner described 
in §6.3. Although the estimates are explicit iteration was carried 
out in respect of the estimation of /^(A) , and we reproduce
estimates and standard errors (derived from (3.8)) for the first and 
fourth iterates in lines (d) and (e) below.
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Table 6.1
Economic Data
/s
aN
s.e. s.e.
(a) 1.035 0.443 0.751 0.059
(b) 0.009 0.022 0.863 0.037
(c) 0.295 0.091 0.743 0.066
(d) 0.136 0.055 0.772 0.044
(e) 0.047 0.014 0.811 0.039
Table 6.2
Oceanographic Data
A
aN
s.e. aN A s.e. &N
(a) 1.509 0.286 0.957 0.059
(b) 2.443 0.345 0.965 0.058
(c) 1.746 0.429 0.953 0.018
(d) 2.673 0.426 0.928 0.017
(e) 2.504 0.419 0.938 0.018
There is substantial discrepancy between the estimates of lines 
(c) and (e) and for the economic data at least the efficiency of the 
instrumental variables estimates of aQ is poor. Although lines (d) and (e ) 
agree well in Table 6.2 the difference between the corresponding lines in 
Table 6.1 indicates that it is wise to iterate with respect to the
estimation of / , to overcome the effect of a possibly inaccurate
first-stage estimate. As we would wish, there is reasonable 
agreement between lines (b) and (e); this would have been improved 
by further iterations although even after iteration these procedures
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will still in general produce different estimates. For the simple 
model (1.4) the methods of §6.3 may not save very much computational 
labour but for systems with more parameters these explicit estimates 
will be very much faster than a multi-dimensional search and iteration.
6.Appendix. Linear systems with non-linear constraints
Whereas non-linear parameter constraints were allowed for in §2 
and employed in §3 we have since ignored the possibility of their 
presence. It seems that non-linear restrictions will arise with much 
less frequency in connection with linear models than will linear 
restrictions. However, Malinvaud (1970 a, b) has considered a class 
of non-linear models that may be re-defined as linear models having 
non-linear constraints. Moreover Fisher (1966) suggests two ways in 
which such constraints may arise: namely when the linear model is a
Taylor series approximation to a non-linear one and when a particular 
structure is imposed on a distributed lag model. The model of §3 may 
be formulated as a linear regression with non-linear constraints (on 
the cofactors). Also an alternative normalisation condition is 
sometimes used for linear systems, restricting the parameter point to, 
say, the surface of the unit hypersphere. Finally non-linear 
restrictions may arise from a priori knowledge. We shall briefly 
consider the effect of such constraints on the familiar econometric 
system
A Qy(t) + BQz(fc) = u it) , t € R , (A.l)
where A Q and BQ are respectively p^ x p^ and p^ x p^ matrices.
It will be seen that much of our discussion is relevant to the more 
elaborate linear systems considered in the thesis.
When the only restrictions on A and B are linear (A.l) is 
either identified or there is a continuum of alternative structures,
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reflecting the nature of solutions of linear simultaneous equations. 
However, as noted in §2.2, when non-linear restrictions are involved 
it is possible that, whereas these may be insufficient to provide 
global identification, the system is locally identified. Then, by 
restricting attention to a sufficiently small neighbourhood 0 of 
one of the alternatives,global identification is achieved. Such a 0 
could conceivable arise from inequalities on the parameters, which 
are common in economics. Wegge (1965) and Rothenberg (1971) have 
considered the local identification of and B^52 • Writing
cl - vec'{A} , 3 = vec'{B} we introduce the row vector of constraints,
>0:
-
(8/9a)C(a, 3)'
£(a, 3) = 0 . Then53 if (a^ • 3n) is a regular point of
) ' I ®  A' + < 3 / 3 6 ) E ( a ,  6 ) ’ f l  ®  B ’
l  P ! 1-1a.
a necessary and sufficient condition for local identiflability is that
2 c • nthis matrix have rank p ^ at \ 0 • 3QJ .
We consider now some estimates of (Aq • BQ) and their asymptotic
properties. Frequently economic models involve identities in the 
variables, and it seems worthwhile to allow for such contingencies 
here. (See Malinvaud, 1970 b, pp. 646-648.) We re-write (A.l) as
A01 A02 yx(t)
, A03 0 4= 1 _
__ y 2(t)
V
l i t ) =
ux (t)
B „ 0L °2_
t 6 R .
Here all partitioning is p^ : , p^ > 0 . The identities
are expressed by the lower partition, with [[A \ ! B^l a
known matrix. We assume the identities to be linearly - independent 
and the elements of y(t) to have been alloted to y^(t) and y^(t)
62 These authors also consider the identification of E{u(t)u(t)'} .
63 This is an extension of results of Fisher (1959), (1966) for the 
identification of a single equation in the system.
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in  such a way t h a t  AQt+ i s  n o n - s in g u la r .  On s u b s t i t u t i n g  f o r  y 2 ( t )
in  th e  upper p a r t i t i o n  we have
ÄQy 1( t )  + IT0z ( t )  = u ^ i )  ,
where
7T = 2 04 03 B = A04 02
We w r i t e
ot1 = v e c ’ {A1} , a2 = vec '{A2} , 3 = vec ' {B 1> ,
and in t ro d u c e  th e  1 * r c o n s t r a i n t  v e c to r
£ ( a l S  a 2 , 3) = 0 ,  ( A . 2 )
r e q u i r i n g  i t s  f i r s t  d e r i v a t i v e s ,
( 3 / 3 ^  I 3 /3 a 2 I 3 /3 e ) c ( a l (  «2 , ß ) 1 = S ,
, / \  • A • A .
to  be con t inuous  and l i n e a r l y  in d e p en d en t.  We ta k e  (a * ° ^ 2  • 
to  m in im ize64
over  (ot • a 2 * 3) € 0 , a compact s u b s e t  o f  th e  a d m iss ib le  s e t
s a t i s f y i n g  (A. 2) .  When a l l  r e s t r i c t i o n s  a re  l i n e a r  an e f f i c i e n t  
method o f  e s t im a t io n  f o r  th e  tim e s e r i e s  case  i s  g iven by Hannan and 
T e r r e l l  (1973).  Of co u rse  s im p le r  and lo n g e r  e s t a b l i s h e d  methods 
e x i s t  f o r  f in d in g  e s t im a te s  t h a t  a re  a t  l e a s t  c o n s i s t e n t .  (See f o r  
example M alinvaud , 1970 b ,  C hapter 19 . )  When n o n - l i n e a r  r e s t r i c t i o n s  
a re  p r e s e n t  such methods r e q u i r e  m o d i f i c a t io n ,  and i t e r a t i o n  w i l l  
c e r t a i n l y  be needed . The m o d i f ic a t io n  o f  Newton's method su g g es ted  by 
A itc h is o n  and S i lv e y  (1958) may be u s e f u l .
I t  would be r e p e t i t i v e  to  s t a t e  a fo rm al theorem  b u t  from
64 W^(s) i s  th e  d i s c r e t e  F o u r ie r  t r a n s fo rm  o f  y^(rc) and $ i s
now p 4 x p 4 .
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Theorems 2.3 and 2.6, under the usual conditions5J, our estimates are
consistent and as N + 00 ,
l— r  » / v  » / \  \  U//2 a -a • a -a • ft - f t  ) — ► WfCL E] ,v N 1 01 • N2 02 • PN poJ ’ 5
where E 
a matrix
is derived by deleting the final r rows and columns from 
of the form (3.2.7), with ¥($) given by (3.2.4) and
T  = f-B ’ A “ 1 ' *- A'iLA „ , A  1 B ' .• I( 04 03 • p 21
6 5 We do not require (iv) and (vii), however.
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CHAPTER 7
DIFFERENCE-DIFFERENTIAL AND INTEGRO-DIFFERENTIAL EQUATIONS 
7.1 Introduction
The previous two chapters have been devoted to the estimation 
of simple systems of linear functional equations that can be solved by 
the Fourier transform. Difference and differential equations 
apparently provide reasonable descriptions of a wide variety of 
dynamic situations in the real world. However prior evidence may 
call for a system of greater sophistication. In particular it may 
well be the case that the rate of change of a process depends not 
only on its present state but also on its past history. Thus we are 
led to examine differential equations that involve lagged variables 
and their derivatives and which are most commonly known as difference- 
differential equations. Bernoulli (1728) was apparently the first to 
consider such an equation, in connection with a problem in mechanics. 
Subsequently difference-differential equations have frequently arisen 
in such fields as the physical and biological sciences, engineering 
and economics, sometimes as approximations to partial differential 
equations and other functional equations. In recent years there has 
accumulated a vast literature concerning the solution and stability of 
difference-differential equations.
The theory of §2 allows us to estimate linear difference- 
differential equations having constant coefficients. In addition it 
allows us to estimate difference-kernel integral equations involving 
a continuum of lagged endogenous variables. We shall consider the 
estimation of a composite linear difference-differential and integro- 
differential equation system of a type similar to those discussed in 
different contexts by, for example, Kitagawa (1937) and Pinney (1958),
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involving the linear operations of differentiation, integration and 
translation through time. As far as is known, no previous attention 
has been directed to the estimation of such systems, in the presence 
of a discrete sample at least. Before we describe our estimates and 
their asymptotic properties we shall attempt to provide some background 
and motivation by considering the solution and stability of some simple 
difference-differential and integral equations that occur in practice. 
The fact that generally solutions are of a recondite nature, and the 
assessment of stability of a given system is very difficult, will 
limit the usefulness of our results.
7.2 Difference-differential equations
The functional equation we consider is 
m q
1 L a(j> k)Cpy (t-ru) = w(i) , t € R . (2.1)
j = o  k -o
We take a(0, 0) = 1 and 0 = n < n < ... < r) . If ot(j , k) = 0 ,u i. q
all j > 0  , (2.1) is a pure difference equation; if a(j, k) = 0 , 
all k > 0, it is a pure differential equation. Thus we take 
a(j, k) ^ 0 for some j , all k > 0 , and for some (j , k) , j > 0 . 
Under the usual assumptions, the formal solution in the m.s. sense is
y ( t )  = t € R ,
where we assume
m q
oi(i\) = 'l l a(j, kK-iA^exp (irn A) 
j=0 k=0
is bounded away from zero, A 6 R . Naturally we are interested in 
determining whether all zeros of a(-oo) have negative real parts. 
Now these zeros may have arbitrarily large modulus and they tend to 
lie along "chains", of which there are essentially three types. A 
chain is said to be retarded, neutral or advanced depending upon
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whether, as |w| -*■ 00 , R2.{go} -► -00 , ke{4)} is bounded or
Rß.{u)} -+ 00 , respectively. A necessary condition for stability is 
thus the absence of advanced chains. However the problem of 
establishing perspicuous stability conditions in terms of the 
ot(j, k) , T)^  appears to be intractable in general, although
specific cases have been discussed by such authors as Cebotarev and 
Meiman (1949, Chapter VII), Bellman and Cooke (1963) and Pinney 
(1958). When the are commensurable the situation is simplified.
We introduce the two-dimensional polynomial
m  q .
Mu, a) = I I a(j, k)u?oq 
j =0 k -0
Is QGiven that a(j , 0 ) ^ 0  , some j , a principal term ol(Z , 0)4) oq 
of ip(4), o) exists if and only if a(Z, 0) ^ 0 and for all (j, k) 
such that a(j, k) t 0 , j < l and k < q . Pontryagin (19 55) has 
shown that if ip(4), a) has no principal term the function
a(-4)) =
has an unbounded number of zeros with arbitrarily large real part. 
Given that such a term is present, however, Pontryagin presents 
sufficient conditions for stability.66 Pontryagin’s results have 
implications for a number of difference-differential equations that 
have arisen in practice and seem worthy of mention.
The homogeneous equation
y(t) + a^yit-T)) + a^Dyit) = 0 , (2.2)
with r| > 0 , has been considered by Kalecki (1935) in the study of 
business cycles. The solution and stability of (2.2) have been 
discussed by, for example, Frisch and Holme (1935), James and Brelz
Pontryagin takes all differences to be integer-valued. An 
elementary transformation makes his results applicable to equations 
with an arbitrary fundamental difference.
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( 1 9 3 6 ) ,  Hayes (1950) and B urger  (1 9 5 6 ) .  For o u r  p a r a m e t e r i z a t i o n  
( 2 . 2 )  i s  s t a b l e  i f  and o n ly  i f ,  f o r  r| > 0 ,
w here  (a) i s  t h e  z e r o  o f  + ritanw in  ( 0 ,  tt) . T in b e rg e n  (1935)
s u g g e s t s  an ( u n s t a b l e )  e q u a t i o n  f o r  p r o f i t  m a rg in ,  namely 
y ( t )  + + o y / ( £ - 2 n )  + QL^Dyit-2r\) = 0
and P inney  (1958) h a s  c o n s id e r e d  i t s  s o l u t i o n  when a = 0 . The
e q u a t i o n
y ( t )  + OL^Dy(t) + a 2D2y ( t )  + a iPyi t - r \ )  = wi t )  ,
where i t  i s  n e c e s s a r y  t h a t  n - 1 o r  2 f o r  s t a b i l i t y ,  i s  o f  
im p o r ta n c e  in  c o n t r o l  t h e o r y .  (See A n so f f  and K ru m h an s l , 1 9 4 8 .)  
Bellm an and Cooke (1963) r e p r o d u c e  s t a b i l i t y  c o n d i t i o n s  f o r  t h e  l a s t  
e q u a t i o n ,  d e r i v e d  u s in g  P o n t r y a g i n ’ s r e s u l t s .  S a rgan  ( 1 9 5 8 ) ,  
o b s e r v in g  t h a t  t h e  L e o n t i e f  dynamic sy s tem  i s  u n r e a l i s t i c  i n  i t s  
a s su m p t io n  t h a t  s u p p ly  i s  a t  a l l  t im e s  e q u a l  t o  demand, c o n s i d e r s  t h e  
e f f e c t  o f  s u p e r im p o s in g  a d i f f e r e n c e - d i f f e r e n t i a l  s t r u c t u r e  on th e  
s y s te m ,  i n v o lv i n g  s m a l l  t im e  l a g s .  F u r t h e r  a p p l i c a t i o n s  i n  econom ics 
a r e  d i s c u s s e d  by K a le c k i  (1 9 4 3 ) .
7.3 Integral equations
We c o n s i d e r  f i r s t  t h e  d i f f e r e n c e - k e r n e l  e q u a t i o n  o f  t h e  f i r s t  
k i n d ,  namely
•b
Y1 ( t ) ^ ( t - T ) d l  = W{t )  , t  i R , ( 3 . 1 )
a
w here p o s s i b l y  a - -°° , b = 00 . Under t h e  u s u a l  c o n d i t i o n s  t h e  
fo rm a l  s o l u t i o n ,  i n  t h e  m .s .  s e n s e ,  i s
yW  = ei t X y  y - X r h Z X y U )  , i f  R
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where we assume
rb
y1(A) e^^y^t )dt
is bounded away from zero, Ä ( R . Then a solution of the form
y W K(T)w(t-T)dT , t € R ,
exists. While the general nature of (3.1) makes precise discussion 
difficult, simple stability conditions for such equations are 
available. Langer (1931) presents a result of G. Polya stating that67 
if a - 0 and b - 1 and y^ is positive and non-decreasing on
(0, 1) , (3.1) is stable.
We examine next the integral equation of the second kind,
rb
y(t) - Y2(x)y(f-T)dT = w(t) , t i R .
'a
Then it is known that a unique solution satisfying our conditions 
exists, namely
yit) eitX{l-y2(-X))-1dxu(X)
where
Y2(A) = f e'^y2(t)dt , 
J a
providing |y 2(A)| < 1 , \  € R . In this case the solution may be
written as
y(t) w ( t )  +
■b
Y2(T)u(t-T)dT + ... 
Ja
rb
To 4 L  ...T,(x.)u(t - T. - Td dTi ••• + ••• •
67 Providing Y(^) is not an "exceptional" function, that is a 
step function with discontinuites finite in number and occurring only 
at rational points of (0,1).
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Thus i f  b > a > 0 , y P  ) i s  u n r e la t e d  to  zj(t ) f o r  T > t  .
1 A  Identification, estimation and asymptotic theory
We s h a l l  c o n s id e r  th e  e s t im a t io n  o f  th e  g e n e ra l  m u l t ip l e  system
y(t)  + I  {  \  A  C j ,  k)lßy{t-r\  ) + f  r  . ( x ;  6 \ lß y ( t - \ ) d T \
0=0 4=0 u ok o o )
I i I B O ' ,  k ) j ß z { t - L , )  + e z(t -T)dT\  + u ( i ) ,  ( 4 . 1 )o=o 4=1 u ok } R o o j
t  € R . Here th e  A ^ ( j ,  k)  and B^Cj, Ac) a r e  r e s p e c t i v e l y  p * p^
P-, x V r, m a t r ic e s  o f  c o e f f i c i e n t s  and th e  r . ( i ;  0) and A . (£ :  0) r l  ^2 0 0
a re  r e s p e c t i v e l y  p^ x p^ and p^  x p^  m a t r ic e s  o f ,  in  g e n e r a l ,  non­
l i n e a r  fu n c t io n s  o f  0 . We wish to  e s t im a te  th e  r i *»  A ( j ,  ^)
'JJ  U
Bq(j , Ac) and 0^  given  th e  sample y ( n ) ,  z(n)  , n = 1,  . . . ,  N .
For th e  i d e n t i f i c a t i o n  o f  ( 4 . D r a f t e r  im posing Civ) , i t  i s  
n e c e s s a ry  t h a t  th e  p a ra m e te rs  can be de term ined  from knowledge o f
AQ(fA) 1BQ(iA) , in  such a way t h a t  (v) h o ld s ,  where
Ä (iX) = 1 + 1  ( - i X ) 4  f  A fe)exp(in,X) + ? (X; 0}1 ,
p i  0=0 4 = 0  K 3 >
n . r r  \
B(iX) = l  ( ~ i \ ) 3{ l  B ( i ,  k )ex p ( iL X )  + A.(X; 9 ) )  ,
0 - o Ac=l
w ith
i  Af,r . U ;  0 )  =  I 6 I \ ( * ;  0 ) d t  ,  A . ( A ;  0 )
J J ß J J
e ,
R 3
and detCA^CiA)} i s  tak en  to  be bounded away from z e ro ,  A 6 R .
The p re sen ce  o f  th e  te rm s in v o lv in g  th e  T . and A . co m p lica tes
0 0
and
th e  i d e n t i f i c a t i o n  problem and p re v e n ts  f u r t h e r  p r e c i s e  a n a l y s i s .
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We consider, however, the pure difference-differential6 case
T.(t; 0) = 0 , all j , A.(t; 0) = 0 , all j . As usual we take
C C
0 = n00 < noi "^ ••• < no q 9 0^1 < 0^2 ^0 r ’
Then we normalise the system by taking the diagonal of A (0, 0) to
be null, when this is possible (see §5.3). We require (j, k) ^ 0 ,
some J , k = 1, ..., q and Bq (j , k) ^ 0 , some j , k = 1, ..., r
to identify the r| ., Cq • . Also the rank and order conditions of
§5.3 must be imposed on the p^ x \Xm+l)(q+l)pj + (jn+l)rp^\ matrix
[A0(0, 0) : ... : AQ(m, q) ; BQ(0, 1 ) ; ... : BQ(n, r)] .
For the general system (4.1) we take (n^ J \
• • • •
to be the admissible ( n * 5 * C l * ß * 0 )  minimizing
= ff'1 I * ( 0 5( wy ( s ) "Ä ( i X s F ' L^ a s ) w z (s)
where now a = vec'{A) , 3 = vecr{B} , with
-If
” A(o, o) : : A(m, 0) ‘ B(o, l) : : B(n, 1)
A = • •• • , B = • •• •
. A(0, q) • • A(m, q )^ _ B(0 , 2») • •• B(n, r) _
Of course the T.(A; 0) , A.(A; 0) must be known functions of A J C
and 0 . It would be tedious to state a formal theorem since all we 
are doing is amalgamating previous results. However under the usual 
conditions our estimates are consistent and
68 The system (4.1) includes such special cases as 
y(t) + aDy(t) = 3 +  u(t) . This is not a difference- 
differential equation but a differential equation in which there is a 
period £ of pure delay before a given change in z(t) produces a 
response in y(t) . The quantity £ is sometimes known as "dead 
time". Such equations are of substantial practical importance but 
we do not consider them in isolation because of course their solution 
follows from §6 and their estimation from the present section, taking 
<7 = 0.
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" H y n 0 : V ?o i V “o i V eo : V 9o)
1 «
where
W )  = ( 2 TT) —1 T(X)*-I f  (-X) © A(iX) ^ ( Xj ACi X)  1 VT(X)dX ,
w ith
T(A)
in  which
-B(iX)'A(iX) 11 © I - I
P i  ‘ P iP *
CC1 i c 2 : c3l : CJ  .
iAe(iriA) ® (vec{A(j ,  1)}  • . . .  • vec{A(j ,  q)})  
J= o
C2 =
iXe( i^X)  ® £ (vec{B(j , 1)}  ; . . .  • vec{B(j ,  r)} )
«7 = 0
M-£A) ® I ^  0  [1 • e( inA)]  0  1^ 0
0 1 ( iX)  0  I 0  e(i£X) ® I 
w P2 pi
{ V i X ) ® 1 21^ o / a e ) v e c { f 0 (X;  e)  |  . . .  • y x ;  e ) }l m p j
-
{l  (iA) © I „ k^ 3 / 3 0 ) v e o { A  (X; 9 )  |  . . .  • A (X; 6 ) }
l  P - ^ J o • • n
7.5 Numerical examples
Our sequence o f  n u m e rica l exam ples i s  com pleted  by th e  f i t t i n g  
o f  th e  s im ple  d i f f e r e n c e - d i f f e r e n t i a l  e q u a tio n
y ( t )  + OLQ1y [ t - r \Q) + aQ2Dy( t )  = 3Qs ( f )  + u( t )  , t  £ R ,
• A . A . A  .
to  ou r d a ta .  The e s t im a te  (r| • a  • a  ) was found by
m axim izing
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{ l  ^ < s ) [ l + a 1e x p ( i n X g ) - a 2i X g ]  1< p ( X g ) |
—-------------------------------------------------- 5------------  ( 5 .1 )
1 J ai/ s M 1+“ 1e5cp^ T1\ > h 0l2fXal <p O s )s
over  th e  r e g io n
0.01 < n 5  20.00 , 0 .01  < a  < 0.99  , 0 < a < 5.00  ( 5 .2 )
which i s  p r o p e r l y  c o n ta in e d  by th e  s t a b l e  domain ( 2 . 3 ) .  (A p o r t i o n  
o f  t h e  r e g io n  < 0 i s  a l s o  a d m is s i b l e  bu t  t h i s  was n o t  scan n ed . )
Then we have
I I*,S8 '>&+% i exp 4 V s ) ~ 1(p
I I J s ) I l + a n ,exp(in„XJ  J ' 2<p(X )ffl’ N s J N 2’ a-1
Now
: \ r a o i  = “ m "®02 : V ß0)
where
rTT
0 ,  [ f j 1^v * >
»((P) = (2TT)'1 f <i(X)*^(A)' |l+a e ^ - a  fX| 4<P<X)/ ,
* -TT
w ith
i p ( X ) - a ß-iAe^1^  • • ßtX • ß l + a ^ ^ - a ^ X
Using th e s e  r e s u l t s  t h e  cova r i ance  m a t r ix  was e s t i m a t e d  in  th e  u s u a l
way.
Table 7 .1
Economic Data
<P
A
n ff
s . e .
/ \ “ I® s . e .
a iil1
A
0L ..2N s . e ./Aor „ 
2 N
^N s . e .A
1 1.922 0.322 -0 .348 0.135 0 . 2 0 2 0.093 0.501 0 . 0 1 0
f 1.977 0.273 -0 .092 0.048 0.023 0.043 0.847 0.027
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Table 7.2
Oceanographic Data
<P
A s . e .
A V ! s.e. /\0L „2N s.e.A
2 N
s.e.
1 16.750 6.619 -0.032 0.075 1.456 0.277 0.931 0.071
f 15.484 1.857 -0.162 0.074 2.234 0.332 0.845 0.070
There is good agreement between Table 7.1 and Tables 5.1 and 6.1
Abut the large estimated difference r|^  in Table 7.2 requires comment.
If, prompted by Table 5.2, only small values of r| are scanned an 
analytic maximum of (5.1) is reached, but the estimates there have 
grossly inflated standard errors because a model that includes both a 
derivative and a very small difference will be nearly unidentified.
The estimates recorded are the optimal ones over the whole region 
(5.2).
In each of §§4-7 the simplest possible model has been chosen to 
show our methods in action, no serious consideration having been 
given to the most plausible a priori models for the data. Each 
additional parameter added involves, loosely speaking, the 
multiplication of computing time by a factor so for more complicated 
systems computational efficiency is of prime importance. However if 
the values of the lags are assumed (but not necessarily integral) the 
methods of §6.3 are easily modified to produce explicit estimates for 
the systems of §5 and §7.
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