We apply geometric phase ideas to coherent states to shed light on interference phenomenon in the phase space description of continuous variable Cartesian quantum systems. In contrast to Young's interference characterized by path lengths, phase space interference turns out to be determined by areas. The motivating idea is Pancharatnam's concept of "being in phase" for Hilbert space vectors. Applied to the overcomplete family of coherent states, we are led to preferred onedimensional integral representations for various states of physical significance, such as the position, momentum, Fock states and the squeezed vacuum. These are special in the sense of being "in-phase superpositions". Area considerations emerge naturally within a fully quantum mechanical context. Interestingly, the Q-function is maximized along the line of such superpositions. We also get a fresh perspective on the Bohr-Sommerfeld quantization condition. Finally, we use our exact integral representations to obtain asymptotic expansions for state overlaps and matrix elements, leading to phase space area considerations similar to the ones noted earlier in the seminal works of Schleich, Wheeler and collaborators, but now from the perspective of geometric phase. *
I. INTRODUCTION
It is a well recognized and long appreciated fact that the physical basis of quantum mechanics is so profound that it permits being formulated in a variety of mathematical forms, each emphasizing particular aspects of the subject. Thus, the original Heisenberg and Schrödinger discoveries of matrix and wave mechanics respectively highlight the noncommutativity of dynamical variables, and the superposition principle for pure states of quantum systems. In later years there appeared first the phase space approach to quantum mechanics pioneered by Wigner [1] , and then the elucidation by Dirac [2] of the role of the Lagrangian in quantum mechanics. The latter resulted in the path integral formulation due to Feynman [3] , and the operator action principle due to Schwinger [4] .
Parallel to the above, with the passage of time and the continuing attempts at refining and reformulating the interpretation of the mathematical structure of quantum mechanics, every now and then some suprising new features and implications are discovered. Some examples which may be cited are superselection rules [5] , systems of coherent states [6] , [7] , the Zeno effect [8] , and geometric phases [9, 10] . Geometric phases have found applications across various fields in atomic physics, optics, and condensed matter. In condensed matter, there has been a deluge of activity in the context of the quantum Hall effect [11] , topological insulators [12] , and Weyl semi-metals [13] . There are of course many more examples, a prominent one of very great current interest being entanglement in states of composite quantum systems [14] .
Our aim in the present work is to link two of the themes recalled above -phase space methods on the one hand and geometric phase ideas on the other. The original definitive formulation of quantum mechanics was at the level of wave functions or probability amplitudes on configuration space, based on vectors in Hilbert spaces. As mentioned earlier the Wigner phase space approach came slightly later. Here one deals directly with density matrices rather than wave functions. It then became clear that this approach is the counterpart of the earlier Weyl rule [15] of association of a quantum mechanical operator with each classical dynamical variable, for systems based on the usual Cartesian coordinate and momentum variables. A comprehensive formulation of this entire approach was achieved by Moyal [16] about a decade and a half later. Phase space methods for quantum systems with finite dimensional Hilbert spaces not possessing the more familiar kinds of classical analogues is another activity of considerable interest [17] .
The geometric phase concept is of relatively more recent origin, though not long after its discovery [9] in 1983, some important precursors were recognized. The original work by Berry [9] was in the context of adiabatic cyclic quantum evolution governed by the Schrödinger equation -at the end of such evolution, the wave function picks up a phase of a geometric nature as it returns to its original form. Barry Simon clarified the mathematical structure underlying Berry's work in a paper which, interestingly, appeared in print [18] ahead of Berry's own work. In later work, the restrictions of adiabaticity [19] and cyclic evolution [20] were both removed, until finally a fully kinematic formulation [21] not even requiring the Schrödinger equation was developed. Among others, two significant precursors to this development are the work of Pancharatnam in 1956 in the arena of classical polarization optics [22] , and that of Bargmann in 1964 [23] connected with the Wigner theorem on symmetry transformations in quantum mechanics [24] , [25] .
In attempting to combine geometric phase ideas with phase space methods, we are motivated to some degree by the enormous success of phase space methods in quantum optics, especially in the theoretical and experimental studies of nonclassical features of radiation states.
Some general remarks about using phase space methods in quantum mechanics are appropriate at this stage. These methods can be at two distinct levels: the density matrix, and state vectors or wave functions. In the former we have the three well known examples of the Sudarshan-Glauber diagonal coherent state φ representation, the Wigner distribution W (q, p), and the Husimi Q function. The first and third both depend heavily on properties of coherent states, while the second has a simpler behaviour under the unitary action of linear canonical transformations. Further, φ is in general a quite singular distribution, thus limiting its practical uses; while W (q, p) though real, often fails to be pointwise non-negative. The Q function on the other hand has all the mathematical properties of a probability distribution on phase space. However, it cannot be interpreted as a probability in a physically significant way, since its values over different regions of phase space do not refer to distinct mutually exclusive experimental alternatives. Also every probability distribution in phase space is not a valid Q function of some state. At the wave function level, we have the Bargmann analytic function description of states [26] , again based on coherent states.
A. Precedents
The formalism developed here offers a fresh perspective on a topic that has broadly come to be known as "interference in phase space". To put our work in the proper context, we briefly recapitulate here the existing literature on this subject, highlighting the ideas underlying the various approaches that have been proposed. Interference in phase space was first discussed by Wheeler [27] in the context of the Frank-Condon effect, drawing parallels to squeezed state physics. Schleich et al., wrote a series of papers using ideas of interference in phase space outlined below to explain oscillations in photon number distribution as a signature of non-classical features in squeezed coherent modes of radiation [28] , [29] , [30] , [31] . In recent years, it has become possible to probe such phenomenon experimentally [32, 33] . Schleich et al. also pointed out the power of their technique in other situations, such as determining asymptotic expressions for matrix elements of the displacement operator in the Fock basis. Later, Dutta et al. [34] uncovered further features in the photon number distribution of squeezed states, a giant oscillatory envelope over rapid oscillations. Even this was explained by Ref [35] using interference methods. Since then, similar methods have been used in a variety of other situations, such as interpreting squeezing resulting from the superposition of coherent states [36] , [37] and photon distribution in squeezed Fock states [38] .
The approach in [28] , [29] , [30] hinges on the semiclassical WKB approximation. The authors of these works develop the picture of a state as a Bohr-Sommerfeld band with an area of 2π. For example the Fock state |m is represented by the band caught between the two circles of radius √ 2m and √ 2m + 2 respectively. They motivate this approach by appealing to the Wigner function associated with the state |m , whose last ripple lies at a distance of 2(m + 1/2). Similarly, a coherent state corresponds to a circle of radius √ 2 and a squeezed state to a cigar. The inner product of two states is taken to be essentially determined by the area of overlap of the associated bands. In the cases where there is more than one area of overlap, one observes interesting interference phenomenon. The amplitude of interference is determined by the areas of overlaps of the bands, and the relative phase is related to the area caught between the center lines of the corresponding bands. In particular, the inner product between two states |χ and |ψ with two regions of intersection is given by
where A χψ corresponds to the area of overlap of the bands and θ χψ is half of the the area caught between the center lines of the bands corresponding to the two states (apart from extra factors of π/4 arising from the turning points).
To make the correspondence between Eqn. (1.1) and the WKB approximation exact (in the case of photon oscillations of a highly squeezed coherent state), the area of overlap A χψ had to be weighed by the Wigner distribution of the squeezed state. [29] This picture of understanding oscillations in the inner product is intuitively very appealing and results from a judicious combination of ideas taken from semiclassical description and two source interference. The work of Schleich et al. was closely followed by that of Milburn [39] and then later Mundarain et al. [40] who interpreted overlap of states using the Q distribution. They noted that we can rewrite the inner product χ|ψ as (the notation used is standard, for clarification refer to definitions in the main text)
Then, the regions in the phase space that contribute to the overlap are determined by looking at places where the product of the two Q distributions is different from zero. This is similar in spirit to restricting the integral to the regions where the bands of the two states intersect. Again, interference results when there is more than one such region. Mundarain et al [40] use this idea to look at the photon distribution for displaced Fock states and squeezed displaced states. They determine the inner product by calculating Q χ (z, z * ) and Q ψ (z, z * ) and evaluate the interfering points by determining where the maximum contours of the Q functions intersect. The phases χ(z), ψ(z) are determined by computing the inner products z|χ and z|ψ respectively and these phases, in turn, control the interference pattern. To calculate the amplitude of interference they go back to the Bohr Sommerfeld picture of bands with areas of 2π in phase space and calculate the areas of intersection.
B. Structure of present paper and summary
In contrast to the works cited above, our approach, though inspired by them, is entirely based on the mathematical properties of coherent states and the notion of geometric phase in quantum mechanics.. It exploits the flexibility in the expansion of state vectors in terms of coherent states afforded by the overcompleteness of the latter to arrive at certain privileged expansions using ideas rooted in the idea of geometric phase. Area considerations emerge here naturally through the Pancharatnam phases and Bargmann invariants associated with coherent states without directly invoking any semiclassical considerations.
The material of this paper and the key ideas are arranged as follows.
Section II reviews the main properties of coherent states, and the kinematic approach to the geometric phase, before bringing them together. This is done to set up basic notations, and for the sake of completeness. The role of the Pancharatnam concept of the relative phase between two nonorthogonal Hilbert space vectors, and the consequences for superpositions of coherent states, are brought out in some detail. Of special importance is how area considerations arise when we analyze in-phase continuous superpositions of coherent states along a curve in phase space.
Next, with the help of the simplest example of superposition of two coherent states, we link our notion of inphase superposition with the resulting interference pattern in the Husimi-Kano Q distribution, and with the ideas on "interference in phase space" as developed in [39] . We also see how squeezing can arise from such in-phase superpositions.
In section III, we develop one-dimensional phase space integral representations for position, momentum eigenstates and Fock states in terms of coherent states such that they are in-phase in the Pancharatnam sense. These states are the eigenstates of the elements of the harmonic oscillator algebra h 4 (spanned by the Hermitian generators {1,p,q,â †â }). The generators of h 4 turn out to have relatively simple actions in the phase plane, and the in-phase integral representations of their eigenstates are along their corresponding orbits. We also discuss how our ideas lead to a fresh perspective on the Bohr-Sommerfeld quantization rule. Finally, we see that the maximum of the Q distribution of the eigenstates of position, momentum and number operators lie along their corresponding orbits.
Section IV gives illustrative applications of the results of section III by calculating some familiar overlap integrals, as well as selected matrix elements of the displacement, oscillator time evolution, and squeezing operators. These examples aim to bring out clearly the simplicity and ease with which the computations can be carried out in our phase space approach. Further, these examples lead quite naturally to the asymptotic expansions of Hermite and generalized Laguerre polynomials and show how area considerations determine the behaviour of oscillations in these cases. As an aside, we compare our approximations with "standard" results and WKB analysis using root mean square criterion. It seems that as far as estimating values of the special functions are concerned, the WKB analysis produces marginally better results (albeit with errors of the same order). However, our results match those obtained in the literature [41] on estimation of zeros of Hermite polynomials. A more detailed analysis is beyond the scope of this paper, and we do not investigate it further.
We note that the in-phase integral representations of the position, momentum and Fock states along the orbits of the corresponding generators appear very naturally. This is not a coincidence. Coherent states of a single mode of radiation can be understood using Perelomov's [7] general formalism as arising from the Heisenberg-Weyl algebra spanned by {1,q,p}, or its complexified equivalent {1,â,â † }, with the vacuum state |0 as the fiducial state. The coherent state system does not change when we add the number operatorâ †â to this algebra to get the aforementioned harmonic oscillator algebra h 4 . Only the isotropy subgroup of the fiducial state gets enlarged from U (1) to U (1)×U (1) with the addition ofâ †â to the algebra. [7] . This underlying structure leads to the simple actions of the generators of h 4 on coherent states. Section V contains concluding comments. We hope that the insights gained from in-phase superpositions will prove relevant to efforts in quantum state engineering and squeezing using superpositions of coherent states which has now become an experimentally feasible and rapidly burgeoning field [42] .
II. REVIEW OF COHERENT STATES, GEOMETRIC PHASES, THEIR INTERRELATIONS
In this section, in order to make this paper reasonably self-contained, we recall briefly some of the essential properties of harmonic oscillator coherent states and of (the kinematic approach to) geometric phases. This also helps us to set up notations suited to our later applications.
A.
Harmonic oscillator coherent states
We deal with operators and states associated with a single canonical pair of Cartesian quantum mechanical variables. The basic Heisenberg commutation relations for Hermitian position and momentum operators, and for their usual complex combinations are :
The unitary phase space displacement operators D can also be given using either complex or real parameters: where q, p, z are c-numbers. Their basic algebraic properties are
Under conjugation by these, the operatorsq,p,â,â † experience c-number shifts:
The phase factor appearing in the composition law in Eqn. (2.3) has a geometrical meaning, being the area of a triangle in the phase plane, with vertices (0, 0), (q, p), (q , p ). We have Coherent states |z are the result of the displacement operators acting on the oscillator ground state, the latter being the unique normalized state annihilated byâ:
The Fock states |n are the orthonormal eigenstates of the harmonic oscillator Hamiltonian, with of course |z = 0 = |n = 0 . We will frequently denote the states |z by |q, p , the connection between the labels being as in Eqn. (2.2). Rewriting Eqn. (2.3), we have under displacements
We have the expectation values, uncertainties, and inner products:
q, p|q orp|q, p = q or p,
To distinguish these coherent states from the continuum (delta function normalized) position and momentum eigenstates, we use the following notations for the latter:
Under displacements, using equation (2.2), we have the actions:
The position space and momentum space wave functions of the coherent states are
In this resumé of properties of coherent states, we turn finally to their overcompleteness. This is intimately related to the existence of the Bargmann entire analytic function representation of the fundamental commutation relation (2.1). The more familiar representations use Schrödinger wavefunctions ψ(q) = q, pos|ψ andp = −i d dq , or momentum space wavefunctionsψ(p) = p, mom|ψ andq = i d dp , to describe a general state vector |ψ . Both these are square integrable over the real line, but may otherwise be chosen arbitrarily. The Bargmann representation associates with |ψ an entire analytic function f ψ (z) of a certain class given by
In this representation we have
This representation makes it possible to appreciate the following facts: (a) There is a resolution of the identity,
as a result of which any |ψ can certainly be expanded in the form
Here the 'expansion coefficient' f ψ (z * ) is very special in that it is entire analytic (in z * ). (b) If one gives up this property, the expansion becomes highly non-unique, sincê
for a suitable function g(|z|) for which the integral exists. In this sense the set of all coherent states is not an independent set; rather they form an overcomplete set.
(c) This overcompleteness is a reflection of the fact that an entire function f (z) is completely determined, in principle, if one knows its values at all points in any so-called 'characteristic set' S in the complex plane [26] , [43] . A subset S ⊂ C is characteristic if f (z) = 0 for all z ∈ S implies f (z) = 0 identically. Examples are : any two dimensional region with non vanishing area; any sufficiently smooth line of finite or infinite length; any infinite sequence {z n } with a finite limit point. (d) All these possibilities mean that we can have 'expansions' of a general |ψ in terms of double integrals over suitable portions of C; one dimensional line integrals over one-parameter families of coherent states {|z(s) , s 1 ≤ s ≤ s 2 }; and even discrete approximations to |ψ to any desired accuracy using states |z n for z n in some discrete infinite characteristic set.
(e) Examples of one-dimensional line integral representations are, for instance, 17) which have been used in [44] . In each such case one has to examine carefully the nature and properties of the 'functions' u(q), v(p) needed to recover a given |ψ , for all possible choices of |ψ . These and other similar expansions, also along circles in C, will be exploited in section III, guided by insights from geometric phase theory.
B. Geometric Phase Theory
We recapitulate the essentials using the kinematic formulation [21] . Let H be the Hilbert space pertaining to some quantum system. Let B be the unit sphere in H:
The space R of unit rays is obtained from B via the canonical projection π:
Neither B nor R is a vector space. Given any parametrised (piecewise) once differentiable curve C ⊂ B, by projection we obtain its image C ⊂ R:
Then, a geometric phase is associated with C: it is the difference between the total -or Pancharatnam, and dynamical phases, each of which depends on C :
(For flexibility, we write vectors as |ψ or ψ, inner products as | or ( , ) as convenient). This geometric phase is invariant under smooth local phase changes -U (1) gauge transformations -of the form
as well as under monotonic reparametrizations:
Even though the individual terms φ P (C ), φ dyn (C ) do change under (2.22), their difference φ geom (C) is invariant, which is why it is shown as dependent on the ray space image C ⊂ R. We note that when the curve C is generated by the Hamiltonian, then the dynamical phase coincides with the familiar phase accumulated during time evolution, thus justifying its moniker. For details, see Eqn. (2.40). Now we briefly recall Pancharatnam's [22] work in the context of geometric phase. In his pioneering investigations in classical polarization optics, Pancharatnam introduced the concept of two complex two-component transverse electric vectors being "in phase" if their superposition leads to maximum possible intensity. In case they are not in phase, he gave a quantitative measure of their relative phase. Pancharatnam came to these conclusions while studying interference of coherent beams of polarization. Each state of polarization can be represented by a point on the Poincaré sphere. He also noted the non-transitivity of the in-phase relation, if there are three states of light a, b, c such that a and b are in phase and so is b and c, then a and c are, in general, not in phase, their phase difference is quantified geometrically by δ = 1 2 Ω abc , where Ω abc is the solid angle subtended by the geodesic triangle on the Poincaré sphere. One is immediately drawn to recognising a formal similarity between Pancharatnam's result and the Berry phase [9] arising in the context of a quantum mechanical description of a spin 1/2 particle in an adiabatically rotating magnetic field. However, it should be borne in mind that no notion of adiabaticity was involved in Pancharatnam's work and that it preceded Berry's by almost twenty-eight years.
Pancharatnam's idea can be generalized to the Hilbert space of any dimension in the context of quantum mechanics, and it then leads to the following definitions. Two mutually non-orthogonal vectors ψ 1 , ψ 2 ∈ H will be said to be "in phase" if (ψ 1 , ψ 2 ) is real positive; if they are not, their relative phase is the argument of their inner product :
(This explains the notation for the first term φ P (C )in Eqn. (2.21) defining the geometric phase:
The geometrical meaning and connection to maximum constructive interference can be brought out very simply. Assume that ψ 1 and ψ 2 are normalized and non-orthogonal, and consider their superposition
incorporating a relative phase. We can always unambiguously decompose |ψ 2 into parts parallel and orthogonal to |ψ 1 :
It is clear that ||ψ|| is a maximum, corresponding to maximum constructive interference, when θ = −φ, i.e., for 28) when the phase θ is chosen to cancel φ and the two terms in the superposition are "in phase" in the Pancharatnam sense. In short, "in-phase superposition" leads to maximum constructive interference of vectors in Hilbert space.
As noted earlier, Pancharatnam also recognized that the "in phase" property is not transitive: if ψ 1 , ψ 2 and similarly ψ 2 , ψ 3 are in phase pairs, then in general ψ 1 and ψ 3 will be out of phase and that he had also computed this final relative phase when the ψ's are two component complex vectors. In the general quantum mechanical context, the signature and measure of this nontransitivity are shown very simply by the phase of the so-called "three vertex Bargmann invariant" [23] , an expression defined by
for any three pairwise non-orthogonal vectors. This is easily understood by taking three arbitrary non-orthogonal vectors ψ 1 , ψ 2 , ψ 3 . Adjacent states can be brought in phase with one another by adding appropriate U (1) phases.
However, now
Further, the invariance of this result to local U (1) gauge transformations is obvious, since it is expressed in terms of elementsρ ∈ R, the space of units rays.
The key fact is that the product of inner products is in general complex, so even if the pairs ψ 1 , ψ 2 and ψ 2 , ψ 3 are rendered in phase by adjoining phase factors to ψ 2 and ψ 3 , the 'gauge invariant' phase of ∆ 3 (ψ 1 , ψ 2 , ψ 3 ) will remain, and cannot be transformed away:
Let us next consider a sequence of normalized vectors ψ 1 , ψ 2 , · · · , ψ n , · · · where each successive pair of vectors are in phase:
We can say we have a locally in phase sequence, but non-transitivity means that vectors two or more steps apart may be out of phase. Nevertheless, given these vectors in the stated sequence we can attach special significance to the sum
and say that |ψ arises by locally in-phase superposition of the sequence of vectors {ψ n }. This is a generalization of Eqn. (2.28), and can be further generalized to a continuous family of vectors as well. With these ideas in mind, we return to the geometric phase φ geom (C) in Eqn. (2.21) . Starting with the curve C = {ψ(s)} ⊂ B, we can always switch to a gauge transformed curve C = {ψ (s)} such that the vectors along the latter are 'locally in phase':
Thus, the dynamical phase disappears along C . Further, the Pancharatnam phase between infinitesimally separated points along C is also zero. In the terminology of principal fibre bundles, C is a horizontal lift of C, and so may be written as C hor . It is completely determined by its starting point in B and the ray space image C. Then the vector ψ (s) along C hor experiences (locally) 'in phase transport', and the geometric phase φ geom (C) is entirely the accumulated measure of the non-transitivity of such transport in going from ψ (
One can also say that the result of the superposition of these vectors,
an integral of vectors along a horizontal curve, has special mathematical (and physical) significance as being the result of maximum (local) constructive interference. This is the continuous version of equation (2.35). An instructive example of the passage C → C hor is in the case of Schrödinger evolution. If |ψ(t) is any solution of 38) whereĤ(t) is a given Hamiltonian operator, we can define
Then we easily find
C. Geometric phases for coherent states
In concluding this section, we apply geometric phase ideas to the case of (single mode) coherent states. Although, geometric phase in coherent states have been considered [45] , our emphasis in this section is somewhat different. To some extent, we now go beyond mere recall of known material. In dealing with Hilbert space curves C within the manifold of coherent states,
we can when useful picture C as lying in the phase plane :
Referring to Figure 1 , and using radial and polar variables, we have for a small increment δs in parameter value: The curve C in Eqn. (2.41) is in general not horizontal (in the Hilbert space sense), the gauge-transformed horizontal curve being:
This is an important equation, we pause to note that the phase −
is negative of the area swept along the curve from s 1 to s. In section III, we will see specific examples of this equation in the context of integral representations of position, momentum and Fock states. This will lead in section IV to the the result that the oscillations in the inner product of two states is determined by half the area caught between the lines of integral representations denoting the states.
Therefore the geometric phase for C = π(C ) is:
The second term is the negative of the area bounded by C and the initial and final radial lines. In case C is closed, we have:
Now, we are ready to point out the connections between Pancharatnam phases and Bargmann invariants in the specific case of coherent states. From Eqn. (2.8b), remembering that two coherent states are never orthogonal, we have:
the area of the relevant triangle. For the Bargmann invariant among three coherent states we have a similar geometric result:
Thus, this is exactly the area of the triangle in the phase plane, with appropriate sign. Comparing this with Eqn. (2.46) we see that the Bargmann invariant phase is the negative of the geometric phase for a triangle viewed as a closed curve in the phase plane. The connection between Eqn. (2.47) and Eqn. (2.48) should not come as a surprise: this is because by convention the phases of the coherent states |z are so chosen that every |z is in phase with the fiducial state |0 ;
Consider the following non-normalized superposition of two coherent states
The Pancharatnam phase between the two terms is
and it affects the norm of |ψ :
This is a maximum for an in-phase superposition for which δ 0 (θ) vanishes: 
Equation (2.54) leads us to one of the key points in this paper. We overlook for the moment the comment in Section I that Q(z) is not a physically meaningful probability distribution, and note the following points.
(a) The Q distribution can be interpreted as describing the interference pattern in the intensity distribution arising out of a superposition of coherent states which act as point sources. The intensity at a point z due to the source at z i is given as I i (z).
(b) The interference fringes are determined by the cosine of the angle δ(z), which is determined by areas in phase space, in contrast to the propagation distances which determine fringes in a Young's double slit experiment. Contours of equal δ(z) here run parallel to the line joing z 2 and z 1 , in contrast to Young's interference fringes where they tend to be perpendicular to the line joing the point sources. The spacing between lines of constructive interference, corresponding to δ(z) = 2πn, is proportional to |z 2 − z 1 | −1 .
To make the fringes more clearly visible, we have divided the Q function by the exponential factor I 1 (z) I 2 (z) in Figure 2 (a) and 2(b). For a superposition of two coherent states at (−q 0 , 0) and (q 0 , 0) the horizontal fringes are separated from each other by 2π q0 as expected. What is important is that phase space areas, rather than physical space distances, prove to be relevant here.
(c) We note that since by Eqn. (2.54), the intensity I i due to the point source i decreases exponentially with distance from z i , points with equal δ(z) are not points of equal intensity.
However, when δ 0 (θ) = 0, the line joining z 2 and z 1 becomes a point of constructive interference, δ(z) = 0 on the line. This provides substance to the intuition that if we put a continuum of coherent states locally in phase with each other, the maximum of their Q distribution will stay put along the line of their superposition. (upto quantization caveat for closed orbits, illustrated in section III C)
We will see in the next section that this is indeed true for the Q distribution for the position, momentum and Fock states expressed as in -phase superpositions of coherent states.
The superposition in Eqn. (2.50) is also physically significant in that it shows nonclassical features in a dramatic fashion, in the uncertainties inq andp. Since the quadrature uncertainties, in fact the variance matrix as a whole, are invariant under phase space displacements and transform simply under phase space rotations, we can simplify the algebra, without loss of generality, by choosing special values for z 1 and z 2 in Eqn. (2.50). Thus we take a normalized superposition of two coherent states on the real co-ordinate axis placed symmetrically about the origin: 
in phase space for a superposition of two coherent states along the x-axis. We have divided the Q distribution by I1(z)I2(z) to make the interference fringes more obvious. The positions of the coherent states are denoted by white crosses on the figure. Look at Eqn (2.54) for the relevant expressions.
In this state we find the following expectation values and spreads forq andp:
Comparing with the vacuum values (∆q)
, we see that for the particular two coherent state superposition Eqn. (2.55) "along the real axis",q never shows squeezing; however the 'imaginary' quadraturep shows squeezing as long as cos θ > −c 4 . In fact this squeezing is maximum for θ = 0, which corresponds to an in phase superposition; and this gradually weakens and disappears at θ = cos
We note that this form of squeezing is different from squeezing resulting from the action of the unitary squeezing operator on the coherent states, in that here ∆q∆p = 1 2 . That superposition of coherent states can lead to squeezing has been known for a while, [36] and has been interpreted [37] using interference in phase space and the Wigner function of the superpositions. We will see later that this type of squeezing arising from in-phase superpositions becomes more dramatic as more and more coherent states are included. At the risk of repetition, we note that the purpose of the above exercise was to help the reader develop the following intuition, which will be borne out in the examples treated in the next Section.
• In-phase superposition of coherent states along a curve, tends to lead to the maximum of the Q function lying on the curve.
• In-phase superposition along a curve leads to squeezing in the direction perpendicular to the curve.
• We saw in the above example that a shift in the relative phase between the two states in the superposition moves the fringes in a direction perpendicular to the line of superposition, without destroying the squeezing. In the continuum case, it continues to be expected that a phase gradient along the curve will shift the maximum in a direction perpendicular to the curve, maintaining the squeezing perpendicular to the curve. 
III. PHASE SPACE INTEGRAL REPRESENTATIONS FOR POSITION, MOMENTUM, AND FOCK STATES
The position and momentum operators generate translations in phase space, while the number operator generates rotations. We will look at them in the sequencep (translations in q),q (translations in p), and the number operator n =â †â (rotations about the origin). These actions are associated with the corresponding orbits in the phase plane, leading to preferred in-phase integral representations for their eigenvectors. The first two will turn out to have global in-phase expansions, while forn, we will obtain a local in-phase superposition.
A. Momentum eigenstates
The momentum operatorp shifts the co-ordinate variable, leaving momentum unchanged:
Thus, the orbits in the phase plane associated withp action are, for each fixed p 0 , the (horizontal) straight line p 0 = constant parallel to the q axis. (Fig. 3(a) ) Each such orbit, labelled by p 0 , is a characteristic set. Therefore in principle, any |ψ can be expanded in the form of a one-dimensional integral:
Taking the overlaps with q , pos| and p , mom| leads to
3)
The first relation is rather unwieldy, so we use the second. By Fourier inversion, we can express u(q) in terms ofψ(p ):
In general, for a square integrableψ(p ), u(q) is a distribution. For any fixed p 0 , as u(q) is unambiguously determined by |ψ , the one-dimensional family of coherent states {|q, p 0 , −∞ < q < ∞} is linearly independent, and the expansion in Eqn. (3.2) is unique. For the momentum eigenstate,
If we examine the integrand here, we find that in general these vectors are out of phase :
For given |p 0 , mom , the preferred expansion via such integrals is obtained when p 0 = p 0 , so that it becomes an in-phase superposition:
Now that we have constructed the in-phase superposition, we note the following points (b) Since we have an integral along a straight line, any three points on it form a degenerate triangle with vanishing area, so this is a globally in-phase superposition of coherent states. We stress that while p 0 and p 0 are independent in the valid expansion Eqn. (3.5), from the insights of geometric phase theory, we find the in-phase superposition Eqn. (3.7) a preferred one.
(c) Note that a globally in-phase superposition along the straight line p = p 0 necessitates the phase 1 2 qp 0 in Eqn. (3.7) . This can be easily seen using Eqn. (2.49). 
This shows a variable degree of squeezing in momentum, gradually tending to a momentum eigenstate(infinite squeezing) as σ → 0.
(e) Also note that while a phase gradient shifts the superposition, it does not affect the squeezing, as anticipated in the last paragraph in subsection II D.
We can in principle seek an expansion of the form of Eqn. (3.2) even for a position eigenstate; using Eqn. (3.4) ,
However, this is a quite badly behaved distribution, hence better avoided.
B. Position eigenstates
The position operatorq shifts the momentum leaving position unchanged:
Now, the phase plane orbits are, for each fixed q 0 , a vertical straight line parallel to the p axis. (Fig. 3(b) ) Each such orbit is again a characteristic set, so in place of Eqns. (3.2), (3.3), we have:
This time the first relation is easier to handle and gives:
We draw conclusions similar in spirit to those from Eqn. (3.4): For a general square integrable ψ(q ), v(p) is a distribution. Given any fixed q 0 , as v(p) is unambiguously given by ψ(q ), the one dimensional family of coherent states {|q 0 , p , −∞ < p < ∞} is linearly independent and the expansion in Eqn. (3.12) is unique. For a general position eigenstate, we find :
If q 0 = q 0 this is not an in phase superposition. It becomes one (in fact globally so) if we choose q 0 = q 0 , and then we get the preferred expansion |q 0 , pos = 1 2π 3 4ˆ∞ −∞ dp e But for the factor of exp[−ip(q 0 −q 0 )], we would have obtained an in-phase superposition along q 0 . This phase gradient along q 0 drives the superposition from q 0 to q 0 . Also, the inefficient superposition of |q 0 , pos along q 0 necessitates the exponentially large compensatory factor exp 1 2 (q 0 − q 0 ) 2 , to make up for the exponentially small overlap of coherent states at q 0 on q 0 .
Again, the phase in Eqn. (3.15) for global in-phase superposition along the straight line q = q 0 can be determined by using Eqn. (2.49)
where the negative sign accounts for the fact that the vertices are traversed clockwise.
C. Fock states
The operatorn =â †â generates rotations in phase space
The associated orbits are circles (Fig. 3(c) ) centred on q = p = 0. In essence, this describes what is "coherent" about coherent states-under time evolution by the Hamiltonian
the coherent state remains an eigenstate ofâ while being rotated around the classical constant energy circle 1 2 (q 2 +p 2 ). This example is very different from the two previous ones since the orbit here is a closed curve.
Each such orbit is a characteristic set, so in principle any |ψ can be expanded as an integral over a circle of coherent states for any fixed r > 0. However, such a subset is not a linearly independent set (in contrast to what we found in the cases ofp andq), asˆ2 These states are overcomplete. Therefore in expanding |ψ as an integral over them we can limit the 'expansion coefficients' suitably :
19) (Note that in Eqn. (3.19) negative values of m do not appear in the expansion for v(θ).)
Then v(θ), v m are unique for given |ψ :
The result is that while {ψ n } is always an l 2 sequence for normalisable |ψ , in general {v n } is not so. This makes v(θ) in general non-L 2 , but a distribution. Formally, we have 21) and in all of Eqns. (3.18) to (3.21), r can be chosen and kept fixed at any value. Now, we choose |ψ to be a Fock state |n , an eigenstate ofn with eigenvalue n. Then v(θ) is just a single term in the sum in Eqn. (3.21) and we have the integral representation (valid for any r > 0). This is well-known, see, for example [46] .
In general this is not an in-phase superposition since φ P e −inθ |r cos θ, r sin θ , e −in(θ+δθ) |r cos(θ + δθ), r sin(θ + δθ) = r We get a locally in phase superposition if given n, we choose r 2 = 2n; then we obtain the preferred integral representation
for Fock states. Since the integration is over a circle (not a straight line as in Eqns. (3.7), (3.15), any three distinct points on it enclose a non-degenerate triangle with non-zero area. Thus, in contrast with the previous two examples, we have here only a locally in-phase superposition, not a global one. Also note that in Eqn. (3.22), we could have split the phase factor as in the momentum and position eigenstates as
But for the phase gradient of r 2 2 − n θ along the circle, the superposition would have been in phase and stayed put at r. The phase gradient drives the superposition away from the circle at radius r to radius √ 2n. We point out that the preferred in-phase superpositions for the Fock states satisfy the condition pdq = 2πn (3.25) This would be the Bohr-Sommerfeld quantization condition of "old" quantum theory! (the area is 2πn instead of 2π(n + 1 2 ).) Further, this is not a semiclassical result, it is exact. We now return to the discussion around Eqn. (2.54), where we had made a case for curves of in-phase superpositions being the maxima of Q functions. We now explicitly demonstrate that this is indeed the case for the three states considered. The Q distribution of the position, momentum and Fock states |q 0 , pos , |p 0 , mom and |n are
which, as can easily be verified, are maximized along the preferred curves corresponding to in-phase superpositions, i.e. q = q 0 , p = p 0 and p 2 + q 2 = 2n respectively. For the particular case of of the Fock state n = 5 , we discretize the integral representation in Eqn. In Figure 4 (a), the states are put on a circle of radius √ 2n = √ 10 (denoted by white dots) corresponding to their in-phase superposition. Note that in this case, the Q function has a maximum (black circles) along the in-phase superposition. In contrast, as can be seen from Figure 4 (b), this ceases to be so in the case when the states are put on a circle of radius r = 5.
We conclude this section with a few clarifying comments. The overcompleteness of coherent states leads to enormous freedom in expanding a general vector |ψ as an integral or sum over these states. With each of the generatorsp,q,n, we are led in the first instance to consider one dimensional integral expansions for a general |ψ over one of their associated orbits. For momentum eigenstates |p 0 , mom , in looking for an in-phase superposition we are led to a particularp orbit determined by p 0 ; similarly for the states |q 0 , pos we are led to an in-phase integral over a correspondingq orbit determined by q 0 ; and lastly for Fock states |n and correspondingn orbits, namely circles centred at the origin. The preferred eigenstate expansions in each case pick out a particular orbit of the concerned generator.
More generally, any locally in-phase sum or integral expansion, for any vector |ψ , of the form .7) ), we get the guaranteed-to-be in-phase superposition:
So the integration is over a circle of radius √ 2n with center (q, p). We will exploit Eqns. (3.29) and (3.30) in the next section.
IV. SOME APPLICATIONS OF THE FORMALISM
In this section, we present some sample calculations of overlaps of chosen state vectors, and some nontrivial matrix elements of interesting unitary operators of relevance to quantum optics, to convey the important features and advantages of the coherent state and geometric phase based in-phase superpositions. We illustrate how the onedimensional integral in-phase representations of the position, momentum and number eigenstates derived in the previous section can be used to understand oscillations in state overlaps and make contact with previous work on interference in phase space.
A. Sample state vector overlaps and matrix elements
In this subsection, we consider four examples of increasing complexity, to see how the ideas laid out in a general context in the preceding sections apply to specific state overlaps and matrix elements.
We have seen that the maximum of the Q distribution lies along in-phase superpositions of coherent states. Guided by the intuition that state overlap is dominated by regions where the maximum of the corresponding Q functions intersect, in each of the cases considered below, we calculate the critical point of the integrand. We see that it matches the geometric intersection of the in-phase integral representations, as we would expect without any calculation. We determine the overlap by expanding the integral about the critical point.
The first two examples, overlap of position-momentum eigenstates and the propagator for the harmonic oscillator, involve a single critical point and Gaussian integrals, and we recover well known exact results as expected.
The subsequent examples: Schrödinger wavefunction of a Fock state, and matrix elements of displacement operator in the Fock basis involve two critical points. Here, we get interference between the two contributions, resulting in oscillations. We connect the oscillations to areas by obtaining asymptotic results from the exact integral representations in the semiclassical limit of large quantum numbers. We demonstrate explicitly that the leading order contributions to the oscillatory part of the overlap can be determined from geometry and the in-phase superpositions alone, without actually evaluating any integrals.
(a) We start with position-momentum overlap. It serves to illustrate some of the basic ideas outlined above in a simple setting. Use of the integral representations Eqns. (3.7), (3.15) followed by Eqn. (2.8b) leads to q, pos|p, mom = 1 4π 3/2ˆ∞ −∞ˆ∞ −∞ dq dp e i 2 (q p+p q) q, p |q , p
dq dp e −χ(q ,p ;q,p) ,
The conditions ∂χ ∂q = ∂χ ∂p = 0 solve to give one critical point: q = q, p = p. This is precisely the point at which the phase plane orbits involved in the in-phase integral representations for |p, mom and |q, pos intersect, as was to be expected.
Expanding about the point of intersection, we can rewrite the integral as q, pos|p, mom = e iqp 4π 3/2ˆ∞ −∞ˆ∞ −∞ dq dp exp(− 1
Shifting the origin to the critical point, q, pos|p, mom = e iqp 4π 3/2ˆ∞ −∞ˆ∞ −∞ dq dp e
In this case, we get the exact result as we are dealing with a Gaussian integral. Also, note that the phase of the overlap is determined entirely by the critical point.
(b) Next, we consider the propagator of the simple harmonic oscillator in the position basis. The effect of oscillator time evolution on a position eigenvector is given in Eqn. (3.29) . Combining this with Eqn. (3.15) and (2.8b), we have the following configuration space kernel
4π 3/2ˆ∞ −∞ dp 1ˆ∞ −∞ dp 2 e
4π 3/2ˆ∞ −∞ dp 1ˆ∞ −∞ dp 2 e −Z ,
Alternatively, remembering hown rotates the coherent state |q, p , Eqn. (3.16) e iθn |q, p = |q cos θ − p sin θ, p cos θ + q sin θ . This leads to Fig. 4 . Some geometry shows that the point of intersection has the co-ordinates
where p 0 1 is measured along the unrotated |q 1 , pos superposition. (Fig. 4 ) Indeed, we see that the stationary point of Z(p 1 , p 2 ) which would contribute maximally to the inner product leads to the same critical point, thus validating the geometrical interpretation.
Solving the real and imaginary parts of Eqn. (4.5), we again get back the stationary point with coordinates given by Eqn. (4.4) .
Expanding Z about the critical point we get
Thus, we get
Shifting the origin to the critical point,
The special advantages of using in-phase integral representations for position eigenvectors when expanded in terms of coherent states should be evident.
(c) In this third case, we encounter the first example where we have more than one critical point, and we get interference between their contributions. For the Schrödinger wave function of a Fock state, use of Eqns. (3.15), (3.24) followed by (2.8b) gives
Shifting p 1 , carrying out the Gaussian integral, remembering n ≥ 0 and simplification by scaling leads to
where H n (q 0 ) are the Hermite polynomials. Again this example is meant only to illustrate the present formalism, yet it appears to be a shade more substantial than the previous one.
Now, we use the in-phase integral representations of the Fock and the position eigenstates to give a geometric interpretation to the inner product q 0 , pos|n and simultaneously derive an asymptotic formula for the Hermite polynomials valid in the limit of large n.
We start with Eqn. (4.9b). Analyticity of the integrand allows us to use the steepest descent formula. (accessible introductions can be found in [47] ) We approximate
In the limit of large n, the integral is dominated by contributions from the saddle point
We are interested in the regime where the orbits of |n and |q 0 , pos intersect (at the two saddle points), and we get oscillatory behaviour due to interference from their contributions. Hence, we take |C| < 1 and parametrize it as C = cos θ 0 .
Thus, the two saddle points are
Both these points satisfy q 0 = √ 2n cos(θ 0 ), as expected from the intersection of the orbits in Fig. 5 . ±θ 0 correspond to the points P 1 and P 2 , respectively.
In the neighbourhood of the critical points ±θ 0 , f (e ±iθ0 ) = sin θ 0 exp ∓i(θ 0 + π 2 ) .
The direction of steepest descent φ in Eqn. (4.11) at the points P 1 and P 2 compatible with an anticlockwise contour turn out to be Figure 5 . The inner product q0, pos|n is determined in the steepest descent approximation by the two points P1 and P2 corresponding to the points of intersection of the in-phase superpositions of the Fock state |n and the position eigenstate |q0, pos .
These are the directions along which the imaginary part stays constant and the real part decays. This allows us to extract the phase contribution from the critical point before integrating the Gaussian fluctuations. Adding up the contributions,
After simplification,
and hence
where in the last line we have used the Stirling approximation for n!. Now, note that the term proportional to n in the argument of the cosine in Eqn. (4.12) . is precisely half the area caught between the curves of in-phase superposition and is represented by the shaded portion in Fig. 5 . It is
This is anticipated, considering the phase information in terms of areas was built into our integral representation through Eqn. (2.44). Phase associated with the Fock state at the point P 1 is −nθ 0 = -Area (P 1 OQ 1 ) subtended by the arc P 1 Q 1 at the origin. Similarly, phase at P 1 for the position state is − So, the phase contribution to the inner product q 0 , pos|n is
which is precisely the negative of the shaded area.
The extra term of 
Using Stirling's approximation for n! we can simplify it to
Note that this expression is exactly the same as that obtained recently in Ref. [41] through different techniques and was used for the estimation of zeros. We compare our results with the standard asymptotic expression due to Plancherel and Rotach [48] ( referred to hereafter as the P-R approximation) available in the literature for H n (q 0 ) as n → ∞.
We also compare these with the WKB approximation, which yields Table I . Root mean squared error for our, P-R and WKB approximation for
2 Hn(q0) using 512 equally spaced points for q0 ∈ (− √ 2n + 0.3, √ 2n − 0.3) when compared with the exact result
In Fig. 6 , we display the plot for the exact q 0 , pos|n along with those corresponding to our asymptotic results, the P-R and WKB approximations. To the bare eye, all the approximations seem to be in good agreement with the exact result. To probe the comparison between the three approximations further, we do a naive root mean squared error estimation from the exact value for a range of n using 512 equally spaced points between (− √ 2n + 0.3, √ 2n − 0.3). These are summarised in Table I .
We see that the WKB approximation is better than the rest. Schleich [31] has shown that the WKB approximation is equivalent to steepest descent such that the saddle points lie at a radial distance of √ 2n + 1. Thus, it seems that for determining the values of Hermite polynomials, doing steepest descent over a contour of radius √ 2n + 1 might be advantageous over √ 2n. As remarked before, Ref. [41] obtains asymptotic expansions identical to ours for the purpose of estimating zeros of Hermite polynomials. Numerical approximations are not the subject of this paper, and we drop further investigations.
We note here that all numerical results and plots presented in this section were generated with the mpmath library [49] with default precision, which translates to 15 decimal places.
(d) The last case before moving on to squeezed states is the calculation of the Fock state matrix elements of the unitary displacement operator. In the now familiar fashion, using Eqns. (3.24), (3.30), (2.8b) and after simplification we have:
Since m, n ≥ 0 and Y is a polynomial in e −iθ and e iθ , putting ξ = e −iθ and η = e
Alternatively, taking the ξ derivative first in Eqn. (4.18b) yields
The matrix element of the displacement operator in the Fock basis matches the form calculated in [50] .
We next use the in-phase integral representation in Eqn. (4.17) for m|D(q, p)|n to obtain an asymptotic formula for m|D(q, p)|n valid in the limit of large m, n. This matrix element has been computed using phase space methods cited earlier [30] , [40] .
Since m|D(d cos φ, d sin φ)|n = e iφ(m−n) m|D(d, 0)|n it suffices to focus our attention on m|D(d, 0)|n , for which Eqn. (4.18a) yields:
Rescaling, ξ → √ mξ and η → √ nη,
ξη (4.20)
Henceforth, we will drop the clockwise and anticlockwise beneath the integrals. Now, the contours are defined as
We take advantage of the analyticity of the integrand in (ξ, η) to calculate the matrix element in the semiclassical limit of large m, n using the method of steepest descent. The saddle point of f (ξ, η) yields
To integrate with respect to ξ, we expand f (ξ, η) around the saddle point ξ 0 (which is now a function of η) and determine the direction of steepest descent
Choice of φ compatible with a clockwise contour is φ = arg(ξ 0 ) − π 2 . We calculate Calculating the saddle point of f (ξ 0 (η), η) to compute the integral in η, we get
Putting the values from ξ, η from Eqn. (4.21) in (4.25) we get
Now, let us take a moment to appreciate this result in the light of Fig. 7 . This is precisely the figure we would have drawn to depict the states |m and D(d, 0)|n , and would have been led to the same result as Eqn. (4.26) .
In other words, we could have anticipated the saddle point from geometry, guided by in-phase representations alone.
As θ 0 , θ 0 are varied independently from 0 to 2π
Therefore, the necessary and sufficient conditions for existence of real solutions to the above conditions are
This is the regime we are going to be interested in. From Fig. 7 , we can calculate the angles
Using Eqns. (4.22), (4.25) in (4.24) we get
Evaluating the value at the saddle points ±(θ 0 , θ 0 )
We return to the integral
In the neighbourhood of the critical points ±(θ 0 , θ 0 )
The directions of steepest descent at the points ±(θ 0 , θ 0 ) compatible with a counterclockwise contour are 
m I, and simplifying, we get
Use of Stirling's formula N n /2π (n/(2π) 3 ) 1/4 for large n and likewise for N m /2π for large m, we obtain:
First, note that the leading order (in m, n) contributions to the oscillatory part of the overlap could have been obtained using the in-phase superpositions in Eqns. (3.24) and (3.30) of |m and D(d, 0)|n respectively, applied to the saddle point. Geometry determines the saddle point and hence leads to Eqn. (4.26). Thus, the contribution to the oscillatory phase due to the saddle points would be
which matches the leading order terms in the cosine, as expected. The phase at P 2 would just be negative of the term at P 1 . The extra factors of π 4 can again be attributed to the turning point. Alternatively, we calculate the shaded area in Fig. 7 nπ
The extra factor of nπ when we calculate areas, can be attributed to the fact that we determine the phase at the point P 1 for in-phase superpositions using the area swept out by the radius starting from O 3 to P 1 , (with extra phase factors due to the action of D(d, 0)) and not from O 1 to P 1 . In fact, the in-phase superposition associates 0 phase to O 3 and −nπ to O 1 .
For numerical comparison of the asymptotic expression for m|D(d, 0)|n with the exact expression 36) we consider the cases m = n and m = n separately
In this case, the exact expression for m|D(d, 0)|n becomes
Further, Eqn. (4.28) for θ 0 and θ 0 in terms of d and m reduces to
and the asymptotic expression for m|D(d, 0)|m reads
Using Stirling's approximation and simplifying:
In this case, we rewrite the Eqns. (4.28) and (4.34) for convenience
It is instructive to compare our results for m|D(d, 0)|n with those obtained using the asymptotic formulae for Laguerre polynomials due to Tricomi [51] 
ν sin 2θ 4
valid in the 'oscillatory region' 0 < x < ν for large n. Using this formula in (4.36) one obtains
(sin θ)
As in the Hermite case, we also consider the WKB approximation (Dowling and Schleich [30] ), who interpret their results in terms of interfering areas in phase space.
For m = n = 30, Fig. 8 compares the exact results with the three approximations noted above. They match each other very well.
For m > n with m = 30 and n = 20, we compare our asymptotics with Tricomi in Fig. 9 . Our approximation is visibly better than Tricomi's. The performance of Tricomi's approximation is particularly bad near the lower end at d = √ 2m − √ 2n. However, note that our results are similar to the WKB approximation in Fig. 10 . 
when compared with the exact result. = 0.3, δ = 5 in the figure.We shift the lower limit asymmetrically so that Tricomi's approximation does not produce large errors because of its poorer performance near the lower limit. To compare the closeness of the three approximations to the exact values we perform a simple root mean squared error analysis for 512 equally spaced points in the range (a) ( , 2 √ 2m + ) for the case when m = n and (b) ( √ 2m − √ 2n + 5, √ 2m + √ 2n − ) for the case when m > n with = 0.3 as before. The results are summarised in the Tables II and III . This analysis shows that for m = n Tricomi's result works the best, for m = n, the WKB approximation fares better than the others. However, in each case, the approximations derived here have errors of the same order as the WKB method. As before, all the numerical results and plots in this section were generated with the mpmath library [49] with default precision. (15 decimal places) B. Selected squeezing operator matrix elements
In this subsection, we work with squeezed states. They are obtained by the action of the squeezing operator S 0 (µ) on the vacuum state. We had remarked in the introduction that by the construction itself the generators of the h 4 algebra {q,p,â †â } have simple actions on coherent states. In contrast, the squeezing operator has non-trivial action on coherent states. As a first step, we develop one dimensional in-phase integral representations in phase space for the squeezed vacuum. For any real µ let us define : for the squeezed vacuum, with k = e |µ| 2 > 1. We note that these representations were first derived by Agarwal and Simon in [52] , though without any particular reference to the in-phase nature of the superpositions involved.
In the final two examples, we study the overlap between Fock states and the squeezed coherent states and the squeezed number states. These have been extensively studied in the literature [53] , [54] and we compare our results for the matrix elements with the ones reported there. A detailed history of earlier works on these overlaps and comprehensive references may be found in [55] . In particular, we note that both these matrix elements have also been calculated in [56] using a one dimensional representation of a squeezed displaced number state on a circle in conjunction with a one dimensional representation of a squeezed coherent state as a gaussian-weighted continuous superposition along the real axis. a) As noted earlier, oscillations in the photon number distributions in the squeezed coherent states was one of the problems in which the notion of 'interference in phase space' first arose [28] , [29] , [31] , [40] . As a first application of the above integral representations, we compute the overlap between a Fock state and a squeezed coherent state which is a "mixed matrix element" of S 0 (µ): n|S 0 (µ)|q, p = n|S 0 (µ)D(q, p)|0 . After a (complex) translation and then scaling the integration variable, we obtain a standard integral whose value involves a Hermite polynomial, and after simplification the final result is:
This result matches up with the one found in [53] , [54] . The case µ < 0 can be treated in a similar manner, but we forego the details. b) As a last example of the application of our phase space methods, we consider thematrix elements of the squeezing operator S 0 (µ) in the Fock basis. This has relevance to the oscillations in the photon number distribution in squeezed Fock states. Ref [38] analyzes it using the phase space approach, and finds four interfering regions instead of two as in the case of the photon distributions of squeezed coherent states. Assume again µ > 0. The result Eqn. 
