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Abstract. We provide an explicit formula for the Levi-Civita connection and Riemannian
Hessian when the tangent space at each point of a Riemannian manifold is embedded in an inner
product space with a non-constant metric. Together with a classical formula for projection, this allows
us to evaluate Riemannian gradient and Hessian for several families of metric extending existing ones
on classical manifolds: a family of metrics on Stiefel manifolds connecting both the constant and
canonical ambient metrics with closed-form geodesics; a family of quotient metrics on a manifold
of positive-semidefinite matrices of fixed rank, considered as a quotient of a product of Stiefel and
positive-definite matrix manifold with affine-invariant metrics; a large family of new metrics on flag
manifolds. We show in many instances, this method allows us to apply symbolic calculus to derive
formulas for the Riemannian gradient and Hessian. The method greatly extends the list of potential
metrics that could be used in manifold optimization and machine learning.
Key words. Optimization, Riemannian geometry, Stiefel, Flag manifold, Positive-definite,
Positive-semidefinite, Levi-Civita connection, Hessian, Geodesics, Machine Learning.
AMS subject classifications. 65K10, 58C05, 49Q12, 53C25, 57Z20, 57Z25, 68T05
1. Introduction. In this article, we attempt to address the problem: given a
manifold, described by constraint equations and a metric, also defined by an algebraic
formula, compute the Levi-Civita connection, Riemannian Hessian, and gradient for
a function on the manifold. By computing, we mean a procedural, not necessarily
closed-form approach. We are looking for a sequence of equations, operators, and
expressions to solve and evaluate, rather than starting from a distance minimizing
problem. We believe that the approach we take, using a classical formula for pro-
jections together with an adaption of the Christoffel symbol calculation to ambient
space addresses the problem effectively for many manifolds encountered in applica-
tions. For a number of manifolds, this method provides a very explicit recipe that
could be implemented via symbolic calculus. It can also handle quotient manifolds.
It can handle manifolds with non-constant embedded metrics, such as Stiefel man-
ifolds with the canonical metrics, or the manifold of positive-definite matrices with
the affine-invariant metrics. The method allows us to compute Riemannian gradients
and Hessian for several new families of metrics on manifolds often encountered in
applications, including optimization and machine learning. While the effect of chang-
ing metrics on first-order optimization methods have been considered previously, we
hope this will lead to future works on adapting metrics to second-order methods. The
approach is also suitable in the case where the gradient formula is not of closed-form.
In the foundational paper [8], the authors computed the geodesic equation for a
Stiefel manifold StR,p,n of matrices Y ∈ Rn×p satisfying Y TY = I, with both the
constant metric Tr(ηT η) on a tangent vector η, and the canonical metric Tr(ηT (I −
1
2Y Y
T )η) using calculus of variation. "Doing so is tedious" ([8]), so the detailed
calculations were not included in the paper. Many examples in the literature usually
start with a manifold with a known geodesic equation and construct new manifolds
from there. In contrast, we will prove a number of general formulas for Riemannian
gradient, Hessian, and geodesic equation applicable when a subspace of the tangent
space of a manifold is identified as a subspace of a fixed inner product space. This
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subspace of the tangent space description often arises directly from the description
of the manifold by constraint or by quotient formulation. For example, in the Stiefel
case, the tangent space at a matrix Y ∈ StR,p,n is identified with the nullspace of the
operator J(Y ) : η 7→ Y T η+ηTY , which follows from the defining equation of the Stiefel
manifold, and the subspace Y T η = 0 corresponds to the Grassmann manifold case.
Given this operator J(Y ) and an algebraic formula for the metric, our procedure can
produce both the Riemannian gradient and Hessian bypassing calculus of variation,
with a relatively short calculation for commonly encountered manifolds. The formulas
also suggest a procedural approach to compute the gradient or Hessian when they
cannot be reduced to simple expressions.
Symbolic algebra and differentiation have played a major role in optimization
problems arising from machine learning applications in recent years. For manifold
applications, it has also been used by many authors, including [24, 15]. We show
simple adoptions of this tool for noncommutative variables makes it also effective in
manifold calculations. While none of our results are dependent on symbolic calculus,
it is helpful for sanity check and exploration. The seemingly complicated Christoffel
symbols can be handled symbolically due to two facts: first, directional derivatives of
matrix expressions can be evaluated rule-based; second, with respect to the trace inner
product, index raising is also a symbolic manipulation (e.g., gradients of Tr(AxB) and
Tr(AxTB) with respect to x are simple algebraic expressions). For relatively complex
examples with non-constant ambient metrics, we found it could produce the correct
gradients and Hessian mostly automatically when applying our procedure.
Computing the Riemannian connection and the geodesic equation are important
steps in understanding the geometry of a manifold in applied problems. We hope this
paper provides a step in making this computation more accessible.
1.1. Riemannian gradient, Hessian and Levi-Civita connection. First-
order approximation of a function f on Rn relies on the computation of the gradient,
and the second-order approximation relies on the Hessian matrix or Hessian-vector
product. When the function f is defined on a Riemannian manifold M, the relevant
quantities are the Riemannian gradient, a vector field providing first-order approxima-
tion for f on the manifold, and Riemannian Hessian, which provide the second-order
term. The Levi-Civita connection of the manifold, which allows us to take covariant
derivative of the gradient, is used to compute the Riemannian Hessian. When the tan-
gent space TYM of a manifoldM at each point Y ∈M is embedded as a subspace of
an inner product space E , the Riemannian gradient can be computed via a projection
from E to TYM. It is well-known in regression analysis ([4]) that a projection to the
nullspace of a full-rank matrix J in an inner product space equipped with a metric
g (also represented by a matrix) is given by the formula I − g−1JT (Jg−1JT )−1J . If
an operator J is used to describe the tangent space, and an operator g is used to
describe the metric instead of matrices J and g, we have a similar formula where the
transposed matrix JT is replaced by the adjoint operator Jt. As mentioned, J is often
available explicitly. In practice, the tangent space of a manifold is described as the
nullspace of the Jacobian of the constraint functions, or the space of tangent vectors
with zero vertical components in the case of quotient manifolds. This projection for-
mula is not often used in the literature, the projection is usually derived directly by
minimizing the distance to the tangent space. It turns out when J is given by a matrix
equation, Jt is simple to compute. For manifolds common in applications, J g−1 Jt
is often diagonal or could be inverted efficiently, as we will see in several examples.
Thus, this will be our main approach to compute the Riemannian gradient.
2
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The Riemannian Hessian could be provided in two formats, as a bilinear form
rhess02f (ξ, η), returning a scalar to every two tangent vectors ξ, η at a point on the
manifold, or a (Riemannian) Hessian vector product rhess11f ξ, an operator returning a
tangent vector given a tangent vector input ξ. In optimization, as we need to invert the
Hessian in second-order methods, the Riemannian Hessian vector product form rhess11f
is more practical. However, rhess02f is directly related to the Levi-Civita connection
(see (2.12) below), and can be read from the geodesic equation: In [8], authors showed
if the geodesic equation (for Stiefel manifold) is given by Y¨ + Γc(Y˙ , Y˙ ) where Γc is
a function mapping two vector fields to an ambient vector, the bilinear form rhess02f
is fˆY Y (ξ, η) − Γc(ξ, η)fˆY , here, fˆY and fˆY Y are the ambient gradient and Hessian
defined in section 2. The term Γc is named the Christoffel function in [8]. We provide
an explicit formula for Γc in terms of the metric and the projection.
1.2. Riemannian optimization. We will not discuss the details of Riemannian
optimization in this article, the reader can consult [8, 1]. In essence, it has been recog-
nized that many popular equation solving and optimization algorithms on Euclidean
spaces can be extended to a manifold framework ([9, 8]). Many first-order algorithms
(steepest descent, conjugate gradient) on real vector spaces could be extended to
manifolds using the Riemannian gradient defined above together with a retraction
(some algorithms require a few more differential-geometric measures). Also, using the
Riemannian Hessian, second-order optimization methods, for example, Trust-Region
([1]), could be extended to manifold context. At the i-th iteration step, an opti-
mization algorithm produces a tangent vector ηi to the manifold point Yi, which will
produce the next iteration point Yi+1 via a retraction ([3], chapter 4 of [1]). In this
article, we will mostly assume a retraction is given.
1.3. Notations. We will attempt to state and prove statements for both the
real and Hermitian case at the same time when there are parallel results, as discussed
in subsection 4.1. The base field K will be R or C. We use the notation Kn×m to
denote the space of matrices of size n×m over K. We consider both real and complex
vector spaces as real vector spaces, and by TrR we denote the trace of a matrix in the
real case or the real part of the trace in the complex case. A real matrix space is a
real inner product space with the Frobenius inner product TrR ab
T , while a complex
matrix space becomes a real inner product space with inner product TrR ab
H (see
subsection 4.1 for details). We will use the notation t to denote the real adjoint T
for a real vector space, and Hermitian adjoint H for a complex vector space, both
for matrices and operators. We denote sym
t
X = 12 (X +X
t), skewtX =
1
2 (X −Xt).
We denote by Sym
t,K,n the space of t-symmetric matrices X ∈ Kn×n with Xt = X .
The t-antisymmetric space Skewt,K,n is defined similarly. Symbols ξ, η are often used
to denote tangent vector or vector fields, while ω is used to denote a vector on the
ambient space. The directional derivative in direction v is denoted by Dv, it applies to
scalar, vector, or operator-valued functions. If ξ is a vector field and f is a function, ξf
denotes the Lie derivatives, which is the function Y 7→ (Dξ(Y )f)(Y ). We also apply
Lie derivatives on scalar or operator functions when ξ is a vector field, and write
Dξf,Dξg, for example. This may be more intuitive than using the Lie derivative
symbol ξg (think of D as the trivial covariant derivative on a trivial bundle). By UK,d
we denote the group of Kd×d matrices U satisfying U tU = Id (called t-orthogonal),
thus UK,d is the real orthogonal group with K = R and unitary group when K = C.
In our approach, a subspace HY of the tangent space at a point Y on a manifold
M is defined as either the nullspace of an operator J(Y ), or the range of an operator
3
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N(Y ), both are operator-valued functions on M. Other operator-valued functions
defined in this paper include the ambient metric g, the projection ΠH,g, the Christoffel
metric term K, and their directional derivatives. Since we most often work with one
manifold point Y at a time, we sometimes drop the symbol Y to make the expressions
less lengthy. We also use the symbols fˆY and fˆY Y to denote the ambient gradient
and Hessian. The following table summarizes symbols related to the main ideas in
the paper, with the Stiefel case as an example, (details explained in sections below).
Symbol Concept
E ambient space, TYM is embedded in E . (e.g. Kn×p)
EJ, EN inner product spaces, range of J(Y ) and domain of N(Y ) below.
H A subbundle of TM. Either TM or a horizontal bundle in practice.
J(Y ) op. from E onto EJ, Null(J(Y )) = HY ⊂ TYM. (e.g. Y tω + ωtY )
N(Y ) 1-to-1 op. from EN to E onto HY ⊂ TYM (e.g. N(A,B) = Y A+ Y⊥B)
xtrace index-raising operator for trace (Frobenius) inner product
g(Y ) metric given as self-adjoint operator on E (e.g. (α1Y Y t + α0Y⊥Y t⊥)η)
ΠH,g projection to HY ⊂ TYM in Proposition 2.4.
K(ξ, η) Christoffel metric term 12 ((Dξg)η + (Dη)gξ − xtrace(〈(Dφg)ξ, η〉E , φ))
ΓH,c(ξ, η) Christoffel function ΠH,gg−1K(ξ, η)− (DξΠH,g)η
1.4. Our contribution. We formally define a concept of an ambient space
(more precisely, it should be called tangent ambient space, see the discussion below)
to make precise the conditions for our approach. Under these conditions, given the
operator-valued function J defining a subbundle H of the tangent bundle (in practice,
H is the full tangent bundle for an embedded manifold and the horizontal subbundle
for a quotient manifold) and an operator-valued function g describing the metric, we
can use the formula g−1− g−1 Jt(J g Jt)−1 J g−1 to evaluate the Riemannian gradient.
We also provide explicit formulas for the Levi-Civita connection (2.9) and Riemannian
Hessian (2.11). Among the results, in case H = TM, identifying the tangent space
of a manifold M with a subspace of an ambient space E , the Riemannian Hessian
product of a function f for a tangent vector ξ is given by:
rhess11f (Y )ξ = Πgg
−1(fˆY Y ξ + g(DξΠg)(g−1fˆY )− (Dξg)(g−1fˆY ) + K(ξ,Πgg−1fˆY ))
The expression on the right-hand side is also evaluated at Y ∈ M. Here, Πg is the
projection from the ambient space to the tangent space, fˆY and fˆY Y are the ambient
gradient and Hessian (will be defined precisely below). The requirement to identify
the tangent space of a manifold M with a subspace of E makes Πg and g operator-
valued functions on M, thus their directional derivatives well-defined. So Dξg,DξΠ
and the Christoffel term K are all operator-valued functions that could be defined
without using local coordinates. In general, they can be computed from analytic
expressions for the metric and the defining equations for the subbundle H. For the
first-order case, we also provide a formula for the gradient when the fiber HY of H
at Y is described as the range of a one-to-one map N(Y ) at each Y . The two ways
to describe the subspace HY , as the range of N or as the nullspace of J, gives us
two expressions for the gradient (and therefore the Hessian) that can be evaluated
by linear operator algebra. The difference with the traditional embedded manifold
approach ([1], Proposition 5.32, or [16] for a non-constant metric example), is in those
cases, a metric for the ambient space is provided, while we only define the operator-
valued metric function for points on the manifold in our approach. Therefore, we can
use a formula such as TrR η
t(I− 12Y Y t)η for a metric on a Stiefel manifold, while that
4
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formula is not a metric on the full matrix space. Our aprroach is possible because the
main assumption, equation (2.6), is satisfied for tangent ambient spaces associated
with submanifolds of a Euclidean manifold, independent of metrics.
We demonstrate this approach in several examples:
1. For a Stiefel manifold StK,d,n, we define a family of metrics of the form TrR(α0η
tη+
(α1−α0)ηtY Y tη) (α0, α1 are positive numbers, η is a tangent vector at Y ∈ StK,d,n),
generalizing both the constant ambient metric (with α0 = α1 = 1) and the canonical
metric (α0 = 2α1 = 1) defined in [8]. We show its gradient, Hessian, and connections
have simple closed-form formulas generalizing those of the two known metrics. In [8],
there is a closed-form formula for geodesics of each metric with no obvious connection
between them. We show both formulas generalize to the whole family, so our metrics
also have closed-form geodesics. This adds options to problems involving geodesics for
Stiefel manifolds, including Frechet means, which are important in many applications.
2. We apply our formula to the manifold S+
K,n of positive-definite matrices in K
n×n
with the affine-invariant metrics. We recover the known expressions for Riemannian
gradient and Hessian (see subsection 1.5 for related works). Besides the calculation
presented here, a simple symbolic calculus setup also gives us the Riemannian Hes-
sian in a straightforward calculation. This is notable as this formula for the Hessian
is sufficiently complicated. See [7].
3. We consider the quotient metric for the manifold S+
K,d,n of positive-semidefinite
matrices of rank d in Kn×n, considered as (StK,d,n × S+K,d)/UK,d, the quotient by an
orthogonal group of the product of a Stiefel manifold equipped with a metric in the
family introduced above and the positive-definite matrix manifold with the affine-
invariant metrics. We show the Riemannian gradient and Hessian could be computed
with the help of a Lyapunov-type equation (7.5) (solvable at cost O(d3) adapting
the Bartels-Stewart algorithm). The affine-invariant behavior of the S+
K,d part dis-
tinguishes this metric from others considered in the literature. While it shares some
features with a metric considered in [6] (with no second-order method), this metric
comes from a Riemannian submersion, allowing us to compute the Hessian by our
process. With this metric, S+
K,d,n is a complete manifold with known geodesics, in
particular we can use the canonical metric on Stiefel components. We expect it to
be useful in many problems in statistics and machine learning. We provide a Rie-
mannian framework for fixed-rank matrix manifolds in a separate work. The efficient
solution (7.6) of equation (7.5) may be of interest beyond the current work: while
(7.5) appears in quotient metrics of both semi-definite and fixed-rank matrix mani-
folds, only instances when it reduces to a symmetric Lyapunov equation (e.g. [16])
have appeared in the literature.
4. For a flag manifold Flag(n1, · · · , np;n,K), we introduce a family of metrics depend-
ing on parameters (αrj)
r=p,j=p
r=1,j=0 . Both the canonical and constant ambient metrics on
a flag manifold are members of this family. Riemannian gradient and Hessian for this
family of metrics also have simple formats, extending the results of [19, 26].
5. We implement the operators in our approach in Python that can be used with a
manifold optimization package, extending the base class Manifold in the package Py-
manopt ([24], [7]), see [18]. Note that our implementation can take metric parameters,
while most implementations typically handle one metric per module. With our ap-
proach, it is simple to test the torsion-free and metric-compatibility properties of the
Levi-Civita connection numerically as the derivatives involved are of operator-valued
functions. We tested the implementation with the Trust-Region algorithm for a few
benchmark problems. We also implemented symbolic calculations to different levels
5
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of detail and obtained the same result derived on paper here.
Our analysis offers two theoretical insights in deciding potential metric candidates
in optimization problems:
1. Non-constant ambient metrics may have the same big-O time picture with the
constant one. This is the case with the examples above when the constraint and the
metrics are given in matrix polynomials or inversion. If the ambient Hessian could
be computed efficiently, in many cases the Riemannian Hessian expressions (maybe
tedious if expanded out), could be computed without expansion with the same order-
of-magnitude time complexity as the Riemannian gradient. This suggests we should
consider non-constant metrics if the improvement in convergence rate, especially with
a second-order method, outweighs the added complexity, and the formulas we provide
in this paper can help understand the computational complexity of a metric choice.
Naturally, we need to take into account the additional numerical errors introduced by
the extra calculations associated with non-constant metrics that may adversely affect
the rate of convergence. A given retraction may not match well with an alternate
metric beyond a first-order agreement is another challenge. The case of the positive-
definite matrices is an example where a non-constant metric is a better option([23]).
2. There is a theoretical bound for the cost of computing the gradient, assuming that
the metric g is easy to invert. If the complexity of computing g and J is known, it
remains to estimate the cost of inverting J g−1 Jt (or NtgN). While in our examples
these operators are reduced to simple ones that could be inverted efficiently, if no
other reduction is available, J g−1 Jt could be solved by a conjugate gradient (CG)-
method (which has been used for Riemannian optimization, see [12]). In that case,
the time cost is proportional to the rank of J (or N)) times the cost of each CG step,
which can be estimated depending on the problem. The Lagrange multiplier method
([8], section 4.9) also requires the inversion of this operator for a constant metric.
1.5. Related works and outline. The formulas for the Hessian (Theorem 2.5)
have mostly been used with a constant metric on an ambient manifold. For example,
formula (7) of [2] is the special case for our Hessian formula for constant ambient
metrics, or section 4.9 of [8] also discussed the Christoffel function for an embedded
manifold. As discussed, we provide a formalism allowing us to compute this function
via operators on ambient space. The paper [13] gave the original treatment of Hessian
for the unitary/complex case. The results for Stiefel manifolds are known for two
special cases in [8]. The affine-invariant metric on positive-definite matrices was also
widely studied, for example in [22, 21, 23, 10]. There are numerous metrics on the
fixed-rank positive-semidefinite (PSD) manifolds, we mentioned [6] that motivated our
approach. Although working with the same product of Stiefel and positive-definite
manifolds with the affine-invariant metric, that paper did not use the Riemannian
submersion metric on the quotient. Our solution, with a second-order method, is
expected to be useful in applications. In [25, 11], two different families of metrics on
PSD manifolds are studied. They both require solving Lyapunov equations but have
different behaviors on the positive-definite part. Flag manifolds are studied in [19, 26]
in the context of manifold optimization, using the canonical Stiefel metric. We extend
the result for more general metrics, making available options for potential applications.
Articles [13, 17] discuss the effect of adapting metrics to optimization problems ([17]
adapts ambient metrics to the objective function using first-order method.)
In the next section, we formulate and prove the main theoretical results of the
paper. We then identify the adjoints of common operators on matrix spaces. We
apply the theory developed to the manifolds discussed above, and introduce symbolic
6
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calculus. We conclude with a discussion of future directions.
2. Ambient space and chart-free Riemannian geometry. While an ab-
stract manifold is defined in terms of coordinate charts, manifolds appearing in ap-
plications are usually subspaces of an inner product space E or quotient space of
such subspaces, defined by constraints and symmetries ([8, 1]). For an embedded
manifoldM, its tangent spaces are also identified with subspaces of E , the identifica-
tion is parametrized smoothly by points ofM. For example, if M is a unit sphere in
E = Rm, the tangent space at a point x is the subspace of vectors η such that xT η = 0.
We can also focus on a subspace HY of TYM, for example the horizontal subspace
with respect to a group action. The space HY is also considered as a subspace of
E parameterized by points of M, this allows us to treat quotient manifolds in the
same setting. This will be our main setup, the advantage is we can define metrics as
operators on E parametrized by M, instead of giving E itself a Riemannian manifold
structure. As well-known, Riemannian gradient and Hessian product of a function
could be computed from functions whose values are in this same space E . We formalize
this by defining ambient spaces, and ambient gradient and Hessian. We will assume
sufficiently smooth manifolds in the below, the applications in this paper deals with
analytic manifolds. In the definition below, we do not define fˆ , only gradfˆ = fˆY and
hessfˆ = fˆY Y . In practice, they are derivatives of a function fˆ extending f to E .
Definition 2.1. Let M be a real manifold and (E , 〈〉E ) be a real inner product
space over R. The space E is called an ambient space of M if for each point Y ∈ M,
there is a linear embedding ı : TYM → E, such that ı is one-to-one of class at least
C2. Let f be a function on M. A vector-valued function gradfˆ from M to E is called
an ambient (or Euclidean) gradient of f if for all vector fields η on M,
(2.1) 〈ıη(Y ), gradfˆ(Y )〉E = (Dη(Y )f)(Y ) for all Y ∈ M
or equivalently 〈ıη, gradfˆ〉E = ηf . Given an ambient gradient gradfˆ with continuous
derivatives, we define the ambient Hessian to be the map hessfˆ associating to each
point Y ∈ M the linear map hessfˆ(Y ) : ξ 7→ (Dξ(Y )gradfˆ)(Y ) from TYM to E. We
define the ambient Hessian bilinear form to be the bilinear form hessfˆ02(ξ, η)(Y ) =
〈(Dξ(Y )gradfˆ)(Y ), ıη(Y )〉E . We also use the notation fˆY for gradfˆ and fˆY Y for hessfˆ .
Lemma 2.2. For a function f and two vector fields ξ, η on M we have:
(2.2) fˆ02Y Y (ξ, η) = hessfˆ
02(ξ, η) = Dξ(Dηf)− 〈Dξıη, fˆY 〉E
Proof. Here, Dξ denotes the Lie derivative, for example, Dξıη is ξ(ıη). Taking di-
rectional derivative of (2.1): Dξ〈ıη, fˆY 〉E = 〈Dξ(ıη), fˆY 〉E+〈ıη,Dξ(fˆY )〉E = Dξ(Dηf).
It is easy to see if M is a submanifold of a Euclidean space E then E is an ambient
space of M. If a function f on M is a restriction of a function fˆ on E in an open
neighborhood of M, the usual gradient and Hessian of fˆ is an ambient gradient and
Hessian of fˆ , and this is the original motivation of this definition. Any manifold has
an ambient space by Whitney embedding. Coordinate charts could be considered as
a collection of compatible local ambient spaces. However, globally defined ambient
spaces are more effective in computations.
We begin with a standard result in linear algebra of inner product spaces. Recall
that the adjoint of a linear map A between two inner product spaces V and W is the
map At such that 〈Av,w〉W = 〈v,Atw〉V where 〈〉V , 〈〉W denote the inner products
on V and W , respectively. If A is represented by a matrix also called A in two
7
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orthogonal bases in V and W respectively, then At is represented by its transpose
AT . A projection from an inner product space V to a subspace W is a linear map
ΠW such that 〈v, w〉V = 〈Πv, w〉V for all w ∈W , v ∈ V . It is well-known a projection
always exists and unique, and Πv minimizes the distance from v to W .
Proposition 2.3. Let E be a vector space with an inner product 〈〉E . Let g be a
self-adjoint positive-definite operator on E, thus 〈ge1, e2〉E = 〈e1, ge2〉E . The operator
g defines a new inner product on E by 〈e1, e2〉E,g := 〈e1, ge2〉E . If W = Null(J) for a
map J from E onto an inner product space EJ, the projection Πg = Πg,W from E to W
under the inner product given by g is given by Πge = e− g−1 Jt(J g−1 Jt)−1 J e, where
Jt is the adjoint map of J for all e ∈ E.
Alternatively, if N is a one-to-one map from an inner product space EN to E such
that W = N(EN), then the projection to W could be given by Πge = N(NtgN)−1Ntge.
The operators gΠg and Πgg
−1 are self-adjoint under 〈〉E .
Proof. For the first case, if eW ∈W = Null(J) and e ∈ E ,
〈g−1 Jt(J g−1 Jt)−1 J e, geW 〉E = 〈Jt(J g−1 Jt)−1 J e, eW 〉E = 〈(J g−1 Jt)−1 J e, J eW 〉E
where the last term is zero because eW ∈ Null(J), so 〈Πge, geW 〉E = 〈e, geW 〉E . For
the second case, assuming eW = N(eN) for eN ∈ EN then (Using (AB)t = BtAt):
〈N(NtgN)−1Ntge, gN(eN)〉E = 〈ge,N(NtgN)−1NtgN(eN)〉E = 〈ge,N(eN)〉E
The last statement follows from the defining equations of Πg.
Recall the Riemannian gradient of a function f on a manifold M with Riemannian
metric 〈, 〉R is the vector field rgradf such that 〈rgradf (Y ), ξ〉R = (Dξf)(Y ) for any
point Y ∈ M, and any tangent vector ξ at Y . Let H be a subbundle of the tangent
bundle TM, associating to each Y ∈ TM a subspace (a fiber) HY ⊂ TYM. We
can define the H-Riemannian gradient rgradH,f of f as the unique H-valued vector
field such that 〈rgradH,f , ξH〉R = DξHf for any H-valued vector field ξH. Unique-
ness follows from nondegeneracy of the inner product restricted to H. Clearly, the
Riemannian gradient is the TM-Riemannian gradient, rgradTM,f = rgradf . We have:
Proposition 2.4. Let (E , ı) be an ambient space of a manifold M as in Defi-
nition 2.1. Let g be a smooth operator-valued function associating each Y ∈ M a
self-adjoint positive-definite operator g(Y ) on E. Thus, each g(Y ) defines an inner
product on E, which induces an inner product on ıTYM and hence g induces a Rie-
mannian metric on M. Let H be a subbundle of TM. For each Y , let ΠH,g(Y ) be
the projection associated with the inner product g(Y ) from E to the fiber HY . We
define ΠM,g(Y ) = ΠTM,g(Y ). For any ambient gradient fˆY of f , the H-Riemannian
gradient of f can be evaluated as:
(2.3) rgradH,f = ı
−1ΠH,gg−1fˆY ; all evaluated at Y
If there is an inner product space EJ and map J fromM to the space L(E , EJ) of linear
maps from E to EJ, such that for each Y ∈M, the range of J(Y ) is precisely EJ, and
its nullspace is the image ı(H) then ΠH,g(Y )e for e ∈ E could be given by:
(2.4) ΠH,g(Y )e = e− g−1 Jt(J g−1 Jt)−1 J e; all are evaluated at Y
If there is an inner product space EN and a map N from M to the space L(EN, E) of
linear maps from EN to E such that for each Y ∈ M, N(Y ) is one-to-one, with its
range is precisely the image ı(H) then:
(2.5) ΠH,ge = N(NtgN)−1Ntge; all are evaluated at Y
8
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Proof. For any H-valued vector field ξH, we have:
〈ΠH,gg−1fˆY , gξH〉E = 〈fˆY ,ΠH,gg−1gξH〉E = 〈fˆY , ξH〉E = ξHf
the first equality is because ΠH,gg−1 is self-adjoint, the rest are by property of pro-
jection and the definition of the ambient gradient. The remaining statements are just
a parametrized version of Proposition 2.3.
We will mostly omit ı in expressions, identifying the tangent space with its image. We
keep it for directional derivatives of ıη with η a vector field, as Dξıη is well-defined
as an E-valued function, preferable to Dξη. Note, we are not making any smoothness
assumption on J or N yet, although ı and ΠH,g are assumed to be sufficiently smooth.
In fact, N is often not smooth. J is usually smooth as it is constructed from a smooth
constraint on M, or on the horizontal requirements of a vector field.
Recall ifM, 〈〉R is a Riemannian manifold with the Levi-Civita connection ∇, the
Riemannian Hessian (vector product) of a function f is the operator sending a tangent
vector ξ to the tangent vector rhess11f ξ = ∇ξrgradf . The Riemannian Hessian bilinear
form is the map evaluating on two vector fields ξ, η as 〈∇ξrgradf , η〉R. For a subbun-
dle H of TM and a H-valued vector field ξH, we define the H-Riemannian Hessian
similarly as rhess11H,fξH = ΠH,g∇ξHrgradH,f and the H-Riemannian Hessian bilinear
form rhess20H,f (ξH, ηH) = 〈ΠH,g∇ξHrgradH,f , ηH〉R = 〈∇ξHrgradH,f , ηH〉R. The next
theorem shows how to compute the Riemannian connection and the associated Rie-
mannian Hessian, assuming a compatibility condition.
Theorem 2.5. Let (E , ı) be an ambient space ofM, and g be a metric on E given
as a self-adjoint operator-valued function from M such that:
(2.6) ΠM;g(Dξıη −Dηıξ) = [ξ, η] for all vector fields ξ, η on M.
where ΠM,g is the projection from E to tangent space of M. In that case, we will call
(E , ı, g) compatible with the Lie derivatives. There exists an E-valued bilinear form X
sending a pair of vector fields (ξ, η) to X (ξ, η) ∈ E such that for any vector field ξ0:
(2.7) 〈X (ξ, η), ξ0〉E = 〈ξ, (Dξ0 g)η〉E
where all expressions are evaluated at Y ∈ M. X (ξ, η) is unique if it is required to be
in ı(TYM). For two vector fields ξ, η on M near Y and an E-valued function ω from
M to E defined near Y , define (with all expressions evaluated at Y ):
(2.8)
K(ξ, η) =
1
2
((Dξg)η + (Dηg)ξ −X (ξ, η)) ∈ E
∇ˆξω = Dξω + g−1K(ξ,ΠM;gω)
∇ξη = ΠM;g∇ˆξıη = ΠM;g(Dξıη + g−1K(ξ, η))
Then ∇ξη is the covariant derivative associated with the Levi-Civita connection near
Y . It could be written using the Christoffel function Γc:
(2.9)
Γc(ξ, η) := −(DξΠM;g)ıη +ΠM;gg−1K(ξ, η)
∇ξη = Dξıη + Γc(ξ, η)
If H is a subbundle of TM, and ξH, ηH are two H-valued vector fields, we have:
(2.10)
ΠH,g∇ξHηH = DξH ıηH + ΓH,c(ξH, ηH) with
ΓH,c(ξH, ηH) := −(DξHΠH;g)ıηH +ΠH;gg−1K(ξH, ηH)
9
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If f is a function on M, fˆY is an ambient gradient of f and fˆY Y is the ambient
Hessian operator, we have rhess11H,fξH := ΠH;g∇ξHrgradH,f and rhess02H,f are given by:
(2.11)
rhess11H,fξH = ΠH;gg
−1(fˆY Y ξH + g(DξH(ΠH,gg
−1))fˆY +K(ξH,ΠH,gg−1fˆY ))
= ΠH;gg−1(fˆY Y ξH + g(DξHΠH,g)g
−1fˆY − (DξHg)g−1fˆY +K(ξH,ΠH,gg−1fˆY ))
(2.12)
rhess02H,f(ηH, ξH) = 〈∇ξHΠH,gg−1fˆY , gıηH〉E = fˆY Y (ξH, ηH)− 〈ΓH,c(ξH, ηH), fˆY 〉E
The form Γc(ξ, η) appeared in [8] and is computed for the case of a Stiefel manifold,
and is called the Christoffel function, which includes the Christoffel metric term K
and the derivative of ΠM,g. Evaluated at Y , it depends only on the tangent vectors
η(Y ) and ξ(Y ), not on the whole vector fields. Equation (2.57) in that reference is
the expression of rhess02f in terms of Γc above. The formulation for subbundles allows
us to extend the result to Riemannian submersions and quotient manifolds.
Proof. X is the familiar index-raising term: as 〈ξ, (Dξ0(Y )g)ıη〉E is a 3-tensor on
TYM, the index-raising bilinear form X˜ with value in TYM is uniquely defined, and
we can take X to be ıX˜ , which now has value in E . If we take another E-valued
function X1 satisfying the same condition but not necessarily in the tangent space,
the expression ΠM,gg−1K ensures the final result is independent of the choice of X1.
We can verify directly that∇ξη satisfies the conditions of a covariant derivative: linear
with respect to ξ and satisfying the product rule with respect to η. Similar to the
calculation with coordinate charts, we can show ∇ is compatible with metric: for two
vector fields η, ξ, 2〈∇ξη, gη〉E = 2〈ΠM,g∇ˆξη, gη〉E , which is 2〈Dξıη+ g−1K(ξ, η), gη〉E
by definition and by property of the projection. Expanding the last expression to
2〈Dξıη, gη〉E + 2〈g−1K(ξ, η), gη〉E = 2〈Dξıη, gη〉E + 〈(Dξg)η + (Dηg)ξ −X (ξ, η), η〉E
= 2〈Dξıη, gη〉E + 〈η, (Dξg)η〉E = Dξ〈ıη, gη〉E
Torsion free follows from the fact that K is symmetric and (2.6):
∇ξη −∇ηξ = ΠM,g(Dξıη −Dηıξ) = [ξ, η]
For (2.9), we note ΠM,gDξıη = Dξ(ΠM,gη)− (DξΠM,g)η and ΠM,gη = η. For (2.10),
for Y ∈M, HY ⊂ TYM implies ΠH,gΠM,g = ΠH,g. Therefore, (2.8) implies
ΠH,g∇ξHηH = ΠH;g(DξıηH + g−1K(ξH, ηH))
and as before, we use ΠH,gDξH ıηH = DξH(ΠH,gηH)−(DξHΠH,g)ηH and ΠH,gηH = ηH.
The first line of (2.11) is by definition. Expansion, note ΠH;gg−1(gΠH,gDξHg
−1)fˆY =
−ΠH,gg−1(DξHg)g−1fˆY (as ΠH,g is idempotent) gives us the second line. For (2.12):
〈∇ξHΠH,g(g−1fˆY ), gηH〉E = DξH〈ΠH,g(g−1fˆY ), gηH〉E − 〈ΠH,g(g−1fˆY ), g∇ξηH〉E =
DξH〈fˆY , ηH〉E − 〈fˆY ,ΠH,gg−1gΠH,g∇ˆξHηH〉E = DξH〈fˆY , ηH〉E − 〈fˆY ,ΠH,g∇ˆξHηH〉E
= DξH〈fˆY , ηH〉E − 〈fˆY ,DξH ıηH〉E − 〈fˆY ,ΓH,c(ξH, ηH)〉E =
fˆY Y (ξH, ηH)− 〈fˆY ,ΓH,c(ξH, ηH)〉E
from compatibility with metric, idempotency of ΠH,g, (2.10) and (2.2).
When the projection is given in terms of J and J is sufficiently smooth we have:
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Proposition 2.6. If J as in Proposition 2.4 is of class C2 then:
(2.13) ΓH,c(ξH, ηH) = g−1 J
t(J g−1 Jt)−1(DξH J)ı(ηH) + ΠH,gg
−1K(ξH, ηH)
for two H-valued tangent vectors ξH, ηH at Y ∈ M. We can evaluate rhess11H,fξH by
setting ω = fˆY in the following formula, which is valid for all E-valued function ω:
(2.14)
∇ξHΠH,gg−1ω = ΠH,gg−1DξHω −ΠH,gg−1(DξHg)g−1ω−
ΠH,g(DξH(g
−1 Jt))(J g−1 Jt)−1 J g−1ω +ΠH,gg−1K(ξH,ΠH,g(g−1ω))
Proof. The first expression follows by expanding DξHΠH,g in terms of J, noting
J ηH = 0. For the second, we expand ΠH,g∇ˆξH(H,Πgg−1ω) = ΠH,gDξH(ΠH,gg−1ω)+
ΠH,gg−1K(ξH,ΠH,gg−1ω), then expand the first term and use ΠH,gg−1 J
t = 0.
Recall ([20], Defintion 7.44) a Riemannian submersion pi : M → B between two
manifolds M and B is a smooth, onto map, such that the differential dpi is onto at
every point Y ∈ M, the fiber pi−1(b), b ∈ B is a Riemannian submanifold of M, and
dpi preserves scalar products of vectors normal to fibers. Quotient space by a group
of isometries, acting freely and properly, is a Riemannian submersion. At each point
Y ∈M, the tangent space of pi−1(piY ) is called the vertical space, and its orthogonal
complement with respect to the Riemannian metric is called the horizontal space.
The horizontal spaces of a submersion is a subbundle. The horizontal lift, identifying
a tangent vector ξ at b = pi(Y ) ∈ B with a horizontal tangent vector ξH at Y is a
linear isometry between the tangent space TbB and HY , the horizontal space at Y .
The following proposition allows us to apply the results so far in familiar contexts:
Proposition 2.7. 1. (Submanifolds of Euclidean spaces) WhenM is a submani-
fold of an inner product space (E , 〈〉E ) and g is any metric function fromM to L(E , E),
ı is the induced identification of TYM to a subspace of E, then (E , ı, g) is compatible
with Lie derivatives. Fix an orthogonal basis ei of E, let f be a function on M, which
is a restriction of a function fˆ on E, define fˆY to be the function from M to E, having
the i-th component the directional derivative Dei fˆ , then fˆY is an ambient gradient. If
M is defined by the equation C(Y ) = 0 (Y ∈ M) with a full rank Jacobian, we can
take J(Y ) to be the Jacobian of C.
2. (Riemannian submersion) LetM be a manifold and (E , ıM) be an ambient space of
M with an ambient metric function g, compatible with Lie derivatives. Let pi :M→ B
be a Riemannian submersion, with H the corresponding horizontal subbundle onM. If
ξ, η are two vector fields on B with ξH, ηH their horizontal lifts, then the Levi-Civita
connection ∇ξη on B lifts to ΠH,g∇ξHηH, hence (2.10) applies. Also, Riemannian
gradients and Hessians on B lift to H-Riemannian gradients and Hessians on M.
Proof. Statement 1. follows from properties of vector fields on submanifolds:
tangent space of a submanifold of E could be considered as a subspace of E , Lie
brackets of vector fields of a submanifold is a vector field of the submanifold, and
directional derivatives along a tangent vector ξ of M of an extension fˆ of f can be
evaluated based on values on the submanifold only. We have a stronger statement
Dξη − Dηξ = [ξ, η] in this case, hence compatibility with Lie brackets holds for any
metric. The construction of fˆY is exactly what makes the ambient gradient formula
works. Isometry of horizontal lift and [20], Lemma 7.45, item 3, give Statement 2.
For clarity, so far we use the subscript H to indicate the relation to a subbundle H.
For the rest of the paper, we will drop the subscripts H, as it will be clear from the
context if we discuss a vector field in H, or just a regular vector field, so we will refer
to ξ instead of ξH, and Πg or just Π instead of ΠM,g or ΠH,g.
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3. Examples. The examples below are well-known and are usually computed
by a version of the result of the previous section for embedded or quotient manifolds,
without the formalism of the previous section: If we use a constant metric g on E ,
(2.11) reduces to just two terms Πgg
−1(Dξ fˆY −Dξ(g−1 Jt)(J g−1 Jt)−1 J g−1fˆY ), as is
well-known for subspaces or quotient spaces of submanifolds of Euclidean spaces.
1. Let M be a submanifold of E , defined by a system of equation C(x) = 0, where
C is a map from E to Rk. In this case, ı is the trivial embedding, JC = Cx is the
Jacobian of C. Thus the projection of ω ∈ E given by
(3.1) Πgω = ω − CTx (CxCTx )−1Cxω
and the covariant derivative is given by ∇ξη = Dξη + CTx (CxCTx )−1(DξCx)η for two
vector fields ξ, η. With Γc(ξ, η) = C
T
x (CxC
T
x )
−1(DξCx)η, the Riemannian Hessian
bilinear form is computed from (2.12), thus the Riemannian Hessian operator is:
Πg(fˆY Y ξ − (DξCx)T (CxCTx )−1CxfˆY )
The expression (CxC
T
x )
−1CxfˆY is often used as an estimate for the Lagrange multi-
plier, this result was discussed in section 4.9 of [8].
2. LetM be the unit sphere xtx = 1, where t is the real or Hermitian transpose, and
thus the map J could be taken to be Jω = xtω. The Riemannian connection is thus
∇ξη = Dξη + xξtη, a well-known result. The Riemannian Hessian operator above
becomes (I − xxt)(fˆY Y ξ − x
tfˆY
xtx ξ).
3. The conformal metric g = h(x)I on an open region of Rn, where h(x) is a
scalar function, with gradient hx. The projection is the identity map, while we have
Tr((Dξ0g(x))ηξ
T ) = Tr(ξT ηξT0 hx), thus X (ξ, η) = hx(ξT η), so
∇ξη = Dξη + 1
2
(η(hTx ξ) + ξ(h
T
x η)− hx(ξT η))
Our main interest is to study matrix manifolds. As seen, we need to compute Nt or
Jt. We will review adjoint operators for basic matrix operations.
4. Matrix manifolds: inner products and adjoint operators.
4.1. Matrices and adjoints. We will use the trace (Frobenius) inner product
on matrix vector spaces considered here. Again, the base field K is either R or C. We
use the letters m,n, p to denote dimensions of vector spaces. We will prove results
for both the real and complex cases together, as often there is a complex result using
the Hermitian transpose corresponding to a real result using the real transpose. The
reason is when Cn×m, as a real vector space, is equipped with the real inner product
ReTr(abH) (for a, b ∈ Cn×m), then the adjoint of the scalar multiplication operator
by a complex number c, is the multiplication by the conjugate c¯.
To fix some notations, we use the symbol TrR to denote the real part of the trace,
so for a matrix a ∈ Kn×n, TrR a = Tr a if K = R and TrR a = Re(Tr a) if K = C. The
symbol t will be used on either an operator, where it specifies the adjoint with respect
to these inner products, or to a matrix, where it specifies the corresponding adjoint
matrix. When K = R, we take t to be the real transpose, and when K = C we take
t to be the complex transpose. The inner product of two matrices a, b is TrR(ab
t).
Recall that we denote by Sym
t,K,n the space of all t-symmetric matrices (A
t = A),
and Skewt,K,n the space of all t-antisymmetric matrices (A
t = −A). We consider both
Sym
t,K,n and Skewt,K,n inner product spaces under TrR. We defined the operators
sym
t
and skewt in subsection 1.3, with the usual meaning.
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Proposition 4.1. With the above notations, let Ai, Bi, X be matrices such that
the functional L(X) =
∑k
i=1 TrR(AiXBi) + TrR(CiX
tDi) is well-formed. We have:
1. The matrix xtrace(L,X) =
∑k
i=1 A
t
iB
t
i +DiCi is the unique matrix L1 such that
TrR L1X
t = L(X) for all X ∈ Kn×m (this is the gradient of L).
2. The matrix xtracesym(L,X) = sym
t
(
∑k
i=1 A
t
iB
t
i + DiCi) is the unique matrix
L2 ∈ Symt,K,n satisfying TrR(L2Xt) = L(X) for all X ∈ Symt,K,n.
3. The matrix xtraceskew(L,X) = skewt(
∑k
i=1 A
t
iB
t
i + DiCi) is the unique matrix
L3 ∈ Skewt,K,n satisfying TrR(L3Xt) = L(X) for all X ∈ Skewt,K,n.
Proof. Since TrR(AiXBi) = TrR(B
t
iX
tAti) = TrR(A
t
iB
t
iX
t) and TrR(CiX
tDi) =
TrR(DiCiX
t), we have TrR(xtrace(L)X
t) = L(X). Uniqueness follows from the fact
that TrR is a non-degenerate bilinear form. The last two statements follow from
the fact TrR(xtrace(L)X
t) = TrR(xtrace(L)
t)X if Xt = X ; TrR(xtrace(L)
tX) =
−TrR(xtrace(L)t)X if Xt = −X .
Remark 4.2. We will implement the index-raising operation/gradient xtrace as
a symbolic operation on matrix trace expressions, as it involves only linear opera-
tions, matrix transpose, and multiplications. It could be used to compute an ambient
gradient, for example. For another application, let M be a manifold with ambi-
ent space Kn×m, recall rhess02f (ξ, η) = fˆY Y (ξ, η)− Γc(ξ, η). Assume 〈Γc(ξ, η), fˆY 〉E =∑
iTrR(AiηBi)+TrR(Ciη
tDi) with Ai, Bi, Ci, Di are not dependent on η, and identify
tangent vectors with their images in Kn×m, we have:
rhess11f ξ = Πgg
−1 xtrace(rhess02f (ξ, η), η)
as the inner product of the right-hand side with η is rhess02f (ξ, η), and the projection
ensures it is in the tangent space. If the ambient space is identified with Sym
t,K,n,
Skewt,K,n or a direct sum of matrix spaces, we also have similar statements.
Proposition 4.3. With the same notations as Proposition 4.1:
1. The adjoint of the left multiplication operator by a matrix A ∈ Km×n, sending
X ∈ Kn×p to AX ∈ Km×p is the left multiplication by At, sending Y ∈ Km×p to
AtY ∈ Km×n.
2. The adjoint of the right multiplication operator by a matrix A ∈ Km×n from Kp×m
to Kp×n is the right multiplication by At.
3. The adjoint of the operator sending X 7→ Xt for X ∈ Km×m is again the operator
Y 7→ Y t for Y ∈ Km×m. Adjoint is additive, and (F ◦ G)t = Gt ◦ F t for two linear
operators F and G.
4. The adjoint of the left multiplication operator by A ∈ Kp×n sending X ∈ Sym
t,K,p
to AX ∈ Kp×n is the operator sending Y 7→ 12 (AtY +Y tA) for Y ∈ Kp×n. Conversely,
the adjoint of the operator Y 7→ 12 (AtY + Y tA) ∈ Symt,K,p is the operator X 7→ AX.
5. The adjoint of the left multiplication operator by A ∈ Kp×n sending X ∈ Skewt,K,p
to AX ∈ Kp×n is the operator sending Y 7→ 12 (AtY −Y tA) for Y ∈ Kp×n. Conversely,
the adjoint of the operator Y 7→ 12 (AtY −Y tA) ∈ Skewt,K,p is the operator X 7→ AX.
6. Adjoint is linear on the space of operators. If F1 and F2 are two linear operators
from a space V to two spaces W1 and W2, then the adjoint of the direct sum operator
(operator sending X to
[
F1X F2X
]
is the map sending
[
A
B
]
to F t1A+F
t
2B). Adjoint
of the map sending
[
X1
X2
]
to FX1 is the map Y 7→
[
F tY
0
]
, and more generally a map
sending a row block Xi of a matrix X to FXi is the map sending Y to a matrix where
the i-th block is F tY , and zero outside of this block.
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Most of the proof is just a simple application of trace calculus. For the first statement,
the real case follows from Tr(AabT ) = Tr(a(AT b)T ), and TrR(Aab
H) = TrR(a(A
Hb)H)
gives us the complex case. Statement 2. is proved similarly, statement 4 is standard.
Statements 4. and 5. are checked by direct substitution, and 6. is just the operator
version of the corresponding matrix statement, observing for example:
TrR(F1XA
t + F2XB
t) = Tr((F t1A+ F
t
2B)X
t)
4.2. Ambient gradient and Hessian for matrix spaces. The result in this
section, the expression of ambient gradient and Hessian for the quotient of an em-
bedded manifold with ambient structure given by Proposition 2.7 is well-known in
the real case. We will give the formulas for the complex case, although it is probably
known. We note in practice, objective functions are often given by algebraic matrix
formulas, so it is easier to compute fˆY and fˆY Y by matrix calculus. Let f be a
smooth real-valued function from a manifoldM, which is a quotient of a submanifold
of Kn×m. If K is real, as the standard basis {eij} of Rn×m is an orthogonal basis for
the trace metric, Proposition 2.7 shows an ambient gradient is
(4.1) fˆW = (
∂fˆ
∂Wij
)1≤i≤n;1≤j≤m
for any function fˆ on an open neighborhood of Kn×m that induces f , and Wij is the
coordinates function of Rn×m corresponding to eij . The ambient Hessian operator is
the map sending a matrix ξ to fˆWW ξ with
(4.2) (fˆWW ξ)ij =
n∑
i1=1
m∑
j1=1
∂2fˆ
∂Wij∂Wi1j1
ξi1j1
For two matrices ξ, η, fˆWW (ξ, η) =
∑n
i1,i2=1
∑m
j1,j2=1
∂2fˆ
∂Wi1j1∂Wi2j2
ξi1j1ηi2j2 is the
corresponding bilinear form.
If K is complex, we can choose the basis {eij}∪{
√−1eij} to apply Proposition 2.7.
If fˆ is a smooth function on an open neighborhood of Kn×m, under this basis, an
ambient gradient is:
(4.3) fˆW = (
∂fˆ
∂Xij
+
√−1 ∂fˆ
∂Yij
)1≤i≤n;1≤j≤m = 2(
∂fˆ
∂W ∗ij
)1≤i≤n;1≤j≤m
where Wij = Xij +
√−1Yij is the complex coordinate function of W , with ∂∂Wij =
1
2 (
∂
∂Xij
− √−1 ∂∂Yij ) and ∂∂W∗ij =
1
2 (
∂
∂Xij
+
√−1 ∂∂Yij ). It is clear TrR(ξfˆ tW ) = Dξ fˆ as
required, therefore fˆW is an ambient gradient. From Definition 2.1 and (4.3), with
Re ξi1j1 =
1
2 (ξi1j1 + ξ
∗
i1j1
), Im ξi1j1 =
1
2
√−1 (ξi1j1 − ξ∗i1j1), we can derive:
(4.4)
(fˆWW ξ)ij =
n∑
i1=1
m∑
j1=1
2
∂fˆ
∂Wi1j1W
∗
ij
ξi1j1 + 2
∂fˆ
∂W ∗i1j1W
∗
ij
ξ∗i1j1
fˆWW (ξ, η) =
n∑
i1=1
m∑
j1=1
2TrR(
∂fˆ
∂Wi1j1W
∗
ij
ξi1j1η
∗
ij + 2
∂fˆ
∂W ∗i1j1W
∗
ij
ξ∗i1j1η
∗
ij)
So for example, when fˆ = TrR(W
HAW ), we have fˆW = 2AW , and the Hessian
operator is ξ 7→ 2Aξ.
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5. Application to Stiefel manifold. The Stiefel manifold StK,d,n on E = Kn×d
is defined by the equation Y tY = Id, where the tangent space at a point Y is identified
with matrices η satisfying ηtY + Y ηt = 0. We apply results of section 2 for the full
tangent bundle H = TStK,d,n. We can consider an ambient metric:
(5.1) g(Y )ω = α0ω + (α1 − α0)Y Y tω
for ω ∈ E = Kn×d. It is easy to see ω0 − Y Y tω0 is an eigenvector of g(Y ) with
eigenvalue α0, and Y Y
Tω1 is an eigenvector with eigenvalue α1, for any ω0, ω1 ∈ E ,
and these are the only eigenvalues and vectors. Hence, g(Y )−1ω = α−10 ω + (α
−1
1 −
α−10 )Y Y
tω and g is a Riemannian metric if α0, α1 are positive. We can describe the
tangent space as a nullspace of J(Y ) with J(Y )ω = ωtY + Y tω ∈ EJ := Symt,K,d.
We will evaluate everything at Y , so we will write J, g instead of J(Y ), g, etc. By
Proposition 4.3, Jt a = 2Y a for a ∈ EJ. We have g−1 Jt a = α−10 2Y a + (α−11 −
α−10 )2Y a = 2α
−1
1 Y a. Thus J g
−1 Jt a = J(2α−11 Y a) = 4α
−1
1 a and by Proposition 2.3:
(5.2) Πgν = Πgν = ν − 2α−11
α1
4
(Y νtY + Y Y tν) = ν − 1
2
(Y νtY + Y Y tν)
In this case, the ambient gradient fˆY is the matrix of partial derivatives of an extension
of f on the ambient space Kn×d. The Riemannian gradient is:
Πgg
−1fY = α−10 fˆY +
α−11 − 2α−10
2
Y Y tfˆY − α
−1
1
2
Y fˆ tY Y
The projection could also be computed as N(NtgN)−1Ntgω, by the well-known formula
N(A,B) = Y A+ Y⊥B, where [Y, Y⊥] is an orthogonal matrix and A ∈ Symt,K,d, B ∈
K
(n−d)×d. With Dξgη = (α1 − α0)(ξY t + Y ξt)η and using Proposition 4.1, we can
take the third Christoffel term X (ξ, η) = (α1 − α0)(ξηt + ηξt)Y , thus:
K(ξ, η) =
α1 − α0
2
((ξY tη + ηY tξ) + Y (ξtη + ηtξ)− (ξηt + ηξt)Y )
If ξ and η are tangent vectors, (ξY tη + ηY tξ) = −(ξηt + ηξt)Y and then simplify
Πgg
−1K(ξ, η) =
α0 − α1
α0
(In − Y Y t)(ξηt + ηξt)Y
Using g−1 Jt(J g−1 Jt)−1Dξ(J)η = 12Y (ξ
tη+ ηtξ) to evaluate (2.13), the connection is:
(5.3) ∇ξη = Dξη + 1
2
Y (ξtη + ηtξ) +
α0 − α1
α0
(Im − Y Y t)(ξηt + ηξt)Y
With Π0 = (In − Y Y t) and let fˆY Y be the ambient Hessian of corresponding to fˆY :
(5.4) rhess02(ξ, η)f = fˆY Y (ξ, η)−Tr(f tY {
1
2
Y (ξtη + ηtξ) +
α0 − α1
α0
Π0(ξη
t + ηξt)Y })
rhess11f ξ is Πgg
−1 xtrace(rhess02ξ,η, η) by Remark 4.2:
(5.5) rhess11f ξ = ΠY,gg
−1(fˆY Y ξ − 1
2
ξ(f tY Y + Y
tfY )− α0 − α1
α0
(Π0fY Y
t + Y f tYΠ0)ξ)
We note the term inside ΠY,gg
−1 is not unique as it can be replaced by any expression
sent to zero by ΠY,gg
−1. The case α0 = 1, α1 = 12 correspond to the canonical
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metric on a Stiefel manifold, where the connection is given by formula 2.49 of [8], in a
slightly different form, but we could show to be the same by noting Y Y t(ξηt+ηξt)Y =
Y (ξtY Y tη+ηtY Y tξ) using the tangent constraint. The case α0 = α1 = 1 corresponds
to the constant trace metric where we do not need to compute K. For both cases, [8]
provided closed-form geodesics in separate formats. We generalize them below:
Proposition 5.1. Let η be a tangent vector to StK,p,n at a point Y˜ . Let A =
Y˜ tη. Decompose η − Y˜ Y˜ tη = QR such that Q is an orthogonal basis of the column
span of η − Y˜ Y˜ tη (e.g. by a version of the QR decomposition of (I − Y˜ Y˜ t)η). Let
S(0) = ηtη = −A2 +RtR and α = α1/α0. The geodesic equation for the metric (5.1)
is
Y¨ + Y Y˙ tY˙ + 2(1− α)(In − Y Y t)(Y˙ Y˙ t)Y = 0
Each of the following equations describes the geodesic Y (t) with Y (0) = Y˜ , Y˙ (0) = η:
(5.6) Y (t) =
[
Y˜ η
] {exp t
[
(2α− 1)A −S(0)− 2(1− α)A2
I A
]
}
[
exp((1 − 2α)tA)
0
]
(5.7)
Y (t) = (Y˜ M(t) +QN(t)) exp((1− 2α)tA) with
[
M(t)
N(t)
]
= exp t
[
2αA −Rt
R 0
] [
Ip
0
]
Section 2.2.2 of [8] shows a derivation of (5.6) for the case α = 1 (on ideas of Ross
Lippert). That derivation extends with little change for all α (we provide details
in the supplemental material). We can show Aˆ(t) = Y t(t)Y˙ (t) is constant, and
S(t) = Y˙ t(t)Y˙ (t) satisfies the equation S˙ = (2α− 1)(AS − SA), thus:
(5.8) Y¨ e(2α−1)tA + Y e(2α−1)tAS0 + 2(1− α)(−Y˙ A+ Y A2)e(2−α)tA = 0
We can show [Y (t)e2(α−1)tA, Y˙ (t)e2(α−1)tA] satisfies a first-order linear differential
equation, which leads to (5.6). Theorem 2.1 of [8] is a special case of (5.7) for α = 12 .
To prove it, substitute Z(t) = Y (t)e(2α−1)tA to (5.8), we get Z¨ − 2αZ˙A+ZRtR = 0.
From (5.6), Z(t) = Y˜ M1(t) + ηM2(t) for some matrices M1(t),M2(t), thus Z(t) =
Y˜ (M1(t) + Y˜
tηM2(t)) +QRM2(t) = Y˜ M(t) +QN(t) with M = M1 + Y˜
tηM2, N =
RM2. Since Y˜
tQ = 0, by linearity M(t) = Y˜ tZ(t) and N(t) = QtZ(t) satisfy the
differential equation for Z with initial conditions M(0) = Ip, M˙(0) = A,N(0) =
0, N˙(0) = R, and we have (5.7). Note Q may have less columns than Y˜ . This is
convenient in the geodesic log problem: to find the geodesic between Y˜ and Y1 = Y (1),
we take Q to be a complement basis of Y˜ in the column span of Y˜ and Y1, then solve
the exponential equation (5.7) in A and R.
5.1. Positive-definite matrices. Consider the manifold S+
K,n of t-symmetric
positive-definite matrices in Kn×n. In our approach, we take E = Kn×n with its
standard trace matrix and ı the identity embedding. The metric, in this case, is
〈ξ, gη〉E = Tr(ξY −1ηY −1), with g : η 7→ Y −1ηY −1. With the subbundle H = TS+K,n,
we can take J η = η − ηt, with EJ = Skewt,K,n thus by item 4 in Proposition 4.3 we
have Jt a = 2a, from here J g Jt a = 4Y aY and:
η − g−1 J(J g Jt)−1 J η = η − 2Y (1
4
Y −1(η − ηt)Y −1)Y = 1
2
(η + ηt) = sym
t
(η)
Thus, the Riemannian gradient is Πg−1fˆY = 12Y (fˆY + fˆ
t
Y )Y . Next, we compute
Dξ(Y
−1ηY −1) = −Y −1ξY −1ηY −1 − Y −1ηY −1ξY −1. We note for ξ, η ∈ TM and
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ξ0 ∈ TM ∈ E , Tr((Y −1ξ0Y −1ηY −1 + Y −1ηY −1ξ0Y −1)ξ) = Tr(ξ0(Y −1ηY −1ξY −1 +
Y −1ξY −1ηY −1)), so X (ξ, η) = −Y −1ηY −1ξY −1 − Y −1ξY −1ηY −1, hence
Γc(ξ, η) = −(DξΠ)η − 1
2
Y (Y −1ηY −1ξY −1 + Y −1ξY −1ηY −1)Y
(5.9) ∇ξη = Dξη − 1
2
(ξY −1η + ηY −1ξ)
Thus the Riemannian Hessian bilinear form rhess02(ξ, η) is
(5.10)
fˆY Y (ξ, η) +
1
2
Tr((ξY −1η + ηY −1ξ)fˆY ) = fˆY Y (ξ, η) +
1
2
Tr((fˆY ξY
−1 + Y −1ξfˆY )η)
Using a symmetric version of Remark 4.2, rhess11f ξ = Πgg
−1sym
t
(fˆY Y ξ+
1
2 (fˆY ξY
−1+
Y −1ξfˆY )). We get the following formula, as in [7]:
(5.11) rhess11f ξ = Y symt(fˆY Y ξ)Y + symt(ξsymt(fˆY )Y )
6. Noncommutative Symbolic Calculus. Before continuing with other ap-
plications, we will have a brief discussion about symbolic calculus. The result of the
above two examples can be derived easily using this tool. The formulas for projection
and Riemannian Hessian in the above examples involve compositions of linear opera-
tors formed by matrix expressions and directional derivatives. These operations could
be carried out with the right symbolic setup. We experimented with noncommutative
symbols using SymPy [14], implementing the inverse, adjoint, trace, and directional
derivatives based on an idea in [27] as outlined below:
1. A symbolic expression consists of operations on symbols. We take advantage of
SymPy manipulation of algebraic expressions and their tree structures. Variable sub-
stitution is done through function composition or by SymPy’s function xreplace.
2. Symbols are classified as commutative or noncommutative. commutative symbols
can be moved to the front of a multiplicative expression. We also classify symbols
as antisymmetric and symmetric. We define an identity operator Id that satisfies
Id(e) = e for any expression e.
3. The inverse inv and adjoint t are implemented to satisfy usual rules (we allow
inv(ab) = inv(b) inv(a), while strictly speaking, we should only allow it for invertible
a and b, but this is not material in the examples we work with.)
4. Directional derivative DDR(e, Y, v) of an expression e, with respect to a symbol
Y and direction v is implemented for sum, product, integer powers, trace, transpose,
satisfying the usual derivatives rules, e.g. DDR(t(Y )Y, Y, v) = t(v)Y + t(Y )v.
5. The trace is linear, and we implement the index-raising operation as a trace
extraction operation xtrace(trace_expression, symbol) as
xtrace(trace(e1 t(x)e2), x) = e2e1
xtrace(trace(e1xe2), x) = t(e1) t(e2)
for a noncommutative symbol x as in Proposition 4.1 (t is the adjoint operator). Index
raising on symmetric and anti-symmetric spaces are adjusted accordingly.
6. We implement several simplifying rules to reflect constraints on manifold points or
between manifold points and tangent vectors.
Note that without the simplifying rules, which is customized for each manifold,
we can manually simplify the expressions ourselves. We find a symbolic system is
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helpful in expanding expressions and evaluating the index-raising operation xtrace.
We use xtrace in several ways:
1. The gradient of an expression expr in the vector/matrix variable x is simply
xtrace(DDR(expr, x, v), v). For example, the gradient of Tr(xTx) is:
xtrace(DDR(trace(t(x)x), x, v), v) = xtrace(t(v)x + t(x)v, v) = x+ x = 2x
2. The adjoint of a linear operator. For example, if F is a linear operator from E1 to
E2, given by two functions, then F t(a) = xtrace(trace(F (a) t(b), b) is its adjoint if E1
is a space of matrices. This also applies with appropriate modification for symmetric,
antisymmetric, and direct sum of matrix spaces.
3. The index-raising operation of a symmetric trilinear form E(a, b, c) (E is given by
trace expression) with respect to the variable c is xtrace(E, c). For example, if g is
an expression for the Riemannian metric, (e.g. g = I −αY t(Y )) and is linear in each
variable, then X(a, b) = xtrace(trace(DDR(g, Y, c)a t(b)), c) gives us the third term in
the Christoffel symbol calculation.
4. Computing the constraints on horizontal vectors. For example, if a vertical
vector is of the form F (q) for some linear map F , and q is antisymmetric, if the
metric, as an operator, is given by a function g(Y,w) (Y and w are symbols rep-
resenting manifold point and tangent, respectively then horizontal vectors satisfy
skew(xtrace(trace(F (q), g(Y,w)), q)) = 0. (Note that xtrace removes the variable
q, we have an equation in Y and w.
5. Computing the Riemannian Hessian vector product rhess11a from the Levi-Civita
connection as in Remark 4.2.
As an example, for the positive-definite matrix manifold S+
K,n, we have the follow-
ing code segment, with Y denotes a manifold point (a symmetric symbol), the variable
eta denotes an ambient vector, and b (an anti-symmetric symbol) denotes a vector
in EJ. The function J implements the operator J defining the tangent space, g is the
metric. Here, sm is our symbolic module and mat_spfy is an instruction to simplify
the expression. Note J_adj is defined via the xtrace operator as discussed.
Y = sm.sym_symb(’Y’)
eta = matrices(’eta’)
b = sm.asym_symb(’b’)
J = lambda Y, eta: eta - t(eta)
g = lambda Y, eta: inv(Y)*eta*inv(Y)
g_inv = lambda Y, eta: Y*eta*Y
def J_adj(Y, a):
dY = symbols(’dY’, commutative=False)
return xtrace(trace(mat_spfy(J(Y, dY) * t(a))), dY)
We can evaluate J(Y, g_inv(Y, J_adj(Y, b))) to get 4YbY, the formula for J g−1 Jt. If
we define:
solve_JginvJadj = lambda Y, a: Integer(1)/Integer(4)*inv(Y)*a*inv(Y)
we can evaluate the projection I−g−1 Jt(J g−1 Jt)−1 J symbolically to η/2+ ηt/2 and
Riemannian gradient as Y ηY/2 + Y ηtY/2. The following lines of codes compute the
Christoffel function Γc = − ηY
−1ξ
2 − ξY
−1η
2 and the Riemannian Hessian as rhess
11
f =
Y fY ξ
T
4 +
Y fY Y ξY
2 +
Y fTY ξ
4 +
Y ξT fTY Y Y
2 +
ξfTY Y
4 +
ξT fY Y
4 using the general procedure
described above:
xi, phi = matrices(’xi phi’)
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xcross = xtrace(mat_spfy(trace(DDR(g(Y, eta), Y, phi) * t(xi))), phi)
K = (Integer(1)/Integer(2))*(
DDR(g(Y, eta), Y, xi) + DDR(g(Y, xi), Y, eta) - xcross)
dp_xi_eta = d_proj(Y, xi, eta)
prK = simplify_pd_tangent(
proj(Y, mat_spfy(g_inv(Y, K))), Y, (xi, eta))
# Christoffel function
Gamma = mat_spfy(simplify_pd_tangent(prK-dp_xi_eta, Y, (xi, eta)))
fY, fYY = matrices(’fY fYY’)
# Riemannian Hessians:
rhess02 = trace(mat_spfy(t(eta)*fYY*xi-Gamma * t(fY)))
rhess11 = r_gradient(Y, xtrace(rhess02, eta))
Here, simplify_pd_tangent applies the relation ηt = η if η is a tangent vector.
d_proj turns out to be zero in this case. The symbolic tool discussed here is also
used in the background for the next example.
7. A family of metrics for the manifold of positive-semidefinite matrices
of fixed rank. In [6], the authors defined a family of metrics on the manifold S+
K,p,n
of positive-semidefinite matrices of size n and rank p for the case K = R. Each such
matrix can be expressed as S = Y PY t with Y ∈ StK,p,n (Y tY = Ip) and P is positive-
definite of size p× p, up to the equivalent relation (Y, P ) ∼ (Y U,U tPU) for a matrix
U such that UU t = I. Denote by JY, P K the equivalent class of a pair (Y, P ). So the
manifold S+
K,p,n could be identified with the quotient space (StK,p,n × S+K,p)/UK,p of
the product of a Stiefel manifold and the manifold of positive-definite matrices over
the orthogonal (unitary) group. (The paper actually uses R = P
1
2 to parametrize
the space.) From our point of view, ambient space is E = Kn×p × Kd×d, and the
tangent space is identified with the image of N1 : (B,D) 7→ (Y⊥B,D), where [Y Y⊥]
is t-orthogonal. The domain of N1 is K
(n−p)×p × Sym
t,K,p. On the tangent space,
the paper uses the metric Tr(BB) + kTr(DP−1DP−1) for a positive number k. The
action of the group gives us the vertical vectors (Y q, Pq − qP ) for a t-antisymmetric
matrix q such that q+ qt = 0. The image of N1 transverses but not orthogonal to the
vertical vectors, see a discussion in 7.4 of [25]. However, the Riemannian submersion
approach, where we have orthogonality of the horizontal lift, works:
Proposition 7.1. Identifying the manifold S+
K,p,n of positive-semidefinite matri-
ces with (StK,p,n × S+K,p)/UK,p, where S = [Y, P ] represents the matrix Y PY t with
Y ∈ StK,p,n, P ∈ S+K,p. The self-adjoint operator
g(S)[ωY , ωP ] = g[ωY , ωP ] = [α0ωY + (α1 − α0)Y Y TωP , βP−1ωPP−1]
for ω = [ωY , ωp] ∈ E = Kn×p ×Kd×d defines the inner product TrR(α0ωtY ωY + (α1 −
α0)ω
t
Y Y Y
tωY + βωPP
−1ωPP−1) on E, which induces a metric on StK,p,n × S+K,p,
invariant under the action of UK,p and induces a quotient metric on S
+
K,p,n. Its tangent
bundle TS+
K,p,n lifts to the subbundle H ⊂ T (StK,p,n × S+K,p) horizontal to the group
action. H[Y,P ] could be identified as the range of the one-to-one operator N(S) from
EN = K(n−p)×p × Symt,K,p to E given by:
(7.1) N(S)[B,D] = [NY (B,D),NP (B,D)] := [βY (P
−1D −DP−1) + Y⊥B,α1D]
where [Y, Y⊥] ∈ UK,n. The projection of ω = [ωY , ωP ] ∈ E = Kn×p × Kp×p to the
19
This manuscript is for review purposes only.
tangent space is given by
(7.2)
Πg(S)[ωY , ωP ] = [βY (P
−1D −DP−1) + ωY − Y Y tωY , α1D]
with D := L(P )−1sym
t
(ωP + Y
tωY P − PY tωY )
where L(P )X := (α1 − 2β)X + β(PXP−1 + P−1XP )
The operator L(P ) could be inverted by Proposition 7.2. The Riemannian Hessian
could be evaluated at S by Theorem 2.5, with ξ = [ξY , ξP ], η = [ηY , ηP ]:
(7.3)
K(ξ, η)Y =
α1 − α0
2
(Y (ηtY ξY + ξ
t
Y ηY )− 2(ηY ξtY + ξY ηtY )Y )
K(ξ, η)P = −β
2
(P−1ηPP−1ξPP−1 + P−1ξPP−1ηPP−1)
(DξΠg)ω = [((DξΠg)ω)Y , α1DξD]
with DξD(S) = L(P )
−1{sym
t
(ξtY ωY P − PξtY ωY + Y tωY ξP − ξPY tωY ))
−β(ξPDP−1 + P−1DξP − PDP−1ξPP−1 − P−1ξPP−1DP )}
((DξΠg(S))ω)Y = βξY (P
−1D −DP−1) + βY (P−1DξD −DξDP−1+
DP−1ξPP−1 − P−1ξPP−1D)− (ξY Y t + Y ξtY )ωY
Proof. We have TrR(α1η
t
Y Y q+β(η
t
PP
−1(Pq−qP )P−1)) = 0 for a tangent vector
[ηY , ηP ] and t-antisymmetric q from the horizontal condition. Using Proposition 4.1
this means skewt(α1η
t
Y Y + βP
−1ηtP − βηtPP−1) = 0. Using the fact that ηtP = ηP
and ηtY Y is t-antisymmetric, we have:
(7.4) α1Y
tηY + βηPP
−1 − βP−1ηP = 0
It is clear that N[B,D] satisfies this equation and is one-to-one: if N[B,D] = 0 then
immediately D = 0, and B = 0 since Y t⊥Y⊥ = I. A dimension count shows N is onto
the tangent space. By Proposition 4.3 we have
Nt[ωY , ωP ]B = Y
T
⊥ ωY
Nt[ωY , ωP ]D = symt(α1ωP + βP
−1Y TωY − βY TωY P−1)
Ntg[ωY , ωP ]B = α0Y
T
⊥ ωY
Ntg[ωY , ωP ]D = α1βsymt(P
−1ωPP−1 + P−1Y tωY − Y tωY P−1)
(NtgN[B,D])B = α0B
(NtgN[B,D])D = α1βsymt(P
−1(α1D)P−1 + P−1Y t(βY (P−1D −DP−1) + Y⊥B)−
Y t(βY (P−1D −DP−1) + Y⊥B)P−1)
= α1βP
−1((α1 − 2β)D + βPDP−1 + βP−1DP )P−1
= α1βP
−1L(P )DP−1
The projection formula (7.2) is just N(NtgN)−1Ntg. The expressions for K follows
from the previous sections; directional derivatives of (7.2) is computed from standard
matrix calculus, except for DξD. We evaluate it by differentiating L(P )D:
(α1 − 2β)DξD + β(PDξDP−1 + P−1DξDP ) + β(ξPDP−1 + P−1DξP )−
β(PDP−1ξPP−1 + P−1ξPP−1DP ) = symt(ξ
t
Y ωY P − PξtY ωY + Y tωY ξP − ξPY tωY )
From here, get the equation for DξD.
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To solve for D and DξD, we need an extension of the symmetric Lyapunov equation:
Proposition 7.2. Let P ∈ Sym
t,K,p be an t-symmetric matrix having the eigen-
value decomposition P = UΛU t with eigenvalues (Λi)
p
i=1 and UU
t = I. Let the set
of coefficients (cst)−k≤s,t≤k be such that Mij =
∑s=k,t=k
s=−k,t=−k cstΛ
s
iΛ
t
j 6= 0 for all pairs
(Λi,Λj) of eigenvalues of P , then the equation
(7.5)
s=k,t=k∑
s=−k,t=−k
cstP
sXP t = B
has the following unique solution that could be computed at O(p3) complexity:
(7.6) X = U{(U tBU)/M}U t
with M = (Mij)
i=p,j=p
i=1,j=1 and / denotes the by-entry division. In particular, for a
positive-definite matrix P and positive scalars (α, β), the equation (α − 2β)X +
β(P−1XP+PXP−1) = B has a unique solution withMij = α+β(Λ−1i Λj+ΛiΛ
−1
j −2).
Proof. We follow the idea of the Bartels-Stewart algorithm [5] but use the eigen-
value decomposition in place of the Schur decomposition. Substitute P = UΛU t to
(7.6) and multiply U t on the left-hand side, U on the right-hand side of that equation
we get
∑s=k,t=k
s=−k,t=−k cstΛ
sU tXUΛt = U tBU , which is equivalent to (U tXU)ijMij =
(U tBU)ij , from here U
tXU = (U tBU)/M , and we have (7.6). If α and β are positive
then (α1 − 2β) + β(Λ−1i Λj + ΛiΛ−1j ) > 0, which follows from the AGM -inequality.
An alternate computation using the J operator is included in the supplemental mate-
rial. Horizontal lifts of geodesics on S+
K,p,n are geodesics on StK,p,n × S+K,p. It is clear
S+
K,p,n is a complete Riemannian manifold under the quotient metric, as both factors
above are. If [ηY , ηP ] is a horizontal tangent vector at S = [Y, P ], a horizontal geodesic
γ with γ(0) = S, γ˙(0) = [ηY , ηP ] is of the form [Y (t), P
1/2 exp(tP−1/2ηPP−1/2)P 1/2],
with Y (t) is the geodesic in (5.6) or (5.7). The geodesic arclength between γ(0) and
γ(t) is t
√
〈ηtgη〉E , while geodesic distance will require solving a nonlinear equation.
8. Block structure on Stiefel matrices and a family of metrics on flag
manifolds. We continue to assume K is real or complex. The presentation here
corresponds to the Stiefel coordinates of a flag manifold in [26], which could be con-
sidered as a quotient of a block matrix space. Let np < n be a pair of integers and
consider the Stiefel manifold StK,np,n, as a subspace of E = Kn×np , as in section 5.
For a partition
∑p
i=1 di = np, di > 0, we can divide a matrix ω ∈ Kn×np to p column
blocks: ω = [ω1, · · · , ωp] with ωi ∈ Kn×di . A matrix Y ∈ StK,np,n also has the same
block structure Y = [Y1, · · · , Yp]. Let d0 = n − np and as before, let Y0 = Y⊥ be
an orthogonal complement basis of Y , that is [Y⊥, Y ] ∈ UK,n. We note Y ti Yj = 0 if
i 6= j, Y ti Yi = Idi . We will use the notation Pj = PY,j = YjY tj for j ∈ {0, · · · , p}.
We have: Y Y t =
∑p
i=1 Pi, P0 = Y0Y
t
0 = I − Y Y t, and P 2i = Pi, PiPj = 0 if i 6= j.
Let α = (αrj)
r=p,j=p
r=1,j=0 be a matrix with positive entries of size p× p+1. Consider the
operator g on Kn×np , with gω = [(gω)1, · · · , (gω)p] defined by:
(8.1) (gω)r =
p∑
j=0
αrjPY,jωr = αr0ωr +
p∑
j=1
(αrj − αr0)YjY tj ωr
We note each αrj is an eigenvalue of this operator, with eigenvectors corresponding
to αrj are matrices of form [0, · · · , PY,jc, · · · , 0] for some matrix c ∈ Kn×dr , where
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only the r-th block is not zero. From this, it is clear that g is positive-definite,
and (g−1ω)r =
∑p
j=0 α
−1
rj YjY
t
j ωr. The metric 〈ω, gω〉E =
∑p
r=1
∑p
j=0 αrj TrR ω
t
rPjωr
corresponds to this operator. Since columns of [Y0, Y ] form an orthogonal basis, we
can represent the block ωr in this basis: ωr =
∑p
j=0 Yjbjr with bjr ∈ Kdj×dr , and
the metric can be written as 〈ω, gω〉E =
∑p
j=0 αrj TrR(bjrb
t
jr). This metric induces
a metric on the Stiefel manifold, the metric in section 5 corresponds to the case
p = 1. With J(Y )ω = Y tω+ωtY for the Stiefel manifold as before, we note its range
EJ = Symt,K,np could be divided to p × p blocks each of size dr × ds (1 ≤ r, s ≤ p),
EJ could be identified with the space of lower triangular block matrices (r ≤ s), with
t-symmetric diagonal blocks. We will study a quotient space of StK,np,n.
Let d = (d1, · · · , dp) and dˆ = (d0, d1, · · · , dp) be vectors of dimensions of the
blocks of StK,np,n. Define UK,d = UK,d1 ×UK,d2 · · ·×UK,dp . Thus U = (U1, · · · , Up) ∈
UK,d is a collection of p t-orthogonal matrices, which can be thought of as a block
diagonal matrices of size np×np with Ui ∈ Kdi×di is the i-th diagonal block. UK,d acts
on StK,np,n by right multiplication, thus [Y1, · · · , Yp] and [Y1U1, · · · , YpUp] are in the
same orbit. The quotient F = Flag(n1, · · · , np, n;K) = StK,np,n/UK,d is called a flag
manifold, where ni =
∑
1≤j≤i di. This definition is equivalent to the usual definition
of flag manifolds as configuration space of an increasing sequence of subspaces, (see
[26] for the real case, in general, it follows from the representation of a Stiefel manifold
as UK,n/UK,d0 , and a flag manifold could be identified as UK,n/UK,dˆ). It is clear the
metric (8.1) is invariant under the action of UK,d. The vertical vector fields are:
(8.2) [Y1q1, · · · , Ypqp] with qi + qti = 0
The horizontal vectors satisfy
∑p
t=1 TrR(η
t
tYtqt) = 0 for all t-anti-symmetric qt. This
implies the skew-symmetric part of ηttYt is zero, and hence η
t
tYt = 0 for each block Yt,
by the Stiefel tangent condition. That condition and Y tr ηs + η
t
rYs = 0 (1 ≤ r, s ≤ p)
characterize the embedding of the horizontal lift HY of TJY KF in E , where JY K denotes
the equivalent class of Y . On the other hand, in the representation ηr =
∑p
j=0 Yjbjr,
these conditions imply brr = 0 and brj = −bjr. This proves part of:
Theorem 8.1. The tangent space of Flag(n1, · · · , np, n;K) at JY K lifts to the hor-
izontal space HY , identified with the nullspace at Y of the operator J˚(Y ) from Kn×np
onto ⊕1≤r≤sKdr×ds with:
(8.3)
J˚rs ω = J˚rs(Y )ω = Y
t
r ωs + ω
t
rYs for r 6= s
J˚rr ω = J˚rr(Y )ω = αrrY
t
r ωr
It is the range of the one-to-one operator N = N(Y ) : ⊕r>j≥0Kdj×dr → Kn,np :
(8.4) Nb = [(Nb)1, · · · , (Nb)p] with (Nb)r =
r−1∑
j=0
Yjbjr −
p∑
j=r+1
Yjbrj
where b = (bjr)r>j≥0. We have the following formulas for projections at Y :
(8.5) (Πgω)t = ωt − YtY tt ωt −
p∑
u≥1;u6=t
αut(αtu + αut)
−1Yu(ωtuYt + Y
t
uωt)
(8.6) (Πgg
−1ω)t = α−1t0 (In − Y Y t)ωt +
p∑
u≥1;u6=t
(αtu + αut)
−1(YuY tuωt − YuωtuYt)
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The covariant derivative ∇ξη for a tangent vector ξ and a vector field η is given by
the formula Dξıη + Γc(ξ, η) where
(8.7)
Γc(ξ, η)t = Ytξ
t
tηt +
1
2
∑
u6=t
αtu + αut − αt0 + αu0
αtu + αut
Yu(ξ
t
uηt + η
t
uξt)+
1
2
p∑
j=1
αj0 + αt0 − αtj − αjt
αt0
(I − Y Y t)(ηjξtj + ξjηtj)Yt+
1
2
p∑
j=1
∑
u6=t
(αt0 − αtj − αjt)− (αu0 − αuj − αju)
αtu + αut
YuY
t
u(ηjξ
t
j + ξjη
t
j)Yt)
Proof. The discussion precedes this theorem shows any tangent vector can be
expressed in the form (8.4), and N is clearly one-to-one, this shows the dimension of
the tangent space is
∑
r>s≥0 dsdr. The rank-nullity theorem shows J˚ is onto. Proceed
with our standard procedure, we have (Ntω)sr = Y
t
s ωr − ωtsYr for r > s > 0 and
(Ntω)0r = Y
t
0ωr, as in (8.4), the only terms containing bsr are (Nω)r and (Nω)s,
and Proposition 4.3 applies. By direct substitution, (Ntgω)sr = αrsY
t
s ωr − αsrωtsYr ,
(Ntgω)0r = αr0Y
t
0ωr. So (N
tgNb)sr = (αrs+αsr)bsr if s > 0 and (N
tgNb)0r = αr0b0r.
Using Πg = N(N
tgNb)−1Ntg, Πgg−1 = N(NtgNb)−1Nt, we have:
(Πgω)r = Y0Y
t
0ωr +
r−1∑
j=1
Yj(
1
αrj + αjr
(αrjY
t
j ωr − αjrωtjYr))−
p∑
j=r+1
Yj(
1
αrj + αjr
(αjrY
t
r ωj − αrjωtrYj))t
= (I − YrY tr )ωr −
p∑
j=1,j 6=r
αjr
αrj + αjr
YjY
t
j ωr −
p∑
j=1,j 6=r
αjr
αrj + αjr
Yjω
t
jYr
where we use Y0Y0 = I −
∑p
j=1 YjY
t
j , then simplify. In place of ωr and ωj , substitute
(g−1ω)i =
∑p
l=0 α
−1
il YlY
t
l ωi in the first equality above:
(Πgg
−1ω)r =
r−1∑
j=1
1
αrj + αjr
Yj(Y
t
j ωr − ωtjYr)−
p∑
j=r+1
1
αrj + αjr
Yj(Y
t
r ωj − ωtrYj)t
+Y0(α
−1
r0 Y0ωr) = α
−1
r0 (I − Y Y t)ωr +
∑
j 6=r
1
αrj + αjr
Yj(Y
t
j ωr − ωtjYr)
With K(ξ, η)r =
1
2
∑p
j=1(αrj − αr0)Yj(ξtjηr + ηtjξr) + 12
∑p
j=1(αrj − αr0)(ξjY tj ηr +
ηjY
t
j ξr) − 12
∑p
j=1(αjr − αj0)(ηjξtj + ξjηtj)Yr, it is straightforward to evaluate Γc =
−(DξΠg)ıη +Πgg−1K(ξ, η), we include the details in the supplemental material.
While it is possible to provide an expanded formula for the Riemannian Hessian
vector product by an index-raising operation that we have used in this paper, it is
also convenient to use (2.11), and we will adopt this approach.
If αtj + αjt = αt0 + αj0 + β for all positive t, j, with β ≥ −mint,j≥1(αt0 + αj0)
(e.g. when αtj = αt0 +
1
2β) then the last term of Γc vanishes and Γc reduces to:
(8.8) Ytξ
t
tηt+
1
2
∑
u6=t
2αu0 + β
αt0 + αu0 + β
Yu(ξ
t
uηt+η
t
uξt)−
p∑
j=1
β
2αt0
(I−Y Y t)(ηjξtj+ξjηtj)Yt
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The above expression shows that different values of (αtj) could result in the same
geodesic equation. If αt0 = α0, β = 2(α1 − α0) where α0, α1 are positive, Γc reduces
to the form in section 5. In this case, the geodesics in section 5 project to geodesics on
the flag manifold. The canonical metric in [19, 26] corresponds to α1 = 1/2, α0 = 1.
9. Implementation. We developed a Python package based on Pymanopt [24]
implementing the manifolds with metrics considered in this paper, for both the real
and complex cases in [18]. The package includes notebooks showing symbolic calculus
results for each manifold, and scripts with numerical tests of the manifolds, including
geodesics in most cases. We numerically verify the projection satisfying the nullspace
condition. We also tested metric compatibility and torsion-freeness of the covariance
derivative, and confirmed the relation between bilinear and operator Hessian. For
each manifold, we provide a manifold class to support optimization problems based
on the manifold. To use the method described here for a new manifold or metric, it
is convenient to derive from the base class NullRangeManifold, which provides basic
formulas to compute the Riemannian gradient and Hessian. As we would like to fo-
cus on methodology in this paper, we will not discuss formal numerical experiments.
However, we have tested each manifold with a quadratic cost problem including ma-
trices with one size of 1000 dimensions with a Trust-Region solver, which handles
them comfortably. As discussed, J g−1 Jt may be solved by conjugate gradient as a
last resort, and we make available this option.
We do observe the metric parameter choice seems to have a strong effect in the
positive-semidefinite case. With limited experiments, it seems putting more weight on
the parameter β (the weight on the positive-definite part) at the end of optimization
while putting more weight on α (of the Stiefel part) at the start, seems to make a
marked improvement in convergence speed when optimizing for the shortest distance
to the positive-semidefinite manifold of fixed rank.
10. Conclusion. In this paper, we have proposed a framework to compute the
Riemannian gradient, Levi-Civita connection, and the Riemannian Hessian effectively
when the constraints, the vertical vector fields, and the metrics are given analyti-
cally and have applied the framework to several manifolds important in applications.
We look to apply the result in this paper to several problems in optimization and
statistical learning, in particular, the result on Stiefel geodesics to Frechet mean,
positive-semidefinite matrices to learning sparse probability density, and the result on
flag manifolds to statistical problems. We hope the research community will find the
method useful in future works.
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Appendix A. Derivation of the ambient Hessian formula for complex
space. Here, we prove the formula (4.4) for the ambient Hessian in subsection 4.2
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for the complex case in more detail. From Definition 2.1 and (4.3):
(fˆWW ξ)ij = (
n∑
i1=1
m∑
j1=1
∂2fˆ
∂Xi1j1Xij
+
√−1
n∑
i1=1
m∑
j1=1
∂2fˆ
∂Xi1j1Yij
)Re ξi1j1+
(
n∑
i1=1
m∑
j1=1
∂2fˆ
∂Yi1j1Xij
+
√−1
n∑
i1=1
m∑
j1=1
∂2fˆ
∂Yi1j1Yij
) Im ξi1j1
With Re ξi1j1 =
1
2 (ξi1j1 + ξ
∗
i1j1 ), Im ξi1j1 =
1
2
√−1 (ξi1j1 − ξ∗i1j1), we arrive at:
(A.1)
(fˆWW ξ)ij =
1
2
n∑
i1=1
m∑
j1=1
(
∂fˆ
∂Xi1j1Xij
+
∂fˆ
∂Yi1j1Yij
+
√−1( ∂fˆ
∂Xi1j1Yij
− ∂fˆ
∂Yi1j1Xij
))ξi1j1
+
1
2
n∑
i1=1
m∑
j1=1
(
∂fˆ
∂Xi1j1Xij
+
√−1 ∂fˆ
∂Xi1j1Yij
+
√−1 ∂fˆ
∂Yi1j1Xij
− ∂fˆ
∂Yi1j1Yij
)ξ∗i1j1
=
n∑
i1=1
m∑
j1=1
2
∂fˆ
∂Wi1j1W
∗
ij
ξi1j1 + 2
∂fˆ
∂W ∗i1j1W
∗
ij
ξ∗i1j1
fˆWW (ξ, η) =
n∑
i1=1
m∑
j1=1
2TrR(
∂fˆ
∂Wi1j1W
∗
ij
ξi1j1η
∗
ij + 2
∂fˆ
∂W ∗i1j1W
∗
ij
ξ∗i1j1η
∗
ij)
where we substitute ∂∂Xij =
∂
∂Wij
+ ∂∂W∗
ij
and ∂∂Yij =
√−1( ∂∂Wij − ∂∂W∗ij ) in the last
two lines of the above.
Appendix B. Geodesics for Stiefel manifolds. We provide more steps for
the proof of the geodesic formulas in section 5. It is clear from (5.3), with η = ξ = Y˙
that the geodesic equation is
(B.1) Y¨ + Y Y˙ tY˙ + 2(1− α)(In − Y Y t)(Y˙ Y˙ t)Y = 0
with α = α1α0 . From QR = (I − Y˜ Y˜ t)η, we have RtR = RtQtQR = ηt(I − Y˜ Y˜ t)η =
S(0)−(−A)(A), from here S(0) = −A2+RtR. Following [8], put A(t) = Y (t)tY˙ (t) (we
use Aˆ in the text to be clear, but we will show it is constant shortly), and S(t) = Y˙ tY˙ ,
we have:
A˙(t) = Y˙ (t)tY˙ (t) + Y (t)tY¨ (t) =
Y˙ (t)tY˙ (t)− Y tY Y˙ tY˙ − 2(1− α)Y t(In − Y Y t)(Y˙ Y˙ t)Y = 0
where we have used the geodesic equation to expand Y¨ (t), and use Y t(t)Y (t) = I
to reduce the last equation. Thus, A(t) is constant, and by the initial condition
A(t) = Y tη = A is t-antisymmetric, Y˙ t(t)Y (t) = −Y t(t)Y˙ (t) = −A. Next, expand
S˙(t) = Y¨ (t)tY˙ (t) + Y˙ (t)tY¨ (t). We simplify Y¨ (t)tY˙ (t) using the geodesic equation:
Y˙ (t)tY¨ (t) = −Y˙ (t)tY (t)Y˙ (t)tY˙ (t)− 2(1− α)Y˙ (t)t(In − Y Y t(t))(Y˙ (t)Y˙ (t)t)Y (t)
= AS + 2(1− α)SA+ 2(1− α)(−A)A(−A)
Thus,
S˙(t) = Y˙ (t)tY¨ (t) + (Y˙ (t)tY¨ (t))t = (2α− 1)(AS − SA)
where we have used the fact that (A3)t +A3 = 0. Therefore:
S(t) = e(2α−1)tAS(0)e(1−2α)tA
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Equation (B.1) becomes:
Y¨ + Y e(2α−1)tAS(0)e(1−2α)tA + 2(1− α)(−Y˙ A+ Y A2) = 0
(B.2) Y¨ e(2α−1)tA + Y e(2α−1)tAS(0) + 2(1− α)(−Y˙ A+ Y A2)e(2α−1)tA = 0
The last equation implies:
d
dt
(Y e(2α−1)At, Y˙ e(2α−1)tA) =
(Y e(2α−1)tA, Y˙ e(2α−1)tA)
[
(2α− 1)A −S(0) + (2α− 2)A2
I A
]
From here, (5.6) follows. Set Z(t) = Y (t)et(2α−1)A, then
Y˙ (t) exp(2α− 1)tA = Z˙(t)− (2α− 1)Z(t)A
Y¨ (t) exp(2α− 1)tA = Z¨(t)− 2(2α− 1)Z˙(t)A+ (2α− 1)2ZA2
With S(0) = ηtη = −A2 +RtR, (B.2) becomes:
Z¨ − 2(2α− 1)Z˙(t)A + Z(2α− 1)2A2 + Z(−A2 +RtR)+
2(1− α)(−(Z˙(t)− Z(t)(2α− 1)A)A+ ZA2) = 0
The coefficient for Z˙ is:
−2(2α− 1)− 2(1− α) = −4α+ 2− 2 + 2α = −2α
and the coefficient for Z is
(2α− 1)2A2 + (−A2 +RtR) + 2(1− α)(2α)A2 = RtR
therefore the equation for Z is:
Z¨ − 2αZ˙ +RtR = 0
Equation (5.6) shows Z(t) = Y˜ M1(t) + ηM2(t) for some function M1,M2, so:
Z(t) = Y˜ (M1(t) + Y˜
tηM2) + (I − Y˜ Y˜ t)ηM2(t) = Y˜ M(t) +QRM2 = Y˜ M(t) +QN(t)
By linearity both M(t) = Y˜ tZ(t) and N(t) = QtZ(t) satisfy the same equation as Z.
The initial conditions are M(0) = Ip, N(0) = 0, M˙(0) = A, N˙(0) = R, so (5.7) gives
us the solution. If η − Y˜ Y˜ tη is of full rank, the thin QR decomposition satisfies the
condition of the theorem as Q = (η − Y˜ Y˜ tη)R−1. In the degenerate case, Q has less
columns than Y .
Appendix C. Calculations for positive-semidefinite manifolds. In this
section, we show the Riemannian gradient and Hessian for the manifold S+
K,p,n in
section 7 could also be computed by the operator J.
Proposition C.1. With S = [Y, P ] and pi(S) its image in the quotient space,
Tpi(S)StK,p,n lifts to H[Y,P ], which is the nullspace of the operator J(S) from E onto
EJ = Skewt,K,p ⊕Kp×p:
(C.1) J(S)ω = [(Jω)P , (Jω)Y P ] := [ωP − ωtP , α1Y tωY + β(ωPP−1 − ωPP−1)]
27
This manuscript is for review purposes only.
Therefore, Πgω = Πg(S)[ωY , ωP ] = [ωY , ωP ] − g−1 J(J g Jt)−1 J[ωY , ωP ]. Acting on
a = [aP , aY P ] ∈ Skewt,K,p ⊕Kp×p the operators J g−1 Jt is given by
(C.2)
(J g−1 Jt a)P = 4β−1PaPP + P (aY P + atY P )− (aY P + atY P )P
(J g−1 Jt a)Y P = (α1 − 2β)aY P + 2(PaP − aPP ) + βPaY PP−1 + βP−1aY PP
The inversion [aP , aY P ] = (J g
−1 Jt)−1[bP , bY P ] could be computed by:
(C.3)
sym
t
aY P =
2
β
sym
t
bY P +
1
4
(P−1bP − bPP−1)
skewtaY P = L(P )
−1skew(bY P ) with L(P )X = (α1 − 2β)X + β(PXP−1 + P−1XP )
aP = β(
1
4
P−1bPP−1 − 1
2
(sym
t
aY P )P
−1 +
1
2
P−1(sym
t
aY P ))
The Riemannian Hessian could be computed by (2.11) using (7.3) and:
(C.4)
[(Dξ Jω)P , (Dξ Jω)Y P ] = [0, α1ξ
t
Y ωY + β(P
−1ξPP−1ωP − ωPP−1ξPP−1)]
(Dξ(g
−1J t))ω = [ξY aY P , ξP aY P − aY P ξP + 2
β
(ξP aPP + PaP ξP )]
Proof. The horizontal condition (7.4) clearly shows the horizontal space HS is a
subspace of the nullspace of J = J(S). Conversely, if [ηY , ηP ] belongs to Null(J) then
ηP is t-symmetric, thus Y
tηY = − βα1 (ηPP−1−P−1ηP ) is t-antisymmetric, this shows
ηY is in the tangent of StK,p,n, and [ηY , ηP ] is orthogonal to the vertical vectors. A
dimension count shows J is onto. The equation:
J(S)ω = [(Jω)P , (Jω)Y P ] := [ωP − ωtP , α1Y tωY + β(ωPP−1 − ωPP−1)]
implies, for a = [aP , aY P ] ∈ EJ = Skewt,K,p ⊕Kp×p:
Jt a = [α1Y aY P , 2aP + β(aY PP
−1 − P−1aY P )]
g−1 Jt[aP , aY P ] = [Y aY P , 2β−1PaPP + PaY P − aY PP ]
(J g−1 Jt a)P = 2β−1PaPP + PaY P − aY PP − (2β−1PaPP + PaY P − aY PP )t
= 4β−1PaPP + P (aY P + atY P )− (aY P + atY P )P
(J g−1 Jt a)Y P = α1Y tY aY P + β{(2β−1PaPP + aY PP − PaY P )P−1−
P−1(2β−1PaPP + aY PP − PaY P )}
= (α1 − 2β)aY P + 2(PaP − aPP ) + βPaY PP−1 + βP−1aY PP
Where we used atP = −aP . Thus we have reduced the equation J g−1 Jt a = (bP , bY P )
to a Lyapunov-type equation, with:
(J g−1 Jt a)P = 4β−1PaPP + P (aY P + atY P )− (aY P + atY P )P
(J g−1 Jt a)Y P = (α1 − 2β)aY P + 2(PaP − aPP ) + βPaY PP−1 + βP−1aY PP
we note (J g−1 Jt a)P = bP implies:
2PaPP = β(
1
2
bP − P symtaY P + (symtaY P )P )
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Multiplying P−1 on the left and on the right of the above and subtract:
2(PaP − aPP ) = β(1
2
bPP
−1 − 1
2
P−1bP+
2sym
t
aY P − P symtaY PP−1 − P−1symtaY PP )
Substituting the last equality to the equation (J g−1 Jt a)Y P = bY P :
(α1 − 2β)aY P + β(1
2
bPP
−1 − 1
2
P−1bP + 2symtaY P
−P sym
t
aY PP
−1 − P−1sym
t
aY PP ) + βPaY PP
−1 + βP−1aY PP = bY P
Solving for the t-symmetric and t-antisymmetric part separately, noting bP is t-
antisymmetric:
α1symtaY P +
β
2
(bPP
−1 − P−1bP ) = symtbY P
(α1 − 2β)skewtaY P + βP (skewtaY P )P−1 + βP−1(skewtaY P )P = skewtbY P
We can solve for sym
t
aY P easily, while skewtaY P is solved using Proposition 7.2.
The directional derivative formulas are clear.
Appendix D. Details derivations of the covariant derivative for flag
manifolds. For the covariant derivative, we have
K(ξ, η)t =
1
2
p∑
j=1
(αtj − αt0)Yj(ξtjηt + ηtjξt)+
1
2
p∑
j=1
(αtj − αt0)(ξjY tj ηt + ηjY tj ξt)−
1
2
p∑
j=1
(αjt − αj0)(ηjξtj + ξjηtj)Yt
Using Y tj ξt = −ξtjYt we collapse K(ξ, η)t to two terms:
1
2
p∑
j=1
(αtj − αt0)Yj(ξtjηt + ηtjξt) +
1
2
p∑
j=1
(αj0 + αt0 − αtj − αjt)(ηjξtj + ξjηtj)Yt
Apply Πgg
−1 in equation (8.6) to the first term:
1
2
Πgg
−1
p∑
j=1
(αtj − αt0)Yj(ξjηtt + ηjξtt)
= α−1t0
p∑
j=1
(αtj − αt0)(I − Y Y t)Yj(ξtjηt + ηtjξt)
+
∑
u6=t
(αtu + αut)
−1{
p∑
j=1
(αtj − αt0)YuY tuYj(ηtjξt + ξtjηt)−
p∑
j=1
(αuj − αu0)Yu(ξtuηj + ηtuξj)Y tj Yt}
=
1
2
∑
u6=t
{(αtu + αut)−1(αtu − αt0)Yu(ξtuηt + ηtuξt)−
(αut − αu0)Yu(ξtuηt + ηtuξt))}
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=
1
2
∑
u6=t
(αtu + αut)
−1(αtu − αut − αt0 + αu0)Yu(ξtuηt + ηtuξt)
Applying Πgg
−1 to the second term:
1
2
α−1t0
p∑
j=1
(αj0 + αt0 − αtj − αjt)(I − Y Y t)(ηtjξj + ξtjηj)Yt
+
1
2
∑
u6=t
(αtu + αut)
−1{
p∑
j=1
(αj0 + αt0 − αtj − αjt)YuY tu(ηtjξj + ξtjηj)Yt+
p∑
j=1
(αj0 + αu0 − αuj − αju)YuY tu(ηtjξj + ξtjηj)Yt}
=
1
2
p∑
j=1
α−1t0 (αj0 + αt0 − αtj − αjt)(I − YtY tr )(ηjξtj + ξjηtj)Yt+
1
2
p∑
j=1
∑
u6=t
{( 1
αtu + αut
− 1
αt0
)(αj0 + αt0 − αtj − αjt)−
αj0 + αu0 − αuj − αju
αtu + αut
}YuY tu(ηtjξj + ξtjηj)Yt)
Therefore:
(Γc(ξ, η))t = ηtξ
t
tYt +
1
2
∑
u6=t
αtu + αut − αt0 + αu0
αtu + αut
Yu(ξ
t
uηt + η
t
uξt)+
1
2
∑
j 6=t
αj0 + αt0 − αtj − αjt
αt0
(I − Y Y t)(ηjξtj + ξjηtj)Yt+
1
2
∑
j 6=t
∑
u6=t
(αt0 − αtj − αjt)− (αu0 − αuj − αju)
αtu + αut
YuY
t
u(ηjξ
t
j + ξjη
t
j)Yt)
Appendix E. Symbolic script to calculate Riemannian gradient and
Hessian for positive-definite manifold. The following is the script producing
the Riemannian gradient and Hessian calculation for the positive-definite manifold
discussed in the paper, and the relevant outputs. Similar scripts for the four manifolds
discussed in the paper are available in our package.
if True:
""" For positive definite matrices
Y is a matrix point, a positive definite matrix
eta is an ambient point, same size with Y not necessarily
symmetric or invertible
b is a point in E_J. b is antisymmetric
"""
# eta is an ambient
Y = sm.sym_symb(’Y’)
eta = matrices(’eta’)
b = sm.asym_symb(’b’)
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def J(Y, eta):
return eta - t(eta)
def J_adj(Y, a):
dY = symbols(’dY’, commutative=False)
return xtrace(trace(mat_spfy(J(Y, dY) * t(a))), dY)
def g(Y, eta):
return inv(Y)*eta*inv(Y)
def g_inv(Y, eta):
return Y*eta*Y
J_g_inv_J_adj = J(Y, g_inv(Y, J_adj(Y, b)))
print("this is J_g_inv_J_adj")
pprint(J_g_inv_J_adj)
Output:
this is J_g_inv_J_adj
4Y bY
def solve_JginvJadj(Y, a):
return Integer(1)/Integer(4)*inv(Y)*a*inv(Y)
def proj(Y, omg):
jo = mat_spfy(J(Y, omg))
cJinvjo = solve_JginvJadj(Y, jo)
return mat_spfy(omg - mat_spfy(
g_inv(Y, mat_spfy(J_adj(Y, cJinvjo)))))
def r_gradient(Y, omg):
return mat_spfy(
proj(Y, mat_spfy(g_inv(Y, omg))))
print("This is the projection")
pprint(proj(Y, eta))
print("This is the gradient")
pprint(r_gradient(Y, eta))
Output:
This is the projection
η
2
+
ηT
2
This is the gradient
Y η
2
Y +
Y ηT
2
Y
xi, phi = matrices(’xi phi’)
xcross = xtrace(mat_spfy(trace(DDR(g(Y, eta), Y, phi) * t(xi))), phi)
K = (Integer(1)/Integer(2))*(
DDR(g(Y, eta), Y, xi) + DDR(g(Y, xi), Y, eta) - xcross)
def d_proj(Y, xi, omg):
e = matrices(’e’)
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r = mat_spfy(proj(Y, e))
expr = DDR(r, Y, xi)
return expr.xreplace({e: omg})
dp_xi_eta = d_proj(Y, xi, eta)
prK = simplify_pd_tangent(proj(Y, mat_spfy(g_inv(Y, K))), Y, (xi, eta))
Gamma = mat_spfy(
simplify_pd_tangent(-dp_xi_eta+prK, Y, (xi, eta)))
print("This is the Christoffel function:")
pprint(Gamma)
fY, fYY = matrices(’fY fYY’)
rhess02 = trace(mat_spfy(t(eta)*fYY*xi-Gamma * t(fY)))
rhess11_bf_gr = xtrace(rhess02, eta)
print("This is the Riemannian Hessian Vector Product:")
pprint(r_gradient(Y, rhess11_bf_gr))
Output:
This is the Christoffel function:
−ηY
−1
2
ξ − ξY
−1
2
η
This is the Riemannian Hessian Vector Product:
Y fY
4
ξT +
Y fY Y
2
ξY +
Y fTY
4
ξ +
Y ξT
2
fTY Y Y +
ξfTY
4
Y +
ξT fY
4
Y
Appendix F. Complex positive-semidefinite manifold: an optimization
example. We choose this example, as the manifold is relatively complicated. This
is not a formal numerical study. We provide an indication of the effectiveness of the
implementation, and offer a few observations on the effect of choosing the metric at
different stages in the optimization process. We construct a matrix A close to a matrix
A0 of size 103 × 103, with rank 20 and look for a matrix on the manifold of complex
positive-semidefinite manifolds S+
C,20,1000 closest in distance from A. The optimizer
found a matrix at minimum Frobenius distance that has eigenvalues very close to A0.
import numpy as np
import pymanopt
from numpy import trace
from numpy.random import (randint)
from ManNullRange.manifolds.ComplexPositiveSemidefinite import (ComplexPositiveSemidefinite, psd_ambient, psd_point)
from ManNullRange.manifolds.tools import (crandn, hsym)
from ManNullRange.tests.test_tools import check_zero
def find_shortest_distance(man, A, X0, maxiter, check_deriv=False):
# simple function. Distance from a given matrix to the manifold
# || S - A||_F^2
from pymanopt import Problem
from pymanopt.solvers import TrustRegions
from pymanopt.function import Callable
@Callable
def cost(S):
diff = (A - S.Y @ S.P @ S.Y.T.conjugate())
val = trace(diff @ diff.T.conjugate()).real
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return val
@Callable
def egrad(S):
return psd_ambient(-4*A @ S.Y @ S.P,
2*(S.P-S.Y.T.conjugate() @ A @ S.Y))
@Callable
def ehess(S, xi):
return psd_ambient(
-4*A @ (xi.tY @ S.P + S.Y @ xi.tP),
2*(xi.tP - xi.tY.T.conjugate() @ A @ S.Y -
S.Y.T.conjugate() @ A @ xi.tY))
if check_deriv:
xi = man.randvec(X0)
dlt = 1e-7
S1 = psd_point(X0.Y+dlt*xi.tY, X0.P + dlt*xi.tP)
print((cost(S1) - cost(X0))/dlt)
print(man.base_inner_ambient(egrad(X0), xi))
h1 = egrad(S1) - egrad(X0)
h1 = psd_ambient(h1.tY/dlt, h1.tP/dlt)
h2 = ehess(X0, xi)
print(check_zero(h1.tY - h2.tY) + check_zero(h1.tP - h2.tP))
return
prob = Problem(
man, cost=cost, egrad=egrad, ehess=ehess)
solver = TrustRegions(maxtime=100000, maxiter=maxiter, use_rand=False)
opt = solver.solve(prob, x=X0, Delta_bar=250)
return opt
n, d = (1000, 20)
Y0, _ = np.linalg.qr(crandn(n, d))
P0 = np.diag(randint(1, 100, d)*.01)
def ht(A):
return A.T.conjugate()
A00 = Y0 @ P0 @ ht(Y0)
A0 = hsym(A00)
A1 = np.diag(crandn(n))*1e-2 + crandn(n, n)*1e-4
# PY = Y0 @ ht(Y0)
# A1 = PY @ A1 + A1 @ PY - PY@ A1 @ PY
A = (hsym(A1) + A0)
alpha = np.array([1, 1])
print("alpha %s" % str(alpha))
beta = alpha[1] * .01
man = ComplexPositiveSemidefinite(n, d, alpha=alpha, beta=beta)
XInit = man.rand()
opt_pre = find_shortest_distance(man, A, X0=XInit, maxiter=30, check_deriv=False)
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Output:
alpha [1 1]
Optimizing...
f: +5.719428e+04 |grad|: 4.491219e+05
acc k: 1 num_inner: 2 f: +2.356402e+04 |grad|: 1.770884e+05 reached target residual-kappa (linear)
acc k: 2 num_inner: 3 f: +9.469439e+03 |grad|: 6.941300e+04 reached target residual-kappa (linear)
acc k: 3 num_inner: 3 f: +3.806891e+03 |grad|: 2.723159e+04 reached target residual-kappa (linear)
acc k: 4 num_inner: 2 f: +1.557487e+03 |grad|: 1.073639e+04 reached target residual-kappa (linear)
acc k: 5 num_inner: 2 f: +6.304780e+02 |grad|: 4.229255e+03 reached target residual-kappa (linear)
acc k: 6 num_inner: 2 f: +2.538543e+02 |grad|: 1.654801e+03 reached target residual-kappa (linear)
acc k: 7 num_inner: 2 f: +1.040962e+02 |grad|: 6.472437e+02 reached target residual-kappa (linear)
acc k: 8 num_inner: 2 f: +4.456625e+01 |grad|: 2.531359e+02 reached target residual-kappa (linear)
acc k: 9 num_inner: 2 f: +2.093203e+01 |grad|: 9.895954e+01 reached target residual-kappa (linear)
acc k: 10 num_inner: 2 f: +1.159983e+01 |grad|: 3.866630e+01 reached target residual-kappa (linear)
acc k: 11 num_inner: 2 f: +7.937233e+00 |grad|: 1.510168e+01 reached target residual-kappa (linear)
acc k: 12 num_inner: 2 f: +6.504181e+00 |grad|: 5.896582e+00 reached target residual-kappa (linear)
acc k: 13 num_inner: 3 f: +5.941001e+00 |grad|: 2.280968e+00 reached target residual-kappa (linear)
REJ TR- k: 14 num_inner: 4 f: +5.941001e+00 |grad|: 2.280968e+00 negative curvature
REJ TR- k: 15 num_inner: 4 f: +5.941001e+00 |grad|: 2.280968e+00 negative curvature
acc k: 16 num_inner: 4 f: +4.979619e+00 |grad|: 3.366972e+00 negative curvature
REJ TR- k: 17 num_inner: 1 f: +4.979619e+00 |grad|: 3.366972e+00 negative curvature
REJ TR- k: 18 num_inner: 0 f: +4.979619e+00 |grad|: 3.366972e+00 exceeded trust region
acc TR+ k: 19 num_inner: 0 f: +4.687295e+00 |grad|: 2.856461e+00 exceeded trust region
acc TR- k: 20 num_inner: 1 f: +4.568802e+00 |grad|: 1.193818e+01 exceeded trust region
acc TR+ k: 21 num_inner: 1 f: +4.250133e+00 |grad|: 4.068770e+00 exceeded trust region
acc TR+ k: 22 num_inner: 1 f: +4.010518e+00 |grad|: 2.495264e+00 exceeded trust region
REJ TR- k: 23 num_inner: 1 f: +4.010518e+00 |grad|: 2.495264e+00 exceeded trust region
acc TR+ k: 24 num_inner: 1 f: +3.920015e+00 |grad|: 2.616860e+00 exceeded trust region
acc TR+ k: 25 num_inner: 1 f: +3.759355e+00 |grad|: 5.607156e+00 exceeded trust region
acc TR+ k: 26 num_inner: 1 f: +3.443001e+00 |grad|: 1.009417e+01 exceeded trust region
REJ TR- k: 27 num_inner: 3 f: +3.443001e+00 |grad|: 1.009417e+01 exceeded trust region
acc TR+ k: 28 num_inner: 2 f: +3.195265e+00 |grad|: 7.038934e+00 exceeded trust region
acc k: 29 num_inner: 2 f: +3.070158e+00 |grad|: 1.706488e+01 exceeded trust region
acc TR+ k: 30 num_inner: 3 f: +2.484441e+00 |grad|: 6.534890e+00 exceeded trust region
Terminated - max iterations reached after 19.92 seconds.
We see this selection of metric converges relatively fast at the beginning, reducing the
cost function by a factor of 104 after more than 16 runs, but then stalled. We adjust
the metric by starting at the last optimized point with higher values of β, first with
β = 1 then β = 30. This seems to accelerate the search rather than keeping the same
beta.
if True:
beta = alpha[1] * 1
man = ComplexPositiveSemidefinite(n, d, alpha=alpha, beta=beta)
opt_mid = find_shortest_distance(man, A, X0=opt_pre, maxiter=30)
beta = alpha[1] * 30
man = ComplexPositiveSemidefinite(n, d, alpha=alpha, beta=beta)
opt = find_shortest_distance(man, A, X0=opt_mid, maxiter=50)
opt_mat = opt.Y @ opt.P @ opt.Y.T.conjugate()
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Output:
Optimizing...
f: +2.484441e+00 |grad|: 1.378346e+00
REJ TR- k: 1 num_inner: 2 f: +2.484441e+00 |grad|: 1.378346e+00 negative curvature
REJ TR- k: 2 num_inner: 2 f: +2.484441e+00 |grad|: 1.378346e+00 negative curvature
acc TR- k: 3 num_inner: 1 f: +2.191079e+00 |grad|: 1.905835e+00 exceeded trust region
acc TR+ k: 4 num_inner: 0 f: +1.669840e+00 |grad|: 4.947410e-01 exceeded trust region
acc k: 5 num_inner: 1 f: +1.566099e+00 |grad|: 7.853107e-01 exceeded trust region
acc TR+ k: 6 num_inner: 2 f: +1.328344e+00 |grad|: 4.718467e-01 exceeded trust region
acc k: 7 num_inner: 2 f: +1.066747e+00 |grad|: 6.590485e-01 negative curvature
REJ TR- k: 8 num_inner: 5 f: +1.066747e+00 |grad|: 6.590485e-01 exceeded trust region
acc TR+ k: 9 num_inner: 1 f: +9.137997e-01 |grad|: 1.882082e-01 exceeded trust region
acc TR- k: 10 num_inner: 3 f: +9.058138e-01 |grad|: 4.789686e-01 exceeded trust region
acc TR+ k: 11 num_inner: 0 f: +8.359326e-01 |grad|: 1.710465e-01 exceeded trust region
acc TR+ k: 12 num_inner: 2 f: +7.870670e-01 |grad|: 1.441511e-01 exceeded trust region
acc TR+ k: 13 num_inner: 1 f: +7.227380e-01 |grad|: 3.354205e-01 exceeded trust region
acc k: 14 num_inner: 2 f: +5.961492e-01 |grad|: 6.355747e-01 exceeded trust region
acc k: 15 num_inner: 5 f: +4.877106e-01 |grad|: 6.068847e-01 exceeded trust region
acc k: 16 num_inner: 5 f: +3.633984e-01 |grad|: 4.033281e-01 exceeded trust region
acc TR+ k: 17 num_inner: 5 f: +2.494452e-01 |grad|: 2.782664e-01 exceeded trust region
REJ TR- k: 18 num_inner: 11 f: +2.494452e-01 |grad|: 2.782664e-01 exceeded trust region
acc TR+ k: 19 num_inner: 7 f: +1.828920e-01 |grad|: 1.122701e-01 exceeded trust region
acc k: 20 num_inner: 7 f: +1.701535e-01 |grad|: 1.643541e-01 exceeded trust region
REJ TR- k: 21 num_inner: 12 f: +1.701535e-01 |grad|: 1.643541e-01 exceeded trust region
acc TR+ k: 22 num_inner: 6 f: +1.384686e-01 |grad|: 4.815299e-02 exceeded trust region
acc k: 23 num_inner: 8 f: +1.307982e-01 |grad|: 6.145068e-02 exceeded trust region
acc k: 24 num_inner: 10 f: +1.250942e-01 |grad|: 5.017873e-02 exceeded trust region
acc TR+ k: 25 num_inner: 9 f: +1.157249e-01 |grad|: 4.897988e-02 exceeded trust region
REJ TR- k: 26 num_inner: 19 f: +1.157249e-01 |grad|: 4.897988e-02 exceeded trust region
acc TR+ k: 27 num_inner: 11 f: +1.117672e-01 |grad|: 1.599261e-02 exceeded trust region
REJ TR- k: 28 num_inner: 21 f: +1.117672e-01 |grad|: 1.599261e-02 exceeded trust region
acc TR+ k: 29 num_inner: 9 f: +1.108568e-01 |grad|: 1.576199e-02 exceeded trust region
acc k: 30 num_inner: 29 f: +1.103443e-01 |grad|: 7.673774e-03 exceeded trust region
Terminated - max iterations reached after 35.90 seconds.
Optimizing...
f: +1.103443e-01 |grad|: 6.436354e-03
REJ TR- k: 1 num_inner: 61 f: +1.103443e-01 |grad|: 6.436354e-03 negative curvature
REJ TR- k: 2 num_inner: 58 f: +1.103443e-01 |grad|: 6.436354e-03 exceeded trust region
acc k: 3 num_inner: 38 f: +1.099801e-01 |grad|: 7.058796e-03 exceeded trust region
acc k: 4 num_inner: 93 f: +1.097749e-01 |grad|: 3.559725e-03 exceeded trust region
acc k: 5 num_inner: 167 f: +1.095480e-01 |grad|: 1.430269e-03 exceeded trust region
acc k: 6 num_inner: 521 f: +1.094732e-01 |grad|: 2.330131e-04 reached target residual-theta (superlinear)
acc k: 7 num_inner: 475 f: +1.094516e-01 |grad|: 2.172148e-05 reached target residual-theta (superlinear)
acc k: 8 num_inner: 512 f: +1.094514e-01 |grad|: 1.189663e-07 reached target residual-theta (superlinear)
Terminated - min grad norm reached after 8 iterations, 220.06 seconds.
We compare the eigenvalues of the optimal matrix versus the matrix A0:
from numpy.linalg import eigh
eh_in = eigh(A0)[0]
eh_out = eigh(opt_mat)[0]
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print(eh_in[-(d+2):])
print(eh_out[-(d+2):])
Output:
[8.10309016e-16 9.12590494e-16 3.00000000e-02 9.00000000e-02
1.00000000e-01 1.10000000e-01 1.60000000e-01 2.10000000e-01
2.70000000e-01 2.70000000e-01 2.90000000e-01 3.00000000e-01
3.40000000e-01 3.40000000e-01 4.50000000e-01 5.80000000e-01
5.80000000e-01 7.70000000e-01 9.10000000e-01 9.10000000e-01
9.20000000e-01 9.40000000e-01]
[7.42597583e-16 8.48360427e-16 3.39653955e-02 9.10040622e-02
1.00384357e-01 1.10712064e-01 1.60949428e-01 2.10790954e-01
2.69793541e-01 2.70204403e-01 2.89716585e-01 3.00235592e-01
3.39491130e-01 3.40389557e-01 4.49222517e-01 5.79649296e-01
5.80022115e-01 7.69816864e-01 9.09806731e-01 9.09978784e-01
9.19585008e-01 9.40210001e-01]
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