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Statistical Optimal Transport
via Factored Couplings
Aden Forrow, Jan-Christian Hu¨tter, Mor Nitzan†, Philippe
Rigollet∗, Geoffrey Schiebinger§, Jonathan Weed‡
Abstract. We propose a new method to estimate Wasserstein distances
and optimal transport plans between two probability distributions from
samples in high dimension. Unlike plug-in rules that simply replace the
true distributions by their empirical counterparts, our method pro-
motes couplings with low transport rank, a new structural assumption
that is similar to the nonnegative rank of a matrix. Regularizing based
on this assumption leads to drastic improvements on high-dimensional
data for various tasks, including domain adaptation in single-cell RNA
sequencing data. These findings are supported by a theoretical analysis
that indicates that the transport rank is key in overcoming the curse
of dimensionality inherent to data-driven optimal transport.
1. INTRODUCTION
Optimal transport (OT) was born from a simple question phrased by Gaspard
Monge in the eighteenth century [Monge, 1781] and has since flourished into a
rich mathematical theory two centuries later [Villani, 2003, 2009]. Recently, OT
and more specifically Wasserstein distances, which include the so-called earth
mover’s distance [Rubner et al., 2000] as a special example, have proven valuable
for varied tasks in machine learning [Bassetti et al., 2006, Cuturi, 2013, Cuturi
and Doucet, 2014b, Frogner et al., 2015, Gao and Kleywegt, 2016, Genevay et al.,
2016, 2017, Rigollet and Weed, 2018a,b, Rolet et al., 2016, Solomon et al., 2014b,
Srivastava et al., 2015], computer graphics [Bonneel et al., 2011, 2016, de Goes
et al., 2012, Solomon et al., 2014a, 2015], geometric processing [de Goes et al.,
2011, Solomon et al., 2013], image processing [Gramfort et al., 2015, Rabin and
Papadakis, 2015], and document retrieval [Kusner et al., 2015, Ma et al., 2014].
These recent developments have been supported by breakneck advances in com-
putational optimal transport in the last few years that allow the approximation
of these distances in near linear time [Altschuler et al., 2017, Cuturi, 2013].
In these examples, Wasserstein distances and transport plans are estimated
from data. Yet, the understanding of statistical aspects of OT is still in its infancy.
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2In particular, current methodological advances focus on computational benefits
but often overlook statistical regularization to address stability in the presence
of sampling noise. Known theoretical results show that vanilla optimal transport
applied to sampled data suffers from the curse of dimensionality [Dobric´ and
Yukich, 1995, Dudley, 1969, Weed and Bach, 2017] and the need for principled
regularization techniques is acute in order to scale optimal transport to high-
dimensional problems, such as those arising in genomics, for example.
At the heart of OT is the computation of Wasserstein distances, which consists
of an optimization problem over the infinite dimensional set of couplings between
probability distributions. (See (1) for a formal definition.) Estimation in this
context is therefore nonparametric in nature and this is precisely the source of
the curse of dimensionality. To overcome this limitation, and following a major
trend in high-dimensional statistics [Cande`s and Plan, 2010, Liu et al., 2010,
Markovsky and Usevich, 2012], we propose to impose low “rank” structure on
the couplings. Interestingly, this technique can be implemented efficiently via
Wasserstein barycenters [Agueh and Carlier, 2011, Cuturi and Doucet, 2014a]
with finite support.
We illustrate the performance of this new procedure for a truly high-dimensional
problem arising in single-cell RNA sequencing data, where ad-hoc methods for
domain adaptation have recently been proposed to couple datasets collected in
different labs and with different protocols [Haghverdi et al., 2017], and even
across species [Butler et al., 2018]. Despite a relatively successful application
of OT-based methods in this context [Schiebinger et al., 2017], the very high-
dimensional and noisy nature of this data calls for robust statistical methods. We
show in this paper that our proposed method does lead to improved results for
this application.
This paper is organized as follows. We begin by reviewing optimal transport
in §2, and we provide an overview of our results in §3. Next, we introduce our
estimator in §4. This is a new estimator for the Wasserstein distance between
two probability measures that is statistically more stable than the naive plug-in
estimator that has traditionally been used. This stability guarantee is not only
backed by the theoretical results of §5, but also observed in numerical experiments
in practice §6.
Notation. We denote by ‖ · ‖ the Euclidean norm over IRd. For any x ∈ IRd, let
δx denote the Dirac measure centered at x. For any two real numbers a and b, we
denote their minimum by a ∧ b. For any two sequences un, vn, we write un . vn
when there exists a constant C > 0 such that un ≤ Cvn for all n. If un . vn and
vn . un, we write un  vn. We denote by 1n the all-ones vector of IRn, and by
ei the ith standard vector in IR
n. Moreover, we denote by  and  element-wise
multiplication and division of vectors, respectively.
For any map f : IRd → IRd and measure µ on IRd, let f#µ denote the pushfor-
ward measure of µ through f defined for any Borel set A by f#µ(A) = µ
(
f−1(A)
)
,
where f−1(A) = {x ∈ IRd : f(x) ∈ A}. Given a measure µ, we denote its support
by supp(µ).
2. BACKGROUND ON OPTIMAL TRANSPORT
In this section, we gather the necessary background on optimal transport. We
refer the reader to recent books [Santambrogio, 2015, Villani, 2003, 2009] for more
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details.
Wasserstein distance Given two probability measures P0 and P1 on IR
d, let
Γ(P0, P1) denote the set of couplings between P0 and P1, that is, the set of joint
distributions with marginals P0 and P1 respectively so that γ ∈ Γ(P0, P1) iff
γ(U × IRd) = P0(U) and γ(IRd × V ) = P1(V ) for all measurable U, V ∈ IRd.
The 2-Wasserstein distance1 between two probability measures P0 and P1 is
defined as
W2(P0, P1) := inf
γ∈Γ(P0,P1)
√∫
IRd×IRd
‖x− y‖2 dγ(x, y) . (1)
Under regularity conditions, for example if both P0 and P1 are absolutely
continuous with respect to the Lebesgue measure, it can be shown the infimum
in (1) is attained at a unique coupling γ∗. Moreover γ∗ is a deterministic coupling:
it is supported on a set of the form {(x, T (x)) : x ∈ supp(P0)}. In this case,
we call T a transport map. In general, however, γ∗ is unique but for any x0 ∈
supp(P0), the support of γ
∗(x0, ·) may not reduce to a single point, in which case,
the map x 7→ γ∗(x, ·) is called a transport plan.
Wasserstein space The space of probability measures with finite 2nd moment
equipped with the metric W2 is called Wasserstein space and denoted by W2. It
can be shown thatW2 is a geodesic space: given two probability measures P0, P1 ∈
W2, the constant speed geodesic connecting P0 and P1 is the curve {Pt}t∈[0,1]
defined as follows. Let γ∗ be the optimal coupling defined as the solution of (1),
and for t ∈ [0, 1] let pit : IRd× IRd → IR be defined as pit(x, y) = (1− t)x+ ty, then
Pt = (pit)#γ
∗. We then call P1/2 the geodesic midpoint of P0 and P1. It plays the
role of an average in Wasserstein space, which, unlike the mixture (P0 + P1)/2,
takes the geometry of IRd into account.
k-Wasserstein barycenters The now-popular notion of Wasserstein barycenters
(WB) was introduced by Agueh and Carlier [2011] as a generalization of the
geodesic midpoint P1/2 to more than two measures. In its original form, a WB
can be any probability measure on IRd, but algorithmic considerations led Cuturi
and Doucet [Cuturi and Doucet, 2014a] to restrict the support of a WB to a finite
set of size k. Let Dk denote the set of probability distributions supported on k
points:
Dk =

k∑
j=1
αjδxj : αj ≥ 0,
k∑
j=1
αj = 1, xj ∈ IRd
 .
For a given integer k, the k-Wasserstein Barycenter P¯ between N probability
measures P0, . . . PN on IR
d is defined by
P¯ = argmin
P∈Dk
N∑
j=1
W 22 (P, P
(j)) . (2)
In general (2) is not a convex problem but fast numerical heuristics have demon-
strated good performance in practice [Benamou et al., 2015, Claici et al., 2018,
Cuturi and Doucet, 2014a, Cuturi and Peyre´, 2016, Staib et al., 2017]. Interest-
ingly, Theorem 4 below indicates that the extra constraint P ∈ Dk is also key to
statistical stability.
1In this paper we omit the prefix “2-” for brevity.
43. RESULTS OVERVIEW
Ultimately, in all the data-driven applications cited above, Wasserstein dis-
tances must be estimated from data. While this is arguably the most fundamen-
tal primitive of all OT based machine learning, the statistical aspects of this
question are often overlooked at the expense of computational ones. We argue
that standard estimators of both W2(P0, P1) and its associated optimal transport
plan suffer from statistical instability. The main contribution of this paper is to
overcome this limitation by injecting statistical regularization.
Previous work Let X ∼ P0 and Y ∼ P1 and let X1, . . . , Xn (resp. Y1, . . . , Yn)
be independent copies of X (resp. Y ).2 We call X = {X1, . . . , Xn} and Y =
(Y1, . . . , Yn) the source and target datasets respectively. Define the corresponding
empirical measures:
Pˆ0 =
1
n
n∑
i=1
δXi , Pˆ1 =
1
n
n∑
i=1
δYi .
Perhaps the most natural estimator for W2(P0, P1), and certainly the one most
employed and studied, is the plug-in estimator W2(Pˆ0, Pˆ1). A natural question
is to determine the accuracy of this estimator. This question was partially ad-
dressed by Sommerfeld and Munk [Sommerfeld and Munk, 2017], where the rate
at which ∆n := |W2(Pˆ0, Pˆ1) − W2(P0, P1)| vanishes is established. They show
that ∆n  n−1/2 if P0 6= P1 and ∆n  n−1/4 if P0 = P1. Unfortunately, these
rates are only valid when P0 and P1 have finite support. Moreover, the plug-in
estimator for distributions IRd has been known to suffer from the curse of dimen-
sionality at least since the work of Dudley [Dudley, 1969]. More specifically, in
this case, ∆n  n−1/d when d ≥ 3 [Dobric´ and Yukich, 1995]. One of the main
goals of this paper is to provide an alternative to the naive plug-in estimator by
regularizing the optimal transport problem (1). Explicit regularization for opti-
mal transport problems was previously introduced by Cuturi [Cuturi, 2013] who
adds an entropic penalty to the objective in (1) primarily driven by algorithmic
motivations. While entropic OT was recently shown [Rigollet and Weed, 2018b]
to also provide statistical regularization, that result indicates that entropic OT
does not alleviate the curse of dimensionality coming from sampling noise, but
rather addresses the presence of additional measurement noise.
Closer to our setup are Courty et al. [2014] and Ferradans et al. [2014]; both
consider sparsity-inducing structural penalties that are relevant for domain adap-
tation and computer graphics, respectively. While the general framework of Tikhonov-
type regularization for optimal transport problems is likely to bear fruit in specific
applications, we propose a new general-purpose structural regularization method,
based on a new notion of complexity for joint probability measures.
Our contribution The core contribution of this paper is to construct an esti-
mator of the Wasserstein distance between distributions that is more stable and
accurate under sampling noise. We do so by defining a new regularizer for cou-
plings, which we call the transport rank. As a byproduct, our estimator also yields
an estimator of the optimal coupling in (1) that can in turn be used in domain
adaptation where optimal transport has recently been employed [Courty et al.,
2Extensions to the case where the two sample sizes differ are straightforward but do not
enlighten our discussion.
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2014, 2017].
To achieve this goal, we leverage insights from a popular technique known as
nonnegative matrix factorization (NMF) [Lee and Seung, 2001, Paatero and Tap-
per, 1994] which has been successfully applied in various forms to many fields, in-
cluding text analysis [Shahnaz et al., 2006], computer vision [Shashua and Hazan,
2005], and bioinformatics [Gao and Church, 2005]. Like its cousin factor analysis,
it postulates the existence of low-dimensional latent variables that govern the
high-dimensional data-generating process under study.
In the context of optimal transport, we consider couplings γ ∈ Γ(P0, P1) such
that whenever (X,Y ) ∼ γ, there exits a latent variable Z with finite support such
that X and Y are conditionally independent given Z. To see the analogy with
NMF, one may view a coupling γ as a doubly stochastic matrix whose rows and
columns are indexed by IRd. We consider couplings such that this matrix can be
written as the product AB where A and B> are matrices whose rows are indexed
by IRd and columns are indexed by {1, . . . k}. In that case, we call k the transport
rank of γ. We now formally define these notions.
Definition 1. Given γ ∈ Γ(P0, P1), the transport rank of γ is the smallest
integer k such that γ can be written
γ =
k∑
j=1
λj(Q
0
j ⊗Q1j ) , (3)
where the Q0j ’s and Q
1
j ’s are probability measures on IR
d, λj ≥ 0 for j = 1, . . . , k,
and where Q0j ⊗ Q1j indicates the (independent) product distribution. We denote
the set of couplings between P0 and P1 with transport rank at most k by Γk(P0, P1).
When P0 and P1 are finitely supported, the transport rank of γ ∈ Γ(P0, P1)
coincides with the nonnegative rank [Cohen and Rothblum, 1993, Yannakakis,
1991] of γ viewed as a matrix. By analogy with a nonnegative factorization of
a matrix, we call a coupling written as a sum as in (3) a factored coupling.
Using the transport rank as a regularizer therefore promotes simple couplings, i.e.,
those possessing a low-rank “factorization.” To implement this regularization, we
show that it can be constructed via k-Wasserstein barycenters, for which efficient
implementation is readily available.
As an example of our technique, we show in §6 that this approach can be used to
obtain better results on domain adaptation a.k.a transductive learning, a strategy
in semi-supervised learning to transfer label information from a source dataset to
a target dataset. Notably, while regularized optimal transport has proved to be
an effective tool for supervised domain adaptation where label information is used
to build an explicit Tikhonov regularization [Courty et al., 2014], our approach is
entirely unsupervised, in the spirit of Gong et al. [2012] where unlabeled datasets
are matched and then labels are transported from the source to the target. We
argue that both approaches, supervised and unsupervised, have their own merits
but the unsupervised approach is more versatile and calibrated with our biological
inquiry regarding single cell data integration.
64. REGULARIZATION VIA FACTORED COUPLINGS
To estimate the Wasserstein distance between P0 and P1, we find a low-rank
factored coupling between the empirical distributions. As we show in §5, the bias
induced by this regularizer provides significant statistical benefits. Our procedure
is based on an intuitive principle: optimal couplings arising in practice can be
well approximated by assuming the distributions have a small number of pieces
moving nearly independently. For example, if distributions represent populations
of cells, this assumption amounts to assuming that there are a small number of
cell “types,” each subject to different forces.
Before introducing our estimator, we note that a factored coupling induces
coupled partitions of the source and target distributions. These clusterings are
“soft” in the sense that they may include fractional points.
Definition 2. Given λ ∈ [0, 1], a soft cluster of a probability measure P is
a sub-probability measure C of total mass λ such that 0 ≤ C ≤ P as measures.
The centroid of C is defined by µ(C) = 1λ
∫
x dC(x). We say that a collection
C1, . . . , Ck of soft clusters of P is a partition of P if C1 + · · ·+ Ck = P .
The following fact is immediate.
Proposition 4.1. If γ =
∑k
j=1 λj(Q
0
j⊗Q1j ) is a factored coupling in Γk(P0, P1),
then {λ1Q01, . . . , λkQ0k} and {λ1Q11, . . . , λkQ1k} are partitions of P0 and P1, respec-
tively.
We now give a simple characterization of the “cost” of a factored coupling.
Proposition 4.2. Let γ ∈ Γk(P0, P1) and let C01 , . . . , C0k and C11 , . . . , C1k be
the induced partitions of P0 and P1, with C
0
j (IR
d) = C1j (IR
d) = λj for j = 1, . . . k.
Then ∫
‖x− y‖2 dγ(x, y) =
k∑
j=1
(
λj‖µ(C0j )− µ(C1j )‖2
+
∑
l∈{0,1}
∫
‖x− µ(C lj)‖2 dC lj(x)
)
The sum over l in the above display contains intra-cluster variance terms sim-
ilar to the k-means objective, while the first term is a transport term reflecting
the cost of transporting the partition of P0 to the partition of P1. Since our goal
is to estimate the transport distance, we focus on the first term. This motivates
the following definition.
Definition 3. The cost of a factored transport γ ∈ Γk(P0, P1) is
cost(γ) :=
k∑
j=1
λj‖µ(C0j )− µ(C1j )‖2
where {C0j }kj=1 and {C1j }kj=1 are the partitions of P0 and P1 induced by γ, with
C0j (IR
d) = C1j (IR
d) = λj for j = 1, . . . , k.
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Given empirical distributions Pˆ0 and Pˆ1, the (unregularized) optimal coupling
between Pˆ0 and Pˆ1, defined as
argmin
γ∈Γ(Pˆ0,Pˆ1)
∫
‖x− y‖2dγ(x, y) ,
is highly non-robust with respect to sampling noise. This motivates considering
instead the regularized version
argmin
γ∈Γk(Pˆ0,Pˆ1)
∫
‖x− y‖2dγ(x, y) , (4)
where k ≥ 1 is a regularization parameter. Whereas fast solvers are available for
the unregularized problem [Altschuler et al., 2017], it is not clear how to find
a solution to (4) by similar means. While alternating minimization approaches
similar to heuristics for nonnegative matrix factorization are possible [Arora et al.,
2012, Lee and Seung, 2001], we adopt a different approach which has the virtue
of connecting (4) to k-Wasserstein barycenters.
Following Cuturi and Doucet [2014a], define the k-Wasserstein barycenter of
Pˆ0 and Pˆ1 by
H = argmin
P∈Dk
{
W 22 (P, Pˆ0) +W
2
2 (P, Pˆ1)
}
. (5)
As noted above, while this objective is not convex, efficient procedures have been
shown to work well in practice.
Strikingly, the k-Wasserstein barycenter of Pˆ0 and Pˆ1 implements a slight vari-
ant of (4). Given a feasible P ∈ Dk in (5), we first note that it induces a factored
coupling in Γk(Pˆ0, Pˆ1). Indeed, denote by γ0 and γ1 the optimal couplings be-
tween Pˆ0 and P and P and Pˆ1, respectively. Write z1, . . . , zj for the support of
P . We can then decompose these couplings as follows:
γ0 =
k∑
j=1
γ0(· | zj)H(zj), γ1 =
k∑
j=1
γ1(· | zj)H(zj)
Then for any Borel sets A,B ⊂ IRd,
γP (A×B) :=
k∑
j=1
P (zj)γ0(A|zj)γ1(B|zj) ∈ Γk(Pˆ0, Pˆ1)
and by the considerations above, this factored transport induces coupled parti-
tions C01 , . . . , C
0
k and C
1
1 , . . . , C
1
k of Pˆ0 and Pˆ1 respectively. We call the points
z1, . . . , zj “hubs.”
The following proposition gives optimality conditions for H in terms of this
partition.
Proposition 4.3. The partitions C01 , . . . , C
0
k and C
1
1 , . . . , C
1
k induced by the
solution H of (5) are the minimizers of
k∑
j=1
(λj
2
‖µ(C0j )− µ(C1j )‖2 +
1∑
l=0
∫
‖x− µ(C lj)‖2 dC lj(x)
)
where λj = µ(C
0
j ) = µ(C
1
j ) and the minimum is taken over all partitions of Pˆ0
and Pˆ1 induced by feasible P ∈ Dk.
8Comparing this result with Proposition 4.2, we see that this objective agrees
with the objective of (4) up to a multiplicative factor of 1/2 in the transport
term.
We therefore view (5) as a algorithmically tractable proxy for (4). Hence, we
propose the following estimator Wˆ of the squared Wasserstein distance:
Wˆ := cost(γH) , where H solves (5) . (6)
We can also use γH to construct an estimated transport map Tˆ on the points
X1, . . . , Xn ∈ supp(Pˆ0) by setting
Tˆ (Xi) = Xi +
1∑k
j=1C
0
j (Xi)
k∑
j=1
C0j (Xi)(µ(C
1
j )− µ(C0j )) .
Moreover, the quantity Tˆ]Pˆ0 provides a stable estimate of the target distribution,
which is particularly useful in domain adaptation.
Our core algorithmic technique involves computing a k-Wasserstein Barycenter
as in (2). This problem is non-convex in the variables M and (γ0, γ1), but it is
separately convex in each of the two. Therefore, it admits an alternating mini-
mization procedure similar to Lloyd’s algorithm for k-means [Lloyd, 1982], which
we give in Algorithm 1. The update with respect to the hubs H = {z1, . . . , zk},
given plans γ0 and γ1 can be seen to be a quadratic optimization problem, with
the explicit solution
zj =
∑n
i=1 γ0(zj , Xi)Xi +
∑n
i=1 γ1(zj , Yi)Yi∑n
i=1 γ0(zj , Xi) +
∑n
i=1 γ1(zj , Yi)
,
leading to Algorithm 2.
In order to solve for the optimal (γ0, γ1) given a value for the hubs H =
{z1, . . . , zk} we add the following entropic regularization terms [Cuturi, 2013] to
the objective function (5):
−ε
∑
i,j
(γ0)j,i log((γ0)j,i)− ε
∑
i,j
(γ1)j,i log((γ1)j,i),
where ε > 0 is a small regularization parameter. This turns the optimization over
(γ0, γ1) into a projection problem with respect to the Kullback-Leibler divergence,
which can be solved by a type of Sinkhorn iteration, see Benamou et al. [2015]
and Algorithm 3. For small ε, this will yield a good approximation to the optimal
value of the original problem, but the Sinkhorn iterations become increasingly
unstable. We employ a numerical stabilization strategy due to Schmitzer [2016]
and Chizat et al. [2016]. Also, an initialization for the hubs is needed, for which
we suggest using a k-means clustering of either X or Y.
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Algorithm 1 FactoredOT
Input: Sampled points X ,Y, parameter ε > 0
Output: Hubs M, transport plans γ0, γ1
function FactoredOT(X ,Y, ε)
Initialize M, e.g M← KMeans(X )
while not converged do
(γ0, γ1)← UpdatePlans(X ,Y,M)
M← UpdateHubs(X ,Y, γ0, γ1)
end while
return (M, γ0, γ1)
end function
Algorithm 2 UpdateHubs
function UpdateHubs(X ,Y, γ0, γ1)
for j = 1, . . . , k do
p
(0)
i,j = γ0(zj , Xi); p
(1)
i,j = γ1(zj , Yi)
zj ←
∑n
i=1{p
(0)
i,jXi+p
(0)
i,j Yi}∑n
i=1{p
(0)
i,j+p
(1)
i,j }
end for
end function
Algorithm 3 UpdatePlans
Require: Points X ,Y, hubs M, parameter ε > 0
function UpdatePlans(X ,Y,M, ε)
u0 = u1 = 1k, v0 = v1 = 1n
(ξ0)j,i = exp(‖zj −Xi‖22/ε)
(ξ1)j,i = exp(‖zj − Yi‖22/ε)
while not converged do
v0 =
1
n
1n  (ξ>0 u0) v1 = 1n1n  (ξ>1 u1)
w = (u0  (ξ0v0))1/2  (u1  (ξ1v1))1/2
u0 = w  (ξ0v0); u1 = w  (ξ1v1)
end while
return (diag(u0)ξ0 diag(v0), diag(u1)ξ1 diag(v1))
end function
5. THEORY
In this section, we give theoretical evidence that the use of factored transports
makes our procedure more robust. In particular, we show that it can overcome the
“curse of dimensionality” generally inherent to the use of Wasserstein distances
on empirical data.
To make this claim precise, we show that the objective function in (5) is robust
to sampling noise. This result establishes that despite the fact that the unreg-
ularized quantity W 22 (Pˆ0, Pˆ1) approaches W
2
2 (P0, P1) very slowly, the empirical
objective in (5) approaches the population objective uniformly at the parametric
rate, thus significantly improving the dependence on the dimension. Via the con-
nection between (5) and factored couplings established in Proposition 4.3, this
result implies that regularizing by transport rank yields significant statistical
benefits.
Theorem 4. Let P be a measure on IRd supported on the unit ball, and
denote by Pˆ an empirical distribution comprising n i.i.d. samples from P . Then
10
with probability at least 1− δ,
sup
ρ∈Dk
|W 22 (ρ, Pˆ )−W 22 (ρ, P )| .
√
k3d log k + log(1/δ)
n
.
A simple rescaling argument implies that this n−1/2 rate holds for all compactly
supported measures.
This result complements and generalizes known results from the literature
on k-means quantization [Maurer and Pontil, 2010, Pollard, 1982, Rakhlin and
Caponnetto, 2006]. Indeed, as noted above, the k-means objective is a special case
of a squared W2 distance to a discrete measure [Pollard, 1982]. Theorem 4 there-
fore recovers the n−1/2 rate for the generalization error of the k-means objective;
however, our result applies more broadly to any measure ρ with small support.
Though the parametric n−1/2 rate is optimal, we do not know whether the de-
pendence on k or d in Theorem 4 can be improved. We discuss the connection
between our work and existing results on k-means clustering in the supplement.
Finally note that while this analysis is a strong indication of the stability of our
procedure, it does not provide explicit rates of convergence for Wˆ defined in (6).
This question requires a structural description of the optimal coupling between
P0 and P1 and is beyond the scope of the present paper.
6. EXPERIMENTS
We illustrate our theoretical results with numerical experiments on both sim-
ulated and real high-dimensional data.
For further details about the experimental setup, we refer the reader to Section
F of the appendix.
6.1 Synthetic data
We illustrate the improved performance of our estimator for the W2 distance
on two synthetic examples.
Fragmented hypercube We consider P0 = Unif([−1, 1]d), the uniform distribu-
tion on a hypercube in dimension d and P1 = T#(P0), the push-forward of P0
under a map T , defined as the distribution of Y = T (X), if X ∼ P0. We choose
T (X) = X + 2 sign(X) (e1 + e2), where the sign is taken element-wise. As can
be seen in Figure 1, this splits the cube into four pieces which drift away. This
map is the subgradient of a convex function and hence an optimal transport map
by Brenier’s Theorem [Villani, 2003, Theorem 2.12]. This observation allows us
to compute explicitly W 22 (P0, P1) = 8. We compare the results of computing op-
timal transport on samples and the associated empirical optimal transport cost
with the estimator (6), as well as with a simplified procedure that consists in
first performing k-means on both Pˆ0 and Pˆ1 and subsequently calculating the W2
distance between the centroids.
The bottom left subplot of Figure 1 shows that FactoredOT provides a sub-
stantially better estimate of the W2 distance compared to the empirical optimal
transport cost, especially in terms of its scaling with the sample size. Moreover,
from the bottom center subplot of the same figure, we deduce that a linear scaling
of samples with respect to the dimension is enough to guarantee bounded error,
while in the case of an empirical coupling, we see a growing error. Finally, the
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Figure 1: Fragmenting hypercube example. Top row: Projections to the first two
dimensions (computed for d = 30) of (left) the OT coupling of samples from P0
(in blue) to samples from P1 (red), (middle) the FactoredOT coupling (factors in
black), and (right) the FactoredOT coupling rounded to a map. Bottom row:
Performance comparisons for (left) varying n and (middle) varying d with n =
10d, as well as (right) a diagnostic plot with varying k. All points are averages
over 20 samples.
bottom right plot indicates that the estimator is rather stable to the choice of k
above a minimum threshold. We suggest choosing k to match this threshold.
Disk to annulus To show the robustness of our estimator in the case where the
ground truth Wasserstein distance is not exactly the cost of a factored coupling,
we calculate the optimal transport between the uniform measures on a disk and
on an annulus. In order to turn this into a high-dimensional problem, we consider
the 2D disk and annulus as embedded in d dimensions and extend both source and
target distribution to be independent and uniformly distributed on the remaining
d− 2 dimensions. In other words, we set
P0 = Unif({x ∈ Rd : ‖(x1, x2)‖2 ≤ 1,
xi ∈ [0, 1] for i = 3, . . . , d})
P1 = Unif({x ∈ Rd : 2 ≤ ‖(x1, x2)‖2 ≤ 3,
xi ∈ [0, 1] for i = 3, . . . , d})
Figure 2 shows that the performance is similar to that obtained for the fragment-
ing hypercube.
6.2 Batch correction for single cell RNA data
The advent of single cell RNA sequencing is revolutionizing biology with a
data deluge. Biologists can now quantify the cell types that make up different
tissues and quantify the molecular changes that govern development (reviewed
in Wagner et al. [2016] and Kolodziejczyk et al. [2015]). As data is collected by
different labs, and for different organisms, there is an urgent need for methods
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Figure 2: Disk to annulus example, d = 30. Left: Visualization of the cluster
assignment in first two dimensions. Middle: Performance for varying n. Right:
Diagnostic plot when varying k.
to robustly integrate and align these different datasets [Butler et al., 2018, Crow
et al., 2018, Haghverdi et al., 2018].
Cells are represented mathematically as points in a several-thousand dimen-
sional vector space, with a dimension for each gene. The value of each coordinate
represents the expression-level of the corresponding gene. Here we show that op-
timal transport achieves state of the art results for the task of aligning single cell
datasets. We align a pair of haematopoietic datasets collected by different scRNA-
seq protocols in different laboratories (as described in Haghverdi et al. [2018]). We
quantify performance by measuring the fidelity of cell-type label transfer across
data sets. This information is available as ground truth in both datasets, but is
not involved in computing the alignment.
Table 1
Mean mis-classification percentage (Error) and
standard deviation (Std) for scRNA-Seq batch
correction
Method Error Std
FOT 14.10 4.44
MNN 17.53 5.09
OT 17.47 3.17
OT-ER 18.58 6.57
OT-L1L2 15.47 5.35
kOT 15.37 4.76
SA 15.10 3.14
TCA 24.57 7.04
NN 21.98 4.90
We compare the performance of
FactoredOT (FOT) to the following
baselines: (a) independent majority
vote on k nearest neighbors in the
target set (NN), (b) optimal trans-
port (OT), (c) entropically regular-
ized optimal transport (OT-ER), (d)
OT with group lasso penalty (OT-
L1L2) [Courty et al., 2014], (e) two-
step method in which we first per-
form k-means and then perform op-
timal transport on the k-means cen-
troids (kOT), (f) Subspace Alignment
(SA) [Fernando et al., 2013], (g) Trans-
fer Component Analysis (TCA) [Pan
et al., 2011], and (h) mutual nearest
neighbors (MNN) [Haghverdi et al., 2018]. After projecting the source data onto
the target set space, we predict the label of each of the source single cells by using
a majority vote over the 20 nearest neighbor single cells in the target dataset (see
Figure 3 for an example). FactoredOT outperforms the baselines for this task, as
shown in Table 1, where we report the percentage of mislabeled data.
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Figure 3: Domain adaptation for scRNA-seq. Both source and target data set are
subsampled (50 cells/type) and colored by cell type. Empty circles indicate the
inferred label with 20NN classification after FactoredOT.
7. DISCUSSION
In this paper, we make a first step towards statistical regularization of optimal
transport with the objective of both estimating the Wasserstein distance and the
optimal coupling between two probability distributions. Our proposed methodol-
ogy generically applies to various tasks associated to optimal transport, leads to
a good estimator of the Wasserstein distance even in high dimension, and is also
competitive with state-of-the-art domain adaptation techniques. Our theoretical
results demonstrate that the curse of dimensionality in statistical optimal trans-
port can be overcome by imposing structural assumptions. This is an encouraging
step towards the deployment of optimal transport as a tool for high-dimensional
data analysis.
Statistical regularization of optimal transport remains largely unexplored and
many other forms of inductive bias may be envisioned. For example, k-means OT
used in Section 6 implicitly assumes that marginals are clustered–e.g., coming
from a mixture of Gaussians. In this work we opt for a regularization of the
optimal coupling itself, which could be accomplished in other ways. Indeed, while
Theorem 4 indicates that factored couplings overcome the curse of dimensionality,
latent distributions with infinite support but low complexity are likely to lead to
similar improvements.
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APPENDIX A: PROOF OF PROPOSITION 4.2
By the identification in Proposition 4.1, we have γ =
∑k
j=1
1
λj
C0j ⊗ C1j . We
perform a bias-variance decomposition:∫
‖x− y‖2 dγ(x, y)
=
k∑
j=1
1
λj
∫
‖x− y‖2 dC0j (x)dC1j (y)
=
k∑
j=1
1
λj
∫
‖x− µ(C0j )− (y − µ(C1j )) + (µ(C0j )− µ(C1j ))‖2 dC0j (x)dC1j (y)
=
k∑
j=1
∫
‖x− µ(C0j )‖2 dC0j (x) +
∫
‖y − µ(C1j )‖2dC1j (y) + λj‖µ(C0j )− µ(C1j )‖2 ,
where the cross terms vanish by the definition of µ(C0j ) and µ(C
1
j ).
APPENDIX B: PROOF OF PROPOSITION 4.3
We first show that if H is an optimal solution to (5), then the hubs z1, . . . , zk
satisfy zj =
1
2(µ(C
0
j ) + µ(C
1
j )) for j = 1, . . . k. Let P be any distribution in Dk.
Denote the support of P by z1, . . . , zk, and let {C0j }, {C1j } be the partition of
Pˆ0 and Pˆ1 induced by the objective W
2
2 (P, Pˆ0) + W
2
2 (P, Pˆ1). By the same bias-
variance decomposition as in the proof of Proposition 4.2,
W 22 (Pˆ0, P ) =
k∑
j=1
∫
C0j
‖x−zj‖2 dPˆ0(x) =
k∑
j=1
∫
C0j
‖x−µ(C0j )‖2 dPˆ0(x)+λj‖zj−µ(C0j )‖2 ,
and since the analogous claim holds for Pˆ1, we obtain that
W 22 (P, Pˆ0) +W
2
2 (P, Pˆ1) =
k∑
j=1
∫
C0j
‖x− µ(C0j )‖2 dPˆ0(x)
+
∫
C1j
‖y − µ(C1j )‖2 dPˆ1(y) + λj(‖zj − µ(C0j )‖2 + ‖zj − µ(C1j )‖2) .
The first two terms depend only on the partitions of Pˆ0 and Pˆ1, and examining
the final term shows that any minimizer of W 22 (P, Pˆ0) + W
2
2 (P, Pˆ1) must have
zj =
1
2(µ(C
0
j ) + µ(C
1
j )) for j = 1, . . . k, where C
0
j and C
1
j are induced by P , in
which case ‖zj−µ(C0j )‖2 +‖zj−µ(C1j )‖2 = 12‖µ(C0j )−µ(C1j )‖2. Minimizing over
P ∈ Dk yields the claim.
APPENDIX C: PROOF OF THEOREM 4
The proof of Theorem 4 relies on the following propositions, which shows that
controlling the gap between W 22 (ρ, P ) and W
2
2 (ρ,Q) is equivalent to controlling
the distance between P and Q with respect to a simple integral probability met-
ric [Mu¨ller, 1997].
We make the following definition.
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Definition 5. A set S ∈ IRd is a n-polyhedron if S can be written as the
intersection of n closed half-spaces.
We denote the set of n-polyhedra by Pn. Given c ∈ IRd and S ∈ Pk−1, define
fc,S(x) := ‖x− c‖21x∈S ∀x ∈ IRd .
Proposition C.1. Let P and Q be probability measures supported on the unit
ball in IRd. The
sup
ρ∈Dk
|W 22 (ρ, P )−W 22 (ρ,Q)| ≤ 5k sup
c:‖c‖≤1,S∈Pk−1
|IEP fc,S − IEQfc,S | . (7)
To obtain Theorem 4, we use techniques from empirical process theory to
control the right side of (7) when Q = Pˆ .
Proposition C.2. There exists a universal constant C such that, if P is
supported on the unit ball and X1, . . . , Xn ∼ µ are i.i.d., then
IE sup
c:‖c‖≤1,S∈Pk−1
|IEP fc,S − IEPˆ fc,S | ≤ C
√
kd log k
n
.
With these tools in hand, the proof of Theorem 4 is elementary.
Proof of Theorem 4. Proposition C.1 implies that
IE sup
ρ∈Dk
|W 22 (ρ, µˆ)−W 22 (ρ, µ)| .
√
k3d log k
n
.
To show the high probability bound, it suffices to apply the bounded difference
inequality (see [McDiarmid, 1989]) and note that, if Pˆ and P˜ differ in the location
of a single sample, then for any ρ, we have the bound |W 22 (ρ, Pˆ )−W 22 (ρ, P˜ )| ≤ 4/n.
The concentration inequality immediately follows.
We now turn to the proofs of Propositions C.1 and Propositions C.2.
We first review some facts from the literature. It is by now well known that
there is an intimate connection between the k-means objective and the squared
Wasserstein 2-distance [Canas and Rosasco, 2012, Ng, 2000, Pollard, 1982]. This
correspondence is based on the following observation, more details about which
can be found in [Graf and Luschgy, 2000]: given fixed points c1, . . . , ck and a
measure P , consider the quantity
min
w∈∆k
W 22
( k∑
i=1
wiδci , P
)
, (8)
where the minimization is taken over all probability vectors w := (w1, . . . , wk).
Note that, for any measure ρ supported on {c1, . . . , ck}, we have the bound
W 22 (ρ, P ) ≥ IE
[
min
i∈[k]
‖X − ck‖2
]
X ∼ P .
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On the other hand, this minimum can be achieved by the following construction.
Denote by {S1, . . . , Sk} the Voronoi partition [Okabe et al., 2000] of IRd with
respect to the centers {c1, . . . , ck} and let ρ =
∑k
i=1 P (Si)δci . If we let T : IR
d →
{c1, . . . , ck} be the function defined by Si = T−1(ci) for i ∈ [k], then (id, T )]P
defines a coupling between P and ρ which achieves the above minimum, and
IE[‖X − T (X)‖2] = IE[min
i∈[k]
‖X − ci‖2] X ∼ P .
The above argument establishes that the measure closest to P with prescribed
support of at most k points is induced by a Voronoi partition of IRd, and this
observation carries over into the context of the k-means problem [Canas and
Rosasco, 2012], where one seeks to solve
min
ρ∈Dk
W 22 (ρ, P ) . (9)
The above considerations imply that the minimizing measure will correspond to
a Voronoi partition, and that the centers c1, . . . , ck will lie at the centroids of
each set in the partition with respect to P . As above, there will exist a map T
realizing the optimal coupling between P and ρ, where the sets T−1(ci) for i ∈ [k]
form a Voronoi partition of IRd. In particular, standard facts about Voronoi cells
for the `2 distance [Okabe et al., 2000, Definition V4] imply that, for i ∈ [k], the
set cl(T−1(ci)) is a (k − 1)-polyhedron. (See Definition 5 above.)
In the case when ρ is an arbitrary measure with support of size k—and not the
solution to an optimization problem such as (8) or (9)—it is no longer the case
that the optimal coupling between P and ρ corresponds to a Voronoi partition of
IRd. The remainder of this section establishes, however, that, if P is absolutely
continuous with respect to the Lebgesgue measure, then there does exist a map
T such that the fibers of points in the image of T have a particularly simple form:
like Voronoi cells, the sets {cl(T−1(ci)}ki=1 can be taken to be simple polyehdra.
Definition 6. A function T : IRd → IRd is a polyhedral quantizer of order
k if T takes at most k values and if, for each x ∈ Im(T ), the set cl(T−1(x)) is a
(k − 1)-polyhedron and ∂T−1(x) has zero Lebesgue measure.
We denote by Qk the set of k-polyhedral quantizers whose image lies inside
the unit ball of IRd.
Proposition C.3. Let P be any absolutely continuous measure in IRd, and
let ρ be any measure supported on k points. Then there exists a map T such that
(id, T )]P is an optimal coupling between P and ρ and T is a polyhedral quantizer
of order k.
Proof. Denote by ρ1, . . . , ρk the support of ρ. Standard results in optimal
transport theory [Santambrogio, 2015, Theorem 1.22] imply that there exists a
convex function u such that the optimal coupling between P and ρ is of the form
(id,∇u)]P . Let Si = (∇u)−1(ρi).
Since ∇u(x) = ρj for any x ∈ Sj , the restriction of u to Sj must be an affine
function. We obtain that there exists a constant βj such that
u(x) = 〈ρj , x〉+ βj ∀x ∈ Sj .
24
Since ρj has nonzero mass, the fact that ∇u]P = ρ implies that P (Sj) > 0,
and, since P is absolutely continuous with respect to the Lebesgue measure,
this implies that Sj has nonempty interior. If x ∈ int(Sj), then ∂u(x) = {ρj}.
Equivalently, for all y ∈ IRd,
u(y) ≥ 〈ρj , y〉+ βj .
Employing the same argument for all j ∈ [k] yields
u(x) ≥ max
j∈[k]
〈ρj , x〉+ βj .
On the other hand, if x ∈ Si, then
u(x) = 〈ρi, x〉+ βi ≤ max
j∈[k]
〈ρj , x〉+ βj .
We can therefore take u to be the convex function
u(x) = max
j∈[k]
〈ρj , x〉+ βj ,
which implies that, for i ∈ [k],
cl(Si) = {y ∈ IRd : 〈ρi, x〉+ βi ≥ 〈ρj , x〉+ βj ∀j ∈ [k] \ {i}}
=
⋂
j 6=i
{y ∈ IRd : 〈ρi, x〉+ βi ≥ 〈ρj , x〉+ βj} .
Therefore cl(Si) can be written as the intersection of k− 1 halfspaces. Moreover,
∂Si ⊆
⋃
j 6=i{y ∈ IRd : 〈ρi, x〉 + βi = 〈ρj , x〉 + βj}, which has zero Lebesgue
measure, as claimed.
C.1 Proof of Proposition C.1
By symmetry, it suffices to show the one-sided bound
sup
ρ∈Dk
W 22 (ρ,Q)−W 22 (ρ, P ) ≤ 5k sup
c:‖c‖≤1,S∈Pk−1
|IEP fc,S − IEQfc,S | .
We first show the claim for P and Q which are absolutely continuous. Fix a
ρ ∈ Dk. Since P and Q are absolutely continuous, we can apply Proposition C.3
to obtain that there exists a T ∈ Qk such that
W 22 (ρ, P ) = IEP ‖X − T (X)‖2 .
Let {c1, . . . , ck} be the image of T , and for i ∈ [k] let Si := cl(T−1(ci)). Denote
by dTV (µ, ν) := supA measurable |µ(A)−ν(A)| the total variation distance between
µ and ν. Applying Lemma E.1 to ρ and Q yields that
W 22 (Q, ρ) ≤ IEQ‖X − T (X)‖2 + 4dTV(T]Q, ρ) .
Since ρ = T]P and Q and P are absolutely continuous with respect to the
Lebesgue measure, we have
dTV(T]Q, ρ) = dTV(T]Q,T]P )
=
1
2
k∑
i=1
|P (T−1(ci))−Q(T−1(ci))|
=
1
2
k∑
i=1
|P (Si)−Q(Si)| .
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Combining the above bounds yields
W 22 (ρ,Q)−W 22 (ρ, P ) ≤ IEQ‖X − T (X)‖2 − IEP ‖X − T (X)‖2 + 2
k∑
i=1
|P (Si)−Q(Si)|
≤
k∑
i=1
|IEQ‖X − ci‖21X∈Si − IEP ‖X − ci‖21X∈Si |+ 2|P (Si)−Q(Si)|
≤ k sup
c,S
(|IEQ‖X − c‖21X∈S − IEP ‖X − c‖21X∈S |+ 2|P (S)−Q(S)|)
= k sup
c,S
(|IEQfc,S − IEP fc,S |+ 2|P (S)−Q(S)|)
where the supremum is taken over c ∈ IRd satisfying ‖c‖ ≤ 1 and S ∈ Pk−1.
If ‖v‖ = 1, then
1X∈S =
1
2
(‖X + v‖2 + ‖X − v‖2 − 2‖X‖2)1X∈S ,
which implies
|P (S)−Q(S)| = |IEP1X∈S − IEQ1X∈S |
≤ 1
2
(|IEP fv,S − IEQfv,S |+ |IEP f−v,S − IEQf−v,S |+ 2|IEP f0,S − IEQf0,S |)
≤ 2 sup
c,S
|IEP fc,S − IEQfc,S | .
Combining the above bounds yields
W 22 (ρ,Q)−W 22 (ρ, P ) ≤ 5k sup
c,S
|IEP fc,S − IEQfc,S |
Finally, since this bound holds for all ρ ∈ Dk, taking the supremum of the left
side yields the claim for absolutely continuous P and Q.
To prove the claim for arbitrary measures, we reduce to the absolutely contin-
uous case. Let δ ∈ (0, 1) be arbitrary, and let Kδ be any absolutely continuous
probability measure such that, if Z ∼ Kδ then ‖Z‖ ≤ δ almost surely. Let ρ ∈ Dk.
The triangle inequality for W2 implies
|W2(ρ,Q)−W2(ρ,Q ∗ Kδ)| ≤W2(Q,Q ∗ Kδ) ≤ δ ,
where the final inequality follows from the fact that, if X ∼ Q and Z ∼ Kδ, then
W 22 (Q,Q∗Kδ) ≤ IE‖X−(X+Z)‖2 ≤ δ2. Since ρ and Q are both supported on the
unit ball, the trivial bound W2(ρ,Q) ≤ 2 holds. If δ ≤ 1, then W2(ρ,Q ∗Kδ) ≤ 3,
and we obtain
|W 22 (ρ,Q)−W 22 (ρ,Q ∗ Kδ)| ≤ 5δ .
The same argument implies
|W 22 (ρ, P )−W 22 (ρ, P ∗ Kδ)| ≤ 5δ .
Therefore
sup
ρ∈DK
W 22 (ρ,Q)−W 22 (ρ, P ) ≤ sup
ρ∈DK
W 22 (ρ,Q ∗ Kδ)−W 22 (ρ, P ∗ Kδ) + 10δ .
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Likewise, for any x and c in the unit ball, if ‖z‖ ≤ δ, then by the exact same
argument as was used above to bound |W 22 (ρ,Q)−W 22 (ρ,Q ∗ Kδ)|, we have
|fc,S(x+ z)− fc,S−z(x)| ≤ 5δ .
Let Z ∼ Kδ be independent of all other random variables, and denote by IEZ
expectation with respect to this quantity. Now, applying the proposition to the
absolutely continuous measures P ∗ Kδ and Q ∗ Kδ, we obtain
sup
ρ∈Dk
W 22 (ρ,Q)−W 22 (ρ, P ) ≤ 5k sup
c,S
|IEZ [IEP fc,S(X + Z)− IEQfc,S(X + Z)]|+ 10δ
≤ IEZ
[
5k sup
c,S
|IEP fc,S(X + Z)− IEQfc,S(X + Z)|
]
+ 10δ
≤ IEZ
[
5k sup
c,S
|IEP fc,S−Z − IEQfc,S−Z |
]
+ 20δ .
It now suffices to note that, for any S ∈ Pk−1 and any z ∈ IRd, the set S − z ∈
Pk−1. In particular, this implies that
z 7→ sup
c,S
|IEP fc,S−z − IEQfc,S−z|
is constant, so that the expectation with respect to Z can be dropped.
We have shown that, for any δ ∈ (0, 1), the bound
sup
ρ∈DK
W 22 (ρ, P )−W 22 (ρ,Q) ≤ 5k sup
c,S
|IEP fc,S − IEQfc,S |+ 20δ
holds. Taking the infimum over δ > 0 yields the claim.
APPENDIX D: PROOF OF PROPOSITION C.2
In this proof, the symbol C will stand for a universal constant whose value
may change from line to line. For convenience, we will use the notation supc,S to
denote the supremum over the feasible set c : ‖c‖ ≤ 1, S ∈ Pk−1.
We employ the method of [Maurer and Pontil, 2010]. By a standard sym-
metrization argument [Gine´ and Nickl, 2016], if g1, . . . , gn are i.i.d. standard
Gaussian random variables, then the quantity in question is bounded from above
by √
2pi
n
IE sup
c,S
∣∣∣∣∣
n∑
i=1
gifc,S(Xi)
∣∣∣∣∣ ≤
√
8pi
n
IE sup
c,S
n∑
i=1
gifc,S(Xi) +
C√
n
.
Given c and c′′ in the unit ball and S, S′ ∈ Pk−1, consider the increment (fc,S(x)−
fc′,S′(x))
2. If x ∈ S4S′ and ‖x‖ ≤ 1, then
(fc,S(x)− fc′,S′(x))2 ≤ max
{‖x− c‖4, ‖x− c′‖4} ≤ 16 .
On the other hand, if x /∈ S4S′, then
(fc,S(x)− fc′,S′(x))2 ≤ (‖x− c‖2 − ‖x− c′‖2)2 .
Therefore, for any x in the unit ball,
(fc,S(x)− fc′,S′(x))2 ≤ 16(1x∈S − 1x∈S′)2 + (‖x− c‖2 − ‖x− c′‖2)2 .
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This fact implies that the Gaussian processes
Gc,S :=
n∑
i=1
gifc,S(Xi) gi ∼ N (0, 1) i.i.d
Hc,S :=
n∑
i=1
4gi1Xi∈S + g
′
i‖Xi − c‖2 gi, g′i ∼ N (0, 1) i.i.d ,
satisfy
IE(Gc,S −Gc′,S′)2 ≤ IE(Hc,S −Hc′,S′)2 ∀c, c′, S, S′ .
Therefore, by the Slepian-Sudakov-Fernique inequality [Fernique, 1975, Slepian,
1962, Sudakov, 1971],
IE sup
c,S
n∑
i=1
gifc,S(Xi) ≤ IE sup
c,S
n∑
i=1
4gi1Xi∈S + g
′
i‖Xi − c‖2
≤ IE sup
S∈Pk−1
4
n∑
i=1
gi1Xi∈S + IE sup
c:‖c‖≤1
n∑
i=1
gi‖Xi − c‖2 .
We control the two terms separately. The first term can be controlled using the
VC dimension of the class Pk−1 [Vapnik and Cˇervonenkis, 1971] by a standard
argument in empirical process theory (see, e.g., [Gine´ and Nickl, 2016]). Indeed,
using the bound [Dudley, 1978, Lemma 7.13] combined with the chaining tech-
nique [Vershynin, 2016] yields
IE sup
S∈Pk−1
4
n∑
i=1
gi1Xi∈S ≤ C
√
nVC(Pk−1) .
By Lemma E.2, V C(Pk−1) ≤ Cdk log k; hence
IE sup
S∈Pk−1
4
n∑
i=1
gi1Xi∈S ≤ C
√
ndk log k .
The second term can be controlled as in [Maurer and Pontil, 2010, Lemma 3]:
IE sup
c:‖c‖≤1
n∑
i=1
gi‖Xi − c‖2 = IE sup
c:‖c‖≤1
n∑
i=1
gi(‖Xi‖2 − 2〈Xi, c〉+ ‖c‖2)
≤ 2IE sup
c:‖c‖≤1
n∑
i=1
gi〈Xi, c〉+ sup
c:‖c‖≤1
n∑
i=1
gi‖c‖2
≤ 2IE
∥∥∥∥∥
n∑
i=1
giXi
∥∥∥∥∥+
∣∣∣∣∣
n∑
i=1
gi
∣∣∣∣∣
≤ C√n
for some absolute constant C.
Combining the above bounds yields
√
8pi
n
IE sup
c:‖c‖≤1,S∈Pk−1
n∑
i=1
gifc,S(Xi) ≤ C
√
dk log k
n
,
and the claim follows.
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APPENDIX E: ADDITIONAL LEMMAS
Lemma E.1. Let µ and ν be probability measures on IRd supported on the unit
ball. If T : IRd → IRd, then
W 22 (µ, ν) ≤ IE‖X − T (X)‖2 + 4dTV(T]µ, ν) X ∼ µ .
Proof. If X ∼ µ, then (X,T (X)) is a coupling between µ and T]µ. Combining
this coupling with the optimal coupling between T]µ and ν and applying the
gluing lemma [Villani, 2009] yields that there exists a triple (X,T (X), Y ) such
that X ∼ µ, Y ∼ ν, and IP[T (X) 6= Y ] = dTV(T]µ, ν).
W 22 (µ, ν) ≤ IE[‖X − Y ‖2]
= IE[‖X − Y ‖21T (X)=Y ] + IE[‖X − Y ‖21T (X)6=Y ]
≤ IE[‖X − T (X)‖2] + 4dTV(T]µ, ν) ,
where the last inequality uses the fact that IP[T (X) 6= Y ] = dTV(T]µ, ν) and that
‖X − Y ‖ ≤ 2 almost surely.
Lemma E.2. The class Pk−1 satisfies VC(Pk−1) ≤ Cdk log k.
Proof. The claim follows from two standard results in VC theory:
• The class all half-spaces in dimension d has VC dimension d + 1 [Devroye
et al., 1996, Corollary 13.1].
• If C has VC dimension at most n, then the class Cs := {c1 ∩ . . . cs : ci ∈
C ∀i ∈ [s]} has VC dimension at most 2ns log(3s) [Blumer et al., 1989,
Lemma 3.2.3].
Since Pk−1 consists of intersections of at most k − 1 half-spaces, we have
VC(Pk−1) ≤ 3(d+ 1)(k − 1) log(3(k − 1)) ≤ Cdk log k
for a universal constant C.
APPENDIX F: DETAILS ON NUMERICAL EXPERIMENTS
In this section we present implementation details for our numerical experi-
ments.
In all experiments, the relative tolerance of the objective value is used as a
stopping criterion for FactoredOT. We terminate calculation when this value
reached 10−6.
F.1 Synthetic experiments from Section 6.1
In the synthetic experiments, the entropy parameter was set to 0.1.
F.2 Single cell RNA-seq batch correction experiments from Section 6.2
We obtained a pair of single cell RNA-seq data sets from Haghverdi et al.
[2018]. The first dataset [Nestorowa et al., 2016] was generated using SMART-
seq2 protocol [Picelli et al., 2014], while the second dataset [Paul et al., 2015] was
generated using the MARS-seq protocol [Jaitin et al., 2014].
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We preprocessed the data using the procedure described by Haghverdi et al.
[2018] to reduce to 3,491 dimensions.
Nex, we run our domain adaptation procedure. To determine the choice of
parameters, we perform cross-validation over 20 random sub-samples of the data,
each containing 100 random cells of each of the three cell types in both source
and target distribution. Performance is then determined by the mis-classification
over 20 independent versions of the same kind of random sub-samples.
For all methods involving entropic regularization (FOT, OT-ER, OT-L1L2),
the candidates for the entropy parameter are {10−3, 10−2.5, 10−2, 10−1.5, 10−1}.
For FOT and k-means OT, the number of clusters is in {3, 6, 9, 12, 20, 30}.
For OT-L1L2, the regularization parameter is in {10−3, 10−2, 10−1, 1}.
For all subspace methods (SA, TCA), the dimensionality is in {10, 20, . . . , 70}.
The labels are determined by first adjusting the sample and then performing
a majority vote among 20 nearest neighbors. While similar experiments [Courty
et al., 2014, 2017, Pan et al., 2011] employed 1NN classification because it does
not require a tuning parameter, we observed highly decreased performance among
all considered domain adaptation methods and therefore chose to use a slightly
stronger predictor. The results are not sensitive to the choice of k for the kNN
predictor for k ≈ 20.
