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On the proximate order of growth of generating
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Abstract
We study the possible growth of PFr g.f.’s analytic in the unit
disk and describe the proximate orders of growth of these functions.
Some classical function theory results concerning orders of growth are
generalized to the case of proximate orders.
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1 Introduction and statement of re-
sults.
A sequence {ak}∞k=0 is called a Po´lya frequency sequence of order r,
r ∈ N ∪ {∞}, also multiply positive sequence, if all minors of order
≤ r (all minors if r =∞) of the infinite matrix∥∥∥∥∥∥∥∥∥∥∥
a0 a1 a2 a3 . . .
0 a0 a1 a2 . . .
0 0 a0 a1 . . .
0 0 0 a0 . . .
...
...
...
...
. . .
∥∥∥∥∥∥∥∥∥∥∥
are non-negative. This class of sequences is denoted by PFr. We will
also denote by PFr the class of corresponding generating functions
h(z) =
∞∑
k=0
akz
k.
The radius of convergence of the power series of a PFr generating
function (PFr g.f.) is positive provided r ≥ 2 ([7], p. 394). Further
1This research has been partially supported by PRAXIS/2/2.1/FIS/286/94.
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we will suppose, without loss of generality, that a0 = 1 and the radius
of convergence is equal to 1, if it is not ∞. We can do that because if
h(z) ∈ PFr, then αh(βz) ∈ PFr for any positive α and β.
It is well known (see [1] or [7], p. 412) that
Theorem [AESW] The class PF∞ consists of the functions
eγz
∞∏
k=1
(1 + αkz)/(1 − βkz),
where γ ≥ 0, αk ≥ 0, βk ≥ 0 and
∑
(αk + βk) <∞.
The problem of the complete characterization of PFr, 3 ≤ r <∞,
has not been solved yet. The study of possible zero-sets and growth of
polynomials and entire functions belonging to PFr, r ∈ N, has been
carried out by I.J. Schoenberg, O.M. Katkova and I.V. Ostrovskii (see
[13], [10] and [9]). We give a description of the possible growth of
PFr g.f.’s that are analytic in the unit disc D. It turns out that the
growth is arbitrary in some sense. Moreover, our construction provides
a PFr g.f. which is analytic in C\{1} and has a given growth in the
neighbourhood of z = 1.
In this paper we will use the notion of proximate order. Recall
that ([11], p. 32) by definition a proximate order (p.o.) is a function
ρ(x) : R+ → R+ which belongs to C1(R+) and satisfies the conditions:
(i) lim
x→∞
ρ(x) = ρ, 0 ≤ ρ <∞;
(ii) lim
x→∞
xρ
′(x)
ρ(x) log x = 0.
We use the notation
V (x) := xρ(x).
Property (ii) implies that V (x) is a strictly increasing function for
x ≥ x0 for some x0 ≥ 0. Without loss of generality, we redefine ρ(x)
on [0, x0) in such a way that V (x) is strictly increasing on R+ and
V (0) = 0.
The following properties of the functions ρ(x) and V (x) can be
proved by straightforward verification:
(a) The function (aρ(x)+b)/(cρ(x)+d)→ (aρ+b)/(cρ+d), x→∞,
is a p.o. (after redefining it on a finite interval if necessary) provided
(aρ+ b)/(cρ + d) > 0 and cρ+ d 6= 0.
(b) The function ρ1(x)ρ2(x) is a p.o. provided ρ1(x) and ρ2(x) are
p.o..
(c) The function ρ1(V (x)) is a p.o. provided ρ1(t) is a p.o.. More-
over, if V1(x) = x
ρ1(x) and V2(x) = x
ρ2(x) with p.o. ρ1(x) and ρ2(x),
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then V1(V2(x)) = V3(x) = x
ρ3(x), where ρ3(x) = ρ1(V2(x))ρ2(x) is a
p.o..
(d) The inverse to V function can be represented in the form
V−1(t) = t
ρ˜(t), where ρ˜(t)→ 1/ρ, t→∞, is a p.o., provided ρ > 0.
(e) The function V (x) is a regularly varying function (see [14]),
that is
lim
x→∞
V (kx)
V (x)
= kρ
uniformly on each interval 0 < a ≤ k ≤ b < ∞. The proof of this
property can be found in [11], p.42.
We say that the entire function f(z) is of p.o. ρ(x) if the number
σf = lim sup
x→∞
logM(x, f)
V (x)
is positive and finite. Evidently, the order of the entire function is
ρ = limx→∞ ρ(x).
Analogously, we say that the function g(z) analytic in the unit disk
is of p.o. ρ(x) if the number
σg = lim sup
y→1−
logM(y, g)
V (1/(1 − y))
is positive and finite.
Suppose that g is analytic in {z : 0 < |z − 1| ≤ ε}. We say that g
has at z = 1 a singularity of p.o. ρ(r) if the number
lim sup
x→∞
logM1(x, g)
V (x)
,
where
M1(x, g) := max
1/x≤|z−1|≤ε
|g(z)|, x > 1/ε,
is positive and finite. The number ρ = limx→∞ ρ(x) will be called the
order of singularity at z = 1.
The first main result of this paper is the following:
Theorem A Suppose that an integer r ≥ 2 and a proximate order
ρ(x) → ρ, 0 < ρ < ∞, are given. There exists a function g analytic
in D and possessing the following properties:
(i) g ∈ PFr;
(ii) g is of p.o. ρ(x) in D;
(iii) g is analytically extendable to C\{1} and has at z = 1 an essential
singularity of p.o. ρ(x).
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For the cases of ρ = 0 and ρ = ∞ we only obtained the following
results:
Theorem B For any integer r ≥ 2 there exists a function Υ
analytic in D satisfying the following properties:
(i) Υ ∈ PFr;
(ii) Υ is of infinite order in D;
(iii) Υ is analytically extendable to C\{1} and has at z = 1 an essential
singularity of infinite order.
Theorem C Suppose that an integer r ≥ 2 and the numbers
ρ0, 1 ≤ ρ0 < ∞, and σ0, 0 ≤ σ0 ≤ ∞, are given. There exists a
function G(z) ∈ PFr analytic in C\{1} and possessing an essential
singularity at z = 1 such that
lim sup
y→1−
log logM(y,G)
log log(1/(1 − y)) = ρ0
and, for ρ0 > 1, such that
lim sup
y→1−
logM(y,G)
(log(1/(1 − y)))ρ0 = σ0.
The restrictions on ρ0 in Theorem C are necessary. Let us show
this using the following result of [2]:
Theorem [DH] Let G(z) be a PFr g.f., r ≥ 2 with radius of
convergence of its power series equal to 1. Then (1 − z)G(z) is a
PFr−1 g.f..
For any function G(z) ∈ PF2 analytic in D, we have (1− z)G(z) ∈
PF1, therefore, limy→1−(1−y)M(y,G) > 0 and logM(y,G) > log[1/(1−
y)] + O(1), y → 1−. Thus, the quantity ρ0 in Theorem C must be
greater than or equal to 1.
2 Preliminary results and proof of The-
orem A.
Our first lemma relates to the existence of an entire function of a
given growth belonging to PFr, r ∈ N. It is an easy consequence of
the main result of [9] due to O.M. Katkova:
Lemma 1 Suppose that an integer r ≥ 2 and a proximate order
ρ(x) → ρ, 0 ≤ ρ < ∞, are given. There exists a trascendental entire
function of proximate order ρ(x) which belongs to PFr, r ∈ N.
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The next two lemmas permit to construct PFr sequences which
will serve as sequences of Taylor coefficients of the functions whose
existence is asserted by Theorem A.
Lemma 2 Suppose that {cn}∞n=0 ∈ PFr, r ≥ 2, 0 <
∑
cn <∞. Set
dk =
∞∑
n=0
cnk
n+r−1
Γ(n+ r)
, k = 0, 1, 2, · · · .
Then {dk}∞k=0 ∈ PFr.
Proof We derive this lemma from the following theorem due to
S. Karlin ([7], p.107):
Theorem [Kar] Suppose that {cn}∞n=0 ∈ PFr, r ≥ 2, 0 <
∑
cn <
∞, α > r − 2. Set
fα(x) =
{ ∑∞
n=0 cnx
n+α/Γ(n+ α+ 1), x ≥ 0,
0, x < 0.
then fα(x) is a Po´lya frequency function of the order r.
Recall that, fα(x) is said to be a Po´lya frequency function of order
r, if for any n ≤ r and for any system of numbers x1 < x2 < · · · <
xn, y1 < y2 < · · · < yn, we have
det ‖fα(xj − yi)‖ni,j=1 ≥ 0.
Setting α = r − 1, dk = fr−1(k), k = 0,±1,±2, . . . , and taking
xj = j − 1 and yi = i − 1, i, j ∈ N, we see that any minor of the
matrix 

d0 d1 d2 d3 · · ·
0 d0 d1 d2 · · ·
0 0 d0 d1 · · ·
0 0 0 d0 · · ·
· · · · · · · · · · · · · · ·


can be written as a minor of the matrix ‖fr−1(xj − yi)‖ni,j=1. ✷
Lemma 3 Let
f(z) =
∞∑
n=0
cnz
n (1)
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be an entire PFr g.f. and set
fr−1(z) =
∞∑
n=0
cn
Γ(n+ r)
zn+r−1 =
∞∑
n=r−1
cn−r+1
n!
zn. (2)
Then
g(z) =
∞∑
k=0
fr−1(k)z
k
is a PFr g.f..
The lemma is an immediate corollary of Lemma 2.
Our final goal is to study the growth of the function g in Lemma 3.
For this purpose we investigate the growth of the function fr−1(z) =:∑∞
n=0 bnz
n defined by (2), where the coefficients cn are the ones in
(1).
For proving our next lemma we will need the theorem below, which
is due to Levin (see [11], p.42):
Theorem [Levin] Let ρ(x) → ρ > 0, x→ ∞, be a p.o.. For the
entire function B(z) =
∑∞
n=0 bnz
n set
σB = lim sup
n→∞
logM(x,B)
V (x)
.
Then
(σBeρ)
1/ρ = lim sup
n→∞
V−1(n)
n
√
|bn|.
Lemma 4 If the function (1) is an entire function of p.o. ρ(x), then
the function (2) is an entire function of p.o.
ρ1(x) =
logψ(x)
log x
→ ρ1 = ρ
ρ+ 1
, x→∞, (3)
where ψ(x) is the inverse function of tV−1(t) and V−1(t) is the inverse
function of V .
Proof By (3) we have ψ(x) = xρ1(x), and (ψ(x))−1 = tV−1(t). By
the properties of p.o.’s d) and a) listed on p. 2, we have that ρ1(x) is
a p.o.
For proving that fr−1(z) is of p.o. ρ1(x) we calculate
lim sup
n→∞
ψ−1(n)
n
√
|bn|,
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where bn are the Taylor coefficients of fr−1.
We have
lim sup
n→∞
ψ−1(n)
n
√
|bn| = lim sup
n→∞
nV−1(n)
n
√
cn−r+1/n! =
= e lim sup
n→∞
V−1(n) n
√
cn−r+1 = e lim sup
n→∞
V−1(n) n
√
cn.
By Levin’s theorem
lim sup
n→∞
ψ−1(n)
n
√
|bn| = e(σfeρ)1/ρ
is positive and finite, thus ρ1(x) is the p.o. of fr−1(z). ✷
In the sequel, we will need a number of facts concerning functions
h(z) =
∞∑
k=0
akz
k (4)
which are analytic in D.
The following lemma is an analogue of Levin’s theorem for the case
of functions analytic in the unit disk.
Lemma 5 Let ρ(x) be a proximate order, ρ(x) → ρ > 0, x → ∞,
and ξ(t) the inverse function of xV (x). For the function (4) set
σh = lim sup
y→1−
logM(y, h)
V (1/(1 − y)) .
Then
ρ+ 1
ρ
(σhρ)
1/(ρ+1) = lim sup
k→∞
ξ(k)
k
log |ak|.
We could not find in the literature neither this result, nor the
Lemmas 10 and 11, which will appear later, in spite of the fact that
there are plenty of similar results with similar proofs (see, for example
[15], [16] where one can find further bibliography). For the reader’s
convenience we present the proofs in the last section of the paper.
Theorem [Wigert] (see, for example [11], p. 394) The function
h(z) defined by (4) can be analytically extended to C\{1} and is equal
to zero at infinity if and only if there exists an entire function A(z)
whose growth is not greater than of order 1 and minimal type such
that ak = A(k), k = 0, 1, 2, . . . .
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As an improvement to Wigert’s theorem Faber established the re-
lation between the orders of growth of the functions A(z) and h(z)
(see [5] or [4], §1, Th. 1.3.11):
Theorem [Faber] The function h(z) can be analytically extended
to C\{1} and has at z = 1 a singularity of order ρ if and only if the
entire function A(z) is of order of growth ρA = ρ/(ρ+ 1).
We were able to relate the p.o. of growth of the function h in D
with the p.o. of growth of the function A when A has non-negative
Taylor coefficients.
Lemma 6 Let A(z) be an entire function of proximate order ρ1(x)→
ρ1, 0 < ρ1 < 1, x → ∞, with non-negative Taylor coefficients, such
that A(n) = an, n = 0, 1, 2, . . ., where an are the coefficients of the
function (4). Then h(z) is of p. o.
ρ(x) =
ρ1(ξ−1(x))
1− ρ1(ξ−1(x)) (5)
in D, where
ξ(t) = t1−ρ1(t) (6)
is the inverse of the function xV (x). Moreover,
ρ1(t) =
ρ(ξ(t))
ρ(ξ(t)) + 1
.
Also, A(z) is of order 0 if and only if h(z) is of order 0 in D.
Proof By properties (a), (d) and (c) of proximate orders (see
p. 2), we can conclude that ρ(x) is a p.o..
Now we want to prove that ρ(x) is the p.o. of (4), i.e. that the
number
σh = lim sup
y→1−
logM(y, h)
V (1/(1 − y))
is positive and finite. We will prove it with the help of Lemma 5.
Let ξ(x) and ρ(x) be defined by (6) and (5), respectively. We have
ρ(ξ(t)) = ρ1(t)/(1 − ρ1(t)). Therefore, t = ξ(t)V (ξ(t)), which means
that ξ(t) is the inverse function of xV (x).
On the other hand, denoting V1(x) = x
ρ1(x), we get by (6) ξ(n)/n =
1/V1(n) and, hence,
lim sup
n→∞
ξ(n)
n
log an = lim sup
n→∞
logA(n)
V1(n)
= lim sup
x→∞
logM(x,A)
V1(x)
,
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which is positive and finite. Note that we were able to write the last
equality because A(z) has non-negative Taylor coefficients. Then by
Lemma 5, ρ(x) is the proximate order of h(z).
The last assertion of the lemma follows from the following result
of Beuermann (see [3]):
Theorem [Beuermann]For the function h(z), set
λ = lim sup
y→1−
log logM(y, h)
log(1/(1 − y)) .
Then the following equality is valid
λ
λ+ 1
= lim sup
k→∞
log+ log+ |ak|
log k
.
Thus, by Beuermann’s theorem A(z) being of order 0 is equivalent to
0 = lim sup
x→∞
log logM(x,A)
log x
= lim sup
k→∞
log logA(k)
log k
= lim sup
k→∞
log+ log+ |ak|
log k
= lim sup
y→1−
log logM(y, h)
log(1/(1 − y)) .
✷
The lemma below is a generalization of the theorem of Faber to
the case of proximate orders that do not tend to zero at infinity.
Lemma 7 Let h(z) be analytically extendable to C\{1} with a singu-
larity at z = 1 of p.o. ρ(x) → ρ > 0, x → ∞, and A(w) be of p.o.
ρA(x)→ ρA < 1, x→∞. Then
ρA(t) =
ρ(ξ(t))
ρ(ξ(t)) + 1
, (7)
where ξ(t) is the inverse function of xV (x). Moreover,
ρ(x) =
ρA(ξ−1(x))
1− ρA(ξ−1(x)) and ξ(t) = t
1−ρA(t). (8)
Proof Our proof is based on the method used by Gelfond (see [6])
to obtain Faber’s result.
By hypothesis h(z) has at z = 1 an essential singularity of p.o.
ρ(x). Thus, there exists a σ and a xσ such that
max
{
|h(z)| : |1− z| = 1
x
}
< exp{σV (x)} (9)
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for x > xσ.
On the other hand, since A(k) = ak, k = 0, 1, 2, . . . , we can write
(see, for example, [4], §1, equation (1.3.29))
A(w) = − 1
2pii
∫
|z−1|=1/x
h(z) exp{−(w + 1) log z}dz, (10)
where we take x > xσ. Consider also x ≥ 2, so | arg z| ≤ 2/x. We
have
| exp{−(w+1) log z}| < exp
{
|w + 1|
(
| log |z|| + 2
x
)}
≤ exp
{
5|w|
x
}
(11)
for |1− z| = 1/x and |w| large enough.
Denoting |w| by t, and using (10), (9) and (11) we can write
|A(w)| ≤ exp
{
σV (x) +
5t
x
}
,
for t and x large enough.
In the previous inequality we set x := ξ(5t/(ρσ)), where ξ(t) is the
inverse function of xV (x). Note that we can do that since ξ(t) is an
increasing function (see properties of p.o.’s on p. 2). We obtain
|A(w)| ≤ exp
{
σV (ξ(5t/(ρσ))) +
5t
ξ(5t/(ρσ))
}
= exp
{
5
(
ρ+ 1
ρ
)
t
ξ(5t/(ρσ))
}
= exp
{
5
(
ρ+ 1
ρ
)
ξ(t)V (ξ(t))
ξ(5t/(ρσ))
}
.
But, since ξ(t) is a regularly varying function,
ξ(
5t
ρσ
) =
(
5
ρσ
)1/(ρ+1)
ξ(t){1 + o(1)}, t→∞.
Thus, asymptotically
|A(w)| ≤ exp
{
Kσ1/(ρ+1)V (ξ(t)){1 + o(1)}
}
, t→∞,
where K = K(ρ) > 0 is a constant.
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Therefore,
lim sup
t→∞
logM(t, A)
V (ξ(t))
≤ (σH)1/(ρ+1) <∞. (12)
Conversely, suppose that ρA(t) is the p.o. of A(w), i.e.
σA = lim sup
t→∞
logM(t, A)
VA(t)
,
where VA(t) = t
ρA(t), is positive and finite. Then for σ > σA the
following asymptotic inequality holds
|A(w)| < exp{σVA(t)}. (13)
On the other hand, we have h(z) = H(1/(1 − z)), where H is an
entire function. Moreover,
M1(x, h) = max{|h(z)| : ε > |z − 1| ≥ 1/x}
= max{|H(w)| : |w| ≤ x} =M(x,H),
so the p.o.’s of the function H and of the essential singularity z = 1
of h coincide. Also, h(z) = H˜(z/(1 − z)) and the inequality
M(t− 1, H˜) ≤M(t,H) ≤M(t+ 1, H˜)
shows that H and H˜ are of the same p.o..
Denoting z/(1− z) by ζ we have that
h(z) =
∞∑
k=0
akz
k = (1 + ζ)
∞∑
n=0
hnζ
n.
Note that the p.o.’s of H(w) and
∑∞
n=0 hnζ
n coincide. Next we
calculate the coefficients hn:
h(z) = (1 + ζ)
∞∑
k=0
ak
ζk
(1 + ζ)k+1
= (1 + ζ)
∞∑
k=0
akζ
k
(
∞∑
m=0
(
m+ k
k
)
(−1)mζm
)
= (1 + ζ)
∞∑
n=0
(
n∑
k=0
(−1)n−k
(
n
k
)
ak
)
ζn
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Thus, we have
hn =
n∑
k=0
(−1)n−k
(
n
k
)
ak.
On the other hand, it is not difficult to see that
A(w)
w(w − 1) . . . (w − n) =
n∑
k=0
αk
w − k ,
where
αk =
(w − k)A(w)
w(w − 1) . . . (w − n)
∣∣∣∣
w=k
=
1
n!
(
n
k
)
(−1)n−kak.
Therefore, by the residue theorem we can write
hn =
n!
2pii
∫
|w|=R
A(w)
w(w − 1)...(w − n)dw,
for R > n.
It is obvious that
|hn| ≤ n! M(R,A)
(R− 1)...(R − n) = n!
Γ(R− n)
Γ(R)
M(R,A), R > n.
Taking R large enough in the previous inequality, we obtain by
(13) that
|hn| ≤ n!Γ(R− n)
Γ(R)
exp{σVA(R)}.
Thus,
|hn|1/n ≤
[
n!Γ(R− n)
Γ(R)
]1/n
exp{σ
n
VA(R)}. (14)
Now we denote by R(t) the function inverse to VA(x) and set R :=
R(n) on the right-hand side of (14). We can do this because R(t) =
tα(t), where α(t) is a p.o. such that α(t) → 1/ρA > 1, t → ∞ (see
properties on p. 2). So limn→∞R(n)/n =∞.
We apply the Stirling formula to the right hand of (14). Note that
(R(n))1/n = nα(n)/n ∼ 1, n→∞,
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so, when n→∞,
[Γ(R)]1/n ∼
(
R(n)
e
)R(n)/n
=
(
nα
e
)nα−1
= exp{αnα−1 log n− nα−1}, (15)
where α = α(n).
Also, when n→∞,
[Γ(R− n)]1/n ∼
(
R(n)− n
e
)R(n)/n−1
=
(
nα − n
e
)nα−1−1
=
(
nα
e
)nα−1−1
(1− n1−α)nα−1−1
= exp{α(nα−1 − 1) log n− nα−1 + 1}(1 − n1−α)nα−1−1
∼ exp{α(nα−1 − 1) log n− nα−1}, (16)
where α = α(n)→ 1/ρA > 1, n→∞.
By (15) and (16), we have that the right hand of (14), when n→
∞, is equivalent to
n
e
exp{α(nα−1 − 1) log n− nα−1 − αnα−1 log n+ nα−1 + σ}
= eσ−1
n
R(n)
{1 + o(1)}, n→∞.
Thus,
lim sup
n→∞
R(n)
n
|hn|1/n <∞.
Note that log[(R(t)/t)−1]/ log x, where (R(t)/t)−1(x) is the inverse
function to R(t)/t, is a p.o.. By Levin’s Theorem we have
lim sup
x→∞
logM(x, H˜)
(R(t)/t)−1(x)
<∞. (17)
We will say that H˜ is ”not greater than” (R(t)/t)−1(x).
Now we will prove that the quantities we refer to in (12) and (17),
that is lim supt→∞ logM(t, A)/V (ξ(t)) and lim supx→∞ logM(x, H˜)/(R(t)/t)−1(x),
are also both positive.
13
For VA(t) we can find a V (x) = x
ρ(x) such that VA(t) = V (ξ(t))
and ξ(t) = (xV (x))−1. Indeed, setting ξ(t) = t/VA(t) and V (x) =
(ξ(t))−1/x, we have ξ(t) = (xV (x))−1 and VA(t) = t/ξ(t) = V (ξ(t)).
We will prove that ρ(x) is the p.o. of h(z).
By what was proved earlier, H˜ is ”not greater than” (R(t)/t))−1,
R(t) = (VA(x))−1. But R(t) = (VA(x))−1 = (V (ξ(x)))−1 = ξ−1(V−1(t)) =
tV−1(t) because ξ(t) is the inverse function to xV (x). Thus,
lim sup
t→∞
logM(t, H˜)
V (t)
<∞.
Now suppose that
lim sup
t→∞
logM(t, H˜)
V (t)
= 0,
then, by (12),
lim sup
t→∞
logM(t, A)
V (ξ(t))
= 0,
which contradicts the fact V (ξ(t)) = VA(t).
We have necessarily
0 < lim sup
t→∞
logM(t, H˜)
V (t)
<∞
and h(z) is a function of p.o. ρ(x) = log V (x)/ log x.
Note that
ρA(t) =
log V (ξ(t))
log t
= ρ(ξ(t))
log ξ(t)
log t
=
ρ(ξ(t))
ρ(ξ(t)) + 1
and hence
ρ(x) =
ρA(ξ−1(x))
1− ρA(ξ−1(x)) .
By construction ξ(t) = (xV (x))−1 = t/VA(t). ✷
The following result is closely related to the main result of [12] due
to Macintyre and Wilson:
Lemma 8 Let h be a function analytic in D of order greater than 0
whose Taylor coefficients are interpolated by the entire function A of
order less than 1 and having non-negative Taylor coefficients. Then
the p.o. of h in D and the p.o. of its singularity at z = 1 coincide.
Also, h is of order 0 in D if and only if its singularity at z = 1 is of
order 0.
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The lemma is an immediate consequence of Lemmas 6 and 7 and
Faber’s theorem.
Proof of Theorem A Let r ≥ 2 and a p.o. ρ(x) be given. Let
f(z) be the entire function whose existence is established by Lemma 1.
Set
g(z) =
∞∑
k=0
fr−1(k)z
k,
where fr−1 is defined by (2). According to Lemma 3 we have g(z) ∈
PFr.
By Lemma 4 the function fr−1(z) is an entire function of order
ρ1 = ρ/(ρ+ 1) < 1. According to Lemma 6 g(z) is of p.o.
ρ˜(x) =
ρ1(ξ−1(x))
1− ρ1(ξ−1(x)) (18)
in D, where ρ1(t) is the p.o. of the function fr−1(z) and
ξ(t) = t1−ρ1(t). (19)
Now we will show that ρ˜(x) = ρ(x).
By virtue of Lemma 4 we have
ρ1(x) =
logψ(x)
log x
, (20)
where ψ(x) is the inverse function of tV−1(t), V (x) = x
ρ(x), and ρ(x)
is the p.o. of the function f(z).
For the function ξ(t) defined by (8) the following equality holds
ξ(ψ−1(t)) = V−1(t). (21)
Indeed, by (19), (20) and the definition of ψ we can write
ξ(ψ−1(t)) = (ψ−1(t))
1−ρ1(ψ−1(t)) = ψ−1(t)
1−log t/ logψ−1(t) =
= exp{(1− log t
logψ−1(t)
) logψ−1(t)} = exp{logψ−1(t)− log t} = V−1(t).
Now with the aid of (21), (18), (20) and the definition of V we are
able to write
ρ˜(V−1(t)) = ρ˜(ξ(ψ−1(t))) =
ρ1(ψ−1(t))
1− ρ1(ψ−1(t)) =
15
=
log t
logψ−1(t)− log t =
log t
log V−1(t)
=
log V (V−1(t))
log V−1(t)
= ρ(V−1(t)).
Thus, we have shown that ρ˜(x) = ρ(x).
On the other hand, the Wigert theorem is applicable to the func-
tion g and it shows that g(z) can be extended to C\{1}. According
to Lemma 8 g(z) has at z = 1 an essential singularity of p.o. ρ(x).✷
3 Preliminary results and proof of The-
orem B.
The following result due to O.M. Katkova and I.V. Ostrovskii will be
useful to prove Theorem B.
Theorem [KatOst] Let g1 be an arbitrary entire function which
is positive on the positive x-axis and such that g1(0) = 1. For every
r ∈ N there exists an entire function g2 ∈ PFr such that g2g1 ∈ PFr.
Lemma 9 There exists an entire function of infinite order belonging
to PFr, r ∈ N.
This lemma is a consequence of Theorem [KatOst]. Indeed, let
g1 =
∑∞
n=0 ϕnz
n be an entire function of infinite order with positive
coefficients. By Theorem [KatOst] there exists an entire function g2
such that Φ = g2g1 ∈ PFr. Evidently, Φ(z) is of infinite order.
Proof of Theorem B Let the integer r ≥ 2 be given. Let
Φ(z) =
∞∑
n=0
φnz
n
be the entire PFr g.f. of infinite order whose existence is established
by Lemma 9. Setting cn = φn, f(z) = Φ(z) and
fr−1(z) = Φr−1(z) =
∞∑
n=0
φnz
n+r−1
(n+ r)!
in Lemma 3, we obtain that the function
Υ(z) =
∞∑
k=0
Φr−1(k)z
k
is a PFr g.f..
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Using Hadamard and Stirling formulas we will show that the entire
function Φr−1(z) is of order 1. Indeed, its order is equal to
lim sup
n→∞
n log n
log(n!/φn−r+1)
=
[
lim inf
n→∞
(
log(n!)
n log n
+
log(1/φn−r+1)
n log n
)]−1
= 1,
since Φ(z) is of infinite order, which means that
lim sup
n→∞
n log n
log(1/φn−r+1)
=∞.
Moreover, Φr−1(z) is of minimal type. Indeed, for any ε > 0 we have
the asymptotic inequality φn < ε
n and, thus,M(x,Φr−1) = Φr−1(x) ≤
O(xr−1 exp{εx}), for x→∞.
Suppose that Υ(z) is of finite order ρ in D, then by Lemma 6 the
function Φr−1 is of order of growth equal to ρ/(ρ+ 1) < 1 which is a
contradiction. Hence, the order of growth of Υ in D is infinite.
The Wigert theorem can be applied to Υ(z) showing that this
function can be analytically continued to C\{1}. By Lemma 8 Υ(z)
has an essential singularity of infinite order at z = 1. ✷
4 Preliminary results and proof of The-
orem C.
For proving Theorem C we will need the lemmas below which are
analogs of Hadamard formulas connecting the growth of a function
with its Taylor coefficients. We present the proofs of these lemmas in
the last section of the paper.
Lemma 10 Let F (z) =
∑∞
n=0 Cnz
n be an entire trascendental func-
tion. Set
ρ0 = lim sup
x→∞
log logM(x, F )
log log x
and, for 1 < ρ0 <∞, set
σ0 = lim sup
x→∞
logM(x, F )
(log x)ρ0
.
Then
ρρ00 σ0
(ρ0 − 1)ρ0−1 = lim supn→∞
nρ0
(log(1/|Cn|))ρ0−1
.
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We say that the function F (z) of Lemma 10 is of logarithmic order
ρ0 and logarithmic type σ0.
Lemma 11 Let h(z) =
∑∞
k=0 akz
k be a function analytic in D. Set
ρ0 = lim sup
y→1−
log logM(y, h)
log log(1/(1 − y)) .
Let ρ0 satisfy 1 ≤ ρ0 <∞, and for ρ0 > 1 set
σ0 = lim sup
y→1−
logM(y, h)
(log(1/(1 − y)))ρ0 .
Then
ρ0 = lim sup
k→∞
log+ log+ |ak|
log log k
and σ0 = lim sup
k→∞
log+ |ak|
(log k)ρ0
.
Proof of Theorem C Applying Lemma 1 with ρ(x) = ρ0 log log x/ log x,
V (x) = xρ(x) we have that for any given r ∈ N there exists an entire
trascendental function
F (z) =
∞∑
n=0
Cnz
n
of logarithmic order ρ0 and of logarithmic type σ0 belonging to PFr.
Setting cn = Cn, f(z) = F (z) and fr−1(z) = Fr−1(z) =
∑∞
n=0Cnz
n+r−1/Γ(n+
r) in Lemma 3 we obtain that the function
G(z) =
∞∑
k=0
Fr−1(k)z
k =
∞∑
k=0
Dkz
k
is a PFr g. f..
Note that the logarithmic order and type of the entire functions
F (z) and Fr−1(z) coincide. Indeed,
ρ0 = lim sup
x→∞
log logM(x, F )
log log x
.
Therefore, by Lemma 10, we have
ρ0 − 1
ρ0
= lim sup
n→∞
log n
log log(1/Cn)
.
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Noting that
lim inf
n→∞
log(1/Cn)
n1+α
≥ 1, for some α > 0,
we can calculate
lim sup
n→∞
log n
log log(Γ(n + r)/Cn)
=
ρ0 − 1
ρ0
.
Hence, applying Lemma 10,
ρ0 = lim sup
x→∞
log logM(x, Fr−1)
log log x
.
Analogously, the logarithmic types coincide because
lim sup
n→∞
nρ0
(log(Γ(n+ r)/Cn))ρ0−1
= lim sup
n→∞
nρ0
(log(1/Cn))ρ0−1
.
Hence, the function Fr−1(z) is an entire function of order 0. By
Wigert’s Theorem G(z) can be extended to C\{1}.
Since the coefficients of Fr−1(z) are non-negative we have Fr−1(x) =
M(x, Fr−1) for x > 0 and therefore, remembering that Dk = Fr−1(k)
we can write
ρ0 = lim sup
t→∞
log log Fr−1(t)
log log t
= lim sup
k→∞
log logDk
log log k
and
σ0 = lim sup
t→∞
logFr−1(t)
(log t)ρ0
= lim sup
k→∞
logDk
(log k)ρ0
, for ρ0 > 1.
Applying Lemma 11 to G(z) we can assert that
lim sup
y→1−
log logM(y,G)
log log(1/(1 − y)) = ρ0
and
lim sup
y→1−
logM(y, h)
(log(1/(1 − y)))ρ0 = σ0, for ρ0 > 1.
Note that the point z = 1 must be an essential singularity of the
function G, since the entire function Fr−1 interpolating G’s coefficients
is trascendental. ✷
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5 Proofs of Lemmas 5, 10 and 11
Proof of Lemma 5 Let denote
η = lim sup
k→∞
ξ(k)
k
log |ak|.
First we prove that η ≤ (ρ + 1)(σhρ)1/(ρ+1)/ρ. If σh = +∞, then
the inequality is trivial. Suppose σ < +∞ and σ > σh. Then
logM(y, h) < σV (
1
1− y ), for y0 < y < 1,
which yields
log |ak| < σV ( 1
1− y ) + k log
1
y
,
for y0 < y < 1 and all k = 0, 1, 2, . . . .
Setting y = (ξ(k/(σρ)) − 1)/ξ(k/(σρ)) we obtain
log |ak| < σV
(
ξ(
k
σρ
)
)
+ k log
(
ξ( kσρ )
ξ( kσρ )− 1
)
for sufficiently large k.
Remembering that ξ(t) is the inverse function of xV (x) we can
write
log |ak| < k
ρξ( kσρ )
+
k
ξ( kσρ )
{1 + o(1)}
=
ρ+ 1
ρ
k
ξ( kσρ )
{1 + o(1)}, k →∞.
By properties (a) and (d) of proximate orders (see p. 2) we have
that ξ(t) = V˜ (t) = tρ˜(t), ρ˜(t)→ 1/(ρ + 1), t→∞. Hence,
lim
t→∞
ξ(lt)
ξ(t)
= l1/(ρ+1)
and
ξ(
k
σρ
) =
ξ(k)
(σρ)1/(ρ+1)
{1 + o(1)}, k →∞.
Therefore, for an arbitrary ε > 0 we can assert that asymptotically
log |ak| < ρ+ 1
ρ
(σρ)1/(ρ+1)
k
ξ(k)
(1 + ε)
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and, thus,
η = lim sup
k→∞
ξ(k)
k
log |ak| ≤ (ρ+ 1)
ρ
(σhρ)
1/(ρ+1).
Now we want to prove that η ≥ (ρ+1)(σhρ)1/(ρ+1)/ρ. If η = +∞,
then the inequality is trivial. Suppose that η < +∞ and η = (ρ +
1)(σρ)1/(ρ+1)/ρ for some σ < σh. We will obtain a contradiction.
Choose σ1, σ < σ1 < σh. Then
log |ak|+ k log y < k
{
ρ+ 1
ρ
· (σ1ρ)
1/(ρ+1)
ξ(k)
+ log y
}
, k > k0.
In the previous inequality we put
k =
[
σhρ
1− yV (
1
1− y )
]
meaning k equal to the entire part of the number between parenthesis
and assuming 1 − y so small that k > k0. Remembering that ξ(t)
is increasing and a regularly varying function (property (e)), for an
arbitrary ε > 0 we can write the following inequality for k > k0
log |ak|+ k log y
<
σhρ
1− yV (
1
1− y )
(
ρ+ 1
ρ
(
σ1
σh
)1/(ρ+1) 1
ξ( 11−yV (
1
1−y ))
− (1− y)
)
(1+ε)
= σhρV (
1
1− y )
((
σ1
σh
)1/(ρ+1) ρ+ 1
ρ
− 1
)
(1 + ε),
(remember that ξ(t) is the inverse function of xV (x)).
Since σ1/σh < 1, we have
log |ak|+ k log y < δσhV ( 1
1− y )(1 + ε),
for some δ < 1, which yields
lim sup
y→1−
log µ(y, h)
V (1/(1 − y)) = σµ < σh,
where µ(y, h) = max{|ak|yk : k ∈ N ∪ {0}}.
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On the other hand, for any y′ > y the inequalities
M(y, h) ≤
∞∑
k=0
|ak|(y′)k
(
y
y′
)k
≤ y
′
y′ − yµ(y
′, h)
hold. Setting y′ = 1 − s + sy, where s, 0 < s < 1, is to be chosen
later, we obtain
M(y, h) ≤ 2
(1− s)(1− y)µ(1− s+ sy, h). (22)
Since ρ > 0 and V (x) is a regularly varying function it follows that
σh = lim sup
y→1−
logM(y, h)
V (1/(1 − y)) ≤ lim supy→1−
log µ(1− s+ sy, h)
V (1/(1 − y))
≤ lim sup
y→1−
log µ(1− s+ sy, h)
V (1/(1 − (1− s+ sy))) limy→1−
V (1/(s(1 − y)))
V (1/(1 − y))
= σµ
(
1
s
)ρ
.
Taking an s, such that (σµ/σh)
1/ρ < s < 1, we obtain σh ≤ σµ,
which shows that the inequality σµ < σh obtained earlier, and hence
σ < σh, is impossible. ✷
Proof of Lemma 10 Let ω > σ0, τ > ρ0, then asymptotically
logM(x, F ) < ω(log x)τ . (23)
Thus,
log |Cn| < ω(log x)τ − n log x
asymptotically with respect to x and for n = 0, 1, 2, . . . .
The usual method of finding extrema applied to the right side of
the previous inequality shows that asymptotically
log |Cn| < ω(1− τ)
( n
ωτ
)τ/(τ−1)
. (24)
Conversely, assume that the asymptotic inequality (24) holds. Then
|Cnxn| < K1 exp{h(n)}
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for n = 0, 1, 2, . . . , and x ≥ 1, where K1 = K1(ω, τ) is a positive
constant and
h(n) = −Knη + n log x, K = ω(τ − 1)
(ωτ)τ/(τ−1)
> 0, η =
τ
τ − 1 .
We next analyze h(n) for real values of its argument. Since η > 1,
the function h(n) attains its maximum equal to
K(η − 1)
(
log x
Kη
)η/(η−1)
at the point
n˜ =
(
log x
Kη
)1/(η−1)
.
Substituting K and η for their expressions in terms of ω and τ we
obtain the asymptotic inequality
log µ(x, F ) ≤ ω(log x)τ ,
where µ(x, F ) = max{|Cn|xn : n ∈ N ∪ {0}}.
On the other hand, for any x′ > x > 0,
M(x, F ) ≤
∞∑
n=0
|Cn|(x′)n
( x
x′
)n
≤ x
′
x′ − xµ(x, F ).
Setting x′ = 2x we obtain
logM(x, F ) ≤ ω(log 2x)τ + log 2
and
logM(x, F ) < (ω + ε)(log x)τ (25)
asymptotically for any arbitrary ε > 0.
Thus (24) follows from (23) and (25) from (24). This shows that
the logarithmic order of the function F (z) is the infimum of the num-
bers τ satisfying (24) and the logarithmic type of the same function is
the infimum of the numbers ω satisfying (24) for τ equal to ρ0. From
this conclusion both assertions of the theorem follow at once. ✷
Proof of Lemma 11 Let ω > σ0, τ > ρ0, then asymptotically
logM(y, h) < ω
(
log
1
1− y
)τ
. (26)
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In the previous inequality, for k large enough, we set y = (k−1)/k,
obtaining asymptotically
log |ak| < (ω + ε)(log k)τ (27)
for any arbitrary ε > 0.
Conversely, assume that the asymptotic inequality (27) holds. Then
|ak|yk < K1 exp{h(k)}
for k = 1, 2, 3, . . . and y < 1 close enough to 1, where K1 is a positive
constant and
h(k) = (ω + ε)(log k)τ + k log y.
We next analyze h(k) for real values of its argument k ≥ 1. We
have limk→∞ h(k) = −∞. Also,
h′(k) =
τ(ω + ε)(log k)τ−1
k
+ log y,
which means that for y < 1 close enough to 1 we have h′(2) > 0. On
the other hand, h′(k) → log y < 0, k → ∞. We can conclude that,
for y < 1 close enough to 1, the function h(k) attains its maximum
on the interval [2,∞) at a point k˜ such that h′(k˜) = 0. It is easy to
prove that h′(k˜) = 0 yields
k˜ =
τ(ω + ε)
1− y
(
log
1
1− y
)τ−1
(1 + o(1)), y → 1−,
and
h(k˜) = (ω + ε)
(
log
1
1− y
)τ
(1 + o(1)), y → 1−.
Thus,
µ(y, h) < exp
{
(ω + 2ε)
(
log
1
1− y
)τ}
for any arbitrary ε > 0 and y close enough to 1−.
Now using (22) and remembering that τ > 1 we can write the
following inequalities
M(y, h) ≤ 2
(1− s)(1− y) exp
{
(ω + 2ε)
(
log
1
s(1− y)
)τ}
and
M(y, h) ≤ exp
{
(ω + ε1)
(
log
1
1− y
)τ}
(28)
24
for any arbitrary ε1 > 0 and s, 0 < s < 1 and y close enough to 1
−.
Thus, (27) follows from (26) and (28) from (27). This shows that
the order of the function h(z) is the infimum of the numbers τ satisfy-
ing (27) and the type of this function is the infimum of the numbers ω
satisfying (27) for τ equal to ρ0. From this conclusion both assertions
of the theorem follow at once. ✷
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