We prove that the function (x 1 , .
Preliminaries
Trace functions of the form x → τ (f (x)) with domain in the self-adjoint part of a von Neumann algebra equipped with a finite trace τ and specified by a real function f of a single real variable have been studied in order to establish concavity of the quantum entropy. The element f (x) is defined in terms of the functional calculus, and it has been known for some time that convexity of f as a real function is sufficient to ensure convexity of the associated trace function, cf. [5] . The aim of this paper is to investigate similar questions for functions of several variables.
Let f : I 1 × · · · × I k → R be a Borel measurable, essentially bounded, real function defined on a product of open intervals I 1 , . . . , I k . We say that a k-tuple x = (x 1 , . . . , x k ) of bounded self-adjoint operators on Hilbert spaces H 1 , . . . , H k is in the domain of f, if the spectrum of x i is contained in I i for i = 1, . . . , k. If this is so and
is the spectral resolution of x i , we define
as a bounded self-adjoint operator on H 1 ⊗ · · · ⊗ H k , cf. [1, 2, 4] . If the Hilbert spaces are of finite dimensions, the above integrals become finite sums, and we may consider the functional calculus for arbitrary real functions of k variables.
We are content to present the theory only for matrices, which we believe is the main case. The strategy is to apply the theory of Fréchet differentiation of functions between Banach spaces, and then explicitly calculate the second Fréchet differential of the trace function by using the theory of generalized Hessian matrices introduced by Hansen [2] . In doing so we incidentally give a new proof also in the case of functions of only one variable.
Fréchet differentials
We state the following elementary result without proof. 
If we choose Y in Lemma 2.1 to be a von Neumann algebra equipped with a finite trace τ and set G = τ, then the linearity of the trace entails that dτ 
for every x ∈ A and h ∈ X.
Variant Hessian matrices
Let f ∈ C 
associated with f and matrices 
Namely, for each u, s we retain from the n u × n s matrix H us (m 1 , . . . , m k ) just one entry with the index (p u , j s ) = (m u , m s ). The principal submatrix so constructed is a k × k matrix with entries labelled by u, s and given by
It is nothing but the usual Hessian matrix for f at the point (λ m 1 (1 (m 1 , . . . , m k ) is a diagonal entry and thus retained. The resulting variant Hessian matrix is an orthogonal direct sum of the principal submatrix constructed above and a diagonal matrix. The variant Hessians are symmetric matrices of order n 1 + · · · + n k . If we set k = 2 and Proof. The variant Hessian matrix is, as explained above, an orthogonal direct sum of the principal Hessian matrix constructed above and a diagonal matrix. The positive semi-definiteness of the variant Hessian matrix, therefore, is equivalent to the same for the two (mutually orthogonal) submatrices. The first one is the usual Hessian matrix of an ordinary function f as displayed above and hence its positive semidefiniteness is equivalent to the ordinary convexity of the function f, as is well known. On the other hand, the (diagonal) entries of the diagonal submatrix are partial second divided differences which are all non-negative if f is convex. Therefore the assertion follows.
Similarly for V (2, 1) and V (2, 2).

The main results
Theorem 4. = (x 1 , . . . , x k ) of self-adjoint matrices of order (n 1 , . . . , n k ) in the domain of f is given by Proof. If f is continuously differentiable of order p > 2 + k/2, we combine Proposition 2.2 with Theorem 4.1 and Proposition 3.1 to obtain the desired statement. In the general case we approximate f with a sequence of convex C ∞ -functions (f n ), which may be chosen of the form f n = f * e n for a C ∞ -approximate unit e n with compact support.
