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The problem considered in this work is the estimation of parameters of 
finite-dimensional dynamic models. The term parameter means some scalar quantity 
(e.g., mass) which is used within a mathematical model. The parameters of a model 
generally are taken to have some physical meaning with respect to an actual structure, but 
only within the assumptions of the model. The dynamic behavior of a particular structure 
could be modeled with a mathematical representation in a fmite number of dimensions. 
Application of the method of weighted residuals can lead to the well known 
fmite-element method. There exist a number of different parameters which may be 
employed by a fmite-element model; the defmition of each parameter depends on how 
the structural behavior is represented by the model and the geometry of the structure 
represented. If the behavior of this structure is linearly elastic, the parameters of some 
fmite-element model may be functions of the structure geometry, Lame constants, and 
mass density. Given these constants, simple procedures exist for obtaining estimates of 
model parameters from assumed forms of defonnations (typically resulting in consistent 
mass and stiffness matrices). The goal of parameter estimation techniques is to calculate 
parameters associated with a structural model, given information about the structural 
behavior, instead of the material constants. 
For linear elastic dynamic structural models, dominant structural behavior can be 
conveniently described by modal data, i.e. eigenvalues and eigenvectors. 
Experimentally, this information can be obtained relatively easily, and compactly 
provides an approximate means to model dynamic response of a structure. There exist 
several well known experimental methods (see, e.g. Klosterman (1971),1 Ibrahim and 
Mikulcik (1977), Brown, Allemang, and Zimmerman (1979), or Ewins (1984» to obtain 
a modal description of the behavior of a structure. Such a description usually involves a 
truncated set of eigenpairs, with the eigenvectors measured at a fmite number of locations 
of the structure. A comparison of this experimental data with corresponding data 
predicted by the mathematical model often leads to discrepancies. The correction of 
these discrepancies is the goal of this research. The general approach taken in this paper 
is that errors exist in the mathematical model, and the experimental information is used to 
1 References to the literature are listed alphabetically at L'le end of the thesis. 
correct the model. (Of course, the effect of experimental error must also be considered.) 
The correction of the discrepancies is accomplished by adjusting the parameters of the 
fmite-element model. 
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It is assumed that a truncated modal data se~ describing the dynamic behavior of a 
structure, has been experimentally obtained. It is also assumed that there has been 
created some linear dynamic mathematical model of this structure, in the fonn of a 
fmite-element model. It is further assumed that the identical boundary conditions, as 
used in the model, have been experimentally obtained. Given that the experimental 
measurement process is exac~ the measured natural frequencies and mode shapes are 
exact finite dimensional representations of the structure eigenpairs. It is assumed, for the 
moment, that the eigenvectors so measured are (or very nearly are) normal" modes, so that 
nonproportional damping is negligible. Under these assumptions, it is presumed that the 
frrst dozen eigenvalues of this structure have been measured, with the corresponding 
eigenvectors measured at N locations. It is of interest to compare this information with 
the corresponding infonnation calculated by a fmite-element model of this structure, 
without damping. By the above assumptions, the closer the results agree, the better the 
finite-element model is considered to represent the actual structure. 
What if there exist significant differences in the results? By the above assumptions, 
the model may be considered to have some significant error in its representation. For the 
purposes of this research, the source of this error is assumed to be errors in the 
parameters of the model. By making this statement, it is implicitly assumed that the 
model is capable of correctly representing the structure behavior, which may not be true 
due to discretization. In the work presented here, the errors of discretization are 
considered to be small with respect to the parameter errors, for the range of structural 
behavior considered (e.g., over a certain span of frequency). This assumption basically 
demands that the actual structural deformations are very clo~ to the assumed 
defonnation form of the model. Allowing this assumption, the question may be asked: 
How can the discrepancies in the structural behavior be used to obtain improved 
estimates of the parameters of the model? 
The answer is that the parameter identification problem has not been solved unless 
additional restrictions are imposed. The primary reasons for this are the nonunique 
nature of measured eigenvectors due to arbitrary scaling, and the incompleteness of the 
measured data (both in tenns of the number of modes and locations measured, as 
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compared with the usual corresponding fmite-dimensional model). Further, the history of 
experimental structural dynamics can be considered as being something of a black aI4 
yielding data with supposed great uncertainty. The difficulty in obtaining a solution of 
this seemingly simple linear elastic inverse problem can be appreciated. Indeed, much of 
the original work on this problem involved methods to correct supposed errors in mode 
shape measurements before attempting to improve some fmite-element model mode (e~g., 
Gravitz (1958), McGrew (1969), Rodden (1967), and Baruch (1978». Given the state of 
the art concerning experimental apparatus, presumption of significant data errors was 
perhaps appropriate. However, the state of the art in experimental modal analysis has 
dramatically changed since then. With the advent of the laboratory computer, the use of 
the "fast" Fourier transform in digital signal analyzers coupled with measurement 
averaging techniques allowed dynamic measurements of very high accuracy to be made. 
Corresponding, developments in modal parameter estimation algorithms (see, e.g., Pi and 
Micldeborugh (1989), VoId, Kundrat, Rocklin, and Russel (1982), or Ewins (1982» now 
allow an experimenter to obtain a modal data set of a structure with a high degree of 
accuracy and precision. However, it is still commonplace to accept discrepancies of 
mode shape error as due to some dogma about' 'the difficulty to measure mode shapes 
accurately." More likely, if the experimenter has been careful about obtaining correct 
boundary conditions for the experiment and careful equipment calibrations, the measured 
mode shapes are probably within a few percent of the actual mode shapes of the structure. 
Thus, the research effort described in this paper is directed toward estimation of 
parameters of a finite-dimensional modei assuming that the measured modal data set is 
accurate and precise. Of course, the effect of measurement errors must be considered, 
but the notion presented by various authors that the ex~rimental modal data set must be 
altered a substantial amount will not be employed here. 
The various solution methods to the parameter estimation problem all require the 
use of some amount of experimental information, and exploit various assumptions to 
estimate a (hopefully) improved set of model parameters .. Under certain assumptions, 
some of the algorithms in the literature (and that presented in this paper) can yield exact 
model parameters. By exact model parameters, it is meant that the model not only has an 
exact representation of the dynamics of the structure (i.e., the eigenpairs of the model and 
the experiment agree), but that any substructure of the model will also have an exact 
representation of the actual corresponding substructure (neglecting the errors of 
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discretization). To illustrate this, consider that there exist an infmite number of pairs of 
stiffness and mass matrices (K and M) in the generalized eigenvalue problem which 
share identical mode shapes and eigenvalues .. Of this infmity of matrices, one pair is 
sought; those system matrices which are obtained by summing the "exact" element 
contributions. (Again, the parameter defInitions are dependent on the model defmition.) 
It is probably obvious that the non unique nature of the experimentally obtained 
eigenvectors leads to nonunique estimates of calculated mass and stiffness matrices; thus, 
additional information is usually required by estimation algorithms. In the past, the 
additional information was generally obtained by assuming either K or M is known a 
priori; the other is estimated using the experimental data. A unique feature of the 
algorithm presented in this paper is that the exactness of either. K or M need not be 
assumed a priori; the parameters comprising each can be estimated simultaneously using 
the experimental modal data, initial parameter value estimates, and some simple 
parameter constraint Further, if the eigenvector data has been measured at all relevant 
degrees of freedom, the method of parameter identification presented here requires no 
initial parameter value assumptions. (Some constraint, such as a known total mass, is 
necessary for a unique model.) 
In Chapter 2, various solutions of the following general problem are reviewed: 
By experiments on a structure, a set of eigenpairs is obtained consisting of m 
eigenvalues, A E Diag 9\'", and m corresponding eigenvectors measured at N 
degrees of freedom as columns of the N x m matrix Z. The eigenvectors are 
known only to within arbitrary normalizations C e DiagSt'", det(C):1: O. 
The problem is to find coefficients (or parameters of the coefficients) of the 
second order ordinary differential equation in N generalized coordinates, 
m~N, 
Mi+Kx=O, (1.1) 
which give the experimentally obtained eigenpairs. Further, if the identified 
model coefficients (or parameters) are appropriately altered, the altered 
model must also possess the eigenpairs of the correspondingly altered 
structure. 
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It is also assumed that there is a preexisting (' 'initial") finite-element model of this 
system. Typically, the solution object is to modify K and M of the finite-element model 
using the incomplete, although assumed exact, experimental modal data. Hopefully, the 
improved model, so obtained, will more accurately describe both the system dynamics 
and system physical characteristics. A factor which complicates the problem is that 
incomplete mode shapes may be an experimental necessity; certain displacements or 
rotations of the eigenvectors may not be obtainable. 
In Chapter 3, a specific form of a finite-element model is presented to enable the 
parameter identification; appropriately, this form is called a parametric model form. 
Some details of valid model forms and the meaning of the parameters are discussed. A 
method for deternlining optimum parameters from experimental data is presented in 
Chapter 4, leading to two sets of equations (equations (4.45) for complete information, 
and equations (4.85) for incomplete information) which may be numerically solved for 
parameter values. In Chapter 5, some vital considerations to the successful solution of 
the parameter equations are discussed. In Chapter 6, the results of numerical simulations 
of experimental application of the parameter identification method are presented and 
discussed. 
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2 Review of Previous Literature 
There have been two major categories of methods to solve the problem described in 
Chapter 1, namely global and local modification methods. There are advantages and 
disadvantages to each of these two general approaches, as will be made evident in the 
following review. There are a few parameter identification methods (notably, Hjelmstad, 
Wood, and Clark (1990), Glass and Hanagud (1990), Sanayei and Nelson (1986), Lim 
(1990)) which attempt to combine the best of the two general approaches, and are 
described near the end of Chapter 2.2. Other reviews of parameter identification 
techniques are available; see Chen and Wang (1988), Wei and Janter (1988), Heylen, Sas, 
and Leuven (1987), Ibrahim and Saafan (1987), or Flannelly and Berman (1983). The 
report by Hjelmstad, Wood, and Clark (1990) contains an extensive bibliography for 
works of and related to parameter identification. 
2.1 Global Modification Methods 
The general idea behind global modification methods is to allow changes anywhere 
in the K and M matrices, thus the term "global modification." By allowing changes 
anywhere in the matrices it is assumed, in effect, that the elements of the K and M 
matrices are the parameters defming the mathematical system. The global modification 
methods thus incorporate a minimum of extra information into the solution method. 
These methods have been modified over time to include more and more additional 
conditions and information, often through the use of Lagrange multipliers. 
One of the earliest publications of a global modification method was by Gravitz 
(1958). He simply made the assumption that the analytical M was correct, and obtained a 
flexibility matrix directly from the measured modes and frequency. Off-diagonal tenns 
in this flexibility matrix were averaged to obtain symmetry, and the experimentaJ.ly 
measured modes were then altered to be orthogonal to the assumed mass and the new 
flexibility matrices. The end result was a new flexibility matrix and a new set of mode 
shapes; however, a number of problems existed with his method. The flexibility matrix 
generated had little to do with the original estimated matrix; large changes to the 
elements were possible. Zero elements would not remain zero. Also, only square 
mode-shape matrices Z could be used, so that incomplete data was not allowed. 
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The method of Gravitt was modified by Rodden (1967), to allow for unconstrained 
structures by including "rigid body modes," still assuming the mass matrix was correct 
This approach was subsequently modified by McGrew (1969), who added weighting 
factors to emphasize the contribution of the lower modes. In these methods, the idea of 
altering the mode shapes to be orthogonal with the analytical mass matrix was justified 
on the basis that the experimentally obtained Z contained substantial errors of 
measurement, although the frequency could be measured quite accurately. Given the 
state of the art in experimental structural dynamics of the time, assuming significant 
errors in the mode shapes was probably correct However, as experimental methods 
improved, confidence in experimentally measured Z correspondingly increased. A son 
of transition between the idea of accepting and modifying Z was evident in the paper by 
Hall (1970), who (still assuming M to be correct) found a method to obtain an optimum 
K so that the theoretical modes matched the experimental modes in a least-squares sense. 
The • 'revolutionary" idea of accepting the experimentally obtained Z was 
published by Bennan and Aannelly (1978). They provided a method whereby modified 
mass and stiffness matrices were obtained from Z and A without altering Z or A., and 
began some debate over the next several years as to which data set should be used as a 
reference. Their method employed the pseudoinverse (see, e.g., Luenberger (1969)) to 
fmd the smallest changes in the mass matrix which would satisfy orthogonality in a 
least-squares sense. Although the resulting mass matrix is not exactly orthogonal, they 
assumed the original finite-element (FE) model was close to begin with, and small 
changes should improve the mass matrix. Using this improved mass matrix, a new 
stiffness matrix was then estimated. The value of their method was that incomplete data 
(in terms of the number of modes) could be used to obtain improvement in a global 
least-squares sense. However, they still required all degrees of freedom to be measurecL 
a serious limitation for large models. While improvement in a global sense gave better 
results (in the eigenpairs of the new model), the actual elements of K and M of the new 
model were not physically meaningful. 
Another approach to the problem of incomplete data was published about the same 
time by Ross (1971). Assuming the FE model was a good approximation, he used the FE 
model to generate arbitrarily scaled linearly independent vectors to fill out the 
unmeasured modes. These were subsequently used (along with the measured and 
predicted eigenvalues) to obtain modified K and M; thus, he avoided the problem of 
"invertingH a non-square Z. However, while the resulting mass and stiffness matrices 
could reproduce the test results, there was little physical basis for the updated model. 
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It was in this time period that methods of locally modifying the elements of K and 
M were beginning to be developed, in efforts to avoid the problem of a physically 
unrepresentative model. These methods sought to modify either individual elements or 
groups of elements of K and M instead of all of the elements. While these methods were 
(and still are) promising, they were also more expensive to implement than the global 
methods; research continued in the global methods. Some local modification methods 
will be reviewed in Chapter 2.2. 
The assumption of the analytical M as correct returned in a method published by 
Targoff (1976). The expenmentallY obtained Z was modified to be orthogonal with M 
and subsequently used to calculate a new stiffness matrix. However, the method was 
flawed with invalid assumptions of mode shape normalizations (see also Rodden (1977) 
and Targoff (1977». This general approach of assuming M correct was again taken by 
Baruch and Bar-Itzhack (1978). Their method consisted of minimizing a weighted norm 
of errors in the mode shapes, enforcing the orthogonality ZTMZ = I as a constraint using 
Lagrange multipliers. Thus, the Z so obtained satisfied orthogonality, was normalized to 
unity modal mass, and was closest to the experimentally obtained Z in a least-squares 
sense. A similar approach was then used to find K, enforcing the eigenvalue equation 
and symmetry as constraints. The beauty of their method was small changes (in a global 
sense) to the model and the need for only incomplete experimental data. However, as 
also pointed out by Bennan (1979a), their method had several areas for improvement. 
Firs~ the assumption of M correct and altering Z was difficult to justify. Second, the 
error-function nonn chosen to minimize was not normalized; Berman suggested"a 
percentage change would be more appropriate. It appears that Berman read this paper 
quite carefully, because soon he,published a technique (Berman, 1979b) similar to that of 
Baruch and Bar-Itzhack, with the assumption of Z as exact By using Lagrange 
multipliers to enforce orthogonality, a weighted norm was minimized to obtain an 
improved mass matrix. 
Baruch published several methods about this time; all assumed M correct and 
modified the experimental Z in various ways (Baruch (1978), Baruch (1979), and Baruch 
(1980». In the 1978 paper, the need for inversion of a large (and possibly 
ill-conditioned) matrix was avoided by fmding a closed-fonn solution for the flexibility 
matrix instead of K, with otherwise essentially the same method as in Baruch and 
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Bar-Itzhack (1978). Soon after this paper, Baruch (1979) added an arbitrary choice of 
modes to be varied during "orthogonalization." This paper was in tum followed with a 
method (Baruch, (1980» to allow for weighting functions to be applied to the modes 
during the • ·orthogonalization." The weighting functions reflected how confident the 
experimentalist was with the accuracy of the mode shapes, mode by mode. At this point 
some correspondence appeared (Rodden (1981), and Baruch (1981», which discussed the 
validity of the justification for changing Z at all. As also pointed out by Berman (1979a), 
arbitrarily assuming M correct requires altering Z beyond the bounds of experimental 
error; measured mode shape information is therefore disregarded (except in a global 
sense). This philosophical point was discussed further by Baruch (1982), and he 
essentially came up with a compromise of these divergent assumptions. As dynamic tests 
generally do not yield the inertial properties of the structure, Baruch proposed to use the 
theoreti~al mass matrix, M, to correct only the rigid body modes to be orthogonal. Then, 
the flexible modes were "slightly modified" to be orthogonal to the rigid body modes, 
since all the ,modes must be orthogonal to each other. After this orthogonalization 
procedure, the Hslightly modified" modes are used to obtain the improved mass and 
of error using Lagrange multipliers to enforce constraints of orthogonality, symmetry, 
and satisfaction of the eigenvalue equation). A further refinement of this general idea of 
Baruch (1982) is given by Kabe (1990), who assumes M is known. 
The method of Baruch and Bar-Itzhack (1978) was again improved by Wei (1980). 
He avoided the discussion of what to use as a reference (M or Z) by assuming that one or 
the other or both had been modified so that ZTMZ = I had already been achieved. Then, 
he modified the method of Baruch and Bar-Itzhack with algebraic manipulations to 
eliminate the necessity of explicit calculation of the Lagrange multiplier. Thus, a 
closed-form wlution for the globally modified stiffness matrix was obtained. 
Bennan and Nagy (1983) combined the most useful aspects of the methods 
published by Baruch and Bar-Itzhack (1978), Wei (1980), Berman (1979a), and Berman, 
Wei, and Rao (1980) into a concise practical method for improving FE models using 
incomplete test data. They assumed that Z was correct, and obtained modified mass and 
stiffness matrices using the previous methods. Although the concepts they integrated 
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-together were not new, they did present a very important development in that they 
allowed for experimental data to be incomplete in both degrees of freedom and the 
number of modes. Up to this time, every method required all degrees of freedom of Z to 
be measured so that a one-to-one correspondence between the FE model and the 
experimental model degrees of freedom was established; this requirement was a serious 
limitation for large models. Finally, a technique was available to allow for a smaller 
number of experimental measurement points than degrees of freedom in the FE model. 
. The approach taken by Bennan and Nagy was to use the measured eigenpairs 
enforced as essential boundary conditions in the eigenvalue equation, subsequently 
solving for the unknown mode shape coefficients of every measured mode. By using the 
eigenvalue equation, they assume (and require) that the FE model is a good 
representation of the experimental structure; this model is used to generate the unknown 
Z data consistent with measured Z data. They describe this technique as a physical 
interpolation process; an explicit interpolation would also be possible but probably more 
time consuming to implement An important use of this process is to obtain estimates of 
unmeasured rotations of a mode shape. A similar but much less direct technique for 
"expanding'· the experimental degrees of freedom was published about this same time 
by Zak (1983). In addition to expanding the size of the Z, he added analytically predicted 
modes (similar to Ross (1971)) to obtain square Z; then the improved mass and stiffness 
matrices could be obtained directly after the proper orthogonality conditions were 
enforced. Although obtaining a square matrix Z provides a more direct means of 
calculation. the changes to M and K ~e not minimized (even in a global sense) as in the 
method of Berman and Nagy (1983). 
Luk and Mitchell (1983) describe a method which uses the inverse of the measured 
mode shape matrix (or pseudoinverse for incomplete data, with few modes) to calculate 
global mass and stiffness matrices from measured modal parameters. Chen and Fuh 
(1984) revisited the use of the pseudoinverse to obtain a least-squares minimization of 
changes to M and K. They allowed for the application of an arbitrary 
element-by-element weighting function to the elements of M and K. It was shown that 
the results of Berman and Nagy (1983) and Berman (1979b) were duplicated when 
suitable weighting functions were employed. The method of Chen and Fuh was 
important because the choice of a mass matrix weighting function (as used by Berman) 
will not make much sense if applied to stiffness elements when lumped masses are 
.... ~ . ..: ~ ~: .... ~ r ~ ':"':: "": :>: .. " ~ ::. , ~ .... 
_'~i-<:~ ;U;~:\:;~;':,';"~' 
.~: ..... _._. ..~~ .' .... 
present in the structure. Although the choice of a weighting function based on the mass 
matrix can allow closed-form solutions, the results may not be meaningful. Chen and 
Fuh's method allows the choice of a more meaningful weighting function, although the 
use of an element-by-element weighting function adds considerably to the solution cost 
since a potentially large matrix would need to be inverted. 
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The use of an element-by-element weighting function was a good attempt to 
overcome the inherent problem of global methods, that is, the lack of control over which 
elements in K and M are altered. In a novel technique designed to add some control, 
Kabe (1985) presented a method that can preserve connectivity. Connectivity is defmed 
here as retaining zero coefficients of K and M as zeros in the resulting improved K and 
M. An element-by-element function was used to assure zero elements of K and M 
remained zero in the improved stiffness and mass matrices. However, while retaining the 
connectivity, this method required the solution of a large eigenvalue problem (see also 
comments by Fuh and Berman (1986». Wang and Chu (1983) describe another iterative 
method to correct groups of stiffness coefficients, assuming the mass matrix is correct, 
with Rayleigh quotient iteration. 
An improvement to the method of Bennan (1979b) gives a different approach to 
model improvement in the global category, and is due to Chen, Kuo, and Garba (1983). 
This approach is based on matrix perturbations, and requires that only small changes exist 
between the FE model K and M and the improved mass and stiffness matrices. The 
improved mass and stiffness matrices are each written as the rrrst term of a Taylor series 
expansion, along with the improved model eigenpairs. By substituting these expressions 
into the orthogonality and eigenvalue equations, and neglecting second-order quantities, 
they obtained a simple closed-fonn solution for flrSt-order changes in K and M which 
minimizes changes to the elements of K and M in a global sense. A small numerical 
example compared the performance of this method to that of Berman and Nagy (1983), 
and it was found that the perturbation method yielded a better mass matrix than that 
obtained with the method of Berman and Nagy. However, it was evident that in both 
methods, the global approach to error minimization allowed unacceptably large errors in 
the coefficients of the improved mass and stiffness matrices. Zhang and Lallement 
(1987) describe an improved technique to include second-order tenns in the estimation. 
"!:.~ ._ ... _ 'P ~fp'.....on~ p..oom "l.-!~ ......... -_." ~ •• Uni~.f~ity of illinoIS 
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An interesting but practically limited estimation technique is presented by 
Mottershead (1990). Global mass and stiffness parameters are estimated from frequency 
response functions directly, avoiding the use of modal parameters completely. Another 
interesting method is described by Shepard (1987), using only frequency measurements 
of a structure; this method is also practically limited. Similarly, Tsang and Rider (1989) 
have developed a frequency-response measurement-based method. 
The method of Berman and Nagy (1983) has been experimentally employed by 
several authors with varying degrees of success proclaimed (Chen, Kuo, and Garba 
(1983), Kia, Cutchins, and Tinker (1988), Wang and Chen (1986), Wang (1988». 
However, it appears that care must be used in evaluating the actual improvement to the 
model, because some researchers measure model improvement in terms of the model 
eigenpair improvement alone. Generally, the global methods are capable of 
inexpensively producing a FE model with responses that better simulate test responses. 
However, because errors are minimized in a global norm, ~'improvements" are spread 
throughout the mass and/or stiffness matrices. Thus, zero elements can be altered along 
with other elements, with no physical justification. This observation was probably the 
driving force to spark the development of local improvement methods, where model 
improvement is sought by altering only a select set of matrix coefficients. The desired 
property of zero elements of K and M remaining zero was termed as ~ ~retaining the 
connectivity'" of the structure; local modification algorithms admitted this propeny more 
easily than global methods. 
2.2 Local Modification Methods 
As mentioned above, local modification methods may be d~fined as methods which 
alter some subset of coefficients of the K and M matrices to achieve an improved model. 
Local modification methods lead to an optimization problem, where parameters of 
specific subsets of the matrices K and M are altered in some optimum manner to best 
recreate the measured eigenpairs. The previous comments on the importance of 
achieving improved mass and stiffness matrices, not necessarily improved eigenpairs, 
still apply. These local methods are generally effective if given a good initial 
approximation to K and M so that small changes in the model can be assumed. One 
advantage of this ~ 'local" approach is that connectivity of the structure may be 
preserved; the analyst has control over each element in K and M by the selection of the 
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coefficient subsets and some cost function to be minimized. Thus, more physically 
justified changes in the FE model will hopefully be realized. The disadvantage is the 
extra computation involved since iterated solutions are generally employed to optimize a 
nonlinear function. Note that if equal weighting functions are applied to the K and M 
coefficients, the resulting improved mass and stiffness matrices would be essentially that 
obtained by the global methods. 
Several early techniques are collected in "System Identification of Vibrating 
Structures," edited by Pilkey and Cohen (1972). A modification method due to Collins, 
Han, Hasselman, and Kennedy (1974) is representative of local techniques. The direct 
differentiation technique is employed to obtain sensitivity of eigenpairs to FE model 
parameter changes. Weighting factors are essentially provided by variance estimates in 
the experimental data and FE parameter data. A Taylor series expansion of the 
differentiation of the eigenpairs w{th respect to the FE parameters is limited to flI'st-order 
terms. By neglecting second-order terms in the expansion, an iterative solution was used 
to calculate improved parameters. The estimated eigenpairs are calculated, compared to 
the experimental eigenpairs, and the process repeated until convergence is achieved. This 
method is expensive since an eigenvalue problem must be solved at each step, but it 
provides the best possible estimate of K and M taking into account unbiased errors in the 
data. 
Chen and Garba (1980) took the assumption that experimental and FE parameter 
errors were equally distributed. They also employed the method of direct differentiation; 
assuming small changes only, higher order terms in a Taylor series were neglected to 
yield a linear relation between changes in the eigenpairs and FE model parameters. 
Because this mapping between the changes in the eigenpairs and the FE model 
parameters is not generally invertible, perturbation ab~ut known data is used (see also 
similar work by Chen and Wada (1977». They obtained a solution for the rust-order 
change in the model parameters, based on discrepancies in the measured and predicted 
eigenpairs. With this solution for rust-order changes, an iterative scheme gives the 
smallest least-squares change in the model parameters that satisfy the measured data. 
While this method preserves connectivity, the arbitrary choice of equal weight functions 
reduces the method to a subset of the method presented by Collins et ale (1974), although 
less computation is required here. A major disadvantage of both of these methods is the 
need for one-to-one identification of experimentally measured modes with analytically 
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predicted modes; in a complex structure this identification could be difficult. Several 
authors (e.g., Grossman (1982), Garba and Wada (1977), Chen and Wada (1975), Wada, 
Garba, and Chen (1983), and Ewins (1984» have developed methods of obtaining 
correlation coefficients between mode shapes to aid in this one-to-one identification. 
It seems reasonable that parameters of K and M containing greater uncertainty 
should be allowed to vary a greater amount Collins, et ale (1974) used estimated data 
variances to assign weighting functions. Other methods have been attempted (Wang, 
Chu, and Trundle (1985), Ujihara, Dosoky, and Tong (1982), Sidhu and Ewins (1984» 
that are based on a posteriori techniq~es of identifying error in the FE model. Numerous 
other methods employing weighted sensitivities of parameters (Flanigan (1987), Flanigan . 
(1988), Kammer, Jensen, and Mason (1988), Heylen and Vanhonacker (1983» have been 
proposed. The main problem with these methods is the essential need for the sensitivity 
of model parameters to differences in eigenpair data. Generally, the complexity of the 
problem forces the use of linear estimates of the sensitivities. Th~ small range of validity 
of the linear sensitivity estimates necessitates small changes to the model parameters. 
Also, there is an essential ~eed _for one-to-one correspondence of experimental eigenpairs 
to model eigenp~s~ identifying this correspondence can be difficult if large differences 
exist between the assumed and actual model parameters. 
As shown by Wang and Chen (1986), locating error in the model depends on which 
modes are included in the test data, and which degrees of freedom are measured. They 
applied the methods of Ujihara, Dosoky, and Tong (1982), Sidhu and Ewins (1984), and 
Berman and Nagy (1983) to a contrived numerical problem. It was found that the ability 
to locate errors, and correspondingly improve the FE model, depends highly on what 
modes and degrees of freedom are included in the test data. More detailed studies by 
Gysin (1986) and Clark (1987) also support this conclusion. An idea to counter this 
problem is presented by Wada, Kuo, and Glaser (1985). They suggested that a more 
robust experimental data set would be obtained by perfonning several experiments on the 
structure in question, with each experiment having different boundary conditions. Some 
quantification of the robustness, or 6 'richness" of a set of experimental data is given by 
Clark (1989) and Hjelrnstad, Wood, and Clark (1990). It is suggested that a richer set of 
mode shape data is one that has a more uniform strain energy distribution (speaking 
relatively, for whatever mode shape normalization was chosen) throughout the structure, 
which seems quite reasonable. 
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A consistent approach to choosing groups of coefficients of K and M is to choose 
groups which correspond to the matrices of the elements composing K and M. If this 
approach is taken, the element parameters can be considered scalar multipliers of the 
element ~'kemel" matrices (see also Chapter 3). Element parameters which are 
estimated using this defmition can be used directly and consistently for model reanalysis 
purposes. By employing this defmition, connectivity of a structural model is preserved, 
and the number of parameters to be identified may be reduced. Various researchers have 
used this element grouping concept in one form or another, typically known as a 
submatrix, or component, approach (see, e.g., Wang and Chu (1983), Flanigan (1987), 
Flanigan (1988), Dobbs and Nelson (1983), Clark (1989), Zhang, Lallement, Fillod, 
Piranda (1987), Sanayei and Nelson (1986), Lim (1990), Hajela and Soeiro (1990), 
Hjelmstad, Wood, and Clark (1990». Of the techniques presented by these researchers, 
there are two general solution strategies. One is to employ iterative techniques to 
minimize some nonlinear cost function, typically calculating some sensitivity of model 
parameter to difference in modal data (Zhang, et ale (1987), Hajela and Soeiro (1990». 
The techniques presented by Clark (1989), Hjelmstad, Wood, and Clark (1990), and 
similarly by Sanayei and Nelson (1986), have the special property in that the nonlinearity 
of the defined cost function is due solely to the case of incomplete information, e.g. 
modes measured at n locations, with n < N. Thus, if experiments yield a sufficient 
number of modes measured at all locations (n = N), this method can converge to the 
estimated parameters in one step. Further, the optimization methods presented by 
Hjelmstad, Wood, and Clark (1990), Glass and Hanagud (1990), and Clark (1989) do not 
require the one-to-one correspondence of modal data to predicted mode shapes; no mode 
shape differencing is performed. 
The other solution strategy is to make more direct use of the global properties of the 
eigenpairs with constraints on submatrices of coefficients of the global matrices. The 
constraints come from grouping assumptions related to the fmite-element model which is 
to be improved. Lim (1990) capitalized on a direct use of this strategy by fust employing 
the method of Berman and Nagy (1983) to estimate the missing degrees of freedom in the 
measured mode shapes. Then, assuming the mass element parameters are known, the 
element st;ffness parameters are estimated in a one-step scheme. Estimating the 
unknown mode shape locations fust avoids a computationally intensive iterative solution. 
The method due to Lim is capable of estimating large changes in parameter values 
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accurately, although the sensitivity of the algorithm to data errors is not known at this 
time. In addition, the method due to Lim can estimate (typically) many more element 
parameters from a given set of modal data than previous methods. Given a set of data 
with m modes, each measured at n locations, corresponding to an FE model with n = N 
degrees of freedom and q parameters, Lim's method is theoretically capable of 
e~timating m x N parameters. Since N is usually larger than m, the number of parameters 
identifiable with Lim's method is a significant improvement over the (m 2 + m)12 
parameters that could previously be estimated. 
The method presented in Chapter 4 does not assume a priori that either the mass 
element parameters or the stiffness element parameters are accurate. Given complete 
measurements. only a weak parameter constraint is needed to detennine all of the 
parameters. While this lack of an assumption is a desirable and useful feature. a price is 
paid for the additional uncertainty. Specifically, only m 2 parameters are identified (see 
also Chapter 5.3), vs the m x N of Lim's method, under similar assumptions of n = N. 
Thus, more experimental data is usually required for the proposed method; however, the 
results can be free from inaccurate initial parameter assumptions if complete modes are 
employed. If experimental modal data is obtained using various boundary conditions (as 
suggested by Wada, Kuo, and Glaser (1985», the proposed method should yield better 
estimates of both mass and stiffness parameters than the stiffness parameter estimates of 
Lim's method when the relation m > N holds. However, this condition ordinarily will 
not be realized, as the number of modes measured is usually less than the measured 
degrees of freedom. Even so, the application of the proposed method can be useful in 
situations where model parameter errors are not known a priori. 
A more ambitious goal of parameter identification is to obtain estimates of 
parameter distributions. rather than estimates of coefficients of some idealized element 
configuration. This problem is discussed by Norris and Meirovitch (1989). 
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3 Parametric Finite-Element Model Form 
Parameter identification is the process of obtaining accurate structural constants 
from observed behavior. In order t.o identify specific constants, a model fonn which has 
the ability to isolate chosen constants must be utilized. In this chapter, a general form of 
a parametric fmite-element model is developed for linear elastic structures with small 
displacements. The goal of this chapter is to defme the form of a fmite-element model 
with arbitrary material constants, so that these constants can be identified using 
techniques presented in the next chapter. It will be convenient to group certain material 
constants into ratios called. parameters; element propenies are then expressed in tenns of 
these parameters multiplying kernel matrices. It will become clear that parameters which 
are defined and can be identified in a specific model are intimately related to the 
deformation and discretization assumptions of that model. Other kinds of structural 
constants, for example geometrical or elemental force constants, may be included into the 
parametric model form as well. Depending on the task at hand. the assumed model may 
encompass many unknown parameters, as demonstrated in Chapter 6, or simply a few 
unknown parameters as discussed in Chapter 7. 
In order to assume a parametric FE model form, some topology and geometry of the 
structure must be assumed; perhaps more importantly, a defonnation form is assumed. 
The assumptions behind the FE model form limits the possible existence (within the FE 
model) of certain propenies of the structure. While this statement may appear trivial to 
the engineer who has performed many FE model simulations, it is not a trivial 
consideration as far as an inverse solution of the model is concerned. For example, 
assume a truss element exists in some region of a FE model. Then, that FE model is 
incapable of modeling any ability of the structure to carry a moment through that truss 
element, even though the real structure may carry a significant moment. The attempt to 
identify material constants within an inappropriate FE model, using experimental data 
which • ·knows"· nothing of such a model, will inevitably lead to errors in the material 
constants. In this case, the material constants will be calculated so as to attempt to 
predict structural behavior that is not predictable by the model. Thus, the choice of a 
model form should be general enough to adequately model the structure, without 
introducing too many parameters. There is nothing theoretically wrong with the 
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assumption of a model form which is capable of describing deformations that are not 
experimentally observed; in this case, certain parameter values would be calculated to be 
zeros. 
Similarly, topological assumptions could be more general than the actual 
phenomena; given perfect experimental da~ the appropriate parameters would be found 
to be zeros. However, experimental data will always contain some uncertainty, and the 
price paid for an excessively general FE model would be the calculation of nonzero 
parameters which should be zeros, along with reduced accuracy in other parameters. In 
Chapter 5, it is shown that there is a [mite number of element parameters which can be 
identified with a given set of experimental data (using the methods of Chapter 4). This 
limitation leads to a necessary condition for estimation of the defined element 
parameters. In Chapter 3.3, it is shown that there is an upper limit on the number of 
parameters which can be assumed within a finite-element model of a fully connected 
structure, leading to another necessary condition for estimation of the defined element 
parameters. 
3.1 Finite-Element Model Form 
Using the Galerkin method, it is possible to obtain an approximate 
finite-dimensional model of a continuum model of linear elastic structural behavior, with 
displacements as the primary variables. Throughout this chapter, repeated indices imply 
summation; the range 1 to 3 is assumed unless otherwise noted. Assume the existence of 
a linear elastic structure, which occupies a region n with surface an. The structure is 




aXj I at2 in n, 
where 'tij(x,t) is the Cauchy stress tensor, bj(x,t) are the body forces, r;(x,t) are the 
displacements, x are the Cartesian reference coordinates, and t is time. There are 
boundary conditions on an involving the unit outward normal nj(x), 
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Tractions t;(x, t) on an, are prescribed, and displacements rj(x, t) on an,. are 
prescribed with the requirement that an = an, u anr ; an, nan,. = 0. 
Modeling the structural deformations by simplified kinematic and deformation 
assumptions (and other assumptions of material isotropy and linearity) allows a discrete. 
approximate version of the governing equations of deformations of the structure to be 
obtained. The equations are in terms of nodal displacements; the nodes are fIXed on the 
structure. Assume that the small deformations r of the structure are adequately modeled 
by the choice of known shape functions N with corresponding nodal displacements u 
rj(x,t) = NiJ:(x)uj:(t), (3.4) 
where k is summed from 1 to n; there are n nodal degrees of freedom defmed in the 
structure. Define B as a fust-order strain-displacement matrix consisting of the matrix 
multiplying the nodal displacement vector u, 
e = B(x)u(t), (3.5) 
so that independent coefficients of the linear strain tensor are arranged in the strain vector 
e. The corresponding constitutive (also called stress-strain) matrix C is defined so that 
independent coefficients of the Cauchy stresses are arranged in a vector 5, with 5 = Ceo 
The total potential energy of the system V is given by the internal strain energy U minus 
the work done by the external loads and inertial forces, W, due to admissible 
displacements u from an undeformed rest state. Minimization of the total potential 
energy of the system is accomplished by finding the admissible virtual nodal 
displacements Ou so that the total potential energy V is stationary; i.e., oV = O. This 
process leads to the well-known governing equations of the nodal displacements, 
[IPNNTdV]~~+[IBCBTdV]u= [NbdV+ !NtdS. (3.6) 
The first bracketed term on the left hand side is the global consistent mass matrix M 
(Archer (1963». The second bracketed term on the left hand side is the global stiffness 
matrix K; the first and second terms on the right hand side are the global body force 6 
and traction forces l respectively. The terms 6 and t can be combined into one term, 
f == b + l to obtain the global equations of motion 
Mil + Ku = f. (3.7) 
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Depending on how the shape functions N have been defmed, it may be convenient 
to consider the structure to be a composition of substructures, called elements. Assume 
there exists q such elements, each with corresponding sub volumes and sub~urfaces, for a 
particular structure. A particular shape function can be defmed so as to describe 
deformations within an element, with such a description depending solely on the nodal 
displacements of that element alone; this localizing feature is one reason why it is 
convenient to defme elements of a structure. With q such elements defmed, the mass and 
stiffness matrices M and K of the global equations of motion (equation (3.7» can be 






As M and K are in the same global coordinate system as u, it is generally 
convenient to express each elemental mass matrix, Mit and stiffness matrix; Ki, in terms 
of another' 'local" coordinate system. The relation of the local to the global coordinate 




where M;, K; are the ith element mass and stiffness matrices in local coordinates. The 
matrix Zi relates the local coordinates to the global co~rdinates. The ith local element 
coordinate system, Zi' can be rotated to align with the global coordinate system directions, 
Yi' using a rotation matrix, Ui' by the relation z; = Uiy;. Both z; and Yi are p-dimensional, 
where p is the dimension of the ith element The p-dimensional globally oriented local 
coordinate system Yi is superimposed onto the N-dimensional global coordinate system x 
by a boolean transformation matrix, Wi' so that Yi = Wix. The coordinate transformations 
Ui and Wi may be composed into the globalizing transformation Zi as Zj == UiW j • 
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The focus of this research is the inverse solution of the free vibration eigenvalue 
problem. The global equations of motion for free vibration are given by 
Mii+Ku=O. (3.12) 
Solutions of this equation are assumed to be of the form 
u(t) = q,e imt , 
where cf> is an N-dimensional vector of nodal displacements which is time invariant 
Substitution of this form into equation (3.12) leads to the conclusion that nontrivial 
solutions of the governing equation for free vibration must satisfy 
[K - AM]$ = 0, 
(3.13) 
(3.14) 
the generalized eigenvalue problem. Because of the symmetry of the mass and stiffness 
- matrices, there will exist N real eigenvalues A == (ji with corresponding eigenvectors q, as 
nontrivial solutions to equation (3.14) (see, e.g., Wilkinson (1965». 
3.2 Elemental Form Considerations 
Some commonly encountered structural forms allow certain simplifying kinematic 
assumptions to be employed in describing the structural deformations, with reasonable 
accuracy. For example, given a slender beam, neglecting shear deformation may lead to 
negligible errors compared to other errors within the finite-element modeling 
assumptions. Thus, with an error that may be acceptable, the deformations of a beam 
may be accurately approximated with a simple model. Simplified deformations of many 
commonly used suucwral shapes have been cataloged and their corresponding element 
models are readily available in many finite-element codes. These kinematical 
assumptions, coupled with the assumption of nodal displacement points and shape 
functions, lead to errors which can be referred to as errors of discretization. When a 
fmite-dimensiorW model is called upon to describe the structural behavior of a 
continuous structure, these approximations must be made (in general) so that the model is 
of tractable siu. The choices of neglect that the analyst is forced to make depend on the 
particular problem at hand, and also on the accuracy of solution demanded by the analyst 
For the purposes of this research, it is presumed that such choices have been made so that 
the finite-element model discretization errors are negligible. Stated another way, it is 
assumed that the finite-element model is capable of predicting the observed structural 
behavior with good accuracy if accurate material constants are available. 
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Typical definitions of elemental mass and stiffness matrices for common simple 
structural elements are given here for later reference (Przemieniecki (1968)). A two node 
,uniform truss element with nodal deformation coordinates as defined in Figure 1, gives 
(in two dimensions): 
[2 0 1 ~] Me=pAL 0 2 0 6 1 0 2 o 1 0 (3.15) 
and 
KO=EA[ ~ 0 -1 0] 0 o 0 L -1 0 1 0' 
0 0 o 0 
(3.16) 
where E is Young's modulus, A is the member cross-sectional area, L is the element 
length, and p is the mass density. 
t~ t X4 
--. • • --. ~ \4 .\ ~ L 
Node i Nodej 
Figure 1. Two dimensional truss element coordinate definitions. 
For a two node Bernoulli-Euler beam element with nodal deformation coordinates 
as defined in Figure 2, the element mass and stiffness matrices are 
23 
t~ Xst ~-E..~ .~ Xs X4 
~ L ~ 
Node i' Node j 
Figure 2. Two dimensional beam element coordinate definitions. 
140 0 0 70 0 0 
0 156+36~ 22L+3~L 0 54-36~ 3~L -13L 
Me = pAL 0 22L+3~L 4L2+4~L2 0 13L -3~L _ 3L 2 -I3L 2 
420 70 0 0 140 0 0 
0 54-36~ 13L-3~L 0 156+36~ -22L -3~L 




0 0 -AE 0 0 - -L L 
0 12EI 6EI 0 -12EI 6EI L3 L2 L3 L2 




L2 L L2 L 
-AE AE 0 0 - 0 0 L L 
0 -12EI -6EI 0 12EI -6EI L3 L2 L3 L2 
0 6El 
2EI 0 -6EI 4EI L2 L L2 L 
(3.18) 
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where 13 == 1411AL 2. 
Once node points and shape functions have been chosen, groups of material and 
geometric properties can be constructed into defmed parameters. Each scalar parameter 
multiplies a corresponding ··kemel" matrix which is made up of known values. The ith 
local element mass and stiffness matrices, M; and K;, can be written as a sum of scalar 




M~ = ,2 nZijhij' 
)81 
(3.20) 
where Rk.f Rm are the number of defined parameters in each element. The parameters in 
the ith element, kij and mij' multiply corresponding kernel matrices, gij and hy, 
respectively. The kernel matrices are chosen to be linearly independent for each 
particular element. By linearly independent matrices, it is meant that any kernel matrix 
of a parocularelement may not be obtained from a linear combination of the others. The 
linearly independent kernel matrices must fonn a basis for the element matrix by 
spanning the element matrix. Thus, there must exist a set of kernels which, when 
multiplied by some set of parameters and combined, will yield the element matrix. 
The actual number of defined scalar parameters for each element must be less than 
or equal to the number of independent coefficients of the element matrix. Because of the 
symmetry K = KT, the maximum number of independent parameters for each element is 
(p2 + P )/2, where p is the number of degrees of freedom of the element. In this case, 
there will exist (p:Z + P )!2 linearly independent kernel matrices. For example, consider a 
symmetric element matrix K with p = 2. The element matrix K can be decomposed into 
3 independent kernel matrices with 3 associated element parameters k; 
(3.21) 
By taking this kind of a definition, a complete element description will require 
values for the three independent coefficients of the particular element. Taking this fully 
general element defmition may be desirable if restrictive kinematic or geometric 
assumptions are inappropriate. However, as uncertainty in the element definition 
increases, the number of parameters needed to describe the element properties increase. 
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The number of parameters in an element description may be reduced by restriction of 
form, taking the same kinematic and geometric assumptions as were taken in calculating 
the fmite-element model. For example, it can be assumed that the deformations of the 
element are well described by the presumed element shape functions, and that some 
geometry of the element is known. Then, remaining structural constants of interest (e.g. 
area, Young's modulus, density, area moment), could be grouped in specific patterns 
within the element matrix. By decomposing the elem.ent matrix in a manner to take 
advantage of this special grouping, kernel matrices may be designed so that parameters 
associated with the kernels appear as scalars. The parameters are defined as 
combinations of structural constants of interest. For example, the truss elements are 
already in simple forms; an obvious choice for parameters is to take EAIL = kl and 
pALI6 = nZI. The ith decomposed element matrices are written as these scalar parameters 
multiplying their associated kernels, 
[ 1 
0 -1 0 
• 0 0 0 0 K·=k. o ' I '_1 0 1 




2 0 1 0 
• 020 1 
M; = nlj 1 0 2 O· 
o 102 
(3.23) 
For the beam elemen~ the stiffness matrix can be decomposed in a number of ways, 
depending on the structural constants of interest. If the length L is assumed to be known 
for each element, defining the parameters EA .= kl and ~I = k2 allows the definition of two 
independent kernels making up the element stiffness matrix. However, it is desirable to 
avoid kernel matrices associated with length scales. Good conditioning of the eventual 
parameter identification equations will be realized by taking the parameter definitions 
EA I L = kl and EI / L :3 = ~, which have the same units. The associated kernel matrices gy 
of the ith element are defmed in local coordinates as 
1 0 0 -1 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
gil == 
-1 0 0 1 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
and 
L2 0 0 _L2 0 0 
0 12 6L 0 -12 6L 
'0 6L. 4L2 0 -6L 2L2 
gi2 == 
_L2 0 0 L2 0 0 
0 -12 -6L 0 12 -6L 
0 6L 2L2 0 -6L 4L2 
The ith element stiffness matrix in local coordinates is then defined by 





Mass parameters can be defined as pA LI420 = m1 and pl130L = ~, leading to two 




































o 3L 4L2 0 -3L _L2 
hi2 == 0 0 0 0 0 0 
o -36 -3L 0 36 -3L 
o 3L _L2 0 -3L 4L2 
The ith element mass matrix in local coordinates is then defined by 





Thus, for the beam element, there are four structural constants of interes~ E, A, p, 
and 1. For sake of discussion, assume that parameters kl,~,mh and ~ have been 
estimated for a particular element, so that the combinations of the structural constants are 
known as 
Forming the ratios 
and 




it is noted that the four structural constants of interest are not all independent. because of 
the constraint implied by equations (3.31) and (3.32). It is not difficult to show that the 
defined parameters can form a dimensionless ratio, given by 
m,k 14 = _ .. _I. 
mlk2 
(3.33) 
The estimated parameters must have satisfied this constraint if they are to be consistent 
with the actual parameters. Because of this implied constraint, the four structural 
constants cannot be found uniquely from the four dermed parameters;·only three 
parameters are independent Without further assumptions on the element properties, the 
structural constants cannot be all obtained from the estimated parameter values. It is 
sufficient to assume one of the structural constants as known; the remaining constants 
may then be determined uniquely. For the defined parameters in this example, assuming 
E will lead to the unique determination of the three other constants as 
klL k2L3 420Em l 
A =y , I =T ,p k
1
L2 • (3.34) 
The parameter m" is not explicitly used, but is used to satisfy the implicit constraint of 
equation (3.33). More generally, the unique determination of each structural constant of 
interest from the defmed parameters is dependent on additional structural constant 
information; the remainder of this research will focus on obtaining the defmed 
parameters. 
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It is interesting to note that the minimum number of parameters necessary to 
describe a fully general element is less than the number of independent coefficients in the 
element matrix. Assume the number of degrees of freedom in the element is given by 
p = Id~ where I is the number of nodes within the element and d is the number of degrees 
of freedom of each node. If linear elastic material properties are considered, each 
element matrix of the structure will necessarily be symmetric, so the total number of 
independent coefficients of the element is given by (p2 + P )/2. However, because the 
matrix is symmetric, there exists some coordinate transformation which will diagonalize 
the matrix; the resulting p diagonal values represent the minimum number of nonzero 
parameters which will describe the most general element matrix. The outer products of 
the coordinate transformation which allows the diagonalization of the element matrix will 
then represent the appropriate kernel matrices, in local coordinates. 
This is nothing more than a restatement of a result of the spectral representation 
theorem for symmetric matrices. For the examples of the common structural elements, 
the choice of kernel matrices was obvious since there already existed an efficient 
grouping of parameters and kernels. For more complex element representations, there 
will exist some coordinate transformation which will allow the minimum number 
parameter representation; however, this transformation will not be known a priori. Thus, 
the choice of the kernel matrices which allow the most general element representation 
with a minimum number of parameters, p, is not practically possible. 
3.3 Global Form Considerations 
Once the defmitions for the parameters and associated kernels are made, 
expressions can be written for the global mass and stiffness matrices as forms of the 
element parameters and kernels. The element matrices in local coordinates are given by 
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Rmj 





for i = 1,2, ... , q; there are q elements. By substituting these forms into the expressions 
for the global matrices in global coordinates, 
J.. T • M= l.. ZjMjZ;, (3.37) 
i-I 
(3.38) 
the global mass and stiffness matrices are given in terms of the element parameters and 








Note that once an element has been assumed as having a certain orientation9 
topology, geometric unifonnity, and specific allowed deformations, every-6Lhing about that 
element is known except the defmed set of parameters for that element If these 
assumptions are made for every dermed element of the structure, then M and K can be 
written as a linear matrix combination of parameters, with the coefficients (the matrices) 
being knowns. For notational simplicity, assume (without loss of generality) that all of 
the element stiffness parameters are considered in a single list of parameters 
kT == {k1,k2, ••• ,kMt }, with the ith parameter having an associated kernel matrix G; in 
Metz Reference ~m 
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global coordinates. Condensing the notation in a similar manner for the mass parameters, 
the global stiffness and mass matrices can be written as 
Mt. 




M= r mjH;, (3.44) 
i-I 
where Mt; is the total number of stiffness parameters for the structure, and M", is the total 
number of mass parameters. 
3.3.1 Linearized buckling 
It is possible to include certain axial force effects by considering the stiffness matrix 
to be a combination of the linear stiffness matrix, Ko, with the geometric stiffness matrix, 
KG (see, e.g., Clough and Penzien (1975)). The finite-element solution of the governing 
equation (3.1) may be modified to include such an effect of large deformations. By 
considering column shortening, the resulting FE model stiffness matrix includes axial 
forces within what are known as geometric stiffness matrices. Allowing such linearized 
buckling assumptions, the fonn of the resulting model stiffness matrix is identical to the 
above form with the addition of extra stiffness parameters, r (representing the effective 
axial forces on the elements), each multiplying a kernel matrix, F, derived from the 
geometric stiffness matrix. This more general form of the stiffness matrix is given in 
global coordinates by 
Mt, M, 
K = Ko+ KG = r k;Gj + I. /;F;, (3.45) 
;-1 ;-1 
where Mf is the total number of axial force parameters considered for the structure. 
By effective axial force on an elemen~ it is meant the resulting constant axial force 
over the length of the element; it may be due to any combination of body force loading, 
applied tractions, thennal stresses, and external residual stresses. In the absence of any 
applied loading, and if body forces are negligible, the effective force on an element is due 
to the resultant of normal residual and thermal stresses along the length of the element. If 
the structure is composed of elements in a manner which yields an indeterminate 
structure, these resultant forces may be nonzero. By including the effective element 
forces as unknown parameters, estimates of these quantities could be obtained from 
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sufficient modal data. In order to obtain accurate estimates of these element forces, it is 
expected that the applied forces would need to be significant (relative to the critical, or 
Euler buckling load) so that the resulting shifts in the natural frequencies of the structure 
are significant relative to the accuracy of measurement Although the actual shift in 
natural frequency need not be measured, the sensitivity of the estimated residual element 
forces to errors of modal data may be significant for smaller loads. As discussed earlier, 
it is plausible to consider a model fonn which is more general than necessary, including 
nonlinear axial force effects. However, in order to obtain accurate parameter estimates 
the accuracy requirements of the experimental data may be considerably stricter. Note 
that since experimental modal data is obtained non destructively from a structure, a 
nondestructive means of approximately measuring the effective forces on the structural 
elements is provided. 
3.3.2 Global parameter limits 
It is possible to boldly write the element properties in a fully general manner, using 
(p2 + P )/2 parameters for each element. However, there exists a global limit on the total 
number of parameters allowed. The limit arises from the need for linearly independent 
kernel matrices. The implication of linearly dependent kernel matrices is that all the 
parameters cannot be identified independently, as the kernels no longer form a basis for 
the parametric element representation. 
As discussed earlier, the total number of stiffness parameters Mj: which could have 
linearly independent kernels G is (N 2 + N)I2, where N is the total number of degrees of 
freedom of the global matrices of the structure. An obvious limit on the number of 
stiffness parameters per element, p, is given by 
N2+N 
Pmax So 2q , (3.46) 
where q is the number of elements considered in the structure, and it is assumed that all 
the elements have the same number of parameters. Exceeding this limit must result in 
linearly dependent kernel mauices, since it is assumed that then: is exactly one parcUneter 
per kernel matrix. It is also possible to write a limit which is less accurate, but in a more 
useful fonn when the total number of elements making up the structure is not known a 
priori. It will be shown below that the limit can be expressed in terms of the number of 
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degrees of freedom per node, when two node elements are used to model a structure. 
This limit is not related to any other assumptions, e.g., kinematics or conforming element 
requirements. It is primarily of academic interest, since a better limit is given by 
equation (3.46) in the more usual case of a priori knowledge of the number of elements. 
Consider the structure to have n nodes, with d degrees of freedom at each node, so 
that N = nd. The relation for the number of elements, ql' possible in an n node structure 
connected by elements each of I nodes (assuming maximum connectivity) is given by the 
combinatoric solution 
n! (3.47) 
With the most general assumption of independent element parameters, giving a total of 
«(ld)2 + Id)/2 parameters per elemen~ there would be at most 
n! (ld)2+ld 
(n -l)! I! 2 (3.48) 
parameters in the structural stiffness model of a fully connected structure. For the case of 
1 = 2, two nodes per element (e.g. two node beam or truss elements), the number of 
elements q2 in a fully connected structure is given by 
n! n(n -1) 
q2 = (n -2)!2! = 2 (3.49) 




t - 2 . (3.50) 
Thus, the maximum allowed number of parameters per element, P2' in a fully connected 
structure is 
M IDU [ (Nli2
+ Nl ] 
nd2 +d P2 S _1:_ = = 
q2 [ (II _1I~)!2J n - 1 A. (3.51) 
It is not difficult to show that the allowed number of parameters per element is less than 
the number of parameters per element in a fully general elemen~ 
(2di+2d nd2+d ~ "Vn > 2. 2 n-l (3.52) 
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In a fully connected structure of two node elements, the number of assumed parameters 
per element must be less than that of a fully general element Exceeding this limitation 
will lead to linearly dependent kernel matrices in the model form. It is reasonable to ask 
how many parameters per element are allowed in a fully connected structure; for large n, 
the maximum number p~ is given by 
lim P:-X = (3.53) 
II .... 
where d is the number of degrees of freedom at each node. This limit is strictly 
approached from above, leading to the rule that the maximum number of parameters 
allowed in each element description of two noded elements can safely be limited by d2• 
Implementation of equation (3.51) is a necessary condition to obtain linearly independent 
kernel matrices in a model form of a fully connected structure of two node elements. 
Of course, most model structures are not nearly fully connected, as can be observed 
from the existence of a banded global matrix. Indeed, most analysts have the goal of 
creating a model with the minimum amount of connectivity and bandwidth, for the 
purpose of an economical solution of the usual structural analysis problem. Assume that 
the structure is connected with appropriate node numbering so that all nonzero stiffness 
coefficients fall within a half-bandwidth of B. Then, the maximum number of 
independent coefficients, Mr:u, is given by 
M:*, = N2 + N (N - B i + (N - B ) = 
2 2 
and if there are d degrees of freedom at each node, so that 
N =nd, B =bd, 
the maximum number of independent coefficients is given by 
Rmu = 2nbd2+db _(dJ,)2 
M 2· 




If the banded struCture is again a fully connected structure of 2 noded elements, it is not 
too difficult to show that the number of elements q is given by the relation 
n 2 - " (" - b )2 + (n - b) (2n - b) (b - 1) 
q = --- - = 2SbSn 2 
(3.57) 
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Then, the expression for the maximum number of parameters per two node element in a 
fully connected banded structure is given by 
•• Co 
- prmx S bd2(2n -b)+bd 
2 (2n -b)(b -1) t 2Sb Sn (3.58) 
w~ere b - 1 is the maximum nodal difference of any connected elemen~ there are two 
nodes per elemen~ and there are n. global nodes with d degrees of freedom at each node. 
As before. it is possible to exceed this limit of parameters per element if the most general 
elements are assumed; once again, as n gets large, the number of allowed parameters per 
element approaches d 2 from above. The limit on the number of parameters given by 
equation (3.58) must be observed in order to obtain linearly independent kernel matrices. 
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4 A Parameter Identification Method 
In the previous chapter, a fonn of a fmite-element model which has arbitrary 
parameters associated with linearly independent kernel matrices has been presented. In 
this chapter, equations will be derived so as to allow the calculation of parameter values 
from measured eigenpair data, within the constraints implied by the fonn of the assumed 
model. It must always be kept in mind that the resulting parameter values may depend on 
the form of the assumed model as well as the data measured; if the assumed model form 
is inappropriate, then the identified parameters will likely have values with little ,physical 
meaning. Research into the question of how much discretization error is tolerable by 
parameter identification remains unfinished; in this research, discretization error is 
considered to have essentially the same effect as measurement error. 
The approach taken in the following analysis is to assume experimentally measured 
normal modes are available, with corresponding real natural frequencies. If the 
experimentally obtained eigenpairs represent complex quantities, the methods presented 
by either Ibrahim (1983) or Zhang, et ale (1987) may be used to obtain the eigenpair data 
corresponding to nonna! modes. With normal mode data, the theory presented here can 
be used to calculate mass and stiffness parameters of an undamped model. If modal 
damping ratios have been experimentally obtained, the direct method presented by 
Wilson and Penzien (1972) may then be employed to obtain coefficients of the 
corresponding proportional damping matrix for the model. 
The method is based on the diagonalization property of the eigenvector basis. In 
global coordinates, let K be the stiffness matrix and M be the mass matrix of the system. 
Consider the vibration eigenvalue problem given by 
Kcp=AMcp. 
Equation (4.1) has solutions (~,cpJ, i = 1,2, ... ,N, where N is the dimension of the 
discrete system. These solutions are called the eigenpairs of the system and have the 
propeny of being orthogonal with respect to the stiffness and mass matrices. The 
orthogonality propeny can be expressed as follows: 
(4.1) 
cp;Kcpj = 0 i * j, (4.2) 
i * j, 
and 




eigenvectors columnwise. The diagonalization property can then be expressed as 
<l>TK<l> E D'" (4.5) 
and 
(4.6) 
where D" is the space of diagonal nxn matrices. 
The inverse eigenvalue problem can be stated as follows: Find stiffness and mass 
parameters k and m which give an optimal solution to the problem 
K(k)CPi = AiM(m)CPi' i = 1, ... , n , (4.7) 
where ~ and ct>; are known (measured). 
Among the many possible defmitions of "optimal solutions," one which is related 
to optimal in the sense of diagonalization will be employed here. As has been observed 
by many researchers, for an assumed set of parameters k and m, the measured (A;,<p;) will 
not generally diagonalize K and M. To correct this nonorthogonality, it is desired to 
establish a scalar measure (an objective) which, if minimized, would encourage 
diagonalization. Toward this end, defme the matrices K and M in the following manner 
Kij == <P;K(k)CPj (4.8) 
and - T M ij == <p; M(m)CPr (4.9) 
Clearly, if the parameters k and m are exactly consistent with O,-;,CPi) then KED" and 
ME D"'. Thus, some norm of the off-diagonal elements of these matrices would provide 
a measure of error in diagonalization. It is further desired for the system to satisfy 
equation (4.4), the eigenvalue property. For a consistent set of parameters and 
measurements, equation (4.4) would be satisfied if 
Kii-A/Jii=O. (4.10) 
Failure to satisfy equation (4.10) would be a good measure of error in attaining the 
eigenvalue propeny. By combining the error in satisfying the eigenvalue condition with 
the error in diagonaliz.ation. an objective can be formulated for the purposes of parameter 
estimation. 
4.1 Parameter Estimation by Optimization 
One approach to parameter estimation is the minimization of an objective function. 
Often this objective takes the fonn of a least squared error function, where the error is 
defmed to be some measure of failure to satisfy the governing equations. Herey the 
following objective function is considered 
1"" - 2 - 2 J(k, m, q) = - 1: 1: [(K .. - AriQ··) ~ .. + (M .. - Q .. ) (lr], 
2i-lj-l IJ IJ IJ lJ lJ IJ 
37 
(4.11) 
which represents a weighted Frobenius-type norm of the matrices K - QA and M - Q, 
where Q is a diagonal matrix with components Qij = q;f'ij. The nature of the qi is yet to be 
discovered, but they are introduced to account for the arbitrary scaling of the 
eigenvectors. This objective has some interesting properties, not the least of which is that 
the frrst-order necessary conditions for an extremum (minimum) can yield a linear set of 
equations which could be solved for defmed model parameters. 
Observe that each term in the objective can arbitrarily be weighted differently. The 
main reason for such an approach is that analysts often have undisclosed biases in the 
definition of what constitutes the optimum. For example, most engineers would say that 
a set of parameters that faithfully reproduce the natural frequencies of the system at the 
expense of the natural modes is better than one that gets the natural modes at the expense 
of the frequencies. By selecting greater weights for the diagonal elements Cl;i and ~;i the 
greater importance of the eigenvalue property can be quantified. It might also be also 
known, a priori, that cenain measurements were made more reliably than others. Again 
the weighting factors allow for these differences. Optimization of J might alternatively 
be viewed as a multi-objective optimization, attacked by the weighting method. 
The parameter estimation problem can now be stated as an optimization of the 
objective }(k, m, q). Since the eigenvalue problem is determined only up to a scale 
factor, it will be found that some parameter constraint must also be supplied in order to 
obtain a unique parameter solution. The constraint can be chosen from many 
possibilities, but will generally have the form h (k, m) ~ O. One such constraint might, for 
example, arise from the condition that the total mass is known. Another could result 
from the addition or subtraction of known masses andlor stiffness elements to the 
structure during the experiments. Formally, the optimal set of parameters can be found 
from the following constrained optimization problem: 
min }(k,m,q) subject to h(k,m) = O. (4.12) 
k. .... 
The problem will be solved by frrst explicitly solving for q from the frrst-order 
necessary conditions. The remaining necessary conditions will be solved numerically. 
The first-order necessary conditions for a minimum are as follows: 
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C3] - C3Kij 
C3k
m 
= tr[Kij-AiQ~JC3km ~ij=O, (4.13) 
(4.14) 
and 
C3] -' 2 - C3Qij 
C3qm = - t r {[A;Kij -AjQij]~ij + [Mij -Qij]<Xij} C3qm = O. (4.15) 
- Since Qij = qjOij' some simplification is realized as 
C3Q .. C3q. ~=~Bij=BjmBij' (4.16) qm qm 
Thus, equation (4.15) reduces to: 
[AmKIMI-A!qm]~1MI + [MIMI -qm]<X1MI = O. (4.17) 
These equations can be solved explicitly for the parameters qm by separation. After 
regrouping tenus, it is found that 
(4.18) 
It is instructive to note that these parameters are consistent with the eigenvalue 
property, equation (4.4), from whence they came. To see this. note that if K jj - A;q; = 0 
(i.e., that the diagonal terms of the frrst term in the objective disappear) then the 
eigenvalue property results. Substitution of equation (4.18) into the expression for the 
diagonal elements yields 
K- .. _ '\. A;K;;~ii + M;;Clu = 0 n /\'r 2 • Clu+Ai~ii 





Similarly, if M ii - qi = 0 (i.e., that the diagonal terms of the second tenn in the objective 
disappear) then 
~.K .. R .. +M .. ~. 
M- rt.; liP" 1I r - 0 ii - • 
Q;i +A7~ii (4.21) 
Again, multiplying through by Cln + A;~ii and simplifying, the following is obtained 
A.;~;JKii - A/J ii] = 0. (4.22) 
Since (X.;; and ~ii are known positive (nonzero) constants, and A == 002 is real and positive, it 
is evident that equation (4.18) forces the objective to be consistent with the eigenvalue 
problem, when nontrivial parameters are considered. 
The remaining frrst-order necessary conditions can be stated as 
oj "" - aKij _ aMij 
ok =.r .r [K ij - A;Qij] ak ~ij + [M ij - Qij] ok aij = 0, (4.23) 
'" I-I}-I '" '" 
and 
Substituting the known values of the parameters q from equation (4.18), into the above 
equations. the general frrst order necessary conditions can be recast as 
oj ~"a - - aK ij ... - - aM ij 
ok = . .i.. .r[~ijKij-YijMij]ak +[aijMij-YijKij]-ak =0 










The remaining frrst-order necessary conditions can be further developed by being 
explicit about the functional dependence of K and M on the stiffness and mass 
parameters k and m As discussed in Chapter 3, a linear parameter decomposition of the· 
global mass and stiffness matrices is employed. The details of the formulation will be 
presented for several cases below, including completely measured systems as well as 
incompletely measured systems. Here, "completely measured" is taken to mean that all 
displacements of the system are measured; many authors have used this term in the past 
to refer to all of the modes of a system as being measured. 
4.2 Complete Measurements, Mass Known 
The simplest case to treat is the one in which all of the displacements of the systems 
are measured and the mass of the system is known. This case is treated to illustrate the 
imponant aspects of the more general problem. The problem reduces to an unconstrained 
optimization to find the stiffness parameters. The necessary conditions expressed by 
equations (4.25) and (4.26) are simplified because the mass does not depend on the 
stiffness parameters. Equation (4.26) is not operative because there are no unknown 
mass parameters. The frrst-order necessary conditions for this case reduce to 
" " a - - dKij 
.l: .l: [tJijK ij - 1ijM ij] ~k = o. 
I-I)-l a m 
(4.30) 
To facilitate the derivation, express the stiffness matrix as a sum of stiffness parameters, 
k, multiplying known stiffness kernel matrices G, 
M 
K(k) = l: kmGm, (4.31) 
m-I 
where M is the total number of parameters required to describe the stiffness. The 
simplest possibility is for M to be the number of members in the sttucture and equation 
(4.31) is the element stiffness matrix with the parameters (e.g. FAIL for bar elements) 
factored out For a nonlinear problem, Girl is the sensitivity of the stiffness matrix K with 
respect to km • The generality of the parametric fmite-element decomposition given by· 
equation (4.31) allows considerable latitude in developing grouped parameter 
representations. With the above representation of the stiffness matrix the effective 
stiffness can be easily computed to be 
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The derivative of Kg can now be computed as 
aK.. M T 
BijJ! == az, fJ = 1: S~'I>; Glft'l>j = '1>; GJ!4>r (4.33) 
"1l 1ft-I 
Then the first-order necessary conditions, given by equation (4.25), becomes 
~=~ ~~ 
where the coefficient matrix A has components 
II II 
A == 1: 1: a··B .. B·· ~ i-I j _ 1 fJ 9J! lJlft (4.35) 
- and the right hand side vector b has components 
II 
bJ! == .1: y;;M;;BiiJ!' 
.-1 (4.36) 
Note that the tenns M;; are all known since the mass matrix is known in this case. 
Although it was possible to set up the parameter estimation as a system of linear 
equation which are amenable to direct solution methods, it is also possible to use an 




Equation (4.34) now takes the form 
(4.39) 
The parameters q; can, of course, be computed from equation (4.18). However, these 
parameters depend upon k (and in the general case m), suggesting the iterati?n 
(4.40) 
where v is the iteration counter. Since the matrices A and C do not depend upon the 
parameters they only need to be formed once. More importan4 A only needs to be 
factored once. The iterative algorithm is somewhat reminiscent of Jacobi's method for 
solving equations, except that the right side changes with each iteration, the coefficient 
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matrix must be factored, and instead of a matrix multiply, a forward reduction and 
backsubstitution is performed at each iteration. The convergence of this iterative 
procedure is not expected to be better than linear. Consequently, the iterative method 
would not be expected to be competitive with the direct method for computational 
efficiency. A similar iterative solution algorithm can be constructed for the more general 
case of both mass and stiffness parameters unknown, but is not as efficient as the direct 
solution method. 
4.3 Complete Measurements, Mass and Stiffness Unknown. 
The more general case of complete measurements with both mass and stiffness 
parameters unknown does not present any new problems (other than the nec~ssity of 
including some parameter constraint for a unique solution). Since the eigenvector 
measurements are complete. the generalized mass, 1\1, does not depend on the stiffness 
parameters and generalized stiffness, K, does not depend on the mass parameters. 
Consequently, the cross derivatives disappear from the flfSt-order necessary conditions, 
leaving 
II II ~ _ _ aKij 
I I(J.J··K .. -~ .. M .. )-=O 
i • 1 j • 1 IJ IJ IJ IJ akm 
and 
II II A _ _ aMij 
I I(a. .. M .. -~ .. K .. )-=O. 
i • 1 j • I IJ IJ IJ lJ amm 
Assume that the mass matrix can also be expressed as a sum of mass parameters 
multiplying mass kernel matrices as 
M 





~or a lumped mass matrix the mth kernel matrix would have the form Hm = em .® em, 
where em is the m th unit vector in ~" and ® denotes the tensor product of vectors. For a 
consistent mass matrix, the parameters would be defmed ratios of mass densities and 
other geometric properties, with associated kernels computed as integrals of the 
finite-element shape functions. The effective mass can be computed as 
(4.44) 
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implying the obvious defmition of the matrix D. The fIrst-order necessary conditions for 
an extremum of J can now be stated as 
[All All[ kJ =[OJ, A21 A22 J m ° (4.45) 











where Mt. and M", are the number of stiffness and mass parameters, respectively. Note 
that only one eigenvector is necessary to write a complete set of linear equations for all of 
the parameters of the system; however, it has been fOUI;ld that n2 ~ Mj: + M". is a necessary 
condition to sol ve for an eigenvector of parameters. The parameter solution vector has 
arbitrary scaling but a unique shape. To remove the arbitrary scaling of this parameter 
eigenvector, a constraint condition must be implemented to obtain unique parameter 
values. There is a possibility of more than one parameter solution shape if equation 
(4.45) has uncoupled equations, or is not of full rank. In this case, additional parameter 
constraints or additional experi..'!lental modal data is required to obtain a upjque para.meter 
solution. 
4.4 Incomplete Measurements 
H the displacements at some of the degrees of freedom are not measured, these 
become additional unknowns in the problem. The algorithm that results has essentially 
the same format, but is considerably more tedious. The main change to the problem is 
that now the ftrst-order necessary conditions, given in equations (4.25) and (4.26) are 
nonlinear. 
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The fIrst step in the solution is to estimate the unmeasured displacements in the 
eigenvectors. The consistent technique of estimating the unmeasured displacements from 
the measured displacements is employed in this research (Berman and Nagy, 1983); other 
techniques, such as ad-hoc spatial interpolation, could also be considered in combination 
but are not recommended. Separate the measured displacements, U, from the unmeasured 
ones, v, and express the ith eigenvector as q,; = {uT, vT} with appropriate reordering of the 
stiffness and mass matrices. The eigenvalue problem can be partitioned into the 




The second of these can be used to relate the unmeasured displacements to the measured 
ones as 
(4.54) 
Each eigenvector can be reconstructed (for known values of k and m) according to the 
above relationship. However. the fact that <p;(k, m) is now a function of the unknown 
parameters must be accounted for as follows 
~i(k. m) = [ Pi(k~~)UJ 
Thus, the frrst-order necessary conditions are coupled because of the incomplete 
measurements. To obtain an explicit expression for the necessary conditions, the 
derivatives of the projection operator P are needed. DefIne Rj = K22 - AjMn; the 
derivatives of the projection operator are given by 
ap; A -1 21 22 




P .Uj = AiR;"l[H!lUj + ~vJ. 
Note that a hat indicates differentiation with respect to k while a bar indicates 
differentiation with respect to m. The derivatives of the eigenvectors can now be 
expressed as 
and 
The derivatives of the effective stiffness and mass can now be expressed as 
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The B mauices are associated with the stiffness matrix while the D matrices are 
associated v.ith the mass matrix. The hats and bars relate to differentiation with respect 
to stiffness and mus parameters, respectively. The governing first order necessary 
conditions to obtain parameter equations can be written in exactly the same fonn as was 
obtained in the compiete measurement case if the corresponding coefficient matrices are 







where, as before, 
[C
ll Cll[ kJ =[OJ. 
e21 e22J m ° (4.70) 
. If some or all of the mass parameters are known, the problem remains nonlinear due to 
the incomplete measurements. Also, some parameter constraint must be employed to 
solve for the parameters, as in the complete measurement case. 
It is possible to attempt to solve for the minimizing parameters by a direct solution 
of the frrst order necessary conditions given in equation (4.70). The inclusion of a 
parameter constraint can be accomplished by scaling the resulting parameter eigenvector 
appropriately. The parameter eigenvector can be computed by assuming one of the 
parameters to be a known value and reducing the size of the system of equations 
appropriately; a nonzero right hand side will result. Denote this reduced system of 
equations by 
CR(k,m)x = r(k, m), (4.71) 
where eR is obtained from the e matrix, x is the reduced size parameter vector, and r is 
the resulting right hand side from the assumed parameter elimination. The format of the 
iteration is given by 
(4.72) 
A line search for a minimum objective in the new iterate direction should be included. 
This simple frrst-order method was numerically implemented with consistently poor 
results due to stalling of the algorithm. Solution for a minimizing set of parameters via 
this frrst order method is not pursued further in this research. 
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A mOfe appropriate higher-order method to detennine the minimizing parameters of 
the objective function is Gauss-Newton iteration (see, e.g., Dennis and Schnabel, 1983). 
The governing incremental equations are given by 
[
All A 12] [ ~J =]b1], 
A21 A'22 &n -Lb2 (4.73) 
where the coefficient matrices have the components: 
11 "" ... ...... A... ... ... A == 1: I [a··B .. -~ .. D .. ]B .. + [CY. .. D .. -~ .. R .. ]D .. , 








To implement the parameter constrain~ h(k,m) = 0, the method of Lagrange multipliers 
is employed. Define the Lagrangian function as 
l(x, A) =J(x)+Ah(x), (4.80) 
where xT == {kT, mT} is the parameter vector. The ftrst~order necessary conditions are 
VJ(x)+AVh(x)=OT (4.81) 
and 
hex) = 0. 
A Newton-type iteration can be set up by linearizing the above equations about a 
configuration (XV,AV) as given in Luenberger (1984), 




where L(X,A) = V2l(x, A) is the hessian of the lagrangian. There are many techniques for 
approximating the hessian, and estimating the lagrange multiplier. To be explicit, focus 
on the case where the parameter constraint is a known constant total mass, M. Then, 
hem) =sTm-M. (4.84) 
The components of the vector s are the member lengths if the parameters m represent the 
mass per unit length. Since the constraint is linear, it does not enter the expression for the 
hessian of the lagrangian, and V~h = s. If the Gauss-Newton approximation of the 
hessian of J is employed, so that second order derivatives are neglected, then the system 
of equations for the increment in pan:uneters has the fonn 
(4.85) 
where the matrices A and the vectors b are as defined in equations (4.74)-(4.79). Note 
that the augmented system of equations is only larger than the original system by one 
unknown and one equation. The new iterate can be found from a line search in the 
ciirection given by equation (4.85). Denoting the direction vector by {~T,&nT}, the new 
iterate can be found as 
(4.86) 
The size of the step. tV. can be found to minimize the lagrangian along the line defined by 
the direction vector. 
The constraint can also be implemented by solving the unconstrained equations, 
equations (4.73), and scaling the mass and stiffness to satisfy the constraint The main 
risk in using this procedure is that the unconstrained direction might be orthogonal to the 
constraint surface. leading to stalling of the iteration. The direction given by equation 
(4.85) is clearly affected by the constraint 
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5 Discussion of Theory 
In Chapter 3, a parametric form of a fmite-element model was discussed, and it was 
shown that defmed parameters of a fmite-element model could be considered the only 
unknowns of the fmite-element model. In Chapter 4, optimization of an 
orthogonality-measuring norm was coupled with the constraint of the eigenvalue property 
to obtain equations which are in a standard form for solution of the parameter values. For 
the case of complete measurements, the equations are linear, and especially inviting for 
rapid solution techniques. However, there are many factors which can contribute to 
inaccurate solution values of the, as yet unknown, parameter values. The practical 
realities of dealing with errors in experimental data force the consideration of some of 
these factors; other aspects of the solution of equations (4.45) and (4.85) are not so 
obvious (e.g., numerical conditioning) but just as important in obtaining good results. 
In this chapter, various necessary considerations to obtain good solutions from the 
parameter identification algorithm are discussed. First, required characteristics of 
experimental data are dealt with. Next, some discussion of the ability to estimate a 
particular parameter is presented. Finally, certain numerical considerations are discussed. 
Discretion With regard to of all of these topics is vital to obtain good parameter estimates 
from the algorithm. 
5.1 Experimental Data Considerations 
Because parameter identification involves the estimation of model parameters from 
experimental data, it is important to understand the implications of using experimental 
data. The experimental data will likely be the result of experimental modal testing and 
analysis. The process of obtaining mode shapes and natural frequencies from structural 
dynamics data has evolved into a highly developed science, and will not be discussed in 
detail here. Instead, the results of a "modal survey" of a structure are assumed to be 
available, in the form of real mode shapes with arbitrary scaling and accurate natural 
frequencies. The parameter identification method presented in this research has been 
designed to use experimental modal data in this format 
The issue of how much error is present in experimental modal data is a much 
misunderstood topic. There is a sentiment among some theoretical structural analysts 
that it is difficult to measure accurate mode shapes; this point of view is probably is due 
to the observation that predicted shapes often do not correlate well with measured mode 
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shapes. Given the state of earlier laboratory methods and equipmen4 structural dynamics 
testing was something of a "black art" It is quite possible that many of the observed 
low correlations between experiment measurement and fmite-element predictions were 
due to limitations of the experimental modal analysis process. However, the state of the 
art of modal analysis is now a much better understood process. Also, the equipment is 
better because of advances in laboratory computers, dynamic transducers, analog to 
digital converters, digital and analog fllters, and excitation devices. It is increasingly 
difficult to dismiss differences in predicted fmite-element mode shapes and measured 
mode shapes on problems with the experimental measurement process. If the measured 
mode shapes are significantly differe'nt from those predicted by the FE model, it is quite 
possible that FE model errors are the cause if the experimental measurements are 
accurate. The main assumption in parameter estimation is that the experimental data is 
assumed to be accurate, and the finite-element model has inaccurate parameters but 
acceptable discretization. If this is not the case, application of the parameter estimation 
process is a waste of computer time. 
There will always. be errors in the experimental data, of course. The errors present 
in experimentally obtained mode shapes can be due to any of a number of causes; some 
of these sources of error are difficult to control. The ever-present instrument 
measurement error is one source of error which can be controlled to some extent by the 
experimenter through careful calibration, selection and application of transducers, and 
measurement averaging. Another common source of error is when the experimental 
structure does not have the boundary conditions assumed! by the finite-element model. 
Yet another source of error is that of coupling between the structure and the device (or 
devices) used to dynamically excite the structure. A relevant discussion of the sources 
and possible corrections of experimental errors is given by Ewins (1986). 
Whatever the cause of the errors, recall that the FE model form is presumed to be 
general enough so that errors of discretization are negligible. It may be found that the 
assumed model is not general enough to describe the observed structure dynamics, and 
thus the assumed FE model must be expanded in scope or detail. Another significant 
1 By a more general choice of coordinates, the actual stiffness of a boundary condition 
can be measured with this technique. Simply include unknown boundary stiffnesses as 
parameters to be identified, with either free or rigid conditions known at some faraway 
point 
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assumption used to create the FE model (as presented in this research) is that the structure 
is linear. Experimentally, this linearity can be verified through the use of coherence 
measurements and reciprocity checks; these verifications should always be performed 
before attempting to estimate element parameters with measured experimental data. 
The difference between analytically predicted mode shapes and measured mode 
shapes is not relevant to the assessment of experimental accuracy. Rather, the difference 
between measured mode shapes and actual (albeit unknown and unobservable) mode 
shapes constitutes the experimental error. Thus, whether or not the predicted 
finite-element model mode shapes correlate well with measured experimental modes has 
no meaning, as far as experimental accuracy is concerned. 
5.1.1 Eigenpair requirements 
The method for detennining the parameter identification equations presented in 
Chapter 4 is not based on a comparison of the predicted and measured eigenpair data. 
Other researchers have focused on precisely this comparison, making it the central 
driving force behind their parameter estimation methods. Specifically, perturbation 
methods seek to use the differences between measured and predicted eigenpairs for the 
purpose of determining changes to parameters that eliminate the differences. The 
parameter changes then are added to the initial model, and the improved finite-element 
model results. Many difficulties result from the need for comparing (and usually 
differencing) the experimental and predicted eigenpairs. Much research has been devoted 
to simply determining how to compare and correlate one mode to another, based on shape 
similarities andlor frequency similarities. By not requiring a direct comparison, the 
inherent difficulties are obviated. 
For the objective-minimizing algorithm in this work, the ordering of the 
experimental mode shapes is of no importance. Of course, consistency is maintained 
with the experimental eigenvalue ordering. The eigenpairs may be arbitrarily ordered 
according to the magnitude of the eigenvalues, but this is unnecessary. Whether or not a 
measured mode shape is identified as being the first, third, or 27th mode as compared to 
the FE model prediction is immaterial with the method presented here. 
The fact that a dynamic system with a fmite number of degrees of freedom has a 
fixed number of possible modes has led some dynamicists to accept that fixed number of 
modes as being' 'all" of the modes of the system. From the viewpoint of parameter 
........ f 
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identification, this concept must be generalized. If a particular dynamic system with a 
~mite number of degrees of freedom has a certain set of boundary co5ditions, it will.have 
a certain number of eigenpairs, e.g., p eigenpairs. Now, consider the identical dynamic 
s~stem with a different set of boundary conditions. The parameters of the system are 
identical; yet there now exists an entire new set of eigenpairs of the system, e.g. q 
eigenpairs. It is evident that a successful parameter estimation method should be able to 
use as much information as possible to estimate the identical parameters; there should not 
be an upper limit on the number of eigenpairs that can be employed to estimate the 
parameters. The method presented here allows for the use of an unlimited number of 
eigenpairs of the unconstrained system model; the constraining boundary conditions 
employed during the experiments are included in the modal data. Thus, the use of 
experimental modal data obtained from a number of different boundary conditions is 
possible (and highly recommended), with each experiment furnishing different modes of 
the system. ~. 
Conversely, it is clear that whether or not "all" of the eigenpairs of the system are 
employed should be of no importance, but having a sufficient number of modes is. A 
successful parameter estimation method should allow for a modal data set which does not 
contain various modes of the system. Experimentally, modal dal,a which is missing one 
or several eigenpairs is a common occurrence. A well-known cause is eigenpairs very 
closely spaced, or repeated, in frequency. The parameter estimation method presented in 
this research can be successful despite missing modes. The information contained in the 
missing mode may well be included in that of the measured modes, enabling accurate 
t-' 
parameter estimates. Further, it has been found that the missing eigenpair dynamics can 
be accurately recreated, because of the accuracy of the estimated parameters. Parameter 
estimation techniques relying on the sensitivity of parameters to differences in eigenpair 
data would become difficult to employ if repeated mode frequencies are encountered; 
missing eigenpairs would not be tolerated. 
5.1.2 Missing measurement considerations 
Recent advances in testing equipment now makes possible the accurate 
measurement of rotational motions; see, e.g., Rorrer, Wicks, and Williams (1989) or 
Lang (1989). Whole-field holographic methods may also allow for accurate differencing 
11;: 
of displacement data to obtain rotational infonnation. The question of whether or not 
.~, ; ~. -' , ;,., 
':. " ;-:;(~: 
rotations are measured and included in the known category of the mode shapes is no 
longer of theoretical interes~ as the method presented in Chapter 4 (and also, e.g., by 
Hjelmstad, Wood, and Clark (1990), or Lim (1990» allows parameter estimation in the 
face of incomplete measurements. However, the accurate measurement of rotations is 
likely to be of great practical interest for obtaining accurate parameters that have to do 
with rotational inertia and bending stiffness parameters. 
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Having unmeasured displacements in the mode shape data means solving a 
nonlinear set of equations for the parameters. If complete mode shape data are obtained, 
the method presented in this research allows for fmite-element model parameter 
estimation without regard to any previous parameter value assumptions in the 
fmite-element model (given some parameter constraint). This highly useful feature has 
important applications in identifying both the location and extent of element fractures, 
nondesuuctively. Further, applications to the nondestructive measuring of accurate 
in-situ material constants are anticipated. Finally, the nondestructive measurement of 
effective axial force could be made without regard to initial axial force assumptions. 
While all of these applications of parameter identification are still possible with 
incomplete measurements, the demand for a solution of a nonlinear set of equations 
necessitates-initial parameter assumptions. The convergence of a solution algorithm to 
accurate parameter estimates will then depend on these initial parameter assumptions; the 
amount of eigenpair measurement error remains an important influence on the accuracy 
of the resulting parameter estimates. 
5.2 Identifiable Parameters from A vailable Data 
5.2.1 Number of parameters from given data 
As discussed in Chapter 5.1.1, the concept of having "all" of the eigenpairs was 
shown to be irrelevant The next logical question to ask is how few eigenpairs are needed 
to estimate parameters. To answer this question, consider the objective function 
I" II - 2 - 2 J(k,m,q)=2i~lj~J(K9-AiQij) ~if+(Mif-Qij) cxij)' (4.11) 
Nontrivial minimization of this objective involves zeroing a total number of (n 2 + n )/2 
independent coefficients in each of the generalized mass and stiffness terms, for a total of 
no more than n:! + n independent equations for the parameters. However, satisfaction of 
Metz. Reference ~ 
University of 1llin~ Bl06N~CE 
205 North }b.~~ A 
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.M~~;'· e co'nstraint requires the use of n of these conditions. leayingno more than 
~::?-·~&~;2Yhdependent equations to determine q parameters. Thus, it is neceSsary (but not 
~~:~~ient) for the numbers of eigenpairs and parameters to satisfy the relation q :c:; n 2 in 
order to solve for the parameters. 
.. Empirical evidence to support this relation is also provided. Using equations 
(4.46)-(4.49), only one mode is necessary to write equation (4.45) for all of the 
parameters. However, attempts to solve examples of equations (for 50 parameters) 
written with one complete mode reveal that the equations are of rank 1. The use of two 
modes to write equations for all 50 of the parameters has been observed to result in a rank 
4 coefficient matrix. The use of three modes gave rank 9, and so on until 7 modes were 
used, giving a matrix of rank 49. In all of these trials, no mode data errors were present; 
ye~ the parameters could not be estimated without the use of clipping by singular value 
decompositions. Even with clipping, large parameter value errors were observed. 
However, when 8 or more modes were employed, all of the parameters could be 
estimated; in Chapter 6, the accuracy of the parameter estimates are shown to be limited 
only by the accuracy of the input mode data. This empirical observation supports the 
. relation that the maximum number of parameters which could be estimated by a set of 
modal data goes by the square of the number of eigenpairs employed. 
To test this further, three different truss element structures with different numbers 
of parameters were devised. Complete, exact eigenpairs were used to estimate the 
structure parameters via equation (4.45). The minimum number of ~odes necessary to 
identify the all of the parameters was determined in each case. For a 50 parameter 
structure, 7 modes failed, 8 modes succeeded; for a 48 parameter structure, 6 modes 
failed, 7 modes succeeded; for a 36 parameter structure, 5 modes failed, and 6 modes 
succeeded. This evidence supports the relation that the minimum number of eigenpairs, 
n ;necessary to estimate a number of parameters. q, to follow the relation q ~ n 2. A 
significant advantage in data savings will be realized over other methods which can only 
estimate (n 1 + n )/2 parameters. 
5.2.2 Sensitivity issues regarding mode shapes 
In Chapter 3, some discussion was devoted to the requirement that element kernel 
. r 
matrices are linearly independent within an element, so that the parameters all have 
unique coefficient matrices. This is a necessary condition, but pre and post multiplication 
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by the mode shapes of the kernel matrices can easily cause similar redundancies among 
the c'oefficient matri~es of the parameters. Thus, whether or not a parameter can retain a 
linearly independent coefficient matrix (after pre and post multiplication by the mode 
shapes) from other parameters depends on the particular mode shape set and the kernel 
matrices employed. It is a simple matter to test for this condition after the mode shapes 
have been experimentally obtained; more (or less) experimental data may be employed to 
obtain linearly independent coefficient matrices. 
The parameter identification method in Chapter 4 depends on using the linearly 
decomposed generalized stiffness matrix it In order to solve for a particular parameter, 
kj' the condition II <l>T Gj<l> iI* 0 is obviously necessary, where kj is the parameter 
associated with the kernel matrix G, and <l> is the mode shape matrix. Othenvise, the sum 
(5.1) 
would be insensitive to the jth parameter kj • The actual sensitivity of the sum on a 
particular parameter depends on the mode shapes employed, as pre and post 
multiplication of the element kernels by <l>T and <l> is performed. The pathological case of 
all mode shapes having zeros, or nodes, at all nodal locations of an element kernel can 
cause the insensitivity of K to the element parameter. An example of this extreme case of 
insensitivity is if axial deformations of a beam have not been "excitedn or measured, and 
are not included in a particular set of mode shapes. Attempts to estimate axial stiffness of 
the beam with such a set of mode shapes would be futile. 
A relation of the "richness" of a mode shape set to the unifonnity of strain energy 
from mode shape deformations was given by Clark (1989) and Hjelmstad, Wood, and 
Clark (1990). The preceding example illustrates an extreme case of lack of richness of a 
mode set A related concept has to do with a more usual problem of richness of a mode 
set; that is, when sensitivity to errors is high. In a typical experiment to measure the 
mode shapes of a structure, the lower frequency modes are obtained, and the higher 
frequency modes are generally not obtained. From the standpoint of richness of a mode 
se~ modes of lower wave-number are not desirable as data used to obtain certain element 
parameters. In a given set of lower frequency modes, the "softer" elements of the 
structure are strained more than the "stiffer" elements; the parameters of the stiffer 
elements will then be more sensitive to errors than the softer elements. Therefore to 
obtain the element parameters of, e.g., a cluster of stiffer elements within a group of 
surrounding softer elements, mode shapes of high wave-number (relative to a 
wave-number of the surrounding group) will be needed to excite the ~Jiffer cluster 
elements. From the numerical work presented in Chapter 6, higher frequency modes 
were found to be superior to lower frequency modes, although the threshold for this 
significance required more modes. 
5.2.3 Multiple mass enhancement 
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Lack of richness of a set of mode shapes is a source of error which can be reduced 
by obtaining more experimental modes, in general. The method proposed by Wada, 
Kuo, and Glaser (1985) is intended to improve the richness of a set of eigenpairs. They 
propose that several experiments be perfonned on a particular structure, with each 
experiment having different boundary conditions. The union of the modal data taken 
from each of these experiments could be used to identify the parameters of the structure. 
This method is theoretically viable since altering the boundary conditions of a structure 
does not affect the mass and stiffness parameters of a structure. However, for most 
structures, there is usually one natural set of boundary conditions which are practical to 
obtain in an experiment; obtaining different boundary conditions could be difficult 
A more practical idea would be to perfonn several experiments an a particular 
structure, with each experiment having known lumped masses judiciously placed so as to 
create various mode shapes in each experiment; all the experiments could be conducted 
using one set of boundary conditions. The lumped masses could be"arranged in each 
experiment to strain certain structural members of interest more, gi~ing better parameter 
estimates for those members. If complete measurements are available, the result is that 
equation (4.45) is now modified to have a nonzero right hand side. Denote the modified 
system and measured data by a prime; then, the original system equations with the fonn 
Ax = 0 (5.2) 
have a modified system fonn 
A'x' =0 (5.3) 
where A represents the coefficient matrices given by equations (4.46)-(4.49), and x 
represents all of the system parameters. If the known parameters x· can be related to the 




then the modified equations for the parameters are obtained 
A'x' = A'(x+x·) = O. (5.5) 
By rearranging to standard fonn, 
A'x =-A'x·, (5.6) 
the original system parameters x can now be obtained; essentially a parameter constraint 
has been imposed by considering some parameters as known quantities. Some 
improvement in experimental error reduction may be realized from averaging the two 
data sets A and A' by adding equations (5.2) and (5.6), 
[A+A']x = -A'x·. (5.7) 
Appropriate weighting factors for experimental confidence could also be included in this 
averaging process. 
This addition procedure can be repeated with as many different distributions of 
known parameters as are experimentally available, and all the sets of equations can then 
be simultaneously solved for the one set of element parameters. Another variation on this 
general theme would be to add or subtract known stiffnesses from the structure, perhaps 
in combination with adding or subtracting known masses. Although the nondestructive 
feature of the method may be compromised, it is feasible to add or remove an existing 
structural member and obtain the modal properties of the modified structure. Then, a 
separate determination of the properties of the member could be enough to provide for a 
unique parameter identification of the entire structure. The practical success or failure of 
this method will depend on the relative influence of the added or subtracted structural 
properties on the eigenpairs under measurement; each structure will require a different 
strategy. By the use of sensitivity analysis, some predictions of the practical necessities . 
for implementing this strategy could be helpful in determining experimental 
requirements. 
5.3 Numerical Considerations 
The complexity of the equations for parameter identification will generally 
necessitate the use of a digital computer for an explicit solution. Some of the inherent 
numerical characteristics relating to parameter identification are discussed in this chapter. 
Appropriate corrective measures are also discussed. 
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5.3.1 Numerical solution methods 
Given complete measurements. the linearity of equation (4.45) allows numerical 
,~ 
sJiution to be a straightforward tas~ if the coefficient matrix A is of full rank. However, 
the equations might be ill conditioned due to the paucity of eigendata. In order to 
minimize errors due to ill conditioning. it is important to be able to identify and deal with 
a near singular coefficient matrix during the solution process. Although computationally 
intensive to implement, the method of singular value decomposition (see, e.g., Strang 
(1986), or Press, Flannery, Teukolsky, Vetterling (1986)) is probably the most robust 
solution method to use since any rank deficiencies (or near singularities) in A can be 
identified; their detrimental contribution to solution accuracy can be removed. 
One of the key considerations in a successful numerical scheme concerns the line 
search implementation. It has been found that allowing a backstep (in a direction 
opposite of that predicted) contributes to a lower final objective value; however, this 
behavior often correlated with stalling of the algorithm. Thus, only a"Very small backstep 
was allowed, with line search limits of [-.01,2.0]. Although some applications may be 
different, it was found that the evaluation of all nonlinear aspects of the objective during 
the line search gave the best results. Thus. equation (4.54) was resolved for each 
objective evaluation in the line search; possibly, other applications could avoid 
completely or moderate the frequency of evaluation of equation (4.54). 
Implementing convergence criteria involves checking standard quantities such as 
objective level. relative change in parameters, and a nonn of the gradient of the objective. 
A "limit on the number of iterations allowed was also imposed. The e~amples in Chapter 
6 used no more than 30 iterations (10 was typical). an absolute objective of 10", a 
parameter relative change of 10.2%, and a size-independent Ll (least absolute residual) 
nonn of the gradient of the objective of less than l.E-3 for convergence criteria. Further, 
a requirement for descent in the objective was implemented; if a step was found not to be 
a 'descent step. a very small change to the initial parameter values was made and another 
step attempted. 
Finally 7 the mode shapes must have some scaling associated with them in order to 
deal with numerics. The method of Chapter 4 can theoretically obtain identical results 
with any nonzero mode shape scaling; practically, a choice must be made so that 
reasonable n urn bers are used. The arbitrary choice of scaling each mode shape to a 
maximum value of unity was used in the work presented in Chapter ,6; other choices 
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could work just as well. The key is to avoid excessively large relative numbers when the 
kernels G and H are pre and post multiplied by the mode shapes. Some caution must be 
used when the unmeasured mode shape locations are estimated via equation (4.54). If 
some missing location shape value estimates are excessively large due to initial parameter 
and/or measurement errors, the "good" information in the mode shape can be scaled 
away if the strategy of having the maximum value equal to unity is strictly employed. 
The strategy employed for the numerical work of Chapter 6 was to scale the known 
values of the mode shape to unity, and estimate the unmeasured locations from those 
values. This mode shape result, with approximately the largest value equal to unity, was 
then used in the parameter identification algorithm. 
5.3.2 Frequency scaling 
Scrutiny of the coefficient values given in equation (4.46)-(4.49) reveals that there 
is a complex relation of frequency, kernel, mode shape, and weighting factor values in 
each coefficient It probably is not obvious, but without a special scaling of frequency, 
the resulting matrix of coefficients A was observed to have very poor conditioning. It 
was found that the experimentally obtained frequencies must be scaled, all by a common 
factor, so that the maximum frequency employed was unity. This scaling of frequencies 
reduced the conditioning A of the examples in Chapter 6.1 from 0(10 18) to 0(103); 
essentially making the difference between numerical success and failure. Other examples 
would be expected to exhibit similar behavior, and so the frequency scaling (or more 
precisely. frequency compression) method is highly recommended to be included in any 
solution procedure of equations (4.45) or (4.85). 
Consider the eigenvalue problem 
(K - AM)q> = 0, 
and consider the same problem with different scaling factors for both the mass and 
stiffness matrices, 
(aK' -AbM')<p = 0, 
where 




and a and b are positive, nonzero scaling factors. By defming the modified frequencies 
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(5.11 ) 
the eigenvalue problem can be writte~ as 
(K' -A! M'}=O (5.12) 
or 
(K' - A'M'» = 0, (5.13) 
where it is evident that the mode shapes remain unchanged when the frequencies are 
altered with appropriate scaling obtained from the mass and stiffness matrices. For the . 
inverse application to parameter identification, the measured frequencies A are altered by 
a known scale factor q =~, so that 
A' = ~ = A b . (5.14) 
q a 
Therefore, with the altered frequencies, application of the parameter identification 
method will obtain the parameters of the altered system, e.g. those associated with M' 
and K'. In order to obtain the scale factors a and b to enable the transfonnation back to 
the desired system parameters, a constraint must be employed. This constraint must 
allow the determination of the scalar value of either a or b; any linear constraint on the 
parameters that is also used to solve equations (4.45) is acceptable. Then, equation (5.14) 
relates the scale factors by a = bq, and the desired systems can be determined. 
For example. a total mass constraint could be employed; this constraint was used in 
the examples in Chapter 6. Assume a frequency scale factor of q is employed such that 
the maximum frequency is equal to unity. Solution of the parameter equations (4.45) 
gives a shape vector of the altered system mass and sti~fness parameters with arbitrary 
scale, denoted by 
r kOl = known. 
LmoJ 
The appropriate scale factor b to satisfy the mass constrain~ 
is given by 
,0 
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b = (5.17) 
The desired parameters can then be determined as follows: 
(5.18) 
For the case of complete measurements, the method is simple. For the case of 
incomplete measurements, the implementation must be modified somewha~ but was still 
found to be virtually necessary in order to improve the conditioning of the coefficient 
matrix A to a reasonable level. It was shown above that the mode shapes will remain 
constant as the frequency is altered, if the mass and stiffness parameters are appropriately 
altered. However, the use of the mode shape derivative is necessary to evaluate the 
coefficient matrix A for incomplete measurements (see, e.g., equations (4.60)~ (4.62), and 
(4.74». The derivatives must be based on the altered system in order to find the altered 
system parameters. Thus, both of the scale factors a and b must be known (or assumed) 
a priori; practically, this is not possible. However, it is possible to simply assume that the 
scale factor of the mass parameters is unity, e.g, b = 1, and detennine the effect of the 
scale factor a from the known frequency scale factor q =~, Use of frequency 
compression scaling so that "A: = (l/q )A, k' = (l/q )k, and m' = m can be shown to bring 
about the following relations: 
and 
B(k',m,A') = B(k,m,A), 
B(k' ,m,A') = B(k,m,A), 
- 1 - . 
B(k',m,A') = - B(k,m,A), 
q 
D(k', m, A') = D(k, m,A), 
D(k',m,A')= q D(k, m, A), 
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The above relations can be used to set up the parameter iteration equations (4.85) for the 
sealed (primed) system, using the scaled frequencies and scaled ini~ parameters. This 
~tter-conditioned system of equations is then solved for the sealed parameters. It is 
noted that mass parameter constraints remain unaffected by this procedure, and may be 
implemented directly. The unsealed parameters are finally found directly from the sealed 
p'arameters by m = m' and k = qk'. 
6 Numerical Experiment 
A demonstration of the parameter identification method detailed in Chapter 4 and 
discussed in Chapter 5 was numerically perfonned, to evaluate sensitivity to various 
errors. The method was applied to determine all of the element parameters of a 25 
element truss structure, given eigenpairs of the structure and a known total mass 
constraint The accuracy of resulting parameters from various starting parameters was 
evaluated. A simple but critical aspect of evaluating the estimated parameters is the 
ability to compare the estimated values to exact values. By simulating the experiment 
numerically, the exact parameter values are known. In a real application, the correct 
parameter values are generally not known. For this reason, all of the experiments were 
numerically simulated to allow preCise error control and measuremenL 
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Using simulated experiments has one drawback, that is, the effects of some errors 
can be implicitly 10SL For example, in the following experiments, all errors of 
discretization due to inaccurate deformation assumptions are neglected. In all of the 
following work, there are no discrepancies between the actual and assumed fonus of 
deformation, nor the forms of the elements. In a real experiment. the evaluation of such 
errors could be critical. Thus, before the results obtained in this study are extended to a 
true experimental application, the possible effects of discretization errors not present in 
me following work should be addressed. With this important caveat understood, the 
various experiments were numerically performed to illustrate the effects of initial 
parameter assumptions, errors of mode shape measurements, and effects due to 
unmeasured displacements in the mode shape data. For each kind of error, the effects of 
using varying numbers of experimental eigenpairs are illustrated. 
The truss shown in Figure 3 was employed to evaluate the algorithm performance. 
There are 25 elements, each with two parameters, a mass and a stiffness parameter, as 
given in equations (3.22) and (3.23). From the previous discussion, a necessary condition 
to identify all 50 parameters is that 50 =:; m2, where m is the number of eigenpairs 
employed. This relation is satisfied for m = 8; this is the minimum number of eigenpairs. 
For the boundary conditions and discretization chosen, there are 12 nodes, 24 generalized 
coordinates, and 3 prescribed displacements, leading to 21 degrees of freedom of the 
structure. Thus. there are a maximum of 21 eigenpairs available in any given experiment 
(without consideration to the multiple mass technique mentioned earlier). The actual 
structure properties were taken to have E=30x106(psi), p=7.3499XI0-4(sglin3). with 
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geometry as in Figure 3. With these properties, the algorithm given irr.Bathe (1982) for 
:J;.", 
application of Jacobi iteration to the generalized eigenproblem was used to calculate all 
21 of the actual eigenpairs of the structure. The mode shapes so calculated were found to 
diagonalize both the mass and stiffness matrices to at least 9 orders, and so were taken as 
the actual eigenvectors. The eigenvalues ranged from 1.047XIO" to 1.172XI07 with units 
rad2/sec\ these quantities represent squared natural frequencies. 







Figure 3. Truss structure geometry and element definitions. 
The strategy of the numerical experiments is outlined in Figtfr~ 4 for complete 
measurements, and Figure 5 for incomplete measurements. The various groups of data 
(actual, initial, estimated) are defmed for reference. Random errors were added to the 
actual eigenpairs to obtain the experimental eigenpairs. The experimental eigenpairs 
were llsed as input to the parameter estimation algorithm; with incomplete measurements, 
the initial parameters are also used as input The estimated parameters are the result of 
tpe parameter estimation algorithm. The intent of the strategy was to provide as close a 
simulation of an actual experimental situation as possible. There are many possible 
choices of experimental variables to consider, and it is believed that the critical aspe~ts of 
a real experimental situation have been evaluated by the strategies shown in Figures 4 
and 5. 
solve for Actual eigenpairs Actual parameter 
with Jacobi 
Add errors to mode shapes 
Experimental eigenpai 
identify us in complete measurement algorithm 
solve for 
""'--___ ..:.-_____ \--w";;'i';;"th;"';"='Ja"';";co~b-i ~ Estimated eigenpair 
Figure 4. Complete measurement experiment strategy. 
solve for Actual parameterc:)---....;;...;;.....;...~~---II~ Actual eigenpairs 
Add errors 
solve for 
~------... Clnitial eigenpair"§) 
~--.......---- with Jacobi 
Add errors 
and omissions 
to mode shapes 
Used to 
start algorithm Experimental eigenpair 
identify using incomplete measurement algorithm 
solvp for C ~ Estimated parameter -- ----:--:--.. ~ Estimated eigenpai~ 
\, ,.1 ~acobi ~ _ 
Figure 5. Incomplete measurement experiment strategy. 
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To illustrate the effect of errors, Monte Carlo simulation was employed in order to 
obtain statistically meaningful results. For a given experiment, an amplitude of error was 
chqsen. Unifonnly distributed random errors with the given amplitude were applied to 
the actual data, using the random number generator RAN2listed in Press, Flannerly, 
Teukolsky, and Vetterling (1986). A parameter estimation was performed for each 
d~stribution of error (each trial). Fifty trials were employed for each experiment; standard 
deviations of the results were satisfactorily compared to a few test cases with the use of 
100 trials to ensure statistical significance of the results. 
Because of the large amount of information generated, appropriate overall measures 
of error are introduced to reduce the error of each estimated parameter in each trial to 
something more lucid. The various errors measures employed throughout this chapter are 
defined below. Some reference to Figures 4 and 5 will illuminate the meaning of the 
error measures. Let the operator 
[ ( 
- )2]112 - 1 N Xi -Xi 
E(x,X)= -.L ---N,&l Xi (6.1) 
be the root mean square measure of the distance (error) between x and i, nonnalized with 
respect to X. The number of values considered is N. 
For evaluation of parameter error define 
x
T 
== {kT, roT} (6.2) 
as the parameter vector, of size Mi. + Mm. Let the groups of parameters be defined as 
~ == actual parameters, (6.3) 




== estimated paramerers . (6.5) 
An overall root mean square error measure, Q, of the errors of the estimated parameters 
frpm the exact parameters can then be defined as 
Q == EexE, ,t). (6.6) 
In an analogous manner, the initial parameters have a distance from the actual parameters 
defmed by 
(6.7) 
:,- :':,,~: ,. \ ..,~.~ ~'').I.,,~·:· __ ~ ~,' ' .. ,.( 
-- '" ;. -: . . . 
, - .~. . .. 
- -::.. 
67 
For the incomplete measurement cases presented in Chapter 6.2, a uniform distribution of 
element parameter errors up to ±X% would result in an RMS initial parameter error P of 
approximately XI{3. 
The eigenpair errors were evaluated in a similar manner, with the most stringent 
requirement of considering all of the modes of the structure in the error measures. Thus, 
even if only 8 experimental modes were used to estimate parameters, all n modes 
(n = 21) of the initial and estimated structure were included in the error evaluations. The 
overall RMS measure R of the initial to the actual eigenvalue error was defined as 
R E EO.},}..,A). (6.8) 
Similarly, the overall RMS measure S of the estimated to the actual eigenvalue error was 
defined as 
(6.9) 
A measure of the error of individual eigenvalues was also defined. To compare the error 
of the ith eigenvalue due to the estimated parameters to the ith actual eigenvalue, the 
measure F; was defined as 
F· I 
il!!nal _ ~~I I 
~t ,i = 1, 2, ... , n . (6.10) 
To measure the error of the eigenvectors, a simple shape correlation measure, 
commonly known as the "modal assurance criterion" was employed (see, e.g., Ewins 
(1984)). This measure attempts to quantify the differences in angles between two 
vectors, without regard to scaling difficulties arising from choice of numerical distance 
units. Given two N-dimensional vectors u and v, a numerically consistent measure of the 
difference in angles of the vectors is given by 
GAl(u, v) == (u • Mv)i' , (6.11) 
(u· Mu)(v· Mv) 
where M is a suitable metric, e.g. the mass matrix. The use of the metric alleviates 
scaling problems which result from components of the vector having different units. 
However, the numerical example considered in this work has eigenvectors of consistent 
units (there are no rotations measured) justifying the use of the unit matrix as a metric. 
Therefore, the familiar' 'modal assurance criteria" 
(u • V)2 
8(u, v) == = cos2(u, v) (u • u) (v • v) (6.12) 
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was employed in order to obtain a measure of the difference in two given mode shapes u 
and v. In order for the measure to be ordering independen~ the matrix of correlations 
~tween eigenvector sets, 
e (<Pi • cpj)2 2 ~/CPi'CP)= (CPi. CPi)($j. <Pj) = cos (<Pi'CP), (6.13) 
should be row and column permuted so that the largest values are on the diagonals. 
Then, using only the diagonal values, an overall error measure of the eigenvector shape 
differences between the initial and actual eigenvectors is given by 
T E [.!.. i [1 - 9 ii (ql, cpA )]2J 112, 
n i-I 
(6.14) 
_ where n is the number of mode shapes considered (n = 21 for this work). For good 
correlations, row and column pennutations are not necessary. Most of the numerical 
examples in this study had good correlations, so for consistency the pennutation 
operation was not implemented. The measure of error between the estimated and actual 
eigenvectors is given by 
(6.15) 
One additional measure was used to compare individual mode shapes. The error 
measure Wi is defined to be the error of .the ith estimated shape with the ith actual shape, 
i=1,2, ... ,n. (6.16) 
A limit of ±V% error was added to each location of each of the actual mode shapes 
to obtain the experimental mode shapes; the result was then scaled for a maximum 
coefficient of unity in each mode. If incomplete measurements were considered, the 
missing locations were estimated using the initial parameter values. The equations for 
parameter estimation were solved using the method of singular value decomposition 
(SVD), with slightly modified algorithms from SVDCMP and SVDBKSB due to Press, 
Flannerly, Teukolsky, Vetterling (1986). A clipping tolerance of 10-8 was used for all 
calculations, and was occasionally enforced. The expense of using SVD was justified 
because it allowed the effect of the singularities to be countered. For most of Lhe 
calculations, the pseudoinverse might have been used to save computational effort. 
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6.1 Complete Information 
The nature of solution of the parameter identification problem using complete 
measurements allows for the neglect of any initial parameter assumptions. Therefore, as 
indicated in Figure 4, there is no relevant initial model. Errors in estimated parameters 
are entirely due to experimental measurement errors. In this section, the effects of 
experimental measurement errors are evaluated. While the results necessarily are specific 
to the structure in Figure 3, certain general trends in the data can be observed. Effects of 
experimental measurement error on overall estimated parameter errors are presented, 
using various numbers of modes in the algorithm. The individual mode dynamics of the 
fmal model are evaluated, with some interesting results. The question of whether or not 
the dynamics of missing modes can be recreated is settled by estimating parameters 
without several of the lower frequency modes. Some effects of weighting factor choices 
are also presented. 
6.1.1 Experimental data errors 
In this section, the effects of experimental errors in the eigenpairs are illustrated. It 
is generally recognized that experimentally, eigenvalues of a structure can be very 
accurately measured, over a large range of frequencies. Because of this, errors in 
eigenvalue measurements are neglected in this study. If an experimenter is not careful 
enough to' obtain accurate natural frequencies, the mode shapes so obtained would be of 
doubtful use. If experimental eigenvalue errors existed, the effect would be expected to 
be similar to the effect of eigenvector errors; results to confmn this conjecture are not 
presented here. 
The experiments described in this chapter are designed to illustrate the effect of 
measurement errors in the experimental mode shapes. Given a set of experimentally 
measured mode shapes with errors, the parameter identification algorithm may have 
incorrect coefficients of the parameters. In other words, the equations are not exactly 
consistent with the actual response due to non orthogonality. Thus, it would be expected 
that there would be some error in the resulting estimated parameters. This is indeed the 
result obtained numerically, and it is quantitatively illustrated in Figure 6. For these 
calculations, eigenvector errors of V = ±3% were added to the mode shapes, using a 
uniform error distribution of zero bias. After adding these errors, the modes were scaled 
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Figure 6. Monte Carlo results with various statistics. Parameter error Q of 
estimated modeJ versus number of lower frequency experimental modes 
employed. Complete data, shape error V = ±3%, fifty trials per mode set. 
Because a real experimental modal data set will generally contain the lower modes 
of a structure, the exact eigenpairs of the structure were sorted by frequency. Various 
numbers of lower frequency mode sets were employed as input to the estimation 
algorithm. In Figure 6, mode sets using modes numbered 1-8, 1-9, ... , I-m, ... ,1-14 were 
used, and all of the estimated parameter error results ar~ displayed for each of 50 trials of 
errors, for each mode set The large amount of data displayed on Figure 6 can be reduced 
by using standard statistical descriptions; other interesting features of the results will then 
be clearly observed. Thus, the means, standard errors of the means, or standard 
deviations about the means will be employed in successive figures as appropriate. For 
normally distributed data, there is a 68.4% chance that the actual mean lies between the 
bounds given by the standard error of the mean (see, e.g. Press, Aannerly, Teukolsky, 
Vetterling (1986». 
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In Figure 6, a substantial reduction in parameter error is observed as the number of 
modes employed is increased; these results were obtained with V = ±3% simulated 
measurement errors on the mode shapes. This level of error is considered to be attainable 
by careful experimentation; the effect of different mode shape error levels is 
quantitatively shown in Figure 7. Errors in the estimated parameters are observed to 
decrease linearly with the measurement error V; with no measurement errors, the 
identified parameters are exact The resulting eI!0rs of the dynamics of the estimated 
model. error measures S and U, are also observed to decrease linearly with the 
measurement error V. Some nonuniformity of the results for high values of V and few 
modes are likely due to clipping in the solution algorithm. 
In Figure 7, it can be seen that using the minimum number of modes (8 modes) to 
estimate the parameters leads to relatively high errors in the results. The effects of errors 
in the experimental mode shape data can be reduced substantially by the use of more 
modes. The estimated model error improvement is more substantial when relatively few 
modes are employed, and another mode is added. In general, for this problem, reasonable 
results are obtained when the solution is overdetermined by a factor of 3 or more; that is, 
the use of m modes to estimate q parameters so that 
m 2 -~3. 
q 
(6.17) 
Figure 7. Error measures of 
estimated model, from various 
experimental mode shape errors 
and numbers of modes. 
Complete data, unit weighting, 
standard error of mean plotted. 
Mode shape error, V, 0/0 
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6.1.2 Dynamics of estimated model 
The error measures given in Figure 7 indicate that the overall errors generally 
decrease as more experimental modes are used. It is of interest to study the trend of how 
the errors are distributed; i.e., are the eigenpair errors of the estimated model 
concentrated in the lower modes? To answer this question, the results shown in Figure 8 
are helpful. The results were obtained with the most neutral of weighting factor choices 
(all unity). 
First, it is evident from the eigenvalue error measure F in Figure 8 that the lower 
modes are most rapidly improved as more modes are added. It appears that the frequency 
errors in the lower modes rapidly approach a limit, which will depend on the amount of 
experimental mode shape error. As more modes are included, the frequency errors of the 
estimated model corresponding to the included modes are most improved, with some 
general improvement in the higher modes. It is evident that the modes in the estimated 
model corresponding to modes which are not included in the experimental data set have 
more relative error, as would be expected. It is interesting that the amount of error in the 
higher modes is quite low; the frequencies of modes which are not measured are clearly 
recreated by the estimated parameters. 
The mode shapes corresponding to the unmeasured modes are also recreated by the 
estimated parameters. A similar effect of error reduction in the modes corresponding to 
those added is observed in the results. There is one additional observation which has 
fascinating implications; that is, the estimated model has some mode shapes which are 
significantly more accurate than the experimental mode shapes employed. When many 
modes are used, the constraints imposed by the assumed model form evidently causes the 
algorithm to act somewhat as a filter. reducing noise in the input data. Of course, 
generally the estimated model shapes are poorer than the experimental shapes; recall that 
the object of the method is to obtain the structure element parameters. The errors of the 
initial model can be arbitrarily large (for example, the structure could contain some 
unknown damage) giving arbitrarily large dynamics errors; typical initial parameter 
errors of ±l 0% were observed to have RMS frequency and mode shape errors of around 
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Figure 8. Dynamics of estimated model obtained using 8, 10, 14, and 21 modes. 
Complete data, shape error V = ±3%, standard error of mean. 
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6.1.3 Missing modes 
The fact that the experimental modes were arranged in ascending frequency order 
accounts for the particular structures of error distributions observed in Figures 7 and 8. If 
a different set of modes is employed, with an entirely different set of richness 
characteristics, different error distributions should result If, experimentally, some modes 
are missed, the resulting accuracy of the estimated model will be affected. 
It is interesting to examine the worst possible case, from an experimental point of 
view. Lower frequency modes are generally obtained by experiments, and are well 
known to be capable of describing overall system response dynamics quite accurately, via 
the use of a truncated modal data set. If the lower modes are not measured at all, forcing 
the use of higher frequency modes alone, how will the parameter estimation accuracy be 
affected? 
To answer this question, the experimental data set was ordered in descending 
frequency, and the highest frequency modes were used in variously sized modal data sets. 
In Figure 9, the results are shown in terms of the overall error measures; the lower 
frequency data set results are also shown for comparison. As expected, the use of all 21 
modes gave identical results (same input data). Also as expected, different distributions 
of overall errors resulted. There are two main observations evident in the overall results, 
in all of the error measures displayed. First, the use of a few higher modes gives 
significantly worse results than a comparable number of lower modes. This is most 
likely explained by the fact that higher modes have higher wavenumbers; they are more 
likely to have nodes (or nearly nodes) at the flXed number of measurement locations. As 
discussed in Chapter 5.2.2, nodes can eliminate the linear independence of the 
coefficients of some of the parameters; ill-conditioning of the solution results in higher 
error. 
The second observation is that once enough data are employed to obtain a well 
conditioned system of equations, significantly better results are obtained. The 
explanation to this phenomenon is that the higher modes can UexciteH the coefficients of 
individual parameters better than lower modes. The higher modes are richer: By the 
same token, the presence of additional nodes must be dealt with. Consider the obvious 
answer to the question of whether or not the parameters of a structure be obtained using 
so-called -··rigid body modes" of translation and rotation (they can't; by definition, they 
have no strain energy). Then consider the fact that lower frequency modes generally 
Figure 9. Error measures of 
estimated model obtained from 
higher and lower frequency mode 
sets, using various numbers of 
modes. Complete data, shape 
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have shapes of lower wavenumber. Indeed, the lowest frequency modes of a structure are 
usually quite smooth and could arguably be considered a closer approximation to rigid 
body modes than the higher modes are. Since the parameters of a structure cannot be 
obtained by "rigid body" modes, it seem intuitively obvious that modes with a character 
as far as possible from the rigid body modes should perform better. 
The implications of these results are twofold. First, it is obviously desirable to use a 
sufficient number of modes with higher wavenumber; recognize that a greater number of 
modes will be necessary to counter possible ill conditioning. Second, the fact that several 
low frequency modes may"experimentally be "missed" appears to be inconsequential to 
the overall accuracy of the estimated parameters. Neglecting measurement of a lower 
- frequency mode in favor of a higher frequency mode may actually give better overall 
results. 
To examine the details of the estimated model dynamics obtained using higher 
frequency modes, individual mode error results are presented in Figure 10. The results 
USing low frequency mode sets are also indicated on the graphs for comparison. Minor 
differences are noted for the distribution of errors F and W of individual mode shapes. 
The results obtained with the higher frequency mode sets generally have less error in the 
estimated model pjgher frequency modes, as might be expected. On each graph in the 
figure, the estimated model modes corresponding the mode numbers of the experimental 
modes are indicated. It is evident that the missing mode dynamics are recreated by 
accuracy of the estimated model parameters. The accuracy of the estimated parameters 
allows the recreation of the "missing" mode dynamics. In both error measures, the use 
of the higher frequency modes gives less error than the lower frequency modes, even in 
the fIrst several modes of the estimated model where no corresponding "infonnation" 
was present in the experimental data set 
The fIltering effect of the algorithm can again be seen in the resulting model lower 
frequency modes which are more accurate than the corresponding experimental modes. 
It is signifIcant that the lower modes which have less error are now directly opposite to 
the higher modes which are included in the experimental data set The use of higher 
modes appears to provide parameters which in tum provide accurate lower frequency 
modes. One explanation for this observation is that the sensitivity of the accuracy of the 
lower modes to parameter errors is low; conversely, the sensitivity of the higher modes to 
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parameter errors is higher. More importantly, the reverse effect is also observed here; the 
sensitivity of the accuracy of the estimated param'eters to errors in the lower modes is 
high, while the sensitivity of the accuracy of the estimated parameters to errors in the 
higher modes is low. Thus, for parameter identification, the higher modes are expected 
to provide more accurate parameter estimates in general applications. 
I 
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Figure 10. Resulting model dynamics using 14 higher and lower frequency 
experimental modes. Complete data, shape error V = ±3%, standard 
error of mean. 
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6.1.4 Weighting factors 
The choice of weighting factors allows more consideration to selected experimental 
data. There is one dominant decision affecting the choice of weighting factors; namely, 
choosing to obtain parameters which represent the measured eigenvalues or eigenvectors 
more accurately. As shown in the numerical example in Chapter 6, the results are 
interrelated. To obtain more accurate eigenvalues, the diagonal values of a. and ~ used 
throughout Chapter 4 should be weighted more; to obtain more accurate eigenvectors, the 
off-diagonals should be weighted more. The numerical choice of the weighting factors 
should all be near unity to achieve reasonable conditioning. By more relative weighting 
of an entire row and column of a and ~, the eigenpairs corresponding to that row are 
more heavily weighted in the objective function. It is expected that the lower mode 
errors could be relatively decreased (at the expense of more higher mode errors) by a 
nonuniform weighting choice. 
A secondary consideration is to choose which group of parameters should be 
constrained more in order to achieve the results. By weighting all of the elements of a 
more than ~, more consideration is given to the objective of diagonalizing the mass 
parameters with the eigendata. If there is equal uncertainty in the parameters, ex and ~ 
should be identical. If there is a high confidence in the mass parameters (e.g. the mass 
parameters are assumed as knowns, as in Chapter 4.2), then the choice of values in ex 
should be numerically higher than the values ~ to take advantage of the accuracy of the 
mass parameters. Note that no favoritism to such activity is warranted without evidence 
to support the assumption of improved accuracy of an assumed set of parameters. Many 
authors have devoted entire research papers based on the assumption of enhanced 
accuracy of the mass parameters over stiffness parameters; no such endorsements are 
made here. 
All values of the coefficients of a and ~ must be nonzero and positive; after all, the 
orthogonality conditions of equations (4.2)-(4.4) must be enforced. A zero value of one 
of the coefficients would allow the choice of para..meters so Lhat the modes involved in the 
row and column of the zero coefficient may not be orthogonal with the resulting model. 
For any weighting choice, it is expected that many of the features which can be 
observed in the results presented here will persist A modest number of the 
combinatorially large number of possible weighting factor choices were evaluated. It 
was arbitrarily decided to explore the effect of weighting the diagonals of C1.ij and ~ij 
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corresponding to the coefficient defmitions given in equations (4.27)-(4.29). The 
observed effect was to improve or degrade the estimated model dynamic representation. 
The scalar d was defmed to parametrically alter C1.g and ~ij as follows: 
aij(d) = 1 + (d - l)Oij' i = 1, 2, .. . m, j = 1,2, .. . m, (6.18) 
and 
i = 1,2, ... m, j = 1,2, ... m, (6.19) 
where Oij = 1 if i = j, and a if i * j. Values of d were chosen to range from 0.01 to 100, 
for corresponding small or heavy weighting of the final model satisfaction of the 
measured eigenvalues. The results are presented in Figure 11. It is evident that the 
weighting factor choice had very little effect on the estimated model parameter accuracy, 
- with the exception of the ill conditioning afforded by the choice of d = 0.01. Otherwise, 
the results are as anticipated; intermediate results are omitted for clarity. 
Figure 11. Error measures of 
estimated model, using various 
weightings and numbers of 
modes. Complete data, shape 
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6.2 Incomplete Information 
The truss structure depicted in Figure 3 was assumed to have eigenpairs with mode 
shape displacements missing from each mode shape of the modal data set A depiction of 
the missing displacement locations is given in Figure 12. The eigenvector missing 
locations were estimated using equation (4.54), as a preliminary step to implementing the 
parameter identification algorithm for missing locations. The effect of initial parameters 
which are in error from the actual parameters is considered in all of the studies in this 
chapter. Various numbers of lower frequency modes were used to perform the parameter 
estimations. Further, all of the mode shapes used to estimate the parameters had some 
amount of error, associated with experimental error. The strategy of the experiment is 
shown in Figure 5. 
I Vertical displacement 
- Horizontal displacement 
Figure 12. Mode shape measurement locations. 
The results of three major influences on the parameter estimation accuracy (starting 
parameters. experimental errors, and number of modes) are discussed below. Beyond 
that, the existence and extent of missing locations was found to have the most influence 
on estimated parameter accuracy. It was found that if certain locations were missing, the 
parameter estimation algorithm would stall almost immediately. This was found to be the 
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was also found that by changing the number of modes considered, good results could 
OCcasionally be obtained with these missing locations. Obviously, whether or not a good 
solution is obtainable by the algorithm depends on the extent of the missing locations, 
c.oupled with the experimental mode shape data infonnation. The set of missing locations 
i?·the following examples was chosen for study because reasonable solutions (via the 
algorithm) existed for the all the mode shape sets considered. 
6.2.1 Initial parameters and mode shape errors 
In Figure 131, the results of the estimated model are displayed for a wide range of 
initial parameters. An small but finite experimental mode shape error of V = ±O.O 1 % was 
considered for each of 14 modes in the mode shape set. Data points below the 1:1 line 
represent improvement of the estimated model from the initial model, in the overall error 
measures. As log scales have been employed, it is evident that significant improvement 
.. is possible. It is noted that large amount of error in the starting parameters leads to 
divergence of the algorithm, with the resulting estimated parameters having relatively 
poor accuracy. The requirement for objective descent typically limited the amount of 
solution error realized due to the divergence, giving an overall result of stalling of the 
algorithm. Some of these trial results had indefinite system matrices, and so the 
frequency and mode shape errors for those trials were not calculated. With those trial 
results deleted, the estimated frequency and mode shape errors are generally quite good. 
It is obvious that excessively poor starting parameter values lead to divergence and 
stalling; however, the algorithm has a reasonable convergence radius about the actual 
parameters. 
As the same convergence criteria was used for all trials and ·cases, convergence of 
the algorithm should lead to parameter estimates which are independent of the starting 
parameters. This effect is observed for starting parameters with initial errors up to about 
~ = 6%. Beyond that, occasional stalling of the algorithm has affected the results. With 
starting parameters that have initial error less than 6%, the resulting parameter error 
measure Q is approximately uniform. Tightening the convergence criteria of the 
algorithm was not found to enhance the improvement in results; it was found that the 
experimental mode shape error had the most effect on the accuracy of the results. 
1 This figure and all subsequent figures appear at the end of Chapter 6.2. 
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In Figure 14, estimated model errors are shown as a function of experimental mode 
shape error. In all of the trials, 14 lower modes were used, each with missing locations 
and various amounts of experimental error V. Starting parameters were considered to 
have errors of up to ±10% from the actual parameters, giving an overall measure of 
p'le 5.8%. A very strong, nearly affine effect of the experimental mode shape error is 
noted on the estimated parameter error measure. As the experimental error becomes 
small, altering the convergence criteria was observed to affect the estimates in a 
predictable manner. As the experimental error becomes large, the resulting errors reach a 
level comparable to the starting errors. This effects stalling of the algorithm, as no 
improvement from the starting parameters is possible for experimental error beyond a 
fixed amount. Within this bounding range, an affine relation is noted. 
These observations are important to understanding whether or not application of the 
parameter identification method will improve an existing fmite element model. 
Tightening of the convergence criteria is necessary only to allow the algorithm results to 
have an accuracy just better than the amount of error due to the experimental error. With 
an appropriate criteria, the amount of the experimental error must be small enough, and 
the starting parameter error must be large enough, so that improvement from the starting 
parameters is possible. Of course, the real goal in finite element model improvement is 
not necessarily parameter improvement, but parameter identification. It is evident that 
the amount of experimental error affects the accuracy of the algorithm results. If the 
experimental error is high, a priori knowledge of relatively accurate initial parameters 
may forestall the utility of the algorithm for parameter improvement. However, a 
reasonable amount of experimental error for the mode shape measurements, around three 
to five percent, provides results which can be useful. For example, a finite element 
model (accurate but for a few seriously flawed parameters) can be improved with 
reasonable experimental data. This situation may arise due to the presence of unknown 
fractures in the physical structure which is modeled. 
To illustrate the possible improvement to fmite element model, the results displayed 
in Figure 15 were calculated using a more typical experimental mode shape error of 
V = 30/c. Various starting parameters were considered with a wide range of error from the 
actual parameters. Trial results below the 1:1 line indicate improvement from the starting 
parameters. The independence of the estimated parameter errors from the starting errors 
is clearly visible under these conditions, indicating convergence of the algorithm. As 
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noted earlier, excessive initial parameter error led to occasional stalling of the algorithm, 
with correspondingly poor results that do not appear in the frequency and mode shape 
results. 
6.2.2 Number of modes 
It is of interest to examine the effects of using different numbers of experimental 
modes. In Figure 16, estimated model errors are plotted for increasing numbers of 
modes. Starting parameter errors were imposed at the ±10% level, for an initial error 
measure of P = 5.8% for each set of modes. For all of the studies, the experimental 
eigenvector error V was fixed at a realistic level of ±3%. Similar results to the complete 
measurement cases are noted. Estimated model errors generally decrease with the use of 
more experimental modes, with diminishing returns. These results indicate that use of 
the multiple mass method described in Chapter 5.2.3 could be useful to improve the 
.. richness of the modes, giving more accurate results. It is also noted that the use of a 
mode sets containing 17 and 20 modes led to occasionally poor results. These occurred 
because the algorithm stalled, due to a small (or perhaps nonexistent) convergence radius 
from the given starting point with the use of these modes. To illustrate this effect, a 
smaller amount of mode shape error (V = 0.3%) was imposed, with similar starting 
parameters. The results are displayed in Figure 17; a very clear stalling effect is noted 
with mode shape sets using 17 and 20 modes. As mentioned earlier, good parameter 
estimates were not always obtainable; results depended on which locations are miSSing 
and which mode shapes were used. Based on the results on Figures 16 and 17, adding 
more mode shape error improved the convergence of the algorithm by altering the 
experimental mode shapes away from the nonconvergent actual mode shapes. Of course, 
adding more mode shape error increases the resulting parameter error, even though the 
algorithm is more likely to converge without stalling. 
Figure 13. Estimated model 
errors versus initial model 
errors. Shape error V =±O.Ol %, 
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Figure 14. Estimated model 
errors versus experimental mode 
shape error. Starting error 
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Figure 15. Estimated model 
errors versus initial model 
errors. Shape error V = ±3.0%, 
14 incomplete modes. 
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i 
Figure 16. Estimated model 
errors versus number of 
experimental modes used. Shape 
errors V = ±3.0%, starting error 
P =±10%. 
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Figure 17. Estimated model 
errors versus number of 
experimental modes used. Shape 
error V = ±O.3%, starting error 
P =±5%. 
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The application of any method of parameter identification should begin with a 
careful defmition of the parametric fmite-element model, with an understanding of the 
implicit limitations imposed by definitions of the parameters. The scope of this research 
is limited to small deformation, linear elastic parameter identification theory. The 
guidelines for assuming a parametric model form, as discussed in Chapter 3, allow for 
very versatile choices in assumed model forms. In a manner consistent with the 
kinematic and discretizing assumptions of a fmite-element analysis, material and 
geometric structural constants such as mass density, Young's modulus, cross-sectional 
area, and Poisson's ratio are combined into scalar ratios called parameters. Each element 
of a finite-element model is considered to have these defmed scalar parameters as 
unknowns in the parametric finite element model. Thus, the parametric finite-element 
model need not assume any material properties as knowns; geometric and deformation 
assumptions are required as knowns. 
With a defined parametric model, an applicable method to identify the parameters 
from experimental modal data can be chosen from the few available in the literature. A 
method was presented in Chapter 4 to allow the calculation of element parameters from a 
truncated set of eigenpairs. The method of parameter estimation relies in part on 
enforcing orthogonality of measured mode shapes to the estimated mass and stiffness 
matrices. The orthogonality is enforced using a weighted optimization method, by 
minimizing an objective function. The fIrst-order conditions which minimize this 
objective have been shown to be consistent with the desired eigenvector orthogonality 
conditions. As it would be possible for an infinite number of mass and stiffness matrices 
to be orthogonal with a given set of mode shapes, additional artificial parameters are 
introduced in order to explicitly counter nonuniqueness due to arbitrary eigenvector 
scaling. The resulting parameter estimation equations (4.45) have a nontrivial solution 
which is an eigenvector of parameters. The interesting aspect of this solution is that 
nonuniqueness of the identified fmite-element model form is expressed explicitly in the 
parameters, and not in the system matrices. Some parameter constraint is thus necessary 
to uniquely identify the parameters. The algorithm provides a useful direct method of 















(and a constraint) of the structure. After the defined parameters of the finite-element 
model are identified, additional constraints (readily obtained) are used to determine the 
effective material properties uniquely from the parameters. 
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A numerical.example was employed to demonstrate various properties of the 
algorithm. A fmite-element model consisting of 25 rod elements, for a total of 50 
element parameters, was considered for this research. The effects of various modal data 
as input, including missing modes, missing mode shape locations, mode shape scaling, 
and mode shape errors were numerically demonstrated. Implementation of the algorithm 
to be scale-independent of the numerical input data was accomplished, so consistent 
numerical performance can be expected. Other important factors which can affect the 
accuracy of the results, such as experimental modal data content, were discussed in 
Chapter 5. Reasonable results were obtained supporting the viability of the method in an 
experimental setting. 
A one-to-one correspondence of predicted and measured experimental data need not 
exist to use this method. The method therefore allows for an unlimited number of 
eigenpairs to be used as input for the purpose of estimating element parameters. The 
minimum experimental data requirements to implement the method are very reasonable. 
In order to identify a total of q parameters of a fmite element model, the method was 
shown to require a minimum of n eigenpairs so that the relation n 2 ~ q is satisfied. This 
truncated amount of eigendata is a reasonable quantity to identify parameters of 
medium-sized finite-element models. An influence of measurement error of the 
eigenvectors on the accuracy of the identified parameters was noted. To more accurately 
estimate the parameters, an excess number of modes should be incorporated into the 
algorithm data input It has generally been observed that more modal data improves the 
accuracy of the estimated parameters, with diminishing returns. An experimentally 
viable method to integrate modal data from an unlimited number of separate experiments 
was proposed. This multiple-mass enhancement method should provide more accurate 
parameter estimates, by enriching the modal database used in the identification algorithm. 
Missing modes are allowed, and to some extent, missing the lower frequency modes 
of the structure is encouraged. It was demonstrated that the use of mode shapes with 
higher wavenumbers improved the parameter estimates. The most significant result 
observed was the recreation of unmeasured modal data through the accuracy of the 
identified parameters, demonstrating an important me~t of the algorithm. While the 
i -. 
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method is presented strictly for normal modes of an undamped structure, a simple 
extension of the method can easily allow for proportional damping by implementing the 
work of Wilson and Penzien, (1972). 
Another important feature of the solution method is that errors in the estimated 
parameters were shown to be independent of initial model parameters, when complete 
measurements are available. This feature opens the door to application of parameter 
estimation to damage detection, nondestructively. Fracture in a structure can often be 
represented by changes of the stiffness parameters. This idealized version of the actual 
behavior tacitly assumes that the fracture affects the stiffness of the member equally in 
tension and compression. With this assumption, a fracture to one element would 
decrease the corresponding stiffness parameter a certain amount, with the mass parameter 
remaining unaffected. Application of the parameter estimation algorithm yields 
parameter errors dependent on experimental measurement errors alone. Thus, unknown 
fractures in a structure could be located. To identify an element as fractured, the 
estimated stiffness parameter value would need to be significantly different from the 
expected value to overcome the parameter error variance due to measurement error. This 
variance could be predicted with the well-known technique of damage monitoring in a 
structure. Other researchers have explored this application, but have been limited by the 
lack of a reliable parameter estimation method. Recent examples [Salane and Baldwin . 
(1990), Idichandy and Ganapathy (1990)] of attempts to monitor damage in a public 
highway bridge model and an offshore platform through changes of modal parameters 
illustrates imponant opportunities for parameter identification applications. 
The ability to identify structural parameters using modal data with missing 
displacement measurements is a desirable feature. For some applications it may be a 
necessary feature. The identification of parameter values of elements within solid 
models, with the use of boundary value data alone, is one example. By computing the . 
missing displacements of the mode shapes as an interim calculation, the method for 
identifying parameters was extended appropriately. A second-order Gauss-Newton 
method was demonstrated to be a viable solution method of the resulting nonlinear 
parameter identification equations. An increase in computational time is nec~ssary to 
deal with additional missing data; also. starting parameters are necessary for the 
numerical solution of the nonlinear equations. A flIst-order solution method was 
attempted. but was typically observed to stall after a few iterations with poor results. The 
second-order damped Gauss-Newton method was demonstrated to converge to the 
expected element parameters, with accuracy affected most strongly by the experimental 
eigenvector error. The convergence radius of the starting parameters was numerically 
demonstrated to be reasonably large. 
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There are many future directions of related research to explore. Using the method 
of parameter identification presented in this dissertation, or other methods, some 
fundamental questions could be answered. For the case of complete measurements, the 
resulting model errors depend on the experimental data errors. Small discretization errors 
(those due to the number of nodes assumed) of the assumed model form can be 
considered to have the same effect as the consideration experimental measurement errors. 
Then, the results demonstrated in Chapter 6.1 are very encouraging to apply the method 
to a practical problem. It will be of interest to examine results of discretization errors 
related to topological deformation issues; e.g., the assumption of a model form which is 
not capable describing the observed deformations. The use of different order element 
forms could be examined with respect to accuracy of the estimated parameters. It is 
expected that the assumed model form must be at least as general than the actual 
def orrnations observed in order to obtain good results, as discussed in Chapter 3. As it is 
not always possible in discrete numerical solutions to assume a form as general as 
continuous real structures possess, some compromise must be determined. Much will be 
learned from a controlled study of how discretization errors affect the estimated 
parameter errors; unfortunately, the complexity of the equations typically forces the use 
numerical methods. 
Another interesting experiment could lead to improved element matrices and 
element kernel forms. The existence of "higher-order" element matrices has been 
postulated: researchers have recently attempted to discover higher-order mass and 
stiffness matrices. e.g. Hughes (1987), Park and Jensen (1989), Young and Mitchell 
(1989). Stavrinidis. Clinckemaillie, and Dubois (1989). A reasonable question to ask is 
what opurnum element mauix form determines the most accurate structural dynamics, in 
the face of d&retization errors. The hunt for optimum higher-order matrices could well 
end by the Implementation of the following process. Assume that exact eigenpairs of a 
continuous structure are known, along with the material properties and geometry of the 
structure. A discrete model of the structure is created in parametric form. It is evident 
that there are no unknown parameters of the structure; yet, it is also well-known that the 
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discrete model may not capable of recreating all of exact dynamics of the continuous 
structure when the order of the model is too low. The discrepancy could be somewhat 
resolved by assuming the kernel fonn in terms of parameters which can be detennined. 
In fact. if the structure is assumed to be entirely composed of identical elements, there is 
a startlingly low nu~ber of parameters which detennines all of the structure dynamics. 
The detennination of some optimum set of parameters will lead directly to the optimum 
element matrix form. 
For example, consider that two dimensional two node beam elements are 
employed, with the total degrees of freedom considered in each element to be 6. Given 
geometric uniformity in the structure,' and elastic linearity with small defonnations, the 
possible forms for the element matrix can be described with a total of no more than 21 
parameters in each matrix. Because the elements are all similar, there would be only 21 
independent parameters in the entire structure to determine, for any number of elements 
composing the structure. The use of many modes, the determination of certain optimum 
weighting of lower modes, "and examination of many different geometries could lead to 
the determination of an overall robust kernel matrix. If such a matrix was determined to 
be independent of the specific structural geometry employed, a very robust element 
matrix fonn could be developed. Some work has already been perfonned to detennine 
one possibility for the optimum mass matrix of a three noded truss element (Alcoe, 
1992). The advantages of using an optimum element matrix form are that more accurate 
dynamics are realized in the direct problem solution; conversely, less accurate parameters 
would be determined in the inverse problem solution. Thus, there may exist two 
optimum fOnTIS of kernels, one for each of the two problems of direct solution and 
inverse solution. 
The similarity of estimating parameters of a finite-element model using 
experimental data. with the training of neural networks (see, e.g., Maren, Hurston, and 
Pap (1990)) has been disguised in this research, but not overlooked. The notation used 
throughout the manuscript has been geared toward structural dynamics notation 
standards, but should not be misconstrued as limiting. The explicit problem solved in this 
research could analogously be considered that of training a linear two-level network of N 
nodes in each level, with connectivity as given by the assumed kernel fonns. Of course, 
the major difference is that the [mite-element model forms considered in this research are 
linear; neural networks are not. However~ around some operating point, perhaps a 
97 
linearization of the neural network system response could be assumed. If so, the methods 
of par~eter estimation allow simple one-step training of the entire network with the use 
of appropriate eigenpair information. Repeated applications could allow a piecewise 
linear response function of a network to be detennined. Multiple layer networks could be 
created from the single layer by chaining the layers; essentially, observability of the 
eigendata is a dominant limiting factor for direct estimation of multilayer neural 
networks. 
By employing the method of parameter estimation described in Chapter 4, using 
experimental modal data to identify parameters of an existing fmite-element model has 
been shown to be successful and practical. The solution method presented in this 
research has been shown to be a viable and useful technique, and warrants further 
research attention. The methods presented here have interesting possibilities when 
extended to related areas of research. 
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