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We study experimentally the stability of excited, interacting states of bosons in a double-well
optical lattice in regimes where the nonlinear interactions are expected to induce “swallowtail”
looped band structure. By carefully preparing different initial coherent states and observing their
subsequent decay, we observe distinct decay rates that provide direct evidence for multivalued,
looped band structure. The double well lattice both stabilizes the looped band structure and allows
for dynamic preparation of different initial states, including states within the loop structure. We
confirm our state preparation procedure with dynamic Gross-Pitaevskii calculations. The excited
loop states are found to be more stable than dynamically unstable ground states, but decay faster
than expected based on a mean-field stability calculation, indicating the importance of correlations
beyond a mean field description.
Interactions in Bose-Einstein condensates (BECs) can
give rise to qualitatively new nonlinear phenomena [1–
5]. For example, superfluids in optical lattices can ex-
hibit additional, interaction-stabilized states arising from
the so-called “swallowtail catastrophe” in which the band
structure becomes multi-valued [6–9]. As the interaction
increases, the collective band structure at the edge of the
Brilloiun zone (BZ) develops a cusp (a discontinuity in
the derivative), and subsequently a loop with multiple
energy states that can be occupied at the same quasimo-
mentum. The existence of loop states is related to dy-
namical asymmetry in Landau-Zener tunneling between
coupled states of the many-body system [10], which has
been used to indirectly observe nonlinear loop structure
[4, 11]. Despite the fact that ultracold atoms in opti-
cal lattices are an ideal system to realize nonlinear wave
dynamics, the interaction strengths needed to generate
such interesting band structure in a simple lattice are
prohibitively large.
In addition to multi-valued band structure at the edge
of the BZ, period doubled solutions are also expected to
occur halfway to the edge of the BZ [12]. Adding a weak
lattice at half the main lattice period expands the param-
eter regime where band structure loops are expected [8],
making them more experimentally feasable. The states
associated with the loop are collective excited states, and
an essential consideration in their observation is their sta-
bility. Even in the weakly interacting, mean-field limit,
dynamical instabilities [13–15] can arise that quickly de-
stroy the excited superfluid state. Dynamically stable
mean-field solutions exist [16], and in particular there are
accessible regimes where mean field calculations predict
different stability for the multi-valued bands. An exam-
ple of such looped band structure is shown in Fig. 1a.
Correlations outside of a mean field description of the
system, however, can cause additional instability in the
excited states [4, 17]. Using ultra cold atoms to study un-
conventional excited states [18–22] requires understand-
ing such relaxation processes.
Here, we dynamically produce nonlinear excited states
of a BEC in a two dimensional optical lattice and show
experimentally that the multi-valued nature of the looped
band structure can be observed as differences in the sta-
bility of BEC coherence, depending on which initial non-
linear state is prepared. The distinct coherence decay
rates occur near the band edge for addition of a weak
lattice at half the main period, in qualitative agreement
with theory. We observe substantial decay in the loop
states where a mean-field treatment predicts stability, in-
dicating that inhomogeneities and correlations that inval-
idate the mean-field description may play an important
role [17]. By measuring the energy released upon decay,
we show that there is an energy difference between states
prepared in the loop and ground band, providing addi-
tional evidence of multi-valued band structure.
Although equilibrium calculations suggest the exis-
tence of stable loop states at the band edge, such states
are not necessarily trivial to produce experimentally. The
mean-field interacting states obey Bloch’s equation and
are characterized by a quasimomentum q. Raman or
Bragg excitation can excite weakly-interacting BECs to a
given quasimomentum q 6= 0 because the initial and final
states are single-particle in nature, as are such excitation
techniques. The loop states, however, rely on interac-
tions, and it is not clear how well single-particle Raman
excitation couples to such collective states via intermedi-
ate states with only partial transfer. In order to prepare
states in the interacting band with high fidelity, we use
a combination of adiabatic and diabatic manipulation of
the lattice structure [21, 23] while accelerating the BEC
to momenta near the band edge.
The 2D lattice is produced with a 813 nm laser in a
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2bow-tie configuration and weak harmonic confinement in
the third dimension, giving rise to a checkerboard array
of 1D tubes [24]. The staggered energy offset, ∆, be-
tween neighboring tubes can be dynamically controlled
on timescales as short as 10 µs, faster than any dynamic
timescale in the system. For ∆ 6= 0, the fundamental
lattice period increases from the usual λ/2 to λ/
√
2, and
the Bravais lattice and associated BZ are rotated 45 de-
grees with respect to the original λ/2 lattice (Fig. 1c).
A stable looped structure is expected along the edge of
the smaller BZ for ∆ on the order of interaction energy
parameterized by gn¯ (n¯ is the average atomic density [25]
and g = 4pi~2a/m, where a is the scattering length and m
the mass of 87Rb). We develop three different procedures
(described below), to prepare initial states that we label
“(G)round”, “(E)xcited” and “(L)oop” and then study
the stability of each of these states by measuring charac-
teristic decay timescales as functions of quasimomentum
q, staggered offset ∆, and atomic density n.
All experiments start with a 87Rb BEC at rest (q = 0)
in the ground band of a 10.6 ER lattice with a stag-
gered offset too large to support a loop. (Here, ER =
~k2R/2m = 3.5 kHz is the single-photon recoil energy
associated with the short period lattice, kR = 2pi/λ =√
2kX .) A force, F , is applied to the atoms using a mag-
netic field gradient, resulting in an acceleration q˙ = F
along the direction “X” associated with the long period
of the lattice (see Fig. 1) to near the edge of the band,
which occurs at q = kX = pi/(λ/
√
2). The force is chosen
to accelerate fast enough to minimize the decay associ-
ated with dynamic instabilities [15], yet slow enough to
preclude band excitation. The resulting acceleration rate
is calibrated by pulling the atoms through the entire BZ
and observing Bloch oscillations of q [26].
For each state preparation sequence, G, L, and E, the
final lattice configuration is identical, with a final stag-
gered offset ∆ of order the interaction energy gn¯. For
the G sequence, the accelerating force is applied until
the desired final q is reached, at which point the offset
is reduced (in 50 µs) to the final value ∆. For the L
and E sequences, when the accelerating force brings the
BEC to q ≈ kX/2, the sign of the staggered offset is
switched (in 50 µs), projecting the state into the excited
band. Switching at q ≈ kX/2 avoids the dynamically
unstable regions 0 < q < kX/2 in the excited band and
kX/2 < q < kX in the ground band. The accelerating
force continues to increase q with the BEC in the excited
band until the desired q is reached, at which time the off-
set is switched to the final ∆ and the accelerating force is
terminated. The wavefunctions in the excited and loop
bands are nearly identical for ∆ → −∆ when q is near
kX so the sign of the final ∆ determines whether the E
or L state is prepared. See [25] for further information
on the state preparation.
To confirm the preparation sequences, we simulated
the dynamics using the time-dependent Gross-Pitaevskii
FIG. 1. (a) State preparation of an interacting BEC in the
looped band structure (grey solid and dashed lines). Dashed
parts of the band structure indicate dynamically unstable re-
gions. A combination of forces to accelerate the quasimomen-
tum and control of the staggered offset ∆ are used to prepare
the BEC in the ground (red), loop (black), or excited (blue)
bands as indicated schematically by the lines with arrows and
described in the text. Note that until the final state prepara-
tion step, the staggered offset is too large to support a loop.
The insets show the final wavefunctions calculated by a time-
dependent Gross-Pitaevskii (GP) simulation. (b) Real-space
lattice potential with staggered wells in 2D. (c) 2D Brillouin
zones associated with the lattice of period λ/2 (blue) and
λ/
√
2 (red). Acceleration is from q = 0 at Γ to q = kX at X.
(d) Overlap between the dynamic GP simulation and the ideal
wavefunctions for the E, L, and G preparations sequences, as
a function of q.
(GP) equation with the time sequences used in the exper-
iment, starting with the GP ground state at q = 0. We
then calculated the overlap of the dynamically created
nonlinear wavefunctions with the ideal GP solutions at
the same q and ∆. The resulting overlap with the given
target state is better than 90 % for the range of q stud-
ied for all three sequences, as shown by the solid lines
in Fig. 1b. Note that unlike for linear equations, two
different nonlinear solutions to the same GP equation
are not expected to be orthogonal, and overlap with the
unwanted states does not imply preparation infidelity.
Indeed, there is significant overlap for the ideal GP so-
lutions between the different solutions. We note that
non-adiabatic excitation of the states can contribute to
the instability of dynamically prepared states.
Having prepared states near the desired state in a given
lattice configuration, the BEC is held in the lattice for a
variable time tD. The lattice is subsequently turned off
in 1.5 ms, chosen such that the quasimomentum distri-
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FIG. 2. Decay of visibility as a function of hold time for
states prepared by the Ground (red), Loop (black), Excited
(blue) sequence. The examples here correspond to the case
of q = kX , ∆/h=0.7 kHz and gn¯/h=0.31(1) kHz. The fit-
ted rates for the G-, L-, and E-preparations are 1.29(9) ms−1,
0.84(8) ms−1, and 0.21(3) ms−1, respectively. Large inset: ab-
sorption image with analysis regions S (solid lined squares),
B1 (dashed line central square), and B2 (dotted lined trian-
gles) [25]. Smaller insets: absorption images at different decay
times, as indicated.
bution is mapped to position following time-of-flight [25].
We take an absorption image and determine the occupa-
tion of the first and second BZ for each preparation se-
quence and tD. To quantify the decay, the absorption sig-
nal is integrated over regions of the BZ that contain the
initial coherent BEC to get the average column density
S within those small regions. The signal S is compared
to the integrated column density B1 (B2) contained in
the first (second) BZ, with visibility defined as [25]
Vi =
S −Bi
S +Bi
+ C, (1)
where C is chosen so that the visibility Vi decays to zero.
Example Vi are shown in Fig. 2, with example images of
the filling of the first and second BZ as insets. The large
inset indicates the regions S, B1, and B2.
The behavior of the decay is qualitatively and quanti-
tatively different for the different preparation sequences:
the E sequence leads to slower decay (near the band edge)
that initially fills the second BZ before eventually filling
the first BZ, while the G and L sequences lead to decay
that fills predominantly the first BZ. As such, V1 is used
to extract decay rates for the G and L preparations and
V2 is used to extract a decay rate for the E prepared
states. Despite the fact that the final lattice configu-
rations are identical for the G and L sequence, we find
that the L prepared states decay more slowly than the G
states over a range of parameters.
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FIG. 3. Measured decay rates vs quasimomentum q of the G
(red), L (black), and E (blue) states for a) ∆/h=0.7 kHz
and and gn¯/h=0.31(1) kHz and b) ∆/h=1.1 kHz and
gn¯/h=0.29(1) kHz. The color scheme for the G (black), L
(red) and E (blue) prepared states is the same as in Fig. 2
We first study the stability of the G, L, and E states as
a function of quasimomentum q. Fig. 3 shows the decay
rates for the ground and loop states for two different stag-
gered offsets ∆/h = 0.7 kHz, 1.1 kHz and similar interac-
tion energy gn¯/h ≈ 0.31 kHz. The slower, excited band
decay (in blue) is shown primarily for reference when in-
cluded. We find the L decay rate is approximately 40 %
smaller than the G decay rate for q near the band edge,
indicating greater stability of the loop states in that re-
gion. The discrepancy in decay rate disappears, however,
at smaller q. The closing of the discrepency between the
L and G decay rates occurs at larger q for larger staggered
offset ∆, qualitatively agreeing with GP calculations [16].
Near q = kX , a GP analysis predicts dynamical stability,
which we do not observe [25]. The relatively large decay
rates of the L state as compared to the higher energy E
state may be due to inhomogeneities in the system that
close the loop when the local density becomes too low to
support a loop, or due to correlations [27] of the atoms
in the lattice, invalidating the mean-field description in
[16].
We expect the loop to only be present for ∆ smaller
than the interaction energy. We observe this behavior, as
the difference between the L and G decay rates decreases
for increasing ∆ or decreasing atomic density (see Fig.
4). In particular, the interaction necessary to observe a
difference between the G and L state is higher for larger
staggered offset, as seen in Fig. 4a-b. In addition, Fig.
4c-d shows that the loop and ground decay rates converge
closer to the band edge for larger staggered offset, as in
Fig. 3.
An additional consequence of the nonlinear band struc-
ture is that the total energy of the looped band state
should be more than the ground band state at the same
q. We investigate the energy released from the differ-
ent initial states by measuring the cloud width after de-
cay. For each preparation sequence, we calculate the
mean square width of the quasimomentum distribution,
w2 = 〈r2n(r)〉/〈n(r)〉, at times much longer than the
decay time, where r is the distance measured from the
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FIG. 4. Decay rates vs interaction energy gn¯ for different
states with q = kX and a) ∆/h=0.9 kHz and b) ∆/h=1.1 kHz.
Decay rates vs offset ∆/h with c) q = 0.82 kX and gn¯/h =
0.29(1) kHz and d) q = kX and gn¯/h = 0.31(1) kHz. Vertical
error bars indicate the standard deviation from the fit of the
decay and horizontal error bars on a) and b) indicate the
standard deviation of the mean of all measured instances.
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FIG. 5. Mean squared width, w2, after decay from the
Ground (red), Loop (black) and Excited (blue) prepared
states, a) as a function of q at an offset of 700 Hz. (Com-
pare with Fig. 3a)), and b) as a function of interaction energy
gn¯/h for ∆/h=1.1 kHz. Error bars indicate the standard de-
viation from different measurements over all states.
center of the BZ. As shown in Fig. 5, the loop prepared
states have larger final energy than the ground states,
despite the fact they have identical lattice configurations
and the loop state decays more slowly. The discrepancy
in released energy is reduced, but does not vanish, when
the decay rate gap closes, perhaps indicating either addi-
tional energy due to imperfect state preparation during
the L sequence or a region of multi-valued bandstructure
in which the loop and ground bands have the same sta-
bility. We note that the decay rates and energy released
for the three different state preparations trend in oppo-
site directions: the faster decaying G states have smaller
final w2, while the slower L and E states have larger final
w2. This supports a description of decay driven by dy-
namic instabilities, rather than energetic considerations.
The observed convergence of the decay rate of the G
and L prepared states occurs at values of q, ∆, and gn¯
that agree qualitatively with the trends we expect from
a mean-field calculation. However these points do not
agree with a quantitative analysis of the region where
a stable loop is predicted given the Bogliubov spectrum
either in full 2D or restricted to modes in the direction
of the acceleration in quasimomentum [25]. This discrep-
ancy suggests the measured decay rates are due to a com-
bination of effects beyond just the dynamic stability of
the mean field state, including inhomogeneities across the
lattice, state preparation infidelities and beyond mean-
field correlations. It is clear, however, that the nature
of the mean field state for a given preparation plays an
important role in the relaxation. The decay mechanisms
and their interplay with the transverse degrees of free-
dom is an interesting topic that could be further studied
by adding a weak lattice in the third spatial dimension
to control the magnitude of correlations and dispersion
in that direction.
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SUPPLEMENT
Lattice and state preparation
All experiments begin with a 87Rb BEC with no dis-
cernible thermal fraction in the |F = 1,mF = −1〉 in-
ternal hyperfine state, optically trapped with trap fre-
quencies (νx, νy, νz) = (12(2), 40(4), 100(9)) Hz. Control
of the atom number, independent of trap parameters, is
achieved by microwave removal of a fraction of atoms be-
fore the final stage of cooling. The lattice depth and off-
set ∆ are determined from an experimentally calibrated
model of the 2D lattice potential [24]. We parameterize
the interaction energy by gn¯, where n¯ is the peak den-
sity averaged over a unit cell, n¯ = (2/λ2)n1D(z = 0)
and n1D is the 1D density along the lattice-free central
tube. The interaction energy, gn¯(λ2/2)
∫
d2r |φ(r)|4, de-
pends on the size of the compressed localized Wannier
function φ(r), (φ(r) is normalized to 1). For the lattice
depths considered here, (λ2/2)
∫
d2r |φ(r)|4 ' 4, giving
rise to an effective factor of four increase in interaction
compared to a lattice-free case with the same average
density. The value of gn¯ is calculated either from an ef-
fective Thomas-Fermi approximation using the measured
total atom number N and trap frequencies (including the
lattice), or from a full 3D ground state solution of the GP
equation in the lattice. The two methods agree to 5 %.
The preparation sequences were empirically chosen to
optimize the coherence of the final state BEC, while
avoiding band excitations and minimizing dynamical in-
stability decay during preparation. The BEC was ini-
tially loaded into a 8.9 ER lattice with positive offset
∆1 > 0 by turning on the lattice beams during 200 ms,
followed by a 400 ms hold time. (∆1/h = 2.8 kHz for
the E and L sequence and ∆1/h = 1.7 kHz for the G
sequence.) In order to minimize excitations during sub-
sequent lattice manipulations, the lattice depth is then
ramped in 0.5 ms to a depth of 10.6 ER and a larger off-
set ∆2. (∆2/h = 3.3 kHz for the E and L sequences, and
∆2 = 2.0 kHz for the G sequence.)
After the increase in lattice depth, a magnetic field
gradient is turned on to accelerate the BEC from q = 0
to the final value near q = kX in a time tF ' 1 ms.
The acceleration time was chosen to prevent excitations,
but to minimize dynamical decay during the acceleration.
The switch from positive to negative offset in the E and
L sequences, as well as the switch to the final offset value,
only couple states with the same q, and were chosen to
project the BEC onto particular states in the resulting
band structure without residual band excitation. The
switch from positive to negative offset was tested at q = 0
by switching back and looking for excitation in the second
BZ. No discernible excited fraction was observed for the
lattice depth used. The GP simulations confirm that
this combination of adiabatic and diabatic manipulations
results in preparation of states with large overlap with
the desired final states.
Image analysis
The data was taken by absorption imaging the atom
cloud after 21 ms time-of-flight, effectively measuring
the momentum distribution. The lattice turn-off time of
1.5 ms was chosen to “band map” the quasimomentum
distribution n(q) onto the free particle momentum distri-
bution n(p). (Near the band edges, it is impossible to be
fully adiabatic, but this does not mix q and only results
in some mixing of n(q) at points near the band edges that
differ by reciprocal lattice vectors.) For the G and L se-
quences, some additional coherence decay occurs during
the band mapping. The resulting momentum distribu-
tion is then divided into several regions S, B1, B2 and
K. The relative position of B1, B2 and K are fixed, but
the position of region S depends on q, since the signal in
S measures the initially prepared BEC state. The signals
in regions B1 and B2 measure the population outside of
S in the first and second BZ, respectively. These regions
are chosen slightly smaller than the BZ to avoid ambigu-
ous population mixed between different zones. The large
6FIG. 6. Presence and stability of the loop band for in-
teraction energy gn¯/h = 0.3 kHz as a function of ∆ and q.
Multi-valued band structure is present in the blue region to
the right of the black line. The color represents the decay rate
for the condensate in the loop band, predicted by the Bogoli-
ubov spectrum. Black points enclose a region where modes
propagating in the direction of the acceleration in quasimo-
mentum are stable, important because dynamic instabilities
are more troublesome if seeded.
triangles K in the corners of the image are used to de-
termine the background per pixel, K/NK , assuming it is
constant over the image and NK is the number of back-
ground pixels. We calculate the background-subtracted
signal for the decay curves:
where NX is the number of pixels in zone X and C is a
single constant for each preparation G, E or L, chosen
so that the visibility decays to zero.
The mean squared width, w2 = 〈r2n(r)〉/〈n(r)〉, is cal-
culated from images taken after the atom distribution
has relaxed. We note that the band mapping technique
modifies the initial energy distribution, and the observed
time of flight w2 does not directly represent the energy
distribution in the lattice. Within a band, the measured
w2 is monotonically related to the energy in the band.
Mean-field loop and stability regions
We model the experimental state preparation, the non-
linear band structure, and the stability of the states with
an effective two-dimensional mean-field theory described
by the energy functional
E =
∫
d2r ψ∗(r)
(−~2
2m
∇2 + Vlat(r) + g2D
2
|ψ(r)|2
)
ψ(r)
(2)
and the corresponding time-dependent Gross-Pitaevskii
equation
i~∂tψ(r) =
(−~2
2m
∇2 + Vlat(r) + g2D|ψ(r)|2
)
ψ(r), (3)
where Vlat(r) is the lattice potential
Vlat(r) =
∆
4
(cos(2kRx)− cos(2kRy))
+ V0 cos(2kRx) cos(2kRy), (4)
V0 is the lattice depth, and g2D = gn¯λ
2/2 is the ef-
fective interaction coupling. In our dynamical simula-
tions of Eq. (3) to model the state preparation, we con-
sider unit cells of area λ2/2 and impose periodic bound-
ary conditions in the phase-gradient of ψ(r). We calcu-
late the nonlinear band structure following the method
of [16]. We find the stationary Bloch solutions of Eq. (3),
which have the form ψnq(r) = e
iq·runq(r) where n is
the band index and q is the quasimomentum in two di-
mensions. We work in the reciprocal space, and expand
unq(r) =
∑
k cnke
ik·r. We find {cnk} numerically for all
relevant values of n and q, reconstruct ψnq, then find the
energy of the state using Eq. (2).
The expected parameter regime for looped band struc-
ture at a representative interaction strength of gn¯ =
0.3 kHz is shown in Fig. 6. Here, the blue region indicates
the presence of looped band structure, and the shading
corresponds to the decay rate of the loop state at a given
quasimomentum q = (q, 0). We model decay rates using
a linear stability analysis, which in this mean-field frame-
work corresponds to a Bogoliubov treatment. We de-
rive the Bogoliubov equations by substituting ψnq(r)→
ψnq(r) + δ
∑
p
(Un,q+pei(p·r−ωt) + V∗n,q−pe−i(p·r−iωt)) in
Eq. (3) and linearizing in δ. We diagonalize these equa-
tions to obtain the Bogoliubov spectrum. The imaginary
part of this spectrum corresponds to decay of the equilib-
rium state at the rate Im[ω]. In Fig. 6, the blue shading
represents the maximum value of this rate for all values
of p = (px, py), while the black circles enclose a region
where modes propagating in the direction of the quasi-
momentum acceleration are dynamically stable, and cor-
respondingly exhibit no decay.
