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Abstract
We utilize category theory to define non-commutative disintegrations, regular conditional
probabilities, and optimal hypotheses for finite-dimensional C∗-algebras. In the process,
we introduce a notion of a.e. equivalence for positive maps and show that the category
of C∗-algebras and a.e. equivalence classes of 2-positive unital maps forms a category. A
related result holds for positive unital maps on von Neumann algebras. In the special case
of a finite-dimensional commutative C∗-algebra, this reproduces the usual notions of a.e.
equivalence and a disintegration of a probability measure over another measure consistent
with a probability-preserving function. Similar to the commutative (measure-theoretic) case,
disintegrations are unique almost everywhere whenever they exist. However, in contrast to
the commutative case, there are many instances where such disintegrations do not exist.
We show a certain separability condition on the density matrices representing the states
is necessary and sufficient for the existence and uniqueness of such disintegration on finite-
dimensional C∗-algebras. Physically, tracing out degrees of freedom from the environment of a
quantum system is one example of a state-preserving ∗-homomorphism and the disintegration
is the optimal reversal of this procedure. Finally, we discuss some implications for quantum
measurement.
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1 Introduction and outline
1.1 Main purpose
The goal of the present paper is to extend the notion of a disintegration of probability measures
to states on C∗-algebras and to provide necessary and sufficient conditions for its existence and
uniqueness. We do this by reviewing a diagrammatic definition (cf. Definition 2.22) of a disinte-
gration, also called an optimal hypothesis [2] or a regular conditional probability [33]. It is also
closely related to the notion of Bayesian inference [7]. Our approach is based on recent work
in categorical functional analysis and measure theory [25], [42], [45], [19], [47], [3], [9], [7], [23],
which has mainly focused on classical probability theory. This diagrammatic formulation is then
transferred from a category of probability spaces to a category of states on C∗-algebras utilizing a
fully faithful functor from the former to the latter [34], [16]. This categorical perspective offers a
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candidate for generalizing disintegrations to non-commutative probability theory without relying
on our intuition from classical probability theory.
Briefly, the definition of a disintegration of a state ω over another state ξ consistent with a
unital ∗-homomorphism F preserving these states is a completely positive unital map R in the
reverse direction that is both state-preserving and almost a left inverse to F. If ∗-homomorphisms
are written as straight arrows → and completely positive unital maps are written using squiggly
arrows /o/o // , this definition of a disintegration can be summarized diagrammatically as
C
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ω
\
\
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\
\
ξ
 B
B
B
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B
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uu
R
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D
idB //
ξ
qqqqqq
qqqqqq (1.1)
in the category of finite-dimensional C∗-algebras and completely positive unital maps. The in-
terpretation of completely positive unital maps as quantum conditional probabilities is not new
[26], but we take this perspective much further and include the relationships between states and
partially reversible dynamics analogous to regular conditional probabilities. Theorems 5.1 and
5.24 are our main results. Together, they state that for matrix algebras A and B, a unique disinte-
gration exists if and only if there exists a unitary operator U and a state ζ such that U †F (B)U is
a block diagonal matrix whose diagonal entries are B repeated and ω(UBU †) = (ζ ⊗ ξ)(B) for all
B. In addition, we provide explicit formulas for R in terms of ζ and we analyze several examples
including one involving entanglement due to Einstein, Podolsky, and Rosen. Afterwards, we ex-
tend our results to all finite-dimensional C∗-algebras, we show how the standard classical theorem
on the existence and uniqueness of disintegrations is a direct corollary of our theorem, and we
conclude by exploring consequences of our characterization theorem both in the context of quan-
tum information theory, specifically measurement, and non-commutative probability, specifically
conditional expectations.
1.2 Brief history and context
Since the early days of quantum mechanics, probabilistic concepts were found to be intrinsically tied
to observation [5]. However, the concepts of probability theory appearing in quantum mechanics
seemed to occasionally deviate from the classical notions. This was largely caused by the non-
commutativity of the observables of quantum mechanics, namely the fact that the measurement
of two observables depends on the order in which these observables are measured. The early
attempts at finding the appropriate analogues of classical probabilistic concepts in the quantum
setting were largely based on careful analysis focusing on the algebraic aspects of probability
theory since classical intuition often failed. Once a classical concept was understood from a more
algebraic perspective, it was possible to ask if the algebraic characterization provided a robust and
useful generalization to non-commutative algebras. An excellent example of this, relevant to the
present work, is the algebraic characterizations of conditional expectations by Moy in 1954 [29].
Umegaki, being aware of this work, extended the notion to include non-commutative conditional
expectations [46].
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In a seemingly different part of mathematics, category theory was being developed by Eilenberg
and Mac Lane roughly a decade earlier, but with a focus towards algebraic topology [11]. Category
theory does not just serve as a language for mathematics, nor is it only useful in providing abstract
theorems applying to different fields of mathematics, but it can be used as a tool in rigorously
making sense of analogies. Based on the close relationship between classical and quantum proba-
bility, one might therefore ask if there are theorems relating these two that can be clarified from a
categorical perspective. One of the most well-known theorems in this direction is due to Gelfand
and Naimark, which asserts that the category of compact Hausdorff spaces and continuous maps
is equivalent to the category of commutative unital C∗-algebras and unital ∗-homomorphisms [18].
One can extend this result to include probabilistic/non-deterministic maps. More precisely, the
category of compact Hausdorff spaces and stochastic maps is equivalent to the category of com-
mutative unital C∗-algebras and positive unital maps [16], [34]. These results suggest a powerful
approach to finding appropriate quantum analogues of classical concepts: formulate classical prob-
abilistic concepts categorically instead of just algebraically. Formulating concepts categorically has
the enormous benefit that the concept need not lie in a specific category, but can be defined in
any category that has sufficient structure to make sense of that concept. The topic that we will
explore here is that of a disintegration, also known as a regular conditional probability or an op-
timal hypothesis. Categorical disintegrations can be defined abstractly using the Kleisli category
associated to a probability monad [7]. Although categorical ideas in quantum mechanics have been
growing significantly in the past several years [1], the notion of a categorical disintegration, crucial
to the study of conditioning and Bayesian inference, does not yet seem to have been studied in the
quantum context from this perspective. The purpose of this paper is to introduce the notion of a
disintegration into quantum theory and to analyze many of its properties.
1.3 Outline of results
The outline of this paper is as follows. Section 2 reviews stochastic matrices, disintegrations, and
optimal hypotheses for finite probability spaces. Theorem 2.29 contains the well-known result that
disintegrations exist and are unique up to a.e. equivalence for finite probability spaces. Section 3.1
provides a notion of a.e. equivalence for positive maps analogous to the notion of a.e. equivalence
from measure theory. We prove the well-definedness of composition of a.e. equivalence classes
of 2-positive unital maps on arbitrary C∗-algebras in Proposition 3.104 and the analogous result
for all positive unital maps on finite-dimensional C∗-algebras in Theorem 3.111. Theorem 3.129
contains the non-commutative analogues of the categories introduced in Section 2. Section 3.3
contains our definition of non-commutative disintegration in Definition 3.134. Section 4 exhibits
several examples including instances where disintegrations do not exist, contrary to what happens
in ordinary finite probability theory. Nevertheless, there is still a form of uniqueness for disintegra-
tions that is covered by the theorems in Section 5. Theorems 5.1 and 5.24 are our main results and
contain a characterization of when disintegrations exist for matrix algebras. Theorems 5.107 and
5.141 extend these results to direct sums of matrix algebras and hence to all finite-dimensional C∗-
algebras. They are both generalizations of Theorem 2.29, which is a classical well-known result on
the existence and uniqueness of disintegrations. Section 6 contains several additional applications
of our results including disintegrations involving pure states, a simple Kraus decomposition for
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disintegrations, measurement in quantum mechanics, and a relationship between disintegrations
and conditional expectations.
Appendix A discusses disintegrations on more general measure spaces and is included to moti-
vate our diagrammatic definition of a non-commutative disintegration by relating the diagrammatic
definition of ordinary disintegrations to measure-theoretic disintegration and regular conditional
probabilities. Appendix B reviews the notion of over, under, and Kleisli categories. These concepts
motivate the notion of probability/state-preserving processes and also the differences between de-
terministic and non-deterministic processes. The contents of the appendices are not required to
follow the arguments in our paper, but they provide context on the meaning of disintegration in
measure theory from several different perspectives, including the diagrammatic approach we use
here. This project begun from a thorough investigation of the equations in Section 3 of [3].
2 Finite-dimensional stochastic maps and disintegration
In this section, we define stochastic maps between finite sets, their composition, and a disinte-
gration of one probability measure over another. Afterwards, we state and prove a theorem on
the existence and uniqueness of a disintegration consistent with a probability-preserving map. Al-
though this theorem is well-known (see the end of Section 2 after Definition 2.6 in [2]), we include
it here as a point of comparison for our non-commutative results in Sections 4 and 5.
2.1 Stochastic maps
Stochastic maps are generalizations of functions in that they assign to each point in the source
(domain) a probability measure on the target (codomain). If a function is to be thought of as a
deterministic process, a stochastic map can be interpreted as a non-deterministic process where
one only knows the probabilities associated with the possible outcomes of that process. Appendix
A contains a discussion of more general measure spaces, transition kernels (generalizations of
stochastic maps that allow measures instead of just probability measures), measure-theoretic dis-
integrations, and the equivalence between these definitions and our diagrammatic ones. In what
follows, we focus on the finite set case where several simplifications occur.
Definition 2.1. Let X and Y be two finite sets (equipped with the discrete σ-algebra). Let
PM(Y ) denote the set of probability measures on Y. A stochastic map from X to Y is a function
X
f−→ PM(Y )
x 7→ f(x)
(2.2)
whose evaluation on subsets of Y is written as
Y ⊇ E f(x)7−−→ fx(E) ∈ R≥0. (2.3)
We denote stochastic maps using squiggly arrows X /o/o // Y following the convention of Baez
and Fritz [2] to distinguish stochastic maps from ordinary functions, the latter of which employs
the standard notation X → Y.
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Remark 2.4. Stochastic maps f : X /o/o // Y are also called stochastic matrices for the following
reason. Since the σ-algebra on Y is discrete,
fx(E) =
∑
y∈E
fx({y}) (2.5)
so that the probability measure fx is determined by its values on points of Y. We therefore write
fyx := fx({y}) to denote the yx entry of f in matrix form. As a result, we will express future
definitions of such probability measures in terms of their values on points in such matrix form.
Example 2.6. Associated to an ordinary function f : X → Y is a canonical stochastic map
f : X /o/o // Y defined by
X × Y ∋ (x, y) 7→ fyx := δyf(x), (2.7)
where δ : Y × Y → R is the Kronecker-delta function defined by
δyy′ :=
{
1 if y = y′
0 otherwise
. (2.8)
Sometimes to avoid conflicting notation, δf : X /o/o // Y may be used to denote the stochastic map
associated to the function f : X → Y. However, this notation is cumbersome and we will instead
opt for the abusive shorthand, where we treat functions as stochastic maps in this sense.
Example 2.9. Let Y be a finite set. There is a bijection between the set of stochastic maps
q : {•} /o/o // Y from the one-point set {•} to Y and the set PM(Y ) of probability measures on Y.
This allows us to view probability measures as morphisms in some category. It is analogous to how
elements of a set Y can be viewed as functions {•} → Y. It is also more concise and consistent with
standard probability theory notation to denote the value of this measure on y ∈ Y as qy instead
of qy•.
Stochastic maps can be composed to create a new stochastic map defined as follows.
Definition 2.10. Let X, Y, and Z be finite sets. The composition of the stochastic map f :
X /o/o // Y followed by the stochastic map g : Y /o/o // Z, written as g ◦ f : X /o/o // Z, is the function
g ◦ f : X → PM(Z) defined by sending x ∈ X to the probability measure on Z determined by
Z ∋ z (g◦f)(x)7−−−−→ (g ◦ f)zx :=
∑
y∈Y
gzyfyx. (2.11)
Hence, composition is analogous to matrix multiplication justifying the terminology “stochastic
matrices.”
Example 2.12. If f : X /o/o // Y is a stochastic map and g : Y → Z is a function, then for each
x ∈ X and z ∈ Z,
(g ◦ f)zx =
∑
y∈Y
gzyfyx =
∑
y∈Y
δzg(y)fyx =
∑
y∈g−1(z)
fyx. (2.13)
Therefore, (g ◦ f)x is the pushforward of the measure fx along g for each x ∈ X. As a result, the
more standard notation g∗f will often be replaced by g ◦ f. A special case of this occurs for the
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diagonal map ∆Y : Y → Y × Y for any finite set Y. This pushes forward a probability measure
q : {•} /o/o // Y to the diagonal subset
∆Y (Y ) :=
{
(y, y) ∈ Y × Y : y ∈ Y } (2.14)
of Y × Y so that (∆Y ◦ q)yy′ = δyy′qy. This map is used in Remark 2.19. It is the comultiplication
map of the Frobenius structure for ordinary probability theory defined in Section 2 in [10].
Notation 2.15. Finite sets and stochastic maps form a category, FinStoch. In particular, the
composition of stochastic maps is a stochastic map and the composition is associative. The identity
stochastic map on a set X is the canonical stochastic map δidX associated to the identity function
idX (cf. Example 2.6).
Definition 2.16. Let X and Y be finite sets and let p be a probability measure on X. Let
Np := {x ∈ X : px = 0} (2.17)
denote the null-set of (X, p). Two stochastic maps f, g : X /o/o // Y are p-a.e. equivalent iff{
x ∈ X : f(x) 6= g(x)} ⊆ Np. (2.18)
The notation f =
p
g is used whenever f and g are p-a.e. equivalent. Here, f(x) 6= g(x) means f(x)
and g(x) are different measures on Y, i.e. there exists a y ∈ Y such that fyx 6= gyx.
Remark 2.19. As shown by Cho and Jacobs in Section 5 of [7], p-a.e. equivalence of f and g can
be formulated diagrammatically as f =
p
g iff the diagram
{•}
X
X
X ×X
X ×X
X × Y
p 777w7w7w
p '''g
'g'g
∆X //
∆X
//
idX×f
***j*j
*j
idX×g
444t4t4t
(2.20)
commutes (the product of stochastic maps can be defined using joint probability measures as is
done in Section 2 of [7]). Although this is an insightful observation useful for certain aspects of
categorical probability, we will not use this diagrammatic definition here because the analogue of
the diagonal maps are not morphisms in the categories used for non-commutative probability and
quantum information theory (cf. Remark 3.132).
Notation 2.21. Finite probability spaces and a.e. equivalence classes of probability-preserving
stochastic maps together with composition defined by taking representatives forms a category
FinProbStocha.e.. The subcategory where the morphisms are taken to be a.e. equivalence classes
of functions is denoted by FinProba.e.. If a.e. equivalence classes are not taken, then the asso-
ciated categories are denoted by FinProbStoch and FinProb, respectively (this is meant to be
consistent with the notation introduced in [3]). Table 1 summarizes the categories of classical
probability relevant in our present work.
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Category objects morphisms
FinSet finite sets functions
FinStoch finite sets stochastic maps
FinProb finite probability spaces probability-preserving functions
FinProbStoch finite probability spaces probability-preserving stochastic maps
FinProba.e. finite probability spaces a.e. classes of FinProb morphisms
FinProbStocha.e. finite probability spaces a.e. classes of FinProbStoch morphisms
Table 1: Categories of probability theory on finite sets
Definition 2.22. Let
{•}
X Y
p

D
D
D
D
q

Z
Z
Z
Z
f
//
(2.23)
be a commutative diagram of stochastic maps, i.e. q = f ◦p. A hypothesis for (2.23) is a stochastic
map r : Y /o/o //X such that
X
YY
r
ZZ
Z
Z
Z
Z
Z
f
✡✡
✡✡
✡✡
✡✡
idY
oo
commutes q-a.e., i.e. f ◦ r =
q
idY . (2.24)
A hypothesis for (X, p)
f−→ (Y, q) is optimal iff
{•}
X Y
p

D
D
D
D
q

Z
Z
Z
Z
r
oo o/ o/ o/ o/ o/ o/
commutes, i.e. r ◦ q = p. (2.25)
A disintegration of p over q is a stochastic map r : Y /o/o //X such that (2.25) holds. A disintegration
of p over q consistent with f is a disintegration of p over q such that (2.24) holds.
Remark 2.26. As equations evaluated on elements, (2.24) and (2.25) are written as
δy′y =
∑
x∈f−1(y′)
rxy ∀ y ∈ Y, y′ ∈ Y \Nq (2.27)
and
px =
∑
y∈Y
rxyqy ∀ x ∈ X, (2.28)
respectively.
A consistent disintegration is also called a regular conditional probability (cf. Proposition A.27
in Appendix A). For brevity, we will simply call an r satisfying r ◦ q = p and f ◦ r =
q
idY a
disintegration of (f, p, q) or simply a disintegration when (f, p, q) are clear from context. Further-
more, a commutative diagram as in (2.23) is equivalently a morphism (X, p)
f−→ (Y, q) in FinProb.
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2.2 Existence and uniqueness of classical disintegrations
Disintegrations always exist and are unique almost everywhere as the following theorem shows.
Theorem 2.29. Let (X, p)
f−→ (Y, q) be a morphism in FinProb. Then the following facts hold.
i. The assignment
X × Y ∋ (x, y) 7→ rxy :=
{
pxδyf(x)/qy if qy > 0
1/|X| otherwise (2.30)
defines a disintegration r : Y /o/o //X of p over q consistent with f.
ii. The stochastic map r is the unique one up to a set of measure 0 with respect to q satisfying
conditions (2.24) and (2.25), i.e. r =
q
r′ for any other disintegration r′ : Y /o/o //X.
iii. Suppose f ′ is another measure-preserving function satisfying f =
p
f ′. Let r be a disintegration
of f and let r′ be a disintegration of f ′. Then r =
q
r′.
The proof of this theorem is not difficult nor is it new. However, it provides some insight to
the proof of our main theorem on non-commutative disintegrations in Theorem 5.107. The proof
of Theorem 2.29 will be split up into several Lemmas, which motivate the formula (2.30) and also
assist in proving a.e. uniqueness. Furthermore, Lemma 2.31 and 2.33 show a measure-preserving
function f : X → Y is surjective onto a set of full measure and a hypothesis forces ry to be
supported on f−1({y}) for almost all y ∈ Y. This allows us to view a disintegration more visually
as follows. Gromov pictures a morphism (X, p)
f−→ (Y, q) in terms of water droplets. f combines
the water droplets summing their volumes (probabilities) [20]. Hence, a hypothesis is a stochastic
“section” from points in the target (codomain) of f assigning a probability measure on the fibers
over those points.
X
Y
f r
A hypothesis takes no account of the actual probabilities of the events in these fibers while an
optimal hypothesis does.
Lemma 2.31. Let r : Y /o/o //X be a hypothesis for (X, p)
f−→ (Y, q). Then ry is supported on
f−1({y}) for all y ∈ Y \Nq.
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Proof. The condition f ◦ r =
q
idY says
∑
x∈f−1(y′)
rxy = δy′y for all y ∈ Y \ Nq and for all y′ ∈ Y by
Remark 2.26. Thus, choosing y 6= y′ implies
rxy = 0 ∀ x ∈ f−1(Y \ {y}) (2.32)
provided qy > 0. Therefore, ry is supported on f
−1({y}) for all y ∈ Y \Nq. 
Lemma 2.33. Let (X, p)
f−→ (Y, q) be a morphism in FinProb. Then, for each y ∈ Y \Nq, there
exists an x ∈ X such that f(x) = y, i.e. f is surjective onto a set of full q-measure.
Proof. This follows immediately from q = f ◦ p, which says qy =
∑
x∈f−1(y)
px by Remark 2.26. In
order for qy to be strictly greater than zero, the sum must be nonempty. 
Lemma 2.34. Let r : Y /o/o //X be a disintegration of (X, p)
f−→ (Y, q). Then
rxf(x)qf(x) = px ∀ x ∈ X. (2.35)
Proof. Since r is a disintegration, r ◦ q = p. Therefore,∑
y∈Y
rxyqy
∑
y∈Y \Nq
rxyqy px
rxf(x)qf(x)
r◦q=p
by Lemma 2.31
(2.36)
for all x ∈ X. 
Proof of Theorem 2.29. you found me!
i. First note that r given by (2.30) is a stochastic map because ryx ≥ 0 for all x ∈ X and y ∈ Y,
ry(X) =
∑
x∈X
rxy
(2.30)
===
∑
x∈X
pxδyf(x)
qy
=
∑
x∈f−1(y)
px
qy
f◦p=q
====
qy
qy
= 1 ∀ y ∈ Y \Nq, (2.37)
and because ∑
x∈X
rxy =
∑
x∈X
1
|X| = 1 ∀ y ∈ Nq. (2.38)
Condition (2.25) follows from
(r ◦ q)x Rmk 2.26=====
∑
y∈Y
rxyqy =
∑
y∈Y
qy>0
rxyqy
(2.30)
===
∑
y∈Y
qy>0
pxδyf(x) =
{
px if qf(x) > 0
0 if qf(x) = 0
. (2.39)
This equals px for all x ∈ X since if qf(x) = 0, then px = 0 because f ◦ p = q. Hence r ◦ q = p.
Secondly, for any pair of elements y, y′ ∈ Y with qy > 0,
(f ◦r)y′y Rmk 2.26=====
∑
x∈f−1(y′)
rxy
(2.30)
===
∑
x∈f−1(y′)
pxδyf(x)
qy
f(x)=y′
====
∑
x∈f−1(y′)
pxδyy′
qy
f◦p=q
====
qy′δyy′
qy
= δy′y. (2.40)
Hence, f ◦ r equals idY up to a set of q measure zero.
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ii. The fact that r : Y /o/o //X is the unique stochastic map up to a null set satisfying conditions
(2.24) and (2.25) follows from Lemmas 2.33 and 2.34 since rxy = px/qy for all x ∈ f−1({y})
and for all y ∈ Y \Nq.
iii. Finally, suppose f =
p
f ′. Let y ∈ Y \Nq. Then rxy = pxδyf(x)qy and r′xy =
pxδyf ′(x)
qy
for all x ∈ X.
Let x ∈ X be such that f(x) 6= f ′(x), which is possible only if px = 0. Then rxy = 0 = r′xy so
r =
q
r′.

Remark 2.41. Theorem 2.29 says given any morphism in FinProb, a disintegration exists as
a morphism in the category FinProbStoch while the last claim says given any morphism in
FinProba.e., a disintegration exists and is unique as a morphism in the category FinProbStocha.e..
From this perspective, given a morphism (X, p)
f−→ (Y, q) in FinProb (or FinProba.e.), a disinte-
gration of p over q consistent with f is a right inverse r of f in the category FinProbStoch (or
FinProbStocha.e.). Hence, disintegrations can be viewed as one-sided inverses of morphisms, a
problem that is of great importance in many other contexts (see the introduction to Chapter 34
of [14]). Physically, this means that if a deterministic process transforming an initial state into a
final state is not invertible, it is at least stochastically (non-deterministically) right invertible via
the disintegration, which transforms the final state back into the initial state and recovers as much
of the initial state space (observables) as possible.
3 An algebraic formulation of disintegrations
The goal of this article is to define non-commutative disintegrations and to provide a criterion
for their existence and uniqueness. To do this, it is useful to first formulate the definitions and
results of Section 2 in the setting of commutative C∗-algebras. In particular, we will introduce
the non-commutative analogues of the categories from Table 1. This analogy is justified mathe-
matically by the existence of a fully faithful (contravariant) functor from the categories in Table
1 to their quantum analogues, which will be defined in this section. Just as for finite probability
spaces, the notion of a.e. equivalence plays an important role when formulating the uniqueness of
a disintegration. The same is true in the quantum setting when working with algebras (an alter-
native description that avoids a.e. equivalence is obtained by using Banach cones for commutative
algebras as described in [9]). Much of Sections 3.1 and 3.2 include technical results that are mostly
used in the proofs of the main theorems in Section 5. For the reader interested in definitions, ex-
amples, and results alone, the material in Section 3.1 up to Example 3.19 and Section 3.3 should
suffice for the most part.
3.1 Non-commutative a.e. equivalence
We briefly recall some relevant definitions involving states on C∗-algebras and completely positive
maps from Paulsen [38] and Sakai [41]. Afterwards, we define a.e. equivalence for C∗-algebras
in Definition 3.16. We provide a more computationally useful definition for finite-dimensional
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C∗-algebras in Lemma 3.42. In the rest of this section, we analyze several consequences of a.e.
equivalence including some examples.
Definition 3.1. A C∗-algebra is an algebra A equipped with a unit 1A, an involution ∗ : A → A,
and a norm ‖ · ‖ : A → R such that it is a ∗-algebra, it is closed with respect to the topology
induced by its norm, and it satisfies the C∗-identity, which says ‖a∗a‖ = ‖a‖2 for all a ∈ A. Given
a C∗-algebra A, a positive element of A is an element a ∈ A for which there exists an x ∈ A such
that a = x∗x. The set of positive elements in A is denoted by A+. Given another C∗-algebra B, a
positive map ϕ : B /o/o //A is a linear map such that ϕ(B+) ⊆ A+. A linear map ϕ : B /o/o //A is unital
iff ϕ(1B) = 1A. A state on a C∗-algebra A is a positive linear unital functional ω : A /o/o // C. A
∗-homomorphism from A to B is a function f : A → B preserving the C∗-algebra structure, namely
f is linear, f is a homomorphism f(aa′) = f(a)f(a′), f is unital f(1A) = 1B, and f(a∗) = f(a)∗
for all a, a′ ∈ A. If ω : A /o/o // C and ξ : B /o/o //C are states, then a linear map ϕ : B /o/o //A is said
to be state-preserving whenever ϕ ◦ ω = ξ.
All C∗-algebras and ∗-homomorphisms will be unital unless otherwise specified. Note that
positive maps on C∗-algebras are denoted with squiggly arrows /o/o // while ∗-homomorphisms are
denoted with straight arrows → . The reason for this notation will be clarified in Theorem 3.129.
Example 3.2. For each n ∈ N, let Mn(C) denote the set of n × n complex matrices. The
involution on A ∈Mn(C) is given by the conjugate transpose and is written as A† instead of A∗ to
be consistent with the standard notation used in quantum theory. A matrix algebra is a C∗-algebra
of the form Mn(C) for some n ∈ N. If A is another C∗-algebra, then Mn(C)⊗A ∼=Mn(A), the
algebra of n × n matrices with entries in A, admits a C∗-algebra structure by matrix operations
and a norm that can be obtained in many ways (cf. beginning of Chapter 1 in Paulsen [38]).
Remark 3.3. Describing the norm on Mn(A) is subtle when A is not finite-dimensional. Since
we will be dealing mostly with finite-dimensional algebras, the direct sum norm and operator norm
on matrices can be used.
Our convention for the tensor product of matrices will be
a11 · · · a1m... ...
am1 · · · amm
⊗
b11 · · · b1n... ...
bn1 · · · bnn
 =

a11
b11 · · · b1n... ...
bn1 · · · bnn
 · · · a1m
b11 · · · b1n... ...
bn1 · · · bnn

...
...
am1
b11 · · · b1n... ...
bn1 · · · bnn
 · · · amm
b11 · · · b1n... ...
bn1 · · · bnn


, (3.4)
which is induced by the isomorphism Cm ⊗ Cn → Cmn determined by
~e1 ⊗ ~e1 7→ ~e1, . . . ~e1 ⊗ ~en 7→ ~en, ~e2 ⊗ ~e1 7→ ~en+1, . . . ~em ⊗ ~en 7→ ~emn. (3.5)
Definition 3.6. Let A and B be C∗-algebras. Given n ∈ N, a linear map ϕ : B /o/o //A is n-positive
iff idMn(C)⊗ϕ :Mn(C)⊗B /o/o //Mn(C)⊗A is positive. ϕ is completely positive iff ϕ is n-positive
for all n ∈ N. A completely positive (unital) map will be abbreviated as a CP (CPU) map.
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The Choi–Kraus theorem gives a characterization of completely positive maps between matrix
algebras. This will be used often so we state it here to set notation.
Theorem 3.7. Fix n,m ∈ N. A linear map R :Mn(C) /o/o //Mm(C) is completely positive if and
only if there exists a finite collection {Ri : Cn → Cm} of linear maps such that
R =
∑
i
AdRi . (3.8)
Here, AdRi(A) := RiAR
†
i for all A ∈Mn(C). R is CPU if and only if there exists a finite collection
{Ri : Cn → Cm} of linear maps satisfying (3.8) as well as∑
i
RiR
†
i = 1m. (3.9)
A collection {Ri} satisfying (3.8) (and (3.9) if R is unital) is called a Kraus decomposition for R.
Remark 3.10. Our notation for AdV has been borrowed from the literature on Lie algebras so
that
AdV ◦ AdW = AdVW (3.11)
for all linear maps Cm
V←− Cn W←− Cp. More often, in the literature on quantum information theory,
the adjoints are reversed causing the V and W to be switched on the right-hand-side.
In addition, the Choi matrix of a linear map will occasionally be used to prove complete
positivity (or lack thereof) of a map between matrix algebras.
Definition 3.12. The Choi matrix of a linear map ϕ :Mq(C) /o/o //Ms(C) is the qs× qs matrix
Φ(ϕ) :=
ϕ(E
(q)
11 ) · · · ϕ(E(q)1q )
...
...
ϕ(E
(q)
q1 ) · · · ϕ(E(q)qq )
 , (3.13)
where E
(q)
ij is the q × q matrix whose ij-th entry is 1 and all other entries are 0. The superscript
(q) may occasionally be dropped if the dimension is clear from the context.
The following theorem due to Choi will be used without further mention [8].
Theorem 3.14. A linear map between matrix algebras is completely positive if and only if its Choi
matrix is a positive matrix.
Remark 3.15. The standard assumption in quantum theory is to work with completely positive
trace-preserving maps instead of unital maps. The relationship between the two is as follows.
A completely positive map R : Mn(C) /o/o //Mm(C) is unital if and only if the dual map R∗ :
Mm(C) /o/o //Mn(C) is trace-preserving. The dual map R∗ is defined with respect to the Hilbert–
Schmidt (a.k.a. Frobenius) inner product on a matrix algebra given by 〈A,B〉 := tr(A†B) for
all square matrices (of the same dimension) A and B. R∗ is therefore the unique map satisfying
〈R∗(A), B〉 = 〈A,R(B)〉 for all A ∈ Mm(C) and all B ∈ Mn(C). If R =
∑
iAdRi is a Kraus
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decomposition of R, then R∗ =
∑
iAdR†i
is a Kraus decomposition of R∗ because 〈R∗(A), B〉 =
〈A,R(B)〉 = ∑i tr(A†RiBR†i ) = ∑i tr(R†iA†RiB) = ∑i〈R†iARi, B〉 by the cyclicity of the trace.
By a similar argument, 〈R∗(1m), B〉 = 〈1m, R(B)〉 = tr(R∗(B)) for all B ∈ Mn(B). From this, it
follows that R is unital if and only if R∗ is trace-preserving.
In particular, if ω :Mn(C) /o/o //C is a state, then its dual ω∗ : C /o/o //Mn(C) is determined by
the image ω∗(1) ∈Mn(C) of the unit 1 in C. Since 1 ≥ 0, ω∗(1) is positive. Furthermore, since ω
is unital, ω∗ is trace-preserving. Hence, tr(ω∗(1)) = 1. In other words, ω∗(1) is a trace 1 positive
matrix. This is called the density matrix associated to ω. Finally, ω = tr(ω∗(1) · ) as states on
Mn(C).
We now proceed to defining a.e. equivalence of linear maps.
Definition 3.16. Let A and B be C∗-algebras, let F, F ′ : B /o/o //A be two linear maps, and let
ω : A /o/o // C be a state (or more generally a positive linear functional) on A. Let
Nω :=
{
a ∈ A : ω(a∗a) = 0} (3.17)
denote the null space of ω. Since Nω is a left ideal of A (see Construction 3.1 in [35] for details)
denote the quotient vector space by A/Nω. F and F ′ are said to be equal almost everywhere (a.e.)
with respect to ω or equal ω-a.e. iff the diagram (in the category of vector spaces and linear maps)
A/NωB
A
A
F
777w7w7w7w
F ′ '''g
'g'g
'g
'' ''❖❖
❖❖❖
77 77♦♦♦♦♦
(3.18)
commutes, i.e. iff F (b) − F ′(b) ∈ Nω for all b ∈ B. The two maps A ։ A/Nω in (3.18) are the
quotient maps of A onto A/Nω. When F and F ′ are equal a.e. with respect to ω, the notation
F =
ω
F ′ will be used.
The reason for the above terminology of a.e. equivalence and its relationship to similar termi-
nology from Section 2 is explained in the following example.
Example 3.19. Let A := CX and B := CY be the commutative C∗-algebras of complex-valued
functions on the finite sets X and Y, respectively, let P : CX /o/o // C be a state on X , and let
F,G : CY /o/o // CX be two positive unital maps. Then there exists a unique probability measure p
on X such that ∑
x∈X
ϕ(x)px = P (ϕ) ∀ ϕ ∈ CX , (3.20)
namely,
px := P (ex), (3.21)
where ex is the function on X defined by X ∋ x′ 7→ ex(x′) := δxx′. Since every function ϕ ∈ CX is
the linear combination
ϕ =
∑
x∈X
ϕ(x)ex, (3.22)
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(3.20) follows from linearity of P. Similarly, there exist unique stochastic maps (see Section 2.6 of
[34] for details) f, g : X /o/o // Y such that(
F (ψ)
)
(x) =
∑
y∈Y
ψ(y)fyx ∀ ψ ∈ CY , ∀ x ∈ X, (3.23)
namely
X ∋ x 7→
(
Y ∋ y 7→ fyx := F (ey)(x)
)
∈ PM(Y ), (3.24)
and similarly for G with g. To compute the null space NP of P, note that for any ϕ ∈ CX ,
ϕ∗ϕ =
∑
x,x′∈X
ϕ(x)ϕ(x′) exex′︸︷︷︸
δxx′
=
∑
x∈X
|ϕ(x)|2ex. (3.25)
Hence,
P (ϕ∗ϕ) =
∑
x∈X
|ϕ(x)|2P (ex) =
∑
x∈X
px|ϕ(x)|2 =
∑
x∈X\Np
px|ϕ(x)|2 = 0 =⇒ ϕ|X\Np = 0, (3.26)
where Np ⊆ X is the measure-theoretic null space of p and ϕ|X\Np denotes the restriction of ϕ to
X \Np. Therefore, the null space of P is given by
NP :=
{
ϕ ∈ CX : P (ϕ∗ϕ) = 0} = {ϕ ∈ CX : ϕ∣∣
X\Np = 0
}
= span
 ⋃
x∈Np
{
ex
} . (3.27)
Hence, the quotient CX/NP is isomorphic to functions on X \Np by the isomorphism
C
X/NP
∼=−→ CX\Np
[ϕ] 7→ ϕ∣∣
X\Np.
(3.28)
As a result, the two positive unital maps F,G : CY /o/o //CX are equal P -a.e. if and only if the
diagram
CX/NPCY
CX
CX
CX\Np
F 777w7w7w
G ''
'g'g
'g
'' ''❖❖
❖❖
77 77♦♦♦♦
∼= // (3.29)
commutes, which means if and only if the associated stochastic maps f˜ , g˜ : X \Np /o/o // Y defined
by the restrictions of f and g to X \Np, respectively, are equal. This precisely means f =p g.
The following fact will often be used without further mention.
Lemma 3.30. Let A and B be C∗-algebras, let ξ : B /o/o //C be a state (or more generally a positive
functional), and let ϕ, ψ : A /o/o // B be linear maps. If ϕ =
ξ
ψ, then ξ ◦ ϕ = ξ ◦ ψ.
Proof. Let a ∈ A. Then∣∣ξ(ϕ(a)− ψ(a))∣∣2 ≤ ξ((ϕ(a)− ψ(a))∗(ϕ(a)− ψ(a))) = 0 (3.31)
by the Cauchy–Schwarz inequality for positive functionals (cf. Proposition 5.2.1 in Fillmore [12])
and because ϕ(a)−ψ(a) ∈ Nξ. Hence, ξ
(
ϕ(a)
)
= ξ
(
ψ(a)
)
. Since a was arbitrary, ξ ◦ϕ = ξ ◦ψ. 
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The support of a state will also be used when formulating our disintegration theorem.
Lemma 3.32. Let ω : A /o/o //C be a state on a finite-dimensional C∗-algebra A. Then there exists
a unique projection Pω ∈ A (this means P ∗ω = Pω and P 2ω = Pω) such that Nω = A(1A − Pω).
Proof. See Section 1.14 of Sakai [41]. 
Remark 3.33. If A is not a finite-dimensional C∗-algebra in Lemma 3.32, then such a projection
Pω for a state ω need not exist. Indeed, if A = C(X), continuous complex-valued functions on
a connected compact Hausdorff space X, then there are no non-trivial projections and yet there
are many states generating non-trivial null-spaces. Such a projection does exist, however, if A is
taken to be a W ∗-algebra. Hence, several (but not all) of the theorems that follow involving such
supports also hold for W ∗-algebras.
Definition 3.34. Using the same notation from Lemma 3.32, Pω is called the support of ω. Its
complement will occasionally be denoted by
P⊥ω := 1A − Pω. (3.35)
Remark 3.36. Note that our support of a state is the complement of what Sakai calls the support.
This is mainly for notational convenience since the support will be used more often than its
complement. Also note that
ω(a) = ω(aPω) = ω(Pωa) = (ω ◦ AdPω)(a) ∀ a ∈ A. (3.37)
Example 3.38. When A = Mn(C) is a matrix algebra with a state ω : Mn(C) /o/o // C, then
ω = tr(ρ · ) for some unique density matrix ρ ∈ Mn(C) (cf. Remark 3.15). Furthermore, P⊥ω is
the projection onto the zero eigenspace of ρ and Pω satisfies Pωρ = ρ = ρPω.
Lemma 3.39. Let P be a projection in a C∗-algebra B and let B ∈ B. Then BP = 0 implies
B ∈ BP⊥.
Proof. Every B ∈ B can be expressed as
B = (P + P⊥)B(P + P⊥) = PBP + PBP⊥ + P⊥BP + P⊥BP⊥. (3.40)
Hence, if BP = 0, then
BP = PBP + P⊥BP = 0. (3.41)
Multiplying on the left by P gives PBP = 0 while multiplying on the left by P⊥ gives P⊥BP = 0.
Therefore, B = PBP⊥ + P⊥BP⊥ ∈ BP⊥. 
The support of a state provides the following alternative and computationally useful perspective
on a.e.-equivalence.
Lemma 3.42. Let A and B be finite-dimensional C∗-algebras, let ξ : B /o/o // C be a state, and let
ϕ, ψ : A /o/o // B be linear maps. Let Pξ ∈ B denote the support of ξ.
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i. Then ϕ =
ξ
ψ if and only if
ϕ(A)Pξ = ψ(A)Pξ ∀ A ∈ A. (3.43)
ii. If ϕ =
ξ
ψ, then
AdPξ ◦ ϕ = AdPξ ◦ ψ. (3.44)
Proof. For the first claim, if ϕ =
ξ
ψ, then ϕ(A)− ψ(A) = BP⊥ξ for some B ∈ B since Nξ = BP⊥ξ
by Lemma 3.32. Multiplying by Pξ on the right gives (3.43). Conversely, if (3.43) holds, then(
ϕ(A) − ψ(A))Pξ = 0. Hence, ϕ(A) − ψ(A) ∈ BP⊥ξ by Lemma 3.39. The second claim follows
from the first by multiplying on the left by Pξ. 
Since completely positive maps between matrix algebras have particularly simple forms, it will
also be useful to have a more quantitative version of Lemma 3.42. To state it, we first recall a
general fact about the relationship between two Kraus decompositions of a completely positive
map of matrix algebras.
Lemma 3.45. Let ϕ :Mm(C) /o/o //Mn(C) be a completely positive map and suppose
p∑
i=1
AdVi = ϕ =
q∑
j=1
AdWj (3.46)
are two Kraus decompositions of ϕ with p ≥ q. Then there exists a q × p matrix U that is a
coisometry (meaning UU † = 1q, i.e. the rows of U are orthonormal) such that
Vi =
q∑
j=1
ujiWj (3.47)
for all i ∈ {1, 2, . . . , p}. Here uji denotes the ji-th entry of U.
Proof. The reader is referred to Sections 6 and 7 of [36] for any unexplained details and terminology.
First note that every such Kraus decomposition ϕ =
p∑
i=1
AdVi can be expressed as a Stinespring
representation ϕ = π ◦ AdV , where π and V are defined by
Mm(C) ∋ A π7−→ 1p ⊗ A ∈Mp(C)⊗Mm(C) (3.48)
and
C
p ⊗ Cm ∼= Cpm V :=[ V1 ··· Vp ]−−−−−−−−→ Cn, (3.49)
respectively (and similarly for ϕ =
q∑
j=1
AdWj andW :=
[
W1 · · · Wq
]
). By the universal property
of Stinespring representations (see Theorem 6.29 and the end of Section 7 in [36]), there exists a
coisometry1 Cp
U−→ Cq such that the diagram
Cn
C
q ⊗ Cm
Cp ⊗ CmV
ii❙❙❙❙❙❙❙
W
uu❦❦❦❦
❦❦❦
U⊗1m
OO
(3.50)
1Technically, the theorem referenced claims there exists a partial isometry. However, this partial isometry can
be extended to a coisometry by similar techniques to those employed in Example 7.27 and Theorem 7.30 in [36].
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commutes. Writing
U ⊗ 1m =
u111m · · · u1p1m... ...
uq11m · · · uqp1m
 , (3.51)
we see that commutativity of (3.50) gives[
V1 · · · Vp
]
=
[
W1 · · · Wq
]
(U ⊗ 1n), (3.52)
which is the result claimed. 
Lemma 3.53. Fix a positive integer n, let ξ :Mn(C) /o/o // C be a state, and let ϕ :Mn(C) /o/o //Mn(C)
be a CPU map such that ϕ =
ξ
idMn(C). Let Pξ ∈ Mn(C) denote the support of ξ and let ϕ have a
Kraus decomposition ϕ =
p∑
i=1
AdVi . Then there exist complex numbers {αi}i∈{1,...,p} such that
PξVi = αiPξ ∀ i ∈ {1, . . . , p} and
p∑
i=1
|αi|2 = 1. (3.54)
Proof. Since ϕ =
ξ
idMm(C), Lemma 3.42 implies
AdPξ ◦ ϕ =
p∑
i=1
AdPξVi = AdPξ . (3.55)
Furthermore, Lemma 3.45 implies there exists a 1×p coisometry U such that PξVi = u1iPξ, where
u1i is the 1i-th entry of U. Set αi := u1i. Since U is a coisometry, the first (and only) column of U
is a unit vector, i.e.
p∑
i=1
|u1i|2 = 1, which proves the claim. 
Remark 3.56. Using the notation of Lemma 3.53, PξVi = αiPξ says
Vi = αiPξ + P
⊥
ξ ViPξ + P
⊥
ξ ViP
⊥
ξ . (3.57)
If we choose a basis in which the density matrix ξ∗(1) is diagonal with its non-zero eigenvalues all
appearing on the top left, then
Vi =
[
αi1r 0
V bli V
br
i
]
, (3.58)
where r is the rank of ξ∗(1), and where V bli is an (n−r)×r matrix while V bri is an (n−r)× (n−r)
matrix.
It turns out that a much stronger version of Lemma 3.53 holds where the support Pξ from the
equations is removed (cf. Theorem 3.67 below). However, to prove it, it seems convenient to recall
the notion of a pre-Hilbert C∗-algebra module due to Paschke [37].
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Definition 3.59. Let A be a (unital) C∗-algebra. A pre-Hilbert A-module is a left2 A-module
E together with a linear-conjugate linear map3 〈〈 · , · 〉〉 : E × E → A satisfying the following
properties
i. 〈〈s, s〉〉 ≥ 0 for all s ∈ E ,
ii. 〈〈s, t〉〉 = 〈〈t, s〉〉∗ for all s, t ∈ E ,
iii. 〈〈as, t〉〉 = a〈〈s, t〉〉 for all s, t ∈ E and a ∈ A, and
iv. 〈〈s, s〉〉 = 0 if and only if s = 0 (this is called non-degeneracy of 〈〈 · , · 〉〉).
〈〈 · , · 〉〉 is called the A-valued inner product on E .
Remark 3.60. It follows from this definition that 〈〈s, at〉〉 = 〈〈s, t〉〉a∗ for all s, t ∈ E and a ∈ A.
Lemma 3.61. Let A be a C∗-algebra and E a pre-Hilbert module over A. Then
E ∋ s 7→ ‖s‖E :=
√
‖〈〈s, s〉〉‖ (3.62)
defines a norm on E . Furthermore,
〈〈t, s〉〉〈〈s, t〉〉 ≤ ‖t‖2E〈〈s, s〉〉 (3.63)
for all s, t ∈ E .
Proof. See Proposition 2.3 in Paschke [37] or Section 3.14 in Fillmore [12]. 
Example 3.64. Fix n,m, p ∈ N. Let mMn(C) denote the vector space of m×n complex matrices.
Set A :=Mm(C) and E := mMn(C)p, the vector space direct sum of p copies of mMn(C). Denote
elements of E by ~A := (A1, . . . , Ap) so that Ai ∈ mMn(C) for all i ∈ {1, . . . , p}. Define the left
A-module structure on E to be B ~A := (BA1, . . . , BAp) for all ~A ∈ E and B ∈ A. Define the
A-valued inner product by
E × E ∋ ( ~A, ~B) 7→
〈〈
~A, ~B
〉〉
:=
p∑
i=1
AiB
†
i . (3.65)
Straightforward matrix algebra shows E is indeed a pre-Hilbert A-module with these structures.
In fact, E is also a right Mn(C)-module satisfying〈〈
~AC, ~V
〉〉
=
〈〈
~A, ~BC†
〉〉
∀ ~A, ~B ∈ E and C ∈Mn(C). (3.66)
However, E is not a (right) pre-Hilbert module with respect to this action.
2Paschke defines a right module structure instead of a left one. This does change some properties, but we have
modified them appropriately. One such property is the Paschke–Cauchy–Schwarz inequality in (3.63).
3This means 〈〈s+ t, u〉〉 = 〈〈s, u〉〉+ 〈〈t, u〉〉 for all s, t, u ∈ E . The other properties usually associated with sesqui-
linearity (with conjugate linearity in the second coordinate) follow from the other conditions in the definition since
the algebra A is unital.
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Theorem 3.67. Fix n ∈ N, let ξ : Mn(C) /o/o //C be a state, and let ϕ : Mn(C) /o/o //Mn(C) be
a CPU map such that ϕ =
ξ
idMn(C). Let ϕ have a Kraus decomposition ϕ =
p∑
i=1
AdVi . Then there
exist complex numbers {αi}i∈{1,...,p} such that
Vi = αi1n ∀ i ∈ {1, . . . , p} and
p∑
i=1
|αi|2 = 1. (3.68)
In particular, ϕ = idMn(C).
Proof. Let Pξ ∈ Mn(C) denote the support of ξ. In order to proceed avoiding as many indices
and sums as possible, we will first introduce a certain pre-Hilbert C∗-algebra module based on the
number p of Kraus operators assumed for ϕ. Set E :=Mn(C)p and equip this with the pre-Hilbert
Mn(C)-module structure from Example 3.64. By Remark 3.56,
~V = Pξ~α + ~V
bl + ~V br, (3.69)
where
~α :=
(
α11n, . . . , αp1n
)
, ~V bl := P⊥ξ ~V Pξ, and ~V
br := P⊥ξ ~V P
⊥
ξ . (3.70)
Note that C~α = ~αC for all C ∈Mn(C). The identities
〈〈~α, ~α〉〉 = 1n, 〈〈Pξ~α, ~V br〉〉 = 0, and 〈〈~V bl, ~V br〉〉 = 0 (3.71)
follow directly from the definitions. The fact that ϕ is unital means 1n =
∑
i
ViV
†
i . In terms of the
Mn(C)-valued inner product, this becomes
1n = 〈〈~V , ~V 〉〉 (3.69)=== 〈〈Pξ~α + ~V bl + ~V br, Pξ~α+ ~V bl + ~V br〉〉
(3.71)
=== 〈〈Pξ~α, Pξ~α〉〉︸ ︷︷ ︸
Pξ
+〈〈Pξ~α, ~V bl〉〉+ 〈〈~V bl, Pξ~α〉〉+ 〈〈~V bl, ~V bl〉〉+ 〈〈~V br, ~V br〉〉. (3.72)
Since
Pξ~V
bl = ~0 and Pξ~V
br = ~0, (3.73)
it follows that
〈〈 ~X, ~V bl〉〉Pξ = 0 and 〈〈 ~X, ~V br〉〉Pξ = 0 ∀ ~X ∈ E (3.74)
by using the properties of the pre-Hilbert module structure (see Remark 3.60). Hence, multiplying
(3.72) by Pξ on the right and simplifying gives
0 = 〈〈~V bl, Pξ~α〉〉 (3.75)
and similarly 〈〈Pξ~α, ~V bl〉〉 = 0. Furthermore, 〈〈~V bl, P⊥ξ ~α〉〉 = 0 follows immediately from the defini-
tion of ~V bl. Putting these two together gives
〈〈~V bl, ~α〉〉 = 0. (3.76)
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Hence, the unitality of R condition (3.72) simplifies to
P⊥ξ = 〈〈~V bl, ~V bl〉〉+ 〈〈~V br, ~V br〉〉. (3.77)
Now, write A ∈Mn(C) as (cf. Remark 3.56)
A = PξAPξ + PξAP
⊥
ξ + P
⊥
ξ APξ + P
⊥
ξ AP
⊥
ξ , (3.78)
which expresses A as
A =
[
Atl Atr
Abl Abr
]
(3.79)
in terms of the support of ξ and its orthogonal complement. Using this decomposition,
ϕ(A)Pξ =
p∑
i=1
ViAV
†
i Pξ = 〈〈~V A, ~V 〉〉Pξ Rmk 3.60===== 〈〈~V A, Pξ~V 〉〉
(3.69)
=== 〈〈~V A, Pξ~α〉〉
(3.65)
=== 〈〈~V , ~α〉〉APξ (3.71) & (3.76)========
(
Pξ + 〈〈~V br, ~α〉〉
)
APξ
(3.78)
===
(
Pξ + 〈〈~V br, ~α〉〉
)(
PξAPξ + P
⊥
ξ APξ
)
(3.74)
=== PξAPξ + 〈〈~V br, ~α〉〉P⊥ξ APξ.
(3.80)
for all A ∈ Mn(C). But since ϕ =
ξ
idMn(C), this equals PξAPξ + P
⊥
ξ APξ by (3.43). Identifying
terms, 〈〈~V br, ~α〉〉P⊥ξ APξ = P⊥ξ APξ for all A ∈ Mn(C), i.e. 〈〈~V br, ~α〉〉 acts as the identity on n × n
matrices of the form P⊥ξ APξ. This combined with the fact that 〈〈~V br, ~α〉〉 = P⊥ξ 〈〈~V br, ~α〉〉P⊥ξ implies
〈〈~V br, ~α〉〉 = P⊥ξ . (3.81)
This implies
〈〈~α, ~V br〉〉∗〈〈~α, ~V br〉〉 = P⊥ξ . (3.82)
Hence, by the Paschke–Cauchy–Schwarz inequality (Lemma 3.61)
P⊥ξ ≤ ‖~α‖2E〈〈~V br, ~V br〉〉
(3.71)
=== 〈〈~V br, ~V br〉〉. (3.83)
On the other hand, (3.77) entails
〈〈~V br, ~V br〉〉 ≤ P⊥ξ (3.84)
by condition i. in Definition 3.59. These two inequalities force
〈〈~V br, ~V br〉〉 = P⊥ξ & 〈〈~V bl, ~V bl〉〉 = 0. (3.85)
By non-degeneracy of the Mn(C)-valued inner product on E , this forces ~V bl = ~0, i.e.
PξViP
⊥
ξ = 0 ∀ i ∈ {1, . . . , p}. (3.86)
Finally, using these relations and the properties of the Mn(C)-valued inner product,
〈〈P⊥ξ ~α− ~V br, P⊥ξ ~α− ~V br〉〉
(3.71)
=== P⊥ξ − 〈〈~α, ~V br〉〉 − 〈〈~V br, ~α〉〉+ 〈〈~V br, ~V br〉〉
(3.81) & (3.85)
======== 0, (3.87)
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which, by non-degeneracy of the Mn(C)-valued inner product, proves
~V br = P⊥ξ ~α, (3.88)
i.e.
P⊥ξ ViP
⊥
ξ = αiP
⊥
ξ ∀ i ∈ {1, . . . , p}. (3.89)
Putting this all together gives
~V = ~α, i.e. Vi = αi1n ∀ i ∈ {1, . . . , p}. (3.90)
The fact that ϕ = idMn(C) follows immediately from this result. 
Remark 3.91. Theorem 3.67 might seem to suggest that if ξ : Mn(C) /o/o // C is a state and if
ϕ, ψ :Mm(C) /o/o //Mn(C) are two CPU maps, then ϕ =
ξ
ψ implies ϕ = ψ. The following example
shows this is false in general. Let s ∈ {1, . . . , m − 1} and let χ : Mm(C) /o/o //C be the map that
takes the trace of the bottom right part of a matrix, namely
χ(A) :=
m∑
i=s+1
aii, (3.92)
where aii is the ii-th entry of A. Note that this map is positive and therefore completely positive
since the codomain of χ is C (cf. Theorem 3 in Stinespring [43]). Note, however, that χ is not
unital. Similarly, the trace map tr : Mm(C) /o/o // C is completely positive (and not unital). Now,
consider the following two maps
Mm(C) /o/o //Mn(C)
A
ϕ7−→ 1
m
tr(A)1n and
A
ψ7−→ 1
m
tr(A)Pξ +
1
m− sχ(A)P
⊥
ξ .
(3.93)
Note that ϕ and ψ are not equal. Nevertheless, ϕ and ψ are ξ-a.e. equivalent because ϕ(A)Pξ =
ψ(A)Pξ for all A ∈ Mm(C). A simple calculation shows ψ and ϕ are unital. Furthermore, they
are both completely positive as their p-ampliations are
ϕp( · ) = 1
m
trp( · )⊗ 1n (3.94)
and
ψp( · ) = 1
m
trp( · )⊗ Pξ + 1
m− sχp( · )⊗ P
⊥
ξ , (3.95)
respectively. Here, trp and χp are the p-ampliations of tr and χ, which are positive.
Remark 3.96. The conclusion of Theorem 3.67 is false if ϕ is assumed to only be completely
positive but not unital. A simple counter-example is the CP map
Mn(C) /o/o //Mn(C)
A
ϕ7−→ A + tr(A)P⊥ξ .
(3.97)
Here, ϕ is ξ-a.e. equivalent to idMn(C) but is not equal to it.
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The following corollary of Theorem 3.67 is similar to a fact used frequently in the area of
reversible quantum operations (cf. the proof of Theorem 2.1 in Nayak and Sen [31]).
Corollary 3.98. Let F : Mm(C) /o/o //Mn(C) and R : Mn(C) /o/o //Mm(C) be CPU maps with
Kraus decompositions
R =
p∑
i=1
AdRi & F =
q∑
j=1
AdFj . (3.99)
If R◦F =
ξ
idMm(C) for some state ξ :Mn(C) /o/o // C, then there exist complex numbers {αij}i∈{1,...,p}
j∈{1,...,q}
such that
RiFj = αij1m and
∑
i,j
|αij|2 = 1. (3.100)
In particular, R ◦ F = idMm(C).
Proof. This follows immediately from Theorem 3.67. 
3.2 Categories of C*-algebras, states, and morphisms
C∗-algebras equipped with states and a.e. equivalence classes of completely positive unital maps
(in fact, 2-positive unital maps) form a category because their composition is well-defined. Fur-
thermore, finite-dimensional C∗-algebras and a.e. equivalence classes of positive unital maps form
a category. A powerful inequality, due to Kadison [24], for positive unital and 2-positive unital
maps is useful in proving these claims.
Lemma 3.101. Let A and B be C∗-algebras and let ϕ : A /o/o // B be a positive unital map.
(a) If a ∈ A is self-adjoint, then
ϕ(a)2 ≤ ϕ(a2). (3.102)
(b) If ϕ is 2-positive, then
ϕ(a)∗ϕ(a) ≤ ϕ(a∗a) ∀ a ∈ A. (3.103)
Proof. See Theorem 1.3.1 and Corollary 1.3.2 in [44] and Proposition 3.3 in [38]. 
Proposition 3.104. Let C,B, and A be C∗-algebras, let ω : A /o/o // C be a state on A, and let
G,G′ : C /o/o // B and F, F ′ : B /o/o //A be 2-positive unital maps. If F =
ω
F ′, then ω ◦ F = ω ◦ F ′. If,
in addition, G =
ξ
G′, where ξ := ω ◦ F, then F ◦G =
ω
F ′ ◦G′.
Proof. The first claim is Lemma 3.30. By assumption, the diagrams
B/NξC
B
B
G
777w7w7w7w
G′ '''g
'g'g
'g
'' ''❖❖
❖❖❖
77 77♦♦♦♦♦
& A/NωB
A
A
F
777w7w7w7w
F ′ '''g
'g'g
'g
'' ''❖❖
❖❖❖
77 77♦♦♦♦♦
(3.105)
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both commute. The goal is to show that the diagram
A/NωC
A
A
F◦G 777w7w7w7w
F ′◦G′ '''g
'g'g
'g
'' ''❖❖
❖❖❖
77 77♦♦♦♦♦
(3.106)
commutes. Expanding this diagram out gives
B/Nξ A/NωC
B
B
A
A
G
777w7w7w7w
G′ '''g
'g'g
'g
F
777w7w7w7w
F ′ '''g
'g'g
'g
'' ''❖❖
❖❖❖
77 77♦♦♦♦♦
'' ''❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
❖
77 77♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦
(3.107)
The left part of this diagram commutes by commutativity of the left diagram in (3.105). It would
be convenient to have a function B/Nξ → A/Nω to fill in the diagram. Let F˜ , F˜ ′ : B/Nξ → A/Nω
be the functions defined by
B/Nξ ∋ [b]ξ 7→ F˜
(
[b]ξ
)
:=
[
F (b)
]
ω
& B/Nξ ∋ [b]ξ 7→ F˜ ′
(
[b]ξ
)
:=
[
F ′(b)
]
ω
. (3.108)
To see that F˜ is well-defined, let b ∈ Nξ, i.e. ξ(b∗b) = 0. Then
ω
(
F (b)∗F (b)
) ≤ ω(F (b∗b)) = ξ(b∗b) = 0 (3.109)
by Lemma 3.101 applied to F and the fact that F is state-preserving so that ω ◦ F = ξ. A
similar conclusion can be made for F˜ ′. Since F (b)∗F (b) ≥ 0 and ω is a positive functional, this
shows F (b) ∈ Nω, which proves F˜ and F˜ ′ are well-defined. In fact, by commutativity of the right
diagram in (3.105), F˜ = F˜ ′. Hence, all the subdiagrams in the diagram
B/Nξ A/NωC
B
B
A
A
G
777w7w7w7w
G′ '''g
'g'g
'g
F
777w7w7w7w
F ′ '''g
'g'g
'g
'' ''❖❖
❖❖❖
77 77♦♦♦♦♦
'' ''❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
❖
77 77♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦
F˜ //
F˜ ′
// (3.110)
commute so that F ◦G =
ω
F ′ ◦G′. 
Assuming finite-dimensionality, we can prove more. Although the previous Proposition is
enough for the sequel, the following theorem is an interesting result none-the-less.
Theorem 3.111. Let C,B, and A be finite-dimensional C∗-algebras, let ω : A /o/o // C be a state on
A, and let G,G′ : C /o/o // B and F, F ′ : B /o/o //A be positive unital maps with G =
ξ
G′ and F =
ω
F ′,
where ξ := ω ◦ F = ω ◦ F ′. Then F ◦G =
ω
F ′ ◦G′.
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We will break up this proof into several Lemmas, some of which may be useful in their own
right.
Lemma 3.112. Let A and B be C∗-algebras and let ϕ : A /o/o // B be a linear map. If ϕ is self-
adjoint (in the sense that ϕ(a)∗ = ϕ(a∗) for all a ∈ A), then the image is a self-adjoint subspace
of B (a vector subspace V ⊆ B is self-adjoint iff v ∈ V implies v∗ ∈ V ).
The proof of Lemma 3.112 is straightforward.
Lemma 3.113. Let A and B be finite-dimensional C∗-algebras, let ξ : B /o/o //C be a state, and let
ϕ : A /o/o // B be a self-adjoint linear map. If ϕ is ξ-a.e. equivalent to 0, then Im(ϕ) ⊆ P⊥ξ BP⊥ξ .
Proof of Lemma 3.113. By assumption, Im(ϕ) ⊆ BP⊥ξ . If ϕ(a) = PξbP⊥ξ +P⊥ξ bP⊥ξ for some b ∈ B,
then ϕ(a∗) = ϕ(a)∗ ∈ Nξ as well by Lemma 3.112. But ϕ(a)∗ = P⊥ξ b∗Pξ + P⊥ξ b∗P⊥ξ . Hence
P⊥ξ b
∗Pξ = 0. By taking the adjoint of this, we get PξbP⊥ξ = 0. Thus, ϕ(a) is of the form P
⊥
ξ bP
⊥
ξ
for some b ∈ B. 
Lemma 3.114. F : B /o/o //A be positive map between C∗-algebras and let P be a projection in A.
If b ∈ B, then F (b) can be uniquely decomposed as
F (b) = F tl(b) + F tr(b) + F bl(b) + F br(b), (3.115)
where
F tl(b) := PF (b)P, F tr(b) := PF (b)P⊥, F bl(b) := P⊥F (b)P, F br(b) := P⊥F (b)P⊥. (3.116)
Furthermore,
F tr(b)∗ = F bl(b∗) ∀ b ∈ B (3.117)
and the maps F tl, F br : B /o/o //A are positive.
Proof. The decomposition itself is just (3.40). From this and self-adjointness of F,
F tr(b)∗ =
(
PF (b)P⊥
)∗
= P⊥F (b)∗P = P⊥F (b∗)P = F bl(b∗). (3.118)
Furthermore, F tl and F br are positive maps since F tl = AdP ◦ F and F br = AdP⊥ ◦ F are
compositions of positive maps. 
Lemma 3.119. Let (B, ξ) and (A, ω) be finite-dimensional C∗-algebras equipped with states and
let F : B /o/o //A be positive unital and state-preserving. Then
F
(
P⊥ξ BP⊥ξ
) ⊆ P⊥ω AP⊥ω . (3.120)
In particular F
(
P⊥ξ BP⊥ξ
) ⊆ Nω.
Proof. Let b ∈ P⊥ξ BP⊥ξ . First, assume b is self-adjoint. Then
ω
(
F (b)∗F (b)
)
= ω
(
F (b∗)F (b)
)
= ω
(
F (b)2
) ≤ ω(F (b2)) = ξ(b2) = ξ(b∗b) = 0, (3.121)
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where the inequality follows from part (a) of Lemma 3.101, the equality after it follows from
the fact that F is state-preserving, and the final equality follows from b ∈ Nξ. This proves that
F (b) ∈ Nω for self-adjoint b ∈ P⊥ξ BP⊥ξ . Hence,
F tl(b) = 0 and F bl(b) = 0 (3.122)
for b self-adjoint by Lemma 3.114. Second, assume b is skew-adjoint. Then b = ib′ for some
self-adjoint b′ ∈ B (namely, b′ := −ib). Then
F tl(b) = F tl(ib′) = iF tl(b′) = 0 and similarly F bl(b) = 0 (3.123)
for skew-adjoint b by the previous fact since F tl and F bl are linear. Since every b can be decomposed
as the linear combination of a self-adjoint and skew-adjoint element, this proves F tl and F bl are
both equal to the zero map. Finally, for any b ∈ P⊥ξ BP⊥ξ ,
F tr(b) = F tr
(
(b∗)∗
)
= F bl(b∗)∗ = 0 (3.124)
by Lemma 3.114 and the facts just proved. 
Proof of Theorem 3.111. We are required to prove F
(
G(c)
)
Pω = F
′(G′(c))Pω for all c ∈ C. First,
note that
F ′
(
G′(c)
)
Pω = F
(
G′(c)
)
Pω since F =ω F
′
= F
(
G′(c)Pξ +G′(c)P⊥ξ
)
Pω.
(3.125)
Therefore,
F
(
G(c)
)
Pω − F ′
(
G′(c)
)
Pω = F
((
G(c)−G′(c))Pξ + (G(c)−G′(c))P⊥ξ )Pω by (3.125)
= F
((
G(c)−G′(c))P⊥ξ )Pω since G =
ξ
G′
= F
(
AdP⊥ξ
(
G(c)−G′(c)))Pω by Lemma 3.113
= AdP⊥ω
(
F
(
AdP⊥
ξ
(
G(c)−G′(c))))Pω by Lemma 3.119
= 0.
(3.126)
This proves that composition of a.e.-equivalence classes of positive unital maps between finite-
dimensional C∗-algebras is well-defined. 
Remark 3.127. Theorem 3.111 holds if A,B, and C areW ∗-algebras by Lemma 3.32 and Remark
3.33.
Notation 3.128. Proposition 3.104 allows us to define the following categories, where all compo-
sitions are defined as compositions of linear functions (or a.e. equivalence classes of).
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Category objects morphisms
C*-Alg C∗-algebras ∗-homomorphisms
C*-AlgCPU C∗-algebras CPU maps
C*-AlgSt C∗-algebras with a state state-preserving ∗-homomorphisms
C*-AlgStCPU C∗-algebras with a state state-preserving CPU maps
C*-AlgSta.e. C
∗-algebras with a state a.e. classes of C*-AlgSt morphisms
C*-AlgStCPUa.e. C
∗-algebras with a state a.e. classes of C*-AlgStCPU morphisms
Table 2: Categories of quantum probability theory on finite-dimensional C∗-algebras
The composition is composition of linear maps and the identity morphism is the identity map in
the first four of these categories while one takes a.e. equivalence classes in the last two categories
(well-definedness of composition follows from Proposition 3.104).
In the theorem below, the superscript “op” means the opposite category formed by reversing
the source and target for all morphisms in the category.
Theorem 3.129. There are fully faithful functors going from the left category to the right category
in the following table
Domain category Codomain category
FinSetop C*-Alg
FinStochop C*-AlgCPU
FinProbop C*-AlgSt
FinProbStochop C*-AlgStCPU
FinProbopa.e. C*-AlgSta.e.
FinProbStochopa.e. C*-AlgStCPUa.e.
obtained by sending a finite set X to the C∗-algebra CX and sending a stochastic map f : X /o/o // Y
to the CPU map CY /o/o //CX determined by sending a basis vector ey to the function
∑
x∈X
fyxex ∈ CX
and extended linearly to all of CY .
Proof. This follows from Example 3.19 and Section 2 of [34]. 
Remark 3.130. Note that when f : X → Y is a function, the above assignment from Theorem
3.129 simplifies to
C
Y ∋ ϕ =
∑
y∈Y
ϕ(y)ey 7→
∑
y∈Y
∑
x∈X
ϕ(y)δyf(x)ex =
∑
y∈Y
∑
x∈f−1(y)
ϕ(y)ex
=
∑
y∈Y
∑
x∈f−1(y)
ϕ(f(x))ex =
∑
x∈X
ϕ(f(x))ex = ϕ ◦ f,
(3.131)
the pullback of ϕ along f.
Remark 3.132. The diagrammatic definition of a.e. equivalence discussed in Remark 2.19 is
difficult to transfer to our categories of C∗-algebras and positive maps. To see this, first note
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that the cartesian product of sets also goes to the tensor product of C∗-algebras (up to a natural
isomorphism), i.e. the functors in Theorem 3.129 extend to monoidal functors (the product of
stochastic maps is the product of probability measures). In particular, the diagonal map ∆X :
X → X × X becomes the multiplication map CX ⊗ CX → CX . Therefore, a natural candidate
for A ⊗A /o/o //A would be the linear map that takes the product of the elements. However, this
map is not positive in general (for eg., see Section 3.5 in [10]). As a result, it is not a morphism in
any of our categories. Our definition of a.e. equivalence in Definition 3.16, though not explicitly
categorical, gives a direct definition of a.e. equivalence in terms of null-spaces and is suitable for
our purposes of non-commutative probability.
Another consequence of the functors being monoidal is the following. In sets, the monoidal
unit is a single element set while in C∗-algebras, the monoidal unit is C. Therefore, probability
measures on a set X are viewed as stochastic maps from the monoidal unit to X. Due to the
reversal of arrows upon applying these functors, states on a C∗-algebra A are CPU maps from A
to the monoidal unit.
These functors provide a mathematically rigorous and precise sense for what concepts are
quantum analogues of classical concepts. The following table provides a brief summary of some of
these analogies.
category theory
classical/
commutative
quantum/
non-commutative
physics/
interpretation
object
set
C∗-algebra
phase space
observables
→ morphism functions ∗-homomorphism deterministic
process
/o/o // morphism stochastic map CPU map
non-deterministic
process
monoidal product cartesian product × tensor product ⊗ combining systems
/o/o // to/from
monoidal unit
probability measure
density matrix/
C∗-algebra state
physical state
Remark 3.133. The image of the functors in Theorem 3.129 land in the subcategories of finite-
dimensional commutative C∗-algebras. All positive maps between commutative C∗-algebras are
automatically completely positive. Therefore, it is natural from this perspective to use the larger
class of positive maps between finite-dimensional C∗-algebras. However, completely positive maps
have many additional useful properties and are used to model quantum operations. As a result,
we typically work with the latter.
3.3 Non-commutative disintegration
The following is a first attempt at the definitions of optimal hypothesis, disintegration, and regular
conditional probability in the non-commutative setting. The definition parallels the diagrammatic
Definition 2.22 and is based on the existence of the fully faithful functors in Theorem 3.129.
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Definition 3.134. Given a commutative diagram
C
A B
ω
\
\
\
\
\
ξ
 B
B
B
B
B
Foo
(3.135)
of CPU maps on finite-dimensional C∗-algebras, a hypothesis for (3.135) is a positive unital map
R : A /o/o // B such that
A
B B
F
✹
✹✹
✹✹
✹✹
✹
R
DDD
D
D
D
D
idB //
commutes ξ-a.e., i.e. R ◦ F =
ξ
idB. (3.136)
A hypothesis for (3.135) is optimal iff
C
A B
ω
Z
Z
Z
Z
Z
ξ
 D
D
D
D
D
R ///o/o/o/o/o/o
commutes, i.e. ξ ◦R = ω. (3.137)
A disintegration of ω over ξ is a positive unital map R : A /o/o // B s.t. (3.137) holds. A disintegration
of ω over ξ consistent with F is a disintegration of ω over ξ s.t. (3.136) holds. The adjective “CPU”
is appended when the disintegration R is completely positive and unital.
Henceforth, a disintegration will refer to a CPU disintegration of ω over ξ consistent with F. It
will be called a positive disintegration if it is assumed positive but not necessarily completely pos-
itive. Definition 3.134 extends the classical definition of a disintegration to the non-commutative
setting as the following example illustrates.
Example 3.138. Let X and Y be finite sets (with the discrete σ-algebras) with probability
measures p : {•} /o/o //X and q : {•} /o/o // Y. Let f : X → Y be a function and let r : Y /o/o //X be
a stochastic map. Let P : CX /o/o //C, Q : CY /o/o //C, F : CY → CX , and R : CX /o/o // CY denote
the images of p, q, f, and r, respectively, under the assignment in Theorem 3.129. Functoriality
of this assignment immediately implies the following.
i. F is state-preserving if and only if f is measure-preserving.
ii. R is a disintegration of P over Q consistent with F (in the sense of Definition 3.134) if and
only if r is a disintegration of p over q consistent with f (in the sense of Definition 2.22).
Several natural questions arise when comparing our definition of disintegration to the one from
finite probability spaces, measure-preserving maps, and stochastic maps. First of all, given a
commutative diagram as in (3.135), does there exist a disintegration R over ω consistent with ξ?
Second, if a disintegration exists, is it unique or at least unique up to a.e. equivalence? Third, if a
positive disintegration exist, is it automatically a completely positive disintegration? All of these
are true in the commutative case. Before addressing these and many other questions in Sections
5 and 6, we analyze several examples in Section 4.
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4 Examples of non-commutative disintegrations
We will present two examples on matrix algebras that will provide sufficient intuition for the
general results of Section 5. In working through these examples, we will not use all the general
results of Sections 3.1 and 3.2. We will instead use simpler and more direct methods for a more
self-contained analysis.
The first example (Theorem 4.3) comes from a modification of the Einstein-Podolsky-Rosen
(EPR) setup where one has a particle that disintegrates into two spin-1
2
particles (see Example
6.8 of [35] for more details including the physics). Two observers, far away from each other, wait
for the arrival of the individual particles, which are assumed to have opposite momentum. The
algebra for the whole system is assumed to be the tensor product M2(C) ⊗M2(C), where each
factor is assumed to be the internal state space of a spin-1
2
particle. Each of the observers therefore
has access to one of these algebras and this is described mathematically by a ∗-homomorphism
M2(C)→M2(C)⊗M2(C) that is defined by A 7→ A⊗ idM2(C) or A 7→ idM2(C)⊗A depending on
the observer. The initial state of the two particles is described by an entangled pure state, corre-
sponding to a density matrix of rank one. The induced state for either observer is a separable and
maximally mixed state. Our first example proves that there does not exist a CPU disintegration
of the entangled state over the maximally mixed state consistent with the above ∗-homomorphism.
Our second example considers the same algebras and ∗-homomorphisms as above but begins
with the separable state whose corresponding density matrix is in diagonal form (with respect to
the standard basis) and whose eigenvalues are p1, p2, p3, and p4. The induced state on M2(C) can
be readily calculated. We provide a necessary and sufficient condition for the existence and unique-
ness for a disintegration in this case and show that the probabilities must satisfy the somewhat
surprising condition p1p4 = p2p3. We do this in two steps proving first that a CPU disintegration
exists if and only if this restriction on the probabilities hold and then we prove the same is true
for a positive (and not necessarily CPU) disintegration.
For these examples, it is helpful to recall what separable and entangled density matrices are.
Definition 4.1. Let H and K be two Hilbert spaces. A density matrix ρ on H⊗K is said to be
separable with respect to H and K iff there exist a natural number n ∈ N, a collection of density
matrices {ρHi }i∈{1,...,n} on H and {ρKi }i∈{1,...,n} on K, and strictly positive numbers {λi}i∈{1,...,n} such
that
ρ =
n∑
i=1
λiρ
H
i ⊗ ρKi . (4.2)
ρ is said to be entangled with respect to H and K iff no such decomposition exists.4
4.1 Entangled density matrices and restriction to subalgebras
In what follows, ~ek denotes the k-th unit vector of C
n regardless of what n is.
4Entanglement highly depends on the choice of Hilbert space decomposition (see Kil-Chan Ha’s work for an
interesting example [21]).
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Theorem 4.3. Let
ρ :=
1
2

0 0 0 0
0 1 −1 0
0 −1 1 0
0 0 0 0
 (4.4)
be the density matrix on C4 corresponding to the projection operator onto the one-dimensional
subspace of C2 ⊗ C2 spanned by the vector5
~uEPR :=
1√
2
(
~e1 ⊗ ~e2 − ~e2 ⊗ ~e1
)
. (4.5)
Let F :M2(C)→M4(C) be the map defined by
M2(C) ∋ B 7→ F (B) :=
[
B 0
0 B
]
, (4.6)
which corresponds to the assignment M2(C) ∋ B 7→ 12 ⊗ B ∈ M2(C) ⊗ M2(C) under the
isomorphism from (3.5). Let σ be the density matrix on C2 given by
σ :=
1
2
[
1 0
0 1
]
. (4.7)
Let ω := tr(ρ · ) and ξ := tr(σ · ) be the corresponding states. Then, Nξ = {0} and the diagram
C
M4(C) M2(C)
ω=tr(ρ · )
\
\
\
\
\
ξ=tr(σ · )
 B
B
B
B
B
Foo
(4.8)
commutes, but there does not exist a disintegration of ω over ξ consistent with F.
The significance of this result is that if non-commutative C∗-algebras are replaced by finite-
dimensional commutative C∗-algebras, then there always exists a disintegration. This follows
from the fact that every finite-dimensional commutative C∗-algebra is naturally isomorphic to the
algebra of functions on some finite set, and this is where Theorem 2.29 and Example 3.138 apply.
Proof of Theorem 4.3. The proof will be by contradiction. Suppose, to the contrary, such a CPU
map R exists. Then by the Choi–Kraus theorem, there exists a finite family of 2 × 4 matrices
{Wi}ni=1 such that
R(A) =
n∑
i=1
WiAW
†
i for all A ∈M4(C). (4.9)
It is convenient to express {Wi}ni=1 in terms of 2× 2 matrices {Ui, Vi}ni=1 so that
Wi :=
[
Ui Vi
]
. (4.10)
5This is the spin EPR state discussed in Section 1.3.6 in Nielsen–Chuang [32].
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Then, the condition R ◦ F =
ξ
idM2(C), which is equivalent to R ◦ F = idM2(C) since Nξ = {0}, is
given by
n∑
i=1
[
Ui Vi
] [B 0
0 B
][
U †i
V †i
]
= B for all B ∈M2(C), (4.11)
but the left-hand-side of this expression is given by
n∑
i=1
(
UiBU
†
i + ViBV
†
i
)
. (4.12)
In particular, plugging in the standard matrices E11 and E22 for B forces the non-diagonal elements
of Ui and Vi to all be zero. To see this, if we write the matrices Ui and Vi in components
Ui =:
[
ui11 u
i
12
ui21 u
i
22
]
& Vi =:
[
vi11 v
i
12
vi21 v
i
22
]
, (4.13)
plugging in B = E11 into equation (4.11) gives
n∑
i=1
[
|ui11|2 + |vi11|2 ui11ui21 + vi11vi21
ui21u
i
11 + v
i
21v
i
11 |ui21|2 + |vi21|2
]
=
[
1 0
0 0
]
(4.14)
while plugging in B = E22 into equation (4.11) gives
n∑
i=1
[
|ui12|2 + |vi12|2 ui12ui22 + vi12vi22
ui22u
i
12 + v
i
22v
i
12 |ui22|2 + |vi22|2
]
=
[
0 0
0 1
]
. (4.15)
By equating the diagonal entries on the left (after summing) with the diagonal entries on the
right-hand-sides of (4.14) and (4.15), it follows that Ui and Vi must all be diagonal 2× 2 matrices.
The condition ξ ◦R = ω is equivalent to
n∑
i=1
W †i σWi = ρ, (4.16)
i.e.
n∑
i=1
[
U †i σUi U
†
i σVi
V †i σUi V
†
i σVi
]
= ρ. (4.17)
In our case, σ = 1
2
12 so this simplifies to
n∑
i=1
[
U †i Ui U
†
i Vi
V †i Ui V
†
i Vi
]
=

0 0 0 0
0 1 −1 0
0 −1 1 0
0 0 0 0
 . (4.18)
The blocks on the left-hand-side are all diagonal matrices. Therefore, the top-right and bottom-left
blocks cannot be made equal to the top-right and bottom-left blocks on the right-hand-side. 
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It is known that ρ in Theorem 4.3 is entangled (see Exercise 2.68 in [32]). Therefore, this
example suggests that disintegrations might not exist for entangled states in general. We will
see that this is false in Theorem 5.24 and Remark 5.27, but it is true (see Theorem 5.1) for ∗-
homomorphisms of the form considered in the above example. Nevertheless, a natural question
after such an example is if disintegrations exist for separable states. The following section shows
that even for separable states, disintegrations need not always exist.
4.2 CPU disintegrations for separable density matrices
Theorem 4.19. Fix p1, p2, p3, p4 ≥ 0 with p1+ p2+ p3 + p4 = 1, p1 + p3 > 0, and p2 + p4 > 0. Let
ρ =

p1 0 0 0
0 p2 0 0
0 0 p3 0
0 0 0 p4
 & σ =
[
p1 + p3 0
0 p2 + p4
]
(4.20)
be density matrices with associated states given by ω := tr(ρ · ) and ξ := tr(σ · ), respectively.
Let F : M2(C) → M4(C) be the diagonal inclusion from (4.6). Then ξ = ω ◦ F and Nξ = {0}.
Furthermore, a CPU disintegration R :M4(C) /o/o //M2(C) of ω over ξ consistent with F exists if
and only if
p1p4 = p2p3. (4.21)
When (4.21) holds, the map
R = Ad√
p1+p2
[
12 0
] +Ad√
p3+p4
[
0 12
], (4.22)
is the unique disintegration of ω over ξ consistent with F.
The proof of this theorem closely parallels the proof of Theorem 5.1, which is a substantial
generalization of this example.
Proof. you found me!
(⇒) Suppose a disintegration R of ω over ξ consistent with F exists. Let
R =
8∑
i=1
Ad[
Vi Wi
] (4.23)
be a Kraus decomposition of R with Vi,Wi both 2 × 2 matrices for all i ∈ {1, . . . , 8} (8 is the
minimal number of Kraus operators needed in this case). For the moment, let Ri :=
[
Vi Wi
]
.
Also note that
F =
2∑
j=1
AdFj , where F1 :=
[
12
0
]
and F2 :=
[
0
12
]
, (4.24)
is a Kraus decomposition of F. Since R is a left-inverse of F, this says that
idM2(C) = R ◦ F =
2∑
j=1
8∑
i=1
AdRiFj . (4.25)
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By Corollary 3.98, there exist numbers {αij ∈ C} j∈{1,2},
i∈{1,...,8}
such that
RiFj = αij12 ∀ i, j &
∑
i,j
|αij|2 = 1. (4.26)
By the form of our matrices from (4.23) and (4.24),
RiFj =
{
Vi if j = 1
Wi if j = 2
, (4.27)
which, combined with (4.26), implies
Vi = αi112 & Wi = αi212 ∀ i ∈ {1, . . . , 8}. (4.28)
The condition ξ ◦R = ω is equivalent to R∗(σ) = ρ, where
R∗ :=
8∑
i=1
Ad
R
†
i
. (4.29)
In this case,
R∗(σ) =
8∑
i=1
[
αi112
αi212
]
σ
[
αi112 αi212
]
=
8∑
i=1
[ |αi1|2σ αi1αi2σ
αi2αi1σ |αi2|2σ
]
. (4.30)
Equating this with ρ gives the following constraints
p1 =
(
8∑
j=1
|αi1|2
)
(p1 + p3) p2 =
(
8∑
j=1
|αi1|2
)
(p2 + p4)
p3 =
(
8∑
j=1
|αi2|2
)
(p1 + p3) p4 =
(
8∑
j=1
|αi2|2
)
(p2 + p4)
0 =
8∑
i=1
αi1αi2
(4.31)
In particular, the first four equations give the constraints
p1
p1 + p3
=
p2
p2 + p4
&
p3
p1 + p3
=
p4
p2 + p4
, (4.32)
which are both equivalent and simplify to the constraint p1p4 = p2p3.
(⇐) Conversely, suppose p1p4 = p2p3. Define R as in (4.22). Unitality of R and the equality
R ◦ F = idM2(C) follow immediately from matrix algebra. Furthermore, R is CP due to the form
it is in. Finally, to see ξ ◦ R = ω, it helps to obtain some convenient relationships between the
different values of p1, p2, p3, and p4. Conditions (4.21) and p1 + p2 + p3 + p4 = 1 together imply
p1(1− (p1 + p2))(p1 + p2)p3
p1(p3 + p4)p1p3 + p2p3
p1p3 + p1p4
∑
i pi=1
p1p4=p2p3
. (4.33)
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Adding p1(p1+p2) to both sides of the expressions on the bottom and following a similar procedure
for other variations of the probabilities gives the following four relations
p1 = (p1 + p2)(p1 + p3) p3 = (p3 + p4)(p1 + p3)
p2 = (p1 + p2)(p2 + p4) p4 = (p3 + p4)(p2 + p4),
(4.34)
which, together with some simple matrix algebra, can be used to conclude ξ ◦R = ω. 
The previous theorem has the following corollary, which seems surprising from the perspective
of classical mechanics and probability theory.
Corollary 4.35. Using the same notation as in Theorem 4.19, let f : C2 → C4 be the ∗-
homomorphism
C
2 ∋ (b1, b2) 7→ (b1, b2, b1, b2). (4.36)
Let i2 : C
2 →M2(C) and i4 : C4 →M4(C) be the inclusions onto the diagonals, i.e.
C
2 ∋ (b1, b2) i27−→
[
b1 0
0 b2
]
and C4 ∋ (a1, a2, a3, a4) i47−→

a1 0 0 0
0 a2 0 0
0 0 a3 0
0 0 0 a4
 , (4.37)
respectively. Let p := ω ◦ i4 : C4 → M4(C) /o/o // C and q := ξ ◦ i2 : C2 → M2(C) /o/o // C be the
pullback states. Then the map r : C4 /o/o // C2 defined by
C
4 ∋ (a1, a2, a3, a4) 7→
(
p1a1 + p3a3
p1 + p3
,
p2a2 + p4a4
p2 + p4
)
(4.38)
is a disintegration of p over q consistent with f and the entire diagram
C C
C2 C4
M2(C) M4(C)
f //
F
//
p
"""b
"b
"bq
|| |<
|<
|<
ω
<<<|
<|
<|
ξ
bb b"
b"
b"
i2

i4

(4.39)
commutes. However, there does not exist a disintegration R : M4(C) /o/o //M2(C) of ω over ξ
consistent with F for which the diagram
C C
C2 C4
M2(C) M4(C)
roo o/ o/ o/ o/ o/ o/ o/
R
oo o/ o/ o/ o/
p
"""b
"b
"bq
|| |<
|<
|<
ω
<<<|
<|
<|
ξ
bb b"
b"
b"
i2

i4

(4.40)
commutes for all values of p1, p2, p3, p4.
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In other words, although a disintegration always exists for commutative C∗-algebras, states, and
deterministic dynamics, a disintegration need not exist for “classical mixtures” of quantum states
and deterministic dynamics on non-commutative C∗-algebras. The density matrix ρ from (4.20)
is a diagonal density matrix and is occasionally considered classical in the sense that it represents
a probabilistic mixture of orthogonal quantum states. The restriction to a factor can be modeled
on a classical state space as a two-to-one deterministic map. Although this two-to-one map has a
stochastic reversal (the optimal hypothesis), the analogous (quantum) ∗-homomorphism does not
have a state-preserving quantum operation reversal. Truly classical states can only be contained in
the images of the fully faithful functors from Theorem 3.129. The existence of quantum dynamics
(morphisms) in the larger category that includes quantum systems distinguishes truly classical
states from classical mixtures of quantum states.
4.3 Positive disintegrations for separable density matrices
Based on the proof of Theorem 4.19, having a completely positive unital disintegration is necessary
and sufficient for the condition p1p4 = p2p3 to hold. One could therefore ask if this restriction on
the probabilities can be removed if one instead demands a positive disintegration instead. In the
following theorem, we show that a positive disintegration implies the same constraint. This result
is not needed for the general results of Section 5 but is included here as an observation between
positive disintegrations and (CPU) disintegrations.
Theorem 4.41. Fix p1, p2, p3, p4 ≥ 0 with p1 + p2 + p3 + p4 = 1, p1 + p3 > 0, and p2 + p4 > 0.
Let ρ, σ, ω, ξ, and F be given as in Theorem 4.19. Then, there exists a positive unital map R :
M4(C) /o/o //M2(C) satisfying
R ◦ F = idM2(C) & ξ ◦R = ω (4.42)
if and only if
p1p4 = p2p3. (4.43)
In particular, any positive unital map R :M4(C) /o/o //M2(C) satisfying (4.42) is completely posi-
tive.
The proof is more involved than what it was for CPU maps in Theorem 4.19.
Proof. Since we have already shown (4.43) implies R exists in Theorem 4.19, here we will show
that if a positive unital map R exists satisfying (4.42), then (4.43) must hold as well. Hence, let
R be a positive unital map satisfying (4.42). Let us write R as
R =
[
R11 R12
R21 R22
]
(4.44)
with Rij : M4(C) /o/o // C a linear functional for each i, j ∈ {1, 2}. Let {Eij}i,j denote the stan-
dard/elementary basis of matrices (we will abuse notation and use the same notation for both
2× 2 and 4× 4 matrices and will rely on context). We note the following important consequences
of positivity of R that will be frequently used in this proof are
R11(A) ≥ 0, R22(A) ≥ 0, R11(A)R22(A)− R12(A)R21(A) ≥ 0 ∀ A ∈M4(C)+. (4.45)
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Now, the R ◦ F = idM2(C) condition entails
R11
(
F (E11)
)
= R11(E11) +R11(E33) = 1, R22
(
F (E11)
)
= R22(E11) +R22(E33) = 0,
R11
(
F (E22)
)
= R11(E22) +R11(E44) = 0, R22
(
F (E22)
)
= R22(E22) +R22(E44) = 1
(4.46)
Since the elementary matrices satisfy Eii ≥ 0, the second and third identities in (4.46) imply
R22(E11) = 0, R22(E33) = 0, R11(E22) = 0, R11(E44) = 0 (4.47)
by (4.45). Combining this with the other two identities in (4.46) and the ξ ◦ R = ω condition,
which says
tr (ρA) = tr
(
σR(A)
)
= (p1 + p3)R11(A) + (p2 + p4)R22(A) ∀ A ∈M4(C), (4.48)
gives
R11(E11) =
p1
p1 + p3
, R11(E33) =
p3
p1 + p3
, R22(E22) =
p2
p2 + p4
, R22(E44) =
p4
p2 + p4
. (4.49)
Furthermore, since R is self-adjoint, which means R(A†) = R(A)†,
Rij(Ekl) = Rji(Elk) ∀ i, j ∈ {1, 2}, k, l ∈ {1, 2, 3, 4} (4.50)
since E†kl = Elk. Combining (4.47) with (4.45) gives R12(Eii)R21(Eii) ≤ 0 for all i ∈ {1, 2, 3, 4}.
Therefore, |R12(Eii)|2 ≤ 0 by (4.50). Hence,
R12(Eii) = 0 ∀ i ∈ {1, 2, 3, 4}. (4.51)
Because R(F (B)) = B for all B ∈M2(C), plugging in B = E21 and B = E12 gives
R12(E21) +R12(E43) = 0 & R12(E12) +R12(E34) = 1, (4.52)
respectively. Now consider a positive 2× 2 matrix A of the form
A =
[
a11 a12
a12 a22
]
(4.53)
so that a11, a22 ≥ 0 and a11a22 − |a12|2 ≥ 0. Then
[
A 0
0 0
]
is positive and
R
([
A 0
0 0
])
=
[
p1a11
p1+p3
+ 2Re
(
a12R11(E12)
)
a12R12(E12) + a12R12(E21)
a12R12(E21) + a12R12(E12)
p2a22
p2+p4
+ 2Re
(
a12R22(E12)
)] (4.54)
must be positive as well. In particular, each of the the diagonal elements are non-negative. By
varying A, this positivity condition imposes several constraints. Plugging
A =
[
ǫ 1
1 ǫ−1
]
, A =
[
ǫ −1
−1 ǫ−1
]
, A =
[
ǫ −i
i ǫ−1
]
, and A =
[
ǫ i
−i ǫ−1
]
, (4.55)
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which are positive for all ǫ > 0, into (4.54) gives
p1ǫ
p1 + p3
+ 2Re
(
R11(E12)
) ≥ 0 ∀ ǫ > 0 ⇒ Re(R11(E12)) ≥ 0
p1ǫ
p1 + p3
− 2Re(R11(E12)) ≥ 0 ∀ ǫ > 0 ⇒ Re(R11(E12)) ≤ 0
p1ǫ
p1 + p3
− 2Re(iR11(E12)) ≥ 0 ∀ ǫ > 0 ⇒ Im(R11(E12)) ≥ 0
p1ǫ
p1 + p3
+ 2Re
(
iR11(E12)
) ≥ 0 ∀ ǫ > 0 ⇒ Im(R11(E12)) ≤ 0,
(4.56)
respectively. A similar analysis can be done for R22(E12) by interchanging ǫ with ǫ
−1. Together,
the resulting eight inequalities imply
R11(E12) = 0 and R22(E12) = 0. (4.57)
Positivity of the determinant of (4.54) for arbitrary positive A gives
p1p2
(p1 + p3)(p2 + p4)
≥ ∣∣R12(E12) +R12(E21)∣∣2 (4.58)
by setting A =
[
1 1
1 1
]
and
p1p2
(p1 + p3)(p2 + p4)
≥ ∣∣R12(E12)− R12(E21)∣∣2 (4.59)
by setting A =
[
1 −i
i 1
]
. By adding these two inequalities and using the parallelogram law, we
obtain
p1p2
(p1 + p3)(p2 + p4)
≥ ∣∣R12(E12)∣∣2 + ∣∣R12(E21)∣∣2. (4.60)
By following a similar analysis but with
[
0 0
0 A
]
, we arrive at
R11(E34) = 0 and R22(E34) = 0 (4.61)
as well as
p3p4
(p1 + p3)(p2 + p4)
≥ ∣∣R12(E34)∣∣2 + ∣∣R12(E43)∣∣2. (4.62)
Using (4.52), this last inequality reads
p3p4
(p1 + p3)(p2 + p4)
≥ ∣∣1− R12(E12)∣∣2 + ∣∣R12(E21)∣∣2. (4.63)
Setting α := Re
(
R12(E12)
)
, inequalities (4.60) and (4.63) satisfy
p1p2
(p1 + p3)(p2 + p4)
≥ ∣∣R12(E12)∣∣2 + ∣∣R12(E21)∣∣2 ≥ α2 (4.64)
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and
p3p4
(p1 + p3)(p2 + p4)
≥ ∣∣1− R12(E12)∣∣2 + ∣∣R12(E21)∣∣2 ≥ (1− α)2. (4.65)
Therefore,
|α| ≤
√
p1p2
(p1 + p3)(p2 + p4)
(4.66)
and
|1− α| ≤
√
p3p4
(p1 + p3)(p2 + p4)
(4.67)
Since the right-hand-sides of these inequalities are both less than or equal to 1, it must be that
α ∈ [0, 1]. Hence, α must satisfy
1−
√
p3p4
(p1 + p3)(p2 + p4)
≤ α ≤
√
p1p2
(p1 + p3)(p2 + p4)
. (4.68)
In order for such an α to exist, the difference between the right term and the left term in (4.68)
must be greater than or equal to 0, i.e. it must be that√
p1p2
(p1 + p3)(p2 + p4)
+
√
p3p4
(p1 + p3)(p2 + p4)
≥ 1. (4.69)
Since the left-hand-side is non-negative, this is equivalent to
p1p2 + 2
√
p1p2p3p4 + p3p4 ≥ (p1 + p3)(p2 + p4) (4.70)
by squaring. By rearranging, this is equivalent to
2
√
p1p2p3p4 ≥ (p1 + p3)(p2 + p4)− p1p2 − p3p4 = p1p4 + p2p3. (4.71)
Squaring again shows that this is equivalent to
4p1p2p3p4 ≥ (p1p4 + p2p3)2 = (p1p4)2 + 2p1p2p3p4 + (p2p3)2, (4.72)
which is equivalent to
0 ≥ (p1p4)2 − 2p1p2p3p4 + (p2p3)2 = (p1p4 − p2p3)2. (4.73)
Since the right-hand-side is non-negative, this is equivalent to (p1p4 − p2p3) = 0, i.e. p1p4 = p2p3.
Hence, in order for an α to exist in the required range, it must be that p1p4 = p2p3. 
The previous example suggests the possibility that if a positive disintegration exists, it is
necessarily CP. We will not address this question here, but defer an answer to future investigations.
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5 General existence and uniqueness theorems
In Theorem 5.1 of Section 5.1, we provide a necessary and sufficient condition for a disintegration
to exist on matrix algebras. We claim that the state on the initial algebra must be separable
with the induced state as a factor. This result holds for ∗-homomorphisms of a special kind. In
this same theorem, it is shown that a disintegration is unique whenever one exists. In the proof,
we construct an explicit formula for any disintegration on matrix algebras (additional formulas
including, a Kraus decomposition, are provided in Section 6.2). Theorem 5.24 covers the more
general case of arbitrary ∗-homomorphisms between matrix algebras. Briefly, the existence no
longer requires the initial state to be separable. However, it is separable after a specific unitary
operation that transforms the ∗-homomorphism to one of the kind discussed in Theorem 5.1.
Section 5.2 addresses the most general case regarding the existence and uniqueness on finite-
dimensional C∗-algebras. Because every finite-dimensional C∗-algebra is ∗-isomorphic to a finite
direct sum of matrix algebras, this general case becomes riddled with indices based on Bratteli
diagrams and their associated multiplicities. Nevertheless, all technical details are included and
the main result is contained in Theorem 5.107. Example 5.132 shows how the existence and a.e.
uniqueness of classical regular conditional probabilities (Theorem 2.29) is a special case of our
Theorem 5.107.
5.1 Existence and uniqueness of disintegrations on matrix algebras
Theorem 5.1. Fix n, p ∈ N. Let F be the ∗-homomorphism given by the block diagonal inclusion
Mn(C) ∋ B F7−→
B 0. . .
0 B
 ≡ 1p ⊗ B ∈Mnp(C) ∼=Mp(C)⊗Mn(C) (5.2)
and let
C
Mnp(C) Mn(C)
tr(ρ · )≡ω
\
\
\
\
\
ξ≡tr(σ · )
 B
B
B
B
B
Foo
(5.3)
be a commutative diagram of CPU maps. Then the following facts hold.
i. A disintegration R of ω over ξ consistent with F exists if and only if there exists a density
matrix τ ∈Mp(C) such that ρ = τ ⊗ σ.
ii. Furthermore, when such a τ exists, the disintegration is unique and is given by the formula6
Mnp(C) ∋ A ≡
A11 · · · A1p... ...
Ap1 · · · App
 7→ R(A) := p∑
j,k=1
τkjAjk, (5.4)
where Ajk is the jk-th n × n block of A using the isomorphism Mnp(C) ∼= Mp(Mn(C)) so
that each Ajk ∈Mn(C). In particular, R ◦ F = idMn(C).
6Note that τkj , the kj-th entry and not the jk-th entry is used in the formula for R.
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As a consequence of uniqueness, we prove all disintegrations on matrix algebras are strict left
inverses of their associated ∗-homomorphism. Note that uniqueness is meant in the literal sense,
not in the a.e. sense. This is surprising due to Remark 3.91, which says two a.e. equivalent CPU
maps on matrix algebras need not be equal. The additional conditions for a disintegration are
strong enough to imply equality.
Proof of Theorem 5.1. you found me!
i. (⇒) Suppose a disintegration R :Mnp(C) /o/o //Mn(C) exists. Let
R =
n2p∑
i=1
Ad[
Vi1 · · · Vip
] (5.5)
be a Kraus decomposition of R with Vij ∈ Mn(C) for all i ∈ {1, . . . , n2p} and j ∈ {1, . . . , p}
(n2p is the minimal number of Kraus operators needed in this case). For the moment, let
Ri :=
[
Vi1 · · · Vip
]
. Also note that F has a Kraus decomposition F =
p∑
j=1
AdFj , where (the
adjoint of the) Kraus operators are given by
F †j :=
[
0 · · · 1n · · · 0
]
(5.6)
with 1n in the j-th n × n block. By Corollary 3.98, there exist numbers {αij ∈ C}i∈{1,...,n2p},
j∈{1,...,p}
such that
Vij = RiFj = αij1n ∀ i, j &
∑
i,j
|αij|2 = 1. (5.7)
due to the form of our matrices in (5.5) and (5.6). We now impose the condition ξ ◦ R = ω,
which is equivalent to R∗(σ) = ρ, where
R∗ =
n2p∑
i=1
Ad
R
†
i
(5.8)
is the dual or R with respect to the Hilbert–Schmidt inner product. Therefore,
ρ = R∗(σ) =
n2p∑
i=1
Ad
R
†
i
(σ) =
n2p∑
i=1
V
†
i1
...
V †ip
 σ [Vi1 · · · Vip]
=
n2p∑
i=1
αi11n...
αip1n
 σ [αi11n · · · αip1n] = n2p∑
i=1
 |αi1|
2σ · · · αi1αipσ
...
...
αipαi1σ · · · |αip|2σ

=
 n2p∑
i=1
 |αi1|
2 · · · αi1αip
...
...
αipαi1 · · · |αip|2


︸ ︷︷ ︸
=:τ
⊗σ
(5.9)
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showing that ρ is separable and has a tensor product factorization with σ as a factor. Now,
τ ∈ Mp(C) is a positive matrix because it is a positive sum of positive operators, namely
τ =
n2p∑
i=1
αi1...
αip
 [αi1 · · · αip] . (5.10)
Furthermore, (5.7) implies
tr(τ) =
p∑
j=1
n2p∑
i=1
|αij|2 = 1, (5.11)
which shows that τ is a density matrix.
(⇐) Conversely, suppose there exists a density matrix τ such that ρ = τ ⊗ σ. Define R :
Mnp(C) /o/o //Mn(C) as in (5.4). R is linear by construction and unital since
R(1np) =
p∑
j,k=1
τkjδjk1p =
p∑
j
τjj1p = 1p (5.12)
because tr(τ) = 1. A similar calculation shows
R(F (B)) =
p∑
j,k=1
τkjδjkB = B (5.13)
for all B ∈ Mn(C). Hence, R is actually a left inverse of F. In order for R to preserve the
states, it must be that ω ◦ R = ξ, i.e. tr(ρA) = tr(σR(A)) for all A ∈ Mnp(C). This follows
from
tr(ρA) = tr
(
(τ ⊗ σ)A) = tr

τ11σ · · · τ1pσ... ...
τp1σ · · · τppσ

A11 · · · A1p... ...
Ap1 · · · App


= tr


p∑
j=1
τ1jσAj1 · · ·
p∑
j=1
τ1jσAjp
...
...
p∑
j=1
τpjσAj1 · · ·
p∑
j=1
τpjσAjp

 =
p∑
j,k=1
τkjtr(σAjk)
= tr(σ(R(A)).
(5.14)
The final step is to prove R is completely positive. This follows from the claim that the Choi
matrix associated to R is given by
Φ(R) = τT ⊗ Φ(idMn(C)), (5.15)
which is positive because it is the tensor product of two positive matrices. Here τT denotes
the transpose of τ. To see (5.15), let ⌈x⌉ denote the smallest integer greater than or equal to
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x with x a non-negative real number. For the purposes of this proof let E
(q)
lm denote the q × q
matrix whose lm-th entry is 1 and whose other entries all vanish. Then
R
(
E
(np)
lm
)
= τ⌈m
n
⌉⌈ l
n
⌉E
(n)
l mod(n) m mod(n) ∀ l, m ∈ {1, . . . , np}. (5.16)
Here nr mod(n) is viewed as n instead of 0 for all r ∈ Z. On the other hand,
τT⊗Φ(idMn(C)) =
τ11 · · · τp1... ...
τ1p · · · τpp
⊗
E
(n)
11 · · · E(n)1n
...
...
E
(n)
n1 · · · E(n)nn

=

τ11
E
(n)
11 · · · E(n)1n
...
...
E
(n)
n1 · · · E(n)nn
 · · · τp1
E
(n)
11 · · · E(n)1n
...
...
E
(n)
n1 · · · E(n)nn

...
...
τ1p
E
(n)
11 · · · E(n)1n
...
...
E
(n)
n1 · · · E(n)nn
 · · · τpp
E
(n)
11 · · · E(n)1n
...
...
E
(n)
n1 · · · E(n)nn


.
(5.17)
Distributing the τkj, this is seen to be equal to the Choi matrix of R due to (5.16). An
alternative proof of complete positivity is provided in Proposition 6.15.
ii. Suppose R′ is another disintegration of ω over ξ consistent with F. Let {αij} and {α′ij} be
coefficients obtained from Choi’s theorem as in (5.7). Construct the density matrices τ and
τ ′ as in the proof of part i. of this Theorem. Then τ ′ ⊗ σ = ρ = τ ⊗ σ, i.e. (τ − τ ′)⊗ σ = 0.
Since σ is non-zero, this means τ − τ ′ = 0, i.e. τ ′ = τ. Hence, each of the entries of τ and τ ′
are equal, i.e. τjk = τ
′
jk for all j, k, or in terms of the α’s and α
′’s,
n2p∑
i=1
αijαik =
n2p∑
i=1
α′ijα
′
ik ∀ j, k ∈ {1, . . . , p}. (5.18)
Now, let
A =
A11 · · · A1p... ...
Ap1 · · · App
 (5.19)
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be a matrix in Mnp(C) ∼=Mp(Mn(C)) so that each Ajk ∈Mn(C). Then, after some algebra
R(A) =
n2p∑
i=1
[
αi11n · · · αip1n
] A11 · · · A1p... ...
Ap1 · · · App

αi11n...
αip1n

=
p∑
j,k=1
 n2p∑
i=1
αijαik
Ajk
=
p∑
j,k=1
 n2p∑
i=1
α′ijα
′
ik
Ajk by (5.18)
= R′(A),
(5.20)
which shows that R = R′. Hence, disintegrations are unique when they exist. The fact that
R ◦ F = idMn(C) follows from uniqueness of disintegrations and Corollary 3.98.

Remark 5.21. Theorem 4.3 can be viewed as an immediate consequence of Theorem 5.1. Indeed,
ρ from (4.4) in Theorem 4.3 is entangled and the map F from Theorem 4.3 is of the diagonal
form. Hence, ρ cannot be written in the form τ ⊗ σ for any density matrix τ ∈ M2(C) and so a
disintegration does not exist.
Remark 5.22. Theorem 4.19 can also be viewed as an immediate consequence of Theorem 5.1.
In fact, the density matrix τ ∈M2(C) is given by
τ =
[
p1
p1+p3
0
0 p4
p2+p4
]
. (5.23)
Indeed, τ ⊗ σ = ρ due to the relationship p1p4 = p2p3, which implies (4.32).
The following result is a generalization of Theorem 5.1 on the existence of disintegrations to
allow for ∗-homomorphisms F that are not necessary of the block diagonal form.
Theorem 5.24. Fix n, p ∈ N. Let
C
Mnp(C) Mn(C)
tr(ρ · )≡ω
\
\
\
\
\
ξ≡tr(σ · )
 B
B
B
B
B
Foo
(5.25)
be a commutative diagram of CPU maps with F a ∗-homomorphism. A disintegration of ω over
ξ consistent with F exists if and only if there exists a unitary U ∈ Mnp(C) and a density matrix
τ ∈ Mp(C) such that F = AdU ◦ i and U †ρU = τ ⊗ σ. Here i : Mn(C) → Mnp(C) is the block
diagonal inclusion (5.2). Furthermore, if a disintegration exists, it is unique.
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Proof. For any unital ∗-homomorphism F :Mn(C)→Mnp(C), there exists a unitary U ∈Mnp(C)
such that F = AdU ◦ i (cf. Section 1.1.2 of Fillmore [12]). Hence, the diagram
C
Mnp(C) Mn(C)
ω◦AdU=tr(U†ρU · ) \
\
\
\
\
ξ≡tr(σ · )
 B
B
B
B
B
ioo
(5.26)
commutes. By Theorem 5.1, a disintegration R :Mnp(C) /o/o //Mn(C) of ω ◦AdU over ξ consistent
with i exists if and only if there exists a density matrix τ such that U †ρU = τ ⊗ σ. Explicitly, this
means ξ ◦ R = ω ◦ AdU and R ◦ i =
ξ
idMn(C). Setting RU := R ◦ AdU† : Mnp(C) /o/o //Mn(C) and
applying AdU† to the right of ξ ◦R = ω ◦AdU gives ξ ◦RU = ω. Similarly, R ◦ i =
ξ
idMn(C) holds if
and only if R◦AdU† ◦AdU ◦ i =
ξ
idMn(C) holds, i.e. RU ◦F =
ξ
idMn(C). RU is CPU if and only if R is
CPU. Thus, RU defines a disintegration of ω over ξ consistent with F if and only if U
†ρU = τ ⊗σ.
Finally, the uniqueness of RU follows from the uniqueness of R by part ii. of Theorem 5.1. 
Remark 5.27. Theorem 5.24, says there exists a tensor factorization τ ⊗ σ = U †ρU if and only
if a disintegration exists. It is not necessary for ρ to be separable in this case (compare this to
Theorem 5.1, where ρ = τ ⊗σ was separable). This is because U †ρU is separable does not imply ρ
is separable in general—the unitary evolution of a separable state can cause that state to become
entangled due to interactions between subsystems.
Remark 5.28. Theorem 5.24 bears a striking resemblance to Theorem 2.1 in the work of Nayak
and Sen [31]. However, there are three main differences. First, they work with completely positive
trace-preserving (not necessarily unital) maps F : Mm(C) /o/o //Mn(C), where m ≤ n, while we
focus on the class of unital ∗-homomorphisms. Second, they assume R : Mn(C) /o/o //Mm(C) is
a strict left inverse of F while we initially assume R is a left inverse up to a.e. equivalence. We
showed this condition is actually equivalent for matrix algebras in Corollary 3.98 but we will see
that a.e. equivalence is necessary for arbitrary finite-dimensional C∗-algebras. Third, and most
importantly, Nayak and Sen do not require R and F to preserve any specified states while we
do. This forces an additional constraint that our map R must satisfy making it even less obvious
whether such a completely positive map R exists. Therefore, it seems that neither of our results
subsume each other but are complementary and cover different situations.
5.2 Disintegrations on finite-dimensional C∗-algebras
In the present section, we will extend Theorems 5.1 and 5.24 to the case of ∗-homomorphisms
between arbitrary finite-dimensional C∗-algebras. Because finite-dimensional C∗-algebras are (iso-
morphic to) finite direct sums of matrix algebras, the results of this section will be complicated
with indices. There seems to be no nice way around this and so we proceed with great care. We
begin by analyzing CP maps between such direct sums in Lemma 5.37, their adjoints with respect
to a generalized Hilbert–Schmidt inner product in Lemma 5.43, and the general form of states on
direct sums in Lemma 5.49. After these preliminary results are established, we study the structure
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of Kraus decompositions of left a.e. inverses of ∗-homomorphisms in Corollary 5.66 and Theorem
5.82. Proposition 5.99 provides a generalization of the “tracing out” operation for direct sums,
i.e. the induced state via pull-back from a ∗-homomorphism and a state on the target. After all
this preparation, our main result, Theorem 5.107, is provided. The formula for the disintegration
is a bit complicated and is not provided in the statement of the theorem and is instead included
in the proof in (5.120). Alternative and simpler formulas for disintegrations are provided later in
Theorem 6.22. The section concludes with Example 5.132, the special case where all matrix al-
gebras are one-dimensional, and Theorem 5.141, which is the disintegration theorem for arbitrary
(unital) ∗-homomorphisms.
Throughout this section, let
A :=Mm1(C)⊕ · · · ⊕Mms(C) and B :=Mn1(C)⊕ · · · ⊕Mnt(C) (5.29)
denote direct sums of matrix algebras. An element ~A ∈ A will be denoted as a column vector
~A ≡
A1...
As
 (5.30)
and similarly for elements of B. The vector notation may sometimes be used for emphasis. An
arbitrary linear map ϕ : A /o/o // B will be written in matrix form as
ϕ ≡
ϕ11 · · · ϕ1s... ...
ϕt1 · · · ϕts
 (5.31)
with ϕji :Mmi(C) /o/o //Mnj(C) a linear map for all i, j. The notation indicates the action of ϕ on
~A as
ϕ( ~A) =
ϕ11 · · · ϕ1s... ...
ϕt1 · · · ϕts

A1...
As
 =

s∑
i=1
ϕ1i(Ai)
...
s∑
i=1
ϕti(Ai)
 . (5.32)
Let
C
A B
ω
\
\
\
\
\
ξ
 B
B
B
B
B
Foo
(5.33)
be a commutative diagram of CPU maps with F the ∗-homomorphism defined as7
B ∋ ~B 7→ F

B1...
Bt

 :=

diag(
c11 times︷ ︸︸ ︷
B1, . . . , B1, . . . ,
c1t times︷ ︸︸ ︷
Bt, . . . , Bt)
...
diag(B1, . . . , B1︸ ︷︷ ︸
cs1 times
, . . . , Bt, . . . , Bt︸ ︷︷ ︸
cst times
)
 , (5.34)
7We will work with more general ∗-homomorphisms later, but we will see that all (unital) ∗-homomorphisms
are unitarily equivalent to ones of this form. Hence, we do not lose much generality by focusing on these.
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where the non-negative integer cij is called the multiplicity of F of the factor Mnj(C) inside
Mmi(C) (cf. Section 1.1.2 and 1.1.3 in Fillmore [12]). In particular, the dimensions are related by
the formula
mi =
t∑
j=1
cijnj ∀ i ∈ {1, . . . , s}. (5.35)
Since F is, in particular, a linear map it also has a matrix representation
F ≡
F11 · · · F1t... ...
Fs1 · · · Fst
 (5.36)
with Fij :Mnj(C)→Mmi(C) a (not necessarily unital) ∗-homomorphism for all i, j.
Lemma 5.37. Let A,B, and ϕ be as in (5.29) and (5.31). Then ϕ is completely positive if and
only if ϕji is completely positive for all i ∈ {1, . . . , s} and j ∈ {1, . . . , t}. Furthermore, ϕ is unital
if and only if
1nj =
s∑
i=1
ϕji(1mi) ∀ j ∈ {1, . . . , t}. (5.38)
A Kraus decomposition of ϕji in this case will be expressed as
ϕji =
minj∑
lji=1
AdVji;lji (5.39)
where the Vji;lji : C
mi → Cnj are linear maps. This allows the unitality condition (5.38) to be
expressed as
1nj =
s∑
i=1
minj∑
lji=1
Vji;ljiV
†
ji;lji
∀ j ∈ {1, . . . , t}. (5.40)
The following facts are easy to check and are analogous to what happens in the usual matrix
algebra case. We include them here for completeness.
Lemma 5.41. Let A :=Mm1(C)⊕ · · · ⊕Mms(C). Then the assignment
A×A ∋
(
~A, ~A′
)
7→
〈
~A, ~A′
〉
:=
s∑
i=1
tr(A†iA
′
i) (5.42)
defines an inner product on A. This is called the Hilbert–Schmidt (a.k.a. Frobenius) inner product
on A.
Lemma 5.43. Let A,B, and ϕ be as in (5.29) and (5.31). Then there exists a unique linear map
ϕ∗ : B /o/o //A satisfying 〈
~B, ϕ
(
~A
)〉
=
〈
ϕ∗
(
~B
)
, ~A
〉
∀ ~A ∈ A, ~B ∈ B. (5.44)
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The linear map ϕ∗ is called the adjoint of ϕ. Furthermore,
ϕ∗ =
ϕ
∗
11 · · · ϕ∗t1
...
...
ϕ∗1s · · · ϕ∗ts
 , (5.45)
where ϕ∗ji :Mnj (C) /o/o //Mmi(C) is the usual (Hilbert–Schmidt) adjoint of ϕji.8 In particular, if ϕ
is a completely positive map where ϕji has Kraus decomposition as in (5.39), then
ϕ∗ji =
minj∑
lji=1
Ad
V
†
ji;lji
. (5.46)
Finally, ϕ is completely positive and unital, if and only if ϕ∗ is completely positive and trace-
preserving in the sense that
〈 ~B, 1B〉 = 〈ϕ∗
(
~B
)
, 1A〉 ∀ ~B ∈ B, (5.47)
i.e.
t∑
j=1
tr(Bj) =
s∑
i=1
t∑
j=1
tr
(
ϕ∗ji(Bj)
)
(5.48)
in terms of the components of ϕ∗ and ~B.
Lemma 5.49. Let ξ : B /o/o //C be a state with B as in (5.29). Then there exists unique non-negative
real numbers q1, . . . , qt and (not necessarily unique) density matrices σ1 ∈ Mn1(C), . . . , σt ∈
Mnt(C) such that
t∑
j=1
qj = 1 (5.50)
and such that
ξ( ~B) =
t∑
j=1
qjtr(σjBj) for all ~B ∈ B. (5.51)
Furthermore, for every j such that qj > 0, the density matrix σj is the unique one satisfying these
conditions.
Proof. Since ξ is a state, it is completely positive and unital. The adjoint ξ∗ : C /o/o //Mn1(C) ⊕
· · · ⊕ Mnt(C) of ξ is completely positive and trace-preserving by Lemma 5.43. Let ~ς := ξ∗(1),
let ςj ∈ Mnj(C) denote the j-th component of ~ς, and set qj := tr(ςj). By the trace-preserving
condition of ξ∗, (5.50) holds. By the positivity of ξ∗, each ςj is a non-negative matrix. If qj > 0
set
σj :=
ςj
qj
. (5.52)
Otherwise, if qj = 0, then ςj is the zero matrix. In this case, let σj be any density matrix. The
conclusions of this Lemma follow from these assignments. 
8ϕ∗ji will be the notation used for the dual of ϕji as opposed to the more precise (ϕji)
∗. It is the dual of the
ij-th entry of ϕ∗, which itself could be denoted by (ϕ∗)ij . Hence, (ϕ
∗)ij = ϕ
∗
ji = (ϕji)
∗.
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Notation 5.53. Due to Lemma 5.49, a state ξ as above might occasionally be denoted by ξ ≡
t∑
j=1
qjtr(σj · ), where ξ( ~B) is understood to be given as in (5.51). Furthermore, the subset
Nq :=
{
j ∈ {1, . . . , t} : qj = 0
}
(5.54)
will occasionally be used.
Lemma 5.55. Using the same notation from Lemma 5.49, the support Pξ of ξ is given by the
vector of matrices whose j-th component is given by
(Pξ)j =
{
Pξj if qj > 0
0 if qj = 0
, (5.56)
where Pξj is the support of σj on Mnj(C).
Notation 5.57. Let B be as in (5.29). For each j, k ∈ {1, . . . , t}, let
ιj :Mnj(C) →֒ B and πk : B ։Mnk(C) (5.58)
be the inclusion of the j-th factor and projection of the k-th factor, respectively.
Lemma 5.59. Given A,B, F, ξ, Pξ, (Pξ)k, ιj , and πk as in (5.29), (5.34), (5.58), and Lemma 5.55,
a completely positive unital map R : A /o/o // B satisfies R ◦ F =
ξ
idB if and only if
R(Pξ)k ◦ πk ◦R ◦ F ◦ ιj =
{
R(Pξ)k if k = j
0 if k 6= j (5.60)
for all j, k ∈ {1, . . . , t}. Here, R(Pξ)k is the right-multiplication map defined by R(Pξ)k(Bk) :=
Bk(Pξ)k for all Bk ∈Mnk(C).
Proof. The condition R ◦ F =
ξ
idB holds if and only if (cf. Lemma 3.42)
RPξ ◦R ◦ F = RPξ , (5.61)
which holds if and only if
RPξ ◦R ◦ F ◦ ιj = RPξ ◦ ιj ∀ j ∈ {1, . . . , t}. (5.62)
Finally, this is equivalent to
πk ◦ RPξ ◦R ◦ F ◦ ιj πk ◦ RPξ ◦ ιj
R(Pξ)k ◦ πk ◦R ◦ F ◦ ιj R(Pξ)k ◦ πk ◦ ιj
∀ j, k ∈ {1, . . . , t}, (5.63)
which is equivalent to the claim (5.60) because
πk ◦ ιj =
{
idMnk (C) if k = j
0 if k 6= j . (5.64)

49
It may be helpful to visualize the map πk ◦R◦F ◦ ιj as the following composition of completely
positive (not necessarily unital) maps
Mm1(C)⊕ · · · ⊕Mms(C)
Mn1(C)⊕ · · · ⊕Mnt(C)
Mn1(C)⊕ · · · ⊕Mnt(C)
Mnj(C)
Mnk(C)
? _
ιjooF

///o/o/o/o/o/o/o/o/o/o
R
O
_ /o
O
πk
// //
(5.65)
The following is an analogue of Lemma 3.53 to direct sums of matrix algebras.
Corollary 5.66. Using the same notation as in Lemma 5.59 and assuming R ◦ F =
ξ
idB, write
R =
R11 · · · R1s... ...
Rt1 · · · Rts
 and F =
F11 · · · F1t... ...
Fs1 · · · Fst
 (5.67)
where the completely positive (not necessarily unital) maps Rki : Mmi(C) /o/o //Mnk(C) and Fij :
Mnj(C)→Mmi(C) have Kraus decompositions,9
Rki =
nkmi∑
βki=1
AdRki;βki and Fij =
minj∑
γij=1
AdFij;γij (5.68)
with Rki;βki : C
mi → Cnk and Fij;γij : Cnj → Cmi linear maps.
i. For each k ∈ {1, . . . , t} \Nq, there exist a collection of complex numbers {αk;i,βki,γik}, indexed
by γik ∈ {1, . . . , cik}, βki ∈ {1, . . . , nkmi}, i ∈ {1, . . . , s}, such that
PξkRki;βkiFik;γik = αk;i,βki,γikPξk (5.69)
for all βki ∈ {1, . . . , nkmi}, γik ∈ {1, . . . , nkmi}, i ∈ {1, . . . , s} and
s∑
i=1
nkmi∑
βki=1
mink∑
γik=1
|αk;i,βki,γik |2 = 1. (5.70)
ii. For every pair j ∈ {1, . . . , t} and k ∈ {1, . . . , t} \Nq with j 6= k,
PξkRki,βkiFij,γij = 0 (5.71)
for all βki ∈ {1, . . . , nkmi}, γij ∈ {1, . . . , njmi}, i ∈ {1, . . . , s}.
9We will see in the text surrounding (5.80) that there exists a Kraus decomposition of Fij such that the index
γij runs from 1 to cij instead of minj =
t∑
k=1
ciknknj. This just means that Fij;γij is zero when γij exceeds cij .
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Proof. Computing πk ◦R ◦ F ◦ ιj for j, k ∈ {1, . . . , t} gives
πk ◦R ◦ F ◦ ιj =
s∑
i=1
Rki ◦ Fij =
s∑
i=1
nkmi∑
βki=1
minj∑
γij=1
AdRki;βkiFij;γij . (5.72)
Suppose qk > 0. Then, (5.60) becomes
RPξk ◦ πk ◦R ◦ F ◦ ιj =
{
RPξk if k = j
0 if k 6= j . (5.73)
i. In the case k = j, (5.73) entails
AdPξk ◦ πk ◦R ◦ F ◦ ιk = AdPξk (5.74)
by left-multiplying by Pξk . Combining this with (5.72) and Lemma 3.45 (by following a similar
proof to that of Lemma 3.53), there exist complex numbers αk;i,βki,γik satisfying (5.69) and
(5.70).
ii. In the case k 6= j, (5.73) becomes
AdPξk ◦ πk ◦R ◦ F ◦ ιj = 0 (5.75)
by left-multiplying by Pξk . This implies
PξkRki;βkiFij;γij = 0 (5.76)
by (5.72) and Lemma 3.45.

At this point, it is important to make the conclusions of Corollary 5.66 even more explicit by
further simplifying PξkRki;βkiFij;γij . The Kraus operator Rki;βki : C
mi → Cnk can be partitioned
into block sums of matrices based on the multiplicity of F in the following way
Rki;βki =
[ nk×(ci1n1) matrix︷ ︸︸ ︷
Vki;βki;11︸ ︷︷ ︸
nk×n1 matrix
· · · Vki;βki;1ci1︸ ︷︷ ︸
nk×n1 matrix
· · ·
nk×(citnt) matrix︷ ︸︸ ︷
Vki;βki;t1︸ ︷︷ ︸
nk×nt matrix
· · · Vki;βki;tcit︸ ︷︷ ︸
nk×nt matrix
]
(5.77)
due to (5.35). Based on this partitioning, the unitality condition on R reads
1nk =
s∑
i=1
mink∑
βki=1
t∑
j=1
cij∑
γij=1
Vki;βki;jγijV
†
ki;βki;jγij
∀ k ∈ {1, . . . , t}. (5.78)
due to (5.40). Furthermore, the definition of F from (5.34) says
Fij(Bj) = diag(0, . . . , 0, . . . , Bj , . . . , Bj , . . . , 0, . . . , 0) ∀ Bj ∈Mnj(C). (5.79)
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This implies that the (adjoint of the) Kraus operators Fij;γij : C
nj → Cmi of Fij : Mnj(C) →
Mmi(C) have the following partitioned form
F †ij;γij =
[ nj×(ci1n1)︷ ︸︸ ︷
0︸︷︷︸
nj×n1
· · · 0︸︷︷︸
nj×n1
· · ·
nj×(cijnj)︷ ︸︸ ︷
0︸︷︷︸
nj×nj
· · · 1nj · · · 0︸︷︷︸
nj×nj
· · ·
nj×(citnt)︷ ︸︸ ︷
0︸︷︷︸
nj×nt
· · · 0︸︷︷︸
nj×nt
]
, (5.80)
where the identity matrix 1nj is in the γij-th nj × nj subblock inside the nj × (cijnj) block
indicated. In particular, the index γij runs from 1 to cij (as opposed to minj). Therefore, the
product Rki;βkiFij;γij is
Rki;βkiFij;γij = Vki;βki;jγij , (5.81)
which is an nk × nj matrix. The following theorem is a generalization of equation (5.7) to the
direct sum case.
Theorem 5.82. Under the same assumptions as in Corollary 5.66, for every k ∈ {1, . . . , t} \Nq,
there exist a collection of complex numbers {αk;i,βki,γik}, indexed by γik ∈ {1, . . . , cik}, βki ∈
{1, . . . , nkmi}, and i ∈ {1, . . . , s}, such that
Rki;βki =
[ nk×(ci1n1)︷ ︸︸ ︷
0︸︷︷︸
nk×n1
· · · 0︸︷︷︸
nk×n1
· · ·
nk×(ciknk)︷ ︸︸ ︷
αk;i,βki,11nk︸ ︷︷ ︸
nk×nk
· · · αk;i,βki,cik1nk︸ ︷︷ ︸
nk×nk
· · ·
nk×(citnt)︷ ︸︸ ︷
0︸︷︷︸
nk×nt
· · · 0︸︷︷︸
nk×nt
]
,
(5.83)
for all βki ∈ {1, . . . , nkmi}, i ∈ {1, . . . , s} and
s∑
i=1
nkmi∑
βki=1
cik∑
γik=1
|αk;i,βki,γik |2 = 1. (5.84)
Proof. In analogy to the proof of Theorem 3.67, for every k ∈ {1, . . . , t} \ Nq, let Ek be the pre-
Hilbert Mnk(C)-module consisting of vectors of nk × nk matrices whose vector components are
labelled by the triple of indices γik, βki, i. Let ~Vk be the vector whose vector components are the
nk × nk matrices Vki;βki;kγik . The first case of Corollary 5.66 implies there exists a vector ~αk ∈ Ek
whose vector components are constant multiples of the identity matrix satisfying
~Vk = Pξk~αk +
~V blk + ~V
br
k , (5.85)
where
~V blk := P
⊥
ξk
~VkPξk ,
~V brk := P
⊥
ξk
~VkP
⊥
ξk
, and 〈〈~αk, ~αk〉〉 = 1nk . (5.86)
Similarly, for every pair (k, j) ∈ {1, . . . , t} × {1, . . . , t} such that j 6= k and such that qk > 0,
let Ekj be the pre-Hilbert Mnk(C)-module consisting of vectors of nk × nj matrices whose vector
components are labelled by the triple of indices γij, βki, i. Let ~Vkj be the vector of the nk × nj
matrices whose components are given by Vki;βki;jγij . The second case of Corollary 5.66 implies
~Vkj = ~V
bl
kj +
~V brkj (5.87)
where
~V blkj := P
⊥
ξk
~VkjPξj and
~V brkj := P
⊥
ξk
~VkjP
⊥
ξk
. (5.88)
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The equalities
〈〈Pξk~αk, ~V brk 〉〉 = 〈〈~V blk , ~V brk 〉〉 = 〈〈~V blkj , ~V brkj 〉〉 = 0 (5.89)
all follow immediately from the definitions. Unitality of R takes on the form
1nk = 〈〈~Vk, ~Vk〉〉+
t∑
j=1
j 6=k
〈〈~Vkj, ~Vkj〉〉 (5.90)
by (5.78). By expanding out (5.90) and multiplying on the right by Pξk , completely similar
arguments to those in the proof of Theorem 3.67, namely the discussion surrounding equations
(3.72) through (3.76), prove
〈〈~V blk , ~αk〉〉 = 0. (5.91)
Hence, the unitality condition (5.90) simplifies to
P⊥ξk = 〈〈~V blk , ~V blk 〉〉+ 〈〈~V brk , ~V brk 〉〉+
t∑
j=1
j 6=k
(
〈〈~V blkj , ~V blkj 〉〉+ 〈〈~V brkj , ~V brkj 〉〉
)
(5.92)
analogously to (3.72). Now, computing πk ◦ R ◦ F ◦ ιj in terms of the pre-Hilbert module inner
product gives
(πk ◦R ◦ F ◦ ιj)(Aj) = 〈〈~VkjAj , ~Vkj〉〉 ∀ Aj ∈Mnj(C) (5.93)
for all k, j (when j = k, remove one of the indices the ~Vkk) by (5.81). When j = k, multiplying this
equation on the right by Pξk (which equals (Pξ)k since qk > 0) and combining this with Lemma
5.59 gives
〈〈~V brk , ~αk〉〉 = P⊥ξk . (5.94)
by following an argument exactly analogous to (3.80) and the text surrounding this equation.
Similarly, combining this result with the Paschke–Cauchy–Schwarz inequality gives
P⊥ξk ≤ 〈〈~V brk , ~V brk 〉〉. (5.95)
On the other hand, (5.92) says
P⊥ξk ≥ 〈〈~V brk , ~V brk 〉〉. (5.96)
Therefore, following analogous lines of thought to those from (3.85) to (3.88) gives
~V brk = P
⊥
ξk
~αk, ~V
bl
k = ~0,
~V blkj = ~0, and
~V brkj = ~0. (5.97)
Therefore,
~Vk = ~αk and ~Vkj = ~0. (5.98)
Expanding out the vector entries coming from the definitions of Ek and Ekj completes the proof. 
Given a state-preserving ∗-homomorphism as in (5.33), it may be useful to know how the
density matrices associated to ξ and ω are related. The following fact describes this relationship.
It is a generalization of the “tracing out degrees of freedom” method in quantum theory.
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Proposition 5.99. Let A,B, F, ω, and ξ be as in (5.29), (5.33), (5.34), and let
ω ≡
s∑
i=1
pitr(ρi · ) and ξ ≡
t∑
j=1
qjtr(σj · ) (5.100)
be decompositions of the states ω and ξ as described in Lemma 5.49. Then the following facts hold.
i. For each i ∈ {1, . . . , s}, there exists a j ∈ {1, . . . , t} such that cij > 0.
ii. If there exists a j ∈ {1, . . . , s} such that cij = 0 for all i ∈ {1, . . . , s}, then qj = 0.
iii. Finally,
qjσj =
s∑
i=1
cij∑
γij=1
piρi;jj;γijγij ∀ j ∈ {1, . . . , t}, (5.101)
where ρi;jj;γijγij is the nj×nj matrix obtained from ρ in the following way. Sincemi =
t∑
k=1
ciknk,
each mi ×mi matrix ρi has a block matrix decomposition
ρi =
ρi;11 · · · ρi;1t... ...
ρi;t1 · · · ρi;tt
 , (5.102)
where ρi;jk is a (cijnj)× (ciknk) matrix. This matrix further breaks up into subblocks
ρi;jk =
 ρi;jk;11 · · · ρi;jk;1cik... ...
ρi;jk;cij1 · · · ρi;jk;cijcik
 , (5.103)
where ρi;jk;γijγik is an nj × nk matrix.
Remark 5.104. The contrapositive of part ii of Proposition 5.99 will be used occasionally in
certain technical points later. It states that if qj > 0, there exists at least one i ∈ {1, . . . , s} such
that cij > 0. In other words, F is injective almost everywhere. This should be compared to Lemma
2.33. Furthermore, see Example 6.11 for an alternative description of (5.101) via the partial trace
operation.
Proof of Proposition 5.99. you found me!
i. Since mi > 0 and mi =
t∑
j=1
cijnj , there must exist a non-zero cij for some j ∈ {1, . . . , t}.
ii. Suppose there exists a j ∈ {1, . . . , s} such that cij = 0 for all i ∈ {1, . . . , s}. Then Fij(1nj) = 0
for all i ∈ {1, . . . , s}. Since ω ◦ F = ξ, this shows ξ(1nj) = 0. But ξ(1nj) = qjtr(σj) = qj so
that qj = 0.
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iii. This follows from taking the adjoint of the equation ω ◦ F = ξ, which gives
F ∗ ◦ ω∗ = ξ∗ =⇒ F ∗(ω∗(1)) = ξ∗(1). (5.105)
Expanding out these expressions and extracting the j-th term gives
qjσj =
s∑
i=1
piF
∗
ij(ρi) ∀ j ∈ {1, . . . , t}. (5.106)
Applying (5.68) and (5.80) gives the desired result.

A consequence of Theorem 5.82 is the following fact regarding the existence and uniqueness of
disintegrations on finite-dimensional C∗-algebras. It is a generalization of Theorem 5.1 to direct
sums of matrix algebras and is the main theorem of the present work.
Theorem 5.107. Let A,B, F, ω, and ξ be as in (5.29), (5.33), (5.34), and Proposition 5.99. Then,
a disintegration R of ω over ξ consistent with F exists if and only if for each i ∈ {1, . . . , s} and
j ∈ {1, . . . , t} there exist non-negative matrices τji ∈Mcij(C) such that10
tr
(
s∑
i=1
τji
)
= 1 ∀ j ∈ {1, . . . , t} \Nq (5.108)
and
piρi = diag(q1τ1i ⊗ σ1, . . . , qtτti ⊗ σt) ∀ i ∈ {1, . . . , s}. (5.109)
Furthermore, if R′ is another disintegration of ω over ξ consistent with F, then R′ =
ξ
R and
R′ji = Rji ∀ i ∈ {1, . . . , s} ∀ j ∈ {1, . . . , t} \Nq. (5.110)
Proof. you found me!
(⇒) The condition ξ ◦R = ω is equivalent to R∗(ξ∗(1)) = ω∗(1) by Lemma 5.43. Hence, using the
notation from (5.100), this equation gives
R∗
(
ξ∗(1)
) ≡
R
∗
11 · · · R∗t1
...
...
R∗1s · · · R∗ts

q1σ1...
qtσt
 =
p1ρ1...
psρs
 ≡ ω∗(1), (5.111)
which is equivalent to
piρi =
t∑
j=1
qjR
∗
ji(σj) ∀ i ∈ {1, . . . , s}. (5.112)
10The Nq notation was introduced in (5.54).
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To compute R∗ji(σj), we can follow an analogous computation to that from (5.9). First, when
qj > 0, we obtain
R∗ji(σj) =
njmi∑
βji=1
Ad
R
†
ji;βji
(σj)
(5.83)
====
njmi∑
βji=1

0
αj;i,βji,11nj
...
αj;i,βji,cij1nj
0
 σj
[
0 αj;i,βji,11nj · · · αj;i,βji,cij1nj 0
]
,
(5.113)
where the top 0 block in the left matrix is a
(
j−1∑
k=1
ciknk
)
× nj matrix and the bottom 0 block in
the left matrix is a
(
t∑
k=j+1
ciknk
)
× nj matrix. Keeping track of these sizes, we obtain
R∗ji(σj) =
njmi∑
βji=1

0 0 · · · 0 0
0 |αj;i,βji,1|2σj · · · αj;i,βji,1αj;i,βji,cijσj 0
...
...
...
...
0 αj;i,βji,cijαj;i,βji,1σj · · · |αj;i,βji,cij |2σj 0
0 0 · · · 0 0
 , (5.114)
where the top-left 0 matrix is a
(
j−1∑
k=1
ciknk
)
×
(
j−1∑
k=1
ciknk
)
matrix and the bottom-right 0 matrix
is a
(
t∑
k=j+1
ciknk
)
×
(
t∑
k=j+1
ciknk
)
matrix. Define the cij × cij matrix τji to be
τji :=
njmi∑
βji=1
 |αj;i,βji,1|
2 · · · αj;i,βji,1αj;i,βji,cij
...
...
αj;i,βji,cijαj;i,βji,1 · · · |αj;i,βji,cij |2
 (5.115)
so that the γijηij-th entry of τji is given by
τji;γijηij =
njmi∑
βji=1
αj;i;βji,γijαj;i;βji,ηij . (5.116)
Notice that τji is defined only when cij > 0 and when qj > 0. Furthermore, when it is defined, τji
is a non-negative matrix and
s∑
i=1
tr(τji) =
s∑
i=1
njmi∑
βji=1
cij∑
γij=1
|αj;i,βji,γij |2
(5.84)
==== 1, (5.117)
which shows
s∑
i=1
τji is a density matrix (again, when qj > 0). The sum in (5.117) is guaranteed to
have at least one term due to Remark 5.104. Second, when qj = 0, then qjR
∗
ji(σj) = 0 so that this
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term does not contribute to the sum in (5.112). Therefore, in this case, τji can be chosen to be
an arbitrary non-negative matrix provided that cij > 0. If cij = 0, then τji does not exist and any
expression involving such a τji should be excluded. Then,
piρi =
t∑
j=1
qjR
∗
ji(σj)
(5.114)
====
q1τ1i ⊗ σ1 0. . .
0 qtτti ⊗ σt
 ∀ i ∈ {1, . . . , s}. (5.118)
Note that this sum after the first equality is not empty by part i. of Proposition 5.99.
(⇐) For the converse, suppose the non-negative matrices τji ∈ Mcij(C) satisfying (5.108) and
(5.109) exist. Denote the γijηij-th entry of τji by τji;γijηij . For each pair of indices i ∈ {1, . . . , s}
and j ∈ {1, . . . , t}, define R′ji : Mmi(C) /o/o //Mnj(C) in the following way. Write an element
Ai ∈Mmi(C) as a t× t matrix
Ai ≡
Ai;11 · · · Ai;1t... ...
Ai;t1 · · · Ai;tt
 (5.119)
where the kl-th subblock, Ai;kl, is a (ciknk)× (cilnl) matrix. Then, write Ai;kl as a cik × cil matrix
consisting of nk × nl matrices indexed as Ai;kl;γikηil . Set11
R′ji(Ai) :=

cij∑
γij ,ηij=1
τji;ηijγijAi;jj;γijηij if qj > 0
1
smi
tr(Ai)1nj if qj = 0
. (5.120)
Set R′ : A /o/o // B to be the t × s matrix of linear maps whose ji-th entry is R′ji. Then R′ is a
completely positive disintegration of ω over ξ consistent with F. The proof of this is similar to the
proof of Theorem 5.1 though one must keep track of indices. Unitality of R′ follows from
s∑
i=1
R′ji(1mi) =
s∑
i=1
cij∑
γij ,ηij=1
τji;ηjiγij1mi;jj;γijηij =
s∑
i=1
cij∑
γij=1
τji;γjiγij1nj =
s∑
i=1
tr(τji)1nj = 1nj
(5.121)
whenever qj > 0 since
s∑
i=1
tr(τji) = 1. When qj = 0, one obtains
s∑
i=1
R′ji(1mi) =
s∑
i=1
1
smi
tr(1mi)1nj = 1nj . (5.122)
We will now show πj ◦R′ ◦ F = πj for all j satisfying qj > 0. First, note that
(R′ ◦ F )( ~B) =
R
′
11 · · · R′1s
...
...
R′t1 · · · R′ts


diag(
c11 times︷ ︸︸ ︷
B1, . . . , B1, . . . ,
c1t times︷ ︸︸ ︷
Bt, . . . , Bt)
...
diag(B1, . . . , B1︸ ︷︷ ︸
cs1 times
, . . . , Bt, . . . , Bt︸ ︷︷ ︸
cst times
)
 . (5.123)
11Note that the swapping of the γij and ηij indices in equation (5.120) is not a typo. In addition, note that if
qj > 0 and cij = 0, then the sum in the top case is empty and gives, by definition of an empty sum, 0.
57
Focusing on the j-th term when qj > 0, one obtains
s∑
i=1
R′ji
(
diag(B1, . . . , B1︸ ︷︷ ︸
ci1 times
, . . . , Bt, . . . , Bt︸ ︷︷ ︸
cit times
)
)
=
s∑
i=1
cij∑
γij=1
τji;γjiγijBj =
s∑
i=1
tr(τji)Bj = Bj . (5.124)
Note that when qj = 0, the equality πj ◦ R′ ◦ F = πj fails in general. Nevertheless, R′ ◦ F =
ξ
idB
still holds. Furthermore, R′ is state-preserving because
ω
(
~A
)
=
s∑
i=1
tr(piρiAi)
(5.109)
====
s∑
i=1
t∑
j=1
qjtr
(
(τji ⊗ σj)Ai;jj
)
=
s∑
i=1
t∑
j=1
qj>0
qjtr
 cij∑
γij=1,ηij=1
τji;ηijγijσjAi;jj;γijηij

(5.120)
====
s∑
i=1
t∑
j=1
qj>0
qjtr
(
σjR
′
ji(Ai)
)
= (ξ ◦R′)( ~A)
(5.125)
for all ~A ∈ A. Finally, to show R′ is a completely positive map it suffices to show each R′ji is a
completely positive map by Lemma 5.37. This follows from the fact that when qj > 0, the Choi
matrix associated to R′ji is equal to
Φ(R′ji) =

0
. . .
τTji ⊗ Φ(idMnj (C))
. . .
0
 , (5.126)
where the only non-vanishing block is the jj-th block τTji ⊗ Φ(idMnj (C)). The 0 matrix shown
on the top left is a (ci1n1nj) × (ci1n1nj) matrix and the 0 matrix shown on the bottom right is
(citntnj)× (citntnj) matrix. The zero matrices continue along the diagonal and are inMciknknj(C)
except when k = j where τTji ⊗Φ(idMnj (C)) appears. This is because the only non-vanishing terms
from this Choi matrix appear for entries of the form R′ji(Epq) ∈Mnj(C), where
j−1∑
k=1
ciknk < p, q <
t∑
k=j+1
ciknk, (5.127)
due to the formula (5.120). Note that the size of Φ(R′ji) is correct since the Choi matrix of
R′ji :Mmi(C) /o/o //Mnj(C) must be an (minj)× (minj) matrix and the size of each diagonal block
is (ciknknj) × (ciknknj) so that the sum of these gives
t∑
k=1
ciknknj = minj. The proof that the
non-vanishing term in (5.126) is of the form τTji ⊗ Φ(idMnj (C)) follows the same procedure as in
the proof of Theorem 5.1. Furthermore, when qj = 0, it is not difficult to show the assignment
Mmi(C) ∋ Ai 7→ 1smi tr(Ai)1nj from (5.120) is completely positive (cf. Remark 3.91).
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Finally, we prove the uniqueness condition (5.110) for disintegrations. The condition R′ =
ξ
R
is equivalent to
s∑
i=1
R′ji(Ai)(Pξ)j =
s∑
i=1
Rji(Ai)(Pξ)j ∀ ~A ∈ A, j ∈ {1, . . . , t}. (5.128)
When qj = 0, this equality holds trivially because (Pξ)j = 0.When qj 6= 0, Theorem 5.82 guarantees
the existence of complex numbers {αj;i,βji,γij} and Kraus operators Rji;βji for Rji satisfying the
conditions in the statement of that Theorem. Therefore, by carefully working out the matrix
operations, one obtains
Rji(Ai)
Theorem 5.82
========
njmi∑
βji=1
cij∑
γij=1
cij∑
ηij=1
αj;i;βji,γijαj;i;βji,ηijAi;jj;γijηij
(5.116)
====
cij∑
γij=1
cij∑
ηij=1
τji;ηijγijAi;jj;γijηij
(5.120)
==== R′ji(Ai) ∀ Ai ∈Mmi(C).
(5.129)
This concludes the proof of the theorem. 
Remark 5.130. By applying the trace to both sides of (5.109), one obtains
pi =
t∑
j=1
qjtr(τji) ∀ i ∈ {1, . . . , s}. (5.131)
An immediate corollary of Theorem 5.107 is Theorem 2.29, the standard existence and unique-
ness theorem of ordinary regular conditional probabilities. We work this out in full detail as an
example.
Example 5.132. Using the notation from Theorem 5.107, suppose mi = 1 and nj = 1 for all
i, j. Then, ρi = 1 = σj for all i, j. Furthermore, since each mi = 1, the multiplicity is drastically
restricted since mi =
t∑
j=1
cijnj . By this equality, for each i, there exists a unique j such that cij = 1
and all other cik = 0. In other words, there exists a unique function f : {1, . . . , s} → {1, . . . , t}
such that
cij = δf(i)j ≡
{
1 if f(i) = j
0 otherwise
. (5.133)
This implies
F =
δf(1)1 · · · δf(1)t... ...
δf(s)1 · · · δf(s)t
 and F ∗ =
δf(1)1 · · · δf(s)1... ...
δf(1)t · · · δf(s)t
 . (5.134)
Hence,
qj
(5.106)
====
s∑
i=1
piF
∗
ij(1)
(5.134)
====
s∑
i=1
piδf(i)j =
∑
i∈f−1({j})
pi, (5.135)
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which reproduces commutativity of the diagram (2.23) assumingX = {1, . . . , s} and Y = {1, . . . , t}.
In what follows, we will construct, without any additional assumptions, non-negative matrices
τji ∈Mcij (C) satisfying (5.108) and (5.109) as well as a disintegration
R =
r11 · · · r1s... ...
rt1 · · · rts
 . (5.136)
This will prove that a disintegration automatically exists in this case. First note that if j 6= f(i),
the setMcij(C) is just a singleton so that we only have a chance of constructing τji when j = f(i).
In this case, cif(i) = 1 and such a matrix will be a 1 × 1 matrix, i.e. a non-negative number. We
set
τji :=

pi/qj if qj > 0 and j = f(i)
# if qj = 0 and j = f(i)
DNE if cij = 0
, (5.137)
where # can be chosen to be any non-negative number. Note that if there exists a j ∈ {1, . . . , t}
for which cij = 0 for all i ∈ {1, . . . , s}, then qj = 0 by part ii. of Proposition 5.99. For such j, τij
cannot be defined for any i ∈ {1, . . . , s}. Nevertheless,
tr
(
s∑
i=1
τji
)
=
s∑
i=1
τji =
∑
i∈f−1({j})
pi
qj
(5.135)
==== 1 ∀ j ∈ {1, . . . , s} \Nq (5.138)
proves (5.108). Secondly, because there exists a unique j for each i such that cij = 1,
diag(q1τ1i ⊗ σ1, . . . , qtτti ⊗ σt) = qf(i)τf(i)i = qf(i)
{
pi/qf(i) if qf(i) > 0
# if qf(i) = 0
=
{
pi if qf(i) > 0
0 if qf(i) = 0
∀ i ∈ {1, . . . , s}.
(5.139)
Note that if qf(i) = 0, then pi = 0 by (5.135). Hence, this proves (5.109). Although this already
proves a disintegration exists via Theorem 5.107, it is fruitful to construct it based on the proof
of Theorem 5.107 and compare it to the classical disintegration from Theorem 2.29. Using the
construction of a disintegration from (5.120), we get
rji
(5.120)
====

τji if qj > 0 and cij = 1
0 if qj > 0 and cij = 0
1/s if qj = 0
(5.137)
====

pi/qj if qj > 0 and j = f(i)
0 if qj > 0 and j 6= f(i)
1/s if qj = 0
=
{
piδf(i)j/qj if qi > 0
1/s if qj = 0
.
(5.140)
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This reproduces formula (2.30) for an ordinary disintegration.
Finally, we end this section with a generalization of Theorems 5.107 and 5.24 by allowing for
arbitrary (unital) ∗-homomorphisms F : B → A.
Theorem 5.141. Let A,B, F, ω, and ξ be as in (5.29), (5.33), and Proposition 5.99 except that F
is now an arbitrary (unital) ∗-homomorphism. Then, a disintegration R exists if and only if there
exist unitary matrices Ui ∈ Mmi(C) and non-negative matrices τji ∈ Mcij(C) such that Ad~U ◦ F
is of the form (5.34),
tr
(
s∑
i=1
τji
)
= 1 ∀ j ∈ {1, . . . , t} \Nq (5.142)
and
piU
†
i ρiUi = diag(q1τ1i ⊗ σ1, . . . , qtτti ⊗ σt) ∀ i ∈ {1, . . . , s}. (5.143)
Furthermore, any two such disintegrations are unique ξ-a.e.
Proof. This follows from an argument analogous to the proof of Theorem 5.24. 
6 Examples and applications
6.1 General facts about disintegrations
In what follows, we address several consequences of our disintegration theorems with a perspective
towards quantum theory. First, we have a result that tells us disintegrations of unitary dynamics
is also unitary. In the following, we recall that every ∗-homomorphismMn(C)→Mn(C) is of the
form AdU for some unitary matrix U ∈Mn(C).
Corollary 6.1. Let ρ ∈Mn(C) be a density matrix and let U ∈Mn(C) be a unitary matrix. Set
σ := U †ρU. Then
C
Mn(C) Mn(C)
tr(ρ · )
\
\
\
\
\
tr(σ · )
 B
B
B
B
B
AdUoo
(6.2)
commutes and R := AdU† is the unique disintegration.
Since every closed finite-dimensional quantum system evolves under unitary dynamics, Corol-
lary 6.1 says that disintegrations are simply time reversals in the usual sense.
Proof of Corollary 6.1. It is easy to check the given R is a disintegration. Uniqueness follows from
Theorem 5.24. 
If a deterministic process (a ∗-homomorphism) evolves a pure state into a mixed state between
matrix algebras, is it possible for there to exist a disintegration that evolves the mixed state back
into the pure state? The following corollary is a “no-go theorem” for such disintegrations.
61
Corollary 6.3. Given a commutative diagram
C
Mnp(C) Mn(C)
tr(ρ · )
\
\
\
\
\
tr(σ · )
 B
B
B
B
B
Foo
(6.4)
of CPU maps with ρ pure, if a disintegration exists, then σ must necessarily be pure as well.
Proof. By Theorem 5.24, there exist a unitary U ∈Mnp(C) and a density matrix τ ∈Mp(C) such
that F (A) = Udiag(A, . . . , A)U † and ρ = U †(τ ⊗ σ)U. Since ρ is pure, it is a rank 1 projection
operator. Its rank also equals rank(ρ) = rank(τ)rank(σ), which equals 1 if and only if both rank(τ)
and rank(σ) are equal to 1. Hence τ and σ are pure. 
Remark 6.5. One might object to the conclusion of Corollary 6.3 and ask a more elementary ques-
tion without referring to disintegrations. Namely, does there exist a mixed state ξ :Mn(C) /o/o // C
and a CPU map ϕ : Mm(C) /o/o //Mn(C) such that ξ ◦ ϕ is a pure state? The reason to ask
such a question is that if its answer is no, then one does not even need a disintegration for it to
be impossible to evolve a mixed state into a pure state. The following example addresses this.
Let ω : Mm(C) /o/o //C be any pure state and let ξ : Mn(C) /o/o // C be any mixed state. Set
ϕ(A) := ω(A)1n, which is a CPU map satisfying ω = ξ ◦ ϕ. Note that this situation is described
by the diagram
Mm(C) C Mn(C)
C
ω ///o/o/o/o
ω '''g
'g'g
'g'g
! //
! ξww w7
w7 w7
w7 w7
ϕ
%%9y 8x
7w 5u
4t 2r 1q /o -m ,l *j )i 'g &f %e
, (6.6)
i.e. ϕ factors through C. In this diagram, ! is the unique unital map from C into any (unital)
C∗-algebra.
6.2 A Kraus decomposition for disintegrations
We provide potentially useful formulas for disintegrations in the matrix algebra case as well as the
more general direct sum case.
Notation 6.7. For each p ∈ N and vector space B, let trB :Mp(B)→ B be the linear map defined
by
trB

b11 . . . b1p... ...
bp1 . . . bpp

 := p∑
i=1
bii. (6.8)
This is called the partial trace due to its resemblance with the usual trace when B = C.
Example 6.9. Let
(
F, ω = tr(ρ · ), ξ = tr(σ · )) be as in Theorem 5.1. Then
σ = trMn(C)(ρ) (6.10)
when viewingMnp(C) asMp
(Mn(C)) and the partial trace as a mapMp(Mn(C)) trMn(C) ///o/o/o/o Mn(C).
62
Example 6.11. Using the notation of Proposition 5.99, Equation (5.101) becomes
qjσj =
s∑
i=1
pitrMnj (C)(ρi;jj), (6.12)
where ρi is decomposed as in (5.102) and the partial trace is given byMcij
(Mnj(C)) trMnj (C)///o/o/o/o Mnj(C).
In other words, the tracing out degrees of freedom in this case is a convex combination of partial
traces.
Example 6.13. When B =Mn(C), the partial trace trB :Mp(B)→ B has Kraus decomposition
trB = Ad[
1n 0 · · · 0
] + · · ·+Ad[
0 · · · 0 1n
]. (6.14)
The following proposition provides a formula for disintegrations on matrix algebras.
Proposition 6.15. Using the notation of Theorem 5.1, let R be a disintegration and set B :=
Mn(C). Then
R(A) = trB
(
(τ ⊗ 1n)A
) ∀ A ∈Mnp(C) ∼=Mp(B). (6.16)
Furthermore, a Kraus decomposition of R is given by
R = Ad[
1n 0 · · · 0
]
(
√
τ⊗1n) + · · ·+Ad[0 · · · 0 1n
]
(
√
τ⊗1n) = F
∗ ◦ Ad√τ⊗1n. (6.17)
Proof. Let A be as in (5.4). Then,
(τ ⊗ 1n)A =
τ111n · · · τ1p1n... ...
τp11n · · · τpp1n

A11 · · · A1p... ...
Ap1 · · · App
 =

p∑
j=1
τ1jAj1 . . .
p∑
j=1
τ1jAjp
...
...
p∑
j=1
τpjAj1 . . .
p∑
j=1
τpjAjp
 . (6.18)
Hence, trB
(
(τ ⊗ 1n)A
)
agrees with (5.4). In general, the partial trace is not cyclic as the usual
trace is. However, one can easily check that
trB
(
(τ ⊗ 1n)A
)
= trB
(
A(τ ⊗ 1n)
)
(6.19)
because 1n commutes with every n× n matrix. Therefore,
trB
(
(τ ⊗ 1n)A
)
= trB
(
(
√
τ ⊗ 1n)A(
√
τ ⊗ 1n)
)
. (6.20)
Combining this with Example 6.13 concludes the proof. 
Remark 6.21. Proposition 6.15 provides an alternative and shorter proof that R as defined in
(5.4) is completely positive.
One can also use the partial trace to express disintegrations on direct sums of matrix algebras.
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Theorem 6.22. Using the notation of Theorem 5.107, let Mmi(C) /o/o/o/o
Rji //Mnj(C) be the ji-th
matrix component of a disintegration R and take Ai ∈Mmi(C) with decomposition as in (5.119).
Then,
Rji(Ai) = trMnj (C)
(
(τji ⊗ 1nj)Ai;jj
)
(6.23)
for all j ∈ {1, . . . , t} \Nq and for all i ∈ {1, . . . , s}. Furthermore, a Kraus decomposition of Rji is
given by
Rji = Ad[
1nj 0 · · · 0
]
(
√
τji⊗1nj )
+ · · ·+Ad[
0 · · · 0 1nj
]
(
√
τji⊗1nj )
(6.24)
for the same indices.
Proof. The proof is analogous to the proof of Proposition 6.15 by using the formula (5.120). 
6.3 Disintegrations and measurement in quantum mechanics
It is instructive to work out the following example due to its connection with measurement in
quantum mechanics (it may be helpful at this point to review Example 3.19 for notation). We will
also avoid using the results of Theorem 5.107 and will instead provide a self-contained analysis
since this is simple enough in this special case. Fix m ∈ N, let A ∈ Mm(C) be a self-adjoint
matrix with spectrum σ(A) ⊆ R, and let ω = tr(ρ · ) : Mm(C) /o/o //C be a state. The matrix A
induces the ∗-homomorphism uniquely determined by
C
σ(A) F−→Mm(C)
eλ 7→ Pλ,
(6.25)
where Pλ is the orthogonal projection onto the λ eigenspace associated to A. This pulls back the
state ω to a probability measure q on σ(A) whose evaluation on λ ∈ σ(A) will be denoted by qλ. The
pullback state will be denoted by 〈q, · 〉, where 〈 · , · 〉 is the natural inner product on Cσ(A) induced
by the basis {eλ}λ∈σ(A). Physically, the number qλ is interpreted as the probability that the state
ω takes the value λ when the observable A is measured. If a disintegration R :Mm(C) /o/o //Cσ(A)
exists, it is determined by the collection of positive unital maps Rλ given by the composition
Mm(C) /o/o/o/o R // Cσ(A) evλ−−→ C
A 7−−−−−−−−−→ 〈eλ, R(A)〉
(6.26)
and indexed by λ ∈ σ(A). Because these are states onMm(C), they uniquely determine a density
matrix ρλ ∈Mm(C), i.e.
Rλ = tr(ρλ · ), ρλ ≥ 0, tr(ρλ) = 1, and R =
∑
λ∈σ(A)
ev∗λ ◦Rλ. (6.27)
Because R must be state-preserving to be a disintegration, this entails
tr(ρ · ) = 〈q, R( · )〉 (6.27)===
∑
λ∈σ(A)
qλtr(ρλ · ) =⇒ ρ =
∑
λ∈σ(A)
qλρλ. (6.28)
64
The other condition for R to be a disintegration is R ◦ F ===
〈q, · 〉
idCσ(A), which says
∑
λ∈σ(A)
bλeλ − R
F
 ∑
λ∈σ(A)
bλeλ
 ∈ N〈q, · 〉 ∀ ∑
λ∈σ(A)
bλeλ ∈ Cσ(A). (6.29)
Expanding this out, relabeling indices, and using part i of Lemma 3.42 gives
∑
λ∈σ(A)\Nq
bλeλ =
∑
λ∈σ(A)\Nq
 ∑
µ∈σ(A)
bµtr(ρλPµ)
 eλ. (6.30)
Linear independence of the eλ then gives
bλ =
∑
µ∈σ(A)
bµtr(ρλPµ) ∀ λ ∈ σ(A) \Nq. (6.31)
Since the b’s can be chosen arbitrarily and independently (indeed, set bµ := δµν for various ν), we
conclude
tr(ρλPµ) = δλµ ∀ µ, λ ∈ σ(A) \Nq. (6.32)
Since ρλ is a positive matrix, tr(ρλPµ) = tr(PµρλPµ) = 0 if and only if PµρλPµ = 0 whenever µ 6= λ.
In what follows, we will prove ρλ = PλρλPλ. To see this, first let ~u ∈ Im(Pµ) and ~v ∈ Im(Pν),
where µ, ν ∈ σ(A) \ {λ}. Then Pµ, Pν ≤ P⊥λ and
0 ≤ 〈~u+ ~v, P⊥λ ρλP⊥λ (~u+ ~v)〉
= 〈~u, P⊥λ ρλP⊥λ ~u〉+ 〈~u, P⊥λ ρλP⊥λ ~v〉+ 〈~v, P⊥λ ρλP⊥λ ~u〉+ 〈~v, P⊥λ ρλP⊥λ ~v〉
= 〈~u, PµρλPµ~u〉+ 〈~u, PµρλPν~v〉+ 〈~v, PνρλPµ~u〉+ 〈~v, PνρλPν~v〉
= 2Re〈~u, PµρλPν~v〉,
(6.33)
where we have used the facts P⊥λ ~u = Pµ~u = ~u and P
⊥
λ ~v = Pν~v = ~v together with the self-
adjointness and orthogonality of these projections freely. Since ~u and ~v can be arbitrary, positivity
of P⊥λ ρλP
⊥
λ guarantees that PµρλPν = 0 for all µ, ν ∈ σ(A) \ {λ}. So far, we have shown ρλ =
PλρλPλ+P
⊥
λ ρλPλ+PλρλP
⊥
λ . What’s left to show is that PµρλPλ = 0 for all µ ∈ σ(A) \ {λ} (which
would imply PλρλPµ = 0 by taking the adjoint). Now, let ~u ∈ Im(Pµ) and ~v ∈ Im(Pλ), where
µ ∈ σ(A) \ {λ}. Positivity of ρλ gives
0 ≤ 〈~u+ ~v, ρλ(~u+ ~v)〉 = 2Re〈~u, PµρλPλ~v〉+ 〈~v, ρλ~v〉 (6.34)
by a similar calculation and using the previous result. Since ~u can be chosen freely, it can be chosen
so that the left term becomes arbitrarily negative unless PµρλPλ = 0. This concludes the argument
that ρλ = PλρλPλ. Thus, ρλ and ρλ′ have mutually orthogonal supports for λ 6= λ′ provided that
λ, λ′ ∈ σ(A) \Nq. Hence, although we have no restrictions on ρλ when λ ∈ Nq, we still obtain
ρ
(6.28)
===
∑
λ∈σ(A)
qλρλ =
∑
λ∈σ(A)\Nq
qλρλ =
∑
λ∈σ(A)\Nq
qλPλρλPλ, (6.35)
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which agrees with the result (5.109) with respect to a spectral basis, or more accurately (5.143),
in this special case since s = 1 so that there is only one i index and σj = 1 for all j because σj is a
1×1 matrix. Thus, the τji matrices reduce to the ρλ matrices. To make a more explicit connection
to quantum information theory, we recall the definition of a Lu¨ders projection, which is a model
for the ensemble of the induced states of a system after a measurement has taken place [27].
Definition 6.36. Let ρ ∈ Mm(C) be a density matrix and let A ∈ Mm(C) be self-adjoint with
spectrum σ(A). The Lu¨ders projection of ρ with respect to the measurement of A is the density
matrix
ρ′ :=
∑
λ∈σ(A)
PλρPλ. (6.37)
In summary, we have obtained the following theorem based on our above analysis.
Theorem 6.38. Let A ∈ Mm(C) be a self-adjoint matrix with spectrum σ(A), let F : Cσ(A) →
Mm(C) be as in (6.25), and let ω = tr(ρ · ) : Mm(C) /o/o //C be a state with 〈q, · 〉 := ω ◦ F the
induced state on Cσ(A). Then F has a disintegration of ω over 〈q, · 〉 consistent with F if and only
if ρ equals its Lu¨ders projection with respect to the measurement of A.
Proof. We will use the same notation as in this section.
(⇒) Assume a disintegration exists. By (6.35), PλρPλ = qλρλ for all λ ∈ σ(A) \Nq. Hence,
ρλ =
PλρPλ
qλ
=
PλρPλ
tr(ρPλ)
∀ λ ∈ σ(A) \Nq (6.39)
because ρλ is a density matrix. Furthermore, since a disintegration exists,
ρ
(6.28)
===
∑
λ∈σ(A)\Nq
qλρλ
(6.39)
===
∑
λ∈σ(A)\Nq
qλ
PλρPλ
qλ
=
∑
λ∈σ(A)\Nq
PλρPλ. (6.40)
(⇐) Suppose ρ equals its Lu¨ders projection, i.e. suppose
ρ =
∑
λ∈σ(A)
PλρPλ. (6.41)
For each λ ∈ σ(A), set Rλ :Mm(C) /o/o // C to be the linear map defined by
Mm(C) ∋ B 7→ Rλ(B) :=
tr
(
PλρPλ
qλ
B
)
if qλ > 0
1
m
tr(B) if qλ = 0
. (6.42)
Then the linear map R :Mm(C) /o/o // Cσ(A) defined by R :=
∑
λ∈σ(A)
ev∗λ ◦Rλ is a disintegration of F.
To see this, first notice that R is clearly positive, which implies it is CP since Cσ(A) is commutative
(cf. Theorem 3 in Stinespring [43]). R is unital because
R(1m) =
∑
λ∈σ(A)\Nq
Rλ(1m)eλ +
∑
λ∈Nq
Rλ(1m)eλ
(6.42)
===
∑
λ∈σ(A)\Nq
eλ +
∑
λ∈Nq
eλ =
∑
λ∈σ(A)
eλ (6.43)
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since tr(PλρPλ) = qλ for all λ ∈ σ(A). To show R satisfies R ◦ F ===〈q, · 〉 idCσ(A), we will show
R(F (eµ)) − eµ ∈ N〈q, · 〉 for all µ ∈ σ(A). Setting dµ := tr(Pµ), the degeneracy/mutliplicity of
µ ∈ σ(A), we obtain
R
(
F (eµ)
) (6.25)
=== R(Pµ) =
∑
λ∈σ(A)\Nq
Rλ(Pµ)eλ +
∑
λ∈Nq
Rλ(Pµ)eλ
(6.42)
===
∑
λ∈σ(A)\Nq
δµλeλ +
∑
λ∈Nq
dµ
m
eλ =

eµ +
dµ
m
∑
λ∈Nq
eλ if qµ > 0
dµ
m
∑
λ∈Nq
eλ if qµ = 0
(6.44)
Hence, R
(
F (eλ)
)− eµ ∈ CNq , which is the null-space of 〈q, · 〉. Thus, R is a disintegration. 
6.4 Conditional expectations
In this section, we will briefly indicate how disintegrations on matrix factors are certain kinds of
conditional expectations.
Definition 6.45. Let B ⊆ A be C∗-subalgebra of a C∗-algebra A. A conditional expectation is a
positive unital map A /o/o/o/o E // B such that
E(AB) = E(A)B (6.46)
for all A ∈ A and B ∈ B.
It is a theorem of Nakamura, Takesaki, and Umegaki that conditional expectations are com-
pletely positive [30]. See Section 9.5.3 in Fillmore for further properties of conditional expectations
[12].
Theorem 6.47. Let R be a disintegration of Mn(C) F−→ Mnp(C) ω=tr(ρ · )///o/o/o/o C as in Theorem 5.1
and let B := F (Mn(C)) ∼= 1p ⊗Mn(C) be the associated C∗-subalgebra of A := Mnp(C). Then
the assignment
A /o/o/o/o E // B
A 7→ F (R(A)) (6.48)
is a conditional expectation.
Proof. This follows immediately from the uniqueness of disintegrations and the formula (5.4) for
such a disintegration. Namely,
E
(
AF (B)
)
= F
(
R
(
AF (B)
))
= 1p ⊗
(
p∑
j,k=1
τkj
(
A(1p ⊗ B)
)
jk
)
= 1p ⊗
(
p∑
j,k=1
τkjAji (1p ⊗ B)ik︸ ︷︷ ︸
Bδik
)
= 1p ⊗
(
p∑
j,k=1
τkjAjkB
)
= F
(
R(AB)
)
= E(AB).
(6.49)
Positivity and unitality of E follow from positivity and unitality of R and F. 
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Definition 6.50. Let B ⊆ A be C∗-subalgebra of a C∗-algebra A and let ω : A /o/o // C be a state.
A conditional expectation A /o/o/o/o E // B leaves the state ω invariant iff
ω
(
E(A)
)
= ω(A) (6.51)
for all A ∈ A.
Theorem 6.52. Under the same hypotheses as Theorem 6.47, the assignment (6.48) is a condi-
tional expectation leaving the state ω invariant.
Proof. This follows immediately from the definitions since ω
(
E(A)
)
= ω
(
F
(
R(A)
))
= ξ
(
R(A)
)
=
ω(A). 
If one replaces matrix algebras with direct sums, the relationship to conditional expectations is
a bit more subtle due to the notion of a.e. equivalence. This, together with the converses of these
statements and the relationship to Tomita–Takesaki modular theory, will be addressed in future
work.
A Equivalent definitions of disintegration
Our definition of an optimal hypothesis/disintegration provides a diagrammatic definition for the
more standard measure-theoretic notion of a disintegration (cf. Definition 452E in Fremlin [15]) or
regular conditional probability (cf. Definition 2.1 in Panagaden [33]). This diagrammatic notion
is then transferred to some category of C∗-algebras or von Neumann algebras and positive or
completely positive maps and is used to define disintegration in the non-commutative setting.
More generally, our diagrammatic definition can be made given any monad by using the associated
Kleisli category. This will be explained in Appendix B, but the reader is also referred to the works
of Lawvere [25], Semadeni [42], and Giry [19].
In this appendix, we review some definitions of disintegration from measure theory and we
include a generalization of the definition of stochastic maps to measurable spaces in Definition A.1.
Tables 3 and 4 provide two versions of a disintegration with varying input data and consistency
conditions. This appendix serves to explain how these definitions are related to each other. More
precisely, Theorems A.10 and A.16 state that the definitions in the respective tables are equivalent.
Proposition A.27 says that this diagrammatic definition of a disintegration is equivalent to the
definition of a regular conditional probability.
In all that follows, (X,Σ, µ) and (Y,Ω, ν) are measure spaces with no additional assumptions
other than µ and ν are non-negative measures. Furthermore, f : X → Y is taken to be measure-
preserving so that the pushforward f∗µ of µ along f is ν, i.e. ν(F ) = µ(f−1(F )) for all F ∈ Ω.
Definition A.1. Let (X,Σ) and (Y,Ω) be measurable spaces. A transition kernel r from (Y,Ω)
to (X,Σ), written r : Y /o/o //X, is a function r : Y × Σ→ [0,∞] such that
i. r(y, · ) : Σ→ [0,∞] is a measure for all y ∈ Y and
ii. r( · , E) : Y → [0,∞] is measurable for all E ∈ Σ.
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The notation ry(E) := r(y, E) will be implemented.
Example A.2. Let (X,Σ) be a measurable space and let {•} denote a one element set with
the unique σ-algebra. There is a bijection between the set of measures on (X,Σ) and the set of
transition kernels {•} /o/o //X from {•} to X. This allows measures to be viewed as morphisms. See
Example A.5 for why this is useful.
Definition A.3. Let (X,Σ), (Y,Ω), and (Z,Ξ) be measurable spaces. Let µ : X /o/o // Y and
ν : Y /o/o // Z be two transition kernels. The composition of µ followed by ν, written as ν◦µ : X /o/o // Z,
is defined by
X × Ξ ∋ (x, E) 7→ (ν ◦ µ)x(E) :=
∫
Y
νy(E) dµx(y). (A.4)
The fact that the composition of transition kernels defines a transition kernel follows from the
monotone convergence theorem (cf. Theorem 1.26 in Rudin [40]). Rather than proving this here,
we will provide the sufficient techniques from analysis that can be used to prove this when we
prove Theorem A.10 below.
Example A.5. Let (X,Σ) and (Y,Ω) be measurable spaces and let µ : {•} /o/o //X be a measure
on X and let f : X → Y be a measurable function. Then f can be viewed as the transition kernel
f : X /o/o // Y given by
X × Ω ∋ (x, E) 7→ fx(E) := χE
(
f(x)
)
:=
{
1 if f(x) ∈ E
0 otherwise
. (A.6)
Furthermore, f ◦ µ is the pushforward f∗µ of the measure µ along the map f because
Ω ∋ E 7→ (f ◦ µ)(E) =
∫
X
fx(E) dµ(x) =
∫
X
(χE ◦ f) dµ =
∫
Y
χE d(f∗µ) = µ
(
f−1(E)
)
. (A.7)
Example A.8. Let X, Y, and Z be finite sets equipped with the discrete σ-algebra and suppose
that all transition kernels have range equal to [0, 1]. Then Definitions A.1 and A.3 reproduce the
notion of stochastic maps from Section 2 including their compositions.
Table 3 below describes three equivalent definitions of a disintegration of one measure over
another together with a list of references that use said definition.
Functional Measure-theoretic Diagrammatic
Data
transition kernel
r : Y /o/o //X
transition kernel
r : Y /o/o //X
transition kernel
r : Y /o/o //X
Conditions
∫
X
h dµ =
∫
Y
(∫
X
h dry
)
dν(y)
∀ measurable h : X → [0,∞]
µ(E) =
∫
Y
ry(E) dν(y)
∀ E ∈ Σ
{•}
X Y
µ

D
D
D
D
ν

Z
Z
Z
Z
r
oo o/ o/ o/ o/ o/ o/
▼▼▼
▼▼
▼
▼▼
▼▼▼
▼
References [39], [17] [47], [15], [28], [6] [9]
Table 3: Three equivalent definitions of a disintegration of (X,Σ, µ) over (Y,Ω, ν).
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The notation
{•}
X Y
µ

D
D
D
D
ν

Z
Z
Z
Z
r
oo o/ o/ o/ o/ o/ o/
▼▼
▼▼
▼▼
▼▼▼
▼▼▼ (A.9)
in this table means the diagram commutes, i.e. r ◦ ν = µ.
Theorem A.10. Given a transition kernel Y /o/o/o/o
r // X from a measure space (Y,Ω, ν) to a measure
space (X,Σ, µ), the three conditions in Table 3 are equivalent.
Proof. The equivalence between the measure-theoretic definition and the diagrammatic definition
is immediate from the definition of the composition of transition kernels. Therefore, it suffices
to prove the equivalence between the measure-theoretic and functional definitions. By setting
h := χE with E ∈ Σ, the measure-theoretic condition follows from the functional definition.
The only possibly non-trivial part of the proof of this equivalence is that the measure-theoretic
definition implies the functional one. First, a straightforward computation using r ◦ ν = µ shows∫
X
s dµ =
∫
Y
(∫
X
s dry
)
dν(y) for all simple functions s : X → [0,∞). The general case for
arbitrary measurable h : X → [0,∞] follows from the monotone convergence theorem though one
needs to be careful about how to choose a monotone sequence of simple functions (sn) converging
pointwise to h. Such a sequence can be obtained as in the proof of Theorem 2.10 in Folland [13]
(or Lemma 4.10 in [34]). From such a choice, it follows that
N ∋ n 7→
(
Y ∋ y 7→
∫
X
sn dry
)
(A.11)
is a monotone increasing sequence of measurable functions on Y (see equation (4.94) in the proof
of part iii. of Proposition 4.79 of [34] for details). Using all of these facts gives∫
X
h dµ = lim
n→∞
∫
X
sn dµ by definition of
∫
w.r.t. µ
= lim
n→∞
∫
Y
(∫
X
sn dry
)
dν(y) by above for simple sn
=
∫
Y
lim
n→∞
(∫
X
sn dry
)
dν(y) by the monotone convergence theorem
=
∫
Y
(∫
X
h dry
)
dν(y) by definition of
∫
w.r.t. ry
(A.12)
for arbitrary measurable h : X → [0,∞]. 
When one is equipped with the additional datum of a measure-preserving map f : X → Y,
there is another common assumption made in the literature. This assumption is to demand that
a disintegration r : Y /o/o //X be consistent with the map f. From our diagrammatic perspective,
this means r is a section of f a.e. This is described in Table 4.
Definition A.13. Let (X,Σ, µ) and (Y,Ω, ν) be two measure spaces. Two transition kernels
f, g : X /o/o // Y are said to be µ-a.e. equivalent, written as f =
µ
g, iff for each F ∈ Ω, there exists a
measurable set NF ∈ Σ such that
fx(F ) = gx(F ) ∀ x ∈ X \NF and µ(NF ) = 0. (A.14)
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Measure-theoretic Diagrammatic
Data
transition kernel
r : Y /o/o //X
transition kernel
r : Y /o/o //X
Conditions
besides r is a
disintegration of
µ over ν
for each F ∈ Ω
∃ ν-null set NF ∈ Ω
s.t. ry(f
−1(F )) = 1
∀ y ∈ (Y \NF ) ∩ F
X
YY
r
ZZ
Z
Z
Z
Z
Z
f
✡✡
✡✡
✡✡
✡✡
idY
oo
ν ▼
▼▼▼
▼▼
▼▼
▼▼▼
▼
References [15], [28] [9]
Table 4: Three definitions of a disintegration of (X,Σ, µ) over (Y,Ω, ν) consistent with a measure-
preserving measurable map f : X → Y .
In this table, the notation
X
YY
r
ZZ Z
Z
Z
Z
Z
f
✡✡
✡✡
✡✡
✡✡
idY
oo
ν ▼
▼▼▼
▼▼
▼▼
▼▼▼
▼ (A.15)
means that the diagram commutes ν-a.e. In the present case, this says that for each F ∈ Ω,
there exists a ν-null set MF ∈ Ω such that (f ◦ r)y(F ) = χF (y) for all y ∈ Y \MF . Expanding
out (f ◦ r)y(F ) using Example A.5 and the definition of transition kernels, this is equivalent to
ry
(
f−1(F )
)
= χF (y) for all y ∈ Y \MF . Therefore, it is immediate that the diagrammatic definition
implies the measure-theoretic one.
Theorem A.16. Let (Y,Ω, ν) and (X,Σ, µ) be measure spaces. Given a measure-preserving mea-
surable map X
f−→ Y, together with a disintegration Y /o/o/o/o r // X of µ over ν, the conditions in Table
4 are equivalent.
Proof. By the comment preceding the statement of this theorem, the equivalence will follow from
proving the measure-theoretic definition implies the diagrammatic one, i.e. for each F ∈ Ω, there
exists a ν-null set MF ∈ Ω such that ry
(
f−1(F )
)
= χF (y) for all y ∈ Y \MF . Although this follows
from Proposition 452G in Fremlin [15], it is helpful to see this written out more explicitly. By
assumption, there exist ν-null sets NF , NY \F , NY ∈ Ω such that
ry(X) = ry
(
f−1(Y )
)
= 1 ∀ y ∈ (Y \NY ) ∩ Y ≡ Y \NY , (A.17)
ry
(
f−1(F )
)
= 1 ∀ y ∈ (Y \NF ) ∩ F, (A.18)
and
ry
(
f−1(Y \ F )) = 1 ∀ y ∈ (Y \NY \F ) ∩ (Y \ F ) ≡ Y \ (NY \F ∪ F ). (A.19)
Therefore,
1− ry
(
f−1(F )
)
= ry(X)− ry
(
f−1(F )
)
= ry
(
f−1(Y \ F )) = 1
∀ y ∈ (Y \NY ) ∩ (Y \ (NY \F ∪ F )),
(A.20)
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i.e.
ry
(
f−1(F )
)
= 0 ∀ y ∈ (Y \NY ) ∩ (Y \ (NY \F ∪ F )) ≡ Y \ (NY ∪NY \F ∪ F ). (A.21)
Set
MF := NF ∪NY \F ∪NY , (A.22)
which, being the finite union of ν-null sets, is ν-null. If y ∈ (Y \MF ) ∩ F, then, in particular,
y ∈ (Y \NF )∩F so that ry
(
f−1(F )
)
= 1. If y ∈ (Y \MF )∩ (Y \F ) ≡ Y \ (NY ∪NY \F ∪NY ∪F ),
then, in particular, y ∈ Y \ (NY ∪NY \F ∪ F ) so that ry
(
f−1(F )
)
= 0. Putting these together,
ry
(
f−1(F )
)
= χF (y) ∀ y ∈ Y \MF . (A.23)
Therefore, the measure-theoretic definition implies the diagrammatic one. 
Remark A.24. The equality (A.17) says ry is a probability measure for all y ∈ Y \NY .
A consistent disintegration is also related to the notion of a regular conditional probability.
Definition A.25. Let (X,Σ, µ) and (Y,Ω, ν) be measure spaces and let f : X → Y be a measure-
preserving map. A regular conditional probability is a transition kernel r : Y /o/o //X for which there
exists a ν-null set N ∈ Ω such that ry is a probability measure for all y ∈ Y \N and
µ
(
E ∩ f−1(F )) = ∫
F
ry(E) dν(y) ∀ E ∈ Σ and ∀ F ∈ Ω. (A.26)
Proposition A.27. Let (X,Σ, µ) and (Y,Ω, ν) be measure spaces and let f : X → Y be a measure-
preserving map. r : Y /o/o //X is a regular conditional probability if and only if it is a disintegration
of µ over ν consistent with f.
Proof. you found me!
(⇒) Suppose r is a regular conditional probability. Then
µ(E) = µ(E ∩X) = µ(E ∩ f−1(Y )) (A.26)=== ∫
Y
ry(E) dν(y) = (r ◦ ν)(E) (A.28)
for all E ∈ Σ. Now, fix F ∈ Ω and let N ∈ Ω be a ν-null set such that ry is a probability measure
for all y ∈ Y \N. Then
∫
F
dνν(F )
∫
F
ry
(
f−1(F )
)
dν(y)µ
(
f−1(F )
)
µ
(
f−1(F ) ∩ f−1(F ))
(A.26) with E = f−1(F )
since ν = f ◦ µ
. (A.29)
Since ry is a probability measure ν-a.e., ry
(
f−1(F )
) ≤ 1 for all y ∈ (Y \N)∩F so that the quantity
in (A.29) is finite. This allows us to meaningfully take the difference of these terms. Therefore,
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(A.29) implies
∫
F
(
1 − ry
(
f−1(F )
))
dν(y) = 0. Furthermore, since the integrand is non-negative,
there exists a ν-null set MF ∈ Ω such that
ry
(
f−1(F )
)
= 1 ∀ y ∈ (Y \ (N ∪MF )) ∩ F. (A.30)
Hence, f ◦ r =
ν
idY so that r is a consistent disintegration.
(⇐) Conversely, suppose r is a consistent disintegration. By Remark A.24, ry is a probability
measure ν-a.e. Hence,
µ(E ∩ f−1(F ))
∫
Y
ry(E ∩ f−1(F )) dν(y)
∫
F
ry(E ∩ f−1(F )) dν(y)
∫
F
ry(E ∩ f−1(F )) dν(y)
+
∫
F
ry(E ∩ f−1(Y \ F )) dν(y)
∫
F
ry
(
(E ∩ f−1(F )) ∪ (E ∩ f−1(Y \ F ))) dν(y)
∫
F
ry(E) dν(y)
µ=r◦ν
(A.21) for F
(A.21) for Y \ F
ry is countably additive
set theory
(A.31)
for arbitrary E ∈ Σ and F ∈ Ω, which proves r is a regular conditional probability. 
From this perspective, the results in this paper can be viewed as a new approach to non-
commutative regular conditional probabilities.
B Over, under, and Kleisli categories
Table 1 and Table 2 contain all the categories used in the present article. Theorem 3.129 indicates
how the categories in Table 1 are related to the categories in Table 2. However, there are also many
relationships between the categories in their respective tables. These relationships are expressible
in terms of over and under categories, projections, inclusions, and Kleisli categories. This appendix
elucidates these ideas and also serves to explain some of the diagrammatic notation used from a
more abstract perspective. This appendix is not required to follow any of the arguments presented
in this paper. However, it provides the general framework of categorical probability in which our
results fit.
Definition B.1. Let C be a category and let c be an object of C. The over category c/C and under
category C/c are defined as follows. An object of c/C consists of a pair (a, p) with a an object of
C and p a morphism c p−→ a in C. A morphism from (a, c p−→ a) to (b, c q−→ b) in c/C is a morphism
a
f−→ b in C such that the diagram
c
a b
p
✡✡
✡✡
✡✡
✡✡
✡
q
✹
✹✹
✹✹
✹✹
✹
f
//
(B.2)
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commutes. The composition of morphisms in c/C is defined by the composition of morphisms in C.
As a result, a morphism (a, c
p−→ a) f−→ (b, c q−→ b) in c/C will often be denoted by the commutative
diagram (B.2) in C. Similarly, an object of C/c consists of a pair (a, j) with a an object of C and
j a morphism a
j−→ c in C. A morphism from (a, a j−→ c) to (b, b k−→ c) in C/c is a morphism a f−→ b
in C such that the diagram
c
a b
j
✹
✹✹
✹✹
✹✹
✹✹
k
✡✡
✡✡
✡✡
✡✡
f //
(B.3)
commutes. As a result, a morphism (a, a
j−→ c) f−→ (b, b k−→ c) in C/c will often be denoted by the
commutative diagram (B.3) in C.
Example B.4. FinProbStoch = {•}/FinStoch, i.e. FinProbStoch is the over category of
the single element set {•} over FinStoch. Analogously, C*-AlgStCPU = C*-AlgCPU/C, i.e.
C*-AlgStCPU is the under category of the C∗-algebraC of complex numbers underC*-AlgCPU.
Lemma B.5. Let C be a category and let c be an object of C. The assignments
c/C → C
(a, c
p−→ a) 7→ a c
a b
p
✡✡
✡✡ q
✹
✹✹
✹
f
//
 7→ (a f−→ b) and
C/c→ C
(a, a
j−→ c) 7→ a
c
a b
j ✹
✹✹
✹
k✡✡
✡✡
f //
 7→ (a f−→ b)
(B.6)
are functors.
This lets us relate the categories introduced in Table 1 and Table 2.
Proposition B.7. The categories in Table 1 and Table 2 fit into the following commutative dia-
grams
FinSet
FinProb
FinProba.e.
FinStoch
FinProbStoch
FinProbStocha.e.
  //
  //
  //
OO

OO

C*-Alg
C*-AlgSt
C*-AlgSta.e.
C*-AlgCPU
C*-AlgStCPU
C*-AlgStCPUa.e.
  //
  //
  //
OO

OO

(B.8)
where the functors from left to right are identities on objects and injective on morphisms (i.e.
faithful), the functors going up are the forgetful functors that provide the underlying objects (as in
Lemma B.5), and the functors going down are the identities on objects and are the quotient maps
onto equivalence classes on morphisms.
We will now discuss the categorical relationship between FinSet and FinStoch as well as
the relationship between C*-Alg and C*-AlgCPU and why FinStoch and C*-AlgCPU are
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“probabilistic” versions of FinSet and C*-Alg, respectively. The following definitions assume
the reader is familiar with compositions of natural transformations and their associated pasting
diagrams, as described for instance in Be´nabou [4].
Definition B.9. Let C be a category. A monad on C is a triple (T, b, δ) consisting of a functor
T : C → C, and natural transformations
C
C
C
T
BB☎☎☎☎☎☎☎☎☎
T
✿
✿✿
✿✿
✿✿
✿✿
T
//
b

and C C
idC
""
T
<<δ

(B.10)
such that
C
C C
C
T
OO
T //
T✇✇✇✇✇✇
;;✇✇✇✇✇✇
T

T
//
b
"*◆
◆◆◆ ◆◆◆
◆
b{ ⑧⑧
⑧⑧
⑧⑧ =
C
C C
C
T
OO
T //
T
●●
●●
●●
##●
●●
●●
● T

T
//
b
t| ♣♣♣
♣♣♣♣
♣
b #
❄❄
❄❄
❄❄
(B.11)
and
C
C
C
T
KK
idC
66
δ
#
❄❄❄ T
✿
✿✿
✿✿
✿✿
✿✿
T
//
b


=
C
C
C
T
BB☎☎☎☎☎☎☎☎☎
T
((
idC

δ
{ ⑧⑧⑧
T
//
b

. (B.12)
Example B.13. Let C be the category whose objects are measurable spaces and whose morphisms
are Markov kernels (transition kernels whose measures are probability measures). Let PM : C → C
be the functor defined as follows. To every measurable space (X,Σ), let PM(X) be the measurable
space of probability measures on X. PM(X) is equipped with the smallest σ-algebra for which the
functions {evE : PM(X) → [0, 1]}E∈Σ are measurable. Here, evE(µ) := µ(E) for all µ ∈ PM(X).
Given a measurable function (X,Σ)
f−→ (Y,Ω), let PM(X) T (f)−−→ PM(Y ) be the pushforward of
measures along f. Furthermore, for each measurable space (X,Σ), there is a natural measurable
function X
δX−→ PM(X) sending x ∈ X to the Dirac point measure δx at x. Although less obvious,
there is also a natural measurable function PM(PM(X))
bX−→ PM(X) obtained as follows. If P is
a probability measure on PM(X) and if E ∈ Σ is a measurable subset of X, then (bX(P))(E) =∫
P (X)
µ(E)dP(µ), i.e. bX averages the measure µ(E) of E by varying the measures µ on X weighted
by the probability measure P. The triple (PM, b, δ) defines a monad on C [33]. It is called a
probability monad because it provides a functorial construction of probability measures. It is also
called the Giry monad due to its thorough analysis by Giry [19].
Given a monad, one can construct its associated Kleisli category.
Definition B.14. Let C be a category and let T := (T, b, δ) be a monad on C. The Kleisli category
associated to the monad (T, b, δ) is the category CT defined as follows. The objects of CT are the
objects of C. A morphism from an object a to an object b in CT is denoted by a /o/o // b and is a
morphism a→ T (b) in C. The composition a /o/o/o/o f // b /o/o/o/o g // c of morphisms in CT is defined as the
composition a
f−→ T (b) T (g)−−→ T (T (c)) bc−→ T (c) in C. The identity morphism a /o/o/o/o ida // a is defined to
be the morphism a
δa−→ T (a).
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Lemma B.15. Let C be a category, let T := (T, b, δ) be a monad on C, and let CT be its associated
Kleisli category. The assignment
C → CT
a 7→ a(
a
f−→ b
)
7→
(
a
f−→ b δb−→ T (b)
) (B.16)
is a functor.
Example B.17. By the work of Lawvere [25] and Giry [19], the category of measurable spaces and
Markov kernels is the Kleisli category of a probability monad on the category of measurable spaces
and measurable functions (cf. Example B.13). By the work of Westerbaan [48], C*-AlgCPU is
equivalent to the Kleisli category of C*-Alg with respect to a particular monad. The functor that
associates each finite set its set of probabilities is not a functor whose codomain is FinSet. For this
technical reason, FinStoch is not the Kleisli category of such a probability monad. Nevertheless,
finite probability measures and stochastic matrices can be obtained as the Kleisli category of a
distribution monad [22].
Intuitively, these examples show that FinStoch andC*-AlgCPU are the stochastic/probabilistic
analogues of FinSet and C*-Alg, respectively. Lemma B.15 describes how deterministic dynamics
is a subset of stochastic dynamics (the functors in Lemma B.15 applied to our examples are all
faithful due to Proposition B.7).
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