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Abstract Closed sets K ⊂ Rn satisfying an external sphere condition with uni-
form radius (called ϕ-convexity or proximal smoothness) are considered. It is
shown that for Hn−1-a.e. x ∈ ∂K the proximal normal cone to K at x has di-
mension one. Moreover if K is the closure of an open set satisfying a (sharp)
nondegeneracy condition, then the De Giorgi reduced boundary is equivalent to
∂K and the unit proximal normal equals Hn−1-a.e. the (De Giorgi) external nor-
mal. Then lower semicontinuous functions f : Rn → R ∪ {+∞} with ϕ-convex
epigraph are shown, among other results, to be locally BV and twice Ln-a.e. dif-
ferentiable; furthermore, the lower dimensional rectifiability of the singular set
where f is not differentiable is studied. Finally we show that for Ln-a.e. x there
exists δ(x) > 0 such that f is semiconvex on B(x, δ(x)). We remark that such
functions are neither convex nor locally Lipschitz, in general. Methods of nons-
mooth analysis and of geometric measure theory are used.
1 Introduction
In optimal control or in the theory of viscosity solutions of partial differential
equations, semiconcave functions play an important role (see, e.g., the mono-
graphs, [5] and [9]). As an example, we mention the fact that some classes of
PDE’s admit a unique semiconcave solution (see [5, Chapter II]), or that, un-
der suitable controllability assumptions, the time optimal function is shown to
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be semiconcave (or semiconvex, see [9, Chapter 8] and references therein). Semi-
concavity, together with the dual concept of semiconvexity, is also considered a
good regularity property, in between Lipschitz continuity and C1-regularity (see,
again, [5] and [9]). For example, the Euclidean distance from a closed set is semi-
concave, and this is in a sense an optimal result, since in general this function is
not smooth.
Semiconvex functions are, essentially, quadratric perturbations of convex
functions. Therefore, though being not necessarily convex, they inherit from con-
vexity some regularity properties, such as local Lipschitzianity and a.e. double
differentiability in the interior of their domain. Moreover, their epigraph may ad-
mit corners, as such functions are not necessarily smooth, but those corners may
occur only downwards (we recall that this last property is usually called (Clarke)
regularity in nonsmooth analysis).
Aim of this paper is studying a class of functions which enjoy Clarke regular-
ity, but are not necessarily locally Lipschitz continuous, yet being, among other
things, a.e. twice differentiable. The simplest example illustrating our work is
f (x) = √|x |, but less trivial functions indeed belong to this class, such as the
minimum time to reach the origin for the double integrator (rocket railroad car
model, see No. 14 in the Examples of ϕ-convex functions in Sect. 3.1 below).
This last example is in a sense the motivating point of our analysis. In fact, it sug-
gests that the functions which are studied in the present paper may be a reasonable
candidate as a regularity paradigm for some optimal control problems, and there-
fore for solutions of some partial differential equations. Actually, in [14] a class
of minimum time functions is shown to belong exactly to the class analyzed in the
present work. The key point which identifies the functions studied in this paper is
the fact that their epigraph satisfies a kind of external sphere condition, with (lo-
cally) uniform radius. Actually, semiconvex functions are identified – within the
class of locally Lipschitz functions – by exactly this requirement on their epigraph.
By dropping the local Lipschitzianity we therefore make a generalization which
seems to be natural. Sets with this property were deeply studied as generalizations
of convex sets, mainly in connection with uniqueness of the metric projection and
with smoothness of the distance function, both in finite [22] and in infinite dimen-
sions (see, e.g., [13, 26]). Numerous equivalent definitions of this property were
given independently by various authors. Among them, we choose the denomina-
tion “ϕ-convexity,” as it better emphasizes the connections with convexity that we
want to analyze. ϕ-convex sets are known to enjoy, in a neighborhood, some prop-
erties that convex sets satisfy globally, the reason being the radius of the external
sphere, which is locally bounded away from zero (and continuous) for ϕ-convex
sets, while it is arbitrarily large for convex sets (see Sect. 3.1 below).
In Sect. 4 we prove some regularity properties of ϕ-convex sets, which
enlarge the range of analogies between ϕ-convex and convex sets. We show that
a ϕ-convex set K admits Hn−1-a.e. on its boundary a unique unit (proximal)
normal vector. Moreover, if K is the closure of an open set satisfying a kind of
nondegeneracy condition, we show that the reduced boundary (in the sense of
De Giorgi) coincides Hn−1-a.e. with the topological boundary, and the De Giorgi
external normal coincides with the proximal unit normal. The sharpness of the
nondegeneracy assumption is shown through an example.
Then we study the main object of our analysis, lower semicontinuous functions
with ϕ-convex epigraph. First, we compare this property with the ϕ-convexity of
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functions (see [23]), which was introduced in connection with evolution equations
driven by nonconvex functionals. We show that ϕ-convexity of the epigraph is a
particular case of ϕ-convexity of functions, and provide examples of ϕ-convex
functions without a ϕ-convex epigraph. The main properties of functions with
ϕ-convex epigraph are studied in Sects. 5, 6 and 7. We show that a function f
satisfying this assumption has the following properties:
(i) f is Ln-a.e. (strictly) differentiable;
(ii) for Ln-a.e. x , there exists δ = δ(x) > 0 such that f|B(x,δ) is Lipschitz contin-
uous and semiconvex;
(iii) f is Ln-a.e. twice differentiable.
Moreover, such functions are BVloc in the interior of their domain, but their dif-
ferential is not necessarily BVloc; moreover, they do not belong necessarily to
Sobolev spaces like W 1,∞loc or W
2,1
loc . Finally, we study the set  where f is not dif-
ferentiable, showing that  may be written as the union of ∞, the set where f is
not subdifferentiable, and k , the sets where the dimension of the (proximal) sub-
differential of f is at least k (k = 1, . . . , n), and k is countablyHn−k-rectifiable.
This generalizes to this class of functions a result in [9, Sect. 4.1] valid for semi-
concave (-convex) functions (see also [1]). The set ∞ is not necessarily lower
dimensionally rectifiable, as an example shows.
Our results are essentially based on the (local) uniqueness of the metric pro-
jection onto ϕ-convex sets, and use some methods taken from geometric measure
theory. In some cases apparently new proofs of classical facts are given. For ex-
ample, our argument, based on the area formula, for the Hn−1-uniqueness of the
unit normal vector can be applied to convex sets. Finally, we mention that reg-
ularity results, in particular double differentiability, for not necessarily Lipschitz
functions were obtained in [6] for viscosity solutions of uniformly elliptic second
order PDE’s. Our results appear to be of a different nature, as they are derived
from regularity assumptions on the epigraph rather than from an equation.
Notions of nonsmooth analysis and of geometric measure theory are recalled
in Sect. 2, while the objects of our work are introduced in Sect. 3, together with
some preliminary results.
2 Preliminaries
Throughout the paper, concepts of nonsmooth analysis and of geometric measure
theory will be used. Although most definitions can be considered as classical, we
list them in detail, in order to fix the notations. The first subsection is devoted to
nonsmooth analysis, while the second one to geometric measure theory.
2.1 Nonsmooth analysis
Our environment is Rn . Let K ⊆ Rn be closed. We denote, for x ∈ Rn ,
dK (x) = min{‖y − x‖ : y ∈ K } (the distance of x from K )
πK (x) = {y ∈ K : ‖y − x‖ = dK (x)} (the projections of x onto K )
Kρ = {y ∈ Rn : dK (y) ≤ ρ}
The following simple result (see [12, p. 24]) will be often referred to:
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Proposition 2.1 Let K ⊂ Rn be nonempty, and let x ∈ K , y ∈ Rn be given. The
following are equivalent:
(1) x ∈ πK (y);
(2) x ∈ πK (x + t (y − x)) for all t ∈ [0, 1];
(3) dK (x + t (y − x)) = t ‖y − x‖ for all t ∈ [0, 1];
(4) 〈y − x, x ′ − x〉 ≤ 12‖x ′ − x‖2 for all x ′ ∈ K .
Actually, for all t ∈ [0, 1), we have πK (x + t (y − x)) = {x}.
The following concepts of normals and tangents will be used (see [12, Ch. 1]
and [28, Ch. 6]). Let x ∈ K and v ∈ Rn . We say that:
1. v is a proximal normal to K at x (and will be denoted by v ∈ N PK (x)) if there
exists σ = σ(v, x) ≥ 0 such that:
〈v, y − x〉 ≤ σ‖y − x‖2 for all y ∈ K ; (2.1)
equivalently (see Proposition 2.1), v ∈ N PK (x) iff there exists λ > 0 such that
πK (x + λv) = {x};
2. v is a Fre´chet normal (or Bouligand normal) to K at x (v ∈ N FK (x)) if
lim sup
Ky→x
〈
v,
y − x
‖y − x‖
〉
≤ 0;
3. v is a limiting normal to K at x (v ∈ N LK (x)) if
v ∈ {w : w = lim wn, wn ∈ N PK (xn), xn → x}
and is a Clarke normal (v ∈ N CK (x)) if v ∈ coN LK (x);
4. v is a Fre´chet tangent (or Bouligand tangent) to K at x (v ∈ T FK (x)) if
lim inf
h→0+
dK (x + hv)
h
= 0;
equivalently, 0 = v ∈ T FK (x) iff there exists a sequence {yn}n∈N ⊂ K such
that
lim
n→∞
yn − x
‖yn − x‖ =
v
‖v‖ .
It can be proved (see [4, Prop. 4.4.1]) that
N FK (x) =
{
v ∈ Rn : 〈v,w〉 ≤ 0 for all w ∈ T FK (x)
} := (T FK (x))0.
Let f : Rn → R∪{+∞} be a lower semicontinuous function. By using epi( f ) :=
{(x, ξ) : ξ ≥ f (x)}, one can define subgradient concepts for f at x ∈ dom( f ) =
{x ∈ Rn : f (x) < +∞}. Let x ∈ dom( f ), v ∈ Rn . We say that:
1. v is a proximal subgradient of f at x (v ∈ ∂P f (x)) if (v,−1) ∈
N Pepi( f )(x, f (x)); equivalently (see [12, Theorem 1.2.5]), v ∈ ∂P f (x) iff there
exist σ , η > 0 such that
f (y) ≥ f (x) + 〈v, y − x〉 − σ‖y − x‖2 for all y ∈ B(x, η) ∩ dom ( f ); (2.2)
Differentiability properties for a class of non-convex functions
2. v is a Fre´chet subgradient of f at x (v ∈ ∂F f (x)) if (v,−1) ∈
N Fepi( f )(x, f (x)), i.e.,
lim inf
y→x
f (y) − f (x) − 〈v, y − x〉
‖y − x‖ ≥ 0;
3. v is a limiting, resp. Clarke, subgradient of f at x (v ∈ ∂L f (x), resp. v ∈
∂C f (x)) if (v,−1) ∈ N Lepi( f )(x, f (x)), resp. (v,−1) ∈ N Cepi( f )(x, f (x)).
Conversely, the normal concepts for sets can be deduced from the correspond-
ing ones for functions by means of the indicator function. The inclusions
N PK (x) ⊆ N FK (x) ⊆ N LK (x) ⊆ N CK (x) (2.3)
and
∂P f (x) ⊆ ∂F f (x) ⊆ ∂L f (x) ⊆ ∂C f (x) (2.4)
always hold. For a thorough analysis of the above concepts we refer to the books
[12, 28].
2.2 Geometric measure theory
Let E be a subset of Rn and 0 ≤ k ≤ n, k ∈ R. We denote by Ln(E) its
outer Lebesgue measure, and by Hk(E) its k-dimensional Hausdorff measure.
Among the several well known properties of Hausdorff measures, we recall (see
[3, pp. 72–80]):
1. if k > k′ ≥ 0, then for every E ⊂ Rn
Hk(E) > 0 ⇒ Hk′(E) = +∞;
the Hausdorff dimension of a set E is H − dim(E) = inf {k ≥ 0 : Hk(E) =
0};
2. if f : Rn → Rm is a Lipschitz function with Lipschitz ratio L , then for every
E ⊂ Rn
Hk( f (E)) ≤ LkHk(E); (2.5)
3. for any Borel set B ⊂ Rn one has
Ln(B) = Hn(B).
Let E ⊂ Rn be a Hk-measurable set with 0 ≤ k ≤ n, k ∈ N.
We say that E is countably k-rectifiable if there exist countably many Lipschitz
functions fi : Rk → Rn such that
Hk
(
E \
+∞⋃
i=0
fi (Rk)
)
= 0.
We say that E is Hk-rectifiable if E is countably Hk-rectifiable and Hk(E) <
+∞.
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Let f : Rn → Rm be a map. We say that f is of class C1,1() if it is
differentiable in the open set  and its differential D f is Lipschitz continuous
in . We say that l ∈ Rm is the approximate limit of f as y → x and write
ap limy→x f (y) = l if for each ε > 0
lim
r→0+
Ln(B(x, r) ∩ {z : | f (z) − l| ≥ ε})
ωnrn
= 0
We recall that if the approximate limit exists then it is unique.
We say that a map f : Rn → Rm is approximately continuous at x ∈ Rn if
ap limy→x f (y) = f (x).
We say that a map f : Rn → Rm is approximately differentiable at x ∈ Rn if
there exists a linear map L : Rn → Rm such that:
ap lim
y→x
| f (y) − f (x) − L(y − x)|
|y − x | = 0
and write L = ap D f (x).
Let 0 ≤ k ≤ n, k ∈ N, and let L : Rk → Rn be a linear map. The k-
dimensional Jacobian Jk L is defined to be
Jk L :=
√
det(L∗ ◦ L)
where L∗ : Rn → Rk is the transpose of L .
If f : Rm → Rn is a Lipschitz function, by Rademacher’s theorem (see, e.g.
[3, p. 47]) it is Ln-a.e. differentiable. We denote by D f (x) its Fre´chet differential
at x , which is defined Ln-a.e. The following classical result will be used:
Theorem 2.1 (Area formula) Let k ≤ n and let f : Rk → Rn be a Lips-
chitz function. Then, for any Hk-rectifiable set E ⊂ Rk the (multiplicity) function
H0(E ∩ f −1(y)), y ∈ Rn, is Hk-measurable on Rn and∫
f (E)
H0(E ∩ f −1(y))dHk(y) =
∫
E
Jk DE f (x)dHk(x),
where the symbol DE f denotes the tangential differential of f relative to E (see
[3, Def. 2.89, p. 98]).
The following measure theoretic concept of tangent space will be considered.
Let E ⊂ Rn be a Borel set with Hk(E) < +∞, x0 ∈ E and let P be a k-
dimensional plane (0 ≤ k ≤ n); we say that P is the approximate tangent space
to E in x0 if for any φ ∈ Cc(Rn) we have
lim
ρ→0+
ρ−k
∫
E
φ
(
x − x0
ρ
)
dHk(x) =
∫
P
φ(y)dHk(y).
If such a k-plane P exists, then it is unique and we shall denote it with
Tank(E, x0). The following result (see [3, pp. 96–99]) connects the existence of
Tank(E, x) with the rectifiability of E .
Proposition 2.2 If E is k-rectifiable, then Tank(E, x) exists for Hk-a.e. x ∈ E
and:
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(1) Tank(E, x) = Tank(E ′, x) for Hk-a.e. x ∈ E ∩ E ′, for each pair E, E ′ of
rectifiable sets (localization property);
(2) for Hk-a.e. x ∈ E, Tank(E, x) = T FE (x), provided E is contained in a Lips-
chitz graph of k variables, i.e., there exists a Lipschitz function f from a set
 ⊂ Rk into Rn−k with Lk() < +∞ and E ⊂ graph( f ).
The concepts of functions of bounded variation and of sets with finite perimeter
will also be used (see [3, p. 117]):
1. let  ⊂ Rn be open, and u ∈ L1(); we say that u is a function of bounded
variation in  (u ∈ BV ()) if the distributional derivative of u is repre-
sentable by a finite Radon measure in , i.e., if
∫

u
∂ϕ
∂xi
dx = −
∫

ϕ d Di u for all ϕ ∈ C∞c (), i = 1, . . . , n
for some Radon measure Du = (D1u, . . . , Dnu). We denote by |Du| the total
variation of the vector measure Du.
2. Let E ⊂ Rn beLn-measurable, and let  ⊆ Rn be open. E has finite perimeter
in  if its characteristic function χE has bounded variation in , and we say
that the perimeter of E in  is
P(E, ) = |DχE |()
(see [3, p. 143]).
Next we recall the following measure theoretic concept: let µ be a Radon
measure on Rn , and let N be the union of all open sets U ⊂ Rn such that µ(U ) =
0; the complement of N is called the support of µ and it is denoted by supp(µ).
The following concept of boundary will be used (see [2, Definizione 1.4.7]).
Definition 2.1 Let E ⊂ Rn be Ln-measurable. We set
∂a E = {x ∈ Rn : for all ρ > 0, 0 < Ln(E ∩ B(x, ρ)) < ωnρn},
where ωn is the n-dimensional Lebesgue measure of the unit ball in Rn .
Obviously, ∂a E ⊆ ∂E , where ∂E is the (topological) boundary of E , and if E is
the closure of an open set then ∂a E = ∂E .
The following concept of normal vector was introduced by De Giorgi. Let
E ⊂ Rn be a set of finite perimeter in ; we call reduced boundary of E in  the
set ∂∗E of all points x ∈ supp(|DχE | ∩ ) such that
νE (x) := lim
ρ→0+
DχE (B(x, ρ))
|DχE (B(x, ρ))| =
d DχE
d|DχE | (x)
exists in Rn and satisfies ‖νE (x)‖ = 1. The function −νE : ∂∗E → Rn is called
the De Giorgi outer normal to E in x .
The following part of De Giorgi’s structure theorem for sets with finite perime-
ter will be used (see [3, Theorem 3.59 p. 157]):
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Theorem 2.2 Let E be a set with finite perimeter in . Then, for all x ∈ ∂∗E one
has:
Tann−1(∂∗E, x) = {νE (x)}⊥
Finally, the following measure-theoretic concepts will be used in our analysis.
Definition 2.2 Let E ⊂ Rn be a Borel set. We set, for x ∈ Rn and 0 ≤ k ≤ n,
δkE (x) = lim inf
ρ→0+
Hk(E ∩ B(x, ρ))
ωkρk
,
where ωk is the k-dimensional Lebesgue measure of the unit ball in Rk .
It is well known that for k = n the limit actually exists for Ln-a.e. x ∈ E .
We denote, for 0 ≤ α ≤ 1, Eα = {x ∈ Rn : δnE (x) = α}, and observe that,
in particular, E
1
2 ⊂ ∂a E . We define now the measure theoretic boundary (see [3,
p. 158]).
Definition 2.3 Let E ⊆ Rn be Ln-measurable. The measure theoretic boundary
of E is the set
∂M E = Rn \ (E0 ∪ E1).
Concerning the relations among the above introduced concepts of boundary, we
recall the following (see [3, Theorem 3.61, p. 158]).
Theorem 2.3 (Federer) Let E be a set of finite perimeter in . Then
∂∗E ∩  ⊆ E 12 ⊆ ∂M E ⊆ ∂a E ⊆ ∂E
and
Hn−1( \ (E0 ∪ ∂∗E ∪ E1)) = 0.
In particular, E has density either 0, or 12 , or 1 at Hn−1 − a.e. x ∈ , and
Hn−1(∂M E \ ∂∗E) = 0.
The following criterion for sets of finite perimeter will be used (see [10, Theorem
4]):
Theorem 2.4 (Federer) Let  ⊆ Rn be open and let E ⊆  be measurable. If
Hn−1 (∂M (E ∩ )) < +∞ then P(E, ) < +∞.
3 ϕ-convex sets and functions
In this section, we introduce and illustrate in some detail the main objects of our
analysis. We begin with a subsection devoted to some general definitions, and then
study in more detail a subcase, which is our main interest.
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3.1 General definitions
Definition 3.1 Let K ⊂ Rn be closed and let ϕ : K → [0,+∞) be continuous.
We say that K is ϕ-convex if for all x, y ∈ K , v ∈ N FK (x), the inequality
〈v, y − x〉 ≤ ϕ(x)‖v‖ ‖y − x‖2 (3.1)
holds. By ϕ0-convexity we mean ϕ-convexity with ϕ ≡ ϕ0, a constant.
Actually (see Remark 3.2 below) it is enough to check (3.1) for v ∈ N PK (x).
A detailed analysis of such sets, under the name of “sets with positive reach,”
is contained in [22], where apparently this concept was stated for the first time.
For related properties, in Hilbert spaces, we refer to [7, 8, 13, 15, 18, 26] and
references therein.
In order to illustrate Definition 3.1, we list some simple examples, postponing
to Example 4.1 a more complicated case:
1. if K is convex, then it is ϕ0-convex with ϕ0 = 0;
2. if K = {x : g(x) ≤ 0}, with g ∈ C1() such that Dg is locally Lipschitz in
 and Dg(x) = 0 for every x ∈ ∂K (we will refer to such sets as to sets with
C1,1-boundary), then it is ϕ-convex, for a suitable ϕ;
3. K = {x = (x1, ..., xn) : maxi=1,...,n |xi | ≤ 1 and ‖x‖ ≥ 1} is ϕ0-convex,
with ϕ0 = 12 .
Geometrically, in view of Proposition 2.1, the inequality (3.1) means that the set
K satisfies a kind of external sphere condition, with locally uniform radius.
The set K = {(x, y) : −1 ≤ y ≤ |x | 32 , |x | ≤ 1} is not ϕ-convex; actually,
although ∂K is smooth around (0, 0), there is no external sphere which touches K
only at (0, 0); accordingly the number σ = σ(x) appearing in (2.1) tends to +∞
as x → 0.
The distance from a ϕ-convex set K and the metric projection onto K enjoy
remarkable properties, which are fundamental for our analysis.
Theorem 3.1 Let K ⊂ Rn be a ϕ-convex set. Then there exists an open set U ⊃
K such that
(1) dK ∈ C1,1(U \ K ) and DdK (y) = y−πK (y)dK (y) for every y ∈ U \ K ;(2) πK : U → K is locally Lipschitz.
In particular, if K is ϕ0-convex (with ϕ0 > 0), then U ⊃ K 1
4ϕ0
and πK : K 1
4ϕ0
→
K is Lipschitz with Lipschitz ratio 2.
Proof. The proof can be found in [7, Proposition 2.6, 2.9, Remark 2.10] or in [22,
Sect. 4]. 
Remark 3.1 Conditions (1) and (2) in Theorem 3.1 are actually equivalent to ϕ-
convexity, as it is proved, e.g., in [22, Sect. 4].
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Corollary 3.1 Let K ⊂ Rn be ϕ-convex. Let
Kϕ = {x : 4dK (x)ϕ(πK (x)) < 1}.
Then the set
∂Kϕ = {x ∈ Rn : 4dK (x)ϕ(πK (x)) = 1}
is a C1,1-manifold. In particular, it is countably Hn−1-rectifiable. Moreover, for
all x ∈ ∂Kϕ ,
N PKϕ (x) = R+(x − πK (x)) ⊆ N PK (πK (x)). (3.2)
Proof ∂Kϕ is a C1,1-manifold because ‖DdK ‖ ≡ 1 on ∂Kϕ . Formula (3.2) is
Corollary 4.15 (2) in [13]. 
The above introduced concept has other consequences and characterizations,
among which we mention (for a full list see [26]):
Proposition 3.1 Let K ⊂ Rn be ϕ-convex. Then:
(1) for all x ∈ K , N PK (x) = N FK (x) = N CK (x) and the set valued map N PK from
K into Rn has closed graph; moreover, T FK (x) = (N CK (x))0;(2) let x ∈ K and let r > 0 be such that 4rϕ(x) < 1; then, for all y1, y2 ∈
B(x, r) and all t ∈ [0, 1], it holds
dK (t y1 + (1 − t)y2) ≤ 2ϕ(x)t (1 − t)‖y1 − y2‖2;
(3) let U be the open set enjoying the properties of Theorem 3.1; then πK (U ) =
∂K .
Proof The proof of (1) can be found, e.g., in [15, Propositions 6.2 and 4.2] and
[22, Theorem 4.8 (12)], while (2) is Proposition 2.13 in [7]. To show (3), let x ∈
∂K and let 0 = v ∈ N CK (x) (see [28, p. 214]); by (1), v ∈ N PK (x), and this fact
concludes the proof. 
The concept of ϕ-convexity for sets actually can be seen as a specialization to
indicator functions (see e.g. [18]) of the following definition, which appeared for
the first time in [19]:
Definition 3.2 Let f : Rn → R ∪ {+∞} be lower semicontinuous and let ϕ :
(dom( f ))2 × R3 → [0,+∞) be continuous. We say that f is ϕ-convex if for all
x, y ∈ dom( f ), for all v ∈ ∂F f (x) it holds that:
f (y) ≥ f (x) + 〈v, y − x〉 − ϕ(x, y, f (x), f (y), ‖v‖)‖y − x‖2 (3.3)
(this inequality is automatically satisfied if ∂F f (x) = ∅).
We say that f is ϕ-convex of order p (p ≥ 0) if, for every x, y ∈ dom( f ) and
v ∈ ∂F f (x), (3.3) holds true, and
ϕ(x, y, f (x), f (y), ‖v‖) ≤ ϕ˜(x, y, f (x), f (y))(1 + ‖v‖p)
for some continuous ϕ˜. If ϕ˜ = ϕ0 is constant, we say that f is ϕ0-convex of
order p.
Differentiability properties for a class of non-convex functions
Remark 3.2 In the definition of ϕ-convexity, it is enough to verify the inequality
(3.3) for v ∈ ∂P f (x).
Indeed, assume (3.3) is true for all v ∈ ∂P f (x), x, y ∈ dom( f ), and let
x ∈ dom(∂F f ) = {y ∈ Rn : ∂F f (y) = ∅} and v ∈ ∂F f (x). Take y ∈ dom( f ).
By [29, Corollary 1.11b], there exist sequences xn → x , vn → v, such that
f (xn) → f (x) and vn ∈ ∂P f (xn). By (3.3), we have:
f (y) ≥ f (xn) + 〈vn, y − xn〉 − ϕ(xn, y, f (xn), f (y), ‖vn‖)‖y − xn‖2.
By passing to the limit for n → ∞, we obtain that (3.3) is valid for all
v ∈ ∂F f (x). 
For a thorough study of this class of functions in connection with evolution
equations in Hilbert spaces, see [23] and references therein. A comparison of ϕ-
convexity with the analogous concept of prox-regularity (see [28, Sect. 13.F]) will
be performed elsewhere. In order to illustrate the definition, we list some simple
examples.
Examples of ϕ-convex functions:
1. a convex function is ϕ0-convex with ϕ0 = 0;
2. a set K is ϕ-convex iff its indicator function iK is ϕ-convex of order 1 (see,
e.g., [15, Proposition 6.2]);
3. a C1,1 function is ϕ-convex;
4. f (x) = √|x | is ϕ0-convex of order 3;
5. f (x) defined by f (x) = √|x | for x = 0 and f (0) = −1 is ϕ0-convex of
order 3;
6. fα(x) = |x |α sin( 1x ) for x = 0 and f (0) = 0 is ϕ-convex iff α ≥ 3; observe
however that for 2 < α < 3, ∂P fα(0) = {0}, so that the nonemptiness of
the proximal subdifferential at every point of dom( f ) is not sufficient for ϕ-
convexity;
7. f (x) = −|x | and f (x) = −|x |3/2 are not ϕ-convex;
8. f (x) = √x for x ≥ 0 and −√−x for x < 0 is ϕ0-convex of order 3. Observe
that ∂P f (0) = ∅, and that both the epigraph and the hypograph of f are
ϕ0-convex, but f is not C1,1;
9. f (x) = |x |α , 0 < α < 1, is ϕ0-convex of order 2−α1−α (this can be seen by
applying (3.3) with y = 0 and letting x → 0), while f (x) = |x |−α , x = 0,
α > 0, is ϕ0-convex of order α+2α+1 (this can be seen by applying (3.3) with
y = −x and letting x → 0);
10. f (x) = − log |x |, x = 0 is ϕ0-convex of order 2 (indeed, by taking y = −x
and letting x → 0+, (3.3) yields 2ϕ0x2(1+x−p) ≥ 1, which is true for x → 0
iff p ≥ 2. It is easy to see that, for x > 0, the parabola z = − log x − (y −
x)/x − ϕ0(1 + x−p)|y − x |2 touches the graph of f only at (x, f (x))); its
epigraph is ϕ-convex, but not ϕ0-convex;
11. f (x) = − cosh x is ϕ-convex of order 1, but it is not semiconvex (see Defini-
tion 3.3 below) in R; however it is semiconvex in every compact interval;
12. f (x) = −√|x | is ϕ0-convex of order 3; observe that epi( f ) is not ϕ-convex
because it is not regular, in the sense that R × {0} = N Cepi( f )(0, 0) 
N Fepi( f )(0, 0) = {(0, 0)};
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13. f (x) = −|x | log |x | is ϕ-convex, but not of order p for any p (indeed, by
applying (3.3) with y = −x one obtains xϕ(| log x + 1|) ≥ −(log x + 1), and
this cannot be true for x → 0+ with ϕ of polynomial order, while it is true
for, e.g., ϕ(ξ) = e2ξ ); observe that also − f is ϕ-convex.
14. Set R− = {(x1, x2) : x1 > − 12 x2|x2|}, R+ = {(x1, x2) : x1 < − 12 x2|x2|} and
f (x1, x2) =


x2 + 2
√
x22
2 + x1, (x1, x2) ∈ R−
−x2 + 2
√
x22
2 − x1, (x1, x2) ∈ R+
Then f is ϕ0-convex of order 3 (and its epigraph is ϕ0-convex). The function
f is actually the minimum time to reach the origin for the control system:{
ξ˙1 = ξ2, ξ1(0) = x1
ξ˙2 ∈ [−1, 1], ξ2(0) = x2
(see [5, Example 2.7 p. 242]).
To show the ϕ0-convexity of epi( f ) it suffices to observe that the graph of
f admits only downwards corners/cusps, actually along the curve R− ∩ R+,
and that cusps are of quadratic order. Then an argument similar to Example 9
above completes the proof.
An important class of nonsmooth and nonconvex functions which are ϕ-
convex is that of semiconvex functions. The analogous class of semiconcave func-
tions is thoroughly studied in [9].
Definition 3.3 Let  be an open and convex subset of Rn . A function f :  → R
is semiconvex in  if there exists a constant C ≥ 0 such that for all x1, x2 ∈ ,
λ ∈ [0, 1] it holds
f (λx1 + (1 − λ)x2) ≤ λ f (x1) + (1 − λ) f (x2) + cλ(1 − λ)‖x1 − x2‖2. (3.4)
Remark 3.3 A semiconvex function is ϕ0-convex of order 0.
Indeed, according to [9, Proposition 3.3.1], if f is semiconvex, there exists
ϕ0 ≥ 0 such that for all x, y, for all v ∈ ∂F f (x) one has
f (y) ≥ f (x) + 〈v, y − x〉 − ϕ0‖y − x‖2.

Actually, the inequality (3.3) forbids “upwards corners” (i.e., corners of the
type of f (x) = |x | at x = 0) in the graph of f , analogously to semiconvex
functions. However, differently from semiconvex functions, ϕ-convex functions
need not be locally Lipschitz (see examples 4, 5, 9, 14 above). More precisely,
consider a function f , ϕ0-convex of order p > 0. The inequality (3.3) states that
it is possible to fit a parabola below the epigraph of f at any point x such that
∂P f (x) = ∅; moreover the parabola touches graph( f ) only at (x, f (x)) and its
axis is vertical. The key point is that its width depends on ‖v‖, v ∈ ∂P f (x),
and tends to zero as ‖v‖ tends to infinity. This fact allows both downwards and
upwards cusps.
A first regularity property of ϕ0-convex functions of order p is the following:
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Proposition 3.2 Let f :  → R∪{+∞} be l.s.c. and ϕ0-convex of order p. Then
we have:
∂C f (x) = ∂L f (x) = ∂F f (x) = ∂P f (x)
for each x ∈ dom( f ).
Proof We shall prove first that if v ∈ ∂L f (x) then v ∈ ∂P f (x). By definition,
there exist sequences xn → x , with xn ∈ dom(∂P f ), and vn ∈ ∂P f (xn) such that
vn → v. By hypothesis, for all y ∈ dom( f ), f satisfies:
f (y) ≥ f (xn) + 〈vn, y − xn〉 − ϕ0(1 + ‖vn‖p)‖y − xn‖2
Passing to the liminf for n → +∞, we have that:
f (y) ≥ lim inf f (xn) + 〈v, y − x〉 − ϕ0(1 + ‖v‖p)‖y − x‖2
≥ f (x) + 〈v, y − x〉 − ϕ0(1 + ‖v‖p)‖y − x‖2,
namely v satisfies an inequality of the type (2.2), and hence is a proximal sub-
gradient. Since ∂L f (x) is closed and ∂P f (x) is convex, it follows from (2.4) that
∂C f (x) = ∂P f (x). 
The following result is on the same line of Proposition 1.43 in [18], and shows
that ϕ0-convexity of order 1 is very close to semiconvexity.
Proposition 3.3 Let f :  → R ∪ {+∞} be ϕ0-convex of order 1. Let ′ ⊂ 
be open and such that supx∈′ f (x) := M < +∞. Then ′ ⊂ dom(∂P( f )) andf|′ is locally Lipschitz.
Proof Fix x ∈ ′ and let η > 0 be such that B(x, η) ⊂ ′. Let m =
minx∈B(x,η) f (x) ∈ R. By the Density Theorem (see [12, Theorem 1.3.1]),
dom(∂P f ) ∩ B(x, η/2) = ∅. We claim that there exists K < +∞ such that
sup
{
‖ξ‖ : ξ ∈ ∂P f (x), x ∈ B
(
x,
η
2
)}
≤ K . (3.5)
Indeed, fix x ∈ dom(∂P f )∩ B(x, η2 ) and ξ ∈ ∂P f (x). Without loss of generality,
let ξ = 0. Take 0 < h < η2 such that hϕ0 < 1 and set yh = x + h ξ‖ξ‖ . Observe
that yh ∈ B(x, η) ⊂ ′. By ϕ0 convexity,
M ≥ f (yh) ≥ f (x) + h‖ξ‖ − ϕ0(1 + ‖ξ‖)h2.
Therefore
M − m + ϕ0η2 ≥ ‖ξ‖(1 − ϕ0h)h,
which implies (3.5).
Let {xn}n∈N ⊂ dom(∂P f ) be such that xn → x . Without loss of generality, we
can also assume that there exists a sequence {ξn}n∈N with ξn ∈ ∂P f (xn) and ξn →
ξ . By Proposition 3.2, ξ ∈ ∂P f (x) and ‖ξ‖ ≤ (1 − ϕ0h)h(M − m + ϕ0η2) := K .
By Theorem 1.7.3 in [12], f is Lipschitz of rank K on B(x, η2 ). 
The following final result is geometrically evident.
Proposition 3.4 Let f :  → R be ϕ0-convex and locally Lipschitz. Then epi( f )
is ϕ0-convex.
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3.2 Functions with ϕ–convex epigraph
Our analysis will deal mostly with functions having a ϕ-convex epigraph. Actu-
ally, it is a natural question to compare the ϕ-convexity of a function with the
ϕ-convexity of its epigraph, in analogy with convex functions. This turns out to be
a rather delicate point. First of all, observe that the ϕ-convexity of a function does
not imply, in general, the ϕ-convexity of its epigraph. To see this, it is enough to
consider the function f (x) = |x |2/3, which is ϕ0-convex of order 4, and observe
that v = (1, 0) belongs to N Fepi( f )(0, 0) but does not belong to N Pepi( f )(0, 0). A
more striking example is given by f (x) = −√|x |, which is ϕ0-convex of order
3 (see the example 12 above), but its epigraph is even not regular. Actually, the
ϕ0-convexity of the epigraph is stronger than the ϕ0-convexity of the function.
A simple characterization of continuous functions with ϕ-convex epigraph is
the following:
Proposition 3.5 Let  be an open subset of Rn, and f :  → R be continuous.
Then epi( f ) is ϕ-convex if and only if the following property holds:
for all x ∈  there exist r = r(x) > 0 and ϕ = ϕ(x) ≥ 0 such that for all
x1, x2 ∈ B(x, r), for all λ ∈ [0, 1], there exists xλ ∈  such that:
‖xλ − (λx1 + (1 − λ)x2)‖ ≤ ϕλ(1 − λ)(‖x1 − x2‖2 + | f (x1) − f (x2)|2), (3.6)
f (xλ) ≤ λ f (x1)+(1−λ) f (x2)+ϕλ(1−λ)(‖x1−x2‖2+| f (x1)− f (x2)|2). (3.7)
Proof Recalling Propositions 2.13 in [7] and 1.12 in [8], and the fact that f is
continuous, epi( f ) is ϕ-convex if and only if for all x ∈ , there exist δ = δ(x) >
0 and ϕ = ϕ(x) ≥ 0 such that for all x1, x2 ∈ B(x, δ), for all λ ∈ [0, 1], it holds:
depi( f )(λx1 + (1 − λ)x2, λ f (x1) + (1 − λ) f (x2)) ≤ ϕλ(1 − λ)
× (‖x1 − x2‖2 + | f (x1) − f (x2)|2). (3.8)
Now observe that (3.6) and (3.7), together, are equivalent to (3.8), possibly with a
different constant ϕ. 
Remark 3.4 The above Proposition can be stated as well for f lower semicon-
tinuous. However, the present form of (3.6) and (3.7) permits a comparison with
(3.4) in the definition of semiconvexity. Actually, the main difference between
semiconvexity and ϕ-convexity of the epigraph appears to be the lack of Lipschitz
continuity for the latter case. We recall that the epigraph of a semiconvex function
is always ϕ0-convex (see [9, Sect. 3.6]).
Some general regularity properties of functions with ϕ0-convex epigraph are:
Theorem 3.2 Let  ⊆ Rn be open, and let f :  → R ∪ {+∞} be proper, lower
semicontinuous and such that epi( f ) is ϕ0-convex for some ϕ0 ≥ 0. Then
(1) f is ϕ0-convex of order 3, with a possibly different ϕ0;
(2) if D = dom( f ) is closed, then it is ϕ0-convex;
(3) let n = 1; then f ∈ L∞loc(D).
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Proof (1) If ϕ0 = 0, then f is convex. Thus consider ϕ0 > 0 and let ζ ∈ ∂P f (x).
By definition, (ζ,−1) ∈ N Pepi( f )(x, f (x)). By ϕ0-convexity, for all y ∈ dom( f )
〈(ζ,−1), (y, f (y)) − (x, f (x))〉 ≤ ϕ0‖(ζ,−1)‖
(‖y − x‖2 + | f (y) − f (x)|2).
Recalling Proposition 2.1, we have, for δ = 1
4ϕ0
√
‖ζ‖2+1 ,
πepi( f )((x, f (x)) + δ(ζ,−1)) = {(x, f (x))}
Therefore
δ2‖(ζ,−1)‖2 ≤ ‖(y, f (y)) − (x, f (x)) − δ(ζ,−1)‖2
for all y ∈ dom( f ), which yields
( f (y) − f (x) + δ)2 ≥ δ2 + 2δ〈ζ, y − x〉 − ‖y − x‖2 =: g2(y). (3.9)
Let η be the unique positive solution of the equation
η2 + 2δ‖ζ‖η − δ
2
2
= 0.
By our choice of δ, observe that η ∼ const
ϕ0‖ζ‖2 for ‖ζ‖ → ∞ and
δ2
2 ≤ g2(y) ≤
δ2 + 2δ‖ζ‖η for ‖y − x‖ ≤ η. Recalling the definition of g in (3.9), we compute
the directional derivative, for v ∈ Rn ,
g′(y; v) = 〈v, δζ − y + x〉
g(y)
,
from which it follows that, for ‖v‖ ≤ 1,
|g(y)g′(y; v)| ≤ ‖δζ − y + x‖. (3.10)
Moreover, for v,w ∈ Rn ,
g′′(y; v,w) = − 1
g(y)
(〈v,w〉 + g′(y;w)g′(y; v)).
By multiplying and dividing the right hand side by g2(y) and using (3.10), we
obtain for all ‖v‖, ‖w‖ ≤ 1, ‖y − x‖ ≤ η
|g′′(y; v,w)| ≤ 2√2 g
2(y) + δ2‖ζ‖2 + η2 + 2δ‖ζ‖η
δ3
. (3.11)
Recalling the definition of δ and η, the right hand side of (3.11), for ‖ζ‖ → ∞,
is majorized by const ϕ0‖ζ‖3. Therefore, we have that, if ‖y − x‖ is small enough,
g(y) ≥ δ + 〈ζ, y − x〉 − const
2
ϕ0‖ζ‖3‖y − x‖2.
From (3.9), it follows that for ‖y − x‖ small enough,
f (y) ≥ f (x) + 〈ζ, y − x〉 − const ϕ0(1 + ‖ζ‖3)‖y − x‖2,
which is the desired estimate.
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(2) Let x ∈ D, v ∈ N PD (x), v = 0. It is easy to see that (v, 0) ∈ N Pepi( f )(x, α) for
all α ≥ f (x). Take y ∈ D and β ≥ f (y). By ϕ0-convexity of the epigraph, we
have
〈(v, 0), (y − x, β − α)〉 ≤ ϕ0‖v‖(‖y − x‖2 + |β − α|2)
Since there is no loss of generality in taking β = α, the above inequality concludes
the proof of part (2).
To show (3), take by contradiction x ∈ dom( f ) together with a sequence
xh → x such that f (xh) → +∞. It is easy to see that the segment S := {(x, α) :
α ≥ f (x)} lies in the boundary of epi( f ). Since epi( f ) ⊂ R2, without loss of
generality we can assume that v = (1, 0) ∈ N Pepi( f )(x, α) for all α ≥ f (x). But
dS(xh, f (xh)) → 0. This contradicts the external sphere condition with uniform
radius for v, i.e., the ϕ0-convexity of epi( f ). 
Remark 3.5 With straightforward modifications, part (1) in Theorem 3.2 can be
proved under the assumption that f is continuous and epi( f ) is ϕ-convex.
We present now some remarks further illustrating the definitions.
Remark 3.6 1) If f is simply ϕ0-convex in , then it is not necessarily even
L1(). To see this, it suffices to take f (x) = 1|x | for x = 0, f (0) = 0.
2) If epi( f ) is ϕ0-convex, then f needs not be W 1,∞ or W 2,1, as the example
f (x) = √|x | shows.
3) If D = dom( f ) is not closed, the ϕ-convexity of D does not follow from the
ϕ-convexity of epi( f ).
4) The necessity of the order p = 3 for the ϕ-convexity of the epigraph of
a function may be understood as follows. For x ∈ dom(∂P f ) and vx ∈
∂P f (x), set, for y ∈ Rn
gx (y) = f (x) + 〈vx , y − x〉 − ϕ0(1 + ‖vx‖p)‖y − x‖2
The minimum radius of curvature ρx at (x, f (x)) of the parametric surface
{(y, z) : z = gx (y)} is
1
ρx
= ‖D
2gx (x)‖
(1 + ‖Dgx (x)‖2)3/2 =
2ϕ0(1 + ‖vx‖p)
(1 + ‖vx‖2)3/2 .
Observe that ρx is bounded away from 0 if and only if p ≤ 3. Actually, we
conjecture that if f is ϕ0-convex of order 3 and epi( f ) is regular, then epi( f ) is
ϕ-convex. The problem to be handled in order to obtain this result is the possibility
of having horizontal normal vectors to epi( f ). Finally, the order p = 3 is optimal,
as it is shown by the example f (x) = √|x |.
4 Normals to ϕ-convex sets
In this section we show that ϕ-convex sets share further properties with convex
sets. In particular, we show that for Hn−1-a.e. point in ∂K , the normal cone has
dimension one. Moreover, we show that if K is compact, then it has finite perime-
ter in Rn , and if K satisfies a suitable nondegeneracy condition, then the reduced
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boundary of K is Hn−1-equivalent to ∂a K and the De Giorgi’s external normal
coincides Hn−1-a.e. with the unit proximal normal. The sharpness of the nonde-
generacy condition is illustrated by Example 4.1 below. The relevant definitions
were recalled in Sect. 2.2 above.
The following result, due to Federer (see Remark 4.15 in [22]), will be used in
the sequel.
Theorem 4.1 (Federer) Let K ⊆ Rn be ϕ-convex, and let, for k = 1, . . . , n,
K (k) be the set {x ∈ K : H − dim(N PK (x)) ≥ n − k}. Then K (k) is a countable
union of Lipschitz images of bounded k-dimensional sets, hence it is countably
Hk-rectifiable.
The following result is well known if ϕ ≡ 0, i.e., if K is convex (see, e.g., [27,
Sect. 25]).
Corollary 4.1 Let K ⊂ Rn be ϕ-convex. Then, forHn−1-a.e. x ∈ ∂K there exists
vx ∈ Rn, ‖vx‖ = 1, such that
N PK (x) ⊆ Rvx .
Proof The result is a simple consequence of Theorem 4.1. However, we like to
give an alternative proof.
Let R > 0 be sufficiently large and set
ϕR := max{ϕ(x) : x ∈ K ∩ B(0, 2R)}.
Let 0 < ρR < R be fixed such that 4ρRϕR ≤ 1. Now for each λ ∈ [0, 1] define
K R,λ := {x + λρRv : x ∈ K ∩ B(0, R), v ∈ N PK (x), ‖v‖ = 1}
and set
K R =
⋃
λ∈[0,1]
K R,λ.
By Theorem 3.1, the metric projection πK : K R → K is Lipschitz continu-
ous of rank 2. By Kirszbraun’s theorem, we extend πK to a Lipschitz function f
defined on the whole of Rn , with the same rank.
We set, for R > 0 sufficiently large,
E R = {y ∈ K R,1 : H0(( f −1 ◦ f )(y) > 2}.
We observe that f (E R) = πK (E R) consists exactly of the points x ∈ ∂K ∩
B(0, R) where the normal cone N PK (x) spans a subspace of dimension > 1. In
fact, since the proximal normal cone is convex, if (x + N PK (x)) ∩ K R,1 contains
more than two points, then it contains infinitely many. In other words:
E R = {y ∈ K R,1 : H0(( f −1 ◦ f )(y)) = +∞}.
Now E R is Hn−1-rectifiable since K R,1 is so (recall Corollary 3.1). By the Area
Formula (see Theorem 2.1 above), one has:∫
f (E R)
H0( f −1(x) ∩ E R) dHn−1(x) =
∫
E R
Jn−1 DE
R f (y) dHn−1(y)
≤ constHn−1(∂KρR ∩ B(0, R)) < +∞.
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Observe that the integrand in the left hand side of the above formula is identi-
cally +∞ by definition of E R . Therefore Hn−1( f (E R)) = 0 and by the arbitrari-
ness of R the proof is concluded. 
Actually, it may happen that the proximal normal cone to a ϕ-convex set con-
sists of exactly one line for a subset of positiveHn−1-measure of ∂K , even if K is
the closure of an open set. In other words, the boundary of a ϕ-convex set K may
have quite a few points where the tangent cone to K has dimension less or equal
to n − 1, or – equivalently – points with Ln-density zero with respect to K . We
exhibit now an example of such a behavior.
Example 4.1 A ϕ0-convex set K ⊂ R2 which is the closure of an open set, and is
such that H1({x ∈ ∂K : N PK (x) = Rvx , ‖vx‖ = 1}) > 0.
The following construction was inspired by the example at p. 10 of [24]. Let C
be a set on the unit sphere S = {x ∈ R2 : ‖x‖ = 1} in R2 such that: C is closed,
the interior of C in S is empty, and H1(C) > 0. C may be constructed as follows:
C = S \
+∞⋃
i=1
Ii ,
where Ii are open connected arcs with middle points pi dense in S, such that
0 <
∑∞
i=1 H1(Ii ) < 2π . Let B denote the open unit ball centered at the origin
and let, for each x ∈ C , Bx be the open unit ball centered at x . Set
K = 2B \
(
B ∪
⋃
x∈C
Bx
)
.
We claim that K is the closure of an open set, and K is ϕ0-convex, with ϕ0 =
1/2. Indeed, let x ∈ ∂K and assume that xˆ := πB(x) ∈ C . Since dC (xˆ) > 0, there
exists 1 ≤ r < 2 such that  := {t xˆ : t ∈ (r, 2)} ⊂ int K and x is an endpoint of
the segment , so that there exists a sequence of points in the interior of K which
converges to x . On the other hand, if xˆ ∈ C , then by construction there exists a
sequence of middle points pi j such that pi j → xˆ . Therefore, for each j , there
exists 1 ≤ r j < 2 such that the segment {tpi j : t ∈ (r j , 2)} is contained in intK .
Since necessarily ‖x‖ = 2, there exists a sequence in intK converging to x .
To show that K is 1/2-convex, let x ∈ ∂K , and observe that there is no loss
of generality in assuming that ∂K ∩ B = ∅. If ‖x‖ = 2, then, by construction,
N PK (x) ⊆ R x . Otherwise, x belongs to the boundary of either one or two balls (of
radius 1) centered at points of C . In both cases the external sphere condition with
ϕ0 = 1/2 is easily seen to be satisfied for all v ∈ N PK (x).
Finally, observe that {x ∈ K : N PK (x) = R x} ⊃ 2C , and therefore it has
positive H1-measure. 
We now posit a nondegeneracy condition on K , which will allow us to show
the equivalence between ∂a K (recall Definition 2.1) and ∂∗K . The idea of the
definition is forbidding a behavior of the type described in Example 4.1.
Definition 4.1 Let K be ϕ-convex. We say that K is nondegenerate if
Hn−1({x ∈ ∂a K : δnK (x) = 0}) = 0.
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Corollary 4.2 Let K ⊆ Rn be ϕ-convex and nondegenerate. Then there exist
 ⊂ ∂a K such that Hn−1(∂a K \ ) = 0 and a continuous function v :  → Rn,
‖v(x)‖ ≡ 1, such that, for all x ∈ ,
N PK (x) = R+v(x).
Proof From Corollary 4.1 we obtain a set ′ ⊂ ∂K such that Hn−1(∂K \′) = 0
and a function v : ′ → Rn , ‖v(x)‖ ≡ 1 such that, for all x ∈ ′, N PK (x) ⊆
Rv(x). Since K is nondegenerate, there exists 0 ⊂ ∂a K such thatHn−1(0) = 0
and δnK (x) > 0 for all x ∈ ∂a K \ 0. We claim that N PK (x) = R+v(x) for all x ∈
′ ∩ (∂a K \0) := . Indeed, if x ∈ ∂K is such that N PK (x) = Rv, ‖v‖ = 1, then
one has, for all r > 0, K ∩B(x, r) ⊆ B(x, r)\(B(x+ v4ϕ0 , 14ϕ0 )∪B(x− v4ϕ0 , 14ϕ0 )),
which implies that δnK (x) = 0. Recalling (1) in Proposition 3.1, v(·) has closed
graph in  × Rn . Since v is uniformly bounded, it is continuous in . 
The next result concerns the density of K at boundary points with unique unit
proximal normal. It will be needed in the comparison among some nonsmooth
analysis and geometric measure theory objects at the end of this section.
Proposition 4.1 Let K ⊂ Rn be ϕ-convex and let x ∈ K be such that N PK (x) =
R
+v, with ‖v‖ = 1. Then
δnK (x) =
1
2
.
Proof (a) We prove first that δnK (x) ≥ 12 . Since N PK (x) = N FK (x) = N CK (x) for all
x (see Proposition 3.1 (1)), we have that T FK (x) = (N PK (x))0 = (R+v)0 (see [28,
p. 220]). Therefore T FK (x) is a n-dimensional half space, whence
Ln(T FK (x) ∩ B(0, r)) = 12ωnrn
for all r > 0. Recalling [22, 4.15 (2)], we then have
1 ≤ lim inf
r→0+
Ln(K ∩ B(x, r))
Ln(T KF (x) ∩ B(0, r)) = lim infr→0+
Ln(K ∩ B(x, r))
1
2ωnr
n
= 2δnK (x),
which proves our claim.
(b) Next we show that lim supr→0+ L
n(K∩B(x,r))
ωnrn
≤ 12 . Indeed, K ∩ B(x, r) ⊆
B(x, r)\B(x + v4ϕ0 , 14ϕ0 ) and Ln(B(x, r)\B(x + v4ϕ0 , 14ϕ0 )) ∼ 12ωnrn for r → 0+.

Corollary 4.3 Let K be ϕ-convex. Then for Hn−1-a.e. x ∈ ∂K , either δnK (x) = 0
or δnK (x) = 12 . In particular, if K = ,  open, is nondegenerate, then for Hn−1-
a.e. x ∈ ∂K , we have that δnK (x) = 12 .
Proof It is enough to observe that if N PK (x) = R v, ‖v‖ = 1, then the argument
used in the proof of Corollary 4.2 yields that δnK (x) = 0. The result then follows
from Proposition 4.1 and Corollary 4.2. 
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Theorem 4.2 Let K ⊂ Rn be compact and ϕ0-convex. Then ∂K is Hn−1-
rectifiable and K has finite perimeter in Rn.
Proof Recalling Corollary 3.1, if ϕ0ρ < 14 , ∂Kρ is Hn−1-rectifiable. Moreover
πK : Kρ → ∂K is Lipschitz continuous and onto (see (3) in Proposition 3.1),
which proves the Hn−1-rectifiability of ∂K . By Theorem 2.4, since ∂M K ⊂ ∂K ,
the Hn−1-rectifiability of ∂K implies immediately that P(K , Rn) < +∞. 
With the same argument, we obtain also:
Proposition 4.2 Let  ⊂ Rn be open and let f :  → R ∪ {+∞} be proper,
lower semicontinuous and such that epi( f ) is ϕ-convex. Then for all open and
bounded U ⊂ Rn+1, P(epi( f ),U ) < +∞.
It is now our aim to prove a statement which implies that if K is the closure of
an open set and is nondegenerate, then Hn−1(∂K \ ∂∗K ) = 0. We recall that, in
general, this property does not hold (see, e.g., [3, Example 3.5.3 p.154]).
Theorem 4.3 Let K ⊂ Rn be compact and ϕ0-convex. Then for every x ∈ ∂∗K
there exists vx , ‖vx‖ = 1, such that
N PK (x) = R+vx . (4.1)
Furthermore, for Hn−1-a.e. x ∈ ∂∗K ,
vx = −νK (x). (4.2)
Finally, if K is nondegenerate, then
Hn−1(∂a K \ ∂∗K ) = 0.
Proof Let x ∈ ∂∗K and assume, by contradiction, that there exist v1, v2 ∈ N PK (x)
with ‖v1‖ = ‖v2‖ = 1 and R+v1 = R+v2. By the external sphere condition
(arguing as in the proof of part (b) of Proposition 4.1) it is easy to see that δnK (x) <
1
2 . Since ∂
∗K ⊂ K 1/2 (recall Theorem 2.3) this is impossible, hence (4.1) is
proved.
To show (4.2), observe first that, since ∂K is Hn−1-rectifiable, we can find at
most countably many (n−1)-Lipschitz graphs {i } such thatHn−1(∂K \⋃i i ) =
0. Fix x ∈ ∂∗K ∩ ı , for some ı . By possibly dropping a further set of Hn−1-
measure 0, by Proposition 2.2 we obtain that
Tann−1(∂∗K , x) = Tann−1(∂K ∩ ı , x) = T F∂K∩ı (x) ⊆ T F∂K (x) ⊆ T FK (x).(4.3)
By Theorem 2.2 and (4.3), we obtain
{νK (x)}⊥ ⊆ T FK (x).
By taking polars and recalling formula (4.1) and (1) in Proposition 3.1, we have
that R+vx = N PK (x) ⊆ RνK (x), from which it follows that vx = ±νK (x). Re-
calling [20, Corollary 1, p. 203], we have that
lim
r→0+
Ln(B(x, r) ∩ K ∩ H+(x))
rn
= 0, (4.4)
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where H+(x) = {y ∈ Rn : 〈y − x,−νK (x)〉 ≥ 0}. By the ϕ0-convexity of K ,
property (4.4) holds as well if, in the definition of H+(x), −νK (x) is substituted
by vx . If vx = νK (x), then (4.4) would hold with H−(x) = {y ∈ Rn : 〈y −
x, νK (x)〉 ≥ 0} in place of H+(x). As a consequence, δnK (x) = 0, which would
contradict Proposition 4.1. The proof of (4.2) is therefore concluded.
Let now K be nondegenerate. By Corollary 4.3, Hn−1(∂a K \ K 1/2) = 0. By
Theorem 2.3, Hn−1(∂M K \ ∂∗K ) = 0. Therefore Hn−1(∂a K \ ∂∗K ) = 0. 
Having equality between Clarke and proximal normals, we derive a regularity
property of the approximate tangent space Hn−1-a.e. on the topological boundary
of K .
Corollary 4.4 Let K ⊂ Rn be compact and ϕ0-convex. Then for Hn−1-a.e. x ∈
∂K , the following property holds:
lim
Kx ′→x,h→0
dK (x ′ + hv)
h
= 0
uniformly for v ∈ Tann−1(∂K , x), ‖v‖ = 1.
Proof Recalling Theorem 3.1 (2), Proposition 2.2 (2), and Proposition 3.1 (1)
we have that, for Hn−1-a.e. x ∈ ∂K , Tann−1(∂K , x) = T F∂K (x) ⊆ T FK (x) =
(N PK (x))
0 = (N CK (x))0. Now the half space (N CK (x))0 is the (Clarke) tangent
cone to K , i.e. the set of vectors v such that
lim
Kx ′→x,h→0
dK (x ′ + hv)
h
= 0 (4.5)
(see [12, Proposition 2.5.2]). Since {v ∈ Tann−1(∂K , x) : ‖v‖ = 1} is compact, it
is easy to see that the limit in (4.5) is uniform with respect to v ∈ Tann−1(∂K , x),
‖v‖ = 1. 
5 Differentiability of functions with ϕ-convex epigraph
This section is devoted to the Ln-a.e. differentiability of l.s.c. functions with ϕ-
convex epigraph. Our main result is the following.
Theorem 5.1 Let  ⊂ Rn be open, and let f :  → R ∪ {+∞} be proper, lower
semicontinuous, and such that epi( f ) is ϕ-convex. Then there exists a sequence of
sets h ⊆  such that h is compact in dom( f ) and
(1) the union of h covers Ln-almost all dom( f ), i.e.,
Ln
(
dom( f )∖ ⋃
h
h
)
= 0; (5.1)
(2) for all x ∈ ⋃h h there exist δ = δ(x) > 0, L = L(x) > 0 such that
f is Lipschitz on B(x, δ) with ratio L; (5.2)
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(3) for all x ∈ ⋃h h
f is (strictly) Fre´chet differentiable at x; (5.3)
(4) for all x ∈ ⋃h h, for all sequences {ym} ⊂ dom(D f ) such that ym → x,
we have
D f (ym) → D f (x); (5.4)
(5) for all x ∈ ⋃h h,
D f is approximately continuous at x . (5.5)
The idea of the proof is the following. By Corollary 4.1, for Hn-a.e. point (x, α)
in the boundary of the epigraph of f the normal cone to epi( f ) has dimension
one. The point of the proof is showing that for Ln-a.e. x this normal cone is not
horizontal, and hence the Clarke subdifferential is nonempty and is a singleton.
This is achieved by exploiting the property that the boundary of a suitable neigh-
borhood of the epigraph is a C1,1-manifold, and therefore the projection onto Rn
of the points in it with horizontal normal has Ln-measure zero.
Proof of Theorem 5.1. We write, for y ∈ Rn , ξ ∈ R, πRn (y, ξ) = y and denote
by {ei } the canonical basis in Rn+1. We denote also x ∈ Rn+1 as x = (y, ξ) =
(y1, . . . , yn, ξ).
Set K = epi( f ) and let R > 0 be sufficiently large. Set ϕR = max{ϕ(x) :
x ∈ K ∩ B(0, R)} and take 0 < ρR < R such that 4ϕRρR < 1. Set, for λ ∈ [0, 1],
K R,λ = {x + λρRv : x ∈ K ∩ B(0, R), v ∈ N PK (x), ‖v‖ = 1}.
Set also
K R =
⋃
λ∈[0,1]
K R,λ,
and
K˜ R = K R,1.
Observe that, by Theorem 3.1 and Corollary 3.1, dK is of class C1,1 in a neigh-
borhood of K˜ R , and K˜ R is a C1,1-manifold. Moreover, again by Theorem 3.1,
πK is Lipschitz with rank 2 on K˜ R . (5.6)
We now observe the following:
Claim 1: Set for 1 > ε ≥ 0
E Rε =
{
(y, ξ) ∈ K˜ R :
∣∣∣∣ ∂∂ξ dK (y, ξ)
∣∣∣∣ ≤ ε
}
.
Then there exists a constant CR independent of ε such that
Ln(πRn (E Rε )) ≤ CRε
for all ε ≥ 0.
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Proof of Claim 1. Take (y, ξ) ∈ E Rε . Since ‖DdK ‖ ≡ 1, we can assume that
∂dK
∂yi (y, ξ) = 0 for some i . We treat the case i = 1, the others being handled
symmetrically.
By the implicit function theorem, there exist an open cube U1 ⊂ Rn centered
at (y2, . . . , yn, ξ) and an interval V1 centered at y1, a C1 function ψ : U1 → V1
and a constant c1 ≥ 0 such that
ψ(y2, . . . , yn, ξ) = y1, K˜ R ∩ (V1 × U1) = ψ˜(U1),
where
ψ˜(y2, . . . , yn, ξ) = (ψ(y2, . . . , yn, ξ), y2, . . . , yn, ξ),
and ∣∣∣∣∂ψ∂ξ (y2, ..., yn, ξ)
∣∣∣∣ =
∣∣∣∣∣
∂dK
∂ξ
(ψ˜(y2, ..., yn, ξ))
∂dK
∂y1 (ψ˜(y2, ..., yn, ξ))
∣∣∣∣∣ ≤ c1ε (5.7)
for all (y2, ..., yn, ξ) ∈ U1 such that (ψ(y2, . . . , yn, ξ), y2, . . . , yn, ξ) ∈ E Rε .
Observe that the constant c1 and the sets U1 and V1 can be chosen independently
of ε, for ε small.
Now observe that, by (5.7) and (2.5),
Ln(πRn (ψ˜(U1) ∩ E Rε )) =
∫
ψ˜−1
(
E Rε
)
∣∣∣∣∂ψ∂ξ (y2, . . . , yn, ξ)
∣∣∣∣ dy2 . . . dyndξ
≤ c1εLn(U1).
Hence there exists c2, independent of ε, such that
Ln(πRn (E Rε ∩ (V1 × U1))) ≤ c2ε. (5.8)
By compactness, E Rε can be covered by finitely many cubes Ui ×Vi , each of them
satisfying an inequality of the type (5.8). Moreover, the maximal number of those
cubes does not depend on ε, for ε small. This completes the proof of the claim.
As a consequence of Claim 1, observe that
Ln
(⋃
R>0
{
y : (y, ξ) ∈ K˜ R, ∂
∂ξ
dK (y, ξ) = 0
})
= Ln
(⋃
R>0
πRn
(
E R0
))) = 0.
(5.9)
Consider now the set
K0 =
{
(x, ξ) ∈ K : N PK (x, ξ) ⊆ Rv, ‖v‖ = 1, and 〈v, en+1〉 = 0
}
.
We have
Claim 2: Ln(πRn (K0)) = 0.
Proof of Claim 2. By definition of K0, for all (x, ξ) ∈ K0 there exist R = R(x) >
0, λ = λ(x) > 0 and w = w(x) ∈ Rn , ‖w‖ = 1, such that
1. (x, f (x)) ∈ B(0, R),
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2. (w, 0) ∈ N PK (x, f (x)),
3. (x + λw, f (x)) := (y, f (x)) ∈ E R0 .
Fix ε > 0. By (5.9) we can cover πn
R
(E R0 ) by countably many balls Bi = B(zi , ri )
such that ∑
i
Hn−1(∂ Bi ) < ε.
Define the cylinders
Ci = {(z, ξ) : z ∈ ∂ Bi , |ξ | ≤ R} .
Observe that there is no loss of generality in taking the ri so small that 4ϕR(ρR +
2ri ) < 1. Therefore, recalling (3.2), there exists i ∈ N, σx ≥ 0 such that y ∈ Bi ,
(y + σxw, f (x)) ∈ Ci ∩ K˜ R , and
πK (y + σxw, f (x)) = {(x, f (x))}.
So, for all (x, ξ) ∈ K0 there exists R > 0 such that
πRn (x, ξ) = πRn (x, f (x)) ⊂ (πRn ◦ πK )
(⋃
i
Ci ∩ K˜ R
)
.
Recalling (5.6), πRn ◦ πK is Lipschitz with ratio 2 on each Ci ∩ K˜ R . Therefore
Ln
(
(πRn ◦ πK )
(⋃
i
Ci ∩ K˜ R
))
≤ 2nHn
(⋃
i
Ci
)
≤ 2n+1εR.
Hence
Ln (πRn (K0 ∩ B(0, R))) = 0.
Claim 2 then follows immediately.
We now observe the following:
Claim 3: Ln (dom( f ) ∩ ∂dom( f )) = 0.
Proof of Claim 3. Let y ∈ dom( f ) ∩ ∂dom( f ). Only two cases may occur:
1. N PK (y, f (y)) ⊆ Rζy with ζy = (vy, 0), ‖vy‖ = 1;
2. N PK (y, f (y)) has dimension > 1.
In fact, if N PK (y, f (y)) = R+ζy , then 〈ζy, en+1〉 = 0. Indeed, since
y ∈ dom( f ) ∩ ∂dom( f ), for all α > f (y), (y, α) ∈ ∂K . Therefore, for all
ζα ∈ N PK (y, α), ‖ζα‖ = 1, we have 〈ζα, en+1〉 = 0. By the regularity of the
epigraph, it follows that ζy = limα→ f (y)+ ζα is horizontal. Now observe that
if N PK (y, f (y)) = Rζy , then obviously 〈ζy, en+1〉 = 0. Recalling Claim 2 and
Corollary 4.1 the claim now follows.
To conclude the proof of the theorem, assume thatLn(dom( f )\∂dom( f )) > 0
(otherwise there is nothing to prove). For all ε > 0 let
Kε =
{
(y, f (y)) : N PK (y, f (y)) ⊆ Rvy, ‖vy‖ = 1 and |〈vy, en+1〉| < ε
}
.
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Recalling Claim 2,
Ln
(⋂
ε>0
πRn (Kε)
)
= 0. (5.10)
By Claim 3 and Corollary 4.1, let Fε be an open subset of Rn such that{
y ∈ dom( f ) : dim N PK (y, f (y)) > 1
}∪(dom( f ) ∩ ∂dom( f ))∪(πRn (Kε)) ⊂ Fε
and
Ln(Fε) < Ln(πRn (Kε)) + ε.
Set, for h ∈ N,
h = {y ∈ dom( f ) : d∂(y) ≥ 1/h, ‖y‖ ≤ h} \ F1/h .
For h large enough, h is a nonempty subset of , which is contained in the
interior of dom( f ) and is compact in dom( f ). By construction we have
Ln

dom( f )∖ ⋃
h∈N
h

 = 0.
We claim that f is strictly Fre´chet differentiable at all y ∈ ⋃h h . Indeed, for all
y ∈ ⋃h h , say y ∈ h , the cone N PK (y, f (y)) is a half line, N PK (y, f (y)) =
R
+vy , ‖vy‖ = 1, and |〈vy, en+1〉| ≥ 1h . Therefore the proximal subgradient
∂P f (y) is nonempty and is actually a singleton, say ∂P f (y) = ζy . The differ-
entiability of f at x , then, will follow from the next claim:
Claim 4. Let x ∈ int dom( f ) be such that ∂P f (x) is a singleton. Then f is
(strictly) Fre´chet differentiable at x .
Proof of Claim 4. By assumption there exists vx ∈ Rn , ‖vx‖ = 1, such that both
N PK (x, f (x)) = R+vx and 〈vx , en+1〉 = 0. (5.11)
We observe first that f is continuous at x . For, should a sequence yn → x , yn ∈
int dom( f ), exist such that lim f (yn) := ξ > f (x), the segment joining (x, f (x))
with (x, ξ) would be in the boundary of K = epi( f ). Then, all v ∈ N PK (x, α)
for all f (x) < α ≤ ξ ought to satisfy 〈v, en+1〉 = 0 by the external sphere
condition. By the regularity of the epigraph (recall Proposition 3.1 (1)) and the
fact that N PK (x, f (x)) = R+vx , we would obtain 〈vx , en+1〉 = 0, a contradiction
with (5.11). Therefore, by the regularity of the epigraph, there exist δ = δ(x) > 0
and η = η(x) > 0 such that B(x, δ) ⊂  and
‖y − x‖ < δ implies N PK (y, f (y)) ∩ {w : ‖w‖ = 1} ⊆ {w : |〈w, en+1〉| ≥ η} .
This shows that the proximal subgradient of f is nonempty and uniformly
bounded in B(x, δ). By Theorem 7.3, p. 52 in [12], f is Lipschitz in B(x, δ). By
the regularity of the epigraph, ∂C f (x) = ∂P f (x) = {ζx }. Thus, by Proposition
2.2.4 in [11], f is strictly Fre´chet differentiable at x , and Claim 4 is proved.
Now, (5.4) follows immediately from the regularity of the epigraph of f , and (5.5)
follows from (5.4) and the local boundedness of D f around any y ∈ ⋃h h . The
proof of Theorem 5.1 is concluded. 
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Remark 5.7 1) Recalling Proposition 4.2 and Theorem 4.3, our estimate in Claim
2 is in the spirit of a theorem by Vol’pert, as presented in [10, Theorem G]. This
result affirms essentially that, given a set E of finite perimeter in Rn , the pro-
jection onto Rn−1 of the set {x ∈ ∂∗E : 〈νE (x), en〉 = 0} has Ln−1-measure
zero. However, observe that epi( f ) has not necessarily finite perimeter in Rn .
Moreover, we deal with the topological boundary of epi( f ) rather that with
the reduced boundary.
2) Claim 2 in the above proof can be seen as a regularity property of dom( f ).
Observe that both in Claim 1 and in Claim 2 the fact that f is defined on the
closure of an open set was not used.
We conclude the section by studying the nondifferentiability set of f . We set
( f ) = {x ∈ int dom( f ) : f is not differentiable at x},
k( f ) = {x ∈ int dom( f ) : H− dim(∂P f (x)) ≥ k},
∞( f ) = {x ∈ int dom( f ) : ∂P f (x) = ∅}.
By the analysis in the proof of Theorem 5.1 (see Claim 4 above), we have
( f ) =
n⋃
k=1
k( f ) ∪ ∞( f ).
By Theorem 5.1, Ln(( f )) = 0. It is a natural question studying the Hausdorff
dimension of ( f ). The sets k( f ) and ∞( f ) are considered separately. The
following partial generalization of Corollary 4.1.13 in [9] holds.
Proposition 5.1 Let the assumptions of Theorem 5.1 be satisfied. Then, for every
k = 1, . . . , n the set k( f ) is countably Hn−k-rectifiable.
Proof Observe that k = πRn ({(x, ξ) ∈ epi( f ) : dim(N Pepi( f )(x, ξ)) ≥ k + 1}).
Recalling Theorem 4.1, the set {(x, ξ) ∈ epi( f ) : dim(N Pepi( f )(x, ξ)) ≥ k +
1} is countably Hn+1−(k+1)-rectifiable. By the Lipschitzianity of the canonical
projection, k( f ) is Hn−k-rectifiable. 
In general, the Hausdorff dimension of ∞ may be arbitrarily close to n, as the
following example shows.
Example 5.2 For each 0 < d < 1 there exist αd > 0 and a function f : [0, αd ] →
[0, 1] with ϕ-convex epigraph and such that H− dim(∞( f )) = d . In particular,
∞( f ) is uncountable.
Let C be a Cantor set in [0, 1] with H − dim(C) = d (see [21, Example 4.5, p.
58]). In particular, C is closed and totally disconnected. Set
g(x) =
∫ x
0
dC (t) dt, x ∈ [0, 1].
Then g is in C1,1([0, 1]) and is strictly increasing (for, if x1 < x2 there exists a set
of positive measure contained in (x1, x2)\C). In particular, the set g(C) = g({x :
g′(x) = 0}) is uncountable.
Now let f (x) := g−1(x), for x ∈ [0, g(1)]. Its graph is the symmetric of
graph(g) w.r.t. {(x, x) : x ≥ 0}; in particular, it is a C1,1-curve. Therefore, epi( f )
is ϕ0-convex. Observe that ∞( f ) = C . 
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6 Second order properties
In this section, we show that the class of functions considered in Sect. 5 is not very
far from semiconvex functions.
Theorem 6.1 Let  ⊂ Rn be open and let f :  → R ∪ {+∞} be proper, lower
semicontinuous, and such that epi( f ) is ϕ-convex. Then for Ln-a.e. x ∈ dom( f ),
there exists δ = δ(x) > 0 such that f is semiconvex on B(x, δ). More precisely,
let {h} be a sequence of sets contained in  satisfying (5.1) and (5.2), and define
A :=
⋃
h
h . (6.1)
Then, for all x ∈ A there exists δ(x) > 0 such that f|B(x,δ(x)) is semiconvex.
Proof Let x ∈ A and fix 0 < η = η(x) < 1 such that B(x, η) ⊂  and there
exists L = L(x) > 0 such that f is Lipschitz on B(x, η) with ratio L . Set ϕ0 =
max{ϕ(y, f (y)) : y ∈ B(x, η)}. Let 0 < δ < η2 be such that ϕ0(1 + L2)δ < η.
Take x1, x2 ∈ B(x, δ). By the ϕ-convexity of epi( f ), recalling (2) in Proposition
3.1, we have:
depi( f )
(
x1 + x2
2
,
f (x1) + f (x2)
2
)
≤ ϕ0
2
(‖x1 − x2‖2 + | f (x1) − f (x2)|2)
≤ ϕ0
2
(‖x1 − x2‖2 + L2‖x1 − x2‖2) (6.2)
≤ ϕ0
2
(1 + L2)δ2 ≤ η
2
, (6.3)
where the last inequality follows from our choice of δ < 1. By (6.2) and (6.3)
there exists x ∈ B(x, η) such that
∥∥∥∥x − x1 + x22
∥∥∥∥ +
∣∣∣∣ f (x) − f (x1) + f (x2)2
∣∣∣∣ ≤ ϕ0√2 (1 + L
2)‖x1 − x2‖2.
In particular ∥∥∥∥x − x1 + x22
∥∥∥∥ ≤ ϕ0√2 (1 + L
2)‖x1 − x2‖2,
and ∣∣∣∣ f (x) − f (x1) + f (x2)2
∣∣∣∣ ≤ ϕ0√2 (1 + L
2)‖x1 − x2‖2.
Therefore,
f
(
x1 + x2
2
)
≤ f (x) + L
∥∥∥∥ x1 + x22 − x
∥∥∥∥
≤ f (x1) + f (x2)
2
+ ϕ0√
2
(1 + L2)(1 + L)‖x1 − x2‖2,
which implies the semiconvexity of f on B(x, δ). 
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Corollary 6.1 Under the same assumptions of Theorem 6.1, f is Ln-a.e. twice
differentiable on , in the sense that for Ln-a.e. x ∈  there exists a symmetric
n × n matrix Xx such that
D f (y) = D f (x) + Xx (y − x) + o(‖y − x‖)
for y → x, y ∈ dom(D f ) and, as y → x, y ∈ dom( f ),
∣∣∣∣ f (y) − f (x) − 〈D f (x), y − x〉 − 12 〈Xx (y − x), y − x〉
∣∣∣∣ = o(‖y−x‖2). (6.4)
Proof It is enough to apply Theorem A.2 in [16], which is a refinement of Alexan-
drov’s theorem [20, p. 242]. 
In the spirit of Proposition 1.1.3 of [9], we prove also:
Corollary 6.2 Under the same assumptions of Theorem 6.1, let A be defined ac-
cording to (6.1). Then, for all x ∈ A, there exists δ = δ(x) > 0 and c = c(x) ≥ 0
such that for all ν ∈ Rn, ‖ν‖ = 1, we have ∂2 f
∂ν2
≥ −c in the sense of distributions
in B(x, δ), namely for all ψ ∈ C∞c (B(x, δ)), ψ ≥ 0, it holds:
∫
B(x,δ)
f (x)∂
2ψ
∂ν2
(x) dx ≥ −c
∫
B(x,δ)
ψ(x) dx .
Furthermore, for a.e. x ∈ , for all ν ∈ Rn, ‖ν‖ = 1, it holds
〈Xxν, ν〉 ≥ −2 max{ϕ(y, f (y)) : y ∈ B(x, δ)} (1 + ‖D f (x)‖3), (6.5)
where Xx is the matrix appearing in the statement of Corollary 6.1.
Proof The first part of the statement is a consequence of the semiconvexity of f
on B(x, δ) (see Proposition 1.1.3 in [9]). To show (6.5), take ν ∈ Rn such that
‖ν‖ = 1 and x ∈ A such that (6.4) holds. Recalling (1) in Theorem 3.2, we know
that f is ϕ0-convex of order 3 in B(x, δ), with ϕ0 = max{ϕ(y, f (y)) : y ∈
B(x, δ)}. Then
f (x + tν) ≥ f (x) + t〈D f (x), ν〉 − ϕ0(1 + ‖D f (x)‖3)t2.
Rearranging the above inequality and using (6.4) we obtain
t2
2
〈Xxν, ν〉 + o(t2) ≥ −ϕ0(1 + ‖D f (x)‖3)t2.
Dividing by t2 and passing to the limit for t → 0 we prove (6.5). 
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7 Estimates on total variations
The following result shows that (locally bounded) functions with ϕ0-convex epi-
graph, though not necessarily locally Lipschitz, are actually locally BV in the
interior of their domain.
Proposition 7.1 Let  ⊆ Rn be open, and let f :  → R ∪ {+∞} be proper,
lower semicontinuous with epi( f ) ϕ-convex. Set ′ = int dom( f ), and assume
that f ∈ L∞loc(′) or, alternatively, that n = 1 and ϕ ≡ ϕ0 ∈ R+. Then f ∈
BVloc(′).
Proof By Claim 3 in the proof of Theorem 5.1 there is no loss of generality in
assuming that ′ = ∅. Let U ⊂ ′ be open, bounded, and such that U ⊂ ′.
Recalling Theorem 3.2 (3), or the local boundedness assumption, we have that
there exist contants m, M such that
m < inf
U
f ≤ sup
U
f < M,
and f ∈ L1(U ). By Proposition 4.2, P(epi( f ),U × (m, M)) < +∞, that is
sup
{∫
U×(m,M)
χepi( f )(x, t) divψ(x, t) dx dt : ψ ∈ C∞c
(U × (m, M)), ‖ψ‖∞ ≤ 1} := c < +∞.
Observe that, for all test functions ψ ,∫
U×(m,M)
χepi( f )(x, t) divψ(x, t) dx dt
=
∫
R
(∫
U
χ[ f (x),+∞)(t) divψ(x, t)dx
)
dt ≤ c. (7.1)
Fix σ ∈ C∞c (U ), ‖σ‖∞ ≤ 1. Choose, for all t ∈ (m, M), τt ∈ C∞c (m, M) such
that ‖τt‖∞ ≤ 1 and τt (t) = 1 in a neighborhood of t , and set ψσ,t (x, t) =
σ(x)τt (t). By (7.1), for a.e. t ∈ (m, M) we have
P({x ∈ U : f (x) ≤ t},U )
= sup
{∫
U
χ[ f (x),+∞)(t) divψσ,t (x, t) dx : σ ∈ C∞c (U ), ‖σ‖∞ ≤ 1
}
,
and ∫
R
P({x ∈ U : f (x) ≤ t},U ) dt ≤ c.
Recalling Theorem 1, p. 185 in [20], we see that f ∈ BV (U ). 
Remark 7.8 The function f (x) = 1/|x | for x = 0, = 0 for x = 0 has ϕ-convex
(not ϕ0-convex) epigraph, but f ∈ BVloc(R).
Corollary 7.1 Let f :  → R ∪ {+∞} satisfy the assumptions of Proposition
7.1. Then the set {x ∈ int dom( f ) : ap limy→x f (y) does not exist } is countably
Hn−1-rectifiable.
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Proof See Theorem 3.7.8, p. 173, in [3]. 
Recalling the concept of approximate differential (see [20, p. 123]) we show:
Corollary 7.2 Under the assumption of Proposition 7.1, f is approximately dif-
ferentiable in  and ap D f = D f = Dw f Ln-a.e. in , where Dw f is the vector
of distributional partial derivatives of f in .
Proof By Theorem 5.1, ap D f = D f Ln-a.e. in . By Theorem 4, p. 233 in [20],
ap D f = Dw f Ln-a.e. 
Concerning the total variation of D f , the following can be easily seen.
Proposition 7.2 Let f :  → R ∪ {+∞} satisfy the assumption of Theorem 5.1.
Then for Ln-a.e. x ∈  there exists δ = δ(x) > 0 such that D f ∈ BV (B(x, δ)).
Proof It suffices to take δ such that f is semiconvex on B(x, δ), and apply Theo-
rem 3 p. 240 in [20]. 
Remark 7.9 The above result is in a sense optimal, since, for example, the function
f (x) = sign(x) 12√|x | (which for a.e. x is D
√|x |) is not BVloc(R). This marks a
difference between convex functions and functions whose epigraph is ϕ0-convex.
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