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Statistical modeling often involves identifying an optimal estimate to some underlying probability
distribution known to satisfy some given constraints. I show here that choosing as estimate the
centroid, or center of mass, of the set consistent with the constraints formally minimizes an objective
measure of the expected error. Further, I obtain a useful approximation to this point, valid in the
thermodynamic limit, that immediately provides much information relating to the full solution set’s
geometry. For weak constraints, the centroid is close to the popular maximum entropy solution,
whereas for strong constraints the two are far apart. Because of this, centroid inference is often
substantially more accurate. The results I present allow for its straightforward application.
PACS numbers: 82.20.Pm, 05.40.-a, 89.70.Cf, 02.50.Tt
One is sometimes confronted with the challenge of esti-
mating probabilities from partial information. For exam-
ple, given a stochastic system that transitions between a
very large number of distinct states, the sampling time
required to directly obtain a statistically significant esti-
mate – through binning, say – to the occupation proba-
bility of some particular state may be prohibitively long.
This is often the case in neuroscience experiments, be-
cause the number of distinct states that a neural net-
work can access grows exponentially with network size
[1–3]. Although rigorous distribution identification is not
possible in such situations, inference strategies that in-
telligently make use of available data can provide good
estimates [4]. Here, I consider probabilistic inference in
the uniform ensemble, where all distributions consistent
with a given set of constraints are supposed equally likely.
Using methods of statistical mechanics, I obtain a simple
approximation to the centroid of the solution set, defined
by equations (11)-(13), below. This, in turn, leads to
useful results characterizing the full solution set’s geom-
etry, and it also allows for comparison to the maximum
entropy solution. I find that the centroid is sometimes
expected to be substantially more accurate.
I consider here the following general scenario: It
is given that a desired, underlying distribution p∗ ≡
(p1, p2, . . . , pN ) on N states, with p
∗
i ∈ [0, 1] the proba-
bility of state i, satisfies a set of C  N linear constraints
of the form∑
i
p∗i fji = 1, j ∈ {1, 2, . . . , C}, (1)
with the real-valued {fji} specified. The distribution is
normalized to ∑
i
p∗i = 1. (2)
I refer to the set S of distributions p satisfying (1) and
(2) as the solution set. We are to select from S one
∗Electronic address: landy@mrl.ucsb.edu
distribution that is optimal: Here, I consider the case
where the selected distribution is supposed to be a good
approximation to the unknown p∗. I take as a measure
of error in estimate p the quantity
E (p∗,p) ≡ |p∗ − p|2 =
∑
i
(p∗i − pi)2 , (3)
the squared distance between the underlying and the es-
timated distributions. I stress that (3) is not necessar-
ily the only appropriate measure of error in an inference
problem. However, it does represent an objective mea-
sure that is both familiar and useful to consider.
In certain situations, it may be appropriate to consider
certain members of S more likely to be p∗ than others.
For example, if we know that p∗ was generated by a pro-
cess more likely to generate sparse distributions, sparse
members of S should be weighted more heavily [5]. How-
ever, in the absence of such information, an axiom of
equal probability is appropriate: Every state consistent
with (1) and (2) should be considered equally likely to be
the underlying distribution [10]. I work under this axiom
here. In this case, the expected error in an estimate p is
obtained by averaging (3) over p∗,
〈E(p∗,p)〉p∗∈S =
∑
i
p2i − 2pi 〈p∗i 〉S +
〈
p∗2i
〉
S . (4)
The solution pc that minimizes the expected error is ob-
tained by setting the derivative of (4), with respect to pi,
to zero. This gives,
p→ pc = 〈p∗〉S , (5)
the centroid of the solution set [11]. This represents
the formal solution to a particular, well-defined inference
problem. Namely, this returns the distribution in S min-
imizing (4). Unfortunately, a simple, general formula for
pc does not exist [6]. However, in the following, I obtain
an estimate to pc that is easy to evaluate. Comparison
to this pc estimate then provides a simple method for
testing the expected performance of other solutions: For
p close to pc, the expected error (4) is nearly minimized.
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2On the other hand, the expected error (4) is relatively
large for p far from pc.
In order to characterize the solution set, I consider
the configuration partition sum associated with a free
particle, with position p, moving through S. This is
Z =
∫ ∞
0
δ
(∑
pi − s
) C∏
j=1
δ
(∑
i
pifji − tj
)
N∏
i=1
dpi, (6)
where I have generalized slightly the constraint equations
(1) and (2), now requiring the sum over probabilities to
be equal to s and the dot product of p along fj to be
tj . As defined, Z is simply equal to the volume of the
solution set S. The Laplace transform of Z is
Z˜ (m, {λj}) ≡
∫ ∞
0
Z (s, {tj}) e−sm−
∑
j tjλjds
∏
j
dtj
=
∫ ∞
0
e−m
∑
pi−
∑
i pi
∑
j λjfji
N∏
i=1
dpi. (7)
Here, I have used (6) to obtain the second line. The
integrals over the {pi} are now decoupled, and Z˜ can be
evaluated in closed form as
Z˜ (m, {λj}) =
N∏
i=1
1
m+
∑
j λjfji
. (8)
The solution set volume is given formally by the inverse
Laplace transform of this quantity,
Z (s, {tj}) ≡
∮
Z˜ (m, {λj}) esm+
∑
j tjλjdm
∏
j
dλj , (9)
where the indicated contours are parallel to the imagi-
nary axis [7].
In order to evaluate the integral (9), I now assume
that N , the number of accessible states, or components
of p, is large. In this case, the integrand in (9) will be
highly peaked, and an asymptotic series for logZ can be
obtained, the first term being the saddle point value [7].
Setting s and the {tj} to their common, physical value,
one, we have
Z =
∮
m,{λj}
em+
∑
j λj−
∑
i log(m+
∑
j λjfji)
≈ em∗+
∑
j λ
∗
j−
∑
i log(m
∗+
∑
j λ
∗
j fji), (10)
where the saddle point m∗ and {λ∗j} values are those
that leave the derivative of logZ stationary. That is,
they satisfy the following equations, obtained by setting
the derivatives of the exponent in (10), with respect to
m and the {λj}, individually to zero:
1−
N∑
i=1
1
m∗ +
∑
j λ
∗
jfji
= 0 (11)
1−
N∑
i=1
fji
m∗ +
∑
j λ
∗
jfji
= 0, j ∈ {1, 2, . . . C}.
We can solve directly for one unknown: Summing over
the second line above, multiplied by λ∗j , and adding to
this m∗ times the first line, gives
m∗ = N −
∑
j
λ∗j , (12)
a simple relationship. The remaining C unknowns, the{
λ∗j
}
, must be solved for using (1), or, equivalently, the
latter conditions of (11).
Notice that if we define
pc,1i ≡
1
m∗ +
∑
j λ
∗
jfji
, (13)
the saddle point conditions (11) imply that the distribu-
tion pc,1 satisfies both (1) and (2). In fact, pc,1 is the
first-order, saddle point estimate to the centroid of S.
This is most easily proven by introducing a field hi in
(6) coupled to pi. Following steps similar to those shown
above, this gives
Z →
∫
δ
(∑
pi − s
)∏
j
δ
(∑
i
pifji − tj
)
e−
∑
i hipi
=
∮
m,{λj}
em+
∑
j λj−
∑
i log(m+
∑
j λjfji+hi). (14)
From the first line above, we obtain
pci ≡ 〈pi〉S = − ∂hi logZ|{hj}=0 , (15)
an exact identity. Applying the saddle point approxima-
tion to (14) gives the analog of (10), with the hi field
included. Plugging in to (15) then gives pc ∼ pc,1,
the value in (13). More accurate estimates are obtained
through expansion about the saddle point. For example,
writing m = m∗ + δm and λj = λ∗j + δλj , evaluation of
the Gaussian fluctuations about the saddle point gives
logZ ∼
C∑
j=0
λ∗j −
∑
i
log
hi + C∑
j=0
λ∗jfji

−1
2
log detM, (16)
whereM is the (C+1)× (C+1) matrix with components
Mαβ ≡
∑
i
fαifβi(
hi +
∑C
j=0 λ
∗
jfji
)2 . (17)
Here, I have written m∗ ≡ λ∗0 and f0i ≡ 1, in order to
briefly simplify notation. Combining (15) and (16) gives
the second order centroid estimate pc,2, a refinement to
pc,1. In order to carry out the implied variation of (16)
with respect to hi here, the field dependences of the
{
λ∗j
}
are needed within M [12]. Differentiating the saddle
point equations,
∑
i fji (hi +
∑
k λ
∗
kfki)
−1
= 1, gives the
matrix equation
Mαβ∂hiλ∗β = −fαi
(
pc,1i
)2
, (18)
3which can be inverted to solve for the necessary deriva-
tives. Carrying out this procedure is useful for small N .
However, for N & 100, pc,1 already provides an accurate
approximation to pc.
Once pc,1 has been evaluated, one can immediately
characterize, approximately, the solution set’s geometry.
For example, from (14), the variance of pi is
σ2pi ≡
〈
p2i
〉
S − 〈pi〉
2
S = ∂
2
hi logZ
∣∣
{hj}=0 . (19)
Plugging in the saddle point estimate for Z gives
σpi ∼ pc,1i . (20)
That is, the width of the solution set in the eˆi direction
is approximately equal to pci , the i
th component of the
solution set’s centroid. Higher-order cumulant averages
also immediately follow. Further, at the saddle point
level, from (10), (12), and (13),
Z ∼ eN
N∏
i=1
1
m∗ +
∑
j λ
∗
jfji
= eN
N∏
i=1
pc,1i . (21)
We see that the solution set volume is proportional to
the product of the centroid’s components. This provides
a simple, qualitative means for determining whether a
given set of constraints (1) is strong or weak: By the
arithmetic-geometric mean inequality, we have
Z ∼ eN
N∏
i=1
pc,1i ≤ eN ×
{
1
N
∑
i
pci
}N
= exp [N −N logN ] , (22)
where I have made use of the normalization condition (2)
to obtain the second line. Equality holds here if and only
if each of the
{
pc,1i
}
are equal to 1N , which is the case only
in the absence of constraints. If constraints are applied,
and the {pc,1i } are substantially different in magnitude,
the upper bound in (22) is far from strict. In this limit,
the solution set volume is significantly diminished, and
the constraints can be considered strong. On the other
hand, if the {pc,1i } are all similar in magnitude, logZ
is only slightly diminished, and the constraints can be
considered weak.
We are now in a position to compare the centroid so-
lution pc, which minimizes the expected error (4), to the
maximum entropy solution pME , which maximizes
S ≡ −
∑
i
pi log pi, (23)
the Shannon entropy [8]. In a sense, pME is the mem-
ber of S having the smoothest distribution. Objective
criteria for its success are of great value, as maximum
entropy inference is applied in many contexts. Using La-
grange multipliers, it is easy to show that pME is given
formally by [4, 9]
pMEi = exp
−m−∑
j
λjfji
 , (24)
FIG. 1: (color online) Centroid pci (red, filled circle), centroid
estimate pc,1i (open circle), and maximum entropy solution
pMEi (square) versus index i for an N = 16 system, subject
to a single, strong constraint p · f = 1. Here, the components
of f were selected at random, with P (fi) ∝ exp[−f2i /2]. The
centroid pc was obtained by averaging over a 109 step random
walk through S. (inset): Relative absolute error in centroid
estimates: |pc,ji − pci |/pci , for j = 1 (open) and j = 2 (filled).
where m and the {λj} must now be chosen so that (24)
satisfies the constraints (1) and (2). As in the pc,1 anal-
ysis, the normalization condition provides a simple solu-
tion for one of the unknowns:
em =
∑
i
e−
∑
j λjfji . (25)
The {λj} must again be solved for using (1).
The distance between pME and the exact pc can be
estimated analytically by comparing (24) to (13), which
take a very similar form. Assuming the {fji} are Gaus-
sian distributed, with P (fji) ∝ exp
[−f2ji/2σ2], expand-
ing either pc,1 or pME to first order in the {fji} results
in the following solution:
pi ∼ α+
∑
j
βjfji + . . . , (26)
where α and the {βj} are given by
α ∼ 1
N
βj ∼ 1∑
k f
2
jk
×
{
1−
∑
i fji
N
}
, (27)
the values needed for (26) to satisfy (1) and (2) to lead-
ing order in N . The leading form (26), (27) is com-
mon to both pc,1 and pME because they both take the
form of functions having arguments linear in the {fji}.
If σ  √N , the condition formally defining the weak
constraint limit for Gaussian-distributed {fji} [13], the
term proportional to
∑
i fji dominates βj in (27), and
the second term in (26) is of order O
(
C1/2
N3/2
)
. This is
smaller than the leading α contribution in (26), which
4is O(N−1). In this case, the distance between pME and
pc,1 can be estimated by considering expansion up to
second order in the {fji}, where the two solutions have
differing Taylor series coefficients: ex ∼ 1 + x+ x22 + . . .,
while 11−x ∼ 1 + x+ x2 + . . .. This gives
pc,1i − pMEi ∼ O
∑
j
β2j
α
f2ji
 ∼ O( C
N2
)
, (28)
much smaller than the width of the solution space, which,
from (20) and (26), is given by σpi ∼ O
(
1
N
)
. The maxi-
mum entropy and centroid solutions are very close in the
large N , weak constraint limit.
In the strong constraint limit, σ  N1/2, the first
term in (27) dominates βj , and the second term in (26)
is
∑
j βjfji ∼ O
(
1
Nσ
)
. As σ → O(1), this is no longer
smaller than α, signaling the breakdown of the asymp-
totic expansion. Empirically, I find that in this case
pc,1i − pMEi ∼ O (σpi) ∼ O
(
pc,1i
)
. (29)
That is, in the strong constraint limit, the two solutions
are distant, with component separations comparable to
the solution space widths. A typical example illustrat-
ing this is shown in Fig. 1. Here, as expected, pc,1 is
much closer to the exact pc (obtained via averaging over
a random walk through S) than is pME . The discrep-
ancy between the two is largest when pci (which sets the
width σpi) is large. Further, p
ME
i < p
c
i for all compo-
nents taking relatively large or relatively small values,
whereas pMEi > p
c
i for all i taking intermediate values.
This qualitative observation appears to hold quite gen-
erally, with entropy maximization occurring at a point
whose intermediate weight components are substantially
bolstered relative to those of the centroid, while all other
components are relatively diminished.
In summary, then, I have shown that the centroid pc of
S provides the formal solution to (1) and (2) that min-
imizes (4). Although other variational score functions
could be employed – e.g., the entropy – (4) represents a
useful one to consider, in that it provides an objective
measure for the expected error. By comparing the pop-
ular maximum entropy solution pME to the centroid’s
saddle point approximation – pc,1, given by equations
(11)-(13), I have shown that pME actually performs quite
well, in general, in the weak constraint limit. This is a
very useful result, as most prior tests of the maximum
entropy principle have relied upon particular, testable
examples. In the strong constraint limit, the centroid
and maximum entropy solutions are distant, and pME
is expected to perform poorly, by measure (4). In this
limit, centroid inference is typically much more accurate.
Like maximum entropy inference, centroid inference
has the benefit of being free from any bias associated
with fitting to a particular, model form. In practice, the
centroid estimate can be obtained through averaging over
a random walk through S. However, the walk time re-
quired increases relatively quickly with N . Alternatively,
successive analytic approximations to pc can be obtained
using the method I outline here. The saddle point ap-
proximation pc,1 provides a simple, first estimate, very
similar in form to pME , that is accurate in the large
N limit. Evaluation of pc,1 provides substantial value,
even when not working within the uniform ensemble, as
it immediately provides much information relating to the
solution set’s geometry, as well as to the strength of the
applied constraints.
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