Abstract-Rendezvous is a vital step for secondary users who want to initiate a communication in cognitive radio networks. In this paper, we propose a novel Padded-Dyck-Path-based (PDP) rendezvous algorithm that generates channel hopping sequences utilizing global channels. PDP is designed according to the roundabout Dyck path so as to increase rendezvous opportunities. As the global channels may not be shared in distributed environments, we also propose a local PDP (L-PDP) heterogeneous rendezvous algorithm that generates channel hopping sequences utilizing only local available channels. L-PDP can significantly reduce rendezvous latency and allow for distributed implementations. We prove that both PDP and L-PDP can provide guaranteed rendezvous and derive their upper bounds of rendezvous latency. Analytical and simulation results show that PDP and L-PDP outperform existing algorithms in terms of time-to-rendezvous in global and local scenarios, respectively.
I. INTRODUCTION
Cognitive radio networks (CRNs) have emerged as an effective technology to cope with the dilemma between shortage and under-utilization of limited spectrum resources. Secondary users (SUs) are capable of making opportunistic use of the licensed spectrums without causing interference to primary users (PUs).
Rendezvous is a fundamental operation for SUs who want to start or rebuild the data transfer to an intended neighbor SU. During the rendezvous procedure, in-range SUs try to select one common available channel to access at the same time and establish a communication link. To support delaysensitive applications, the rendezvous procedure should be accomplished as fast as possible. However, fast rendezvous is far from trivial, due to the fact that SUs may own asynchronous local clocks, heterogeneous local available channels, anonymous SUs' identifiers (IDs) and so on.
Traditional methods rely on a common control channel (CCC) to address the channel rendezvous problem (e.g., [1] ). However, the CCC may easily become temporally blocked due to the dynamic activities of PUs. Moreover, the CCC suffers from the problems of channel saturation and jamming attacks [2] . To address the CCC issue, extensive blind rendezvous algorithms have been investigated for CRNs. Most of the blind rendezvous algorithms ingeniously construct the periodic channel hopping (CH) sequences, which determine the order to access channels for SUs in a time-slotted CRN. Two key metrics to evaluate the algorithms are maximum and expected time-to-rendezvous (MTTR/ETTR).
Existing blind rendezvous algorithms can be generally classified based on the following criteria.
(i) Synchronous/asynchronous clock. Synchronous algorithms (e.g., CACH [3] , DSP [4] , QLCH [5] ) are only applicable to the scenario which assumes that SUs can start channel hopping at the same clock. However, it is impractical to require scattered SUs to have synchronized clocks without exchanging messages. Thus, it is necessary to support the asynchronous scenario.
(ii) Symmetric/asymmetric role. Asymmetric-role algorithms (e.g., Asym-ACH [6] , Framework in [7] ) need to pre-assign the role (either a sender or a receiver) before hopping. Different roles generate CH sequences based on different rules. This method can usually reduce the rendezvous latency. Nevertheless, it is difficult to distinguish the roles. A receiver can also become a sender and vice versa. Moreover, it is unrealistic to design various CH sequences for each SU especially when there are a large number of SUs. Thus, symmetric-role algorithms are preferred.
(iii) Onymous/anonymous information. Onymous algorithms (e.g., Sym-ACH [6] , Framework in [7] ) rely on distinct SUs' IDs to generate CH sequences. However, SUs in the distributed CRN are anonymous in most cases and they do not possess a public ID. Thus, anonymous algorithms without any individual identities are favorable.
(iv) Homogeneous/heterogeneous model. In the homogeneous model, SUs have the same spectrum sensing capability and the observable channels of each SU are the same. The homogeneous model further includes the symmetric/asymmetric channel set (the available channels at each SU are same/different) [8] . CH sequences in the homogeneous model usually utilize the global channels and attempt rendezvous on each channel. The unavailable channels will be randomly replaced with available ones to avoid unnecessary attempts. In contrast, SUs in the heterogeneous model have different spectrum sensing capabilities and different ranges of observable channels. CH sequences in the heterogeneous model utilize only local available channels and the CH sequence period is obviously shorter than the homogeneous model especially when the local available channels are far fewer than the global ones. Moreover, SUs usually have no knowledge of the global channels in distributed CRNs. Therefore, the heterogeneous model is applicable in practice.
To address the above mentioned challenges altogether, we present two blind rendezvous algorithms. The contributions of this paper are summarized as follows:
• Assuming that the global channel number N is known, we propose a Padded-Dyck-Path-based (PDP) rendezvous algorithm. In order to create more rendezvous opportunities, PDP designs CH sequences according to the selected roundabout Dyck paths. We prove the deterministic rendezvous property of PDP and derive the theoretical MTTR of PDP is N(2N + 1) timeslots.
• As the global channels may not be shared among SUs in distributed CRNs, we then propose a local version of PDP (L-PDP) by utilizing only local available channels, given that the periods of the CH sequences for two SUs are coprime. We prove the deterministic rendezvous property of L-PDP and derive the theoretical MTTR of L-PDP is T A T B − min {T A , T B } · G + 1 timeslots (T A and T B are the periods of the CH sequences for two SUs, and G is the number of common available channels between them).
• We compare the proposed PDP and L-PDP to several state-of-the-art blind rendezvous algorithms through extensive simulations and demonstrate the efficiency of this work. The rest of this paper is organized as follows. Section II describes some relevant works. Section III provides the system model. Section IV presents the PDP rendezvous algorithm and analyzes its theoretical performance. Section V presents the L-PDP rendezvous algorithm and analyzes its theoretical performance. Section VI displays the simulation results. Finally, section VII concludes the paper.
II. RELATED WORK
In this section, we review the state-of-the-art asynchronous, symmetric-role blind rendezvous algorithms. Jump-Stay (JS) algorithm [9] includes two jump frames and one stay frame in each period. Each frame lasts for P timeslots (P is the smallest prime number not smaller than the global channel number N). SUs will keep on switching channels during the jump frame and stay on a specific channel during the stay frame. Enhanced-Jump-Stay (EJS) algorithm [10] is modified from JS, in which the number of jump frames in one period is increased to 3. EJS can reduce the MTTR/ETTR of JS when SUs own asymmetric available channels. FRCH [11] is a fast rendezvous algorithm. One period of the FRCH sequence consists of 2N + 1 timeslots, which is much shorter than the previous, and therefore can achieve rendezvous faster. However, FRCH cannot achieve deterministic rendezvous when N = ((5 + 2α)r − 1) / 2 (α is a nonnegative integer and r is an odd integer larger than 3). SSB [12] , whose period is only 2N − 1 timeslots, hops among channels like an elevator that moves upwards and downwards continuously. In terms of MTTR/ETTR, SSB outperforms FRCH and EJS. However, the deterministic property of SSB is only valid when N = ((3 + 2α)r + 1) / 2 [13] . HS [14] is a coordinated rendezvous algorithm applicable to multiple SUs, which can adjust the CH sequences when SUs rendezvous pairwise. T-CH [15] is a matrix-based rendezvous algorithm, in which the matrix includes jump-columns and stay-columns. The T-CH sequence is generated by concatenating rows in the matrix. The limitation of T-CH is that the global channel number N must be a prime number. To sum up, the above mentioned algorithms assume that the global channels are known to all SUs, which is not quite practical in distributed CRNs.
Due to the inherent heterogeneity of cognitive radios, rendezvous algorithms for the heterogeneous model have broader applications and gradually become the research hotspots in this field. Heterogeneous Hopping (HH) [8] and Interlocking Channel Hopping (ICH) [16] are two innovative algorithms for the heterogeneous CRN. Both HH and ICH include the fixed, rotating and parity sub-sequences in one period. However, HH and ICH only work when each SU has the capability of sensing a range of consecutive channels, which imposes strict limitation to their applications. A-HCH [17] is a thorough heterogeneous rendezvous algorithms without the assumption of consecutive channel set. From the perspective of group theory, A-HCH algorithm combines fast and slow CH sequences according to SUs' IDs. A-HCH can accelerate rendezvous compared to HH while guaranteeing the maximum number of rendezvous channels. CBH [18] and MLS [19] are another two representative algorithms with heterogeneous local channels. CBH and MLS convert SUs' IDs to distinct bit strings, which are then utilized to guide rendezvous. However, all of A-HCH, CBH and MLS generate CH sequences with the aid of SUs' IDs, which is not favorable for anonymous SUs with no public IDs in distributed environments.
Different from previous heterogeneous algorithms, the proposed PDP and L-PDP algorithms do not need the extra information of SUs' IDs. Meanwhile, the MTTRs of PDP and L-PDP are relatively shorter than others in global and local scenarios, respectively. Table I summarizes several existing representative algorithms as well as ours. Note that the CH sequences of the first four algorithms are generated based on global channels, while the others are based on local channels.
TABLE I COMPARISONS OF DIFFERENT ALGORITHMS

Algorithm
Period MTTR SSB [12] 2N − 1
Remarks: N is the number of global channels; P is the smallest prime number not smaller than N; N A and N B are the numbers of local available channels of SU A and SU B ;
G is the number of common available channels; l is the length of the choice sequence in A-HCH and Δ is the degree of the symmetrization class, refer to [17] 
III. SYSTEM MODEL
We consider a CRN with N licensed channels (denoted as C = {c 0 , c 1 ,...,c N−1 }). In the asynchronous scenario, SUs may start the CH process according to their local clocks and we represent the clock drift between two SUs as δ . The system time is divided into timeslots with equal length of 2t (e.g., t=10ms) in order to ensure an overlap of t when timeslots are misaligned. Note that t is long enough to complete handshaking. In this paper, the rendezvous algorithms for two SUs (SU A and SU B ) are studied, and they can be extended to the multi-users scenario as the schemes in [9] and [14] . 
IV. PADDED-DYCK-PATH-BASED ALGORITHM
A. Algorithm description
The Catalan number [20] [21] is one of the most celebrated integer sequences, which has the delightful propensity for popping up unexpectedly, particularly in combinatorial problems. Dyck path, as an important application instance of the Catalan number, is a lattice path in the 2-dimension integer lattice Z 2 consisting of up-steps and down-steps, which never passes through but may touch the x-axis. The number of Dyck paths from (0, 0) to (2N, 0) is given by the Catalan number:
In [20] , all different kinds of Dyck paths are depicted when N = 3. As shown in Fig.1(a) , the folding line denotes a Dyck path whose length is T = 2N = 6.
The Dyck path can be seen as a CH sequence, which accesses the channels in a roundabout manner. In Fig.1(a) , let x-axis and y-axis denote time and channel, respectively. The arrows at the same height indicate the same channel, then the CH sequence of Fig.1(a) is {0, 0, 0, 1, 1, 0}. Note that a straight up and down path will not be adopted. The reason is that if the interval between two SUs is even, then one SU is always behind the other and they will never rendezvous. From the example of Fig.1(a) , it can be found that when the Dyck path folds back at a specific channel, at least one channel from the top cannot be accessed. In order that each channel has the 1 s t A can also be denoted as S A (t). We will use these two notations interchangeably in this paper. chance to be accessed, we use the following padding scheme to solve it. Padding scheme. Whenever there is a channel from the top unvisited, we will pad one step towards the northeast direction at the lower left position and another one towards the southeast direction at the lower right position, respectively. In Fig.1(b) , the dashed arrows denote the padded steps and the CH sequence of the path is {0, 1, 1, 1, 2, 2, 1, 0}. In this way, we will pad 2m steps to the CH sequences when m (m ∈ [1, N −1]) channels from the top cannot be accessed. Since the MTTR is mainly determined by the period of CH sequences, the sequences should be designed as short as possible. Therefore, we only adopt the paths with no peaks at channel c N−1 . In this case, only two steps are padded to the bottom of the Dyck path and thus the period of the Padded-Dyck-Path-based (PDP) CH sequence is T = 2N + 2.
Next, we will further downsize the PDP CH sequence period through the following downsizing scheme. Downsizing scheme. After being padded two bottom steps, the Dyck paths can fold back and wait two timeslots at a specific channel (termed as roundabout channel) ranging from c 1 to c N−1 . Therefore, it is unnecessary to spend one extra timeslot accessing the top channel c N−1 and subsequently the period can be decreased to T = 2N + 1. As shown in Fig.1(c) , we let the x-coordinate and y-coordinate of black dots instead of lattices denote time and channel, respectively. Then the roundabout channel is identified by the height of the horizontal line. The solid and dashed lines represent two SUs whose initial interval is 6. The CH sequence of the solid line is {0, 1, 1, 1, 2, 1, 0
The design intuition of PDP is that if the roundabout channel is available to both SUs, it may increase the rendezvous opportunities. As illustrated in Fig.1(c) , two of the four intersection points between the CH sequences are achieved on the roundabout channels (i.e., c 1 at timeslot 8 and c 2 at timeslot 10).
The PDP CH sequence for SU A can be mathematically formulated as: For any k ∈ N, r ∈ [1, N − 1], (i) if the roundabout channel c r appears in the ascending phase, then
(ii) if the roundabout channel c r appears in the descending phase, then
where "mod" denotes the modulus operation.
As the whole PDP CH sequence is concatenated from period to period, channel c 0 must consecutively appear twice at the border between any two periods and c 0 is never a roundabout channel because of the steps-padding operation. Moreover, we can conclude the following lemma.
Lemma 1: All channels appear at least once and at most four times in one period of the PDP CH sequences.
Proof: According to Eq. (1) and Eq. (2), channel c N−1 is accessed three times if it is a roundabout channel, and only once otherwise. The other channels except c 0 and c N−1 appear at least twice in one PDP period if they are not roundabout channels and at most four times otherwise.
The PDP algorithm is presented in Algorithm 1. At the beginning of each period, each SU randomly selects a PDP CH sequence. By doing this, we expect that any pair of SUs can rendezvous on different common available channels. This arrangement fully utilizes distinct rendezvous channels and also avoids the unfair case that SUs selecting the same CH sequence have fewer chances to rendezvous than those selecting different ones. To avoid unnecessary rendezvous attempt, the unavailable channels will be replaced with local available ones, as shown in lines 20-21 of Algorithm 1.
B. Performance analysis
Let t A and t B denote the local clocks of SU A and SU B , respectively. Without loss of generality, suppose SU B starts hopping δ timeslots later than SU A , then t A = t B + δ . Let δ = δ mod (2N + 1) denote the relative clock drift between SU A and SU B . To guarantee rendezvous between SU A and SU B in the asynchronous scenario, there must exist a timeslot, in which both SUs access the same available channel.
Lemma 2: The PDP CH sequences of two SUs have at least one intersection point within one period regardless of the clock drift between them.
Proof: Case 1 δ = 0. In this case, the periods of two SUs are aligned. Both SUs will access the same channel c 0 in the first timeslot.
Case 2 δ is a positive even number. Let τ e = 2N + 1 − δ 2 , then N + 1 τ e 2N (τ e denotes the possible relative locations of the rendezvous timeslot in some period of the CH sequence that starts hopping first). Due to the different locations of the roundabout channel, Case 2 can be classified into two subcases. Case 2.1 The roundabout channels of two CH sequences appear in the same direction (i.e., ascending or descending phase). Without loss of generality, assume that S A and S B both detour in the ascending phase. Then the deterministic intersection point occurs in the descending phase of S A and the ascending phase of S B . Here we will take the clock of SU B as the reference time. According to Eq. (1), the intersection point between two CH sequences may occur in two locations regardless of the randomness of the roundabout channel.
If kT t B kT + r, then the rendezvous channel is
If kT + r + 1 t B kT + N + 1, the rendezvous channel is Fig. 2(a) illustrates one rendezvous example in this subcase, where the solid and dashed lines represent SU A and SU B respectively and the black dots represent the deterministic intersection points.
Case 2.2 The roundabout channels of two CH sequences appear in different directions. Without loss of generality, assume that S A detours in the ascending phase and S B detours in the descending phase. Then the deterministic intersection point occurs in the ascending phase of S B and the descending phase of S A . Here we will take the clock of SU B as the reference time. 4 5 6 7 8 9 10 11 12 13 14 15 16 time 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 , then 1 τ o N (the meaning of τ o is similar to τ e except that δ is odd). Similar to Case 2, Case 3 can also be classified into two subcases.
Case 3.1 The roundabout channels of two CH sequences appear in the same direction. Without loss of generality, assume that S A and S B both detour in the ascending phase. Then the deterministic intersection point occurs in the ascending phase of S A and the descending phase of S B . Here we take the clock of SU A as the reference time. According to Eq. (1), the intersection point may occur in two locations regardless of the randomness of the roundabout channel.
If kT t A kT + r, then the rendezvous channel is
If kT + r + 1 t A kT + N + 1, the rendezvous channel is Fig. 2(c) illustrates the intersection points in this subcase. Case 3.2 The roundabout channels of two CH sequences appear in different directions. Without loss of generality, assume that S A detours in the ascending phase and S B detours in the descending phase. Then the deterministic intersection point occurs in the same location as Case 3.1. The mathematical expression of the intersection point is also identical to Case 3.1. Fig. 2(d) illustrates the intersection points in this subcase.
To sum up, the PDP CH sequences of two SUs have at least one intersection point within one period regardless of the clock drift between them and regardless of the random locations of the roundabout channels.
Theorem 1: Two SUs (SU A and SU B ) performing the PDP algorithm can achieve rendezvous in at most N(2N + 1) timeslots in heterogeneous CRNs.
Proof: According to Lemma 2, two asynchronous PDP CH sequences can always overlap within T = 2N + 1 timeslots regardless of the value of δ when all channels are available. Therefore, the rendezvous is assured.
However, the available channel set for one SU is only a subset of C. The worst case (i.e., MTTR is reached) happens when the former N − 1 channels are all unavailable, and the last common available one is left to guide rendezvous. According to the principle of channel replacement, the unavailable channel will be replaced with the ((
After the replacement operation of unavailable channels, the maximum length of the result CH sequence is max{|C A |, |C B |} · T , in which the unique common available channel must appear to guide rendezvous. In heterogeneous CRNs, we have max{|C A |, |C B |} = N, given that all global channels are potentially available for SUs. Therefore, the largest value of period to achieve rendezvous is N and the MTTR is given by N(2N + 1) timeslots.
V. LOCAL PDP ALGORITHM
A. Algorithm description
Assuming that the global channel set C is shared by all SUs, PDP designs CH sequences based on C and randomly replaces the unavailable channels with available ones. However, when the available channels of one SU only account for a small fraction of C, the substituted channels will not accelerate rendezvous but greatly increase the rendezvous latency.
In this section, we design a local PDP (L-PDP) algorithm that depends only on local available channels. As a result, the period of the L-PDP CH sequence of SU A is reduced to 2N A +1, where N A = |C A | denotes the number of available channels of SU A . Different from PDP, L-PDP does not need the channel replacement operation but requires that the periods of two CH sequences (T A and T B ) are co-prime. The L-PDP algorithm is presented in Algorithm 2 in a more concise manner. Proof: Suppose that the local times of SU A and SU B when they both start hopping are t A 0 and t B 0 , respectively. To achieve rendezvous, there must exist t * such that s Next, we further analyze the lower bound of rendezvous latency in the worst case. N A N B N , the worst-case lower bound is N 2 , which is of the rendezvous algorithms based on global channels.
Remark 2: The MTTR of our L-PDP algorithm is T A · T B − min{T A , T B }·G + 1, which can achieve constant approximation as compared to the lower bound of N A N B . Therefore, L-PDP can perform well in heterogeneous CRNs.
VI. SIMULATION
In this section, we carry out simulations to compare the performances of the proposed algorithms with existing representative algorithms. When the CH sequences are generated by utilizing the N global channels, we compare PDP with SSB [12] , HS [14] and T-CH [15] . When the CH sequences are generated by utilizing only local available channels, we compare L-PDP with A-HCH [17] , CBH [18] and MLS [19] . Considering that T-CH requires N to be a prime number, the simulations are conducted by fixing a prime N and varying the number of common available channels G for fair comparison. For each value of G, the simulation results are achieved based on 20, 000 independent runs, in which the maximum/expected time to rendezvous is taken as MTTR/ETTR. Fig. 4 (a) and 4(b) show the comparisons on MTTR in global and local scenarios, respectively. It is evident that the MTTRs of all the rendezvous algorithms roughly decrease as the number of common available channels increases. In the global scenario, the MTTR of PDP is shorter than SSB, HS and T-CH under all values of G. Among SSB, HS and T-CH, the performance of HS is relatively closer to PDP when G 12.
In the local scenario, as the period of L-PDP is much shorter than others, L-PDP obviously achieves the shortest MTTR under all values of G. Note that the MTTR of A-HCH is much longer than others, therefore, some values are not plotted in Fig. 4(b) . Moreover, among the four algorithms based on local channels, L-PDP does not need the extra information of SUs' IDs. Thus, L-PDP is favorable for anonymous SUs in distributed environments. gaps among different algorithms are not large especially when G is large. In the global scenario, the ETTR of PDP are shorter than SSB and HS under all values of G. Although the period of the PDP CH sequence is two timeslots longer than SSB, PDP still achieves a shorter ETTR. The reason is that PDP can increase the rendezvous opportunities in one period on average provided that the roundabout channel is available to both SUs. However, PDP cannot outperform T-CH in terms of ETTR. Note that T-CH requires N to be a prime number, and there is no such limitation in PDP. Thus, PDP is still more flexible. As for the local scenario, when G is small (e.g., G 10), the differences among L-PDP, CBH, MLS and A-HCH are large, and L-PDP undoubtedly achieves the shortest ETTR. When G is large (e.g., G 11), the performances of the four algorithms are basically comparable, and A-HCH shows a slim advantage over L-PDP. However, the performance of L-PDP is more stable than A-HCH in the sense that L-PDP fluctuates less than A-HCH. In this paper, we propose two blind rendezvous algorithms termed PDP and L-PDP without relying on SUs' IDs. PDP is tailored for the global scenario while L-PDP is tailored for the local scenario. Besides, the L-PDP algorithm without any global information is more practical in distributed environments. We prove that both PDP and L-PDP are deterministic rendezvous algorithms and derive their theoretical MTTRs. Extensive simulations show that PDP and L-PDP can effectively reduce the rendezvous latency in global and local scenarios, respectively.
