With deep neural networks providing state-of-theart machine learning models for numerous machine learning tasks, quantifying the robustness of these models has become an important area of research. However, most of the research literature merely focuses on the worst-case setting where the input of the neural network is perturbed with noises that are constrained within an p ball; and several algorithms have been proposed to compute certified lower bounds of minimum adversarial distortion based on such worst-case analysis. In this paper, we address these limitations and extend the approach to a probabilistic setting where the additive noises can follow a given distributional characterization. We propose a novel probabilistic framework PROVEN to PRObabilistically VErify Neural networks with statistical guarantees -i.e., PROVEN certifies the probability that the classifier's top-1 prediction cannot be altered under any constrained p norm perturbation to a given input. Importantly, we show that it is possible to derive closed-form probabilistic certificates based on current state-of-the-art neural network robustness verification frameworks. Hence, the probabilistic certificates provided by PROVEN come naturally and with almost no overhead when obtaining the worst-case certified lower bounds from existing methods such as Fast-Lin, CROWN and CNN-Cert. Experiments on small and large MNIST and CIFAR neural network models demonstrate our probabilistic approach can achieve up to around 75% improvement in the robustness certification with at least a 99.99% confidence compared with the worst-case robustness certificate delivered by CROWN.
Introduction
Despite the recent advances and successes of deep neural networks in many machine learning tasks, it has been shown that adversarial examples exist and can be easily crafted, spanning from image classification [1] to speech recognition [2] to malware detection [3] and sparse regression [4] , just to name a few. Although deep neural networks have achieved unprecedented performance in these applications, their lack of robustness against adversarial perturbations [5, 6] has raised serious concerns and has drawn a great deal of attention by the machine learning communities, as many safety-critical tasks cannot afford the potential risks incurred by adversarial examples.
While there is a growing interest in crafting adversarial examples with stronger attacks under various settings (e.g., white-box/grey-box/black-box attacks) and in developing effective defense strategies against adversarial attacks, the topic of assessing and verifying robustness properties of neural networks is equally important and challenging. Given a well-trained neural network model, we are interested in measuring its robustness on an arbitrary natural example x 0 by examining if the neighborhood of x 0 has the same prediction results; this serves as a robustness proxy for evaluating the ease with which one can turn x 0 into adversarial examples via adversarial manipulations. Conventionally, the concept of neighborhood is characterized by an p ball centered at x 0 with radius for any p ≥ 1, where larger indicates greater robustness. Ideally, for robustness evaluation, we would like to find the smallest adversarial distortion imposed on x 0 that will change the model prediction, which is known as the minimum adversarial distortion. Unfortunately, it has been shown that computing the minimum adversarial distortion on neural networks with ReLU activations is an NP-complete problem [7, 8] , and hence formal verification methods such as Reluplex [7] and Planet [9] are computationally demanding and cannot scale to large realistic networks.
As an alternative to minimum adversarial distortion, the concept of solving for a (non-trivial) lower bound on minimum distortion as a certified robustness metric has been recently proposed in [10, 11, 12, 13, 14, 15, 16, 17] and ap-arXiv:1812.08329v1 [cs. LG] 18 Dec 2018 original input vector F X CDF of a random variable X c = argmin i f i (x 0 ) predicted class of input x 0 f X pdf of a random variable X g t (x) = f c (x) − f t (x) margin function at x for class t P[g t (X) > a] probability that g t (X) is greater than a g L t (x) : R n0 → R linear lower bound of g t (x) γ L theoretical lower bound of P[g t (X) > a] g U t (x) : R n0 → R linear upper bound of g t (x) γ U theoretical upper bound of P[g t (X) > a] pears to be a promising approach. Theoretical lower bounds have been derived in terms of local Lipschitz constants for continuously-differentiable classifiers [10] and neural networks with ReLU activations [14] . In addition, there have been some recent works on developing algorithms that are able to deliver certified lower bounds for fully-connected networks with ReLU activations [12, 14, 16] and general activations [15] , and for general convolutional neural networks with commonly-used convolutional layers, pooling layers and residual blocks [17] . Here the term certified means that numerical values generated by these approaches are indeed deterministic lower bounds. In other words, all such approaches consider the setting where an input example can be perturbed by any perturbation bounded in an p ball, and thus their analyses all belong to the category of worst-case analysis.
On the other hand, additional alternative questions of interest include:
(a) What are the corresponding guarantees under the situation where the input data point is perturbed with some random noises?
(b) Can we provide confidence levels on the possibility that a given model will never be fooled under this probabilistic setting?
One way to address questions such as (a) and (b) is to relate them to the sensitivity of a target model f when the noise in the input is known to follow a given distribution. With prior knowledge on the noise distribution, this approach is expected to provide a more informative robustness certification in comparison to the prevailing worst-case analysis. More importantly, this statistical viewpoint of robustness indeed goes beyond the worst-case analysis considered in the adversarial attack setting. The probabilistic robustness certification is readily applicable to understanding the sensitivity and reliability of a target model subject to additive random noises under mild assumptions. For example, such random noises can be caused by data quantization, input preprocessing, or environmental background noises.
Unfortunately, to date there have been relatively little research efforts along these lines. Existing works [18, 19] require some unverifiable or unrealistic assumptions on the classifier models and decision boundaries, rendering their results less useful in practice, especially for neural network models. This is indeed at the core of the motivation for our work -we seek to develop a probabilistic framework that can address questions such as (a) and (b), without imposing unverifiable assumptions on the models or decision boundaries.
In summary, we propose in this work a novel probabilistic framework PROVEN to PRObabilistically VErify Neural network robustness. We show that it is possible to extend the conventional worst-case setting to a probabilistic setting based on existing worst-case certification frameworks with very little computational overhead, meaning that the probabilistic certificate comes naturally with nearly no additional overhead beyond worst-case robustness computations by methods such as Fast-Lin [14] , CROWN [15] and CNN-Cert [17] .
Contributions. We highlight the contributions of this paper as follows.
• A probabilistic framework PROVEN is proposed for certifying the robustness of neural networks under p norm-ball bounded threat models, when the input noise follows a given distributional characterization (zero-mean Gaussian or independent bounded random noises). The established theoretical results are based on an ∞ constraint on the perturbation, but can be easily extended to other norms such as 1 and 2 .
• Experimental results on large neural networks trained on MNIST and CIFAR datasets show that the robustness certification metric (i.e., the certified lower bound) can be greatly improved under the proposed probabilistic framework in comparison with the worst-case analysis results, even when the statistical risk is small. For example, with a confidence level of 99.99%, which means the robustness metric is almost 100% guaranteed to be certified, the improvement provided by our probabilistic framework over the worst-case analysis can be as high as 78.9% for small networks and 32.8% for large networks.
• In addition to the noticeable improvement in the robustness metric, our probabilistic framework is a general tool that can be readily applied to neural networks with different activation functions, including tanh, sigmoid and arctan, as will be demonstrated in our experiments. Moreover, our proposed method is as computationally efficient as the worst-case analysis, since our probabilistic certificate has a closed-form and its parameters are by-products of worst-case certification frameworks (e.g., Fast-Lin [14] , CROWN [15] , and CNN-Cert [17] ).
Background and related works
Given an input data example under a specified threat model, typically p norm-ball bounded perturbation attacks, the goal of formal verification for adversarial robustness aims to certify a perturbation level such that the top-1 prediction will not be altered by any means. In other words, formal verification guarantees that no attack under the threat model can alter the top-1 prediction of the model if its attack perturbation is smaller than . However, certifying the largest possible , which is equivalent to finding the minimum perturbation required for a successful adversarial attack, has been shown to be an NP-complete problem [7] and thus it is computationally infeasible for large realistic networks. Alternatively, recent works have shown that solving for a lower bound of the minimum perturbation for formal verification can be made more scalable and computationally efficient [12, 14, 16, 20] . Some analytical lower bounds, based solely on model weights, have been derived [1, 21, 10, 13] but they can be loose, even becoming trivial lower bounds (close to 0), or they only apply to 1 or 2 hidden layers. It is worth noting that current robustness verification approaches mainly focus on a "worst-case" analysis, whereas our approach takes a probabilistic viewpoint for robustness certification.
As will be evident in the following sections, our probabilistic framework approach PROVEN is able to certify a significantly larger value than the corresponding worstcase analysis result with 99.99% certification guarantees. This indicates that while conventional worst-case robustness certification framework may be too conservative when we have some prior knowledge about the input perturbations (e.g. its distribution), our probabilistic framework will be more applicable in this situation.
In fact, deep neural networks are not only vulnerable to crafted adversarial noises but also to random noises: [22] shows that they can fool LeNet and AlexNet with additive Gaussian noises and [23] shows random perturbations can indeed fool VGG networks; [24] shows they fool Google Cloud Vision API by random Gaussian noises, suggesting random perturbation can be into a serious adversarial attack. Meanwhile, the robustness of classifiers to various kinds of random noises, such as uniform noise in the p unit ball and Gaussian noise with an arbitrary covariance matrix, has been studied in [18] . This can apply to linear classifiers as well as non-linear classifiers with locally approximately flat decision boundaries. The bounds in the uniform p case depend on some universal constants, which may be arbitrarily large or small and can impact the quality of these bounds.
Recently, the robustness of classifiers to perturbations under the assumption of Gaussian distributed latent input vectors has been studied in [19] . Moreover, all the results in [19] depend on the modulus of continuity constant, which can be arbitrarily large since one cannot control it. Due to these limitations, the bounds in these recent papers cannot be directly used to deliver certified robustness metrics. We note that our probabilistic framework is not limited to supervised neural network models -while this work is under review, a very recent workshop paper [25] takes a similar approach to verify some properties (e.g., monotonicity and convexity) of deep probabilistic models such as variational autoencoders (VAEs) [26] and conditional VAEs. The key differences are that in their setting the uncertainty source is the latent variable sampled from a distribution generated by the encoder (they consider only Gaussian distribution), whereas our uncertainty comes from input perturbations (we consider Gaussian as well as general bounded distributions) and our focus is to verify neural network classifiers in supervised learning instead of generative models. This also indicates a connection between probabilistic robustness certification of neural network classifiers and property verification of deep generative models.
PROVEN: a probabilistic framework to certify neural network robustness
In this section, we present a general probabilistic framework PROVEN together with related theoretical results to compute the certified bounds in probability that a classifier can never be fooled when the inputs of the classifier are perturbed with some given distributions. We first introduce a worst-case setting, where an input example can be perturbed by any perturbation bounded within an p ball, and present corresponding worst-case analysis results. We then show that it is possible to extend these worst-case analysis results to a probabilistic setting where the input perturbations follow some given distributions, and present our probabilistic framework and main theorem. Lastly, we provide closed-form probabilistic bounds for various probabilistic distributions that the input perturbations can follow.
Worst-case setting
Let f (x) : R n0 → R K denote a K-class neural network classifier of interest, which takes an input x (e.g., an image) and outputs the corresponding logit scores over all classes. The ultimate goal is to efficiently find the largest * such that the original predicted class c always has a larger score f c (x) than the score f t (x) of targeted attack class t when the input is perturbed within the p ball having radius * .
, it means that we want to find the largest * such that g t (x) > 0 for all x satisfying x − x 0 p ≤ * and c = argmax i f i (x 0 ), t = c. This * is a certified lower bound of the minimum adversarial distortion as first introduced in Section 1.
It has been shown in [14, 15, 17] that the output f i (x) and the margin function g t (x) of a general (convolutional) neural network classifier with general activation functions (including but not limited to ReLU, tanh, arctan, sigmoid) can be bounded by two linear functions. In other words, the authors show that
where
with A L t,: , A U t,: ∈ R 1×n0 being two constant row vectors and d L , d U ∈ R being two constants related to the network weights W (k) and biases b (k) as well as the parameters bounding the activation functions in each neuron. The superscripts L and U denote the parameters corresponding to the lower bound and the upper bound of g t (x).
As the network output is bounded, the positiveness of the lower bound of g t (x) implies that g t (x) is positive, i.e.,
Here, a worst-case analysis can be performed by minimizing the linear function g L t (x) over all possible inputs in the set {x : x − x 0 p ≤ }, which yields a closed-form solution as presented in [14, 15, 17] . Therefore, the condition of whether g L t (x) > 0 can be conveniently checked given some using the closed-form solutions; the largest such that g L t (x) > 0 is called the certified lower bound, which can be computed by bisection with respect to .
Our proposed probabilistic framework: PROVEN
In addition to considering the worst-case condition for g t (x) > 0 over the norm ball constrained on the input {x : x − x 0 p ≤ }, we now show that it is possible to formulate a probabilistic setting and derive bounds with guarantees by building upon the results that the neural network output can be bounded by two linear functions [14, 15, 17] . We start by presenting the problem formulation of the probabilistic setting and then present our main theoretical results in Theorem 3.1.
Problem formulation. Consider a neural network classifier f (x) and an input example x 0 . Let the predicted class of x 0 be c, the targeted attack class t, and the margin func-
. Suppose the perturbed input random vector X follows some given distribution D, i.e., X ∼ D. We are interested in the probability of the margin function g t (x) being greater than some value a ∈ R, i.e., P [g t (X) > a].
Given that the neural network f (x) is highly non-linear and non-convex in x, it is hard to directly compute the distribution of g t (X) given the input X ∼ D. Fortunately, we can still derive analytic lower and upper bounds for P [g t (X) > 0] with guarantees based on the result in the worst-case analysis that the margin function g t (x) can be bounded by two linear functions as shown in (1) . The following theorem provides such theoretical guarantees on P [g t (X) > 0]. 
is the cumulative distribution function (CDF) of the random variable Z, and g L t (x), g U t (x) satisfy Equation (1).
Since a − Y 2 ≤ a for any random value Y 2 ≥ 0, we obtain
based on the fact that the cumulative distribution function is nondecreasing [27] , which is equivalent to
From the results in [14] , we know that the relationships in Equation (1), i.e.,
, satisfy x − x 0 p ≤ for all x. Hence, upon applying Equation (6) to Equation (1) and using the fact that P [Z > a] = 1 − F Z (a), we obtain
. As discussed in Section 3.1, the neural network output and the margin function can be bounded by two linear functions [14, 15, 17] . Here, we take an additional step to investigate the relationship between the margin function and its linear bounds in the probabilistic setting. Specifically, Theorem 3.1 shows that the probability of the neural network margin function being greater than some value a can also be bounded by the CDFs of its linear bounds. Note that in the worst-case analysis of Section 3.1, we usually concern ourselves with the margin function g t (x) > 0, i.e., a = 0. Analogously, in the probabilistic setting, we concern ourselves with the probability of the margin function g t (x) > 0. This is indeed the guarantee provided by Theorem 3.1: when the input X ∼ D, the result guarantees that the probability of g t (X) > a is at least γ L and at most γ U .
Evaluating the probabilistic bounds
Theorem 3.1 provides us with a theoretical lower bound γ L and upper bound γ U for P [g t (X) > a]. In practice, we would like to numerically compute such bounds. Below we show it is possible to obtain explicit forms for γ L and γ U in terms of A L t,; , A U t,; , d L , d U , as well as the parameters of the probability distributions of input perturbations. By Theorem 3.1, γ L and γ U only depend on the CDFs F g L t (X) and F g U t (X) , and we observe that g L t (X) and g U t (X) are both linear functions of X as follows:
Hence, the problem of computing the CDFs F g L t (X) and F g U t (X) becomes a problem of computing the CDFs of a weighted sum of X i given X ∼ D. We primarily consider the following two cases: (i) When X i are independent random variables with probability density function (pdf) f Xi ;
(ii) When X follows a multivariate normal distribution with mean x 0 and covariance Σ.
It also appears that these results may be extended to address some forms of negative correlation [28, 29] .
Case (i)
When X i are independent random variables with probability density function f Xi , there are two approaches for computing the CDFs of the weighted sum.
Approach 1: Direct convolutions. The pdf of the weighted sum is simply the convolution of the pdfs for each of the weighted random variables A L t,i X i . Specifically, we have
where N i=1 h i denotes convolution over the N functions h 1 to h N . The CDF of A L t,: X can therefore be obtained from the pdf f A L t,: X and we obtain
Approach 2: Probabilistic inequalities. Approach 1 is useful in cases where n 0 is not large. However, for large n 0 , it might not be easy to directly compute the CDF through convolutions. For such cases, an alternative approach can be applying the probabilistic inequalities on the CDFs. Since we want to provide guarantees on the probability in (4), we need to find a lower bound on γ L and an upper bound on γ U via the probabilistic inequalities. These results are given in the following corollary.
, and symmetric around the mean x 0i . Define
Then, we have
By using the fact that the sum of independent symmetric random variables is still a symmetric random variable [30] , we derive
From the Hoeffding inequality [31] , we obtain the following upper bound on the term P [
,
. When −a+µ L ≤ 0, we use the trivial bound of γ L = 0. Similarly, for γ U , we can define µ U correspondingly and directly apply the Hoeffding inequality to obtain
, or use the trivial bound of γ U = 1.
Case (ii)
When X follows a multivariate normal distribution with mean x 0 and covariance Σ, we are able to obtain an explicit form for the CDFs F g L t (X) and F g U t (X) based on the fact that the sum of the normally distributed random variables still follows the normal distribution [30] . Note that we include here both cases where (a) X i are independent Gaussian random variables (Σ is a diagonal matrix) and (b) X i are correlated random variables (Σ is a general covariance matrix and positive semidefinite). The result is stated in the following corollary. 
where denotes the transpose operator. We then have
with erf(·) as the error function.
Proof. The result is obtained in a straightforward manner from the fact [30] that if X ∼ N (µ, Σ), then its linear combination Z = wX + v also follows the normal distribution: Z ∼ N (wµ + v, wΣw ). The CDF of Z is then given by
2 )), leading to the stated approximations.
Remark 3.4 Note that in our framework, all possible inputs have to lie in the p ball with given radius . Thus, in order to apply the Gaussian perturbation in our setting, we need to set an upper limit on the variance of the input such that 99.7% of the density is within the p ball, i.e., the 3-σ rule. See Section 4 Methods for more details.
Connection to 1 and 2 norms. Our foregoing probabilistic analysis is established under the ∞ norm constraint. We note that this presented analysis can be easily extended to 1 and 2 norms by using the norm inequalities:
Experiments
Methods. We apply Corollaries 3.2 and 3.3 to compute the largest (denoted as PROVEN ) that PROVEN can certify with confidence of at least γ L when the input follows the two cases discussed in Section 3.3. The certified lower bound computed by the worst-case analysis in [14] and [15] is denoted as worst-case . Below is the setting of the input distributions in our simulations:
• Case (i). X i are independent random variables bounded in [x 0i − worst-case , x 0i + worst-case ] with mean x 0i . The results are presented in Table 2 .
• Case (ii). X follows a multivariate normal distribution with mean x 0 and covariance Σ. We consider both situations where Σ is a positive diagonal matrix or a positive semidefinite matrix with diagonals whose square roots are less than or equal to worst-case /3. The results are presented in Figure 1 .
Note that in all the Tables, we express γ L as a percentage. We report PROVEN for the following values: {(100 − η), 75, 50, 25, 5, 0}% where η = 10 −2 and calculate the improvement of PROVEN over worst-case obtained by (100−η)% in the last column in Table 2 for Case (i). The results in Table 2 are averaged over 10 randomly selected images in the test sets. On the other hand, we also investigate how robust it is for the results in Table 2 by computing the average PROVEN over randomly chosen {10, 50, 100} images in 100 random trials. We report the mean and standard deviation in Table 4 and show that (a) the variation of using 10 sample average in Table 2 is less ∼ 10% and (b) the average PROVEN and improvement has less deviations when we use 50 or 100 samples.
Model and Dataset. We use the publicly available pretrained models provided in [14] and [15] as classifier models, which are fully-connected feed-forward neural networks with ReLU activation as well as general activations including tanh, sigmoid and arctan on the MNIST [32] and CIFAR-10 [33] datasets. We denote a network with m layers and n neurons per layer as m × [n] in the Tables.
Implementation and Setup. We implement PROVEN 1 in Python and perform experiments on a laptop with 8 Intel Cores i7-4700 HQ CPU at 2.40 GHz.
Result on small and large ReLU networks. We perform simulations on both small 2-3 layer MNIST networks with 20 neurons per layer and large 2-7 layer MNIST and CI-FAR networks with 1024 or 2048 neurons per layer; the results are summarized in Tables 2a and 2b . These results show that on the small networks, PROVEN can certify up to 78.9% more with respect to the certified lower bound at the expense of decreasing the confidence by only η = 10 −2 .
In other words, PROVEN guarantees that at least 99.99% of the computed (e.g., 0.04394 in MNIST 2× [20] , Table 2a ) is a certified lower bound as compared to 0.02722 for the worst-case delivered by Fast-Lin [14] , where the improvement we obtained for this model is 61.4% . Tables 2a and 2b are both ReLU activations and the only difference is the bounding techniques applied on the ReLU activations, where the bounding technique in Table 2b is adaptive and thus can certify more [15] . For large networks, PROVEN can certify up to 76%, which is significant. Interestingly, when the bounding technique is better, it also helps our probabilistic bounds -the improvement is significant, and even for the large CIFAR network with around 10,000 neurons, we can still obtain 10 − 15% improvement. For the cases where the input perturbations are Gaussians, the results are presented in Figure 1 .
Results on large networks with general activations. We also ran experiments on various MNIST and CIFAR networks with non-ReLU activations, e.g., tanh, sigmoid and arctan. The results are summarized in Tables 2c to 2e. In comparison to the same architecture but with ReLU activations, the improvement of these activations are better than the non-adaptive bounding technique in general, and can achieve up to 32.8% on large networks. Note that the computational overhead of our approach compared to the worst-case analysis [14, 15] is very little, as we only need to perform a few binary searches on the that will satisfy Corollary 3.2.
Conclusions and future works
We proposed a novel probabilistic framework PROVEN to certify the robustness of neural networks and derived theoretical bounds on the robustness certification with statistical guarantees. PROVEN is a general tool that can build on top of existing state-of-the-art neural network robustness certification algorithms (Fast-Lin, CROWN and CNN-Cert) and hence can be readily applied to certify fully-connected and convolutional neural networks with different activation functions. Experimental results on large neural networks demonstrated significant benefits of PROVEN over the standard worst-case analysis results. Table 2 : The largest that PROVEN can certify with confidence of at least γ L = {99.99, 75, 50, 25, 5}% when X i are independent random variables in Case (i). We compare the largest that PROVEN can certify with 99.99% with the largest from state-of-the-art worst-case robustness certification algorithms [14, 15] and show in the last column that PROVEN can certify more than the worst-case analysis by giving up 0.01% confidence.
(a) Relu activation Certification Method Worst-case [14] Our probabilistic approach: [20] 0.02722 0.04394 0.04782 0.04824 0.04859 0.04897 61.4% MNIST 3× [20] 0 Table 4 : With input perturbations are independent random variables in case (i), we randomly choose {10, 50, 100} input samples (images) in each trial and compute average of the largest that can be certified by worst-case analysis [15] (denoted as worst-case ) and PROVEN with 99.99% confidence (denoted as PROVEN ) and the improved certification of PROVEN over worst-case (denoted as Improv.). We present the mean and std of the average and improvements for {10, 50, 100} samples in total 100 random trials and it shows that the mean and std converge as number of sample increases. worst-case PROVEN Improv. Mean 0.00176 0.00195 10.68% 0.00174 0.00192 10.73% 0.00174 0.00193 10.70% std 0.00018 0.00020 1.87% 0.00007 0.00008 0.75% 0.00003 0.00004 0.37%
