Abstract. An Approximate Minimum Degree ordering algorithm (AMD) for preordering a symmetric sparse matrix prior to numerical factorization is presented. We use techniques based on the quotient graph for matrix factorization that allow us to obtain computationally cheap bounds on the minimum degree. We show that these bounds are often equal to the actual degree. The resulting algorithm is typically much faster than previous minimum degree ordering algorithms, and produces results that are comparable in quality with the best orderings from other minimum degree algorithms. AMD is often faster and produces better orderings than general nested dissection for a wide range of matrices.
degrees of nodes in the graph (which is the most computationally intensive part of the algorithm). This work includes that of Du and Reid 10, 11, 12] 17, 18, 19, 20] ; and Liu 23] . More recently, several researchers have relaxed this heuristic by computing upper bounds on the degrees, rather than the exact degrees, and selecting a node of minimum upper bound on the degree. This work includes that of Gilbert, Moler, and Schreiber 22] , and Davis and Du 3, 4] . Davis and Du use degree bounds in the unsymmetric-pattern multifrontal method (UMFPACK), an unsymmetric Markowitz-style algorithm. In this paper, we describe an approximate minimum degree ordering algorithm based on the symmetric analogue of the degree bounds used in UMFPACK.
Section 2 presents the original minimum degree algorithm of Tinney and Walker in the context of the graph model of Rose. Section 3 discusses the quotient graph (or element graph) model and the use of that model to reduce the time taken by the algorithm. In this context, we present our notation for the quotient graph, and present a small example matrix and its graphs. We then use the notation to describe our approximate degree bounds in Section 4. The Approximate Minimum Degree (AMD) algorithm and its time complexity is presented in Section 5. Section 6 presents the performance of our AMD algorithm on a set of test matrices from a wide range of disciplines and compares it with other established codes that compute minimum degree and general nested dissection orderings.
2. Elimination graphs. The nonzero pattern of a symmetric n-by-n matrix, A, can be represented by a graph G 0 = (V 0 ; E 0 ), with nodes V 0 = f1; :::; ng and edges E 0 . An edge (i; j) is in E 0 if and only if a ij 6 = 0. Since A is symmetric, G 0 is undirected.
The elimination graph, G k = (V k ; E k ), describes the nonzero pattern of the submatrix yet to be factorized after the rst k pivots have been chosen. It is undirected, since the matrix remains symmetric as it is factorized. At step k, the graph G k depends on G k?1 and the selection of the kth pivot. To nd G k , the kth pivot node p is selected from V k?1 . Edges are added to E k?1 to make the nodes adjacent to p in G k a clique. The edges added correspond to ll-in caused by the kth step of factorization. A ll-in corresponds to a nonzero entry L ij , where (PAP T ) ij is zero.
The pivot node p and its incident edges are then removed from G k . Let Adj G k (i) denote the set of nodes adjacent to i in the graph G k . Throughout this paper, we will use the superscript k to denote a graph, set, or other structure obtained after the rst k pivots have been chosen. For simplicity, we will drop the superscript when the context is clear.
The minimum degree algorithm selects node p as the kth pivot such that the degree of p, t p jAdj G k?1 (p)j, is minimized (where j:::j denotes the size of a set or the number of nonzeros in a matrix). The minimum degree algorithm is a non-optimal greedy heuristic for reducing the number of new edges ( ll-in) introduced during the factorization. We have already noted that the optimal solution is NP-complete 30]. By minimizing the degree, the algorithm minimizes the upper bound on the ll-in caused by the kth pivot. Selecting p as pivot creates at most (t 2 p ? t p )=2 new edges in G. The kth step of Cholesky factorization with pivot p requires t 2 p + 2t p + 1 oatingpoint operations. Algorithm 1 is an outline of the minimum degree algorithm, based on the elimination graph model 25, 26, 29] . The \n" is the standard set subtraction operator. Algorithm 1 computes the degrees of the nodes at each step, so that the pivot can Algorithm 1 (Minimum degree algorithm, based on elimination graph) V 0 = f1:::ng E 0 = f(i; j) : a ij 6 = 0 and i 6 = jg for i = 1 to n do t i = jAdj G 0 (i)j end for for k = 1 to n do select the kth pivot, p 2 V k?1 , that minimizes t p for each i 2 Adj G k?1 (p) do Adj G k (i) = (Adj G k?1 (i) Adj G k?1 (p)) n fi; pg t i = jAdj G k (i)j end for V k = V k?1 n fpg end for be chosen for the next step. Only the degrees of the nodes in Adj G k?1 (p) need to be updated after p is selected. All other degrees are unchanged. The algorithm explicitly adds edges to G, causing the storage requirements to be unpredictable. An initial graph with jE 0 j = O(n) edges is not uncommon, while in the worst case jE k j = O(n 2 ) due to ll-in (for k 1).
3. Quotient graphs. In contrast to the elimination graph, the quotient graph models the factorization of A using an amount of storage that never exceeds the storage for the original graph, G 0 19]. The quotient graph is also referred to as the generalized element model 10, 11, 12, 28] . A clique is represented by a list of its members rather than by a list of all the edges in the clique. Following the generalized element model, we refer to nodes removed from the elimination graph as elements (George and Liu refer to them as eliminated nodes). We use the term variable to refer to uneliminated nodes.
The quotient graph, G k = (V k V k ; E k E k ), implicitlyrepresents the elimination graph G k , where G 0 = G 0 . For clarity, we drop the superscript k in the following. The nodes in G consist of variables (the set V ), and elements (the set V ). The edges divide into two sets: edges between variables E, and between variables and elements E. There are no edges between elements since they are removed by element absorption or amalgamation (described below). The sets V 0 and E 0 are empty.
We use the following set notation (A, E, and L) to describe the quotient graph model and our approximate degree bounds. Let A k i be the set of variables adjacent to variable i in G k , and let E k i be the set of elements adjacent to variable i in G k (we refer to E i as element list i). That is, if i is a variable in V , then A i = fj : (i; j) 2 Eg; The set A i refers to a subset of the nonzero entries in the original matrix A. That is, j 2 A k i implies a ij 6 = 0, and A k i A k?1 i , for 1 k n. Let L e denote the set of variables adjacent to element e in G. That is, if e is an element in V , then we de ne L e = fi : (i; e) 2 Eg; (3.4) and Adj G (e) = L e :
(3.5)
The edges E E in the quotient graph are represented explicitly as the sets A i and E i for each uneliminated node in G, and the sets L e for each element in G. We will use A, E, and L to denote three sets containing all A i , E i , and L e , respectively, for all uneliminated nodes i and all elements e. George and Liu 19] show that the quotient graph takes no more storage than the original graph (jE k E k j jE 0 j for all k). The quotient graph G and the elimination graph, G, are closely related. If i is a node in G, it is also a variable in G, and (3.6) When variable p is selected as the kth pivot, element p is formed (node p is removed from V and added to V ). The set L p = Adj G (p) is found using Equation (3.6). The set L p represents a permuted nonzero pattern of the kth column of L (thus the notation L). If i 2 L p , where p is the kth pivot, and variable i will become the mth pivot (for some m > k), then the entry L mk will be nonzero. Equation (3.6) implies that L e L p for all elements e adjacent to variable p. This means that the elements adjacent to variable p are no longer needed to represent the adjacency of the variables adjacent to the new element p. Since they are no longer needed, all elements e 2 E p are absorbed into the new element p, and deleted 12]. The new element p is added to the element lists, E i , for all variables i adjacent to element p. Absorbed elements, e 2 E p , are removed from all element lists. The sets A p and E p , and L e for all e in E p , are deleted. Finally, any entry j in A i , where both i and j are in L p , is redundant and is deleted (the set A i is thus disjoint with any set L e for e 2 E i ). The net result is that the new graph G takes the same, or less, storage than before the kth pivot was We denote the set of simple variables in the supervariable with principal i as V i , and de ne V i = fig if i is a simple variable. When p is selected as pivot at the kth step, all variables in V p are eliminated. The use of supervariables greatly reduces the number of degree computations performed, which is the most costly part of the algorithm.
Non-principal variables (j 2 V i and j 6 = i) and their incident edges are removed from the quotient graph data structure when they are detected. We use the set notation A and L, however, to refer to simple variables. 
With incomplete degree update, the degree update of the outmatched variable j is avoided until variable i is selected as pivot. These two features further reduce the amount of work needed for the degree computation in MMD. We will discuss their relationship to the AMD algorithm in the next section.
The time taken to compute d i using Equation (3.7) by a quotient-graph-based minimum degree algorithm is
assuming that all variables are simple. To compute the external degree takes time that is proportional (in the best case) to the external degree itself. This degree computation is the most costly part of the minimum degree algorithm. When supervariables are present, the time taken is slightly reduced to
We illustrate Algorithms 1 and 2 on a 10-by-10 sparse matrix in Figures 3.1 and 3.2. The example is ordered so that both minimum degree algorithms recommend pivoting down the diagonal in the natural order (that is, the permutation matrix is the identity). In If Algorithm 3 scans element e, the term w(e) is initialized to jL e j and then decremented once for each variable i in the internal subset, L e \ L p . In this case, at the end of Algorithm 3, we have w(e) = jL e j ? jL e \ L p j = jL e n L p j. If Algorithm 3 does not scan element e, the term w(e) is still -1. Combining these two cases, we Fig. 3.2 . Elimination graph, quotient graph, and matrix for steps 4 to 7. (jA i j + jE i j)); (4.3) which is thus equal to the total asymptotic time.
Multiple elimination 23] improves the minimum degree algorithm by updating the degree of a variable only once for each independent pivot set, even though it is adjacent to multiple elements formed by the elimination of the independent pivot set. Incomplete degree update 14, 15] skips the degree update of outmatched variables. We cannot take full advantage of the incomplete degree update since it avoids the degree update for some variables adjacent to the pivot element. With our technique (Algorithm 3), we must scan the element lists for all variables i in L p . If the degree update of one of the variables is to be skipped, its element list must still be scanned so that the external subset terms can be computed for the degree update of other variables in L p . The only advantage of multiple elimination or incomplete degree update would be to skip the second loop that computes the upper bound degrees for outmatched variables or variables for which the degree has already been computed. To reuse the counter array, w, for the next pivot, we increment w 0 by one plus the maximum size of any element seen so far. At the start of factorization, and whenever w 0 would over ow, we initialize w 0 and w to zero and -1, respectively.
4.1. Accuracy of our approximate degrees. Gilbert If a variable i is adjacent to two elements or less then our bound is equal to the exact external degree. This is crucial, since most nodes of minimum degree are adjacent to two elements or less. If jE i j is two (the current element, p, and a prior element e, say), we have Our degree bounds also improve element absorption to a slight extent. As in other minimum degree algorithms, we absorb elements adjacent to the current element p. In addition, our external subset terms tell us when a prior element e is redundant. If jL e n L p j = 0, then e is absorbed, even if e is not adjacent to p. This \aggressive" element absorption improves the degree bounds by reducing jEj.
4.2. Example. We illustrate the computation of our approximate external degree bound in Figures 3.1 and 3 .2. Variable 6 is adjacent to three elements in G 3 and G 4 . All other variables are adjacent to two or less elements. The bound d In graph G 4 , the current pivot element is p = 4. We compute d 4 6 = jA i n V i j + jL p n V i j + ( X e2Einfpg jL e n L p j) = j; n f6gj + jf6; 7; 8gn f6gj + (jL 2 n L 4 j + jL 3 n L 4 j) = jf7; 8gj + (jf5; 6; 9g n f6; 7; 8gj+ jf5; 6; 7gn f6; 7; 8gj) = jf7; 8gj + (jf5; 9gj + jf5gj)
The exact external degree of variable 6 is d 4 6 = 4, as can be seen in the elimination graph on the left of Figure 3 .2(a). Our bound is one more than the exact external degree, since the variable 5 appears in both jL 2 n L 4 j and jL 3 n L 4 j. The bound on the degree of variable 6 is again tight after the pivot step, since elements 2 and 3 are absorbed into element 5. Figure 3.2(b) ). AMD would not construct V 5 7 = f7; 9g, since 7 and 9 are distinguishable in G 5 (variable 7 is adjacent to element 4). It would construct V 6 7 = f7; 8; 9g, however. The time taken to compute this hash function and to compare two variables is the same as the time for the computation of our degree bound for the two variables. If the hash function results in no collisions (that is, no two distinguishable variables i and j are placed in the same hash bucket), then for the whole algorithm, supervariable detection takes less time than the degree computation. If we suppose that all comparisons lead to the detection of a new supervariable, then the total time taken is O(jAj).
The AMD algorithm is based on the quotient graph data structure used in the MA27 minimumdegree algorithm 10, 11, 12] . Initially, the sets A are stored, followed by a small amount of elbow room. The sets L p are contiguous and are appended at the end of the memory space. Garbage collection occurs when the elbow room is exhausted. Each garbage collection takes time (jEj + jEj) = O(jAj). In contrast to MA27, the set L p replaces A p if jE p j = 0. In practice, elbow room of size n is su cient. As in many other minimum degree algorithms, we use linked lists to assist the search for a variable of minimumdegree. List d holds all variables i with degree bound d i = d. We have developed two versions, with slightly di erent tie-breaking schemes. In the primary version (AMD), we place variables at the head of the degree lists, after re-computing their degrees bounds. In a secondary version (AMDt), we place them at the tail of the lists. Maintaining this data structure takes time proportional to the total number of degree computations, or O(jLj). This bound assumes no (or few) supervariable hash collisions and a constant number of garbage collections. The asymptotic time would be higher if these assumptions do not hold. In practice these assumptions seem to hold. In many problem domains, the number of nonzeros per row of A is a constant, independent of n. For matrices in these domains, our AMD algorithm takes time O(jLj) (with the same assumptions).
6. Performance results. In this section, we present the results of our experiments with AMD on a wide range of test matrices. We rst show that if we replace the full degree computation by the approximate degree bound (see Section 4) in a standard minimum degree ordering algorithm, then we obtain almost identical ll-in. We then discuss several implementations of the AMD algorithm. The best implementation is compared, both in terms of ll-in and execution time, with other well known ordering codes.
6.1. Test Matrices. Our test set consists of 318 matrices, ranging in size from 9-by-9 to 76480-by-76480. All matrices are available via anonymous ftp. We included all non-dense and non-diagonal matrices from the Harwell/Boeing collection of type PUA, RUA, PSA, and RSA 8, 9] (at orion.cerfacs.fr or numerical.cc.rl.ac.uk), thus excluding only 19 matrices from this collection. We also included Saad's SPARSKIT2 collection (at ftp.cs.umn.edu), and the collection at the University of Florida (available from ftp.cis.ufl.edu in the directory pub/umfpack/matrices). For the unsymmetric matrices in the test set, we rst used the maximum transversal algorithm 5] to reorder the matrix so that the permuted matrix has a zero-free diagonal. We then formed the symmetric pattern of the permuted matrix plus its transpose. This is how a minimum degree ordering algorithm is used in MUPS 1, 2] (a successor to MA37 6, 7, 13]). Table 6 .1 lists the matrices in our test set, by source.
6.2. Comparing the exact degree with our approximate degree. We rst developed a preliminary AMD algorithm that was a fairly minor modi cation to the MA27 minimum degree algorithm (with identical tie-breaking). We used bounds on the true degree (Equation 4.1 for true degrees, or d i + jV i j), rather than the external degree. For over half the matrices, including many large and irregular problems, the permutations obtained by the two \degree" computations were identical. For most other matrices the di erence in the ll-in is less than 10%. The approximate degree bound thus gives a very reliable estimation of the degree in the context of a minimum degree algorithm.
6.3. AMD implementation issues. We now discuss the performance of various implementations of the AMD algorithm. These implementations will be based on the external degree described in Section 5. We will see the advantage of using external degrees instead of true degrees in the next section. We study the impact of the tie-breaking strategy on the ll-in, the operations required to factorize the matrix and the time to perform the AMD ordering. We also study the impact of elbow room on the run time of AMD. We illustrate our discussion by experiments using a SUN SPARCstation 10 on our set of 318 test matrices. The ordering quality of an algorithm is determined by the number of nonzeros in the resulting factor, L, and the number of oating-point operations required to compute L. For each matrix, we compute the relative ll-in (f), operation count (c), and run time (r) of AMD with respect to other methods, by dividing the performance of AMD by the performance of each other method. A relative ll-in larger than one means that AMD found an ordering with more ll-in than the other method, and a relative ll-in less than one means that AMD found an ordering with less ll-in. We do not compare two run times if the maximum of both run times is less than or equal to 0.1 seconds. Table 6 .2 presents a histogram of the relative performance of AMDe (AMD with jAj elbow room) and AMDt (AMD with tail placement, and jAj elbow room) with respect to AMD with n elbow room. The bins are selected so that identical (but ipped) histograms would be obtained for the inverse ratios. The number of matrices in each range of relative performance is shown in the table.
The AMDt (tail-placement) version of AMD normally obtains comparable results to AMD (slightly worse ll-in, on average). However, for one matrix (Portfolio), AMDt nds an ordering with 2,523 million nonzeros in L (75% of that found by AMD). The number of oating-point operations for the AMDt ordering is 537 million, almost half that of AMD. This matrix is thus very sensitive to tie-breaking considerations.
Garbage collection has little e ect on the run time obtained with the AMD algorithm (column 4 of Table 6 .2). AMD performed at most two garbage collections when elbow room of size n was given, and none at all with elbow room of size jAj.
AMD with ample elbow room is at most 20% faster than AMD with a size n elbow room. For all except 26 matrices, the di erence in run time is negligible. AMD and AMDt have very comparable run times.
Except for the Portfolio matrix, which is very sensitive to tie-breaking, the performance obtained with our reference AMD implementation (AMD with size n elbow room) is comparable to that obtained with the two other implementations. Furthermore AMD with size n elbow room uses about the same storage as other ordering algorithms such as multiple minimum degree (MMD) and general nested dissection. In the remainder of this paper, AMD with size n elbow room will thus be used as the basis for our further experiments.
6.4. Other orderings: comparison of quality. We consider four ordering algorithms: 
the Approximate MinimumDegree (AMD) algorithm, with size n elbow room, placement of variables at the head of the degree lists, and bounds d i on the external degree, the Multiple Minimum Degree (MMD) algorithm of Liu 23] , with = 0, the MA27 minimum degree algorithm of Du and Reid 10, 11, 12] , the General Nested Dissection (ND) algorithm of George and Liu 16] . We tested all methods with a single driver program to ensure that the same ordering of the entries in each row (A 0 i ) was given to each method. Table 6 .3 presents a set of three histograms of the relative ll-in of AMD with respect to MMD, MA27, and ND. Table 6 .4 presents three histograms of the relative operation count, c, of AMD, with respect to the same three methods.
The AMD algorithm produces orderings similar to MMD (both of which are based on external degrees) and better orderings than MA27 (which is based on true degrees). AMD found less ll-in than MMD for 181 matrices (57% of our test set), and less llin than MA27 for 255 matrices (80% of our test set). The number of nonzeros in the factor L typically varies by at most 10% between AMD and MMD. This is comparable in overall magnitude to the variation between AMD and AMDt (Section 6.3), which di er only in their tie-breaking strategy. The oating-point operation counts for AMD and MMD are within 20% (the middle ve bins of Table 6 .4) for all except 10 matrices.
For 256 matrices (81% of our test set), AMD computes an ordering requiring signi cantly fewer oating-point operations than general nested dissection (80% or less; the bottom nine bins in Table 6 .4). In contrast, general nested dissection computes a signi cantly better ordering than AMD for only eight matrices (the top four bins in Table 6 .4).
Thus, we have shown empirically that our preferred AMD implementation produces a quality of ordering which at least matches the best that other standard orderings can produce. Table 6 .5 presents a histogram of the relative run times of AMD with respect to MMD, MA27, and ND. AMD is typically much faster than MMD and MA27. AMD and ND compute orderings of comparable quality for 54 matrices (operation counts within 20%). For these matrices, AMD is faster than ND for 11 matrices and comparable to ND (or both methods take less than 0.1 seconds) for 35 matrices. AMD nds a signi cantly better ordering than ND for 256 matrices. Thus, AMD is better than or comparable to general nested dissection for 302 matrices (95% of our test set). These relative run time results would be improved even further if AMD were given size jAj elbow room (see Section 6.3). We selected size n elbow room for these comparisons because the storage requirement of AMD is then comparable to MMD and ND. Figure 6 .1 is a scatter plot of the run time for MMD versus the run time for AMD. Each and circle represent a single matrix; the circles are the matrices discussed in Section 6.6. Two diagonal lines are drawn through the plot. The solid line is equal run time; the dashed line is where the time for MMD is twice that of AMD. Note that as the problem size grows (as measured by the time taken by AMD), the relative run time of AMD improves because of its lower asymptotic time complexity.
6.6. Detailed results for seventeen matrices. Table 6 .6 lists those matrices for which AMD obtained a run time greater than 3.16 seconds (10 1=2 on the log plots in Figure 6 .1). The table lists the matrix name, order, nonzeros in the strictly lower triangular part (after computing the maximum transversal and symmetrization, if applicable), and a description. We also included the Hamm/memplus matrix, which has a perfect (no ll-in) elimination order. The run time (in seconds) and jLj (in thousands) for these 17 matrices is shown in Table 6 .7, sorted by increasing run time for AMD. The best run time for each matrix is listed in bold, except that methods producing poor ll-in are excluded from the run time comparison. We de ne poor ll-in as a number of nonzeros in L that is 10% greater than the least jLj for that matrix, for these four methods. Poor ll-in is underlined. The Simon/appu matrix is a random matrix used in a NASA benchmark, and is thus not representative of sparse matrices from real problems. We include it in our test set as a pathological case that demonstrates how well AMD handles a very irregular problem. Its factors are about 90% dense.
The ll-in for AMD is usually comparable to MMD, with one highly unusual exception: the Portfolio/ nan512 matrix. For this matrix, we also include the estimated oating-point operation count (in millions) for the subsequent numerical factorization in Table 6 .7 (poor operation count is underlined). It was on this matrix that we observed, in Section 6.3, that the AMDt (tail-placement) version did remarkably well because of the di erent way that ties were broken. We also note that, for this matrix, our preliminary AMD algorithm (Section 6.2) obtained an ordering with identical ll-in to MA27.
7. Summary. We have described a new upper bound for the degree of nodes in the elimination graph that can be easily computed in the context of a minimum degree algorithm. We have demonstrated that this upper-bound for the degree is more accurate than all previously used degree approximations. We have experimentally shown that we can replace an exact degree update by our approximate degree update and obtain almost identical ll-in. An Approximate Minimum Degree (AMD) based on external degree approximation has been described. We have shown that the AMD algorithm is highly competitive with other ordering algorithms. It is typically faster than other minimum degree algorithms, and produces comparable results to MMD (which is also based on external degree) in terms of ll-in and the number of oating-point operations needed to compute the factors. AMD typically produces better results, in terms of ll-in and computing time, than the MA27 minimum degree algorithm (based on true degrees). Compared with general nested dissection, AMD is often faster and usually produces better orderings. 8 . Acknowledgments. We would like to thank John Gilbert for outlining the 
