Estimation robuste dans un modèle paramétrique avec rupture by Ciuperca, Gabriela
Estimation robuste dans un mode`le parame´trique avec
rupture
Gabriela Ciuperca
To cite this version:
Gabriela Ciuperca. Estimation robuste dans un mode`le parame´trique avec rupture. 41e`mes
Journe´es de Statistique, SFdS, Bordeaux, 2009, Bordeaux, France, France. 2009. <inria-
00386645>
HAL Id: inria-00386645
https://hal.inria.fr/inria-00386645
Submitted on 22 May 2009
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Estimation robuste dans un mode`le parame´trique
avec rupture
Gabriela Ciuperca
Universite´ de Lyon, Universite´ Lyon 1,
CNRS, UMR 5208, Institut Camille Jordan,
Bat. Braconnier, 43, blvd du 11 novembre 1918,
F - 69622 Villeurbanne Cedex, France,
email: Gabriela.Ciuperca@univ-lyon1.fr
tel: 33(0)4.72.43.16.90, fax: 33(0)4.72.43.16.87
Re´sume´
Le papier conside`re un mode`le parame´trique avec et sans points de rupture. Les parame`tres
du mode`le sont estime´s en utilisant la me´thode LAD. L’inte´reˆt de cette me´thode par rap-
port aux me´thodes “traditionnelles” est qu’elle permet d’obtenir des estimateurs robusts,
surtout quand le mode`le contient des outliers. On conside`re e´galement un estimateur
pe´nalise´ pour pallier la non-diffe´rentiabilite´ de la fonction objectif. Pour ces estimateurs
la vitesse de convergence, la loi asymptotique et un crite`re pour trouver le nombre de
points de rupture sont donne´s. Des simulations nume´riques confirment que ces estima-
teurs sont plus efficaces que l’estimateur LSQ.
Abstract
The paper considers a nonlinear parametric model with and without change-points. The
parameters of model are estimated using the LAD method. The interest of this method is
its robutness with respect to other traditional methods when the errors of model contain
outliers. Since the objectif function is not differentiable, a penalized estimator can be
considered. For these estimators, the convergence rate, asymptotic distribution and a
criterion to found the number of the change-points are given. Monte Carlo simulations
show that these estimators are more efficient than the LSQ estimator.
1 Introduction
Conside´rons le mode`le:
Yi = gθ(xi) + εi, i = 1, ..., n, (1)
la fonction g comportant K (K ≥ 0) points de rupture (change-points):
gθ(xi) = hβ1(xi)1 i≤l1 + hβ2(xi)1 l1<i≤l2 + ..... + hβK+1(xi)1 lK<i.
Les parame`tres de re´gression sont note´s θ1 = (β0, β1, ...., βK) et les points de rupture
θ2 = (l1, ..., lK) avec l1 < l2 < ... < lK . On note θ = (θ1, θ2). Si K = 0, le mode`le
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est sans rupture. Les applications de ces mode`les sont tre`s nombreuses. Pour ne don-
ner que quelques unes, on peut citer les processus de signal sismique, l’analyse des
e´lectrocardiogrammes, finance, e´pidimiologie.
Il est bien connu que la pre´sence des ouliers peut provoquer que les estimateurs des
parame`tres obtenus par la me´thode des moindres carre´s aient une grandes variance. Dans
ce cas, il est pre´fe´rable de conside´rer l’estimateur LAD pour les parame`tres:
θˆn = argmin
θ
n∑
i=1
|Yi − gθ(xi)|.
Par rapport a` d’autres estimateurs, l’e´tude des proprie´te´s du LAD-estimateur est plus
difficile puisque la fonction crite`re est non-diffe´rentiable.
2 Re´sultats en absence des points de rupture
Dans cette section conside´rons le mode`le de re´gression:
Yi = hβ(xi) + εi, i = 1, ..., n, (2)
sous l’hypothe`se que εi sont des variables ale´atoires i.i.d. et β ∈ Γ ⊂ IRp, avec Γ un
ensemble compact, l’expression analytique de la fonction hβ(x) e´tant connue. Dans ce
mode`le, Yi est une variable ale´atoire pendant que xi est de´terministe. L’ensemble I¯R =
IR ∪ {−∞,∞} est compact sous la me´trique d(x, y) = | arctanx − arctan y|. Alors, on
peut conside´rer que xi prend des valeurs dans un compact Υ de IR. Les parame`tres de
re´gression β sont inconnus.
Pour la variable ale´atoire ε, les suppositions suivantes sont faites:
• La fonction de re´partition F de ε, f la densite´, satisfont les conditions: f(0) > 0,
F (0) = 1/2
• il existe un c > 0 tel que pour tout y dans un voisinage de 0: |f(y)− f(0)| ≤ c|y|1/2
• il existe c(0) > 0 tel que |F (y)− F (x)| ≤ c(0)|y − x|, ∀x, y ∈ IR.
Le but est d’estimer les parame`tres de re´gression quand n observations (Yi, xi)1≤i≤n sont
disponibles, en utilisant le principe des ”least absolute deviations”(LAD). Par de´finition,
l’estimateur LAD est:
βˆn = argmin
β∈Γ
n∑
i=1
|Yi − hβ(xi)|. (3)
Parce que la fonction objectif n’est pas diffe´rentiable, l’infe´rence statistique base´e sur cette
me´thode est plus complique´e.
Soit β0 la vraie valeur du parame`tre β. On suppose que β0 est un point inte´rieur de
l’ensemble Γ et que la fonction h : Υ× Γ→ IR satisfait les conditions:
(H1) pour tout x ∈ Υ, la fonction hβ(x) est deux fois diffe´rentiable en β
(H2) pour tout x ∈ Υ, hβ(x), ‖∂hβ(x)/∂β‖, ‖∂
2h(x, β)/∂β2‖ sont borne´es dans un
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voisinage de β0.
En plus, on suppose que les (xi) satisfont les conditions:
(H3) pour n suffisamment grand, il existe un c(1) > 0 tel que:
1
n
n∑
i=1
sup
β∈Γ
∥∥∥∥∂hβ(xi)∂β
∥∥∥∥ ≤ c(1) <∞. (4)
(H4) La limite suivante existe:
M := lim
n→∞
1
n
n∑
i=1
∥∥∥∥∂hβ0(xi)∂β
∥∥∥∥
2
.
Conside´rons la fonction: ν(β1,β2)(x) = hβ1(x)−hβ2(x). Pour l’e´tude de la fonction objectif:∑n
i=1 |Yi − hβ(xi)| =
∑n
i=1 |εi + hβ0(xi) − hβ(xi)|, les processus suivants sont e´galement
conside´re´s: ηi(β) =
∣∣εi − ν(β,β0)(xi)∣∣− |εi|, ξi(β) = ηi(β)− IE [ηi(β)].
L’estimateur βˆn est consistant si la condition suivante est satisfaite Oberhofer [3]: pour
Γ0 ⊂ Γ un ferme´ ne contenant pas β0, il existe ǫ > 0 et n0 ∈ IN tels que, pour tout n ≥ n0:
inf
β∈Γ0
1
n
n∑
i=1
|ν(β,β0)(xi)|min
{
F
(
|ν(β,β0)(xi)|
2
)
−
1
2
;
1
2
− F
(
−
|ν(β,β0)(xi)|
2
)}
≥ ǫ. (5)
Il est bien connu dans la litte´rature Weiss [4] que l’estimateur LAD de β est asympto-
tiquement normal, avec la matrice de covariance de´pandant de f(0). D’autre part, il n’y
a pas de re´sultat connu pour la vitesse de convergence. On prouve alors:
The´ore`me 2.1 Sous les hypothe`ses (H1)-(H4) et la condition (5), pour toute suite posi-
tive monotone (vn) telle que :
vn → 0, nv
2
n →∞ pour n→∞, (6)
on a: ‖βˆn − β
0‖ = OIP (vn).
Le re´sultat du The´ore`me 2.1 est plus fort que le re´sultat obtenu par Babu [1] pour une
re´gression line´aire: vn = (log n/n)
1/2.
3 Plusieurs points de rupture
Pour le mode`le (1) on conside`re que la fonction gθ(x) a K(K ≥ 1) points de rupture.
Aucune hypothe`se de continuite´ pour g n’est pas impose´e dans les points de rupture.
Pour tout r = 1, ..., K,K+1 supposons que βk ∈ Γ ⊂ IRp avec Γ compact et θ2 ∈ IRK , ou`
θ ∈ Ω = ΓK+1 × ΥK . Soit θ0 = (θ01, θ
0
2) la vraie valeur (inconnue) de θ. Les suppositions
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suivantes sont faites pour le mode`le:
(A1) On suppose que les points de rupture sont assez ”e´loigne´s”: pour un u ≥ 3/4 il
existe c > 0 tel que l0r+1 − l
0
r ≥ cn
u, ∀r = 1, ..., K avec l00 = 1 et l
0
K+1 = n.
(A2) A gauche et a` droite d’un point de rupture l0r les fonctions de re´gression sont
diffe´rentes: β0r 6= β
0
r+1, ∀r = 1, ..., K
La construction des estimateurs se fait dans deux e´tapes: d’abord les parame`tres de
re´gression sont trouve´s et ensuite le points de rupture sont localise´s. Pour les K points
de rupture l1, ..., lK , notons θˆ1(θ2) = θˆ1(l1, ..., lK) = argminθ1
∑K+1
r=1
∑lr
i=lr−1+1
|Yi−gθ(xi)|
l’estimateur LAD de θ01 pour un parame`tre θ2. Pour l1, ..., lK fixe´s, notons la somme des
moindres de´viations par:
S(l1, ..., lK) :=
K+1∑
r=1
inf
θ1
lr∑
i=lr−1+1
|Yi − gθ(xi)| . (7)
On de´finit l’estimateur LAD des points de rupture:
θˆ2n = (lˆ1, ..., lˆK) := arg min
l1<...<lK
S(l1, ..., lK). (8)
Enfin, les estimateurs des parame`tres de re´gression sont obtenus en utilisant les estima-
teurs des points de rupture: θˆ1n := (βˆ1,n, ..., βˆK+1,n) = θˆ1(θˆ2n).
La vitesse de convergence de l’estimateur des points de rupture est donne´e par le re´sultat:
The´ore`me 3.1 Pour tout ρ > 1/2, avec les suppositions (A1), (A2), (H1), (H2), (H3),
(H4) et pour toute suite (vn) comme dans le The´ore`me 2.1, on a pour n→∞:
IP
[
|lˆr − l
0
r | > inf{n
ρ, n2v4n}
]
→ 0, r = 1, ..., K.
Si on conside`re la condition supple´mentaire:
(H5) pour n assez grand, il existe c(2) > 0 tel que:
1
n
n∑
i=1
sup
β∈Γ
∥∥∥∥∂hβ(Xi)∂β
∥∥∥∥
2
≤ c(2) <∞. (9)
le re´sultat du The´ore`me 3.1 peur eˆtre ameliore´.
The´ore`me 3.2 Sous les conditions (A1), (A2), (H1), (H2), (H3), (H4) et (H5), pour
tout r = 1, ..., K on a: lˆr − l
0
r = OIP (1).
Les lois limite des estimateurs sont donne´es par les deux the´ore`mes suivantes:
4
The´ore`me 3.3 Sous les meˆmes conditions que pour le The´ore`me 3.2, pour chaque r =
1, 2, ..., K, la diffe´rence lˆr − l0r converge en distribution pour n → ∞ vers Lr, le point de
minimum du processu ale´atoire
{
..., Z
(r)
−1 , Z
(r)
0 , Z
(r)
1 , ...
}
, avec Z
(r)
0 = 0.
Pour j = 1, 2, ...
Z
(r)
j =
l0r+j∑
i=l0r+1
{∣∣∣ε(r)i − ν(β0r−1,β0r)(xi)
∣∣∣−
∣∣∣ε(r)i
∣∣∣} ,
et pour j = −1,−2, ....:
Z
(r)
j =
l0r∑
i=l0r+j
{∣∣∣ε(r)i + ν(β0r−1,β0r)(xi)
∣∣∣−
∣∣∣ε(r)i
∣∣∣} ,
ou` ε
(r)
i est une copie inde´pendante de εi.
The´ore`me 3.4 Sous les meˆmes conditions que pour le The´or’`me 3.2 et sous la condition
que la densite´ f des erreurs ε est Lipschitz, on a pour chaque r = 1, ..., K + 1
2f(0)
(
lˆr − lˆr−1
)
(βˆr,n − β
0
r )
L
−→
n→∞
N (0, Vr), (10)
ou` lˆK+1 = l
0
K+1 = n et
Vr =
1
l0r − l
0
r−1
l0r∑
i=l0
r−1
+1
(
∂hβ0r (xi)
∂β
)(
∂hβ0r (xi)
∂β
)t
.
Remarque 3.1 Par la me´thode des mondres carre´s, si hβ(x) est constante: hβ(x) =
β,Yao et Au [6] ont montre´ que l’estimateur du point de rupture converge en distribution
vers le point de minimum d’une marche ale´atoire. Pour une re´gression line´aire: hβ(x) =
βx, Bai et Perron [2] ont montre´ que la loi asymptotique de l’estimateur des points de
rupture est le maximum d’un processus Wiener process avec drift.
Pour estimer le nombre K de points de ruptue, on adapte le crite`re de Schwarz pro-
pose´ par Yao [5]. Soit K0 la vraie valeur de K. Pour un nombre K fixe´, conside´rons(
lˆ1,K , ..., lˆK,K
)
= argminS(l1, ..., lK) and sˆK = S(lˆ1,K , ..., lˆK,K)/n, ou` la fonction S est
de´finie par (7).
The´ore`me 3.5 Sous les conditions IE[|ε|] <∞, (A1), (A2), (H1)-(H4), soit Kˆn la valeur
de K qui minimise B(K) := n log sˆK +KCn, avec (Cn) une suite satisfaisant Cn → ∞,
Cnn
−3/4 → 0 et Cnn−1/2 →∞ pour n→∞. Alors:
IP
[
Kˆn = K0
]
→ 1, pour n→∞.
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4 Estimateur LAD pe´nalise´
Pour que la fonction objectif soit plus ”re´gulie`re”, on conside`re une suite dn > 0 telle que
dn → 0 pour n → ∞. D’abord, si le mode`le n’a pas de points de rupture, mode`le (2),
l’estimateur LAD pe´nalise´ (note´ SLAD) est:
βˆsn = argmin
β∈Γ
Qsn(β)
avec Qsn(β) := n
−1
∑n
i=1
{[
εi − ν(β,β0)(xi)
]2
+ d2n
}1/2
. On peut montrer que dans ce cas,
l’estimateur SLAD a la mı¨¿1
2
me vitesse de convergence que l’estimateur non pe´nalise´.
Si le mode`le contient des points de rupture, mode`le (1), conside´rons la fonction objectif:
Ss(l1, ..., lK) :=
K+1∑
r=1
inf
θ1
lr∑
i=lr−1+1
{
|Yi − gθ(xi)|
2 + d2n
}1/2
(11)
L’estimateur SLAD des points de rupture est de´fini par:
θˆs2n = (lˆ
s
1, ..., lˆ
s
K) := arg min
l1<...<lK
Ss(l1, ..., lK) (12)
Les estimateurs SLAD des parame`tres de re´gression sont: θˆs1n := (βˆ
s
1n, ..., βˆ
s
K+1,n) =
θˆs1(θˆ
s
2n). Alors, l’estimateur SLAD pour les parme`tres du mode`le (1) est θˆ
s
n := (θˆ
s
1n, θˆ
s
2n).
The´ore`me 4.1 Sous les conditions(C1)-(C3), (H1), (H2), (H3), (H4), (A1), (A2), con-
side´rons les suites positives (an), (wn) telles que an → ∞, wn ≪ an ≪ n3/4 et wn :=
max(nα, ndn), α ∈ (1/2, 3/4). Alors:
IP
[
|lˆsr − l
0
r | > an
]
→ 0, r = 1, ..., K
La vitesse de convergence pour les estimateurs SLAD des parame`tres de re´gression est:
The´ore`me 4.2 Sous les meˆmes conditions que pour le The´ore`me 4.1 et sous (H5), nous
avons: ‖θˆs1n − θ
0
1‖ = OIP
(
nα−ρ+δ
)
, pour ∀δ ∈ (0, ρ− α), ρ > 3/4 et α ∈ (1/2, 3/4).
Le crite`re pour trouve´ le nombre de points de rupture peut eˆre adapte´ dans ce cas, en con-
side´rant pour tout nombreK fixe´, l’estimateur
(
lˆs1,K , ..., lˆ
s
K,K
)
= argminl1<...<lK S
s(l1, ..., lK)
et sˆsK = S
s(lˆs1,K , ..., lˆ
s
K,K)/n, ou` la fonction S
s est de´finie par (11).
The´ore`me 4.3 Sous les meˆmes conditions que pour le The´ore`me 4.1 et IE[|ε|] < ∞,
soit Kˆn la valeur de K qui minimise B(K) := n log sˆ
s
K + KCn, avec (Cn) toute suite
satisfaisant Cn →∞ et wn ≪ Cn ≪ an, pour n→∞. Alors:
IP
[
Kˆn = K0
]
→ 1, pour n→∞
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Table 1: Mode`le nonlinear, un point de rupture, erreur Laplace.
parameter a1(a
0
1 = 10) b1(b
0
1 = 2) a2(a
0
2 = 7) b2(b
0
2 = 1.75) l1(l
0
1 = 60)
mean by LAD 9.6377 2.0214 6.9069 1.7550 60
mean by SLAD 9.6369 2.0215 6.9054 1.7551 60
mean by LSQ -15.7310 3.5832 6.5418 1.9697 63
std by LAD 0.2067 0.0192 0.0329 0.0021 0.23
std by SLAD 0.2003 0.0186 0.0317 0.0020 0.23
std by SLQ 373.5897 6.2752 0.9266 1.9763 31.22
median by LAD 9.6728 2.0199 6.9076 1.7550 60
median by SLAD 9.6611 2.0201 6.9066 1.7550 60
median by LSQ 11.1088 1.8515 6.5268 1.7768 60
5 Comparaison d’estimateurs par simulation
On donne les re´sultats obtenus pour l’estimation des parame`tres dans un mode`le avec
rupture par trois me`thodes: LSQ, LAD et SLAD. Pour la fonction hβ(x) = a(1 − xb)/b,
β = (a, b) ∈ [−100, 100]× [0.1, 20], un seul point de rupture, soit le mode`le:
Yi = (a1
1− xb1i
b1
)1 i≤l1 + (a2
1− xb2i
b2
)1 l1<i + εi, i = 1, ...n (13)
avec xi = i/10, n = 200 et les vraies valeurs a
0
1 = 10, b
0
1 = 2, a
0
2 = 7, b
0
2 = 1.75, l
0
1 = 60.
(voir la Figure 1). Les moyennes,les e´carts-type,les me´dianes empiriques des estimations
obtenues par les trois me´thodes pour 200 re´pliques Monte Carlo de (13) sont donne´s dans
le Tableau 1 (on a conside´re´ d2n = n
−1). La me´thode des moindres carre´s donne des
mauvais re´sultats s’il y a des outliers dans le mode`le.
0 50 100 150 200
−800
−600
−400
−200
0
200
400
600
X
Y
a01=10; b01=2; a02=7; b02=1.75; l1=60
Figure 1: Nonlinear model with Laplace er-
rors and with one change-point.
0 50 100 150 200
−600
−500
−400
−300
−200
−100
0
100
a01=10; b01=2; a02=7; b02=1.75; a03=10; b03=1.5;
X
Y
Figure 2: Nonlinear model with Laplace er-
rors and with two change-points.
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Table 2: Mod`le nonlinear, deux points de rupture, erreur Laplace.
parameter a1 b1 a2 b2 a3 b3 l1 l2
mean by LAD 9.5 2 6.8 1.76 9.88 1.5 60 130
mean by SLAD 9.5 2 6.8 1.76 9.88 1.5 60 130
mean by LSQ 11.02 1.9 4.98 10.19 10.5 1.48 66 124
std by LAD 0.2 0.01 0.12 0.01 0.08 0.004 0 0.2
std by SLAD 0.2 0.01 0.12 0.01 0.09 0.004 0 0.2
std by SLQ 5.4 0.43 2.63 26.14 1.95 0.078 16 15
median by LAD 9.5 2.034 6.83 1.76 9.88 1.5 60 130
median by SLAD 9.5 2.036 6.83 1.76 9.9 1.5 60 130
median by LSQ 8.74 2.1 6.36 1.79 9.67 1.5 60 130
Soit le mode`le:
Yi = (a1
1− xb1i
b1
)1 i≤l1 + (a2
1− xb2i
b2
)1 l1<i + (a3
1− xb3i
b3
)1 l1<i + εi, i = 1, ...n (14)
avec xi = i/10, n = 200 et les vraies valeurs a
0
1 = 10, b
0
1 = 2, a
0
2 = 7, b
0
2 = 1.75, a
0
2 = 10,
b02 = 1.5, l
0
1 = 60, l
0
2 = 130. (voir Figure 2). Les moyennes, les e´carts-type, les me´dianes
empiriques des estimations obtenues par les trois me`thodes pour 30 re´pliques Monte Carlo
de (14) sont donne´s dans le Tableau 2. Les estimateurs SLAD et LAD sont non-biaise´s
et plus efficients que le LSQ estimateur.
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