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Abstract
In [13] it was conjectured by Zhang and Zheng that dissipative solutions of the Hunter-
Saxton equation, which are known to be unique in the class of weak solutions, dissipate the
energy at the highest possible rate. The conjecture of Zhang and Zheng was proven in [4] by
Dafermos for monotone increasing initial data with bounded energy. In this note we prove
the conjecture in [13] in full generality. To this end we examine the evolution of the energy
of any weak solution of the Hunter-Saxton equation. Our proof shows in fact that for every
time t > 0 the energy of the dissipative solution is not greater than the energy of any weak
solution with the same initial data.
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1 Introduction
The Hunter-Saxton equation was introduced in [8] as a simplified model to describe the evolution
of perturbations of constant director fields in nematic liquid crystals. Liquid crystals share the
mechanical properties of fluids and optical properties of crystals. Their description is essentially
given by the evolution of two linearly independent vector fields, one denoting the fluid flow, another
responsible for the dynamics of the so-called director fields, giving the orientation of the rod-like
molecule.
When analyzing planar director fields in the neighborhood of a constant field, after a nonlinear
change of variables, one arrives at the following problem for u : R× [0, T )→ R
∂tu(x, t) + ∂x
[
1
2
u2(x, t)
]
=
1
2
∫ x
−∞
w2(y, t)dy, w(x, t) = ∂xu(x, t). (1.1)
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u(x, 0) = u0(x), w(x, 0) = w0(x) = u
′
0(x), −∞ < x <∞.
Besides its physical meaning, equation (1.1) possesses a few interesting mathematical properties.
First, it seems to be a nice toy model for hydrodynamical equations. Next, it is completely
integrable and admits infinitely many conservations laws, see [9].
Due to its physical interpretation it is natural to expect from the solutions to (1.1) that
∫
R w
2(y, t)dy <
∞, which means that the energy is finite. According to the Sobolev embedding in 1d, this means
that for fixed time a solution to (1.1) should be Ho¨lder continuous in space, hence discontinuity
does not occur. However, Lipschitz continuity might not be preserved. The well-known example,
see [1], [3], of a solution admitting a blowup of the Lipschitz constant is given by
u(x, t) =

0 0 ≤ t < 1 −∞ < x ≤ 0,
2x
t−1 0 ≤ t < 1 0 < x < (t− 1)2,
2(t− 1) 0 ≤ t < 1 (t− 1)2 ≤ x <∞.
(1.2)
It develops a cusp singularity at x = 0, t = 1. However, it is possible to define global-in-time weak
solutions. Such solutions have been constructed in [10]. The question on the admissibility criteria
yielding uniqueness appears. It was studied in [11], [12] and in the latter paper the notion of
dissipative solutions was introduced. It was proven that these are unique solutions to (1.1). Such
solutions were further studied in [1]. Let us now recall the definitions of both, weak and dissipative
solutions.
Definition 1.1 A continuous function u on (−∞,∞) × [0,∞) is a weak solution of (1.1) if, for
each t ∈ [0,∞), u(·, t) is absolutely continuous on R satisfying
∂xu(x, t) = w(x, t) ∈ L∞([0,∞);L2(R)),
moreover the map t→ u(·, t) ∈ L2loc(R) is absolutely continuous and (1.1) holds on R× [0,∞), in
the sense of distributions, u(x, 0) = u0(x) and w0(x) ∈ L2(R).
Definition 1.2 A weak solution to (1.1) is called dissipative if its derivative ∂xu is bounded from
above on any compact subset of the upper half-plane and w(·, t)→ w0(x) in L2(R) as t ↓ 0.
As noticed in [3], for any weak solution convergence of the solution to the initial data in L2 is
equivalent to the condition
lim sup
t↓0
E(t) ≤ E(0), (1.3)
E(t) := 12
∫
R w
2(y, t)dy. In [4] Dafermos proved that dissipative solution is being selected by the
criterion of maximal dissipation rate of the energy (or entropy, see [2]) among weak solutions for
initial data u0 being monotone increasing. He also stated that the same is true for general initial
data with finite energy. In the present article we prove with all the details the above claim. It
turns out that the proof in the general situation requires more involved reasoning. Our proof is
based on the strategy of the proof in [4], however in order to handle the general situation we need
an essentially more complicated argument. The biggest obstacle is that in order to proceed with
the strategy of Dafermos, quite a detailed information on characteristics associated to any weak
solution is required. Actually one needs to know how characteristics associated to weak solutions
which are not disspative behave and how they push forward the energy. Our studies related to
characteristics associated to weak solutions furnish enough information to enable us to execute the
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strategy. Most of the facts we prove on characteristics of weak solutions which are not dissipative
seem to be new in the studies of (1.1).
Let us now state the main results and recall an important definition from [3] which we shall need
when dealing with the general case.
Theorem 1.1 Let u0(x) be absolutely continuous with the derivative u
′
0(x) = w0(x) a.e. and such
that w0(x) ∈ L2(R). Then the dissipative solution of (1.1) minimizes, for every t ∈ [0,∞), the
energy among all weak solutions with the same initial data. This means that if u˜ is the unique
dissipative solution of (1.1) and u any weak solution of (1.1) starting from u0, then
• Eu˜(t) ≤ Eu(t) for every t ≥ 0,
• if Eu(t) = Eu˜(t) for every t ≥ 0, then u = u˜.
Corollary 1.2 The unique dissipative solution u˜ of (1.1) maximizes the rate of the decay of energy
among all weak solutions with the same initial data and consequently it is selected by the maximum
dissipation principle. This means that if u 6= u˜ is a weak solution of (1.1) such that u(s) = u˜(s)
for s ∈ [0, t], then
• there exists s > t such that Eu(s) > Eu˜(s) and
• there is no s > t such that Eu(s) < Eu˜(s).
Definition 1.3 For s ∈ (0,∞] we say that Is is a subset of the set
I = {ζ ∈ R : u′0(ζ) exists, equal to w0(ζ)}
consisting of such ζ ∈ I that w0(ζ) > − 2s . We denote Tζ := ∞ if w0(ζ) ≥ 0, Tζ := − 2w0(ζ)
otherwise.
The paper is organized in the following way. In the next section we provide a sketch of the
strategy of the proof of Theorem 1.1. The third section is devoted to introducing a collection of
facts concerning characteristics. The fourth section is devoted to the study of energy contained
between some pairs of characteristics. In the fourth section we study carefully the evolution of
the positive part of the energy. Finally in the last section we formulate a proper averaging theory
which enables us to arrive at the proof of Theorem 1.1.
2 The strategy of the proof of the main result
In this section we describe with some details Dafermos’ strategy of proving that dissipative solutions
of (1.1) are selected as the unique ones by the maximal energy dissipation criterion. It was
successfully applied in the case of nondecreasing data in [4]. We shall follow this strategy and
very often we will be using some of the facts obtained in [4]. Since exposing our result in a clear
way requires a good source of reference concerning some of the computations done by Dafermos,
we decided to recall many details of the latter in the present section. Finally, we will emphasize
main additional difficulties which appear when one wants to execute the strategy in the case of
absolutely continuous initial data with finite energy.
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We notice that given a dissipative solution u, see Definition 1.2, by [3, Theorem 4.1], we know that∫
R
w2(y, t)dy =
∫
It
w20(ζ)dζ. (2.1)
Notice that if we prove that the energy E = 12
∫
R w
2(y, t)dy associated to any weak solution of
(1.1) is bounded from below by
∫
It
w20(ζ)dζ and any weak solution u satisfying (2.1) is a disspative
solution, then we are done. Hence, in order to complete the proof of Theorem 1.1 it is enough to
prove the following two propositions.
Proposition 2.1 Let u be a weak solution of (1.1) (see Definition 1.1). Moreover, assume (2.1)
holds. Then u is actually a dissipative solution.
Proposition 2.2 Let u be a weak solution of (1.1). Then∫
R
w2(y, t)dy ≥
∫
It
w20(ζ)dζ. (2.2)
Now, we shall recall how the strategy outlined above was executed by Dafermos for nondecreasing
initial data. Thus, we will be able to explain to the reader what difficulties appear for more general
initial data. Moreover, some formulas which appear in this section will be used by us in a more
complicated framework, and it seems to us useful to introduce them in the basic setting.
A characteristic associated to the weak solution u of (1.1) is a Lipschitz continuous function
x : [0, T ]→ R satisfying
x˙(t) = u(x(t), t) for a.e. t ∈ [0, T ], (2.3)
x(0) = x0.
By [3, Lemma 3.1] we know that for every x0 there exists a characteristic x(t) of (1.1) (perhaps not
unique) passing through x0. Morever, every characteristic is actually a C
1 function and satisfies
x˙ = u(x(t), t) := ux(t)(t), u˙x(t)(t) =
1
2
∫ x(t)
−∞
w2(y, t)dy (2.4)
pointwise and a.e., respectively. The function t→ u(x(t), t) is Lipschitz continuous.
Following [4], given characteristics x1(t), x2(t) emanating from x1, x2 ∈ R we introduce
h(t) := x2(t)− x1(t) , p(t) := u(x2(t), t)− u(x1(t), t), (2.5)
ωx1,x2(t) :=
p(t)
h(t)
. (2.6)
One sees that
h˙(t) = p(t), p˙(t) =
1
2
∫ x2(t)
x1(t)
w2(y, t)dy. (2.7)
An immediate consequence of (2.7) is that if p is initially positive, then h stays positive during its
evolution. In other words, nondecreasing initial data assure that characteristics do not intersect.
Since h(t) > 0 for t ≥ 0,
h˙(t) = ωx1,x2(t)h(t)
4
and so
h(t) = h(0)e
∫ t
0
ωx1,x2 (s)ds. (2.8)
Moreover,
ω˙x1,x2(t) = − (ωx1,x2)2 (t) + 1
2h(t)
∫ x2(t)
x1(t)
w2(y, t)dy. (2.9)
Next, Dafermos shows that ∫ x2(t)
x1(t)
w2(y, t)dy ≥
∫ x2
x1
(w0)
2(y)dy (2.10)
and in view of the fact that h(t) > 0, which implies that R \ It is of measure 0, concludes the proof
of Proposition 2.2. On the other hand if E(t) = E(0) for any t > 0, then (2.10) must also hold as
equality for any pair of characteristics x1(t), x2(t). This leads Dafermos to the fact that u must be
a dissipative solution, see [4, the end of section 3]. So Proposition 2.1 also holds, thus Theorem
1.1 is true for nondecreasing initial data.
Now, let us comment on the difficulties which appear when considering general initial data. First
of all, (2.7) does not guarantee that characteristics do not intersect. Actually, the collision of
characteristics is possible. Next, it is also possible that characteristics of weak solutions branch.
Moreover, our proof requires treating separately the positive and negative parts of the energy as
well as change of variables formulas for Lebesgue-Stieltjes integral. It is enough to notice that a
solution given in (1.2) can be continued for the times t > 1 in the following non-unique way.
u(x, t) =

0 t > 1 −∞ < x ≤ 0,
2x
t−1 t > 1 0 < x < k(t− 1)2,
2k(t− 1) t > 1 k(t− 1)2 ≤ x <∞,
(2.11)
k ≥ 0. In order to deal with those obstacles and execute the strategy of Dafermos in the case
of absolutely continuous initial data, we need detailed studies of characteristics of weak solutions
which may collide and branch, which is done in the next section. Finally, we observe that both
Proposition 2.1 and Proposition 2.2 are consequences of the following one.
Proposition 2.3 Let u be a weak solution of (1.1). Let xξ and xζ be characteristics starting at
ξ, ζ ∈ R, respectively, ξ < ζ. Moreover, assume xξ(t) ≤ xζ(t) for any t ≥ 0. Then the following
formula holds ∫ xζ(t)
xξ(t)
w2(y, t)dy ≥
∫
It∩(ξ,ζ)
w20(ζ)dζ . (2.12)
Proposition 2.2 is implied by Proposition 2.3 in a straightforward way. To see the implication from
Proposition 2.3 to Proposition 2.1 one needs to take into account that, as was stated in Section 3,
to any weak solution a set of C1 characteristics is associated. They however might not be unique.
Clearly, for any characteristic xξ(t) emanating from a point ξ, we have (see (2.4))
u˙ξ(t) =
1
2
∫ xξ(t)
−∞
w2(y, t)dy, (2.13)
where uξ(t) := u(xξ(t), t).
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On the other hand, we see that any weak solution to (1.1) satisfying (2.1) and (2.12), satisfies also∫ xζ(t)
xξ(t)
w2(y, t)dy =
∫
It∩(ξ,ζ)
w20(ζ)dζ. (2.14)
Hence, taking into account (2.14) and integrating (2.13) in time we arrive at
u(xξ(t), t) = u0(ξ) +
1
2
∫ t
0
∫
Is∩(−∞,ξ)
w20(ζ)dζds.
The above equality tells us that u is actually a dissipative solution to (1.1) according to [1, Theorem
2.1], see also [3, Theorem 2.1].
In view of the above, all we have to show, in order to complete the proof of Theorem 1.1, is
Proposition 2.3.
3 Some information on characteristics
In this section we study the behavior of characteristics associated to weak solutions of (1.1). First
we notice the following lemma.
Lemma 3.1 Consider any weak solution u of (1.1). Let ξ0 ∈ It. Choose ξ1 ∈ R such that |ξ1−ξ0|
is small enough. Then for any xξ0(t), xξ1(t), characteristics associated to u emanating from ξ0, ξ1
respectively, there exists a positive continuous function χ such that
|xξ1(s)− xξ0(s)| ≥ χ(s) for s ∈ (0, t]. (3.1)
Proof. We take two characteristics emanating from ξ0 and ξ1. In view of (2.8), as long as∫ t
0
ω(s)ds > −∞, h(t) > 0 and so characteristics do not intersect.
Moreover, (2.9) is satisfied as long as h > 0. It implies, by the Schwarz inequality,
ω˙xξ0 ,xξ1 (t) ≥ −1
2
(ωxξ0 ,xξ1 (t))
2
, hence ωxξ0 ,xξ1 (t) ≥ 2ω
ξ0,ξ1(0)
2 + tωξ0,ξ1(0)
. (3.2)
Next, we take ξ0 ∈ It and observe that for ξ1 in a sufficiently close neighborhood of ξ0,
ωξ0,ξ1(0) > −2
t
.
Indeed, since ξ0 ∈ It we have on the one hand w(ξ0) > − 2t +ε0 for some small ε0, and on the other
hand,
u(x)− u(ξ0)
x− ξ0 = u
′(ξ0) +
o(|x− ξ0|)
x− ξ0 .
We choose ξ1 such that
o(|ξ1−ξ0|)
ξ1−ξ0 <
ε0
2 . Then,
ωξ0,ξ1(0) > −2
t
+
ε0
2
.
Hence, in view of (3.2), (2.8) leads to
6
|xξ1(s)− xξ0(s)| = |ξ1 − ξ0| exp
(∫ s
0
ωxξ0 ,xξ1 (τ)dτ
)
≥ |ξ1 − ξ0| exp
(∫ s
0
2ωξ0,ξ1(0)
2 + τωξ0,ξ1(0)
dτ
)
= |ξ1 − ξ0|1
4
(2 + sωξ0,ξ1(0))2
≥ |ξ1 − ξ0|1
4
(2 + tωξ0,ξ1(0))2 ≥ 1
16
|ξ1 − ξ0|t2ε20.

As a corollary we infer the following fact.
Corollary 3.2 Consider a characteristic x(t), associated to a weak solution u of (1.1), emanating
from x0 ∈ It. This characteristic does not cross with any other until time t.
Proof. Any characteristic starting from the neighborhood of x0 does not cross x(t) by Lemma
3.1. Next consider a characteristic starting from a point being outside of a neighborhood of x0. If
it crosses x(t) then, in particular, it crosses one of the characteristics from the neighborhood of x0.
But this way we obtain a characteristic starting from a neighborhood of x0 which intersects x(t),
which leads to contradiction.

However, as we have seen in (2.11), characteristics associated to a weak solution can branch. We
need to find out how often it may happen in order to proceed with the proof. We have the following
lemma.
Lemma 3.3 Let u be a weak solution of (1.1). For almost every (more precisely, all except a
countable number) x0 ∈ IT , the characteristic associated to u starting from x0, does not branch
before time T .
Combining Lemma 3.3 with Lemma 3.1 we obtain the following claim.
Corollary 3.4 Let u be a weak solution to (1.1). For every except a countable number x0 ∈ It,
the characterictic emanating from x0 is unique forwards and backwards up to time t > 0.
The proof of Lemma 3.3 requires some steps, in particular the introduction of leftmost and right-
most characteristics. To this end we show a few claims.
Proposition 3.5 Consider a family of Lipschitz continuous functions fα : [a, b]→ R, α ∈ A ⊂ R
satisfying
|fα(t)− fα(s)| ≤ L|t− s| (3.3)
for all t, s ∈ [a, b] and some L > 0. Then both supα∈A fα and infα∈A fα are Lipschitz continuous.
Proof. We shall prove the claim of the proposition only for sup fα, for inf fα the proof is the
same. First we fix t, s ∈ [a, b], t > s. We notice that for any ε > 0 there exist α0, α1 ∈ A such that
sup
α∈A
fα(t)− ε < fα0(t),
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sup
α∈A
fα(s)− ε < fα1(s).
Hence
fα1(t)− fα1(s) < sup
α∈A
fα(t)− sup
α∈A
fα(s) + ε
and
fα0(t)− fα0(s) > sup
α∈A
fα(t)− sup
α∈A
fα(s)− ε,
which together with (3.3) yields
−L(t− s)− ε ≤ fα1(t)− fα1(s)− ε < sup
α∈A
fα(t)− sup
α∈A
fα(s) < fα0(t)− fα0(s) + ε ≤ L(t− s) + ε.
Letting ε go to 0 in the above inequality we obtain the claim of the proposition.

Let us now state a proposition, which we will use in the sequel, which is a consequence of the
Kneser’s theorem, see [7, Theorem II.4.1], as well as the fact that any weak solution to (1.1) is
continuous.
Proposition 3.6 Let the image of a point under characteristics emanating from (x0, t0) be defined
as
A(t) := {(z, t) : z = x(t), x(t0) = x0, x(t) is a characteristic of (1.1) associated to the weak solution u}.
Then A(t) is a compact and connected set.
The next lemma contains the proof of existence of rightmost and leftmost characteristics.
Lemma 3.7 Let u : [0, T ] × R → R be a bounded continuous function solving (1.1) in the weak
sense and let xα(t) be a family of characteristics associated to u, i.e. C
1 functions on [0, T ]
satisfying (2.3). Then function y : [0, T ]×R→ R defined for t ∈ [0, T ] by y(t) := supα xα(t) is also
a characteristic of (1.1) associated to the weak solution u. The same claim holds for infα xα(t).
Proof. We shall restrict the proof to the case of rightmost characteristics, the leftmost part
being analogous.
To begin the proof let us consider a point t0 > 0 such that x˙α(t0) = u(xα(t0), t0) and that the
characteristic xα branches at this point. The set of values of characteristics emanating from the
branching point (xα(t0), t0)
{(z, t) : z = xα(t), xα(0) = x0, t0 ≤ t ≤ T}
is compact and connected by Proposition 3.6. For any fixed t0 ≤ t ≤ T one can take y(t) as max of
the elements of this set. By Proposition 3.5, y(t) is also Lipschitz continuous. To prove the claim
it is enough to show that y(t) satisfies (2.3) at the points of differentiability. Indeed, by [3, Lemma
3.1] we see that then y(t) is C1 regular.
Suppose, on the contrary, that y˙(t) 6= u(y(t)) for some t ∈ (t0, T ), which is a point of differentiability
of y. Without loss of generality, we may assume that
y˙(t) ≤ u(y(t))− δ
8
for some δ > 0. Next, we notice that by the continuity of u, we can choose ε > 0 in such a way
that for every (x, t) ∈ [y(t)− ε, y(t) + ε]× [t− ε, t+ ε] we have
u(x, t) > y˙(t) +
δ
2
, (3.4)
as well as t+ ε < T , moreover for every s ∈ [t− ε, t+ ε]
|y(s)− y(t)− y˙(t)(s− t)| < δ(s− t)
10
. (3.5)
By Proposition 3.6 we can choose α0 such that y(t) = xα0(t). Then for τ small enough
xα0(t+ τ) = xα0(t) +
∫ t+τ
t
u(xα(s), s)ds
(3.4)
≥ y(t) + τ
(
y˙(t) +
δ
2
)
(3.5)
> y(t+ τ),
contradiction.

Basing on the above lemma we define leftmost and rightmost characteristics. Finally, we can
proceed with the proof of Lemma 3.3.
Proof of Lemma 3.3. Suppose that a characteristic x(t) starting from IT branches for the
first time at the point (x(t0), t0). By Proposition 3.6 and Lemma 3.7 the rightmost and leftmost
characteristics emanating from the point (x(t0), t0) together with the line t = T bound a set of
positive measure. We name such a set a branching set related to (x(t0), t0). Consider now the
interval [x0, x1] ⊂ R and all the characteristics emanating from [x0, x1] ∩ IT . First, we notice that
by Corollary 3.2 branching sets related to different points (x′, t′), (x′′, t′′) are disjoint, see Fig. 1.
Next, we claim that the set of points of first branching times (x′, t′) is countable. Indeed, otherwise
the measure of the branching sets related to all the branching points (x′, t′) would be infinite, but
this set is a subset of the set bounded by the interval [x0, x1] from the bottom, by the curves xl[x0]
and xr[x1]-respectively the leftmost characteristic emanating from x0 and the rightmost emanating
from x1, and the interval [xl[x0](T ), xr[x1](T )] from the top. The latter set is however of finite
measure.

In view of Corollary 3.4 we define the following sets.
Definition 3.1 By Iuniquet we understand the full-measure subset of It consisting of all points x
such that every characteristic of (1.1) associated to the weak solution u starting at x stays unique
up to time t, t ∈ (0,∞].
4 Time-monotonicity of positive part of the energy and con-
sequences
We first define the positive part of the energy.
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Figure 1: Schematic presentation of branching sets related to (x′, t′) and (x′′, t′′) which are unions
of graphs, until time T , of all characteristics emanating from (x′, t′) and (x′′, t′′), respectively. Since
y′, y′′ ∈ IT , where y′, y′′ satisfy xy′(t′) = x′ and xy′′(t′′) = x′′, these branching sets are disjoint.
Definition 4.1 Let w+(y, t) := max{w(y, t), 0} be the positive part of w. We define the positive
part of the energy as
E+[η,ξ](t) :=
∫ ξ
η
w2+(y, t)dy. (4.1)
Next, we recall that at I∞ the function w0(y) ≥ 0. As is seen from the following proposition, the
positive part of the energy defined above is nondecreasing.
Proposition 4.1 Let u be a weak solution to (1.1), w = ux a.e. Take a, b ∈ Iunique∞ such that
a < b. Then for every t ∈ [0,∞] we have
E+[xa(t),xb(t)](t) ≥ E
+
[a,b](0), (4.2)
where xa(t), xb(t) are the unique characteristics emanating from a and b, respectively.
Proof. For every ζ ∈ I let xr[ζ](t) denote the rightmost characteristic emanating from ζ. Note
that for every t > 0 the mapping M : ζ → xr[ζ](t) is monotone increasing. This mapping may be
constant on some intervals (if characteristics from some interval meet before time t > 0) or have
jumps (case of branching before time t > 0).
Take ζ ∈ I∞. Next, take η from a neighborhood of ζ. By (3.2) we have
ωxη,xζ (t) ≥ 2ω
η,ζ(0)
2 + tωη,ζ(0)
,
where we use the notation from the proof of Lemma 3.1. Since ζ was chosen from I∞, if η is close
enough, then ωη,ζ(0) > 0, which in turn gives ωxη,xζ (t) > 0. Consequently,
I∞(t) ⊂ {y : w(y, t) exists and is non-negative }, (4.3)
with
A(t) := {xr[a](t), a ∈ A}
for xr[a](t) the rightmost characteristic starting from a, and
w+(y, t) ≥ lim inf
η→ζ
ωxη,xζ (t) ≥ lim inf
η→ζ
2ωη,ζ(0)
2 + tωη,ζ(0)
=
2w(ζ, 0)
2 + tw(ζ, 0)
. (4.4)
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On the other hand, in view of (4.3), for a, b ∈ Iunique∞∫
[xa(t),xb(t)]
w+(y, t)
2dy ≥
∫
([a,b]∩I∞)(t)
w+(y, t)
2dy, (4.5)
where xa(t) is the characteristic starting from a.
Now observe that for ζ ∈ [a, b] ∩ I∞ equality M(ζ) = M(η) implies ζ = η. Hence on the set
M ([a, b] ∩ I∞) = ([a, b] ∩ I∞) (t) (4.6)
we can define a unique inverse mapping M−1. This mapping can be prolonged to a right-continuous
generalized inverse of M on [a, b], which we call W . The definition of W , which can be taken for
instance from [5], reads
W (y) := inf{x ∈ R : M(x) ≥ y}, y ∈ [M(a),M(b)].
Next, we are in a position to use the classical change of variable formula for the Lebesgue-Stieltjes
integral, see [6, (1)]. We have ∫ b
a
f(x)dM(x) =
∫ M(b)
M(a)
f(W (y))dy (4.7)
for any bounded Borel function f : [a, b] → R, any nondecreasing function M : [a, b] → R and its
generalized inverse W . Choosing f in (4.7) as
f(x) := 1I∞(x)
(
2w(x, 0)
2 + tw(x, 0)
)2
,
which is nonnegative and bounded for fixed t, we arrive at∫
([a,b]∩I∞)(t)
w+(y, t)
2dy
(4.4)
≥
∫
[M(a),M(b)]
1I∞(W (y))
(
2w(W (y), 0)
2 + tw(W (y), 0)
)2
dy (4.8)
=
∫
[a,b]
f(x)dM(x) ≥
∫
[a,b]
f(x)M ′(x)dx.
On the right-hand side of the above inequality we omitted integration over the singular part of
the measure dM due to positivity of f and M ′(x) is computed a.e. Now, observe that for every
ζ ∈ Iunique∞ we can estimate M ′(ζ).
M ′(ζ) = lim inf
η→ζ
xη(t)− xζ(t)
η − ζ
(2.8)
= lim inf
η→ζ
e
∫ t
0
ωxη,xζ (s)ds
(3.2)
≥ lim inf
η→ζ
e
∫ t
0
2ωη,ζ(0)
2+sωη,ζ(0)
ds
= lim inf
η→ζ
1
4
(
2 + tωη,ζ(0)
)2
=
1
4
(2 + tw(ζ, 0))
2
. (4.9)
Applying the above estimate in (4.8), and using (4.5) we arrive at∫
[xa(t),xb(t)]
w+(y, t)
2dy ≥
∫
[a,b]∩I∞
(
2w(x, 0)
2 + tw(x, 0)
)2
1
4
(2 + tw(x, 0))
2
dx =
∫
[a,b]
(w0)
2
+(x)dx.
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We notice that choosing a, b /∈ Iunique∞ we arrive at a similar conclusion as in the above proposition.
Indeed, we have the following claims with less restrictive assumptions.
Corollary 4.2 One can relax the assumptions of Proposition 4.1, assuming only that a, b ∈ R.
Then
E+[xr[a](t),xl[b](t)](t) ≥ E
+
[a,b](0), (4.10)
where xr, xl stands for rightmost and leftmost characteristics.
Proof. Indeed, assume first a ∈ Iunique∞ , b ∈ R. Then there exists an increasing sequence
(bn)n∈N belonging to I
unique
∞ such that bn → b¯, where b¯ := supx<b,x∈Iunique∞ . If b¯ < b then we notice
that
w0 ≤ 0 a.e. on [b¯, b]. (4.11)
Indeed, otherwise we would have a set B ⊂ (b¯, b] of positive measure such that w0(x) > 0 for all
x ∈ B. Hence, B ⊂ I∞ and so it must have a nonempty intersection with Iunique∞ , so there exists
x0 ∈ B ∩ Iunique∞ such that w0(x0) > 0, which contradicts the definition of b¯. We obtain∫
[a,b]
(w0)+(x)
2dx
(4.11)
= lim
n→∞
∫
[a,bn]
(w0)+(x)
2dx
Prop.4.1
≤ lim
n→∞
∫
[xa(t),xbn (t)]
w(y, t)2+dy
=
∫
[xa(t),xl[b¯](t)]
w(y, t)2+dy ≤
∫
[xa(t),xl[b](t)]
w(y, t)2+dy.
If both a, b ∈ R, a < b and a, b /∈ Iunique∞ , we find sequences an, bn ∈ Iunique∞ , respectively decreasing
and increasing such that an → a¯, bn → b¯, a¯ := infx>a,x∈Iunique∞ . The same computation as above
yields the claim.

Moreover, we notice that repeating an adequate part of the proof of Proposition 4.1 we arrive at
the following fact.
Corollary 4.3 For 0 < t <∞ and ζ ∈ Iuniquet it holds
M ′(ζ) ≥ 1
4
(2 + tw(ζ, 0))
2
.
Finally, we are in a position to define J ⊂ I of a full measure by
J := {ζ ∈ I : for a.e. t ∈ [0, Tζ) (xζ(t), t) ∈ Γ},
where xζ(t) is a characteristic, Tζ was defined in the Definition 1.3, and
Γ := {(x, t) : w = ∂xu(x, t) exists }.
By the definition, for t ∈ (0,∞] Juniquet := Iuniquet ∩ J .
The next lemma is crucial in our proof of Theorem 1.1. It allows us to control the difference
quotients ω on a subset of Juniquet of full measure.
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Lemma 4.4 Let u be any weak solution to (1.1). Fix 0 < t <∞ and 0 < τ < t. For almost every
ζ ∈ Juniquet there exist M > 0 and ε > 0 such that for every η ∈ (ζ, ζ+ε] we have ωxζ ,xl[η](s) ≤M
for every 0 ≤ s ≤ τ .
Proof. We denote by Jbadt the following set.
Jbadt := {ζ ∈ Juniquet : ∀ε > 0 ∀M > 0 ∃η : η − ζ < ε ∃s ∈ [0, τ ] such that ωxζ ,xl[η](s) > M}.
In order to prove Lemma 4.4 it is enough to show that the measure of Jbadt is zero. To this end fix
M > 0 and for ζ ∈ Jbadt denote
ΠM,δζ := [ζ, η],
where η is a point that satisfies
η ∈ (ζ, ζ + δ) and there exists 0 ≤ s ≤ τ such that ωxζ ,xl[η](s) > M. (4.12)
We observe that for fixed M > 0
EM := {ΠM,δζ , δ > 0, ζ ∈ Jbadt }
is a covering of Jbadt . Moreover, any point in J
bad
t is contained in an element of EM of arbitrarily
small length. Indeed, by the definition of Jbadt one sees that given ζ ∈ Jbadt for any small δ > 0
there exists η ∈ (ζ, ζ + δ) for which ωxζ ,xl[η](s) > M . So, EM is a Vitali covering of Jbadt . By
the Vitali theorem, we obtain at most countable subfamily FM ⊂ EM of pairwise disjoint closed
intervals such that
Jbadt ⊂
⋃
FM
holds up to a set of measure 0. Denote
FM := {[ζi, ηi]}, i ∈ N, ζi ∈ Jbadt , ηi satisfy (4.12).
Then, for any i ∈ N there exists si ∈ [0, τ ] such that ωxζi ,xl[ηi](s) > M . This leads us to∫ xl[ηi](si)
xζi (si)
w2+(y, si)dy ≥ (xl[ηi](si)− xζi(si))M2. (4.13)
Indeed, (4.13) holds since by the Schwarz inequality and in view of the obvious inequality w+ ≥ w∫ xl[ηi](si)
xζi (si)
w2+(y, si)dy ≥
1
xl[ηi](si)− xζi(si)
(∫ xl[ηi](si)
xζi (si)
w+(y, si)dy
)2
≥ (u(xl[ηi](si))− u(xζi(si)))
2
xl[ηi](si)− xζi(si)
> (xl[ηi](si)− xζi(si))M2.
In view of Proposition 4.1 and Corollary 4.2, (4.13) yields∫ xl[ηi](τ)
xζi (τ)
w2+(y, τ)dy ≥
∫ xl[ηi](si)
xζi (si)
w2+(y, si)dy ≥ (xl[ηi](si)− xζi(si))M2.
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Summing over i ∈ N we obtain∫
R
w2(y, τ)dy ≥
∫
R
w2+(y, τ) ≥
∞∑
i=1
∫ xl[ηi](τ)
xζi (τ)
w2+(y, τ)dy ≥M2
∞∑
i=1
(xl[ηi](si)− xζi(si)). (4.14)
We observe the following estimate
(xl[ηi](si)− xζi(si)) ≥
(ηi − ζi)
(
1− τt
)2
2
. (4.15)
Indeed, for h(s) = xl[ηi](s)− xζi(t), as long as h > 0, (2.8) is satisfied. Hence
h(t) ≥ (ηi − ζi)e
∫ t
0
ω
xζi
,xl[ηi](s)ds.
On the other hand, one can estimate
ωxζi ,xl[ηi](s) ≥ 2ω
ζi,ηi(0)
2 + sωζi,ηi(0)
the same way as in (3.2). Consequently,
h(si) ≥ ηi − ζi
4
(
2 + siω
ζi,ηi(0)
)2 ≥ ηi − ζi
2
(
1− τ
t
)2
, (4.16)
where in the last inequality we made use of the inequalities si < τ and ω
ζi,ηi(0) > − 2t , the latter
holds on Jt. Plugging (4.15) in (4.14) we arrive at∫
R
w2(y, τ)dy ≥M2
∞∑
i=1
(ηi − ζi)
(
1− τt
)2
2
≥ M
2
2
(
1− τ
t
)2
|Jbadt |.
But the last inequality means
|Jbadt | ≤
2
∫
R w
2(y, τ)dy
M2
(
1− τt
)2 ,
so enlarging M , we see that |Jbadt | = 0.

5 Maximal dissipation selects the unique solution
The present section consists of two subsections. In the first one we prove an averaging lemma,
which will be used in the second one in order to prove Proposition 2.3.
5.1 Averaging lemma
We prove the following proposition.
14
Proposition 5.1 For any g ∈ L1(R) the following formula holds
lim
ε→0
∫
R
1
ε
∫ x+ε
x
|g(y)− g(x)|dydx = 0. (5.1)
Proof. By the Fubini theorem we obtain∫
R
1
ε
∫ x+ε
x
|g(y)− g(x)|dydx =
∫
R
1
ε
∫ ε
0
|g(x+ y)− g(x)|dydx
=
∫ ε
0
1
ε
(∫
R
|g(x+ y)− g(x)|dx
)
dy
≤ sup
y∈[0,ε]
(∫
R
|g(x+ y)− g(x)|dx
)
.
By the continuity of the translation in L1 we infer
lim
ε→0
sup
y∈[0,ε]
(∫
R
|g(x+ y)− g(x)|dx
)
= 0
which yields the claim.

5.2 Averaging over characteristics
Following Lemma 4.4 and definition of It, we can represent, up to a set of measure zero, J
unique
T
as a countable union of sets with ω bounded on [0, τ ] (this property will be crucial in our proof
and is the fundament of the decomposition of JuniqueT which we introduce) and with ω(0) close to
w(0). More precisely, there exists a set Z of measure 0 such that
JuniqueT =
( ∞⋃
N=1
Junique,NT
)
∪ Z,
where
Junique,NT := {ζ ∈ JuniqueT : ωxζ ,xl[ζ+ε](s) ≤ N and ωζ,ζ+ε(0) ≥ −2/T for ε ≤
1
N
and 0 ≤ s ≤ τ}
, and we used Lemma 4.4 as well as the fact that w0(ζ) > −2/T .
Proposition 5.2 Let 0 ≤ t ≤ τ < T . If ζ ∈ Junique,NT then for M(ζ) := xζ(t) and ε ≤ 1/N we
have:
i) M ′(ζ) ≥ c(τ),
ii) M(ζ + ε)−M(ζ) ≤ εCN (τ),
iii) M(ζ + ε)−M(ζ) ≥ εc(τ),
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where c(τ) := 12 (1− τ/T )2 and CN (τ) := eNτ .
Proof. The proof of parts (i) and (iii) consists of repeating the argument in (4.9) in the context
of the present proposition. Since τ < T we arrive at the desired claim. As a consequence of (2.8)
we obtain (ii).

Below we formulate and prove a result which is a slight extension of the Riesz lemma on choosing
an a.e. convergent subsequence from a sequence convergent in Lp.
Proposition 5.3 Let (X,µ) be a measure space and let D1 ⊂ D2 ⊂ . . . be an increasing family of
subsets of X. Let D ⊂ X satisfy µ(D\⋃∞n=1Dn) = 0 and µ(⋃∞n=1Dn\D) = 0. Consider a family
of functions dε(ζ) : X → R, ε ∈ (0, ε0), such that dε(ζ) ε→0−→ 0 in L1(Dn) for n = 1, 2, . . . . Then
there exists a subsequence εk tending to zero such that
dεk(ζ)→ 0 a.e. in D.
Proof. We use the diagonal argument. Namely, convergence in L1 implies convergence almost
everywhere on a subsequence. Hence, there exists a convergent to 0 and decreasing sequence
ε11, ε
1
2, . . . such that dε1k
k→0−→ 0 a.e. on D1. Define inductively sequence εn1 , εn2 , . . . as a subsequence
of εn−12 , ε
n−1
3 , . . . satisfying dεnk
k→0−→ 0 a.e. on Dn. Finally, take εk := εk1 for k = 1, 2, . . . . Since
{εk}∞k=n is a subsequence of {εnj } for every n, we obtain
dεk(ζ)→ 0 a.e. in Dn
for every n. Since almost every ζ ∈ D belongs in fact to some Dn, we conclude. 
Let us now state and prove a crucial lemma on averaging the energy over characteristics.
Lemma 5.4 Let u be a weak solution to (1.1), w = ux a.e. Let [0, τ ] ⊂ [0, T ). Then for almost
every ζ ∈ JuniqueT and every 0 ≤ σ ≤ τ we have
lim sup
k→∞
∣∣∣∣∣
∫ τ
σ
(
1
xl[ζ + εk](t)− xζ(t)
∫ xl[ζ+εk](t)
xζ(t)
w2(y, t)dy − w2(xζ(t), t)
)
dt
∣∣∣∣∣ = 0, (5.2)
where εk is some sequence convergent monotonically to 0 and xl[ζ + εk](t) is the leftmost charac-
teristic emanating from ζ + εk, associated to u.
Proof. It is enough to show that for every N ∈ N we have
lim
ε→0+
∫
Junique,NT
∫ τ
σ
(
1
xl[ζ + ε](t)− xζ(t)
∫ xl[ζ+ε](t)−xζ(t)
0
|w2(xζ(t) + y, t)− w2(xζ(t), t)|dy
)
dtdζ = 0.
(5.3)
Indeed, one applies Proposition 5.3 with X = R, µ being a Lebesgue measure, D = JuniqueT , DN =
Junique,NT and
dε(w, ζ) :=
∫ τ
σ
(
1
xl[ζ + ε](t)− xζ(t)
∫ xl[ζ+ε](t)−xζ(t)
0
|w2(xζ(t) + y, t)− w2(xζ(t), t)|dy
)
dt.
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It remains to show (5.3). To this end, first observe that for ε ≤ 1/N∫
Junique,NT
(
1
xl[ζ + ε](t)− xζ(t)
∫ xl[ζ+ε](t)−xζ(t)
0
|w2(xζ(t) + y, t)− w2(xζ(t), t)|dy
)
dζ
=
∫
Junique,NT
(
1
M(ζ + ε)−M(ζ)
∫ M(ζ+ε)−M(ζ)
0
|w2(M(ζ) + y, t)− w2(M(ζ), t)|dy
)
dζ
(5.2) ii),iii)
≤
∫
Junique,NT
(
1
c(τ)ε
∫ CN (τ)ε
0
|w2(M(ζ) + y, t)− w2(M(ζ), t)|dy
)
dζ
=
∫
Junique,NT
gε(M(ζ))dζ,
where
gε(z) := 1M(Junique,NT )
(z)
1
c(τ)ε
∫ CN (τ)ε
0
|w2(z + y, t)− w2(z, t)|dy.
Now, observe that for fixed ε ≤ 1/N function gε is nonnegative, bounded and Borel measurable.
Using [6, (6)], we obtain∫
M(Junique,NT )
gε(z)dz =
∫
Junique,NT
gε(M(ζ))dM(ζ)
Next note that neglecting the singular part of dM , using nonnegativity of gε we continue
≥
∫
Junique,NT
gε(M(ζ))M ′(ζ)dζ
(5.2) i)
≥ c(τ)
∫
Junique,NT
gε(M(ζ))dζ.
Consequently,
Sε(t) :=
∫
Junique,NT
gε(M(ζ))dζ
≤ 1
c(τ)
∫
M(Junique,NT )
gε(z)dz
=
1
c(τ)
∫
M(Junique,NT )
1
c(τ)ε
∫ CN (τ)ε
0
|w2(z + y, t)− w2(z, t)|dydz
=
CN (τ)
c2(τ)
∫
M(Junique,NT )
1
CN (τ)ε
∫ CN (τ)ε
0
|w2(z + y, t)− w2(z, t)|dydz
≤ CN (τ)
c2(τ)
∫
R
1
CN (τ)ε
∫ CN (τ)ε
0
|w2(z + y, t)− w2(z, t)|dydz,
where constants c(τ), CN (τ) are defined in Proposition 5.2. Using Proposition 5.1 we see that
Sε(t)→ 0
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as ε→ 0 for almost every t ∈ [0, τ ]. Note also that, by the Fubini theorem,
Sε(t) ≤ 2CN (τ)
c2(τ)
sup
t∈[0,T )
E(t).
Using the Fubini theorem once again as well as the Lebesgue dominated convergence theorem, we
obtain
lim
ε→0+
∫
Junique,NT
∫ τ
σ
(
1
xl[ζ + ε](t)− xζ(t)
∫ xl[ζ+ε](t)−xζ(t)
0
|w2(xζ(t) + y, t)− w2(xζ(t), t)|dy
)
dtdζ
= lim
ε→0+
∫ τ
σ
Sε(t)dt = 0.
This proves (5.3).

Thus, we have completed all the preparatory steps and now we proceed with the proof of the main
result.
Proof of Theorem 1.1
As it was explained in Section 2 in order to prove Theorem 1.1, it is enough to prove Proposition
2.3. It implies Propositions 2.1 and 2.2, which in turn yield the main theorem.
Let the sequence εk be obtained as in Lemma 5.4. Observe that J
unique
T =
⋃∞
K=1 J
unique
T+1/K (up to a
set of measure 0). Now fix K ∈ N. For ζ ∈ JuniqueT+1/K and t ≤ T , by (2.9), we have
d
dt
ωxζ ,xl[ζ+εk](t) = −ωxζ ,xl[ζ+εk](t)2 + 1
2(xl[ζ + εk](t)− xζ(t))
∫ xl[ζ+εk](t)
xζ(t)
w2(y, t)dy.
Hence, for 0 ≤ σ ≤ t ≤ τ < T + 1/K we obtain
ωxζ ,xl[ζ+εk](τ)−ωxζ ,xl[ζ+εk](σ) = −
∫ τ
σ
ωxζ ,xl[ζ+εk](t)2dt+
1
2
∫ τ
σ
1
xl[ζ + εk](t)− xζ(t)
∫ xl[ζ+εk](t)
xζ(t)
w2(y, t)dydt.
(5.4)
Passing to the limit k →∞ in the left-hand side of (5.4) we obtain
lim
k→∞
(
ωxζ ,xl[ζ+εk](τ)− ωxζ ,xl[ζ+εk](σ)
)
= w(xζ(τ), τ)− w(xζ(σ), σ) (5.5)
for almost every σ, τ (see the definition of Γ above Lemma 4.4). To pass to the limit in the
right-hand side, we first observe that for almost every ζ ∈ JuniqueT+1/K there exists Nζ such that
ζ ∈ Junique,NζT+1/K . Hence, for k large enough
ωxζ ,xl[ζ+εk](s) ≤ Nζ
for s ∈ [0, τ ]. On the other hand, by (3.2)
ωxζ ,xl[ζ+εk](s) ≥ −2/(T + 1/K)
1− (τ/(T + 1/K))
18
for s ∈ [0, τ ] and k large enough. Hence, ωxζ ,xl[ζ+εk](t)2 is bounded on [0, τ ] and using the Lebesgue
dominated convergence theorem we obtain
lim
k→∞
∫ τ
σ
ωxζ ,xl[ζ+εk](t)2dt =
∫ τ
σ
w2(xζ(t), t)dt. (5.6)
Finally, by Lemma 5.4
lim
k→∞
1
2
∫ τ
σ
1
xl[ζ + εk](t)− xζ(t)
∫ xl[ζ+εk](t)
xζ(t)
w2(y, t)dydt =
1
2
∫ τ
σ
w2(xζ(t), t)dt (5.7)
Combining (5.4)-(5.7) and summing over K ∈ N, for almost every ζ ∈ JuniqueT we have
w(xζ(τ), τ)− w(xζ(σ), σ) = −1
2
∫ τ
σ
w2(xζ(t), t)dt
for almost every 0 ≤ σ ≤ τ ≤ T (more precisely, for those 0 ≤ σ ≤ τ ≤ T for which w(xζ(σ), σ)
and w(xζ(τ), τ) exist). Solving the above differential equation for a.e. ζ ∈ JuniqueT , we obtain that
w(xζ(t), t) =
2w0(ζ)
2 + tw0(ζ)
(5.8)
for those t ∈ [0, T ] for which w(xζ(t), t) exists. In particular, this holds for t = T and almost
every ζ ∈ JuniqueT . Since xa(T ) ≤ xr[a](T ) and xb(T ) ≥ xl[b](T ) by the definition of rightmost and
leftmost characteristics we arrive at∫
xa(T ),xb(T )
w2(y, T )dy ≥
∫
[xr[a](T ),xl[b](T )]
w2(y, T )dy ≥
∫
M([a,b]∩JuniqueT )
w2(y, T )dy
(5.8)
≥
∫
M([a,b]∩JuniqueT )
(
2w0(W (y))
2 + Tw0(W (y))
)2
dy
(4.7)
=
∫
[a,b]∩JuniqueT
(
2w0(ζ)
2 + Tw0(ζ)
)2
dM(ζ)
Cor.4.3≥
∫
[a,b]∩JuniqueT
(
2w0(ζ)
2 + Tw0(ζ)
)2
× 1
4
[2 + Tw0(ζ)]
2dζ
=
∫
[a,b]∩JuniqueT
w0(ζ)
2dζ.
The claim of Proposition 2.3 follows in view of the fact that IT = J
unique
T up to a set of measure
zero. This, in turn, implies Theorem 1.1.

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